Integrazione di modelli di trasporto biogeochimici nel mar Mediterraneo by Lazzari, Paolo
UNIVERSITA` DEGLI STUDI DI TRIESTE
———————
DOTTORATO DI RICERCA IN SCIENZE AMBIENTALI - AMBIENTE
FISICO MARINO E COSTIERO
XIX CICLO
Posto di dottorato attivato grazie al contributo
dell’Ist. Naz. di Oceanografia e Geofisica Sperimentale - OGS
Integrazione di modelli di trasporto e
biogeochimici nel Mar Mediterraneo
Coupling of transport and biogeochemical models in the Mediterranean Sea
(settore scientifico-disciplinare:
GEO/12: OCEANOGRAFIA E FISICA DELL’ATMOSFERA)
Dottorando Coordinatore del Collegio Docenti
Paolo Lazzari CHIAR.MO PROF. Roberto Bartole, Univ. degli Studi di Trieste
Firma:
Tutore
CHIAR.MO PROF. Franco Stravisi, Univ. degli Studi di Trieste
Firma:
Relatore
Dott. Alessandro Crise, OGS, Trieste
Firma:
2

Contents
1 Introduction 1
1.1 Numerical models and marine environment . . . . . . . . . . . . . . 1
1.2 The ecosystem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 The Mediterranean Sea ecosystem . . . . . . . . . . . . . . . . . . . 6
1.4 Goals of the doctoral work and structure of this thesis . . . . . . . . 11
2 Coupled Models 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Transport-reaction models . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Biogeochemical models . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 The OPATM-BFM model 19
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 System configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Forcing fields to drive OPATM-BFM . . . . . . . . . . . . . . . . . . 22
3.4 Interpolation technique . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.5 Specific configurations for the transport model . . . . . . . . . . . . 23
3.6 Adjustable domain decomposition . . . . . . . . . . . . . . . . . . . 28
3.7 Advection Smolarkiewicz Scheme: optimization . . . . . . . . . . . . 31
3.8 OGS implementation of IO LIBRARY . . . . . . . . . . . . . . . . . 33
3.9 BFM biogeochemical reactor . . . . . . . . . . . . . . . . . . . . . . 34
3.10 Initialisation, boundary conditions and forcing fields . . . . . . . . . 42
3.11 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4 Operational Application of the Mediterranean Sea EcosystemModel 47
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 The Operational Chain System . . . . . . . . . . . . . . . . . . . . . 48
i
4.3 Preliminary analysis of the results obtained since TOP2 . . . . . . . 50
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5 Analyses of the 3D Ecosystem model on multi-annual simulation:
1998-2002 67
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2 Nutrient trends in the model simulation . . . . . . . . . . . . . . . . 69
5.3 Comparison of modeled chlorophyll-a and data . . . . . . . . . . . . 74
5.4 Comparison of modeled primary and bacterial production and data . 88
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6 A study of the equations governing phytoplankton growth and light
acclimation 97
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.2 Outline of carbon and chlorophyll equations . . . . . . . . . . . . . . 98
6.3 Equilibrium of the system: balanced growth conditions . . . . . . . . 99
6.4 Deep Biomass Maximum (DBM) and Deep Chlorophyll Maximum
(DCM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7 Concluding remarks 109
A Initialization of BFM variables 113
B Equations of BFM Model 115
B.1 Phytoplankton . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
B.1.1 Carbon component of Phytoplankton functional Group . . . 116
B.1.2 Nitrogen component of Phytoplankton functional Group . . . 123
B.1.3 Phosphorus component of phytoplankton functional group . . 126
B.1.4 Chlorophyll component of phytoplankton functional group . . 128
B.1.5 Silicate component of phytoplankton functional group (only
diatoms) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
B.1.6 Sinking velocity (SediPI) . . . . . . . . . . . . . . . . . . . . 130
B.2 Bacteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
B.2.1 Carbon component of pelagic bacteria functional group . . . 132
B.2.2 Nitrogen component of bacteria functional group . . . . . . . 136
B.2.3 Phosphorus component of bacteria functional group . . . . . 138
ii
B.3 Microzooplankton . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
B.3.1 Carbon component of microzooplankton functional group . . 141
B.3.2 Chlorophyll fluxes to the sink . . . . . . . . . . . . . . . . . 144
B.3.3 Silicates fluxes to particulate (only diatoms) . . . . . . . . . . 144
B.3.4 Nitrogen component of microzooplankton functional group . 145
B.3.5 Phosphorus component of microzooplankton functional group 147
B.4 Mesozooplankton . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
B.4.1 Carbon component of mesozooplankton functional group . . . 150
B.4.2 Chlorophyll fluxes to the sink . . . . . . . . . . . . . . . . . 155
B.4.3 Silicates fluxes to particulate(only diatoms) . . . . . . . . . . 155
B.4.4 Nitrogen component of mesozooplankton functional group . . 156
B.4.5 Phosphorus component of mesozooplankton functional group 158
B.5 Chemical reactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
B.5.1 Nitrogen component of pelagic chemical compartment . . . . 161
B.5.2 Oxygen component of pelagic chemical compartment . . . . . 162
B.5.3 Silicates component of pelagic chemical compartment . . . . 162
B.5.4 Oxigen reareation . . . . . . . . . . . . . . . . . . . . . . . . 162
C Series expansion of Geider function in a neighbour of zero 165
Bibliography 167
Acknowledgements 175
iii
Chapter 1
Introduction
1.1 Numerical models and marine environment
Oceans cover three quarters of the Earth surface, in particular they account for the
fifty percent of the European Union territory (Maritime Facts and Figures, European
Commission, 2005). Half of the European population lives within 50 chilometers
from the Sea and maritime activities provide direct employement to 3.5 million citi-
zens. Monitoring, analysing and predicting the behaviour of the marine environment
is important for developing an optimal management of its resources avoiding irre-
versible and negative alterations, with particular focus to ocean ecosystem. There
is a growing awareness in the identification of the best practice to manage living
and nonliving resources, which are based on a comprehensive multidisciplinary ap-
proach supported by sound scientific formulations. This shared vision has lead the
international community to develop the concept of ecosystem approach defined as
’a strategy for the integrated management of land, water and living resources that
promotes conservation and sustainable use in an equitable way.’ (Earth Summit
in Rio, 1992). The conceptual definition of ecosystem is, in fact, compliant to the
above defined operational needs. The ecosystem is an interdependent and dynamic
system composed by all the organisms (plants, animals, and microbes) living in a
given area, and by all the non-living physical and chemical factors of their envi-
ronment, linked together through nutrient cycling and energy flow. As reported in
Miller (2004) even before the diffusion of computers for solving complex systems of
equations by intensive calculation, Riley (1946) had formulated numerical models to
analyze the interactions between environmental factors and organisms present in a
pelagic ecosystems. Since the 1960s computers have become diffuse scientific instru-
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ments and the computational performances have improved continuously. On this
basis, many theories in biological oceanography have made use of numerical models
as valuable research tools. A classical problem, like the causal interpretation of sea-
sonal phytoplankton cycles in the ecosystem was the motivation for the development
of such numerical models, nowadays the models have a broad range of applications
targeted to study different processes within the world’s oceans. Several European
initiatives were programmed to develop such approaches and to apply them to part
of the European Ocean jurisdiction that reaches the Atlantic, Arctic, Baltic, Black
Sea, Mediterranean Sea, North Sea. A number of initiatives and programs have
been launched in the last decades to improve those models, moving from theoretical
studies toward practical applications. The work described in this thesis has been
founded by the following national and european projects:
• MFSTEP/MERSEA operational oriented application to produce short term
forecasts (weekly frequency) of the European Seas;
• SESAME-IP project aims to quantify and predict the changes in the ma-
rine ecosystems of the Mediterranean Sea and the impact of those changes on
turism, fisheries and biodiversity. This project is inspired by an ecosystem
approach. OGS institute will contribute with decadal numerical simulations
for the XX and XXI centuries;
• VECTOR project aims, among others, to study, with the integration between
an observing system and numerical models, the carbon cycle in the Italian
Seas as pelagic area to reconstruct future scenarios related to global climatic
changes.
The activity carried out in the MFSTEP/MERSEA project is documented in Lazzari
and Crise (2005-a), Lazzari and Crise (2005-b), Lazzari et al. (2005) Lazzari et al.
(2006-a), Lazzari et al. (2006-b), Crise et al. (2007).
1.2 The ecosystem
This section is devoted to the introduction of the terminology and of several concept
at the base of the ecosystem approach. Basic elements to be introduced speaking of
ecosystem are (Tansley (1935)):
• Habitat ;
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• Biotic system.
The habitat or biotope is the ensemble of all the physical and inorganic factors that
constitute the environment. The biotic system or biome consists of all the individual
organisms present in an ecological unit. The state of the biome is dynamical, be-
ing characterized by continuos processes of change toward a dynamical equilibrium:
its evolution may depend on autogenic factors (self adaptation) or can be driven
by external events allogenic factors, such anthropogenic activities. In particular the
state variables of the ecosystem can be studied by the quantification of the chemical,
physical, geological and biological processes (biogeochemical approach) including a
multiplicity of transformations cycles of matter and energy (trophyc dynamics). The
dynamics and functioning of the ecosystem is based on the channeling of solar en-
ergy (allogenic factor) in the biogeochemical cycles. Energy cycling terminology
was firstly introduced by (Thienemann, 1926) from the language of economics, in
fact autotrophic organism were called producer : they produce complex organic com-
pounds where the solar energy is stored in molecules based on carbon, that is the
energy-currency (maintaining the economical language) flowing in the ecosystem
compartments. This stage, called primary production, is of primary importance.
In fact even if part of the energy is released in catabolic processes, a significant
portion is retained and can be utilized by consumer organisms that feed on the
primary producers. Starting from this picture it is possible to formulate a hierar-
chical structure for energy fluxes and productivities rates, Lindeman (1942): rate
of incident solar radiation, followed by rate of photosynthetic production -primary
production-, followed by rate of primary consumption, followed by rate of primary
predation and so on. This idea can be schematized as a pyramidal structure fig.1.1
where primary producers are the base that sustains all the system whereas at the
top of the structure are the top predators, the different broadness of each level of
the pyramid represents the fact that at each level the total biomass decrease by an
order of magnitude. Already in the work of Lindeman (1941) the careful study of
food cycles enlight a complex structure more similar to a web than a cycle with
central position occupied by bacteria as decomposers 1 . The whole food web can
be subdivided in two interacting classes: the classical food chain with a linear struc-
ture moving from relative large phytoplankton species to fish, and a microbial class
composed by smaller organisms like unicellular phytoplankton, bacteria, protozoa
1The trophyc web proposed by Lindeman has been recently reconsidered, more then 60 years
after, with the concept of microbial hub (Legendre (2006)).
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Figure 1.1: Pyramidal scheme representing the hierarchical structure with primary
producers at the base and top predators .
4
and viruses, Azam et al. (1983). Those two classes adopt different feeding strategies.
Osmotrophs, within the microbial class, feeds by taking dissolved nutrients through
their cellular membrane and phagotrophs, within the classical food web, eating rel-
atively large particulate matter. Those different paradigms are characterized by
a different topology of the trophic web. The classical one has a linear structure
oriented from the primary producers toward the higher trophic levels, conversely
from each trophic level there is an inverse flux of particulate matter to the base
of the trophic web. In the microbial food web to each flux correspond an intense
feedback with continuous processes transforming matter between organic and inor-
ganic, dissolved and particulate forms, Thingstad and Rassoulzadegan (1999). As
previously noted an important issue is the coupling between the biotic system and
the environment. Biogeochemical dynamics is not only described by the energy-
carbon dynamics: the cycling of macro-nutrients like phosphates, nitrates, silicates
and many other substances is fundamental because those substancies are necessary
compounds for cellular functioning, growth and duplication. Therefore physical pro-
cesses involving transport of macro-nutrients usually influences the behaviour of the
biotic system. A relevant problem is to identify the correct time/space scales in-
volved in the biogeochemical and physical processes. For example phytoplankton
migrates vertically along the water column to reach favourable nutrient conditions
with diurnal frequency and is influenced by inertial and internal waves that typically
have the same scales (Dickey (1991)). A total description of the Marine Ecosystem
is not feasible because of our limited knowledge and difficulty of the mathemati-
cal formulation of all the trophic relationship. Moreover biotic data are scarce and
the computational burden in the case of a direct numerical simulation (DNS) of
the real oceans by far exceeds the present computing capabilities. In fact a DNS
should include simultaneously a range of processes from molecular scale to large
gyres (thousand of kilometers and decadal evolution). Physical processes like gen-
eral circulation, mesoscale dynamics, fronts, mixing and stratification are relevant
for our target trophic taxa, phyoplankton and zooplankton. The corresponding spa-
tial scales range from hundred of kilometers to meters, and the temporal ones from
days to years. This scale selection makes the problem affordable by the introduction
of parameterized sub-grid 2 processes.
2sub-grid is a common term used in computer modeling for scales smaller than the maximal
resolution capability of a numerical scheme. Usually all the processes occurring at sub-grid scales
are some how included in the physics by closure scheme parameterization. In the text sub-grid
concept is extended to a generic ecosystem process.
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1.3 The Mediterranean Sea ecosystem
Mediterranean Sea is localized, for the majority of its extension, in the oriental
emisphere (5!‘ West and 36!‘ East), it is a semi closed basin surrounded by a wide
continental area (fig.1.2). ItO˜s surface amount at 2.5 ∗ 106km2 (without the Black
Figure 1.2: Satellite caption of the Mediterranean Sea. Screenshot from NASA
World Wind.
Sea) and the average depth is around 1500m. The morphology of the bottom is
quite irregular and continental shelf (depth < 200m) accounts for 25% of the to-
tal surface. Deepest areas are in the Ionian Sea (5000m), along the Ellenic trench
(4.500m), in the Levantine basin near Rodi island (4200m), in the Tyrrhenian Sea
and in the Algero-Provencal basin (2900m). Coast lines are quite complex with
many islands and straits. The basin is decoupled in two sub-basins divided by the
Sicily Strait (130km wide, 430m depth at shallower point), the eastern one (eastern
Mediterranean) and the western one (western Mediterranean), Manca (2004). On
inter-annual or longer time scale Mediterranean Sea presents large variability in bio-
chemical budgets. This variability can be explained by the large impact of physical
and biotic coupling. Particularly relevant are the fluxes at the Strait of Gibraltar
and Strait of Sicily they present an high variability at short time scale, the maximum
is reached in April for the Gibraltar Strait and november for the Sicily Strait. At
Gibraltar Strait the inflows ranges from 0.76Sv to 1.86Sv (1 Sverdrup = 106m3s−1)
and for the outflow 1.20Sv to 1.60Sv. The inflow at Strait of Sicily range from
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1.0Sv to 1.4Sv and the outflow from 0.95Sv to 1.35Sv as reported in the analysis
of Astraldi et al. (1996). Mediterranean Sea is a concentration basin: the positive
balance between Evaporation and Precipitation/Riverine input (E − P −R > 0) is
around 0.6myr−1 (Salon and Crise (2005); Bethoux and Gentili (1999)). As we saw
E − P −R > 0 implies that termohaline circulation at basin scale is anti-estuarine:
fresh Atlantic Water (AW) incoming from the Gibraltar Strait spreads over all the
Mediterranean (Hopkins (1999)). AW circulating in the basin increases its den-
sity and temperature becoming Modified Atlantic Water (MAW). MAW circulates
ciclonically in both sub-basin, crossed the Gibraltar Strait it proceeds along the
Algerian coast reaching the Sardinia-Sicily Strait. MAW flows northwards along
the Tyrrhenian coasts, embraces Sardinia and Corsica islands and then turns back
closing the cyclon along the coast of the north western Mediterranean. Only a
part of MAW is able to cross the Sardinia-Sicily Strait (it is hindered by the nar-
rowness of the bottom). At the same time Levantine Intermediate depth Water
(LIW) moves westward from the eastern Mediterranean (Ozsoy (1993), Manca et al.
(2003)), where it is originated, to exit in the bottom layer of the Gibraltar Strait.
MAW and LIW constitute the upper thermohaline cells of the Mediterranean Sea.
There are two secondary thermohaline cells characterized by formation processes of
denser and colder water lying beneath the upper cell. Those water masses, known as
West Mediterranean Deep Water (WMDW) and Eastern Mediterranean Deep Wa-
ter (EMDW), are confined in the two sub-basin due to the shallowness of the straits
delimiting them (Gibraltar and Sicily Strait). This implies that deep-sea environ-
ment are permanently separated and probably they show specificities in ecosystem
structures. The dynamics of the large scale basin circulation regulates the horizontal
transport of biogeochemical concentrations and influences their budgets. The fluxes
of macro nutrients across Gibraltar Straits are negative because the input associated
with the AW does not compensate the outflow of the LIW. At equilibrium this loss
is compensated by rivers discharge of anthropogenic substances and atmospherical
inputs. Similar exchange dynamics is observed at Sicily Straits, this explain the
decreasing trophic activity moving eastward. Vertical fluxes between surface layers
and deep layers contribute also to the nutrient equilibrium concentration in particu-
lar they can be of physical origin in the case of mixing and upwelling or of biological
origin. In the latter biotic systems produce detrital particulate substances that sink
and export matter from upper biogeochemical cycles to deep layers, this process
can modify nutrient distributions on basin scale increasing the nutrient load of the
7
Figure 1.3: Schematic diagram of the water mass flows in the western and eastern
Mediterranean Sea. Arrows represent the fluxes inside the ”boxes” of the Mediter-
ranean Sea and between Mediterranean Sea and Atlantic Ocean. Surface boxes cor-
respond to the area influenced by the AW and MAW. Top areas of the deep layer,
intermediate layers, are affected by the LIW. MAW and LIW constitute the upper
thermohaline cell. Circular arrows represent vertical fluxes like mixing, upwelling
and the biological pump.
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LIW. In the Mediterranean Sea the molar ratios between different macronutrients
are not Redfilian 3 but present peculiar values. In particular moving eastward N:P
ratio increases from 20 in the western Mediterranean Sea to values higher than 25
in the eastern Mediterrenean Sea. Different nutrient availability produces a shift of
trophic web dynamics from a diatom dominated system in the western basin to a
microbial ecosystem in the eastern part. Traditionally the primary production cycle
of the Mediterranean Sea ecosystem is the result of the superposition of a seasonal
cycle of light and temperature and the alternation of mixing and stratification along
the water column (Longhurst (2006)). Winter mixing makes the nutrients available
in the photic zone and triggers a late winter phytoplankton bloom, followed and
preceded by a well marked Deep Chlorophyll Maximum (DCM) typical of a verti-
cal stratified water column. In specific areas this well known cycle is quite evident
(e.g. North Western Mediterranean) in others the differences between mixing and
stratification season are less clear (Levantine basin). DCM when present is located
at depth ranging from 50 m in the Western Mediterranean up to 120 m in the most
oligotrophic areas of the Eastern Mediterranean, according with water transparency.
Wind driven regimes are different in the different sub-basins both spatially and tem-
porarily (Mistral in the west and Ethesian winds in the east are phase-lagged). The
associated vorticity input superimposes (topographically controlled) permanent and
recurrent gyres in both eastern and western sub-basins. Cyclonic and anticyclonic
dynamics contribute to locally alter the vertical distribution of the water properties
including the biochemical ones both reducing/increasing stratification and facilitat-
ing/preventing mixing. Spatial distribution of such structures contributes to induce
a north-south skewness in nutricline. This fact has a substantial implication on
spatial distribution of trophic structures: even at relative small distance, different
ways of ecosystem functioning are sustained by the spatial decoupling. Different
processes and features potentially influence the biotic system in the eastern and
western sub-basins (Crise et al. (1999)):
• biochemical exchanges are related to the cycling of biochemical compounds
through boundaries;
• deep water formation is the process that increase the density (related to tem-
peratures and salinity) of surface waters making it to sink;
3Redfilian nutrient molar ratio of Carbon:Silicate:Nitrate:Phosphate correspond to 106:16:15:1
and is considered a characteristic general properties of intermediate waters. Several deviation from
those standard values are observed in specific areas like the Mediterranean Sea.
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• coastal upwelling produces a rise of deep water, rich of nutrients, and conse-
quently an increase of the productivity of the area interessed;
• euphotyc layer, where there is enough Photosynthetic Available Radiation
(PAR) for the phytoplankton cells to growth;
• nutricline (where a rapid change in nutrient content occurs along the water
column);
• buoyancy content of the water masses.
Process Western Mediterranean (WM) Eastern Mediterranean (EM)
biochemical exchanges Atlantic Ocean, EM WM, marginal seas
deep water formation within the basin marginal seas
coastal upwelling intense in northern sector scarce
euphotic layer shallow deep
nutricline shallow deep
buoyancy content low high
Table 1.1: Features and processes of West and East Mediterranean subbasins.
Marginal seas are Adriatic and Aegean
The ecosystem gradient for trophic regime between western and eastern Mediter-
ranean, can be analyzed on the base of the different environmental processes, sum-
marized in tab.1.1 and on the base of known interaction between phytoplankton,
pelagic heterotrophic bacteria and zooplankton (Turley et al. (2000), Thingstad and
Rassoulzadegan (1995)). The biomass of bacteria and phytoplankton estimated from
chlorophyll measurements and from bacterial counting, integrated along the water
column are similar in the two sub-basins but the production and growth rate is
higher in the Western Mediterranean. This gradient in efficiency (production over
chlorophyll) could be related to a gradient in light, IOP (Inherent Optical Proper-
ties) and/or nutrient limitation. The difference in nutricline depth and buoyancy
content in the two sub-basins affects the efficiency of the wind mixing to raise the
nutrients above the nutricline in the euphotic layers. Nutrient input in the euphotic
layer like biogeochemical exchanges or coastal upwelling are also more intense in the
west Mediterranean than in the east Mediterranean. Those differences character-
ize the Mediterranean sea ecosystem in particular the combination of low primary
production and bacterial dominance on secondary production in the east is also of
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significance as it could account for the low fisheries production, the low flux of mate-
rial and the anomaly in the nutrient ratios in the different areas of the Mediterranean
Sea.
1.4 Goals of the doctoral work and structure of this
thesis
The main task of the doctoral work was to assemble a numerical system able to
simulate some of the phenomenology of the pelagic Mediterranean Sea with time
scale ranging from few days to a decade. The assembling of a new coupled code has
its ground on existing (decoupled) versions of:
• OPA OGCM, OPA Tracer model (http : //www.lodyc.jussieu.fr/opa/);
• BFM Biogeochemical Flux Model (http : //www.bo.ingv.it/bfm/).
OPA Tracer model is a complementary module of OPA OGCM designed to integrate
advection-diffusion reaction equations only, the release adopted was a beta version so
an intense work of optimization and adaptation for parallel applications was needed.
The work done was focused to rescale OPA Tracer model, originally designed for
global simulations, to the Mediterranean Sea basin. The Tracer model rescaled to
the area of interest was coupled with the biogeochemical reactor (BFM) to obtain
an ecosystem model for the Mediterranean Sea. The code developed in the first
phase is now embedded in an automatic managing system the result is the first
operational/forecasting model for short term time scales (weekly). At the same time
the model was applied to multi annual long term scales. Preliminary evaluations of
the results for both the applications, long and short term simulations, are proposed.
This thesis is subdivided in chapter with the following structure:
Chapter 1) is an overview of problematics, definitions and phenomology of the
Mediterranean sea ecosystem;
Chapter 2) presents the modeling approach applied to ecosystem;
Chapter 3) contains details about the specific model I assembled for the Mediter-
ranean Ecosystem;
Chapter 4) is the description of the operational model devoleped and the first eval-
uation of the results;
Chapter 5) presents the analysis of the results of a multi-annual simulation;
Chapter 6) is a study of the equations governing phytoplankton growth and light
11
acclimation;
Chapter 7) concludes the work with final remarks and future work.
Appendix) contains specific details about the biogeochemical model formulation.
12
Chapter 2
Coupled Models
2.1 Introduction
A quantitative model formulated to describe the ecosystem of the Mediterranean
Sea should be composed by two coupled components:
• a model for the environment ;
• a model for the biotic system.
The model for the environment can be formulated as a geophysical fluid-dynamical
problem. The rigorous formulation of such a problem is based on the continuity
equation, Navier-Stokes equations and state equations (regulating fluid density in
relation to physical parameters like temperature or salinity). Even if the nature of
these equations is known since more than an hundred of years there is not yet a
detailed knowledge of their exact solutions, in particular when the model represents
the real-world and not a simplified conceptual problem. The model for the biotic
system is usually formulated in term of population equations or chemical reaction
formulas and it is 0D (totally local), no spatial component is considered. The com-
mon quantitative formulations for the biotic system are in general simpler than the
ones related to the environment, but when the trophic web is complex, the recovery
of the solutions can be difficult. Coupled models in general sum all the difficulties
present in both component, hydrodynamical and biotic system equations, so the
preferred, many times the only, way to face such problems is to adopt a numerical
approach. In the numerical approach all the equation are translated in discretized
formulas that can be implemented in an algorithm suitable to be solved by itera-
tive calculation. The solution obtained is not exact in fact errors are introduced
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due to the finite computational resources of the computer. Moreover the numerical
solution of a full-detailed model cannot be obtained in reasonable time, so models
are usually simplified to reduce computational time. Complex dynamics outside
the specific purposes of the study are usually substituted by closures schemes that
enhance the affordability of the computation. The coupled model so obtained is
an instrument potentially able to replicate ecosystem dynamics and to increase our
knowledge about natural processes.
2.2 Transport-reaction models
The standard transport-reaction model deals with the time evolution of chemical
and or biological state variables in a flowing medium like the marine environment.
The problem is formulated as time conservation laws with source and sink terms:
∂ci
∂t
=
∂ci
∂t
∣∣∣∣
phys
+
∂ci
∂t
∣∣∣∣
bio
(2.1)
∂ci
∂t
= Aphys(ci) +Dphys(ci)︸ ︷︷ ︸
Linear
+Rbio(ci, c1, ..., cN , T, I)︸ ︷︷ ︸
Non linear
(2.2)
where c is a generic concentration and Aphys, Dphys are the component of the trans-
port linear term respectively advection and diffusion terms. Biology is represented
by the non linear source sink term R that in general depends on other concentrations
and environmental regulating factors like temperature, irradiance and many others.
In general the transport term can be included with different dimensionality 0D, 1D,
3D.
0D applications are model where the transport component is absent:
∂ci
∂t
= Rbio(ci, c1, ...cN , T, I) (2.3)
example of 0D model is the Lotka-Volterra prey-predator model (Volterra (1926))
or more complex biogeochemical box model (BFM) where the concentrations are
supposed to be uniform in space.
1D models simulates vertical column, horizontal components are homogenous:
∂ci
∂t
=
∂
∂z
[
Kv
∂ci
∂z
]
+ wsi
∂ci
∂z
+Rbio(ci, c1, ...cN , T, I) (2.4)
where Kv is the vertical diffusivity and wsi is the sinking velocity. Those models
are usually adopted for process oriented studies as the Deep Chlorophyll Maximum
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formation (Jamart et al. (1977), Varela et al. (1992)) or to study the impact of verti-
cal mixing to the water column ecosystem. The term ∂∂z
[
Kv
∂ci
∂z
]
allows to simulate
vertical mixing that is a fundamental environmental processes for the ecosystem
evolution. Moreover 1D model allows also to simulate the different light regimes
that are realized along the water column due to light extinction.
3D models have a full formulation of the transport term:
∂ci
∂t
= −U · ∇ci + kh(−1)
n
2
+1∇nhci +
∂
∂z
[
Kv
∂ci
∂z
]
+ wsi
∂ci
∂z
+Rbio(ci, c1, ...cN , T, I)
(2.5)
where −U · ∇ci is the advection term and kh(−1)n2+1∇nhci is the horizontal diffu-
sion term. U is the velocity vector field of marine circulation. 3D models have the
capability of representing the lateral dynamics in particular the dynamics of front
and to simulate different conditions that are usually met in different geographical
locations.
The interface between the Navier-Stokes Solver and the transport reaction solver
can be of two types: online or oﬄine. In the online approach synchronous solution
of the fluid-equation and transport equation is carried out. In the oﬄine approach
U is considered an external forcing so the circulation must be already known before
the integration of the solutions. Oﬄine approach can be applied only for passive
tracers: it is supposed that the biogeochemical concentrations are not able to influ-
ence circulation so they are passively transported by water flow.
It is widely accepted that in ocean the vertical and horizontal spatial scales are quite
different (O[106 − 105]m) horizontal scales, O[103]m for the vertical scales. 1D and
3D models must be discretized accordingly to those scales, the model here proposed
has a horizontal resolution of the order of 10km this implies that processes smaller
than 10km are cut-off, vertical resolution is around ten meters at surface to hundred
of meters in deep layers. Small scale dynamic is parametrized by increased values
of diffusivity, both vertical and horizontal.
2.3 Biogeochemical models
A number of modern conceptual and numerical models for marine ecosystem, includ-
ing the one presented in this thesis are organized following a trophic web structure
where different classes or levels are identified among a spectrum of trophic levels:
lower ones are adjacent to the primary producers (basal species) whereas higher ones
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Figure 2.1: Complexity rhomboids of ecosystem model (TOP). Trophic web of BFM
pelagic ecosystem model (BOTTOM)
are related to top predators. In general models have different degrees of resolution
and complexity for each trophic level: target trophic levels are better resolved than
others parts, called closures, introduced only for consistency reasons. Target organ-
isms chosen are important for their dominance in the ecosystem, for their relevance
in the diet of other species of interest, as indicator of the health of the ecosystem or
as economical resource.
This heterogeneity across model formulations is well represented by the rhom-
boidal scheme (de Young et al. (2004)) where complexity and trophic levels are
compared. The lower rhomboid in fig.2.2 represents a typical biogeochemical marine
model where the targets are the phytoplankton and nutrients. Higher trophic lev-
els (zooplankton) are included as closure to apply a top down predation control on
primary producers (phytoplankton). Models focused on higher trophic levels, upper
rhomboid fig.2.2, require a refined description of the life history, for example the
evolution of individuals from juvenile to mature state and of the comportamental
behavior, so in general the complexity in the formulation increases dramatically.
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Green       = Box,Conceptual,reviews 6
Yellow      = 1D BGC N 12
Grey         = 1D BGC multinutrient 4
Magenta   = 1D BGC ERSEM 7
Turquoise = 3D BGC 16 (3 ERSEM)
White       = Data assimilation 9
Green       = Box,Conceptual,reviews 6
Yellow      = 1D BGC N 12
Grey         = 1D BGC multinutrient 4
Magenta   = 1D BGC ERSEM 7
Turquoise = 3D BGC 19 (6 ERSEM)
White       = Data assimilation 9
Figure 2.2: Catalog of Mediterranean Pelagic Ecosystem models (V. Mosetti et al.,
unpubl. rep., TOP). Trophic web of BFM pelagic ecosystem model (BOTTOM)
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There is a long tradition of ecosystem/biogeochemical models for the pelagic wa-
ters in particular fig.2.1 reports a statistics of such models developed in the last
decades. General trends in model implementations show a clear tendency toward
improving the physics by increasing the spatial resolution and introducing turbulent
closure schemes (like in GOTM), in particular in the last decades a number of 3D
biogeochemical models have been applied to the Mediterranean Sea ecosystem. The
first ideas about the possibility to develop such a system were formulated during
the 2nd Mediterranean Targeted project workshop (Baretta et al. (1996)). The first
three dimensional ecosystem model for the whole Mediterranean Sea was develepod
by Crise et al. (1998) and Crispi et al. (1999) with trophic dynamics described by
an NPD aggregated model of inorganic nitrogen, phytoplankton and detritus. The
evolution of this system was the ECHYM model, Crispi et al. (2002), that took
into account phosphorus and nitrogen cycles with a food web characterized by small
and large autotrophs, zooplankton and bacteria. All the early models simulated the
ecosystem dynamics with a simplified trophic relationship and potential limitation
regulated by the availability by one (or more) macronutrients. Biomass (expressed in
carbon) was assumed to be Redfilian. The system developed in this thesis, OPATM-
BFM, is based on the BFM model (Vichi et al. (2007-a)), an evolution of ERSEM
(European Regional Sea Ecosystem Model), one of the most articulate and diffused
marine ecosystem models (Baretta et al. (1995), Baretta-Bekker et al. (1997)). The
target trophic level of BFM is phytoplankton/nutrients and microbial loop so BFM
corresponds to the lower green rhomboid in fig.2.2, without overlapping with ”life
history area”. In BFM/ERSEM the mayor advance achieved is the introduction of a
dynamical C:N:P and dynamical Chl:C ratio. A complete list of all the biogeochem-
ical equations used for the simulations can be found in the Appendix. Moreover
OPATM-BFM has been coupled with an high resolution OGCM to increase the skill
in simulating the environment. In the following chapter a detailed description of the
system developed will be presented.
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Chapter 3
The OPATM-BFM model
3.1 Introduction
Main part of the work of the doctoral activity was related to the set up of the
Mediterranean Sea ecosystem model. The task was to construct a coupled model
based on the 3D OPA transport model coupled with the BFM biogeochemical re-
actor. The OPA system is an Ocean General Circulation modelling System shared
by projects (research and operational) in oceanography and Climate change studies.
It is developed at the Laboratoire d’Oceanographie DYnamique et de Climatologie
(LODYC, University Paris VI). In particular OPA transport model that bases on the
oﬄine paradigm is used instead of the ONLINE paradigm. In the OFFline paradigm
the transport reaction equations time integration is not synchronous with the in-
tegration of the Navier-Stokes equations. BFM model is an evolution of ERSEM
(European Regional Sea Ecosystem Model), one of the most articulate and diffused
marine ecosystem models (Baretta et al. (1995), Baretta-Bekker et al. (1997)). Its
dynamics were implemented in a 0−dimensional box model to simulate an homo-
geneous closed water body. The conceptual model beneath ERSEM founds on the
description of the mutual interactions between the aggregated component of the
ecosystems biome (functional groups) expressed in terms of biomass (carbon) and
macronutrients (nitrate, phosphate, silicate), governed by a plastic C : Si : N : P
ratio. This feature should be relevant in peculiar seas like Mediterranean Sea where
nutrient are characterized by non-Redfield behavior. The amount of OPATM-BFM
calculations present in the algorithm required the porting of the code on an high
performance parallel computer: this operation was not straightforward because the
original structure of the code was optimized for vectorial (NEC) architecture and not
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for the parallel architecture paradigm. Currently it is possible to carry out one year
of simulation in around two days, depending on the workload of the computer and
on the specific domain (operational configuration or multi-annual configuration).
Apart for coupling and optimization several new functionalities were introduced:
• Netcdf COARDS compliant output data format;
• routine for nudging relaxation of biogeochemical state variables to data fields.
The interpolation pre-pocess interface developed is also important because it is useful
to interface the OPATM-BFM with different OGCM: with the operational model
domain or with the model MED16 used for the multi-annual simulations.
3.2 System configuration
The present section is devoted to the description of the general features of the
model in particular the off-line paradigm. In the oﬄine approach the model solves
the equations of the passive tracers only, no circulation fields are computed. The 3D
advective term is computed using circulation data obtained by external OGCM runs
stored on disk. In principle different physical drivers can be adopted to originate
the forcing fields after an interpolation procedure. In fig.3.1 the principal elements
componing the system are shown. The model used for the numerical simulations
is the OPATM model (Madec et al. (1997)) 1 coupled with the BFM model 2 in a
parallel-optimized implementation set up at OGS.
Each part of the scheme will be shown in more details in the following paragraphs.
The principal features of the OPATM-BFM can be summarized in the following
points:
• off-line physical-biogeochemical coupling (Transport model works using pre-
viously stored forcing data: temperature, salinity, 3D velocity, vertical eddy
diffusivity, short wave irradiance and wind speed);
• Horizontal resolution 1/8◦, z-levels vertical discretization;
• Fully prognostic, data-free simulation;
• Nutrients nudging in the Atlantic box;
1Further details can be found at: www.lodyc.jussieu.fr/opa/Docu Free/Doc models/Doc OPA8.1 Tracer.pdf
2Futher details can be found at: http : //www.bfm.cmcc.it/
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Figure 3.1: Scheme of OPATM-BFM System. Meshmask (Domain discretization de-
scriptor file) and physical fields (salinity, temperature, circulation fields, short wave
irradiance, wind speed, eddy vertical diffusivity) computed by an external OGCM
are horizontally downscaled from 1/16◦ to 1/8◦ resolution. Vertical discretization is
unchanged. OPATM-BFM is defined on the low resolution meshmask and is forced
by the interpolated physical fields. Nutrients are initalized from Medar-Medatlas
dataset MEDAR/MEDATLAS Group (2002).
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• River input by relaxation to climatological values (only for the operational
implementation).
3.3 Forcing fields to drive OPATM-BFM
As previously stated due to the oﬄine paradigm adopted the OPATM-BFM needs
several 3D and 2D forcing fields to integrate in time and space the state variables,
the 3D forcing fields are zonal, meridional and vertical velocity, eddy diffusivity,
temperature, salinity on the other hand the 2D surface forcing fields are solar short
wave irradiance and wind speed. The three circulation velocity components are nec-
essary to calculate the transport term for each passive tracer. Eddy diffusivity is
important to reproduce the correct vertical mixing processes of the tracers along the
water column. Temperature, salinity, irradiance and wind speed enter as regulating
terms in the biogeochemical equations. The forcing fields used to drive the simula-
tions are obtained by an external OGCM OPA-NEMO model with higher resolution
(1/16◦ horizontal resolution). Obviously higher is the time frequency of the forcing
fields files, higher is the memory space needed to store them especially in the case of
3D files, so the forcing frequency (daily frequency, every five days, every ten days,
etc) has to be decided after carefully evaluating the memory storage resources. The
forcing fields are not stored as instantaneous values but for example in the case of 5
days frequency, each frame of the forcing will be a five days mean. The tracer model
computes the values of the forcing fields between each frame by a linear interpolation
in time.
3.4 Interpolation technique
The 1/8◦ horizontal resolution for the tracer model produces a configuration char-
acterized by an affordable computational load. To reduce the horizontal resolution
from the fine grid (1/16◦) to the coarse one (1/8◦), the mesh merging technique
shown in fig.3.2 is adopted: the coarse grid is obtained by merging four adjacent
cells of the fine grid. Velocity fields are calculated with the constraint of preserving
fluxes and consequently divergence. The formula used to decimate velocity from the
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finer to the coarser grid, applied as an example to cells shown in fig.3.2, gives:
U(1, 2) =
e2(1, 2)u(1, 2) + e2(1, 3)u(1, 3)
E2(1, 2)
(3.1)
V (2, 1) =
e1(2, 1)v(2, 1) + e1(3, 1)v(3, 1)
E1(2, 1)
(3.2)
where u and v refer respectively to zonal and meridional current velocities, whereas
e1 and e2 refer to scale factors. Small letters refer to the fine grid, capital letters to
the decimated, coarse grid. The weighted interpolation maintains the flux constant
in the cells. Vertical velocity is computed integrating the horizontal divergence
along the water column. The test between incoming flux from Gibraltar Strait and
variation of the 3D integral over the basin is coherent with the continuity equation
fig.3.3 .
3.5 Specific configurations for the transport model
This section draws a summary about the model code structure adopted in the simula-
tions, in the following sections the customization introduced in some key subroutine
to fit our goal will be described. OPATM-BFM is a numerical driver capable to
integrate in space and time two main elements: a transport model that computes
advection and diffusion (dynamical processes) and BFM model which computes the
biogeochemical reactions. OPATM-BFM loads the domain and bathymetry from
the interpolated meshmask and inherits the physiography of the OGCM:
• regular 1/8◦ horizontal coordinates and 72 vertical levels for the operational
implementation;
• composite mesh with latitude dependent grid and 43 vertical levels for the
multi-annual implementation.
Modeled general equations are transport-reaction equations:
∂ci
∂t
= −U · ∇ci + kh(−1)
n
2
+1∇nhci +
∂
∂z
[
Kv
∂ci
∂z
]
+ wsi
∂ci
∂z
+BFM(ci, c1, ...cN , T, I)
(3.3)
where ci is a spatial distribution of concentration, being advected by a velocity field
U and diffused with diffusivity coefficient k. The O´Sink minus SourceO´ term (BFM),
represents the biogeochemical nonlinear reaction term that depends on space, time,
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Figure 3.2: Scheme of the grid transformation after the merging procedure (top
original fine grid, down coarse grid). The discretization scheme in both cases is a C-
grid. The grey area is outside the model domain and it is added before the merging.
Red dashed lines indicate the transformation of the boundary layer (before and after
merging). To preserve divergence the mass fluxes in the cells calculated with v(2, 1)
and v(3, 1) are equal to the flux in the merged cell calculated with V (2, 1).
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Figure 3.3: Check on coherence between volume integral of nutrients and corre-
spondent variation of volume integral calculated by the flux through the Gibraltar
Strait.
and many other parameters (Temperature, Salinity, Irradiance). Specific parame-
terization chosen for the spatial terms are :
• trahdfcoef1d ( horizontal diffusion parameter constant in time and spatially
dependent along depth);
• trahdfbilap/trahdflap laplacian or bilaplacian diffusion scheme;
• trc smolar Smolarkiewicz advection scheme.
Those parameterizations are specific for the mediterranean biogeochemical imple-
mentation. Horizontal variation of diffusion parameter is negligible, option (trahdfcoef1d).
Bilaplacian diffusion scheme is preferred against laplacian scheme because we need
sharper propagation fronts to describe, as well as possible, the dynamics of the bio-
gechemical model. For the same reason it is selected a flux corrected advection
scheme (Smolarkiewicz (1983)) to reduce implicit numerical diffusion. In the follow-
ing charts the two parts of the space/time integrator are presented. The first part,
tab.3.1, represents the initialisation of the code (i.e. where the namelists are read
and domain structure is defined) that is different from the standard one proposed
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Routine Details
modele
opa Oﬄine Ocean General Circulation Model
inipar initialization of parameters
parcst constants parameters used in the model
parlec oﬄine namelist read
parctl control options
inimpp initialization for MPP
domrea read a meshmask file describing domain
domstp prepares different time step for each level
initrc tracer model initialization
trclec reads namelist passivetrc
trclsm reads namelist for SMS
trcctl controls the coherence of options
trcini all fields are initialized to zero
trcrst initialization from restart
trcdtr initialization when no restart
inihdf horizontal diffusion coefficient
dtadyn dynamics
dynrea reads dynamics
div computes horizontal divergence (if activated)
wzv computes vertical velocity (if activated)
eos computes equation of state (if activated)
bn2 computes Brunt-Vaisala frequency (if activated)
hdfslp computes isopycnal slope (if activated)
Table 3.1: Flow chart for the off-line code: routines in bold were, more or less deeply,
modified for our application. In this table the initialization routines are described.
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for the code. Changes regard the different organization of memory allocation and
domain decomposition (opa, parlec), different implementation of the biology con-
sidered as an external library (trclec, trclsm), different formulation of the I/O in
NetCDF format (trcrst, dynrea).
Routine Details
step time step routine
dtadyn Dynamical field interpolation
trcstp Passive tracer time step
trcsms entry point for SMS routines
trcopt Optics module (BFM)
trcbio Biology (BFM reactor)
trcsed Sedimentation module
trcadv 3D advection Smolarkiewicz optimized
trchdf horizontal diffusion
trcsbc surface boundary condition
trczdf vertical diffusion (implicit method)
trcnxt time integreations
trcdia calls output routines
trcdit writes tracers concentrations
trcdid writes dynamical trends
trcdii writes 2-D and 3-D diagnostic
trcdib writes biological trends
trcwri writes restart for passive tracers
tskwait waiting of tasks(obsolete)
mppstop MPP specific end
Table 3.2: Flow chart for the off-line code: routines in bold were, more or less deeply
modified. In this table the routines of the time loop calculation are described.
In the second chart (tab.3.2) the core of the integrator, the time step routine, is
shown. The coupling between the Tracer Model and OPA is the routine trcbio. For
standardization of the results Optics has been substituted with BFM-Optics, the
same holds for sedimentation.
The working directory, where the program effectively runs, is composed by the fol-
lowing files:
• opa.xx executable of time integrator;
• namelist.init number of processors used, size of the grid ...;
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• Dom Dec jp.ascii domain decomposition;
• namelist run parameters: starting date, time step length, physical parameter-
ization ...;
• namelist.passivetrc passive tracer parameterization: advection scheme, vari-
able names;
• namelist.trc.sms descriptor of sms parameters, light and sedimentation;
• *.nml specific BFM parameters (i.e. mortality, grazing ...).
3.6 Adjustable domain decomposition
Massively Parallel Processor (MPP) computers, characterized by a large number
of processors and a communication network, are currently the systems to reach ter-
aflops speed and sufficient memory to manage complex applications, Erbacci (2002).
OPA Tracer Model 8.1 was adapted to run on MIMD (Multiple Instruction Multiple
Data) machines through the approach called Domain Decomposition. This method
consists in splitting the computational domain in many smaller sub-domains: each
processor works exclusively on one of the sub-domain assigned in the initialization.
Standard procedure for Domain horizontal splitting is automatic, after specification
of the number of processors in the X (jpni) and Y (jpnj) directions, each processor
obtains his domain following the rule:
jpi=(jpiglo-2*jpreci + (jpni-1))/jpni + 2*jpreci
jpj=(jpjglo-2*jprecj + (jpnj-1))/jpnj + 2*jprecj
where jpiglo, jpjglo are the global domain dimensions in the x and y directions and
jpreci, jprecj are the dimensions of the ghost-shells (communication buffers for the
neighbour domains), jpi (longitudinal) and jpj (latitudinal) are the dimensions for
each processor domain. This type of two-dimensional partitioning applied on an ir-
regular domain, for example the Mediterranean basin boundary, produces work-load
imbalance among processors. Balance of the work-load is usually defined as the ra-
tio of the less loaded processor over the more loaded one. To reduce the unbalance
observed within the original formulation allocatable memory is introduced in the
structure of the code. In this way it is possible to equally distribute the computa-
tional cells among processors.
In fig.3.4 two domain decompositions are compared, considering automatic decom-
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Figure 3.4: Variable domain decomposition (top), OPA standard domain decompo-
sition (bottom).
position and manual decomposition. In the last procedure a pre-processing program
computes the best domain decomposition through an iterative algorithm. Present
configuration works with thin sub-domain but more generic decomposition are possi-
ble. Increasing the number of processors dramatically decrease the balance between
nodes (fig.3.5): adaptive domain decomposition is able to maintain load balance to
an acceptable 75%, this is a sine qua non condition for further optimization, es-
pecially for the communicator structure. In tab.3.3 the computational time of the
slowest processor is shown: it is possible to obtain 30% improvement in the com-
putational performances. The speed-up of the code in the configurations with 16,
NCPU Standard Domain Dec. Variable Domain Dec.
32 4.2s 2.85s
Table 3.3: Comparison between computational time with standard and variable
domain decomposition.
32 and 64 processors is shown in fig.3.6, the speed-up dramatically decreases from
32 to 64 processors: this justifies the choice to use the parallel configuration at 32
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Figure 3.5: Load Balance, with increasing number of processors, defined as ratio
between less loaded and more loaded processor.
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processors.
Figure 3.6: Speed-up computed at 16, 32 and 64 processors (dots) and theoretical
speed-up (red dashed line).
3.7 Advection Smolarkiewicz Scheme: optimization
The default numerical scheme (centered difference - leap frog) for the integration
of passive tracer has been substituted by the flux corrected scheme proposed by
Smolarkiewicz (1983) useful to preserve propagation fronts of biogeochemical con-
centrations. This scheme, was developed to correct numerical artificial diffusion
effects compromising the sharpness of the propagation fronts and represents the
most demanding routine in the code. The reason is that the number of calculations
is really large and the code needs to be tuned in order to efficiently perform the
computation. Advection equation in discrete formulation is:
ψN+1i = ψ
N
i − {F (ψNi , ψNi+1, uNi+1/2)− F (ψNi−1, ψNi , uNi−1/2)} (3.4)
where
F (ψNi , ψ
N
i+1, u) = [(u+ ‖u‖)ψi + (u− ‖u‖)ψi+1]
∆t
2∆x
are fluxes on the cell faces.
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Numerical scheme (3.4) can also represent another continuos formulation (eq.3.5)
of the advective term together with a numerical, fictious, implicit diffusive term
related to a ”diffusion velocity” ud:
∂tψ(x, t) +∇(ψ(x, t)u)−∆(Kimpl∆ψ) = 0 (3.5)
where Kimpl = 0.5(‖u‖∆x−∆tu2) and
ud =
{
−Kimplψ ∂ψ∂x if ψ > 0
0 if ψ = 0
to reduce the error it is possible to subtract the unreal diffusion by defining an
”antidiffusion velocity” u˜ which corrects the scheme:
u˜ =
{ −ud if ψ > 0
0 if ψ = 0
The advection scheme is consequently corrected:
1. ψ∗i = ψ
N
i − {F (ψNi , ψNi+1, uNi+1/2)− F (ψNi−1, ψNi , uNi−1/2)}
2. ψN+1i = ψ
∗
i − {F (ψ∗i , ψ∗i+1, u˜i+1/2)− F (ψ∗i−1, ψ∗i , u˜i−1/2)}
The advection Smolarkiewicz routine (trcadv.smolar.h) is divided in several
sections corresponding to the numerical procedure previously described, a simple
scheme of the advection algorithm (fig.3.7) shows the structure of the routine: from
1. to 3. ψ∗i is determined; steps 4. to 6. are devoted to calculation of the corrective
velocity ud; sections 7. to 9. give out the final field. This procedure is included in
a loop on tracer index (Main loop) and is consequently repeated 50 times for every
time step. In fig.3.7 red boxes represent MPI (message passing interface) procedure,
so communication between processors is done 200 times for each time step. This
high number of communications interrupts the flux of computation and consequently
reduces the performance.
The strategy to reduce the number of MPI calls is based on packing of all the calls
in one, this will obviusly increase the thickness of the ghost-shell, that are the stencil
buffers to be passed among processors.
Apart from the sequence of MPI calls which has to be still improved, several
points were tuned in order to improve the velocity of the routine :
• factorization of all the matrix computation outside the loop on the tracer index
in order to avoid dummy computation;
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Figure 3.7: advection algorithm scheme, red boxes communication between proces-
sors
• index redirection using a Domain mask: calculation restricted only to wet
points;
• loop package avoiding intermediate matrix.
These improvements have halved the computational time of this routine (tab.3.4)
N. CPU Adv OPA Adv OPT
32 2.8 s 1.5s
Table 3.4: Timing of advetion routine.
3.8 OGS implementation of IO LIBRARY
The current I/O system (defined as IOOGS) substitutes IOIPSL library 3 , a soft-
ware project developed at the Institute Pierre Simon Laplace (Paris, France) that
3for further details please refer to www.ipsl.jussieu.fr/ ioipsl/WWW2/index.html
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manages netCDF files defined on a geophysical grid. In the tests performed the
restart procedure writing (routine trcrst.F ) was very slow, maybe from some inter-
nal routine of IOIPSL, the solution was to work with smaller restart files, one for
each concentration field. Moreover IOIPSL was configured to produce an unique
large output file hardly manageable. In order to overcome these problems new I/O
library functions were developed (IOOGS) with the following customized properties:
• smaller output files;
• implementation of parallel I/O;
• simple library instruction in order to have an easy debugging and management.
Functionalities, if needed, are directly implemented in the code and not in the I/O
library. The interaction with the system is better accomplished using the O˜nativeO˜
language of UNIX system, so it is used C rather than Fortran90. The library is
basically a collection of routines with the unique aim to write data from a matrix
to a file and vice-versa, and there is one function for each different I/O procedure.
The generic function call is the following:
CALL IOOGSNC(filename, varname, jpiglo, jpjglo, jpk, trb)
where filename is the name of the netCDF file, varname the name of the variable,
jpiglo, jpjglo, jpk are the dimension of the matrix data, and trb is the matrix where
to put data.
The original implementation strategy is based on parallel writing: each processor
writes data corresponding to its geographical sub-domain (fig.3.8 left). In the new
implementation (fig.3.8 right) an MPI scheme in the I/O routines is introduced
trcrst.f , trcdit.f and trcwri.f (tab.3.2): the processors 1-7 communicate in parallel
the data to processor 0 that writes to disk.
3.9 BFM biogeochemical reactor
The base package of BFM, adapted to a parallel platform, is composed by a pelagic
component and a benthic component. In the simulations proposed only the pelagic
compartment is activated. In the formulation of this model primary producers of
Mediterranean Sea Ecosystem are subdivided in four functional groups.
• diatoms (size around 20− 200µm);
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Figure 3.8: Left: original IOIPSL strategy: each processor writes to a file, no commu-
nication between processors. Right: new strategy: one processor (here P0) collects
the information from all other processors to compose the entire domain. Then it
writes the global field on the disk.
• flagellates (size around 2− 20µm);
• picophytoplankton (size around 0.2− 2µm);
• dinoflagellates (size around 20− 200µm)
Each taxa has a multi nutrient description so a state variable is assigned for each
intracellular quota: carbon, phosphorus, nitrogen, chlorophyll and for diatoms only
silica. Picophytoplankton and diatoms have the higher values of uptake and initial
slope of PI curve (response to a light exposition starting from darkness conditions),
catabolic rates are higher for picophytoplankton (0.2) than for the other functional
groups (0.1). Diatoms and dinoflagellates are the only functional groups able to
migrate vertically under nutrient stress condition.
At higher trophic levels mesozooplankton and microzooplankton exert a top down
control on primary producers and heterotrophic pelagic bacteria. Microzooplankton
have a preference in grazing diatoms and flagellates, whereas heterotrophic nanoflag-
ellates predate mainly picophytoplankton and bacteria. Omnivorous Mesozooplank-
ton grazes diatoms, flagellates and dinoflagellates. In the following equations the
notations introduced by Vichi et al. (2007-a) is adopted. Time variation of each state
variable is represented as the sum of all given biogeochemical fluxes, for example for
carbon content in phytoplankton (see Appendix):
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where ∂Pc∂t
gpp
O(3)
is the gross primary production with a flux of carbon from the
dissolved dioxide compartment to the carbon intracellular content of the functional
group P . Other processes included are exudation (exu), cellular lysis (lys), respira-
tion (rsp) and predation (prd). Gross primary production is influenced by allogenic
factors:
• Photosyntetic Available Radiation (PAR);
• nutrient availability (phosphates, nitrates, ammonia, silicates);
• temperature.
in mathematical terms:
∂Pc
∂t
gpp
O(3)
= fEfT fsPCmPC (3.8)
PAR limitation on uptake (fE) is regulated by chlorophyll content per unit of
biomass θ following the Geider et al. (1996) formulation:
fE =
(
1− e−
αchlIθ
PCm
)
(3.9)
I(z) = I(zo)e−kz (3.10)
θ =
Pchl
PC
(3.11)
where PCm is the photosynthesis rate in light saturated conditions, α
chl is chlorophyll-
a specific initial slope of the photosynthesis-light curve, I is the PAR, k the extintion
coefficient and θ is the chlorophyll to carbon ratio.
θ is responsible for the adaptation to different light regimes:
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• higher irradiance → lower chlorophyll synthesis → lower θ
• lower irradiance → higher chlorophyll synthesis → higher θ
Temperature regulates uptake and respiration rates by the so called q10 formulation:
fT = p q10
t−to
to (3.12)
where p q10 is 2 for all the functional group apart from the bacteria (2.95) and the
chemical compartment that presents specific p q10 for nitrification and regeneration
of dissolved silica. Activity exudation is a flux of organic carbon to labile dissolved
organic carbon (DOC - R1):
∂Pc
∂t
exu
R
(1)
c
= [βP + (1− βP )(1− fn,pP )]
∂Pc
∂t
gpp
O(3)
(3.13)
where βP is a constant fraction of the gross primary production and the f
n,p
P is
a nutrient limiting formulation that considers Redfield ratio intracellular quota as
an optimum condition:
fn,pP = min(iN1p, iNIn) (3.14)
iN1p = Lpo,1
(
Qpc(P )− p qplc(P )
p qpRc(P )− p qplc(P )
)
(3.15)
iNIn = Lpo,1
(
Qnc(P )− p qnlc(P )
p qnRc(P )− p qnlc(P )
)
(3.16)
where iN1p, iNIn are the limiting factors of phosphorus and nitrogen respec-
tively, Qpc(P ) is the internal quota of phosphorus over carbon for the functional
group P, p qpRc(P ) is the correspondent quota prescribed by the Redfield ratio.
Lpo,1 is an operator projecting values of iN1p, iNIn in the interval [0, 1], fig.3.9.
p qplc(P ) is the minimal internal nutrient quota. The effective limitation fn,pP is the
minimum of iN1p, iNIn (Liebig rule).
The respiration term is:
∂Pc
∂t
rsp
R
(1)
c
= fT bPPC + γP [
∂Pc
∂t
gpp
O(3)
− ∂Pc
∂t
exu
R
(1)
c
] (3.17)
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Figure 3.9: Nutrient limiting factor iN , Q c is the internal quota of nutrient over
carbon, p q Rc(P ) is the correspondent quota prescribed by the Redfield ratio and
p q lc(P ) is the minimal internal nutrient quota.
where bP is a constant factor for the metabolic rate of respiration and γP is the
respired fraction of assimilated production)
Nutrient uptake of nitrate, ammonia (N3 and N4) and phosphates (N1) is based on
the external concentrations of macronutrients:
∑
i=3,4
∂Pn
∂t
upt
N i
= min((a3nN
3 + a4nN
4)Pc, Noptp GP + f
T
P P
C
m(N
max
p −
Pn
Pc
)Pc)
(3.18)
∂Pp
∂t
upt
N1
= min(a1pN
1Pc, P
opt
p GP + f
T
P P
C
m(P
max
p −
Pp
Pc
)Pc) (3.19)
where Gp is the net production, and a are the affinity factors for macronutrients.
Potential nutrient availability determines which fraction of C-fixation can be used
for new biomass, the surplus is excreted as polysaccharides (R2).
Bacterial physiology is formulated in terms of uptake of organic substrate, and
uptake/remineralization of inorganic nutrients. Similarly to the phytoplankton func-
tional group, heterotrophic bacteria present a multi nutrient formulation (carbon,
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phosphorus and nitrates), the main difference resides in the additional limitation for
organic matter (substrate availability):
∑
j=1,6
∂Bc
∂t
Rcj
upt
= min(fn,pB f
TBCmBC , ν
6
Rf
n,p
R6
R6C + ν
2
Rf
n,p
R2
R2C + ν
1
Rf
n,p
R1
R1C︸ ︷︷ ︸
substrate
)
(3.20)
In the first argument of min function BCm is the maximum potential growth rate
and fn,p represents the internal nutritional status of bacteria, the second argument
represents the availability of substrate of organic matter where ν represents the
degree of lability for the detritus R6 and labile and semi-labile dissolved organic
matter, R1 and R2 respectively. Currently bacteria are not assumed to release
organic matter, their losses are due to respiration and predation.
∂Pc
∂t
rsp
R
(1)
c
= fT bBBC + [1− ηB + ηOB(fO)]
∑
j=1,6
∂Bc
∂t
Rcj
upt
(3.21)
where bB is a constant factor for the bacterial metabolic rate of respiration
and η parameterizes the activity respiration rate. ηO is the reduction of metabolic
efficiency in anoxic ambient, controlled by the oxygen limitation formulation (fO):
fOB =
(O2)3
(O2)3 + (hOB)3
(3.22)
Bacterial uptake or release of nutrients is based on an optimal quota (relative to
carbon content C : N : P = 45 : 9 : 1) if the intracellular content of nutrient is above
this quota there is remineralization otherwise bacteria compete with phytoplankton
in nutrient uptaking.
Zooplankton equations simulate the processes of growth due to ingestion and loss
terms due to excretion, mortality, respiration and predation by other zooplanktonic
functional types. The amount of food available for each zooplankter is computed
considering its preference toward specific prey (δ) and the correspondent capture
efficiency(). Predation is parameterized by an Holling Type 2 formulation:
∂Zc
∂t
prd
Xc
= fTZZ
C
m
δz,cz,cXc
Fc + hFZ
Zc (3.23)
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where Xc is the generic prey, ZCm is maximum predation rate and FZ is the total
food available. Release of carbon due to loss terms is formulated as constant ex-
cretion/egestion term (βZ), a mortality term (temperature regulated d0Zf), a power
function representing the closure due to higher trophic levels (ddnsZ ) and a nutrient
regulating term that accounts for ingestion of low-nutrient food (QcZ , see Appendix):
∂Zc
∂t
rel
Ric
= βZΠc + d0Zf
T
ZZC + d
dns
Z Z
γZ
C +Q
c
Z (3.24)
Respiration is formulated in terms of activity respiration (ηZ) and of body-respiration
(bZ):
∂Zc
∂t
rspl
O3
= (1− βZ)(1− ηZ)Πc + bZfTZZC (3.25)
Nutrient grazing/release is formulated in terms of carbon rates multiplied by the
quota of available nutrient in the preys. Zooplankters excretes inorganic nutrients
(phosphates and ammonia) when the internal quota exceeds an optimal quota.
Preliminary tests carried out on model implementation showed the importance of
light parameterization. The light attenuation model adopted is the Lambert-Beer
approximation that is sufficient for Case 1 waters which represent the majority of the
Mediterranean Sea water. The following equation shows the chosen approximation:
I(z) = I(zo)exp−
P
z k(Chl,POC)∆z (3.26)
k(Chl, POC) = kbg + kchlChl + kPOCPOC (3.27)
where I(zo) is the irradiance on the surface, z is depth, Chl is the chloro-
phyll content in phytoplankton cells and POC is the carbon in Particulate Or-
ganic Matter. The standard values for extinction coefficients are kbg = 0.04m−1,
kchl = 0.0088mgChl−1m2 and kPOC = 0.0001mgC−1m2 (linear part of Riley em-
pirical formula, Riley (1956), Riley et al. (1965)). The formulation of the extinction
coefficient shown here is commonly called ’self shading’, since the upper layer of phy-
toplankton ’self shadows’, through the action of chlorophyll pigments, the bottom
layers of phytoplankton. From a mathematical point of view, the BFM equation
cannot be solved locally anymore, since the PAR depends on state variables calcu-
lated in the grid points geometrically above the considered point (with the exception
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of the surface). To reproduce the correct water Inherent Optical Properties (IOP)
extinction coefficient kbg is forced toward a longitudinal profile based on experimen-
tal data fig.3.10.
At the moment, the boundary conditions for the generic tracer at the bottom levels
Figure 3.10: Longitudinal dependent extinction coefficient kbg after Crispi et al.
(1999).
are no flux, and no specific action is prescribed to all the organic variables in ocean
interiors, (e.g. leaving the degradation of organic material to bacteria). The state
variables are presently 51 and the parameters exceed 120. A brute force approach
for sensitivity in a 3D environment is therefore not feasible. A sensitivity analysis
focused on the primary production model in the North Sea was carried out on the 0D
ERSEM version 1 model, Varela et al. (1995). The protocol adopted for this analy-
sis was to perform a standard run and a set of tests with a systematic modification
of the parameter values (+/ − 30% of the standard values). Results evidenced the
great relevance of growth and respiration/excretion rates on model primary produc-
tion results. The current implementation of BFM that can be considered ERSEM 3
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presents many differences with respect to the earlier formulation so a future accurate
sensitivity analysis could be a useful way to increase the quantitative comprehension
of the model fundamental dynamics.
3.10 Initialisation, boundary conditions and forcing fields
The nutrient pools (nitrogen, phosphate, silicate) and oxygen for the biogeochemical
model BFM were initialised with the vertical profiles provided by a retrospective re-
analysis carried out in subtask 11310 (MFSTEP Project) on MEDAR-MEDATLAS
2002 data set. Data extracted concern dissolved oxygen (from 1948 to 2002), ni-
trate (from 1987 to 2002), phosphate (from 1987 to 2002) and silicates (1987 to
2002). 11 subdomains were located and a nutrient vertical profile was assigned to
each area (fig.3.11, tab.3.5 and tab.3.6). Other biogeochemical state variables were
initialized omogeneously in the photic layer (0-200 m) following the values expressed
in tab.A.1, see Appendix, and with low values in the deeper layers. The remaining
fields were homogenously initialised with the relative initial conditions of the MF-
STEP standard in the photic layer and with negligible values in the deep layers. The
initialization fields so obtained can be considered as annual means of the climatolog-
ical data set; the initial time for the integration corresponded always to winter. All
simulations started in winter because mixing of the water column cancels artificial
features inherited by the initialization.
A smoothing algorithm was applied to manage discontinuity between different
domains. The model presents two kinds of boundary conditions (BCs):
• BCs relative to the sea surface;
• BCs relative to Gibraltar Strait.
At the sea surface no-atmospheric-input condition is imposed, while at Gibraltar
Strait a Newtonian dumping is used. Such dumping consists of a relaxation to
the three-dimensional interpolated, climatological MEDAR-MEDATLAS fields. The
data set is seasonally dependent, this means that for each season there is an average
field that is linearly interpolated in time (fig.3.12). The relaxation factors are sim-
ilar to those used for salinity and temperature in the dynamical model. Coupling
between data and model fields is realized with a longitudinal dependent relaxation
factor. At −5E, Alboran Sea, there is an interfaces (2.5 degrees thin): on the
western side (−7.5E) there is an hard climatological dataset constraint (2days) and
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Figure 3.11: Zonation of Mediterranenan basin for initialization on biogeochemical
parameters (nitrate, silicate, phosphate and dissolved oxygen) with basin-dependent
vertical averaged profiles from Medar Medatlas dataset.Alboran Sea (1), south west-
ern Mediterranean (2), central western Mediterranean (3), north western Mediter-
ranean (4), Tyrrhenian Sea (5),Sardinia-Sicily channel (6), north Adriatic (7), south
Adriatic (8), Aegean Sea (9), Ionian Sea (10), eastern Mediterranean Sea (11).
Figure 3.12: Profiles used in the simulations for relaxation to in the buffer area.
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Area Nutrient Surface Intermediate Transition Deep
alb Po4 0.23 0.36 0.40 0.17
alb N3n 3.75 7.49 8.44 9.36
alb dox 239.21 193.79 211.99 207.34
alb Si 3.46 7.43 8.88 9.42
swm Po4 0.18 0.39 0.37 0.22
swm N3n 3.95 8.44 8.36 8.28
swm dox 225.16 192.30 204.30 208.45
swm Si 2.75 6.95 8.46 9.10
cwm Po4 0.09 0.21 0.26 0.15
cwm N3n 2.85 6.93 7.68 8.24
cwm dox 234.36 199.78 203.09 214.58
cwm Si 2.33 6.76 8.44 8.23
nwm Po4 0.24 0.39 0.42 0.41
nwm N3n 5.47 8.03 8.24 7.33
nwm dox 223.69 192.93 197.91 205.71
nwm Si 3.34 6.59 7.97 8.52
tyr Po4 0.12 0.27 0.32 0.35
tyr N3n 2.11 5.57 6.52 7.39
tyr dox 220.74 187.19 190.86 193.61
tyr Si 2.90 6.27 7.29 8.67
Table 3.5: Initialization profiles averaged over the four vertical layers surface(0-
200m), intermediate (200-600m), transitional (600-1500m), deep (1500-bottom).
Data are statistical synthesis from MEDAR MEDATLAS set (Crise et al. (2003)).
Areas considered are Alboran Sea (alb), south western Mediterranean (swm), central
western Mediterranean (cwm), north western Mediterranean (nwm), Tyrrhenian Sea
(tyr).
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Area Nutrient Surface Intermediate Transition Deep
sic Po4 0.10 0.21 0.27 0.33
sic N3n 1.20 4.57 5.73 7.16
sic dox 231.37 205.73 194.39 196.35
sic Si 1.93 5.46 6.19 7.05
adn Po4 0.05 0.11 - -
adn N3n 1.19 2.13 - -
adn dox 241.97 225.05 - -
adn Si 3.76 7.29 - -
ads Po4 0.11 0.19 0.18 0.17
ads N3n 3.05 5.10 4.99 4.89
ads dox 225.86 214.78 220.25 220.38
ads Si 4.91 6.25 7.95 8.62
aeg Po4 0.07 0.12 0.12 0.21
aeg N3n 0.74 1.95 2.57 4.23
aeg dox 238.38 226.63 217.56 203.97
aeg Si 1.54 3.07 4.88 7.69
ion Po4 0.07 0.16 0.19 0.15
ion N3n 2.00 4.64 5.00 4.67
ion dox 223.98 187.48 189.89 198.53
ion Si 2.84 6.09 8.10 8.26
eem Po4 0.07 0.18 0.25 0.24
eem N3n 0.36 2.58 4.06 4.65
eem dox 228.95 198.65 186.12 187.78
eem Si 1.25 4.80 7.96 8.86
Table 3.6: Initialization profiles averaged over the four vertical layers surface(0-
200m), intermediate (200-600m), transitional (600-1500m), deep (1500-bottom).
Data are statistical synthesis from MEDAR MEDATLAS set (Crise et al. (2003)).
Areas considered are Sardinia-Sicily channel (sic), north Adriatic (adn), south Adri-
atic (ads), Aegean Sea (aeg), Ionian Sea (ion), eastern Mediterranean Sea (eem).
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on the eastern part of the layer (−5E) there is a softer constraint (90days), mov-
ing eastward there is no relaxation. Currently the riverine nutrient input routine,
present in the operational model only, is formalized in the same way as the Atlantic
input, using a relaxation. A different routine will be possibly introduced without a
relaxation but with an addition of mass as shown in Polimene et al. (2007). External
input considered are Rhodes river, Po river, Nile river and Bosphorus channel.
3.11 Conclusions
In this chapter it is introduced the technical work carried out to set-up the model-
ing system. Many functionalities have been successfully introduced in the starting
software in particular the module-based structure of the code and the work of per-
formance optimization for parallel architectures. IO routines have been substituted
with new NetCDF compliant schemes including a nudging rout
ines for boundary conditions simulations. Oﬄine solution appears to be a good
choice because of all the improvements made by dynamical OGCM is easily trans-
ferred to the transport-reaction model, the oﬄine coupling can be interfaced with
differents OGCM solutions bathymetry and forcings. Moreover time average on a
daily basis filters out numerical noise and spurious fast adjustments of the OGCM
(tipically during data assimilation phase) ensuring higher stability to the forcing
fields. The interpolation scheme preserves divergence; In the development phase it
is possible to integrate only the OPATM-BFM saving considerable numerical effort.
To give a rough estimate of the computing time on year of integration on BCX plat-
form, running in parallel on 32 processors, takes 48 h. Many critical points must
be noticed: 3D model such OPATM-BFM need a large amount of data for initial-
ization, boundary conditions, and calibration/validation. Complex model have an
high number of parameters to be estimated, not all with the same relevance. For
example in the case of ERSEM 1 primary production module the largest part of
them doesn’t influence the relevant variables (like primary production), Varela et al.
(1995). However an in-depth analysis, formal investigation and sensitivity analysis
of the full blown BFM equations is still needed. Results begin to be as complex as
model formulations and therefore are difficult to be correctly interpreted.
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Chapter 4
Operational Application of the
Mediterranean Sea Ecosystem
Model
4.1 Introduction
This section introduces the operational application of the OPATM-BFM model. The
TOP2 (Target Operational Phase) was officially started on April 1st 2007 and since
that date the operational forecasts of the Mediterranean Marine Ecosystem have
been freely disseminated on the web page
http://poseidon.ogs.trieste.it/cgi-bin/opaopech/mersea
hosted at OGS.
Here the procedures that provides the outputs of the OGS OPATM-BFM model
(also known as ’operational chain’) and a first analysis of the quality and perfor-
mance of the results from April to November 2007 are described. The operational
chain has a weekly frequency and provides 7-day daily analysis and 10-day daily
forecasts for the Mediterranean basin. The procedure is totally automatic and is
implemented at the IBM-SP5 at CINECA (Bologna, Italy). The biogeochemical
model of the Mediterranean Sea developed at OGS OPATM-BFM, described in the
previous section, is off-line coupled with physical forcings supplied by the INGV
(Istituto Nazionale di Geofisica e Vulcanologia) MFS model. The INGV model that
produces the forcing fields is an high resolution model with 1/16o horizontal reso-
lution and 72 vertical levels. An important feature of the INGV model is the data
assimilation scheme that merges model results with real time data from an observing
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system composed by satellite scanners and in situ measurements: VOS (Voluntary
Observing Ships) and ARGO system. The results of the assimilation procedure are
the so-called analyses that represent model simulations corrected with data mea-
surements. Analyses are always related to the past because currently, in geophysical
applications, it is not possible to perform measurements of the future. On the con-
trary the OPATM-BFM code is purely prognostic: no assimilation scheme has been
implemented so far because such a procedure presents conceptually and technically
an high complexity. This implies that the OPATM-BFM analyses are the result
of INGV assimilated forcing, without any type of assimilation of biogeochemical
fields, for example chlorophyll. The validation proposed in this chapter is based on
comparison between satellite measurements and model results, this choice is based
mainly on the difficult availability of other biogeochemical data for the period of
interest.
4.2 The Operational Chain System
The main scheme of the operational chain is shown in fig.4.1. It is constituted by
three main stages:
A. the set-up of the forcing fields provided by MFSv1.1672 that constitute the input
data for OPATM-BFM.872 necessary for the analysis/forecast fields;
B. the production stage of OPATM-BFM.872;
C. the data dissemination.
The complete procedure has been implemented on an automatic basis at the IBM-
SP5 hosted at CINECA. The operational chain is basically organized as a series of
ksh-shell scripts. In order to preserve the current structure of the production stage
and the integrity of the model simulations each change in the operational follows a
specific protocol to avoid errors. Moreover, a security system that avoids the over-
writing of any of the ksh shell script has also been implemented.
Stage A includes the data download from INGV ftp-server, and the interpolation
procedure from the 1/16o INGV forcing fields to the 1/8o forcing fields that are
the input for the OPATM-BFM model (current velocity, vertical eddy diffusivity,
temperature, salinity, wind speed, short wave radiation, bottom friction). The in-
put data are organized in 7 days of analysis starting from Tuesday of the previous
week to Monday of the current week (A1...A7) and 10 + 1 days of forecast starting
from Tuesday of the current week (F1, F2...F11, where F11 = F10 for the tem-
poral linear interpolation), with a total of 18 daily fields (fig.4.1). The temporal
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Figure 4.1: Layout and time scheduling of the operational chain.
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linear interpolation originates 7 days of analysis, where the 7th day corresponds to
Monday, and 10 days of forecast, corresponding to DAY 1...DAY 10 on the website.
The computational time needed to complete stage A is less than 1 hour. Stage B
consists of the setting of the initial conditions and of the namelist files and the code
running. The model is initialised in its biogeochemical state variables with model
output fields from Tuesday of the previous weekly run. The namelist files set the
parameters necessary for the model running (domain decomposition, time step, hor-
izontal diffusivity coefficient etc.). After the setup is complete the computational
time needed for the model execution is about 3.5 hours. At the end of stage C, the
output fields currently available at the OGS web page are:
1. surface maps of total chlorophyll-a (diatoms, flagellates, picophytoplankton,
dinoflagellates), phosphate, nitrate, ammonia, silicate, bacterial, gross and
net production (produced by the OGS-OPATM-BFM model), temperature
and salinity provided by the INGV-MFS model;
2. temporal evolution along the whole run (17 days) of the vertical profiles of
chlorophyll and phosphate and of temperature and for 11 areas of the Mediter-
ranean Sea (Alboran Sea, South-Western Mediterranean Sea, Central-Western
Mediterranean Sea, North-Western Mediterranean Sea, Tyrrhenian Sea, Sicily
Strait, North-Central Adriatic Sea, Southern Adriatic Sea, Aegean Sea, Ionian
Sea, Eastern Mediterranean Sea;
3. mean vertical cross-sections (for 7 days of analysis and 7 days of forecast) of
chlorophyll and phosphate along: 5.5oE, 19oE, 28oE, 35oN , 40oN .
4.3 Preliminary analysis of the results obtained since
TOP2
Three different evaluation methods of the surface chlorophyll according to the TOP1
guideline for metrics implementation (WP5, MERSEA project deliverable D5.4.4,
03 October 2006) are considered :
1. consistency, a qualitative comparison between model data and satellite obser-
vations;
2. accuracy I, quantitative comparison between model data and climatology;
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3. accuracy II, quantitative comparison between model data and satellite data of
L2 processed type.
Actually, there is the availability of the satellite data of L2 processed type (provided
by the GOS-ISAC-CNR centre in Rome) for May 2007, so some results relative to
consistency and accuracy I for the TOP2 period, and to accuracy II for May are
here shown.
Consistency
The ability to capture the actual dynamic of the chlorophyll bloom events has been
analysed along the period under investigation (April-November 2007). As a general
result, even if the model is able to correctly reproduce the dynamic of an event,
the values of surface chlorophyll are lower than those of satellite. In particular it is
analyzed an event occurred in Gulf of Lions between mid-October and early Novem-
ber. In this case the model correctly simulates the timing of the event as observed
from the satellite images (fig.4.2, fig.4.3, fig.4.4, fig.4.5, top), since its appearance
on October 15th, with values between 0.3 and 0.4 mg chlm−3, to its mature state
on November 4th, with values around 1 mg chlm−3. The spatial distribution of
the bloom is also well reproduced by OPATM-BFM (fig.4.2, fig.4.3, fig.4.4, fig.4.5,
bottom), as well as its intensity in term of chlorophyll concentration. Moreover, the
model also captures a minor event located in the western Ligurian Sea that develops
between the end of October and early November (fig.4.4, fig.4.5). As shown in the
forecast maps T0 + 6 (fig.4.5, bottom) the model correctly predicts the evolution
of the event. The congruence between forecast and analysis along the entire TOP2
period is presented in fig.4.10.
Accuracy I
Results from comparison between TOP2-period mean monthly values and climato-
logical satellite observations are shown in Fig.4.6-4.9. For each panel are plotted:
1. the mean monthly chlorophyll field at the surface as an average on the model
analysis data;
2. the monthly climatological field from the SeaWIFS data-set observed between
1997 and 2004;
3. the normalized deviation of the model results from the satellite climatology
data.
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Figure 4.2: Comparison between satellite data (TOP) and model output (BOT-
TOM) for the day of 15 of october 2007. Satellite data are obtained from the
web-site of GOS-ISAC-CNR, MODIS reprocessing with regional algorithm. White
areas on the Mediterranean Sea water surface are masked out due to cloud coverage.
Model outputs are obtained with the INGV model analyses forcing.
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Figure 4.3: Comparison between satellite data (TOP) and model output (BOT-
TOM) for the day of 22 of october 2007. Satellite data are obtained from the
web-site of GOS-ISAC-CNR, MODIS reprocessing with regional algorithm. White
areas on the Mediterranean Sea water surface are masked out due to cloud coverage.
Model outputs are obtained with the INGV model analyses forcing.
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Figure 4.4: Comparison between satellite data (TOP) and model output (BOT-
TOM) for the day of 28 of october 2007. Satellite data are obtained from the
web-site of GOS-ISAC-CNR, MODIS reprocessing with regional algorithm. White
areas on the Mediterranean Sea water surface are masked out due to cloud coverage.
Model outputs are obtained with the INGV model analyses forcing.
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Figure 4.5: Comparison between satellite data (TOP) and model output (BOT-
TOM) for the day of 04 of november 2007. Satellite data are obtained from the
web-site of GOS-ISAC-CNR, MODIS reprocessing with regional algorithm. White
areas on the Mediterranean Sea water surface are masked out due to cloud cover-
age. Model outputs are obtained with INGV model forecast evaluated the 30th of
october.
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It is noteworthy that, since the OGS OPATM-BFM model is pelagic (the model is
not designed to resolve the coastal areas), only those areas of the Mediterranean Sea
that are deeper than 200 meters are compared. The comparison in April (fig.4.6,
left) shows that the model estimation has a negative deviation from the climatology
in the area of Gulf of Lions. On the contrary, the southern parts of the basin
show modelled chlorophyll values for April 2007 that are much larger if compared to
climatology (1997-2004), reaching in some areas a deviation higher than a factor 1.
The variability between the model and the satellite climatology decreases between
May and August (fig.4.6, left, fig.4.7-4.9), when the deviation is always lower than a
factor 1, and even lower than 0.5 in July. In general, during this period, the model
data shows higher values for chlorophyll concentration with respect to the satellite
climatology in the whole basin, except the Gulf of Lions, part of the Thyrrhenian
Sea, the Ionian and the Aegean Sea. In September (fig.4.8, right) the variability
with respect to climatology increases again and reaches a factor 2. The increasing
trend of variability keeps on in October and November.
In order to analyse the performance of the forecasts with respect to the analyses, in
fig.4.10 the areal average of the surface chlorophyll for each day is shown , together
with the corresponding climatological monthly mean. It appears clear that, on the
average, the model forecasts do not show any significant difference with the analyses.
This issue is potentially very interesting and has to be investigated accurately. As
previously shown, the variability of the model with respect to climatology decreases
from spring to summer whilst it increases in autumn.
Accuracy II
Deviations between model and satellite data are quantitatively analyzed for the
month of May 2007, (fig.4.11); in this case satellite data are not climatological but
correspond to observations of the period of interest. Results are compared as 10
days averages masking out coastal areas (depth less than 200 m). As a general
remark model tends to overestimate surface chlorophyll in the southern areas of the
two sub-basins, in particular in the Alboran Sea and along the Algerian current;
Gulf of Sidra, on the Libian coast, is also a spot of overestimation. Large portions
of overestimation areas present values between 0.5 − 0.75 but at the end of May
the discrepancy reduces and the overestimation is under 0.5. Overestimation is
also evident in the central western Mediterranean, near the costs of Sardinia and
Corsica, with values around 1 persistent for the whole month. On the contrary
underestimation affects the areas of the north western Mediterranean and the areas
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Figure 4.6: Comparison between model chlorophyll-a pigments, top panels and Sea-
WIFS climatolgy 1997-2004 (reprocessed by GOS-ISAC-CNR), middle panels. Bot-
tom panels show the deviation of model results from climatology.
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Figure 4.7: Comparison between model chlorophyll-a pigments, top panels and Sea-
WIFS climatolgy 1997-2004 (reprocessed by GOS-ISAC-CNR), middle panels. Bot-
tom panels show the deviation of model results from climatology.
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Figure 4.8: Comparison between model chlorophyll-a pigments, top panels and Sea-
WIFS climatolgy 1997-2004 (reprocessed by GOS-ISAC-CNR), middle panels. Bot-
tom panels show the deviation of model results from climatology.
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Figure 4.9: Comparison between model chlorophyll-a pigments, top panels and Sea-
WIFS climatolgy 1997-2004 (reprocessed by GOS-ISAC-CNR), middle panels. Bot-
tom panels show the deviation of model results from climatology.
60
11-04-2007 11-05-2007 10-06-2007 10-07-2007 09-08-2007 08-09-2007 08-10-2007 07-11-2007
time
0
0.05
0.1
0.15
0.2
m
gC
hl
/m
3
model analysis
model forecast
SeaWIFS climatology
Figure 4.10: Evolution of surface chlorophyll (mgchlm−3). Areal averages over
the pelagic Mediterranean Sea of the surface chlorophyll for OGS OPATM-BFM
(analyses and forecasts) and monthly means from SeaWIFS climatology.
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of the northern Ionian Sea in particular along the Italian coast: the typical range
of underestimation is around −0.75 and −0.5. In fig.4.12 a statistical analysis of
the results comparing the daily average results of the model with the daily satellite
images for May 2007 is reported. The statistical formulas (Allen et al. (2007-b)
and Allen et al. (2007-a)) used are the Nash Sutcliffe Model Efficiency (ME), the
percentage model bias (Pbias), the cost function (CF ), the skewness (Skew) and
the square of the correlation coefficient (R2):
ME = 1−
∑N
1 (Mn −Dn)2∑N
1 (Dn −Dn)2
(4.1)
Pbias =
∑N
1 (Dn −Mn)∑
Dn
∗ 100 (4.2)
CF =
1
N
∑N
1 |Dn −Mn|
σD
(4.3)
Skew =
N
(N − 1)(N − 2)
∑N
1 (Dn −Mn − (Dn −Mn))3
σ3D
(4.4)
R =
∑N
1 (Mn −Mn)(Dn −Dn)√∑N
1 (Dn −Dn)2
∑N
1 (Mn −Mn)2
(4.5)
where Mn are the model output values in each point, Dn are the satellite data in
the same points, N is the number of point considered, σD is the standard devia-
tion of the satellite data, over-bar symbol represents mean over space. ME formula
estimates discrepancies between the variability of the model’s errors and the data
variability. In May ME is always positive: this is a minimum performance require-
ment according to Allen et al. (2007-b) and Allen et al. (2007-a), but satisfying
values (ranging around 0.2− 0.5) are obtained only at the end of the month. Pbias
shows the degree of percentage overestimation or underestimation, the model results
are in the range of the minimum requirements which is below 40%. Also CF gives
good results, being always lower than 1. The skewness of the results is always posi-
tive indicating global underestimation of surface chlorophyll concentration. Current
skewness results compared with the standard error (6/N)0.5 indicate that the sys-
tem is significantly skewed. The squared correlation coefficient R2 represents the
capability of the model to capture the spatial variability of the data. Similarly to
the other estimators we observe a strong variability along the period considered,
with a mean value of 0.16. It is noteworthy that the statistical analysis is based on
only one month of satellite data corresponding to the second month of simulation
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Figure 4.11: Comparison between model estimations and satellite data for surface
chlorophyll. 10 days averages for the period of may 2007 are shown. Satellite data
are MODIS Aqua observations processed by GOS-ISAC-CNR
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Figure 4.12: Analyses for model results compared with MODIS satellite data. ME
Performance levels are > 0.65 excellent, 0.65− 0.5 very good, 0.5− 0.2 good, < 0.2
poor. Pbias performance levels are < 10 excellent, 10− 20 very good, 20− 40 good,
> 40 poor. CF performance levels < 1 very good, 1− 2 good, 2− 3 reasonable, > 3
poor. Skew data presented are positive and significantly skewed. R2 performance
levels are R = 0 no relationship, R = 1 perfect fit.
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OPATM-BFM
MODIS MAY
ME 0.31
Pbias 9.0
CF 0.3
Skew 4.1
R2 0.32
Table 4.1: Statistical performance of operational model, monthly mean.
after TOP 2 start, the model could be still affected by spin-up phase. Moreover high
frequency comparison (daily resolution) may introduce significant fluctuation due to
cloud cover variability, in fact considering monthly averages ME and R2 improves
as shown in Tab.4.1.
4.4 Conclusions
This chapter presents the implementation of the operational system for the ecosys-
tem of the Mediterranean Sea. In particular it is described the system structure and
a first validation of the results. The automatic system is one of the first examples of
biogeochemical predictive model that is pre-operational in europe and abroad, it is
based on a sequential procedure that prepares all the input data to produce the fore-
cast. Currently the frequency of the production is weekly, with ten days of forecast.
The service publishes on the web server of OGS the forecasts of biogeochemical fields
including chlorophyll, nutrients and productivity rates. Model preliminary valida-
tion is based on the qualitative comparison of chlorophyll-a satellite measurements
and total chlorophyll-a simulated by the model for the period of April 2007 - Novem-
ber 2007. For the month of May a quantitative analysis is also shown. Results shows
that the model is in general able to reproduce the west east chlorophyll gradient but,
with respect to climatolgy, there is a general overestimation of the southern areas
of western and eastern sub-basin and a general underestimation of the northern ar-
eas in particular in the Gulf of Lions deep mixing area. fig.4.10 shows an evident
trend of deviation from SeaWIFs climatology (1997-2004) in particular in the last
two month of October and November. Unfortunately this trend is not cross checked
with satellite data from the year 2007, to verify possible inter-annual variabilities
occurred in 2007. In the month of May results are quite satisfying for the statistical
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parameter chosen like model efficiency (ME), percentage bias (PB), cost function
(CF), in particular if we consider monthly averages of chlorophyll-a. Since the only
biogeochemical constraints that correlate the model with the real world are the ini-
tialization of nutrients pools and the longitudinal-dependent extinction coefficient,
to improve results more information should be introduced in the system such as
time dependent extinction coefficient obtained from satellite measurements and/or
a data assimilation scheme.
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Chapter 5
Analyses of the 3D Ecosystem
model on multi-annual
simulation: 1998-2002
5.1 Introduction
This chapter is addressed to the description of the first test done for scenarios simu-
lations of the Mediterranean Sea Ecosystem on a multi-annual time scale. The final
goal will be to perform analyses on the impact of global changes on the ecosystem.
In particular CO2 sequestration by means of the oceanic areas represents one of the
most important topic among the ongoing studies regarding the climate changes. The
Mediterranean Sea appears to be a site of wide interest, where the entity of the CO2
sequestration potential is characterized by a contrasting behavior since the western
autotrophic Mediterranean is a net sink of CO2 whereas the eastern heterotrophic
Mediterranean is a net source of CO2, Turley et al. (2000).
The simulation here proposed is based on the forcing fields for the OPATM-BFM
consisting of temperature, salinity, zonal and meridional currents, vertical eddy
diffusivity that are obtained subsampling the results of a high resolution OGCM
(OPA-MED16, about 5km horizontal resolution and 43 vertical levels, developed
at ENSTA/LOCEAN laboratories, Be´ranger et al. (2005)) with the interpolation
technique described in Chap.3. The atmospherical forcing fields are obtained from
ECMWF analyses (daily frequency, about 50 km horizontal resolution) and the pe-
riod considered is 1998-2002. The model is initialized with the nutrient and oxygen
profiles as described in Chap.3 from Medar MEDATLAS data set. Nudging profiles
in the Atlantic box buffer are seasonal climatological profiles averaged from Medar
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MEDATLAS Atlantic area and are perpetually applied to the system. Three dif-
ferent areas in the Mediterranean Sea, showing peculiar ecosystem behaviors, are
considered:
• Alboran Sea (ALB) characterized by a high productivity at the Gibraltar
Straits;
• central and north western Mediterranean Sea (WME) characterized by a deep
water mixing and nutrient enrichment of the surface layers during the winter
period;
• Levantine basin (LEV) characterized by an ecosystem similar to that of sub-
tropical areas, with lower surface chlorophyll content and dominated by mi-
crobial loop.
The first section deals with modeled nutrient trends that are compared with the syn-
thesis work on the Mediterranean Sea nutrient cycling proposed by Ribera d’Alcala
et al. (2003). The second section is dedicated to chlorophyll: the analysis is carried
out comparing the model chlorophyll with SeaWIFS satellite climatology averaged
on the time interval (1997-2004) overlapping that of the simulation (1998-2002).
Areal averages of surface chlorophyll over the three locations defined are considered,
horizontal maps of chlorophyll are then compared with satellite data. Water in-
herent Optical Properties and photo-acclimation processes are discussed to evaluate
their impact on the chlorophyll vertical distribution. The last section is devoted to
the analysis of the primary production rates and to higher trophic levels present in
the model. For what concerns the higher trophic levels the comparison with data is
more difficult because a reference ”climatology” for the Mediterranean Sea has not
been formulated yet.
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5.2 Nutrient trends in the model simulation
As a first test the stability of the model on multi-annual time scales was analyzed
considering the integral of the nutrient content in the basin, excluded the Atlantic
buffer area. After the initial spin-up phase the system reaches a steady state ex-
pressed by the following relation, written in the case of phosphates, as the nonlinear
fit of the volume integral on the Mediterranean Sea basin fig.5.1:
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Figure 5.1: Volume integral of phosphates over the Mediterranean Sea basin. Black:
model result, red: nonlinear fit.
P (t) = 9.4 ∗ 105 − 0.082 ∗ 105 ∗ sin(Π(3.47 + 2t))︸ ︷︷ ︸− 1.6 ∗ 103 ∗ t︸ ︷︷ ︸ (5.1)
where P is expressed in Mmol P and t in years. Two temporal components are
super-imposed, the first with a seasonal frequency (sinusoidal function) and the sec-
ond with a background linear loss term. The first one, as expected, represents the
seasonal cycle: a reduction of nutrient in winter, when the productivity is higher, is
followed by an accumulation of nutrients in summer.
The second component indicates that the inter-annual nutrient budget is negative.
The net phosphate flux computed along a section at Gibraltar Strait is negative and
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is about −1.5x103 Mmol/yr that corresponds to the loss coefficient for the volume
integrated P (t).
It is interesting to compare fluxes at the boundary with observations obtained in
the estimations by Ribera d’Alcala et al. (2003) where the synthesis of data mea-
surements is carried out defining a range of possible values, the lower estimations
are from the work of Gomez et al. (2000) whereas the higher estimations refers to
the measurements by Coste et al. (1988), tab.5.1. As a general remark the modeled
Table 5.1: Fluxes at Gibraltar Strait of phosphate and nitrate (Mmol yr−1). Lower
estimations are from Gomez et al. (2000) and higher estimations from Coste et al.
(1988).
Model Data Low Data High
P Inflow 6.9x103 6.8x103 1.2x104
P Outflow 8.4x103 1.6x104 2.3x104
N Inflow 7.2x104 8.1x104 2.1x104
N Outflow 1.6x104 3.2x104 50x105
incoming fluxes computed at the Gibraltar section are comparable with the mea-
surements in Low regime and consequently model underestimates with respect to
the measurements in High regime. Estimations of fluxes from measurements are ob-
tained considering an inflow component ranging from 1.28 (Low) to 1.68 Sv (High)
and an outflow water flux from 1.20 (Low) to 1.60 Sv (High). Those estimations
accounts for a termohaline component and a barotropic pumping component due
to the tide that is not parameterized in the modeling set-up: model water fluxes
account only for the termohaline component and amount to an average of 0.8 Sv
both for the inflow component and outflow component. This explains main part
of the discrepancies between modeled and observed results for the outflow nutrient
fluxes, while the difference between the initial values of nutrient concentration used
in the model from Medar Medatlas dataset and the values measured by Gomez et
al. (2000) and Coste et al. (1988) for the remaining part of the discrepancy.
The result of this underestimation of the inflow and outflow transport at Gibraltar
Strait is that the modeled net flow is lowered by a factor 2 with respect to estima-
tions from data.
In fig.5.2, fig.5.3, the zonal trends for macro nutrients like phosphates, nitrates
and silicates are compared. Data (red circles) are generated mostly during the last
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decades and are a collection from different bibliographic sources (please refer to
Ribera d’Alcala et al. (2003) for a complete overview of this synthesis work). Four
layers are considered:
• surface (0-200) interested by Atlantic water;
• intermediate (200-600) interested by LIW circulation (Levantine Intermediate
Water);
• transitional layer (600-1500) interface between upper termohaline cell and deep
water;
• deep layer (1500-bottom) interested by deep circulation.
The modeled climatological year values are averaged over 5 sub-basin areas: Albo-
ran Sea, south western Mediterranean, Sardinia-Sicily Strait, Ionian Sea and Eastern
Mediterranean basin. At the surface, the model reproduces a West-East gradient
for all the macro-nutrients considered with an overestimation especially marked for
phosphates in the Levantine area. This overestimation can be related to the imbal-
ance between the in-flowing MAW nutrient flux and the out-flowing LIW fluxes and
also to the sinking velocity of particulate matter that in the simulation is set to 1.2
m/d. In the intermediate layer the W-E gradient is less marked and in particular
there is an overestimation of phosphates in the eastern area. Transitional and deep
layers present the same zonal trends as the initialization profiles with the exception
of the western deep layer where the modeled phosphate values increase. The most
striking deviation of the model from the data molar ratio (fig.5.3) occurs in the
Levantine basin where the model has values for N:P around 15 (Redfield is 16) while
observed values are around 40, also Si:N is underestimated in the Levantine area.
fig.5.2 clearly confirms the underestimation of N:P molar ratio due to an overestima-
tion of P concentration in the intermediate layer, this discrepancy is present indeed
also in the MEDAR MEDATLAS dataset. Looking at the initialization values inte-
grated along the 4 levels tab.3.5, tab.3.6 the model result seems to be inherited from
the initial condition i.e. N:P in east Mediterranean is around 16 in the initialization
field, far from the value of 40 reported in the synthesis article (Ribera d’Alcala et
al. (2003)).
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Figure 5.2: Zonal trends of nutrients concentrations in the four layers of the water
column. Red dots are data (Ribera d’Alcala et al. (2003)). Blue squares are model
annual means, averaged over 5 areas: Alboran Sea, south western Mediterranean,
Sardinia-Sicily Strait, Ionian Sea and Eastern Mediterranean basin. Blue crosses are
initialization model values in the same areas as model annual means.
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Figure 5.3: Zonal trends of nitrate to phosphates ratios and silicates to nitrates
ratios. Red dots are data (Ribera d’Alcala et al. (2003)). Blue squares are model
annual means, averaged over 5 areas: Alboran Sea, south western Mediterranean,
Sardinia-Sicily Strait, Ionian Sea and Eastern Mediterranean basin.Blue crosses are
initialization model values in the same areas as model annual means.
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5.3 Comparison of modeled chlorophyll-a and data
Horizontal chlorophyll-a distributions
In the biogeochemistry modeling community one of the first variables currently ad-
dressed to analyze model results is chlorophyll. This is motivated by the availability
of data with good spatial and temporal distribution. Results are compared match-
ing two models OPATM-BFM: in particular the module that regulates chlorophyll
synthesis and the algorithm developed to derive Inherent Optical Properties (IOP)
of marine particles by reflectance spectra measured at sea surface. IOP are used
to derive biogeochemical parameters like phytoplankton (chl-a), non algal particles,
inorganic material and colored dissolved organic matter (CDOM). Satellite measure-
ments are restricted to surface layers (e-folding) because irradiance is exponentially
attenuated along the water column.
The reference dataset is based on SeaWIFS satellite data corrected with a regional
algorithm calibrated for the Mediterranean Sea conditions, Volpe et al. (2006). This
algorithm allows to reduce the systematic satellite overestimation of low chlorophyll
content in oligotrophic areas (i.e. Levantine basin). It is noteworthy to mention
that the error associated to chlorophyll satellite measurements is around 30%.
Marginal seas like Aegean Sea and Adriatic Sea are not considered in this analy-
ses because currently the only external source implemented is Gibraltar Strait, so
the two areas cannot be adequately simulated. For the same reason coastal areas
(depth < 200m) usually influenced by terrestrial inputs are not considered. The
first analysis is based on the comparison between the monthly means of SeaWIFS
surface chlorophyll (1997-2002) and model results as horizontal averages in the three
selected contrasting sites: ALB, WME and LEV.
As shown in fig.5.4 the seasonal modeled cycle is shifted in time with respect
to SeaWIFS climatology: in particular the model largely overestimates (by a factor
3) chlorophyll concentration in Winter period in LEV site and in general chloro-
phyll is overestimated in all the areas in the autumn period. On the other hand
summer chlorophyll concentrations are well reproduced in all the three sites. Mod-
eled inter-annual variability is quite marked: higher values of chlorophyll content
are simulated for the winter-spring 2000, 2001, in ALB, in 1999 and 2001 in WME
site and 2000,2002 in LEV site. According to Bosc et al. (2004) the interannual
variability measured from Seawifs satellite is low, 10-25% from June to September
but increases to 40% -50% in winter. This feature is well reproduced by the model:
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Figure 5.4: Multi annual surface chlorophyll trends horizontally averaged on different
sites. Chlorophyll is not vertically averaged because satellite e-folding correction is
negligible in the cases proposed. Coastal areas (depth < 200 m) are masked out.
summer chlorophyll values are very stable whereas winter-spring periods present
chlorophyll maxima variability around 30% even if maximal levels of 70% variabil-
ity observed from SeaWIFS, Bosc et al. (2004), are not reproduced by the model.
According to Bosc et al. (2004) year 1999 presents a maximum in the western areas
of the Mediterranean followed by a decreasing trend from 1999-2000 and another
increasing trend 2000-2001: this alternating behavior is captured by the model prob-
ably due to the realistic forcing fields adopted. The striking feature that the year to
year variability is inverse in eastern Mediterranean with respect to western basin,
Bosc et al. (2004), is also reproduced by the model.
Horizontal maps show that the West-East gradient of surface chlorophyll is repro-
duced by the model (fig.5.5, fig.5.6, fig.5.7, fig.5.8). Effects of MAW nutrient rich
waters are evident in the area of the Alboran Sea, where chlorophyll concentrations
are in good accordance with SeaWIFS data. Moreover results favorably compare
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Figure 5.5: Multi annual surface chlorophyll trends horizontally averaged on different
sites. Chlorophyll is not vertically averaged because satellite e-folding correction is
negligible in the cases proposed. Coastal areas (depth < 200 m) are masked out.
in winter in correspondence with highly dynamical areas like Gulf of Lyons and
Rhodes gyre (the cold-core eddy situated southwest of Rhodes) where in March pat-
terns are pretty well reproduced (fig.5.5). Monthly map of April shows that Gulf
of Lyons bloom evolution is shorter in model simulations than in SeaWIFS obser-
vations (fig.5.6). During summer period (fig.5.7) the model reproduces oligotrophic
conditions observed in western Mediterranean Sea and the chlorophyll structures in
the area of Gulf of Lyons. In late summer/autumn the model tends to anticipate the
blooms in the western basin (fig.5.8 - model chlorophyll map of October is compared
with satellite data of November).
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Figure 5.6: Multi annual surface chlorophyll trends horizontally averaged on different
sites. Chlorophyll is not vertically averaged because satellite e-folding correction is
negligible in the cases proposed. Coastal areas (depth < 200 m) are masked out.
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Figure 5.7: Multi annual surface chlorophyll trends horizontally averaged on different
sites. Chlorophyll is not vertically averaged because satellite e-folding correction is
negligible in the cases proposed. Coastal areas (depth < 200 m) are masked out.
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Figure 5.8: Multi annual surface chlorophyll trends horizontally averaged on different
sites. Chlorophyll is not vertically averaged because satellite e-folding correction is
negligible in the cases proposed. Coastal areas (depth < 200 m) are masked out.
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Vertical chlorophyll-a distributions
In situ measurements allow to analyze the structure of the water column ecosys-
tem across the Mediterranean Sea. The most striking feature regarding chlorophyll
vertical distribution is the presence of a Deep Chlorophyll Maximum (DCM) that
develops in many areas and at different depths during non-winter period, when strat-
ification takes place. In fig.5.9 zonal transect of meridional averages of chlorophyll
from model results and Medar-Medatlas climatology data set are shown. Model
results are averages over the multi-annual simulation. Modeled DCM is 20-30 m
shallower throughout the section with an underestimation by a factor 0.2 in the
western part and an overestimation of a factor 0.3 in the eastern part. In the Ionian
area (15o E 22o E) the overestimation is higher, around a factor 2. The surface lay-
ers, particularly in the eastern area, are overestimated by a factor 2: where model
results give 0.1 mg chl a m−3 data are around 0.05. The ”step-like” shape of the
modeled DCM (so-called DCM gradient) is directly determined by the extinction
coefficient introduced in the model (fig.3.10). Moreover the vertical distribution ap-
pears more diffusive in data with respect to model results since the environmental
IOP are characterized by a 2D variability that produces a ”dispersion effect” when
projected on the longitudinal plane. In particular also a north-south gradient is
present fig.5.10, not accounted in the longitudinal dependent extinction factor.
Additional formulation of the extinction factor parameterization were implemented
(fig.5.11, fig.5.12) trying to reproduce the DCM gradient as a self emerging property
of the system. In particular the linear branch of Riley formulation (eq.5.3; Riley
(1956)) and the Riley formulation with modified coefficient for particulate (eq.5.4;
Oubelkheir et al. (2005)) were considered:
k = kdata + 0.0088 ∗ chl + 10−4Part Reference (5.2)
k = kbg + 0.0088 ∗ chl + 10−4Part (5.3)
k = kbg + 0.0088 ∗ chl + 2 ∗ 10−3Part (5.4)
in the reference formulation kdata is the extinction factor from Secchi disk measure-
ment (fig.3.10) and Part is the particulate suspended matter. In eq.5.3 the term
kdata, which includes in the model informations regarding IOP, is substituted by the
constant term kbg. In eq.5.4 the coefficient 2 ∗ 10−3 for Part corresponding to the
particle attenuation at λ555 (Oubelkheir et al. (2005)) is extended to all the wave
length spectrum. Model chlorophyll results for the three formulations are shown in
the three Hovmoeller diagrams for the western area fig.5.11 and for the eastern area
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fig.5.12). The formulation eq.5.3 produces an uniform DCM around 70-80 meters
depth, the other formulation eq.5.4 produces an uniform DCM around 40-50 meters.
In both cases the DCM gradient is not reproduced, it can be argued that some hid-
den features affecting the light environment and present in the term kdata are not
fully implemented yet and are fundamental to reproduce the DCM gradient: e.g. the
impact of CDOM (Colored Dissolved Organic Matter) and litogenic material from
terrestrial or from Gibraltar Strait input and/or atmospherical inputs influence on
the IOP gradient.
Chlorophyll and carbon vertical profiles from two sites, DYFAMED station and Io-
nian Sea PROSOPE station, are compared with model result (fig.5.13) obtained
with the reference light extinction formulation, in particular model reproduces Deep
Biomass (Carbon) Maximum (DBM) depth with higher accuracy than DCM depth:
modeled chlorophyll and carbon maxima are located at the same depth. Maxima
biomass depth are in good agreement with data, whereas chlorophyll maxima are
20/30m shallower than measured chlorophyll. This issue is clearly connected to the
OPATM-BFM formulation of chlorophyll synthesis that is based on Geider photo-
acclimation model (see Appendix).
In fig.5.14 θs (CHL:C ratios) data for the two locations are reported and com-
pared with model results, analytical results obtained after an analysis of the photo-
acclimation formulation with a 1D model are reported in Chapt.6.
At surface θs are overestimated by the model both at DYFAMED station and at
Ionian Sea site, more importantly the acclimation is flatter: as a result the gap be-
tween DBM and DCM is absent. The analytical solution is formulated as asymptotic
expansion from the surface:
θ(z) = θ(zo)ekz/2 (5.5)
where θ(zo) is taken by data, and k is the extinction coefficient. This analytical
solution valid in the upper part of the euphotic layer is accurate in reproducing
measured θ dataset at the first maximum of θ, respectively at 50m at DYFAMED
station and 100m at Ionian Sea station. As pointed out in Chapt.6 the steepness
of the measured θ can be related to a nutrient limitation acting on the chlorophyll
synthesis: the stepness is responsible for gap increase between DBM and DCM, but
a correct formulation of this feature is neither included in the analytical nor in the
numerical model yet.
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Figure 5.9: Zonal transects of meridional averages of total chlorophyll
(mg chl a m−3) from −5.5o E (left) to 36oE (right). Model results (TOP) and
Medar Medatlas interpolations (BOTTOM).
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Figure 5.10: Meridional transects of zonal averages of total chlorophyll
(mg chl a m−3) from 30o E (left) to 46oE (right). Model results (TOP) and Medar
Medatlas interpolations (BOTTOM).
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Figure 5.11: Hovmoeller diagrams of chlorophyll-a (shaded) and phosphates (con-
tour) relative to the Gulf of Lions area. From top to bottom panel: wind speed
(ms−1), results with extinction coefficient from data (secchi disk), results with Riley
formulation, results with increased extinction coefficient.
84
Figure 5.12: Hovmoeller diagrams of chlorophyll-a (shaded) and phosphates (con-
tour) relative to the eastern Ionian Sea (20oE-25oE, 33oN -36oN). From top to bot-
tom panel: wind speed (ms−1), results with extinction coefficient from data (secchi
disk), results with Riley formulation, results with increased extinction coefficient.
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Figure 5.13: Seasonal vertical profiles of chlorophyll (TOP) and carbon (BOTTOM)
concentrations at DYFAMED station and Ionian Sea (22o E 34o N). Data are mean
profiles after PROSOPE measurements campaign, september 1999 (Oubelkheir et
al. (2005)), model output are relative to September 1999.
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Figure 5.14: Vertical profiles of chlorophyll to carbon concentrations ratios at
DYFAMED station and Ionian Sea (22o E 34o N). Data are mean profiles after
PROSOPE measurements campaign, september 1999. (Oubelkheir et al. (2005)),
model output are relative to September 1999, and analytical curves are obtained by
the expansion described in the text.
87
5.4 Comparison of modeled primary and bacterial pro-
duction and data
In fig.5.16 a multi-annual trend of primary Gross production (PPG) for the three
sites: ALB, WME and LEV is shown. ALB site is the more productive with
a time-averaged production integrated along the water column corresponding to
1gC/m2d−1 followed by eastern Mediterranean 0.92gCm−3d−1 and western Mediter-
ranean 0.71gCm−2day−1. Satellite derived values for primary production are in
general lower than those modeled, in particular SeaWIFS data (Bosc et al. (2004))
give 0.6gCm−2day−1 for ALB, 0.4gCm−2day−1 for WME and 0.3gCm−2day−1 for
LEV.
In order to compare the model results and the in-situ or satellite observation it is
relevant to understand how a key parameter like production is measured. The phy-
toplanktonic producers require light energy, H2O, CO2 and a variety of inorganic
nutrients to create the buildings blocks composing the cell, Valiela (1995). In-situ
measurements are based on the uptake of a radioactive isotope of carbon measured
from the sea-water sample. The primary production is estimated considering the
component of the isotope incorporated into the organic forms filtered from the sam-
ple. In nutrient-poor oceanic waters, like for example the oligotrophic waters in the
eastern Mediterranean Sea, it might be that 14C method underestimates production
(Valiela (1995)). Also satellite estimations of primary production by semi-analytical
models (Morel and Berthon (1989), Berthon and Morel (1992)) are calibrated by
in-situ measurements, therefore under-estimation from 14C measurements can be
propagated to the results of satellite measurements. On the other hand the primary
production simulated in the model accounts for carbon incorporated in the organic
forms plus the carbon (polysaccarides) excreted by the cells in nutrient stressed
conditions. (please refer to Appendix for the detailed formulation). Average Dis-
solved Organic Carbon (DOC labile plus semi-labile sugar components) integrated
along the water column gives 2.15gCm−2d−1 for ALB, 1.68gCm−2d−1 for WME and
2.4gCm−2d−1 for LEV. This is coherent with the formulation of the model because
even if the eastern Mediterranean is nutrient depleted, gross production continues
and organic carbon in excess is excreted as observed in Vichi et al. (2007-b). The
carbon in surplus flows to the microbial loop, in fact in the LEV area, bacterial
production (PPB) and bacterial biomass are higher than in WME.
The relation between modeled gross primary production and modeled bacterial pro-
duction (fig.5.16) in all the areas is well described by a regression linear curve (cor-
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Figure 5.15: Primary gross production of total phytoplankton integrated along the
water column.
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Figure 5.16: Bacterial production of pelagic bacteria integrated along the water
column.
relation coefficient 0.80 ALB, 0.86 WME, 0.95 LEV) with slope around 0.5 for all
the areas considered, thus meaning that bacteria consume half of dissolved organic
matter from the PPG, in the range of what estimated by Azam et al. (1983).
The slopes of the relations between PPG and PPB indicate a positive dependency
of bacterial production with respect to primary producers activity. The modeled
spatial linear relation estimated in all the basins differentiates to the alternating
relation evidenced in Turley et al. (2000): in the LEV a linear PPB to PPG regression
holds, accordingly with model result, but in WME the increase of PPB should behave
like the square root of the PPG. An hypothesis proposed by Turley et al. (2000) to
explain the square root behavior is a reduction of bacterial efficiency for excess of
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Figure 5.17: Total phytoplankton biomass and functional groups biomass integrated
along the water column in the three areas selected Alboran Sea (top), western
Mediterranean basin (middle) and eastern Mediterranean basin (bottom).
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DOC, but this functionality is not implemented in the ecosystem model yet, see
Appendix.
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Figure 5.18: Pelagic bacteria biomass integrated along the water column.
In fig.5.17 and fig.5.18 the vertical integrated classes of biomasses composed by
phytoplankton functional groups and pelagic heterotrophic bacteria are shown. As
observed by Valiela (1995), the modeled biomasses are of the same order of magni-
tude. Phytoplankton carbon content is around 1gCm−2 for ALB, 0.88gCm−2 for
WME, 1gCm−2 for LEV. The model tends to overestimate the bacterial biomass,
since estimation from observations gives 2 ∼ 3x108 bacterial cells for liter that can
be converted 1 to 0.78− 1.17gCm−2 whereas the annual averages from model result
1The conversion from number of individuals of heterotrophic pelagic bacteria to carbon biomass
is based on an average estimation of 15.6fgC per cell.
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are 1.38gCm−2 for ALB, 1.35gCm−2 for WME and 1.79gCm−2 for LEV. The dom-
inant functional groups are diatoms and picophytoplankton, (fig.5.17). In particular
in winter diatoms and picophytoplankton have comparable biomasses but in summer
picophytoplankton is dominant. Only in the LEV area, flagellates biomass increases
during winter.
The modeled microzooplankton compartment comprises the dominant functional
groups in the higher trophic levels modeled, that are the major grazers of picophy-
toplankton. In particular heterotrophic nanoflagellates, fig.5.19, accounts for the
majority of microozooplankton compartment. On the other hand mesozooplankton
compartment is characterized by lower concentrations 0.26gCm−2 for WME and
0.22gCm−2 for LEV with dominance of omnivorous mesozooplankton, fig.5.20.
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Figure 5.19: Microzooplankton biomass integrated along the water column.
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Figure 5.20: Mesozooplankton biomass integrated along the water column.
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5.5 Conclusions
This chapter presents the first test, aimed to reproduce the ecosystem behavior of
the Mediterranean Sea, performed on a multi-annual time scale base and with a re-
alistic physical forcing obtained by an high resolution model Be´ranger et al. (2005).
Model results are compared with SeaWiFS satellite data: the seasonal cycle of
chlorophyll is qualitatively reproduced for the western area with a general overes-
timation in the eastern area during the winter period. A longitudinal dependent
extinction coefficient is applied to the model to reproduce the longitudinal Deep
Chlorophyll Maximum gradient characterizing the Mediterranean Sea. Several ad-
ditional tests with different light extinction parameterizations show that the model
is not able to reproduce this feature as a self emerging property. It is demonstrated
in this chapter that Riley formulation cannot be applied as it is in Mediterranean
waters. The presence, especially along the northern side of the Mediterranean Sea,
of major terrestrial inputs of Total Suspended Matter can affect optical properties
of sea water but this features are not included in the model yet. In particular a sim-
ulation without any a priori information on extinction coefficient with a reasonable
riverine load could be an interesting case study.
Irradiance and chlorophyll are key forcings for primary production, to this end in
the next chapter the chlorophyll to carbon synthesis formulation will be analyzed.
Analyses of vertically integrated primary production show that also in this case
the model better represents the biogeochemical features of the western basin whilst
the Eastern basin (modeled) results too eutrophic. An explanation for this feature
can be related to the overestimation in the eastern intermediate layer (200− 600m)
of phosphate limiting nutrient concentration. Half of the primary carbon produc-
tion flows to bacteria as the upper range of Azam et al. (1983) estimations. As
for chlorophyll surface data, there is a well marked seasonal cycle of vertical inte-
grated phytoplanktonic biomass with a maximum during winter period. Dominant
functional groups are picophytoplanton and diatoms with an alternating behaviour:
during winter they present equal biomass but in summer there is a clear dominance
of picophytoplanton. Bacterial biomass is of the same order of magnitude of phyto-
plantkon biomass as observed by Turley et al. (2000).
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Chapter 6
A study of the equations
governing phytoplankton
growth and light acclimation
6.1 Introduction
As shown in the previous chapter the modeled photo-acclimation curve showed a
discrepancy with respect to data, especially in the Ionian Sea station (fig.5.14). The
formulation present in the 3D full model applied for the operational and multi-annual
simulations described in the previous chapters is slightly different from the simpli-
fied version here proposed. In the 3D full model, environmental regulating factors
like temperature, nitrate limitation and turnover rate of chlorophyll are considered
(please refer to Appendix for a full description of those formulations). whereas the
simplified model here described is useful as a toy model to speculate on the results
present in the more complex full implementations.
To analyze the problem a simple 1D model of chlorophyll and carbon biomass is
used, based on the formulation by Fennel and Boss (2003). This model adopts the
light acclimation of Geider et al. (1996) and is formulated to analyze the DCM
formation. In particular the θ function describing the chlorophyll to carbon ratio
at balanced growth is considered and studied. Combining the concept of balanced
growth (Geider et al. (1997)) with compensation depth condition it is possible to
calculate analytically the Deep Biomass Maximum (DBM). Those results are ob-
tained supposing that the diffusion term and the vertical sinking velocity shear are
negligible. By the analysis of the θ function it is possible to estimate the gap between
DBM and deep chlorophyll maximum DCM. The impacts of physiological limitation
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to chlorophyll synthesis on DBM-DCM gap are then discussed.
6.2 Outline of carbon and chlorophyll equations
The model described in this chapter is a simple 1D vertical model with the essential
features to study the vertical maxima of carbon and chlorophyll phytoplankton com-
ponents considering the physiological capability of phytoplankton cells to adapt their
chlorophyll content to different light conditions. The problem can be formulated in
mathematical terms as partial differential equations:
∂C
∂t
+
∂wzC
∂z
= (PC −RC)C + ∂
∂z
Kz
∂C
∂z
(6.1)
where C is the phytoplankton carbon concentration (usually expressed inmgCm−3),
wz is the vertical sinking velocity ( ms−1), PC and RC are respectively the carbon
specific photosynthesis rates and the degradation rate (both expressed in s−1), Kz
is the vertical diffusivity (m2s−1).
P c is expressed by the following formulation (based on Platt et al. (1980)):
PC = PCm
(
1− e−
αchlIθ
PCm
)
(6.2)
PCC = αchlIchl, I → 0 (6.3)
I(z) = I(zo)e−kz (6.4)
θ =
chl
C
(6.5)
where PCm is the photosynthesis rate in light/nutrient saturated conditions, α
chl is
chlorophyll-a specific initial slope of the photosynthesis-light curve (gC(gChl)−1m2W−1),
I is the irradiance (Wm−2), k the extintion coefficient (m−1) and θ is the chlorophyll
to carbon ratio (gChl(gC)−1).
θ varies according to different light conditions:
• higher irradiance → lower need of chlorophyll synthesis → lower θ
• lower irradiance → higher need of chlorophyll synthesis → higher θ
The evolution of chl:c ratio is prescribed by the system composed by eq.6.1 and the
following equation for chlorophyll synthesis:
∂chl
∂t
+
∂wzchl
∂z
= ρchlPCC −Rchlchl + ∂
∂z
Kz
∂chl
∂z
(6.6)
ρchl = θm
(
PC
αchlIθ
)
(6.7)
98
Where ρchl is the rate of chlorophyll-a synthesis with respect to carbon fixation, θm
is the maximum chlorophyll to carbon ratio in very low light conditions and Rchl is
the degradation term that in principle can be different from RC . ρchl represents the
ratio between the realized (PCC) and the maximum αchlIchl carbon fixation. For
example ρchl declines when the light harvesting capability (αchlIchl) is higher with
respect to PCC.
6.3 Equilibrium of the system: balanced growth condi-
tions
The equation introduced in the previous section can be further simplified neglecting
the vertical dimension. The 0D formulation of eq.(6.1) and eq.(6.6) so obtained is a
system of ordinary differential equations:
∂C
∂t
= (PC −RC)C (6.8)
∂chl
∂t
= ρchlPCC −Rchlchl (6.9)
It is interesting to investigate if there are equilibrium points for which θ = chlC is
constant in time :
∂θ
∂t
= 0 (6.10)
At equilibrium the cell is adapted to the light environment and θ reaches its equi-
librium value θe. The conditions of eq.(6.10) is also referred as balanced growth rate
of chlorophyll to carbon ratio.
Combining eq.(6.8), eq.(6.9) and condition eq.(6.10), Geider et al. (1997) obtained
a solution for θe both in the form of an implicit equation, eq.(6.11), and in the form
of an explicit approximate formula, eq.(6.12):
θ2e = θm
PCm
(
1− e
αchlIθe
PCm
)
αchlI
(6.11)
θe =
θm
1 +
(
θmαchlI
2PCm
) (6.12)
the only assumption made to obtain Eq.(6.11) is that RC is equal to Rchl (this
assumption will be applied in the rest of the presentation). In other words Eq.(6.11)
99
shows that at equilibrium
θe = ρchl(θe) (6.13)
The solution for balanced growth rate can be determined graphically by the identi-
fication of the adimensional form of Eq.(6.11) in terms of A and by the definition
of two functions F1(Θ) and F2(Θ) (Θ is the adimensional version of θ), the inter-
sections between the two functions corresponds to Θes:
(Θe)
2 = A(1− e−Θe) (6.14)
Θe =
θeα
chlI
PCm
, A =
θmα
chlI
PCm
(6.15)
F1(Θ) = Θ2 (6.16)
F2(Θ) = A(1− e−Θ) (6.17)
Two equilibria exist Θ = 0 and Θ = Θe, F2 expansion in Taylor series up to the
Θe
A
F2
F1
Figure 6.1: Equilibrium states for the chlorophyll to carbon ratio. The equilibria
are given by the intersection of the parabola Θ2 and the exponential A(1 − e−Θ).
Since the only parameter is A, Θe = Θe(A)
second order in Θ gives Eq.(6.12) valid only if the expansion term is small:
Θ =
θαchlI
PCm
→ 0 (6.18)
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Figure 6.2: Comparison between asymptotic expansion Θ =
√
A (black) and nu-
merical solution obtained with Mathematica c© software (red). The error decreases
for greater A. Remember that Θ and A are non dimensional quantities. In grey
(dashed) analytical solutions (at different polynomial order) in the neighbour of low
ligth-conditions are reported, radius of convergence is around 0.5.
In low irradiance, where Eq.(6.12) strictly holds, θe → θm coherently with the defi-
nition of θm as the maximum chl:c ratio reachable.
It is possible to express Θ as an analytic solution:
Θ(A) =
∞∑
n=1
anA
n (6.19)
an =
−1
(2n− 1)!n
n∑
j=1
(
n
j
)
(−1)jj(2n−1) (6.20)
The exact solution of the problem corresponds to Θ(A) (see appendix for complete
derivation of this solution). Unfortunately this series expansion has a convergence
radius around 0.6 centered on low light conditions and so it is difficult to use for
practical numerical computations. On the other hand an asymptotic expansion,
valid for A  1, is obtained considering the fact that Θ2 dominates over 1 − e−Θ
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(black), Geider solution at second order (grey), polynomial solution in (grey dashed)
and numerical solution obtained with Mathematica c© software (red) in dimensional
case. In grey (dashed) polynomial analytical solutions is reported. Depth is ex-
pressed in meters and θ in gChl(gC)−1.
for (Θ 1) so the inverse function is
Θ '
√
A. (6.21)
In fig.6.3 results with different approximations are shown in the dimensional space:
clearly eq.6.21 is accurate at surface while eq.6.21 and eq.6.19 are practically equal
for the deeper layers.
6.4 Deep Biomass Maximum (DBM) and Deep Chloro-
phyll Maximum (DCM)
In this section the vertical term is reintroduced. Moreover the balanced growth con-
dition along all the water column is supposed, therefore the equation for chlorophyll
is substituted by a simple multiplicative relation:
∂C
∂t
+
∂wzC
∂z
= (PC −RC)C + ∂
∂z
Kz
∂C
∂z
(6.22)
chl = θeC (6.23)
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Attention must be payed because here θe is dimensional. The principal concepts
invoked in the present argumentation are
• the 0D Geider’s formulation on balanced growth rate;
• the compensation depth condition for 1D water column models.
Those concepts are useful to analyze the fate of subsurface maxima depths of carbon
ZC (DBM)
A maximum along the water column (DBM) fulfils the following conditions:
∂C
∂z
= 0
∂2C
∂2z
< 0 (6.24)
in low diffusive regions the diffusive flux is neglected and moreover with wz constant
1 at equilibrium it holds:
PC −RC = 0 (6.25)
PCm
(
1− exp
(
−α
chlI(ZC)θe(ZC)
PCm
))
−RC = 0 (6.26)
this implicit equation in ZC is called compensation depth equation because uptake
and respiration are equal. It is possible to determinate analytically the DBM as a
solution of eq.(6.26) noting that:
Θ(A) =
αchlI(ZC)θ(ZC)
PCm
(6.27)
A =
θmα
chlI(zo)
PCm
(6.28)
so the equation for compensation depth becomes
Θ(A) = −log(1− R
C
PCm
) (6.29)
A =
PCm
RC
(
log
(
1− R
C
PCm
))2
(6.30)
1The term ∂wzC
∂z
is equal to C ∂wz
∂z
since there is a maximum for C (and Chl). An effective
degradation rate RCeff = R
C + ∂wz
∂z
can be introduced. If the variability of ∂wz
∂z
with respect to
depth is relevant then analytic derivation, eq.(6.32), does not hold any more, otherwise the results
are valid substituting RCeff with R
C . As supposed by Steele (1964), sinking should not be a relevant
factor in oligotrophic ocean where vertical motility is an inefficient response to stratified, nutrient-
limited conditions.
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The equation for A is obtained considering the inverse of Θ(A):
A =
Θ2e
1− e−Θe (6.31)
Extracting the compensation depth by inverting the factor I(ZC) = I(zo)e−kZ
C
contained in A is straightforward. Results for different parameters are shown in
fig.(6.4):
ZC =
log(I(zo))
k
− 1
k
log
(
(PCm)
2
θmαchlRC
(
log
(
1− R
C
PCm
))2)
(6.32)
applying this solution to data, with parameters from Fennel and Boss (2003) (please
refer to Appendix) with a measured maximum θ (0.7gchl gc−1), and a photosyn-
thetic available radiance (PAR) of 100Wm−2 the result for DBM is in good ac-
cordance, with data: 0.93 (RC/PC) on abscissa and 120 (I(zo)1.2) on ordinate, are
around 40m for DYF and 70m for MIO, respectively fig.(6.4) - left and Ionian station
fig.(6.4) - right. Obtaining Zchl is difficult because even applying the approximate
Θ square root it is necessary to find an analytical solution of the following equation:
∂C
∂t
+
∂wzC
∂z
= (PC −RC)C + ∂
∂z
Kz
∂C
∂z
(6.33)
PC = PCm
(
1− e−
r
αchlI(zo)θm
PCm
e−
kz
2
)
(6.34)
To avoid the difficulties in solving eq.6.33 it is possible to take the shape of
biomass curve from in situ measurements (fig.6.5) and then define a fitted parabolic
function C with maximum CM in ZC and second derivative equal to a. This is
useful because starting from a real biomass profile and applying the formulation for
θ derived so far it is possible to see what is the correspondent DCM and if it is
consistent with measurements. To simplify the calculation the system is translated
by ZC in order to have DBM in the origin. At equilibrium θ = θe and Zchl is the
solution applying the simplified parabolic fit.
∂(θeC)
∂Z
=
∂(θe(−aZ2 + CM ))
∂Z
= 0 (6.35)
θe = DIMΘe(ADIMz) =
PCm
αchlI(zo)e−kz
√
θmαchlI(zo)e−kz
PCm
(6.36)
θe =
√
θmPCm
αchlI(zo)
ekz/2 (6.37)
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Figure 6.4: DBM diagram with Geider photoacclimation. DBMs are the number in
the boxes along the curves. DBM depth is inversely proportional to light extinction
factor (k = 0.07m−1 left and k = 0.04m−1 right). Note that factor multiplying
surface irradiance (I(z0)) is θmα
chlRC
(PCm)
2 = 0.31 (bottom).
Here ADIM and DIM are operators to move to a-dimensional or to dimensional
description, since Θe is the a-dimensional version of θe. After some manipulations
the estimation for the gap is:
∆Z = −2
k
+
√
4
k2
− C
M
a
(6.38)
For example, considering the case k = 0.04m−1, a = −0.0096741mgCm−3m−2 and
CM = 10mgCm−3, the result is ∆Z = −14m.
The gap magnitude is determined by the shape of the θ function, in fact maxi-
mum (or minimum) condition for carbon and chlorophyll are expressed respectively
by:
∂c(z)
∂z
= 0
∂θ(z)c(z)
∂z
= 0 (6.39)
Profile A in fig.6.6 represents a generic profile of phytoplankton carbon content
with an evident DBM, the other profiles B, C, D refer to dimensional θ. In the
case (B) of constant θ, no-photo acclimation, DBM and DCM coincide because
the two conditions expressed in eq.6.39 become the same. Profile (C) refers to
classical solution of Geider model in balanced growth condition. For (C) profile an
estimation for the gap between DCM and DBM resulted in a value around 14m but
in oligotrophic seas 50 or more meters are observed (Fennel and Boss (2003) ). In
general terms the DBM-DCM gap problem can be formulated in the following way:
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Figure 6.5: Vertical profiles of carbon concentrations ratios Ionian Sea (22o E 34o N).
Data are mean profiles after PROSOPE measurements campaign, september 1999.
(Oubelkheir et al. (2005)), parabolic fit for maxima gives a = −0.0096741mgCm−5
Figure 6.6: Schematics of vertical profile for carbon content of phytoplankton (A).
Schematics of vertical profiles for θ: Constant (B), profile derived by Geider formu-
lation (C). Geider-like profile modulated by limitation at surface layers (D).
given a profile (ψ(z)) with a maximum at a specific depth (zca) and a monotonically
crescent modulating function (θ(z)), what is the depth (zch) of the maximum of the
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product function ψ(z)θ(z) ?
The differentiation rule for the product of two functions gives:
∂[ψ(z)θ(z)]
∂z
=
∂ψ(z)
∂z
θ(z) + ψ(z)
∂θ(z)
∂z
(6.40)
in particular at the maximum for ψ(z):
∂ψ(zca)
∂z
= 0 ,
∂[ψ(zca)θ(zca)]
∂z
= ψ(zca)
∂θ(zca)
∂z
> 0 (6.41)
so at maximum for ψ(z), ψ(z)θ(z) is still crescent and maximum is shifted below.
Given the fact that ψ(zca) is positive it is clear that the magnitude of the shift
between the two maxima, zch − zca, increases as the ∂θ(zca)∂z increases. The shape of
profile D (fig.6.6) with an increased steepness produces a marked DBM-DCM gap
because in correspondence of the maximum for profile A, ∂θ(zca)∂z is greater than all
the other profiles. It is possible to hypothesize that the steepness is regulated by the
formulation for chlorophyll synthesis limitation in the surface layers where θ profile
is flat under limiting conditions but suddenly grows with depth after environmental
limitation ceases. Results of the analysis show that to reproduce a realistic DBM-
DCM gap it is necessary to consider realistic nutrients limitations for chlorophyll
synthesis. Current formulation in the 3D model contains a nutrient regulating term
on nitrogen fN (fig.3.9) and the degradation rate of chlorophyll is formulated in
term of a turnover rate of chlorophyll (sdchl):
∂Pi
∂t
syn = fN ∗ ρchl ∗ PPN −max(sdchl ∗ (1− fN ), 0) ∗ Pi +
+min(0, PPG−RSP ) ∗max(0, Pi − θm ∗ Pc) (6.42)
ρchl = θm ∗ sum
αchl ∗Qchlc ∗ Irr (6.43)
in particular the major limiting factor of nutrient limitation is phosphate that is not
directly acting in the regulation of chlorophyll synthesis, thus affecting the environ-
mental regulation to θ.
6.5 Conclusion
The importance of chlorophyll parameter and Chl:C ratio is evident because large
part of 3D models are calibrated using satellite images of Chlorophyll. The basic
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photo-acclimation formulation that rules the dynamic process of chlorophyll synthe-
sis in OPATM-BFMmodel is analyzed in particular to elucidate the results obtained.
Here a deliberately simple model incorporating the essential processes is considered.
The discussion is focused on the traditional problem of representing the deep biomass
maximum and deep chlorophyll maximum. The concept of balanced growth intro-
duced by Geider is shown, analyzing the mathematical description of the equilibrium
function Θe, further work should be carried out to improve the asymptotic expansion
and to create an optimized algorithm to calculate Θe, possibly useful in modeling
implementations. The qualitative analyses of the results shows that to produce a
marked separation between DCM and DBM it is necessary to formulate correctly
the environmental regulation of θ, in particular it is relevant to reproduce the correct
”θ-cline”.
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Chapter 7
Concluding remarks
The present dissertation describes the work carried out to setup a biogeochemical
3D model for the Mediterranean Sea (OPATM BFM) and a first analysis of the
results and problematic observed. The purposes of this system range from the op-
erational short term forecast to the multi annual climatological simulations. Main
part of the work has been spent on the setup of the system basically composed by
a passive Tracer Model (OPA Tracer Model) coupled with a biogeochemical flux
model. The choices of the domain resolution and the complexity of the ecosystem
model and the fact that large part of the packages were not designed for parallel ar-
chitectures required a work of deep optimization of the code to finally obtain results
in reasonable time. Currently the implementation takes 48 hours to accomplish one
year of simulation. The oﬄine paradigm adopted has shown to be the right solu-
tion to interface the model to the different OGCMs that present peculiar domain
discretizations. In particular in the operational short term forecast application the
core of the system OPATM-BFM is merged in an automatic pre/operational chain
where the general circulation model generating the circulation (INGV MFS-SYS2b)
adopts a data assimilation scheme. The result is a prototype of one of the first
examples of biogeochemical predictive model that is pre-operational in Europe and
abroad. Model preliminary validation is based on the qualitative comparison of
chlorophyll-a satellite measurements and total chlorophyll-a simulated by the model
for the period of April 2007 - November 2007. Results shows that the model is in
general able to reproduce the west/east chlorophyll gradient but, with respect to
climatolgy, there is a general overestimation of the southern areas of western and
eastern sub-basin and a general underestimation of the northern areas in particular
in the Gulf of Lions deep mixing area. It is evidenced a trend of deviation from
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SeaWIFs climatology (1997-2002) in the last two month of October and November.
Unfortunately this trend cannot be cross checked with synoptic satellite data from
the year 2007 to verify possible inter-annual variabilities occurred in 2007. In the
month of May results are quite satisfying for the statistical standard parameters
(Allen et al. (2007-a), Allen et al. (2007-b)) like model efficiency (ME), percent-
age bias (PB), cost function (CF), in particular if we consider monthly averages of
chlorophyll-a, less satisfying are the result for the correlation coefficient (0.3). Since
the only biogeochemical data fed into the model are the initialization of nutrients
pools and the longitudinal-dependent extinction coefficient, to improve results more
information should be introduced in the system such as time dependent extinction
coefficient obtained from satellite measurements and/or a data assimilation scheme.
The second implementation proposed is performed on multiannual time scale. In
this case the forcing OGCM is an hindcast model Be´ranger et al. (2005). Also in
this case model result are compared with SeaWiFs satellite data: the seasonal cycle
of chlorophyll is qualitatively reproduced for the western area with a general over-
estimation in the eastern area during the winter period. A longitudinal dependent
extinction coefficient is applied to the model to reproduce the longitudinal Deep
Chlorophyll Maximum gradient characterizing the Mediterranean Sea. Several ad-
ditional tests with different light extinction parameterizations show that the model
is not able to reproduce this feature as an emerging property. It is possible to argue
that the Riley formulation cannot be applied as it is in Mediterranean waters. The
presence, especially along the northern side of the Mediterranean Sea of major ter-
restrial input of Total Suspended Matter can affect optical properties of sea water
but those inputs are not included in the multi annual simulations yet. In particular a
simulation without any a priori information on extinction coefficient with a realistic
riverine load could be an interesting case study. Analyses of vertically integrated
primary production show that also in this case the model better represents the bio-
geochemical features of the western basin whilst the Eastern basin (modeled) is less
oligotrophic than expected, an explanation for this feature can be related to the
overestimation in the eastern intermediate layer (200− 600m) of phosphate limiting
nutrient concentration. Half of the primary carbon production flows to bacteria as in
the upper range of Azam et al. (1983) estimations. As for chlorophyll surface data,
model simulates a well marked seasonal cycle of vertical integrated phytoplanktonic
biomass with a maximum during winter period. Dominant functional groups are
picophytoplanton and diatoms with an alternating behaviour: during winter they
110
present equal biomass but in summer there is a clear dominance of picophytoplan-
ton. Bacterial biomass is of the same order of magnitude of phytoplantkon biomass
as observed by Turley et al. (2000).
The application of such a complex model evidenced many critical points: 3D model
like OPATM-BFM need a large amount of data for initialization, boundary condi-
tions, and calibration/validation, in particular nutrient profiles in Medar-Medatlas
dataset seem not to be reliable for the Eastern Mediterranean. Moreover results
begin to be complex as well as model formulations and therefore they deserve to be
interpreted through the use of state of the art statistical tools. These tools can help
to evidence the large scales patterns and variability modes present in the basin and
their correlation with the physical forcing. Even if the high number of parameters
to be estimated in the model have not the same relevance, an in-depth analysis, for-
mal investigation and sensitivity analysis of the full blown BFM equations are still
needed especially for the chlorophyll parameter and Chl:C ratio (Θ) because large
part of 3D biogeochemical models are calibrated using satellite images of chlorophyll
and a correct formulation of environmental regulation of Θ is a relevant issue.
Apart from the projects where currently this modeling system is under development
like MERSEA, SESAME and VECTOR, several new projects are going to benefit
from this OPATM-BFM development. In particular OPATM-BFM both in the op-
erational and multi annual configurations has been chosen as pilot application in the
framework of fp7 DORII project started in february 2008. The main goal of DORII is
to apply an Information and Communication Technology to produce a workflow be-
tween realtime observed data (i.e. Slocum Glider system) and model output (includ-
ing data assimilation schemes). CLECOMED (Impatti dei cambiamenti CLimatici
sullO˜ECOsistema del Mar MEDiterraneo) based on CINECA cornerstone progects
will face the high computational demand of multi-annual climatological simulations
(SESAME and VECTOR) both from the optimization point of view and from the
management of the large amount of data produced by the simulations.
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Appendix A
Initialization of BFM variables
Table A.1: Initialization table for all the values state variables in OPATM-BFM.
dissolved oxygen(mMol m−3) from MEDAR MEDATLAS
nutrients phosphate (mMol m−3) from MEDAR MEDATLAS
nitrate (mMol m−3) from MEDAR MEDATLAS
ammonia (mMol m−3) 0.5
silicate (mMol m−3) from MEDAR MEDATLAS
Reduction equivalent(mMol m−3) 1.
pelagic diatoms carbon (mg m−3) 8.0
nitrate (mMol m−3) 0.114
phosphate (mMol m−3) 0.018
silicate (mMol m−3) 0.026
chlorophyll (mg m−3) 0.1
pelagic flagellates carbon (mg m−3) 5.9
nitrate (mMol m−3) 0.0926
phosphate (mMol m−3) 0.0076
chlorophyll (mg m−3) 0.1
picophytoplankton carbon (mg m−3) 5.9
nitrate (mMol m−3) 0.0926
phosphate (mMol m−3) 0.0076
chlorophyll (mg m−3) 0.1
pelagic inedibles carbon (mg m−3) 5.9
nitrate (mMol m−3) 0.0926
phosphate (mMol m−3) 0.0076
chlorophyll (mg m−3) 0.1
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Table A.2: Initialization table for all the values state variables in OPATM-BFM.
Dissolved organic matter are initialized to very low values.
carnivorous mesozooplankton carbon (mg m−3) 1.2
nitrate (mMol m−3) 0.0149
phosphate (mMol m−3) 0.0009
homnivorous mesozooplankton carbon (mg m−3) 1.2
nitrate (mMol m−3) 0.0149
phosphate (mMol m−3) 0.0009
pelagic microzooplankton carbon (mgm−3) 7.2
nitrate (mMol m−3) 0.12
phosphate (mMol m−3) 0.0133
heterotrophic flagellates carbon (mg m−3) 2.421
nitrate (mMol m−3) 0.0508
phosphate (mMol m−3) 0.00470
pelagic bacteria carbon (mg m−3) 15.7
nitrate (mMol m−3) 0.26
phosphate (mMol m−3) 0.029
pelagic detritus carbon (mg m−3) 17
nitrate (mMol m−3) 0.24
phosphate (mMol m−3) 0.02
silicate (mMol m−3) 0.10
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Appendix B
Equations of BFM Model
The list of equations here presented is an original work done to translate the com-
puter routines of BFM software into analytical expressions, the notation used is the
standard ERSEM notation
• ∂AB∂t
D
CB
is the rate of change in time for the functional group A and C (the
flux is directed from C to A), due to the process D, with respect the chemical
component B. A and C are elements of a set of 51 concentration and the
correspondent functional groups abbreviations are:
1. O2o oxygen;
2. N1p nutrient phosphate, N3n nutrient nitrate, N4n nutrient ammonia,
N5s Silicate;
3. P (1) diatoms, P (2) flagellates, P (3) picophytoplankton, P (4) dinoflagel-
lates;
4. B(1) pelagic bacteria;
5. Z(3) carnivorous mesozooplankton, Z(4) omnivorous mesozooplankton;
6. Z(5) microzooplankton, Z(6) heterotrophyc nanoflagellates;
7. R(1) Dissolved labile matter, R(2) Dissolved semilabile carbon (sugars),
R(7) refractory dissolved carbon.
8. R(6) particulate organic matter;
If an abbreviation is followed by a letter (c p n s i) the term represents
the chemical concententration (respectively c-arbon p-hosphorus n-itrogen s-
ilica and i for chlorophyll) of the specific functional group. The generic phy-
toplanker P (?) is described by four components P (?)c , P
(?)
p , P
(?)
n , P
(?)
i , diatoms
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have an additional component for silica P (1)s . Bacteria are described by three
components B(1)c , B
(1)
p , B
(1)
n , zooplankters Z(?) are described also by three
component Z(?)c , Z
(?)
p , Z
(?)
n . Labile dissolved organic matter is described by
four components R(1)c , R
(1)
p , R
(1)
n , R
(1)
s , semi labile and refractory dissolved
organic matter are described by carbon component R(2)c and R
(2)
c respectively.
Particulate organic matter is described by four components R(6)c , R
(6)
p , R
(6)
n ,
R
(6)
s ,
• Qab(C) is the ratio between intracellular chemical concentration a and b of
functional group C. For example Qpc(P (1)) = P
(1)p
P (1)c
.
• each term preceded by p is a parameter described in the tables floating
through-out the text.
B.1 Phytoplankton
B.1.1 Carbon component of Phytoplankton functional Group
∂Pc
∂t

bio
= +
∂Pc
∂t
gpp
O(3)
− ∂Pc
∂t
exc
R
(2)
c
−
∑
j=1,6
∂Pc
∂t
lys
R
(j)
c
− ∂Pc
∂t
rsp
O(3)
− ∂Pc
∂t
npp
R
(2)
c
+
+netgrowth−
∑
k=4,6
∂Z
(k)
c
∂t

prd
Pc
 (B.1)
∂R
(1)
c
∂t

bio
= +
∑
i=1,4
∂P
(i)
c
∂t

lys
R1c
(B.2)
∂R
(6)
c
∂t

bio
= +
∑
i=1,4
∂P
(i)
c
∂t

lys
R6c
(B.3)
∂R
(2)
c
∂t

bio
= +
∑
i=1,4
∂P
(i)
c
∂t

exc
R
(2)
c
+
∑
i=1,4
∂P
(i)
c
∂t

npp
R
(2)
c
+
∑
i=1,4
netgrowthi (B.4)
∂O2o(t)
∂t

bio
=
1
12
− ∑
i=1,4
∂P
(i)
c
∂t

rsp
O(3)
+
∑
i=1,4
∂P
(i)
c
∂t

gpp
O(3)
 (B.5)
Terms in curly parentheses are described respectively in Microzooplankton and
Mesozooplankton sections.
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Gross primary production ( ∂Pc∂t
gpp
O(3)
)
• sum (carbon uptake maximum)
• Photomax (maximum synthesis)
• eiP i (limiting factor due to light)
• iN5s (nutrient limitation due to intra-extracellular silicate only diatoms)
• et (temperature limitation factor to = 10o C)
• t (temperature expressed in Celsius degrees)
• Irr (irradiance expressed in µEm−2day−1)
• sunq (photoperiod expressed in hours, currently 24)
• Lpo,1(x) is the function min(1,max(po, x))
• po (minimum limitation costant, currently 10−12)
∂Pc
∂t
gpp
O(3)
= p sum(P ) ∗ et ∗ iN5s ∗ sunq
24
∗ eiP i ∗ Pc (B.6)
sum = Photomax ∗ eiP i (B.7)
Photomax = p sum(P ) ∗ et ∗ iN5s ∗ sunq24 (B.8)
eiP i = 1− exp
(
−Qchlc(P ) ∗ p alpha chl(P )
Photomax
∗ Irr
)
(B.9)
iN5s = min
(
1,max
(
po,
Qsc(P (1)− p qslc(P (1))
p qsRc(P (1))− p qslc(P (1))
))
(B.10)
et = p q10
t−to
to (B.11)
Rate apporting over dissolved labile carbon (R(1)c ) and particulate organic
matter carbon POM (R(6)c )( ∂Pc∂t
lys
R
(2)
c
, ∂Pc∂t
lys
R
(6)
c
)
• sdo (nutrient stress lysis)
• iN (nutrient limitation (Liebig Rule))
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Phytoplankton parameters Details
P (1) P (2) P (3) P (4)
a01 pq10 2.0 2.0 2.0 2.0 parameter temperature limitation
a02 p sum 2.5 3.0 3.5 1.5 uptake parameter
a10 p qslc 0.0054 0.0 0.0 0.0 minimum s quota
a13 p qsRc 0.01 0.0 0.0 0.0 s uptake factor based on C as. quota
a27 p alpha chl 1.38e-05 4.6e-06 1.52e-05 6.8e-06 initial slope PI curve
P (1) = diatoms, P (2) = flagellates, P (3) = picophytoplankton, P (4) = dinoflagellates
• iN1p (nutrient intracellular limitation Phosphate Droop formulation)
• iNIn (nutrient intracellular limitation Nitrate Droop formulation)
• sdoP4 (extra lysis only for P (4))
• Lpo,1(x) is the function min(1,max(po, x))
• po (minimum limitation costant, currently 10−12)
• ∆i,j is (Kronecker Delta ∆i,j = 1 if i = j, ∆i,j = 0 if i 6= j)
∂Pc
∂t
lys
R1c
= (1− peR6) ∗ sdo ∗ Pc + sdoP4r (B.12)
∂Pc
∂t
lys
R6c
= peR6 ∗ sdo ∗ Pc (B.13)
sdo =
p thdo(P )
iN + p thdo(P )
∗ p sdmo(P ) (B.14)
iN = min(iN1p, iNIn) (B.15)
iN1p = Lpo,1
(
Qpc(P )− p qplc(P )
p qpRc(P )− p qplc(P )
)
(B.16)
iNIn = Lpo,1
(
Qnc(P )− p qnlc(P )
p qnRc(P )− p qnlc(P )
)
(B.17)
sdoP4 = p seo ∗ Pc
Pc + 100
(B.18)
excretion ( ∂Pc∂t
exc
R
(2)
c
)
• sea (activity excretion)
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Phytoplankton parameters Details
P (1) P (2) P (3) P (4)
a04 p sdmo 0.0 0.0 0.0 0.0 max. specific nutrient-stress lysis rate
a05 p seo 0.0 0.0 0.0 0.0 extra lysis rate for P (4)
a08 p qnlc 0.00687 0.00687 0.00687 0.00687 minimum n quota
a09 p qplc 0.0004288 0.0004288 0.0004288 0.0004288 minimum p quota
a11 p qnRc 0.0126 0.0126 0.0126 0.0126 n uptake factor based on C as. quota
a12 p qpRc 0.0007862 0.0007862 0.0007862 0.0007862 p uptake factor based on C as. quota
a21 p thdo 0.0 0.0 0.0 0.0 half value for nutrient stress lysis
a22 p res 5.0 0.0 0.0 2.5 sinking velocity
a23 p chPs 1.0 0.0 0.0 0.0 half value of SIO4 lim
P (1) = diatoms, P (2) = flagellates, P (3) = picophytoplankton, P (4) = dinoflagellates
• set (total excretion)
• sum (carbon uptake maximum)
∂Pc
∂t
exc
R
(2)
c
= (seo+ sea) ∗ Pc (B.19)
set = seo+ sea (B.20)
seo = 0 (B.21)
sea = sum ∗ p pu ea(P ) (B.22)
Phytoplankton parameters Details
P
(1)
c P
(2)
c P
(3)
c P
(4)
c
a06 p pu ea 0.05 0.1 0.1 0.15 activity excretion
P
(1)
c = diatoms, P
(2)
c = flagellates, P
(3)
c = picophytoplankton, P
(4)
c = dinoflagellates
Total respiration ( ∂Pc∂t
rsp
O(3)
)
• srt (total respiration)
• sra (activity)
• srs (rest)
• sum (carbon uptake maximum)
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Phytoplankton parameters Details
P (1) P (2) P (3) P
(4)
c
a03 p srs 0.1 0.05 0.1 0.1 respiration rate 10 degrees C
a07 p pu ra 0.1 0.1 0.2 0.1 activity respiration rate
P (1) = diatoms, P (2) = flagellates, P (3) = picophytoplankton, P (4) = dinoflagellates
• et (Temperature limitation factor to = 10o C)
∂Pc
∂t
rsp
O(3)
= srt ∗ Pc (B.23)
srt = sra+ srs (B.24)
sra = (sum− set) ∗ p pu ra (B.25)
srs = et ∗ p srs(P ) (B.26)
et = p q10
t−to
to (B.27)
Net primary production ( ∂Pc∂t
npp
R
(2)
c
)
• slc (specific carbon loss term)
∂Pc
∂t
npp
R
(2)
c
= max(0, (sum− slc) ∗ Pc) (B.28)
slc = set+ srt+ sdo (B.29)
Excretion of sugars (netgrowth)
• runn (actual uptake of nitrate)
• rumn3 (max. pot. uptake of N (3))
• rumn4 (max. pot. uptake of N (4))
• rupn (nitrate uptake based on net assimilation)
• misn (intracellular missing amount of nitrate)
• sadap (adaption rate with existing quota in cell)
• runp (actual phosphate uptake)
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Phytoplankton parameters Details
P (1) P (2) P (3) P (4)
a08 p qnlc 0.00687 0.00687 0.00687 0.00687 minimum n quota
a09 p qplc 0.0004288 0.0004288 0.0004288 0.0004288 minimum p quota
a11 p qnRc 0.0126 0.0126 0.0126 0.0126 n uptake factor based on C as. quota
a12 p qpRc 0.0007862 0.0007862 0.0007862 0.0007862 p uptake factor based on C as. quota
a14 p qun 0.025 0.025 0.025 0.025 max. potential uptake of N (3), N (4)
a15 p qup 0.0025 0.0025 0.0025 0.0025 max. potential uptake of p
a17 p xqn 2.0 2.0 2.0 2.0 n uptake factor based on C as. quota
a18 p xqp 2.0 2.0 2.0 2.0 p uptake factor based on C as. quota
a19 p xqs 1.5 0.0 0.0 0.0 s uptake factor based on C as. quota
a24 p ln4 1.0 0.5 0.1 1.0
P (1) = diatoms, P (2) = flagellates, P (3) = picophytoplankton, P (4) = dinoflagellates
• rupp (phosphate uptake based on c uptake)
• misp (intracellular missing amount of P)
• rump (max potential uptake)
• sum (carbon uptake maximum)
• slc (specific carbon loss term)
netgrowth = max
(
min
(
∂Pc
∂t
npp
R
(2)
c
,
runn
p qnlc(P )
,
runp
p qplc(P )
)
, 0
)
(B.30)
runn = min (rumn, rupn+misn) (B.31)
rumn = rumn3 + rumn4 (B.32)
rumn4 = p qun(P ) ∗N (4) ∗ Pc (B.33)
rumn3 = p qun(P ) ∗N (3) ∗ Pc ∗ cqun3 (B.34)
cqun3 =
p ln4(P )
p ln4(P ) +N (4)
(B.35)
rupn = p xqn(P ) ∗ p qnRc(P ) ∗ ∂Pc
∂t
npp
R
(2)
c
(B.36)
misn = sadap ∗ (p xqn(P ) ∗ p qnRc(P ) ∗ Pc − Pn) (B.37)
runp = min (rump, rupp+misp) (B.38)
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rump = p qup(P ) ∗N (1) ∗ Pc (B.39)
rupp = p qpRc(P ) ∗ p xqp(P ) ∗ ∂Pc
∂t
npp
R
(2)
c
(B.40)
misp = sadap ∗ (p xqp(P ) ∗ p qpRc(P ) ∗ Pc − Pp) (B.41)
sadap = max (0.05, sum− slc) (B.42)
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B.1.2 Nitrogen component of Phytoplankton functional Group
∂Pn
∂t

bio
= +
∂Pn
∂t
upt
N(3)
+
∂Pn
∂t
upt
N(4)
− ∂Pn
∂t
exc
R
(1)
n
− ∂Pn
∂t
exc
R
(6)
n
+
−
∑
k=4,6
∂Z
(k)
c
∂t

prd
Pc
∗Qnc(P )
 (B.43)
∂N (3)
∂t

bio
= −
∑
i=1,4
∂P
(i)
n
∂t

upt
N(3)
(B.44)
∂N (4)
∂t

bio
= −
∑
i=1,4
∂P
(i)
n
∂t

upt
N(4)
(B.45)
∂R
(1)
n
∂t

bio
= +
∑
i=1,4
∂P
(i)
n
∂t

exc
R
(1)
n
(B.46)
∂R
(6)
n
∂t

bio
= +
∑
i=1,4
∂P
(i)
n
∂t

exc
R
(6)
n
(B.47)
Terms in curly parentheses are described respectively in Microzooplankton and
Mesozooplankton sections.
Actual uptake of Nitrate and Ammonia ( ∂Pn∂t
upt
N(3)
, ∂Pn∂t
upt
N(4)
)
• runn (actual uptake of nitrate)
• rumn3 (max. pot. uptake of nitrate)
• rumn4 (max. pot. uptake of ammonium)
• rupn (nitrate uptake based on net assimilation)
• misn (intracellular missing amount of nitrate)
• sadap (adaption rate with existing quota in cell)
• sum (carbon maximum uptake)
• slc (specific carbon loss term)
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Phytoplankton parameters Details
P (1) P (2) P (3) P (4)
a08 p qnlc 0.00687 0.00687 0.00687 0.00687 minimum n quota
a09 p qplc 0.0004288 0.0004288 0.0004288 0.0004288 minimum p quota
a11 p qnRc 0.0126 0.0126 0.0126 0.0126 n uptake factor based on C as. quota
a12 p qpRc 0.0007862 0.0007862 0.0007862 0.0007862 p uptake factor based on C as. quota
a14 p qun 0.025 0.025 0.025 0.025 max. potential uptake of N (3), N (4)
a15 p qup 0.0025 0.0025 0.0025 0.0025 max. potential uptake of p
a16 p qus 0.0025 0.0 0.0 0.0 max. potential uptake of s
a17 p xqn 2.0 2.0 2.0 2.0 n uptake factor based on C as. quota
a18 p xqp 2.0 2.0 2.0 2.0 p uptake factor based on C as. quota
a19 p xqs 1.5 0.0 0.0 0.0 s uptake factor based on C as. quota
a24 p ln4 1.0 0.5 0.1 1.0
P (1) = diatoms, P (2) = flagellates, P (3) = picophytoplankton, P (4) = dinoflagellates

if runn > 0 then ∂Pn∂t
upt
N(3)
= runn ∗ rumn3rumn
if runn > 0 then ∂Pn∂t
upt
N(4)
= runn ∗ rumn4rumn
if runn ≤ 0 then ∂Pn∂t
upt
N(3)
= 0
if runn ≤ 0 then ∂Pn∂t
upt
N(4)
= runn

runn = min(rumn, rupn+misn) (B.48)
rumn = rumn3 + rumn4 (B.49)
rumn4 = p qun(P ) ∗N (4) ∗ Pc (B.50)
rumn3 = p qun(P ) ∗N (3) ∗ Pc ∗ cqun3 (B.51)
cqun3 =
p ln4(P )
p ln4(P ) +N (4)
(B.52)
rupn = p xqn(P ) ∗ p qnRc(P ) ∗ ∂Pc
∂t
npp
R
(2)
c
(B.53)
misn = sadap ∗ (p xqn(P ) ∗ p qnRc(P ) ∗ Pc − Pn) (B.54)
sadap = max(0.05, sum− slc) (B.55)
Excretion of nitrogen ( ∂Pn∂t
exc
R
(1)
n
, ∂Pn∂t
exc
R
(6)
n
)
• sdo (nutrient stress lysis)
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∂Pn
∂t
exc
R
(6)
n
= peR6 ∗ sdo ∗ Pn (B.56)
∂Pn
∂t
exc
R
(1)
n
= sdo ∗ Pn − ∂Pn
∂t
exc
R
(6)
n
(B.57)
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B.1.3 Phosphorus component of phytoplankton functional group
∂Pp
∂t

bio
= +
∂Pp
∂t
upt
N(1)
− ∂Pp
∂t
exc
R(1)
− ∂Pp
∂t
exc
R(6)
+
−
∑
k=4,6
∂Z
(k)
c
∂t

prd
Pc
∗Qpc(P )
 (B.58)
∂N (1)
∂t

bio
= −
∑
i=1,4
∂P
(i)
p
∂t

upt
N(1)
(B.59)
∂R(1)
∂t

bio
= +
∑
i=1,4
∂P
(i)
p
∂t

exc
R(1)
(B.60)
∂R(6)
∂t

bio
= +
∑
i=1,4
∂P
(i)
p
∂t

exc
R(6)
(B.61)
Terms in curly parentheses are described respectively in Microzooplankton and
Mesozooplankton sections.
Uptake of phosphorus ( ∂Pp∂t
upt
N(1)
)
• rupp (phosphate uptake based on c uptake)
• misp (intracellular missing amount of phosphorus)
• rump (max potential uptake)
• sadap (adaption rate with existing quota in cell)
• sum (carbon maximum uptake)
• slc (specific carbon loss term)
∂Pp
∂t
upt
N(1)
= min(rump, rupp+misp) (B.62)
rupp = p qpRc(P ) ∗ p xqp(P ) ∗ ∂Pc
∂t
npp
R
(2)
c
(B.63)
(B.64)
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Phytoplankton parameters Details
P (1) P (2) P (3) P (4)
a08 p qnlc 0.00687 0.00687 0.00687 0.00687 minimum n quota
a09 p qplc 0.0004288 0.0004288 0.0004288 0.0004288 minimum p quota
a10 p qslc 0.0054 0.0 0.0 0.0 minimum s quota
a11 p qnRc 0.0126 0.0126 0.0126 0.0126 n uptake factor based on C as. quota
a12 p qpRc 0.0007862 0.0007862 0.0007862 0.0007862 p uptake factor based on C as. quota
a14 p qun 0.025 0.025 0.025 0.025 max. potential uptake of N (3), N (4)
a15 p qup 0.0025 0.0025 0.0025 0.0025 max. potential uptake of p
a17 p xqn 2.0 2.0 2.0 2.0 n uptake factor based on C as. quota
a18 p xqp 2.0 2.0 2.0 2.0 p uptake factor based on C as. quota
a19 p xqs 1.5 0.0 0.0 0.0 s uptake factor based on C as. quota
a24 p ln4 1.0 0.5 0.1 1.0
P (1) = diatoms, P (2) = flagellates, P (3) = picophytoplankton, P (4) = dinoflagellates
misp = sadap ∗ (p xqp(P ) ∗ p qpRc(P ) ∗ Pc − Pp) (B.65)
sadap = max(0.05, sum− slc) (B.66)
rump = p qup(P ) ∗N (1) ∗ Pc (B.67)
Excretion of phosphorus ( ∂Pp∂t
exc
R(1)
, ∂Pp∂t
exc
R(6)
)
• ∂Pc∂t
lys
R
(6)
c
(apporting over POM)
• sdo (nutrient stress lysis)
∂Pp
∂t
exc
R
(6)
c
=
∂Pc
∂t
lys
R
(6)
c
∗ sdo ∗ Pp (B.68)
∂Pp
∂t
exc
R
(1)
c
= sdo ∗ Pp − ∂Pp
∂t
exc
R
(1)
c
(B.69)
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B.1.4 Chlorophyll component of phytoplankton functional group
Phytoplankton parameters Details
P (1) P (2) P (3) P (4)
a26 p qchlc 0.02 0.02 0.02 0.02 Maximum quotum Chla c
a27 p alpha chl 1.38e-05 4.6e-06 1.52e-05 6.8e-06 initial slope PI curve
a28 p sdchl 0.2 0.2 0.2 0.2 specific turnover rate for chla
P (1) = diatoms, P (2) = flagellates, P (3) = picophytoplankton, P (4) = dinoflagellates
∂Pi
∂t

bio
= +
∂Pi
∂t
syn −
∑
k=4,6
∂Z
(k)
c
∂t

prd
Pc
∗Qchlc(P )
 (B.70)
Terms in curly parentheses are described respectively in microzooplankton and meso-
zooplankton sections.
total chlorophyll synthesis ( ∂Pi∂t
syn )
• rhochl
• iN1n (nutrient intracellular limitation due to nitrogen)
• sdo (nutrient stress lysis)
• sum (carbon maximum uptake)
• slc (specific carbon loss term)
• Irr (irradiance expressed in µEm−2day−1)
∂Pi
∂t
syn = iNIn ∗ rhochl ∗ netgrowth−max(p sdchl(P ) ∗ (1− iNIn), sdo) ∗ Pi +
+min(0, sum− slc+ sdo) ∗max(0, Pi − p qchlc(P ) ∗ Pc) (B.71)
rhochl = p qchlc(P ) ∗ sum
p alpha chl(P ) ∗Qchlc(P ) ∗ Irr (B.72)
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B.1.5 Silicate component of phytoplankton functional group (only
diatoms)
∂P
(1)
s
∂t

bio
= +
∂P
(1)
s
∂t

upt
N(5)
− ∂P
(1)
s
∂t

lys
R(6)
+
−
∑
k=4,6
∂Z
(k)
c
∂t

prd
P
(1)
c
∗Qsc(P (1))
 (B.73)
∂N (5)
∂t

bio
= − ∂P
(1)
s
∂t

upt
N(5)
(B.74)
∂R(6)
∂t

bio
= +
∂P
(1)
s
∂t

lys
R(6)
(B.75)
Terms in curly parentheses are described respectively in microzooplankton and meso-
zooplankton sections.
Actual silicate uptake ( ∂P
(1)
s
∂t
upt
N(5)
)
Phytoplankton parameters Details
P (1) P (2) P (3) P (4)
a13 p qsRc 0.01 0.0 0.0 0.0 s uptake factor based on C as. quota
a16 p qus 0.0025 0.0 0.0 0.0 max. potential uptake of s
a19 p xqs 1.5 0.0 0.0 0.0 s uptake factor based on C as. quota
a23 p chPs 1.0 0.0 0.0 0.0 half value of SIO4 lim
a24 p ln4 1.0 0.5 0.1 1.0
P (1) = diatoms, P (2) = flagellates, P (3) = picophytoplankton, P (4) = dinoflagellates
• rups (silicate uptake based on C uptake)
• miss (intracellular missing silicate)
• rums (max silicate potential uptake)
• sadap (adaptation rate with existing quota in cell)
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∂P
(1)
s
∂t

upt
N(5)
= min(rums, rups+miss) (B.76)
rups =
∂P
(1)
c
∂t

npp
R
(2)
c
∗ p qsRc(P (1)) (B.77)
miss = sadap ∗ (p qsRc(P (1)) ∗ P (1)c − P (1)s ) (B.78)
rums = p qus(P (1)) ∗N (5) ∗ P (1)c (B.79)
Losses of Si ( ∂P
(1)
s
∂t
lys
R(6)
)
• sdo (nutrient stress lysis)
∂P
(1)
s
∂t

lys
R(6)
= sdo ∗ P (1)s (B.80)
B.1.6 Sinking velocity (SediPI)
Phytoplankton parameters Details
P (1) P (2) P (3) P (4)
a20 p esNI 0.7 0.75 0.75 0.75 nutrient stress threshold for Sinking
a22 p res 5.0 0.0 0.0 2.5 sinking velocity
P (1) = diatoms, P (2) = flagellates, P (3) = picophytoplankton, P (4) = dinoflagellates
• tn (nutrient limitation)
• iN (nutrient limitation (Liebig Rule))
• iN5s (nutrient limitation due to intra-extracellular silicate only diatoms)
sediPI = p res(P ) ∗max(0, p esNI(P )− tn) (B.81)
tn = ∆i,1 ∗min(iN5s, iN) + (1−∆i,1) ∗ iN (B.82)
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Phytoplankton parameters Details
P (1) P (2) P (3) P (4)
a01 pq10 2.0 2.0 2.0 2.0 parameter temperature limitation
a02 p sum 2.5 3.0 3.5 1.5 uptake parameter
a03 p srs 0.1 0.05 0.1 0.1 respiration rate 10 degrees C
a04 p sdmo 0.0 0.0 0.0 0.0 max. specific nutrient-stress lysis rate
a05 p seo 0.0 0.0 0.0 0.0 extra lysis rate for P (4)
a06 p pu ea 0.05 0.1 0.1 0.15 activity excretion
a07 p pu ra 0.1 0.1 0.2 0.1 activity respiration rate
a08 p qnlc 0.00687 0.00687 0.00687 0.00687 minimum n quota
a09 p qplc 0.0004288 0.0004288 0.0004288 0.0004288 minimum p quota
a10 p qslc 0.0054 0.0 0.0 0.0 minimum s quota
a11 p qnRc 0.0126 0.0126 0.0126 0.0126 n uptake factor based on C as. quota
a12 p qpRc 0.0007862 0.0007862 0.0007862 0.0007862 p uptake factor based on C as. quota
a13 p qsRc 0.01 0.0 0.0 0.0 s uptake factor based on C as. quota
a14 p qun 0.025 0.025 0.025 0.025 max. potential uptake of N (3), N (4)
a15 p qup 0.0025 0.0025 0.0025 0.0025 max. potential uptake of p
a16 p qus 0.0025 0.0 0.0 0.0 max. potential uptake of s
a17 p xqn 2.0 2.0 2.0 2.0 n uptake factor based on C as. quota
a18 p xqp 2.0 2.0 2.0 2.0 p uptake factor based on C as. quota
a19 p xqs 1.5 0.0 0.0 0.0 s uptake factor based on C as. quota
a20 p esNI 0.7 0.75 0.75 0.75 nutrient stress threshold for Sinking
a21 p thdo 0.0 0.0 0.0 0.0 half value for nutrient stress lysis
a22 p res 5.0 0.0 0.0 2.5 sinking velocity
a23 p chPs 1.0 0.0 0.0 0.0 half value of SIO4 lim
a24 p ln4 1.0 0.5 0.1 1.0
a25 p limnut 1 1 1 1 liebig nutrient limitation (switch)
a26 p qchlc 0.02 0.02 0.02 0.02 Maximum quotum Chla c
a27 p alpha chl 1.38e-05 4.6e-06 1.52e-05 6.8e-06 initial slope PI curve
a28 p sdchl 0.2 0.2 0.2 0.2 specific turnover rate for chla
P (1) = diatoms, P (2) = flagellates, P (3) = picophytoplankton, P (4) = dinoflagellates
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B.2 Bacteria
B.2.1 Carbon component of pelagic bacteria functional group
∂Bc
∂t

bio
= − ∂Bc
∂t
sub
R
(1)
c
+
∂Bc
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upt
R
(1)
c
+
∂Bc
∂t
upt
R
(2)
c
+
∂Bc
∂t
upt
R
(6)
c
+
− ∂Bc
∂t
rsp
O(3)
− ∂Bc
∂t
cor
R
(7)
c
−
∑
k=5,6
∂Z
(k)
c
∂t

prd
Bc
 (B.83)
∂R
(1)
c
∂t

bio
= +
∂Bc
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sub
R
(1)
c
− ∂Bc
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upt
R
(1)
c
(B.84)
∂R
(2)
c
∂t

bio
= − ∂Bc
∂t
upt
R
(2)
c
(B.85)
∂R
(6)
c
∂t

bio
= − ∂Bc
∂t
upt
R
(6)
c
(B.86)
∂R
(7)
c
∂t

bio
= +
∂Bc
∂t
cor
R
(7)
c
(B.87)
∂O2o
∂t

bio
= −eO2 ∗ 1
12
∗ ∂Bc
∂t
rsp
O(3)
(B.88)
∂N6r
∂t

bio
= (1− eO2) ∗ 1
12
∗ ∂Bc
∂t
rsp
O(3)
∗ p qro (B.89)
• definition of eO2, p qro follows in this section
• terms in curly parentheses are described in microzooplankton section.
Substrate availability ( ∂Bc∂t
sub
R
(1)
c
)
Bacteria parameters Details
b02 pq10 2.95 parameter temperature limitation
b04 p sd 0.0 independent specific mortality(1/d)
• et (temperature limitation factor to = 10o C)
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∂Bc
∂t
sub
R
(1)
c
= p sd ∗ et ∗Bc (B.90)
et = (p q10)
t−to
to (B.91)
Rate uptake of carbon by bacteria ( ∂Bc∂t
upt
R
(1)
c
, ∂Bc∂t
upt
R
(2)
c
, ∂Bc∂t
upt
R
(6)
c
)
Bacteria parameters Details
b02 pq10 2.95 parameter temperature limitation
b05 p suR1 0.5 specific potential DOM availability (1/d)
b06 p suR2 0.025 specific potential DOM availability (1/d)
b07 p suR6 0.1 availability of POM (1/d)
b08 p sum 8.38 specific potential uptake (1/d)
b12 p qpc 0.0019 optimal P/C ratio (model units) C:N:P
b14 p qnc 0.017 optimal N/C ratio (model units) 45:9:1
• rug (actual uptake by bacteria)
• rut (total amount of substrate available)
• rum (potential uptake by bacteria)
• iN, iN1p, iNIn (nutrient limitation intracellular: phosphorus, nitrogen)
• et (temperature limitation factor to = 10o C)
∂Bc
∂t
upt
R
(1)
c
= rug ∗ p suR1 ∗R
(1)
c
rut
(B.92)
∂Bc
∂t
upt
R
(2)
c
= rug ∗ p suR2 ∗R
(2)
c
rut
(B.93)
∂Bc
∂t
upt
R
(6)
c
= rug ∗
p suR6 ∗min
(
min
(
1, Qpc(R
(6))
p qpc
)
,min
(
1, Qnc(R
(6))
p qnc
))
∗R(6)c
rut
(B.94)
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Bacteria parameters Details
b02 pq10 2.95 parameter temperature limitation
b03 p chdo 30.0 michaelis const for O2 dependence (mmol/m3)
b09 p pu 0.4 assimilation efficiency (ratio)
b10 p puo 0.2 decrease in ass. efficiency at low O2 conc.
b11 p srs 0.01 specific rest respiration (1/day)
rug = min (rut, rum) (B.95)
rut = p suR1 ∗R(1)c + p suR2 ∗R(2)c +
+p suR6 ∗min(min(1, Qpc(R
(6))
p qpc
),min(1,
Qnc(R(6))
p qnc
)) (B.96)
rum = p sum ∗ iN ∗ et ∗Bc (B.97)
iN = min
(
min
(
1,max
(
0,
Qpc(B)
p qpc
))
,min
(
1,max
(
0,
Qnc(B)
p qnc
)))
(B.98)
et = (p q10)
t−to
to (B.99)
Respiration ( ∂Bc∂t
rsp
O(3)
)
• eO2 (oxygen dependence)
• et (temperature limitation factor to = 10o C)
∂Bc
∂t
rsp
O(3)
= (1− p pu+ p puo ∗ (1− eO2)) ∗ rugc+ p srs ∗Bc ∗ et
(B.100)
eO2 =
O2o3
O2o3 + p chdo3
(B.101)
et = (p q10)
t−to
to (B.102)
Carbon correction ( ∂Bc∂t
cor
R
(7)
c
)
• run (production)
• rug (actual uptake by bacteria)
• ∂Bn∂t
upt
R
(1)
n
, ∂Bn∂t
upt
R
(6)
n
, ∂Bn∂t
rel
N(4)
, ∂Bp∂t
upt
R
(1)
p
, ∂Bp∂t
upt
R
(6)
p
, ∂Bp∂t
upt,rel
N(1)
(described in nitrates and phosphorus dynamics)
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Bacteria parameters Details
b13 p qlpc 0.00095 optimal P/C ratio (model units) C:N:P
b15 p qlnc 0.0085 optimal N/C ratio (model units) 45:9:1
∂Bc
∂t
cor
R
(7)
c
= run−min(min(run,
∂Bn
∂t
upt
R
(1)
n
+ ∂Bn∂t
upt
R
(6)
n
+ ∂Bn∂t
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N(4)
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upt
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(1)
p
+ ∂Bp∂t
upt
R
(6)
p
− ∂Bp∂t
upt,rel
N(1)
p qlpc
) (B.103)
run = rug − ∂Bc
∂t
rsp
O(3)
(B.104)
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B.2.2 Nitrogen component of bacteria functional group
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n
−
∑
k=5,6
∂Z
(k)
c
∂t

prd
Bc
∗Qnc(B)

(B.105)
∂N
(3)
n
∂t

bio
= +
∂Bn
∂t

N(3)
(B.106)
∂N
(4)
n
∂t

bio
= +
∂Bn
∂t
rel
N(4)
+
∂Bn
∂t

N(4)
(B.107)
∂R
(1)
n
∂t

bio
= +
∂Bc
∂t
sub
R
(1)
c
∗Qnc(B)− ∂Bn
∂t
upt
R
(1)
n
(B.108)
∂R
(6)
n
∂t

bio
= − ∂Bn
∂t
upt
R
(6)
n
(B.109)
Terms in curly parentheses are described in microzooplankton section.
Nitrogen dynamics ( ∂Bn∂t
upt
N(3)
, ∂Bn∂t
upt
N(4)
, ∂Bn∂t
rel
N(4)
, ∂Bn∂t
upt
R
(1)
n
, ∂Bn∂t
upt
R
(6)
n
)
• rumn3 (Max potential Uptake of N (3))
• rumn4 (Max potential uptake of N (4))
• H(x) is the function H(x) =1 if x > 0 and 0 otherwise
∂Bn
∂t
upt
N(3)
=
∂Bn
∂t
rel
N(4)
∗ rumn3
rumn
(B.110)
∂Bn
∂t
upt
N(4)
=
∂Bn
∂t
rel
N(4)
∗ rumn4
rumn
(B.111)
∂Bn
∂t
rel
N(4)
= −max
run
Bc
∗Bc ∗
 ∂Bn∂t uptR(1)n + ∂Bn∂t uptR(6)n
run
− p qnc
 ,−rumn
 ∗
∗H
run
Bc
∗
 ∂Bn∂t uptR(1)n + ∂Bn∂t uptR(6)n
run
− p qnc
 (B.112)
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Bacteria parameters Details
b14 p qnc 0.017 optimal N/C ratio (model units) 45:9:1
b16 p qun 0.05 maximum quotum P
b18 p lN4 0.05
∂Bn
∂t
upt
R
(1)
n
= Qnc(R(1)) ∗ ∂Bc
∂t
upt
R
(1)
c
∂Bn
∂t
upt
R
(6)
n
= Qnc(R(6)) ∗ ∂Bc
∂t
upt
R
(6)
c
rumn = rumn3 + rumn4
rumn3 = p qun ∗N (3) ∗Bc ∗ cqun3
rumn4 = p qun ∗N (4) ∗Bc
cqun3 =
p ln4
p ln4 +N (4)
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B.2.3 Phosphorus component of bacteria functional group
∂Bp
∂t

bio
= − ∂Bc
∂t
sub
R
(1)
c
∗Qpc(B)− ∂Bp
∂t
upt,rel
N(1)
+
∂Bp
∂t
upt
R
(1)
p
+
∂Bp
∂t
upt
R
(6)
p
+
−
∑
k=5,6
∂Z
(k)
c
∂t

prd
Bc
∗Qpc(B)
 (B.113)
∂N (1)
∂t

bio
= +
∂Bp
∂t
upt,rel
N(1)
(B.114)
∂R(1)
∂t

bio
= +
∂Bc
∂t
sub
R
(1)
c
∗Qpc(B)− ∂Bp
∂t
upt
Rp(1)
(B.115)
∂R(6)
∂t

bio
= − ∂Bp
∂t
upt
Rp(6)
(B.116)
Terms in curly parentheses , for k = 4, are described in microzooplankton section.
Phosphorus dynamics ( ∂Bp∂t
upt,rel
N(1)
, ∂Bp∂t
upt
R
(1)
p
, ∂Bp∂t
upt
R
(6)
p
)
Bacteria parameters Details
b12 p qpc 0.0019 optimal P/C ratio (model units) C:N:P
b17 p qup 0.005 maximum quotum P
• rump (max potential uptake)
• run (production)
 if hulp > 0 then ∂Bp∂t
upt,rel
N(1)
= hulp ∗Bc
else
∂Bp
∂t
upt,rel
N(1)
= max(hulp ∗Bc,−rump)

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hulp =
run
Bc
∗

∂Bp
∂t
upt
R
(1)
p
+ ∂Bp∂t
upt
R
(6)
p
run
− p qpc
 (B.117)
∂Bp
∂t
upt
R
(1)
p
= Qpc(R(1)) ∗ ∂Bc
∂t
upt
R
(1)
c
(B.118)
∂Bc
∂t
upt
R
(6)
c
= Qpc(R(6)) ∗ ∂Bc
∂t
upt
R
(6)
c
(B.119)
rump = p qup ∗N (1) ∗Bc (B.120)
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Bacteria parameters Details
b01 p controlR1 2 parameter temperature limitation
b02 pq10 2.95 parameter temperature limitation
b03 p chdo 30.0 michaelis const for O2 dependence (mmol/m3)
b04 p sd 0.0 independent specific mortality(1/d)
b05 p suR1 0.5 specific potential DOM availability (1/d)
b06 p suR2 0.025 specific potential DOM availability (1/d)
b07 p suR6 0.1 availability of POM (1/d)
b08 p sum 8.38 specific potential uptake (1/d)
b09 p pu 0.4 assimilation efficiency (ratio)
b10 p puo 0.2 decrease in ass. efficiency at low O2 conc.
b11 p srs 0.01 specific rest respiration (1/day)
b12 p qpc 0.0019 optimal P/C ratio (model units) C:N:P
b13 p qlpc 0.00095 optimal P/C ratio (model units) C:N:P
b14 p qnc 0.017 optimal N/C ratio (model units) 45:9:1
b15 p qlnc 0.0085 optimal N/C ratio (model units) 45:9:1
b16 p qun 0.05 maximum quotum P
b17 p qup 0.005 maximum quotum P
b18 p lN4 0.05
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B.3 Microzooplankton
B.3.1 Carbon component of microzooplankton functional group
∂Zc
∂t

bio
= +
∑
X=P,B,Z
∂Zc
∂t
prd
Xc
− ∂Zc
∂t
rsp
O(3)
− ∂Zc
∂t
rel
R
(1)
c
− ∂Zc
∂t
rel
R
(6)
c
+
−
 ∑
k=4,5,6
∂Zc
∂t
prd
Z
(k)
c
 (B.121)
∂R
(1)
c
∂t

bio
= +
∑
i=5,6
∂Z
(i)
c
∂t

rel
R(1)
(B.122)
∂R
(6)
c
∂t

bio
= +
∑
i=5,6
∂Z
(i)
c
∂t

rel
R(6)
(B.123)
∂O2o
∂t

bio
= −
∑
i=5,6
1
12
∗ ∂Z
(i)
c
∂t

rsp
O(3)
(B.124)
Terms in curly parentheses, for k = 4, are described in mesozooplankton section.
Carbon fluxes in microzooplankton ( ∂Zc∂t
prd
Bc
, ∂Zc∂t
prd
P
(j)
c
, ∂Zc∂t
prd
Z
(j)
c
)
• put u ( average uptake)
• rugc (rate uptake gross, carbon)
• efood
• rumc (total food available)
• rumBc, rumPc, rumZc
• et (temperature limitation factor to = 10o C)
∂Zc
∂t
prd
Bc
= put u ∗ rumB (B.125)
∂Zc
∂t
prd
P
(j)
c
= put u ∗ rumP(j) (B.126)
∂Zc
∂t
prd
Z
(j)
c
= put u ∗ rumZ(j) (B.127)
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Microzooplankton parameters Details
Z(5) Z(6)
c01 pq10 2.0 2.0 parameter temperature limitation
c03 p sum 2.0 5.0 maximal productivity at 10 degrees C
c10 p chuc 30.0 100.0 food concentration where total uptake rate is 0.5
c11 p minfood 50.0 50.0 conc below which feeding a particular foodsource depressed
c12 p suP1 0.7 0.0 relative P (1) uptake by zoo
c13 p suP2 1.0 0.2 relative P (2) uptake by zoo
c14 p suP3 0.1 1.0 relative P (3) uptake by zoo
c15 p suP4 0.1 0.0 relative P (4) uptake by zoo
c16 p suZ5 1.0 0.0 relative Z(5) uptake by zoo
c17 p suZ6 1.0 0.2 relative Z(6) uptake by zoo
c18 p suB1 0.1 1.0 relative B uptake by zoo
Z(5) = Microzooplankton, Z(6) = Heterotrophyc nanoflagellates
put u =
rugc
rumc
(B.128)
rugc = p sum(Z) ∗ et ∗ Zc ∗ efood (B.129)
efood =
rumc
rumc+ p chuc(Z)
(B.130)
rumc = rumB +
∑
j=1,4
rumP(j) +
∑
j=5,6
rumZ(j) (B.131)
rumB = p suB(Z) ∗ (Bc)
2
Bc + p minfood(Z)
(B.132)
rumP(j) = p suPj(Z) ∗
(P (j)c )2
P
(j)
c + p minfood(Z)
(B.133)
rumZ(j) = p suZj(Z) ∗
(Z(j)c )2
Z
(j)
c + p minfood(Z)
(B.134)
et = (p q10)
t−to
to (B.135)
Total respiration ( ∂Zc∂t
rsp
O(3)
)
• rrsc (rest respiration)
• rrac (activity respiration)
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Microzooplankton parameters Details
Z(5) Z(6)
c01 pq10 2.0 2.0 parameter temperature limitation
c02 p srs 0.02 0.02 respiration rate 10 degrees C
c06 p pu 0.5 0.3 assimilation efficiency (ratio)
c07 p pu ea 0.5 0.5 activity excretion
Z(5) = Microzooplankton, Z(6) = Heterotrophyc nanoflagellates
∂Zc
∂t
rsp
O(3)
= rrsc+ rrac
rrsc = p srs(Z) ∗ et ∗ Zc
rrac = rugc ∗ (1− p pu(Z)) ∗ (1− p pu ea(Z))
rate apporting over R1c and R
6
c (
∂Zc
∂t
rel
R(1)
, ∂Zc∂t
rel
R(6)
)
Microzooplankton parameters Details
Z(5) Z(6)
c01 pq10 2.0 2.0 parameter temperature limitation
c04 p sdo 0.05 0.05 mortality due Oxygen limitaiton
c05 p sd 0.0 0.0 independent specific mortality
c06 p pu 0.5 0.3 assimilation efficiency (ratio)
c07 p pu ea 0.5 0.5 activity excretion
c08 p pe R1 0.7 0.7 fraction of excretion going to PLOC
c09 p chro 7.8 7.8 oxygen saturation where respiration is 0.5
Z(5) = Microzooplankton, Z(6) = Heterotrophyc nanoflagellates
• rric (excrection)
• rdc (mortality)
• eO2 (Oxygen limitation)
• eO2mO2 (Oxygen Saturation)
• cxoO2 (Oxygen Saturation see Chemical)
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∂Zc
∂t
rel
R(1)
= rric ∗ p pe R1(Z) (B.136)
∂Zc
∂t
rel
R(6)
= rric ∗ (1− p pe R1(Z)) (B.137)
rric = rugc ∗ (1− p pu(Z)) ∗ p pu ea(Z) + rdc (B.138)
rdc = ((1− eO2) ∗ p sdo(Z) + p sd(Z)) ∗ Zc (B.139)
eO2 = min
(
1, (1− p chro(Z)) ∗ eO2mO2
eO2mO2 + p chro(Z)
)
eO2mO2 =
O2o
cxoO2
B.3.2 Chlorophyll fluxes to the sink
∂Pi
∂t

bio
= −
∑
j=5,6
∂Z
(j)
c
∂t

prd
Pc
∗Qchlc(P ) (B.140)
B.3.3 Silicates fluxes to particulate (only diatoms)
∂P
(1)
s
∂t

bio
= −
∑
j=5,6
∂Z
(j)
c
∂t

prd
P
(1)
c
∗Qsc(P (1)) (B.141)
∂R
(6)
s
∂t

bio
= +
∑
j=5,6
∂Z
(j)
c
∂t

prd
P
(1)
c
∗Qsc(P (1)) (B.142)
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B.3.4 Nitrogen component of microzooplankton functional group
∂Zn
∂t

bio
= +
∑
X=P,B,Z
(
∂Zc
∂t
prd
Xc
∗Qnc(X)
)
+
− ∂Zn
∂t
rel
N(4)
− ∂Zn
∂t
rel
R(1)
− ∂Zn
∂t
rel
R(6)
+
−
 ∑
k=4,5,6
∂Zc
∂t
prd
Z
(k)
c
∗Qnc(Z(k))
 (B.143)
∂N (4)
∂t

bio
= +
∑
j=5,6
∂Z
(j)
n
∂t

rel
N(4)
(B.144)
∂R
(1)
n
∂t

bio
= +
∑
j=5,6
∂Z
(j)
n
∂t

rel
R(1)
(B.145)
∂R
(6)
n
∂t

bio
= +
∑
j=5,6
∂Z
(j)
n
∂t

rel
R(6)
(B.146)
Terms in curly for k = 4 parentheses are described in mesozooplankton section.
Nutrient regeneration, ammonia ( ∂Zn∂t
rel
N(4)
)
Microzooplankton parameters Details
Z(1) Z(2)
c20 p qn mz 0.0167 0.0167 maximum quotum N
c21 p stemp 0.5 0.5
Z(1) = Microzooplankton, Z(2) = Heterotrophyc nanoflagellates
∂Zn
∂t
rel
N4
= max(0.0, Qnc(Z)− p qn mz(Z)) ∗ Zc ∗ p stemp(Z)
(B.147)
Excretion of nitrogen to PON p xR1n = 1.2 ( ∂Zn∂t
rel
R(1)
, ∂Zn∂t
rel
R(6)
)
• rric (excrection)
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∂Zn
∂t
rel
R(6)
= rrin− ∂Zn
∂t
rel
R(1)
(B.148)
∂Zn
∂t
rel
R(1)
= min (rrin, rr1c ∗Qnc(Z) ∗ p xR1n) (B.149)
rrin = rric ∗Qnc(Z) (B.150)
146
B.3.5 Phosphorus component of microzooplankton functional group
∂Zp
∂t

bio
= +
∑
X=P,B,Z
(
∂Zc
∂t
prd
Xc
∗Qpc(X)
)
+
− ∂Zp
∂t
rel
N(1)
− ∂Zp
∂t
rel
R
(1)
p
− ∂Zp
∂t
rel
R
(6)
p
+
−
 ∑
k=4,5,6
∂Zc
∂t
prd
Z
(k)
c
∗Qpc(Z(k))
 (B.151)
∂N (1)
∂t

bio
= +
∑
j=5,6
∂Z
(j)
p
∂t

rel
N(1)
(B.152)
∂R
(1)
p
∂t

bio
= +
∑
j=5,6
∂Z
(j)
p
∂t

rel
R
(1)
p
(B.153)
∂R
(6)
p
∂t

bio
= +
∑
j=5,6
∂Z
(j)
p
∂t

rel
R
(6)
p
(B.154)
Terms in curly parentheses, for k = 4, are described in mesozooplankton section.
Nutrient regeneration, phosphorus ( ∂Z
(j)
p
∂t
rel
N(1)
)
Microzooplankton parameters Details
Z(1) Z(2)
c19 p qp mz 0.00185 0.00185 maximum quotum P
c21 p stemp 0.5 0.5
Z(1) = Microzooplankton, Z(2) = Heterotrophyc nanoflagellates
∂Zp
∂t
rel
N(1)
= max(0.0, Qpc(Z)− p qp mz(Z)) ∗ Zc ∗ p stemp(Z)
(B.155)
Excretion of phosphorus to PON p xR1p = 1.2 ( ∂Zp∂t
rel
R
(1)
p
, ∂Zp∂t
rel
R
(6)
p
)
• rric (excrection)
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∂Zp
∂t
rel
R
(6)
p
= rrip− ∂Zp
∂t
rel
R
(1)
p
(B.156)
∂Zp
∂t
rel
R
(1)
p
= min (rrip, rr1c ∗Qpc(Z) ∗ p xR1p) (B.157)
rrip = rric ∗Qpc(Z) (B.158)
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Microzooplankton parameters Details
Z(1) Z(2)
c01 pq10 2.0 2.0 parameter temperature limitation
c02 p srs 0.02 0.02 respiration rate 10 degrees C
c03 p sum 2.0 5.0 maximal productivity at 10 degrees C
c04 p sdo 0.05 0.05 mortality due Oxygen limitaiton
c05 p sd 0.0 0.0 independent specific mortality
c06 p pu 0.5 0.3 assimilation efficiency (ratio)
c07 p pu ea 0.5 0.5 activity excretion
c08 p pe R1 0.7 0.7 fraction of excretion going to PLOC
c09 p chro 7.8 7.8 oxygen saturation where respiration is 0.5
c10 p chuc 30.0 100.0 food concentration where total uptake rate is 0.5
c11 p minfood 50.0 50.0 conc below which feeding a particular foodsource depressed
c12 p suP1 0.7 0.0 relative P (1) uptake by zoo
c13 p suP2 1.0 0.2 relative P (2) uptake by zoo
c14 p suP3 0.1 1.0 relative P (3) uptake by zoo
c15 p suP4 0.1 0.0 relative P (4) uptake by zoo
c16 p suZ5 1.0 0.0 relative Z(5) uptake by zoo
c17 p suZ6 1.0 0.2 relative Z(6) uptake by zoo
c18 p suB1 0.1 1.0 relative B uptake by zoo
c19 p qp mz 0.00185 0.00185 maximum quotum P
c20 p qn mz 0.0167 0.0167 maximum quotum N
c21 p stemp 0.5 0.5
Z(1) = Microzooplankton, Z(2) = Heterotrophyc nanoflagellates
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B.4 Mesozooplankton
B.4.1 Carbon component of mesozooplankton functional group
∂Zc
∂t

bio
= +
∑
X=P,Z
∂Zc
∂t
prd
Xc
− ∂Zc
∂t
rsp
O(3)
− ∂Zc
∂t
rel
R
(1)
c
− ∂Zc
∂t
rel
R
(6)
c
(B.159)
∂R
(1)
c
∂t

bio
= +
∑
k=3,4
∂Z
(k)
c
∂t

rel
R(1)
(B.160)
∂R
(6)
c
∂t

bio
= +
∑
k=3,4
∂Z
(k)
c
∂t

rel
R
(6)
c
(B.161)
∂O2o
∂t

bio
= −
∑
k=3,4
∂Z
(k)
c
∂t
rsp
O(3)
12
(B.162)
Total gross uptake carbon fluxes from omnivorous mesoplankton -Z(4)- to
carnivorous mesozooplankton -Z(3)- ( ∂Z
(3)
c
∂t
prd
Z
(4)
c
, ∂Z
(3)
c
∂t
prd
Z
(3)
c
)
Mesozooplankton parameters Details
Z(3) Z(4)
d01 pq10 2.0 2.0 parameter temperature limitation
d06 p sum 2.0 2.0 maximal productivity at 10 degrees C
d07 p vum 0.008 0.02 specific search volume
Z(3) = carnivorous mesozooplankton, Z(4) = omnivorous mesozooplnkton
• rum (total carbon consumption)
• ZIm (total food available)
• et (temperature limitation factor to = 10o C)
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∂Z
(3)
c
∂t

prd
Z
(4)
c
= rum ∗ Z
(4)
c
ZIm
∂Z
(3)
c
∂t

prd
Z
(3)
c
= rum ∗ Z
(3)
c
ZIm
rum = et ∗ p sum(Z(3)) ∗ p vum(Z
(3)) ∗ ZIm
p vum(Z(3)) ∗ ZIm+ p sum(Z(3)) ∗ Z
(3)
c
ZIm = Z(3)c + Z
(4)
c
et = (p q10)
t−to
to
Total gross uptake carbon fluxes from phytoplankton, microzooplankton
and mesozooplankton ( ∂Zc∂t
prd
Pc
, ∂Z
(4)
c
∂t
prd
Z
(4)
c
, ∂Z
(4)
c
∂t
prd
Z
(5)
c
)
Mesozooplankton parameters Details
Z(3) Z(4)
d01 pq10 2.0 2.0 parameter temperature limitation
d03 p puP2 0.0 0.75 availability of P2 to Z4
d04 p puP4 1.0 1.0 availability of P (4)
d06 p sum 2.0 2.0 maximal productivity at 10 degrees C
d07 p vum 0.008 0.02 specific search volume
Z(3) = carnivorous mesozooplankton, Z(4) = omnivorous mesozooplnkton
• rum (total carbon consumption)
• ZIm (total food available)
• et (temperature limitation factor to = 10o C)

∂Z
(4)
c
∂t
prd
P
(1)
c
= rum ∗ P (1)cZIm ∂Z
(4)
c
∂t
prd
P
(2)
c
= rum ∗ p pu P2∗P (2)cZIm
∂Z
(4)
c
∂t
prd
P
(3)
c
= 0 ∂Z
(4)
c
∂t
prd
P
(4)
c
= rum ∗ p pu P4∗P (4)cZIm
∂Z
(4)
c
∂t
prd
Z
(4)
c
= rum ∗ Z(4)cZIm ∂Z
(4)
c
∂t
prd
Z
(5)
c
= rum ∗ Z(5)cZIm

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rum = et ∗ p sum(Z(4)) ∗ p vum(Z
(4)) ∗ ZIm
p vum(Z(4)) ∗ ZIm+ p sum(Z(4)) ∗ Z
(4)
c
(B.163)
ZIm = P (1)c + p pu P2 ∗ P (2)c + p pu P4 ∗ P (4)c + Z(4)c + Z(5)c
et = (p q10)
t−to
to
Total respiration activity + basal metabolism ( ∂Zc∂t
rsp
O(3)
)
Mesozooplankton parameters Details
Z(3) Z(4)
d01 pq10 2.0 2.0 parameter temperature limitation
d02 p srs 0.01 0.02 respiration rate 10 degrees C
d08 p puI u 0.6 0.6 assimilation efficiency
d09 p peI R6 0.3 0.35 faeces production
Z(3) = carnivorous mesozooplankton, Z(4) = omnivorous mesozooplnkton
• rra c ( respiration)
• rrs c (basal metabolism)
• rut c (rate uptake carbon for transpiration)
∂Zc
∂t
rsp
O(3)
= rra c+ rrs c (B.164)
rra c = prI R6 ∗ rut c (B.165)
rrs c = p srs(Z) ∗ et ∗ Zc (B.166)
prI R6 = 1− p puI u(Z)− p peI R6(Z) (B.167) rut c = ∂Z
(3)
c
∂t
prd
Z
(4)
c
+ ∂Z
(3)
c
∂t
prd
Z
(3)
c
for Z(3)
rut c =
∑
j=1,2,4
∂Z
(4)
c
∂t
prd
P
(j)
c
+ ∂Z
(4)
c
∂t
prd
Z
(4)
c
+ ∂Z
(4)
c
∂t
prd
Z
(5)
c
for Z(4)

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Fluxes for eliminated excess nutrients ( ∂Zc∂t
rel
R
(6)
c
)
Mesozooplankton parameters Details
Z(3) Z(4)
d01 pq10 2.0 2.0 parameter temperature limitation
d02 p srs 0.01 0.02 respiration rate 10 degrees C
d05 p sd 0.01 0.01 independent specific mortality
d08 p puI u 0.6 0.6 assimilation efficiency
d09 p peI R6 0.3 0.35 faeces production
d10 p sdo 0.0004 0.0004 fractional density-dependent mortality
d11 p sds 2 2 density dependent mortality
d12 p qpc 0.00167 0.00167 maximum quotum P
d13 p qnc 0.015 0.015 maximum quotum N
Z(3) = carnivorous mesozooplankton, Z(4) = omnivorous mesozooplnkton
• rd c (natural mortality)
• ret c (defecation)
• rdo c (density dependent mortality)
• pu e n, pu e p (P:C and N:C in assimilate nitrogen and phosphorus)
• ru c, ru n, ru p (Assimilated material respectively carbon, nitrogen, phospho-
rus)
• n l (Nutrient type of limitation, default n l = 1)
∂Zc
∂t
rel
R
(6)
c
= rd c+ ret c+ rdo c+ pe R6c ∗ rut c (B.168)
rd c = p sd(Z) ∗ et ∗ Zc (B.169)
ret c = p peI R6(Z) ∗ rut c (B.170)
rdo c = p sdo(Z) ∗ (Zc)p sds(Z) ∗ Zc (B.171)
(B.172) pe R6c = 0. if n l = 1pe R6c = (p qpc(Z)∗ru c)−(1−p peI R6(Z))∗rut pp zero+p qpc(Z)∗rut c if n l = 2
pe R6c = (p qnc(Z)∗ru c)−(1−p peI R6(Z))∗rut pp zero+p qnc(Z)∗rut c if n l = 3

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if (temp p < temp n) or (abs(temp p− temp n)) < p zero) then if (pu e p < Qpc(Z)) then n l = 2else
if (pu e n < Qnc(Z)) then n l = 3

temp n =
pu e n
Qnc(Z)
(B.173)
temp p =
pu e p
Qpc(Z)
(B.174)
pu e n =
ru n
p zero+ ru c
(B.175)
pu e p =
ru p
p zero+ ru c
(B.176)
ru c = p puI u(Z) ∗ rut c (B.177)
ru n = [p puI u(Z) + prI R6i] ∗ rut n (B.178)
ru p = [p puI u(Z) + prI R6i] ∗ rut p (B.179)
(B.180)
for Z(3)
rut n = ∂Z
(3)
c
∂t
prd
Z
(4)
c
∗Qnc(Z(4)) + ∂Z(3)c∂t
prd
Z
(3)
c
∗Qnc(Z(3))
rut p = ∂Z
(3)
c
∂t
prd
Z
(4)
c
∗Qpc(Z(4)) + ∂Z(3)c∂t
prd
Z
(3)
c
∗Qpc(Z(3))
for Z(4)
rut n =
∑
j=1,2,4
∂Z
(4)
c
∂t
prd
P
(j)
c
∗Qpc(P (j)) + ∂Z(4)c∂t
prd
Z
(4)
c
∗Qnc(Z(3)) + ∂Z(4)c∂t
prd
Z
(5)
c
∗Qnc(Z(5))
rut p =
∑
j=1,2,4
∂Z
(4)
c
∂t
prd
P
(j)
c
∗Qpc(P (j)) + ∂Z(4)c∂t
prd
Z
(4)
c
∗Qpc(Z(4)) + ∂Z(4)c∂t
prd
Z
(5)
c
∗Qpc(Z(5))

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B.4.2 Chlorophyll fluxes to the sink
∂Pi
∂t

bio
= − ∂Z
(4)
c
∂t

prd
Pc
∗Qchlc(P ) (B.181)
B.4.3 Silicates fluxes to particulate(only diatoms)
∂P
(1)
s
∂t

bio
= − ∂Z
(4)
c
∂t

prd
P
(1)
c
∗Qsc(P (1)) (B.182)
∂N (5)
∂t

bio
= +
∂Z
(4)
c
∂t

prd
P
(1)
c
∗Qsc(P (1)) (B.183)
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B.4.4 Nitrogen component of mesozooplankton functional group
∂Z
(3)
n
∂t

bio
= +
∂Z
(3)
c
∂t

prd
Z
(4)
c
∗Qnc(Z(4))− ∂Z
(3)
n
∂t

rel
N(4)
− ∂Z
(3)
c
∂t

rel
R
(6)
c
(B.184)
∂Z
(4)
n
∂t

bio
= − ∂Z
(3)
c
∂t

prd
Z
(4)
c
∗Qnc(Z(4)) +
∑
X=P,Z
∂Z
(4)
c
∂t

prd
Xc
∗Qnc(X) +
− ∂Z
(4)
n
∂t

rel
N(4)
− ∂Z
(4)
c
∂t

rel
R
(6)
c
(B.185)
∂Pn
∂t

bio
= − ∂Z
(2)
c
∂t

prd
Pc
∗Qnc(P ) (B.186)
∂Z
(5)
n
∂t

bio
= − ∂Z
(2)
c
∂t

prd
Z
(5)
c
∗Qnc(Z(5)) (B.187)
∂N (4)
∂t

bio
= +
∑
k=3,4
∂Z
(k)
n
∂t

rel
N(4)
(B.188)
∂R
(6)
n
∂t

bio
= +
∑
k=3,4
∂Z
(k)
n
∂t

rel
R
(6)
n
(B.189)
Excretion: activity + basal metabolism + excess nonlimiting nutrients
( ∂Z
(2)
n
∂t
rel
N(4)
)
• rra n
• rrs n
• rut n
∂Zn
∂t
rel
N(4)
= rra n+ rrs n+ pe N4n ∗ rut n (B.190)
rra n = 0 (B.191)
rrs n = p srs(Z) ∗ et ∗ Zn (B.192) pe N4n =
(1−p peI R6(Z))∗rut n−p qnc(Z)∗ru c
po+rut n
if n l = 1
pe N4n = (1−p peI R6(Z))∗rut n−p qnc(Z)∗(ru c−pe R6c∗rut c)p zero+rut n if n l = 2
pe N4n = 0. if n l = 3

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Fluxes for eliminated excess of nutrients ( ∂Zn∂t
rel
R
(6)
n
)
Mesozooplankton parameters Details
Z(1) Z(2)
d01 pq10 2.0 2.0 parameter temperature limitation
d02 p srs 0.01 0.02 respiration rate 10 degrees C
d05 p sd 0.01 0.01 independent specific mortality
d08 p puI u 0.6 0.6 assimilation efficiency
d09 p peI R6 0.3 0.35 faeces production
d10 p sdo 0.0004 0.0004 fractional density-dependent mortality
d11 p sds 2.0 2.0 density dependent mortality
d12 p qpc 0.00167 0.00167 maximum quotum P
d13 p qnc 0.015 0.015 maximum quotum N
Z(1) = carnivorous mesozooplankton, Z(2) = omnivorous mesozooplnkton
• rd n (Natural mortality)
• ret n (Defecation)
• rdo n (Density dependent mortality)
• rut n (Total Gross Uptake)
∂Zn
∂t
rel
R
(6)
n
= rd n+ ret n+ rdo n (B.193)
rd n = p sd(Z) ∗ et ∗ Zn (B.194)
ret n = p peI R6(Z) ∗ rut n (B.195)
rdo n = p sdo(Z) ∗ (Zc)p sds(Z) ∗ Zn (B.196)
157
B.4.5 Phosphorus component of mesozooplankton functional group
∂Z
(3)
p
∂t

bio
= +
∂Z
(3)
c
∂t

prd
Z
(4)
c
∗Qpc(Z(4))− ∂Z
(3)
p
∂t

rel
N(1)
− ∂Z
(3)
p
∂t

rel
R
(6)
p
(B.197)
∂Z
(4)
p
∂t

bio
= − ∂Z
(3)
c
∂t

prd
Z
(4)
c
∗Qpc(Z(4)) +
∑
X=P,Z
∂Z
(4)
c
∂t

prd
Xc
∗Qpc(X) +
− ∂Z
(4)
p
∂t

rel
N(1)
− ∂Z
(4)
p
∂t

rel
R
(6)
p
(B.198)
∂Pp
∂t

bio
= − ∂Z
(2)
c
∂t

prd
Pc
∗Qpc(P ) (B.199)
∂Z
(5)
p
∂t

bio
= − ∂Z
(2)
c
∂t

prd
Z
(5)
c
∗Qpc(Z(5)) (B.200)
∂N (1)
∂t

bio
= +
∑
k=3,4
∂Z
(k)
p
∂t

rel
N(1)
(B.201)
∂R
(6)
p
∂t

bio
= +
∑
k=3,4
∂Z
(k)
p
∂t

rel
R
(6)
p
(B.202)
Excretion: activity + basal metabolism + excess non limiting nutrients
( ∂Z
(4)
p
∂t
rel
N(1)
)
• rra p
• rrs p
• rut p
∂Zp
∂t
rel
N(1)
= rra p+ rrs p+ pe N1p ∗ rut p (B.203)
rra p = 0 (B.204)
rrs p = p srs(Z) ∗ et ∗ Zp (B.205) pe N1p =
(1−p peI R6(Z))∗rut p−p qpc(Z)∗ru c
p zero+rut p if n l = 1
pe N1p = 0. if n l = 2
pe N1p = (1−p peI R6(Z))∗rut p−p qpc(Z)∗(ru c−pe R6c∗rut p)p zero+rut p if n l = 3

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Fluxes for eliminated excess of nutrients ( ∂Zp∂t
rel
R
(6)
p
)
Mesozooplankton parameters Details
Z(1) Z(2)
d01 pq10 2.0 2.0 parameter temperature limitation
d02 p srs 0.01 0.02 respiration rate 10 degrees C
d05 p sd 0.01 0.01 independent specific mortality
d08 p puI u 0.6 0.6 assimilation efficiency
d09 p peI R6 0.3 0.35 faeces production
d10 p sdo 0.0004 0.0004 fractional density-dependent mortality
d11 p sds 2.0 2.0 density dependent mortality
d12 p qpc 0.00167 0.00167 maximum quotum P
d13 p qnc 0.015 0.015 maximum quotum N
Z(1) = carnivorous mesozooplankton, Z(2) = omnivorous mesozooplnkton
• rd p (Natural mortality)
• ret p (Defecation)
• rdo p (Density dependent mortality)
• rut p (Total Gross Uptake)
∂Zp
∂t
rel
R
(6)
p
= rd p+ ret p+ rdo p (B.206)
rd p = p sd(Z) ∗ et ∗ Zp (B.207)
ret p = p peI R6(Z) ∗ rut p (B.208)
rdo p = p sdo(Z) ∗ (Zc)p sds(Z) ∗ Zp (B.209)
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Mesozooplankton parameters Details
Z(1) Z(2)
d01 pq10 2.0 2.0 parameter temperature limitation
d02 p srs 0.01 0.02 respiration rate 10 degrees C
d03 p puP2 0.0 0.75 availability of P2 to Z4
d04 p puP4 1.0 1.0 availability of P (4)
d05 p sd 0.01 0.01 independent specific mortality
d06 p sum 2.0 2.0 maximal productivity at 10 degrees C
d07 p vum 0.008 0.02 specific search volume
d08 p puI u 0.6 0.6 assimilation efficiency
d09 p peI R6 0.3 0.35 faeces production
d10 p sdo 0.0004 0.0004 fractional density-dependent mortality
d11 p sds 2.0 2.0 density dependent mortality
d12 p qpc 0.00167 0.00167 maximum quotum P
d13 p qnc 0.015 0.015 maximum quotum N
Z(1) = carnivorous mesozooplankton, Z(2) = omnivorous mesozooplnkton
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B.5 Chemical reactions
B.5.1 Nitrogen component of pelagic chemical compartment
∂N (4)
∂t

bio
= − ∂N
(3)
∂t

nit
N(4)
(B.210)
∂N (3)
∂t

bio
= +
∂N (3)
∂t

nit
N(4)
− ∂O4n
∂t

N(3)
(B.211)
Nitrification in the water ( ∂N
(3)
∂t
nit
N(4)
)
• eo (regulating factor)
∂N (3)
∂t

nit
N(4)
= p sN4N3 ∗Non ∗ (p q10N4N3) t−toto ∗ eo
eo =
O2o
O2o+ p clO2o
Denitrification in the water ( ∂O4n∂t

N(3)
)
• er (regulating factor)
• p qro (O2S2 conversion factor p qro=0.5)
∂O4n
∂t

N(3)
= p sN3O4n ∗ (p q10N4N3) t−toto ∗ er ∗ rPAo
p rPAo
∗N (4)(B.212)
er =
N (6)
N (6) + p clN6r
(B.213)
rPAo =
∂tN
(6)
p qro
(B.214)
Reoxidation of reduction equivalent ( ∂O2r∂t

N6
)
∂O2r
∂t

N(6)
= p rOS ∗N (6) ∗ eo (B.215)
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B.5.2 Oxygen component of pelagic chemical compartment
• p qon nitri ( (mN/nO) proportion between O2 and N , p qon nitri = 2.0)
• p qon dentri ( proportion between O2 and N produced, p qon dentri = 1.25)
∂O2o
∂t

bio
= − ∂N
(3)
∂t

nit
N(4)
∗ p qon nitri−
∂O2r
∂t

N(6)
p qro
(B.216)
∂N (6)
∂t

bio
= −p qro ∗ ∂O4n
∂t

N(3)
∗ p qon dentri ∗H(−O2o−N
(6)
p qro
)− ∂O2r
∂t

N(6)
(B.217)
B.5.3 Silicates component of pelagic chemical compartment
∂R
(6)
s
∂t

bio
= − ∂R
(6)
s
∂t

rem
N(5)
(B.218)
∂N (5)
∂t

bio
=
∂R
(6)
s
∂t

rem
N(5)
(B.219)
Regeneration of dissolved silica ( ∂R
(5)
s
∂t
rem
N(5)
)
∂R
(6)
s
∂t

rem
N(5)
= p sR6N5 ∗ (p q10R6N5) t−toto ∗R(6)s
B.5.4 Oxigen reareation
∂O2o
∂t

wnd
= +
∂O2o
∂t
wnd
atm
Wind reareation factor ( ∂O2o∂t
wnd
atm
)
• reacon (wind dependency reareation factor)
• Wind (wind speed ms )
• schmidt (schmidt oxygenation number)
• Temp (temperature in Celsius degrees)
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Chemical reaction parameters Details
e01 p sN4N3 0.01 nitrification in the water factor
e02 p q10N4N3 2.367 nitrification in the water temperature limitation
e03 p q10R6N5 1.49 regeneration of dissolved silica temperature limitation
e04 p rOS 0.05 reoxidation of reduction equivalents factor
e05 p clO2o 10.0 regulating factors Oxygen
e06 p clN6r 1.0 regulating factors Denitrification
e07 p sN3O4n 0.35 denitrification in the water factor
e08 p rPAo 1.0 denitrification in the water
e09 p sR6N5 0.1 regeneration of dissolved silica
• abt (absolute temperature divided by 100)
• Salt (salinity PSU)
• cxoO2 (oxygen saturation)
• depth (layer depth)
∂O2o
∂t
wnd
atm
= reacon ∗ cxoO2−O2o
Depth
reacon = 0.074 ∗Wind
2√
schmidt
660
schmidt = 1953.4− t ∗ (128.00− t ∗ (3.9918− t ∗ 0.050091)))
cxoO2 =
−173.4292 + 249.6339abt + 143.3483 ∗ log(abt)− 21.8492 ∗ abt
24.4665−3
+
+
Salt ∗ (−0.033096 + 0.014259 ∗ abt− 0.0017 ∗ abt2)
24.4665−3
abt =
t+ 273.3
100.0
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Appendix C
Series expansion of Geider
function in a neighbour of zero
The following equation z(w) is considered:
z =
w2
1− e−w (C.1)
Invoking the Lagrange inversion theorem it is possible to express the series of the
inverse function w(z):
w(z) = a0 +
∞∑
n=1
∂n−1
∂wn−1
(
w − w0
z(w)− z(w0)
)n∣∣∣∣
w=w0
(z − z(x0))n
n!
(C.2)
at the point x0 = 0, w(x0) = 0, to find an analytic solution, the coefficients of
the series expansion are considered:
an =
1
n!
∂n−1
∂wn−1
(
1− e−w
w
)n∣∣∣∣
w=0
(C.3)
applying the Newton expansion formula:(
1− e−w
w
)n
=
∑n
j=0
(
n
j
)
(−1)je−jw
wn
(C.4)
sequently the exponential is expanded in Taylor series:∑n
j=0
(
n
j
)
(−1)je−jw
wn
=
∞∑
k=0
n∑
j=1
(
n
j
)
(−1)j(j)k(−1)kw
k−n
k!
(C.5)
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Figure C.1: Comparison between series expansion around z = 0 truncated after
10 terms (grey), 15 terms (red), 20 terms (blue) and numerical solution obtained
with Mathematica c© software (black). The expansion around z = 0 can be used for
0 < z < 0.6.
rearranging the addend in the sum and computing the n− 1 derivative:
∂n−1
∂wn−1
(
1− e−w
w
)n∣∣∣∣
w=0
=
∞∑
k=0
(k − n) · · · (k − n− (n− 2))wk−n−(n−1)
k!
(C.6)
n∑
j=1
(
n
j
)
(−1)j(j)k(−1)k
and taking the limit for w → 0 the only k surviving is k = 2n− 1 so the result is:
an = − 1
n!
(n− 1)!
(2n− 1)!
n∑
j=1
(
n
j
)
(−1)j(j)2n−1 (C.7)
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