Abstract-An optimal indirect stochastic adaptive control is obtained explicitly for linear time-varying discrete-time systems with general delay and white noise perturbation, while minimizing the variance of the output around a desired value one step ahead. The resulting controller incorporates parameter uncertainties. The solution unifies and generalizes previously known results, which become special cases. The results are compared with a certainty equivalence controller in an example.
I. INTRODUCTION
This note unifies previous results related to one-step-ahead or cautious control by providing an optimal solution for arbitrary delay that is not available in the literature. Cautious control has been discussed for single-input-single-output (SISO) systems over two decades, for example, in [3] , [11] , and [15] , but interest continues [4] , [8] at least partly because there remain unsolved questions such as closed-loop convergence. Here, an optimal control is obtained for arbitrary delay. For unit delay, the method reduces to that of [3] . Extension to multiinput-multi-output (MIMO) systems requires algebraic detail beyond the length of a technical note.
As discussed in further detail in [12] , to handle general delay, Nahorski and Vidal [11] used a model which assumes a zero-mean independent Gaussian white noise at the predicted output. However, the noise seen by the predicted output used here is allowed to be general non-Gaussian colored noise.
The system model is described in Section II, and III contains the control criterion. Section IV shows how the system model can be transformed into a predictor form. Optimal system parameter estimation is obtained using a Kalman filter in Section V. A new general adaptive one-step ahead optimization is obtained analytically in closed form in Section VI. Previously known special cases are discussed in Section VII. Section VIII discusses indirect cautious control. A comparison of the performance of the proposed cautious control compared with the certainty equivalence controller is also given.
II. SYSTEM DESCRIPTION
A time-varying SISO minimum-phase system will be represented by an ARX model, written as
where fy k g; fu k g and fe k g are the output, input, and disturbance se- The system has time delay d 1 and order n d. The following basic assumptions will be made.
A1) The initial estimate 0 is a Gaussian random variable of known mean 0 and known covariance 6 0 .
A2) The white noise sequences f! k g and fe k g are independent,
nonstationary, and Gaussian with zero mean and known covariances
where Q k 0 and R k > 0 for all k, with Ef 1g the expectation operator and k0l the Kronecker delta.
A3) The vector 0 is independent of f! k g and fe k g.
III. THE CONTROL CRITERION
The control law is to make the output sequence fy k g track a bounded deterministic reference signal fy 3 k g, and the input u k of (1) is to be chosen to minimize the one-step-ahead cost function
where F k denotes the sigma algebra generated by y0; . 
in which the system time delay is d = 1, whereas the number of steps looked ahead using the above criterion to determine the control signal u k , is two. The use of (3) implies that the system delay and the number of steps looked ahead are the same.
IV. PREDICTOR FORM
A key step in deriving the control signal to minimize (3) is to develop a predictor form for y k+d . The following lemma shows how an ARX model can be expressed in an alternative predictor form. Proof: For the time-invariant case, see [6] .
As expected, the predicted output y k+d is a function of the system outputs and inputs up to and including time k, as well as of the future (unpredictable) noise F (k; q)e k .
V. PARAMETER ESTIMATION
The well-known fact that the estimates produced by a Kalman filter are conditionally Gaussian can be used without essential difficulty to estimate the parameters of system (1b), (1b) i 1 steps ahead.
Under assumptions A1)-A3), the conditional distribution of k given F k is Gaussian with mean k j k and covariance P k j k (see [9] )
where k j k = k 0 k j k . Then, k j k and P k j k can be obtained using the Kalman filter equationŝ
with initial conditions 0 j01 = 0 and P 0 j01 = 6 0 0.
The following lemma shows how this Kalman filter can be used to obtain the optimal estimate of k+i given F k for i 1.
Lemma 2: For the dynamical model (1) subject to assumptions A1)-A3) 1) the random vector defined as
is conditionally Gaussian given F k with conditional mean and conditional covariancê k j k 0
. . . 
2) the conditional distribution of k+i given F k is Gaussian with conditional mean
and conditional covariance
for i 1 and k 0. ] T conditioned on F k , the conditional joint distribution of these two vectors given F k is Gaussian, immediately giving the form of (10).
2) See [9] or, much more simply, note that from (1a)
for i 1. Since a linear transformation of a Gaussian random variable preserves its Gaussian character, k+i is conditionally Gaussian given F k with conditional mean
so that (11) and (12) follow immediately. The inherent delay in the system implies that the values u k ; u k01 ; . . . u n0d+1 are not related to the output signal y k and cannot contribute to the estimation process. Hence, k j k and P k j k are independent of u k ; u k01 ; . . . u n0d+1 . In the next section this observation will be employed to solve the one-step stochastic optimal problem, discussed in Section III.
VI. ONE-STEP-AHEAD OPTIMIZATION
The one-step-ahead optimization problem will be solved following the philosophy of [1] , [2] , and [14] . 
as defined in (9) .
Taking the conditional mean given F k on both sides of (19) T d01 E k+d : (26) Taking the conditional mean given F k on both sides of (26), and using the fact that E k+d is independent of F k , we obtain 
Using (1b) and Lemma 1, all the conditional means in (29) can easily be related to the mean and higher moments of 2 k+d01 k , which is conditionally Gaussian given F k with mean k j k and covariance
Q k+j , as proved in Lemma 2. Furthermore, the following lemma shows how the higher moments of a Gaussian random vector depend only on the elements of the mean vector and covariance matrix [10] . Proof: See [10] .
From Lemma 3, and using the result obtained in Section V that k j k and P k j k are independent of u k , all the conditional expectations in (29) are independent of u k . Hence, (29) where is a nonnegative real number. This leads to a weighted onestep-ahead stochastic controller [6] .
We now have the following extension of Theorem 1. 
for k 0 and d 1.
Proof: Same as the proof of Theorem 1.
VII. SPECIAL CASES
The general optimal solution (17) is the main contribution of this note. This solution can be applied to any system with or without uncertainties in the model; in other words, in both adaptive and nonadaptive cases. The only problem is to determine the conditional expectation in (17) in specific cases, such as the following. (39) Thus, the input fu k g is obtained by equating the predicted output of the system with its desired value. It must be emphasized that this statement is true only if the system parameters are known, whereas for systems with unknown parameters, attempts without justification have been made (see [7] , for example) to use the following:
Efy k+d jF k g = y 3 k+d :
The method of [7] can be considered to be an approximate solution of the problem discussed in Section III. Note that in all the above cases, in order to determine the control law, the only requirement is to manipulate the conditional expectation in (17) based on various initial assumptions.
VIII. CAUTIOUS CONTROL
Indirect cautious control for systems having general delay will be developed, using Theorem 1. The calculations are based on the fact that the higher moments of the multidimensional Gaussian distribution depend only on the elements of the mean vector and the covariance matrix [10] . It will be shown how the system parameter estimates and estimates of their uncertainty, obtained using the Kalman filter of Section V, can be used to construct a cautious controller.
From Section V, the parameters of (1) can be identified recursively in time. Then, using the general optimal solution (17) or (32), the control law u k is obtained as follows: Then, using Lemma 1, the coefficients i and i for i = 0; . . . n01
are obtained and substituted into (43).
Using Lemma 3, the conditional mean terms on the right-hand side of (43) can be evaluated from the elements of the mean vector k j k and the covariance matrix P k j k , provided by the Kalman filter given in Section V, as in the following.
As an example, a second-order minimum-phase linear time-varying system with delay d = 2 will illustrate the improved performance of the algorithm of this section compared to adaptive minimum variance control designed with the certainty-equivalence principle. The measurement noise fe k g is a Gaussian zero mean white noise process with known covariance R = 0:01, and the desired output sequence fy 3 k g is a unit square wave with length of 200 samples. Fig. 1 demonstrates the superiority of the proposed adaptive algorithm over the certainty-equivalence controller, and shows that certainty equivalence may not be suitable when the unknown parameters are stochastic variables that are independent over time, see also [4, Ex. 7.1]. Fig. 2 shows the parameter estimates.
IX. CONCLUSION
This note solves the general SISO one-step-ahead (static) stochastic optimization problem, thereby unifying and simplifying known results. Using an indirect scheme, it has been proven that the optimal solution can be expressed analytically in a closed form. Then, it was shown how the general optimal solution can be applied to the most important cases discussed in the literature, which can be considered as special cases. In other words, the unifying formulation leads to better understanding of existing methods.
Finally, it was shown how the system parameter estimates and estimates of their uncertainty, provided by a Kalman filter, can be used to construct a cautious controller for systems having delay greater than unity. Simulation results demonstrate the improved performance of the proposed algorithm compared with that of the certainty equivalence controller.
