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Abst rac t - - In  this paper, we shall use the Shannon-'Whittacker-Kotelnikov sampling theorem to 
approximate the eigenvalues of the string, y'(t) + #2w(t)y(t) = 0, where the weight w(t) >_ 0 is 
allowed to vanish on subintervals. After a discussion on the truncation error, numerical results are 
provided. © 2000 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
\Ve shall be concerned with the computation of eigenvalues associated with a string of finite length 
defined by the following regular Sturm-Liouville problem with separated boundary conditions: 
t t l  t -y  ~ , it) = #2w(t)?~(t ,  #) ,  0 < t < b < oc, 
A(y) := a ly (0 ,  #) ÷ a2?]'(O, lt) = 0, 
B(y)  := bl~j(b,#) + b2?1'(b,t~) = O, 
(1.]) 
where the weight w E Ll(0, b), a~ + a~ # 0, b~ + b.~ ¢ 0, al, a2, bt, and b.2 ~ R, and w(t) >_ 0. 
System (1.1) represents the oscillations of a string whose mass between 0 and t is given by 
.11~ w(s) ds', and w is allowed to vanish on intervals. In his work on the moment problem. Krein 
made an important connection between the Stieltjes infinite continued fraction and the string 
defined by a weightless thread carrying concentrated masses, mo,mL,  m2, . . ,  at the points 0 = 
:to < ~'l < z2 < " " ,  which he later called the Stieltjes string. This intimate connection provided 
new applications of the string in the area of the moment problem, infinite continued fl'actions, 
inverse spectral problems, and interpolation theory. The string was also used in probability theory 
to describe the death and birth processes, Brownian motion, Gaussian processes, and its inverse 
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spectral problem played an essential role in prediction theory, see [1]. For more applications in 
physics, we refer to [2, p. 393]. 
The type of boundary conditions one needs to impose in order to define a self-adjoint extension 
is dictated by the deficiency index, which indicates the codimension of the range of the minimal 
operator, see [3]. Since fb t2w( t )d t  < oo, the deficiency index of ( -1 /w( t ) ) -~t  is (2, 2), the so- 
called limit circle case, see [4, p. 70], and this means that the boundary conditions in (1.1) define 
a self-adjoint operator acting in the weighted Hilbert space 
{ /0 b } L2((O,b),w(t)dt) := f measurable: I f (t)12w(t)dt < oo . 
The boundary conditions can be complicated in case of a heavy-end point, see [1, Chapter 5]. 
The limit circle case also means that all solutions of (1.1) are in L2((0, b), w(t) dt), and therefore, 
the resolvent operator, which is defined through the Green's function, is a compact operator and 
thus the spectrum of (1.1) is made of isolated eigenvalues. Nevertheless, the task of computing 
them is very difficult. Indeed classical methods relying on the Priifer or the Liouville-Green 
transformation are not applicable, since the weight w can vanish, and furthermore, may not even 
be smooth, see [5-8]. Thus, the need for a new and direct numerical method. To this end, we shall 
extend the sampling method, see [9], to compute the eigenvalues of the string defined by (1.1). 
This means approximating a certain boundary function in an appropriate Paley-Wiener space, 
{ /J } PW;  := F(#) entire: ]F(p)I < ce lul~ and IF(p)] 2 dp < co . 
oo  
This approach is most natural, when we recall that the solution of the inverse spectral problem, 
worked out by Krein in the fifties, is based on spaces of analytic functions such as Debranges 
spaces. The inverse problem means constructing w from the knowledge of eigenvalues, ee [1]. 
THEOREM 1. Let y(t, #) be a solution of 
y"(t, #) + #2w(t)y(t, #) = O, 
= t o y(O,#) asy ( ,#)  = -a l ,  
(1.2) 
where a T + a~ 7L O, w c Ll(O,b), w(t) >_ O, w(t) x t ~, ast  --~ O and c~ >> O. Then 
y(t ,p)  - a2 + alt y'(t, #) + al  
¢t 2 ' ~t2 
E PW.  r, 
where =  /2t fo 
PROOF. The solution of the initial value problem satisfies 
~0 ty(t, I_t) = a2 - alt + p2 (t - 7l)w(~?)y(7], #) d~, 
and therefore, y(t, p) is an entire function of ¢t 2. Successive iterations yield 
(1.3) 
v( t , . )  = .2np (t), 
n>O 
where po(t) = a2 - alt  
and 
~0 t= ( t  - (1.4) 
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It is easy to see that  (1.4) and 
r/n tn+ 1 
(t--  ~])nr ~ < (,,,_t_ 1) n+l' 
imply by induction 
tpn(t)t _< c 
(A "(,)d,)" ,,~ 
?/,! N n 
where Ipo(t)l 5 c. Use the fact (2n) n n! > 2~! to deduce 
O<~]<t 
from which it follows that  
~ >_ 0, 
( )" 2t fo w(,)~,, 
tpn(t)1% c n >_ 0, (2,~)! 
) ly(t,,)l_< ~cosh I,I 2t. w(,)d',/ . 
which means that  y(t, .) is an even entire function of p, of order 1 and type ~,-- 12t  .Ill ,,,(.q) dq. 
This leads us to conclude that 
Next, we need to show that  for each fixed t < b, 
/0' s ( t , , )  := (t-,1)'~,(' ,)y(~l,,)d,~ ~ C2((0,~), d,). (1.7) 
For this, we need to recall the concept of a spectral function, see [4, Definition 3. t]. If F is a rixht 
continuous nondecreasing function, then we can define the Hilbert space 
{ j; } L2(R, dF(#)) := F measurable IF(#)[ 2 dF(p)  < pc , 
f>c 
where d F is the Lebesgue-Stieltjes measure generated by the flmction F. Define the y-transform 
of f E L2((O,b),w(t) dr) by 
~-y(/)0*) := .f(t)y(t, #)w(t) dr. 
where y is the solution of (1.2) and the inverse y-transform by 
/7 f(x) := .Ty(f)(p)y(t,, #) elF(p,). 
, - -oc  
The function F is then said to be a spectral function and the mapping 5~j ca.rries isometrically 
L~((0, b), 'w(t)dr) into n2(u ,  d r (~) ) .  
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Observe that S(t, #) in (1.7) represents a y-transform and to prove (1.7), we shall extend the 
original string defined on (0, b) by attaching a new string of infinite length at t = b. Thus, we 
consider the extended string defined by 
-~"(t ,  p) = #2~(t)~(t, #), 0 < t < oo, 
al~(0, #) + a2~'(0, #) = 0, 
(1.8) 
where a~ + a~ ~ 0, 
f w(t), i fO<t<b,  
~(t) 
1, i fb< t. 
Since fo  t2w(t) dt= oo, the differential expression in (1.8) defines a self-adjoint operator in the 
limit point at t = oo, and regular at t = 0 and so only one boundary condition at t = 0 is needed, 
see [1; 4, p. 70]. We now denote its ~-transform by 
,~ : L 2 ((0, oc), ~(t) dt) -~ L2((-oc,  oc), dp(#)), 
// ~-~(f)(#) := f(t)~(t, #)~v(t) dt, 
where we normalize the eigenfunctionals at t = 0 by ~)(0, #) = a2, and so the spectral function p 
is uniquely defined. The inverse transform is defined in a similar way 
F f(t) := ~(f) (p)~(t ,p)dp(#) .  
Observe that since the deficiency index is (1, 1), any self-adjoint extension may have at most one 
negative igenvalue, which we denote by -#02. For f ,  ¢ E L2((0, ~) ,  ~(t)dt) ,  Parseval equality 
reads as 
/0 /0 .~9(f)(i#o)~(¢)(i#o) + jz~(f)(#)jzg(¢)(#) dp(#)= f(t)¢(t)~(t) dt. 
A classical result based on a Hardy and Littlewood Tauberian theorem, see [10], states that the 
growth of the spectral function associated with (1.8), as p ~ cx~, depends mainly on the behavior 
of w(t) as t --* 0 and the value a2. In particular, if w(t) ~ t ~ as t ---* 0, a > 0, then as p --* oo, 
p(#) ~ c# 2+(2/~+2), a2 = 0, 
(1.9) 
p(#) "~ c# 2-(2/~+2), a2 ~ O. 
Using the ?~-transform and the fact that ~(t, p) coincides with y(t, #) for 0 < t < b, we obtain for 
a fixed t, 
jfO ts ( t , . )  = (t - v )y (v , . )w(v )  dv 
// 
= [ ( t  - 
where l(o,t ) is the characteristic function of the interval (0, t). Parseval equality then yields for 
O<t<b,  
// /o IS(t,#)12 dp(#) <_ (t -71)2w(~) d,1 < co. oo  
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Using the fact that 1 J: (2/a + 2) > 0 for a > 0, we deduce that for A large enough. 
/? /5 IS(t,~)12 d~ < 1~5'(t, I )I2~L ~±(2/{'+~) d/, (1.10) 
J7 c Is(t. f~)l ~ dt,(l~) < oc. .4 
I%call that S(t, lt) is even in #, and so f~-~',o IS( t, P)I 2 dlt < oc hoMs. Thus. for arbitrary initial 
conditions uch that a~ + a.~ ¢ 0, 
s( t ,  ~) = y(t,  l~) - ~2 + .~t ., ~ PW, . .  
Similarly taking the derivatives in (1.3) yields 
y'(t,  ~) = -< + ~2 y(,~, t~),,,(,l) ~tq. 
Expressing the integral term as a t)-transform, for 0 < ~ <_ b, 
T( t , , )  := y(~/,/~)<~) d~ = Z,~ [t(o,,~(,7)] 0.), 
we then obtain by the Parseval equality 
F J/ IT(t, tL)I 2 dr)(/,) = u2(v) drj < ~.  oo 
Hence, from the asymptotic of the spectral function, as done in (1.10), we deduce that 
f0 ~ dl, < ~ 
I T ( t , l , ) l  2 
and so 
~(t ,~)  - 
Hem:e, the theorem is proved. 
v'(t, ~) + a, 
p2 
where  
A = alblb - b ig ,2  ÷ alb'e, 
b 
S(#) = ~0 (bl(b t )+b2)w(t)y(t , l~)dt .  
(2.2) 
2.  THE BOUNDARY FUNCTION 
We now look for a boundary function whose zeroes are the s(tuare roots of eigenvahles. Clearly, 
:q(t, p), the solution of (1.2), satisfies the left boundary condition, i.e., 
aly(0,/z) + a2y' (O, It) -- O. 
In order to satisfy the right boundary condition, we need 
A(I~) := bl:,j(t,, I~) + b~/(t, ,  I,) - 0, (2.1) 
whose zeroes are the square roots of eigenvalues of (1.1). A further reduction of (2.1) yields 
A(t~) = .4 - 1,2s(~),  
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From Theorem 1, we have S(#) E PWv, and so the Shannon-Whittaker sampling theorem yields, 
see [11] 
£ (~)s in (pT-kr r )  
s(,,) : s k 74 =--~7 ' 
k=- -oo  
where 
An approximation of the the function S is provided by 
g (~)  sin(pT-kTr) 
sN(,) = ~ s k ~----7~7 
k=-N 
--- S(0) sin(#7) + ES k + 
#7 k=l \ #7-k~r  #7+kTr  ] '  
(2.3) 
since the function S is even. The truncation error satisfying 
I S ( , )  - SN(,~)I _< TN (,~) 
can be estimated for I"/,~1 < N~-, see [ lq ,  
T~ Isin~pl ( 1 + 1 ) TN(,) := ,,N----v~-- ~ _  "~, 
and 
(2.4) 
then 
P(N) 
±N := U b,~; b,~], 
k=l  
where P(N) is the number of intervals contained in [0, (NTr)/7). 
If #,2 is an eigenvalue, then it satisfies SN(p*) = (A/# .2) + Sly(p*) - S(#*) and so 
SN(~*) ~ _<TN - -  ( ]~*)  
If the constant KN is estimated, the error is then computable and would lead to an explicit 
eigenvalue nclosure defined by 
IN := 0 < 1#[ < and - TN (#) < SN(~) < -~ TN (p) 
V - -V  ' 
where A is defined in (2.2). We now construct these intervals in more detail. Let us assume that 
the function 
SN(#) A EN(~,) := - ~ -TN(~)  
has only simple roots which we denote by ak and bk for k = 1, . . . ,  P(N) and 0 < [#] < (NTr/7). 
Thus, if we assume that 
EN(ak): 0 and ' O, = Ey(ak) < 
Eg(bk): = 0 and Ek(bk ) > 0, (2.5) 
EN(#) < 0, if ak < # < bk, 
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PROPOSITION 1. If #,2 is an eigenvalue, then 
• there exist N and k such that 
ak(#*,N) << I** <- ba,(Iz*,N), 
• ak(p.*,N) --~ #* and bk(Iz*,N) -+ #* as N -+ oc. 
P,~ooF. If I** is an eigenvalue, then we can choose N large enough such that ll.* < (Nrr),/-, holds, 
and since A(I**) = 0, then it follows 
A 
E:N (t~*) = &~'(U*) - = - TN (v*) 
/t .2 
= IsN(~,*) - s (1 , * ) l -  T,~-(l~*) 
<0 
and so the enclosure for it* follows fl'om (2.5). For the second assertion, observe that Ex  --~ A 
unifornfly as N ~ oo, and therefore, the zeroes of Eoo and A coincide. 
We now end this section by making some observations. If the roots of EN are not simple, then 
use the fact that  
TN(~)  < T ,v_~(~)  
to define an equivalent function 
A 
EN(t z) := SN(I / , )  -- /£~ -- TN- I ( ] I ) ,  
where the interwfls are enlarged or replace ? by "y + 1, since PW~ C PW~+~. Using these small 
pc'rturbations, we can avoid double roots to appear. In practice, it is simpler to comI)ute the 
zeroes of 
A 
s~(~)  - 77 = 0 (~6) 
as they approximate the zeroes of A. Since SN is a finite and an explicit sum of Sin(: flmctions 
defined by (2.3), in principle, Newton's method or any root finding routine can be used to 
solve (2.6). However, in practice, the Sinc functions are better handled by a symbolic manipulator, 
which is capable of taking the limit of the Sinc at the sampling points and thus avoids the division 
by zero. 
We have shown how the sampling method can be extended so as to deal with the string 
equation. In order to obtain explicit eigenvalue nclosures, one needs to estimate the constant 
K,v in terms of weight w or use the asymptotic of the solutions such as that found in [6]. One 
could also treat the perturbed string, -9" ( t )  + q(t)9(t) = l[ew(t)?i(t) in the same way. 
3. EXAMPLES 
For simplicity, we shall use the following "integrable" string for 0 < ~ < b < oc: 
v"(t)  + ,~( t )v ( t ,  #) = 0, 
aly(O, ~) + a2y'(O, I*) = O, 
bly(b, it) + b2y'(b, I~.) = 0, 
where 
.u , ( t ) :=t~H(A- t )+t~H(t -B) ,  c~>0,  /3>0,  and 0<.4< B <t,  
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and 
f 0, if t < 0, 
H(t) 
l 1, ift_> 0, 
is the Heaviside cut-off function. Hence, w(0) = 0 and w(t) = 0, if A < t < B. The samples have 
been computed with a symbolic manipulator (MAPLE) using RKF45, where the precision was 
set to 10 digits. We shall compare our numerical results with the exact solution which is written 
in terms of Bessel functions. We chose the following parameters. 
EXAMPLE 1. 
a l  = 1, a2 =0,  bl = 1, b2 =0,  a=0,  f l=0 ,  A= 1, B =2,  b=~.  
EXAMPLE 2. 
#1 #2 #3 #4 #4 #5 
Sampling 1.459519 2.18260 4.27318 4.94238 6.99228 7.98812 
Exact 1.459728 2.18308 4.26478 4.94582 6.99088 7.98374 
al = 1, a2 = 1, b l  = 0, b2 = 1, a = 1, 3 = 3, A = 1, B = 2, b = 3. 
#1 
Sampling 1.471291 
Exact 1.471661 
EXAMPLE 3. 
a l  =1,  
#2 
4.470335 
4.472539 
#3 
9.193575 
9.214239 
#4 
9.740571 
9.711288 
#5 
14.260239 
14.242589 
#6 
17.409558 
17.307293 
7F 
a2=0,  h i= l ,  b2=l ,  a=3,  /3=2,  A=~ B=2,  
#7 
19.015894 
19.025726 
b=rr .  
#1 #2 #3 #4 #5 
Sampling 1.006889 3.152837 4.996077 6.014488 8.317478 
3.152006 6.015364 Exact 1.006890 4.995921 8.298660 
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