A companion paper presented the formulation of a phase-field model -i.e., a model with regularized interfaces that do not require explicit numerical tracking -that allows for easy and transparent prescription of complex interface kinetics and nucleation. The key ingredients there were a re-parametrization of the energy density to clearly separate nucleation from kinetics; and an evolution law that comes from a conservation statement for interfaces. This enables clear prescription of nucleation through the source term of the conservation law and of kinetics through an interfacial velocity field. This model overcomes an important shortcoming of existing phase-field models, namely that the specification of kinetics and nucleation is both restrictive and extremely opaque.
Introduction
In the companion paper, we presented the formulation and one-dimensional characterization of a phasefield model focused on structural transformations and twinning. The key new feature of our model is the ability to transparently and easily prescribe complex nucleation and kinetic behavior of microstructural interfaces. While the one-dimensional setting provides a simplified arena to transparently understand and characterize certain aspects, many essential features of structural transformations and twinning are inherently higher-dimensional. In particular, elastic compatibility is trivial in one dimension, but can be central to the behavior of interfaces in 2 and 3 dimension [BJ87, BJ92, Bha03] .
The key issue can be illustrated in a simple example. Consider a one-dimensional setting with a material that has two stress-free strains ε 1 and ε 2 . Given traction-free boundary conditions, any spatial arrangement of ε 1 and ε 2 will satisfy both equilibrium as well as elastic compatibility. On the other hand, consider a 2D or 3D system with phases given by stress-free stretches U 1 and U 2 , and with traction-free boundaries. If these do not satisfy the kinematic compatibility condition -i.e. there is no solution Q, a, n to the equation QU 1 − U 2 = a ⊗ n -then the only stress-free solutions are either uniformly U 1 or uniformly U 2 in the entire domain. Any solution with both phases will involve stresses or elastodynamics, or both.
The focus of this paper is to characterize the model in 2 dimensions where the kinetics and nucleation of interfaces interacts strongly with complex stress fields. These stress fields can arise when phases are not stress-free compatible. They can also emerge during the nucleation process even if the phases are stress-free compatible; from the equation QU 1 − U 2 = a ⊗ n, we note that only specific rotations and interface directions are stress-free, and the nucleation process is unlikely to follow precisely that loading path. The examples that we consider in this paper include both of these possible effects.
Some of the specific examples, and the motivations for considering them, are as follows.
First, we examine the effect of a non-monotone kinetic relation both in 1D and 2D. Previous work analyzing non-monotone kinetic relations has shown extremely interesting features such as the natural emergence of stick-slip behavior [RK97] . That motivates us to study this example; an important caveat however is that [RK97] use a driving force that is a non-monotone function of interface velocity, whereas we are restricted to setting the interface velocity to be a non-monotone function of the driving force. Possibly for this reason, we do not observe as rich a behavior as [RK97] .
Second, we present the formulation of a model that can display anisotropic kinetics; while we use a simple functional form of anisotropy, it is readily generalizable to more complex settings. A key motivation for this example is that twin boundary propagation is extremely anisotropic [AV03] .
Third, we present the formulation of a model that displays stick-slip behavior of interfaces, i.e., it requires a finite value of driving force to initiate motion. This is a universal feature of microstructural interfaces, but is challenging to incorporate in standard phase-field models. Recent approaches in higher dimensions use spatially-oscillating imposed stress fields [LL07, LLP10] . In these strategies, it is not clear how -or even if it is possible -to incorporate the anisotropy of the stick-slip threshold that is widely observed. An additional challenge is the requirement of a fine discretization to resolve the imposed stress field.
Fourth, we examine the question of nucleation in 1D and 2D, through the vehicle of computing hysteresis loops. We demonstrate that it is simple and transparent to impose complex nucleation criteria that are ratedependent as well as different for the forward and reverse transformation. This is a particular advantage of our model over existing phase-field approaches; in the latter, nucleation criteria are adjusted in an ad-2 hoc manner by modifying barriers in the energy landscape. Modifying barriers can have consequences on both reverse and forward transformations, is extremely unsystematic, and cannot allow for complex nucleation criteria based on rates and stress measures such as hydrostatic stress.
Finally, we examine the competition between nucleation and kinetics by varying the relative rates of these processes. This provides a powerful tool to systematically examine the effect of different types of microstructure evolution on the final microstructure.
We also extend our model to the kinetics of the junction lines that form at the intersection of microstructural interfaces and material surfaces such as free surfaces. In general, junction lines can be considered as distinct defects with their own kinetics, though coupled to the interface kinetics through the evolution of the stress field. Experimental measurements, many of which are on the surface of a specimen, will therefore largely probe the junction kinetics and not the interface kinetics. Hence, it is important to construct a model that can incorporate a distinct kinetics for junction lines. In analogy to the formulation in the companion paper, we develop a model that allows for the independent prescription of the kinetics of the junction lines, while at the same time treating them as regularized non-singular defects. Our approach builds on previous work by [SB98] that treats interfaces and junctions as singular objects. Our point of departure is to treat these defects in a regularized setting while still allowing for the independent prescription of interface and junction kinetics.
For a list of notation, we refer to the companion paper.
Organization
The paper is organized as follows.
• In Section 2, we briefly recall our proposed model that is described in greater detail in the companion paper.
• In Section 3, we outline the formulation of a 2D energy density that we use in many of the subsequent 2D calculations.
• In Section 4, we examine the effect of non-monotone kinetic response in 1D and 2D.
• In Section 5, we demonstrate the formulation of anisotropic kinetic laws in 2D.
• In Section 6, we examine twinning interfaces with stick-slip kinetics in 2D.
• In Section 7, we demonstrate -in 1D and 2D -the formulation of complex nucleation criteria that includes rate-dependent critical nucleation stresses, as well as independent prescription of forward and reverse nucleation stresses, without modifying the energy barriers.
• In Section 8, we demonstrate imposing hydrostatic stress-dependence of twin nucleation, in addition to usual shear-stress dependence.
• In Section 9, we examine the competition between nucleation and kinetics in a twinning transformation.
• In Section 10, we examine the prescription of a kinetics associated with the junctions between interfaces and specimen boundaries.
• In Section 11, we review our work.
Summary of the Proposed Phase-Field Model
Our starting point is to assume that the strain energy density W (F ), the kinetic relation for interfaces, and the nucleation behavior of interfaces, are well-characterized and available. Our approach then takes this information, and formulates a phase-field model that reproduces the elastic response and the kinetic and nucleation behavior of interfaces. The governing equations of our model are as follows.
The energy density has the form:
where H l is a smooth function that resembles the Heaviside. The functions ψ 1 and ψ 2 have the form:
ψ A (A = 1, 2) approximates the behavior of W near the states E 1 and E 2 .
The total energy is then:
The displacement field evolves through momentum balance:
In quasistatics, the inertial contribution is set to 0.
The phase field evolution is governed by the conservation law posed in the companion paper:
G is a constitutively-prescribed nucleation term, and v φ n is the interface velocity field -completely distinct from the material velocity field -through which the kinetic relation is prescribed.
For further details, we refer to the companion paper.
Formulation of a Two-Dimensional Energy for Twinning
We perform a number of 2D calculations for twinning in the subsequent sections. Here, we outline certain aspects that are common to all those calculations, such as the formulation ofW (E, φ).
The form ofW is:
Both E 1 and E 2 are the stress-free states because σ T = 0. Both wells are at the same height, i.e., W (E 1 , 0) =W (E 2 , 1) = 0. This is appropriate for twinning, but perhaps not so for other transformations. The relative height of the wells is important because it appears directly in the driving force, and is trivial to change if appropriate.
We have assumed for simplicity that the moduli C are the same in each twin, and additionally assumed that C is isotropic. It should be noted that neither of these assumptions are appropriate in real materials [Cla10, Kal98] . However, it is trivial to incorporate physically-appropriate forms for C in the energy formulated above when required.
For twinning, consider the transformation stretch tensors:
E 1 and E 2 are computed from F 1 = U 1 and F 2 = U 2 . The stress-free compatible interfaces between these wells have normals 1 √ 2 1 1 and
In certain cases, we rotate the specimen by π/12 radians with respect to the coordinate axes. In that case, the compatible interfaces are oriented with normal 1 2 √ 3 1 and
The reason is that an interface that is inclined at a large angle will feel the effects of the loading on the right boundary of the domain quite differently at different points along its length. On the other hand, an interface aligned perfectly normal to the top and bottom boundaries of the domain will not have any shear stress in the direction tangent to the interface at the junction between the interface and the domain boundary. Some level of shear stress is required for evolution on the boundary/interface junction (Section 10). The angle that we have chosen balances between these competing reasons.
Non-Monotone Kinetic Laws
Non-monotone kinetic laws have been predicted to show extremely complex and interesting behavior, e.g. [RK97] . However, in that literature, the driving force is taken as a function of interface velocity.
In the case where it is non-monotone, it is not invertible to obtain the interface velocity as a function of driving force. In our case, we assume that the interface velocity is a non-monotone function of driving force. We briefly present the results of calculations in 1D and 2D, but the summary is that there is no complex and unexpected behavior as observed in [RK97] . We have verified after the calculations that the the level of driving force was appropriate to access the non-monotonic portion of the kinetic response.
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1D Non-Monotone Kinetics
We use the following material model:
The stored energy density near each well is quadratic with wells at ε 1 = 0 and ε 2 = 1.
The kinetic response is chosen to be non-monotonic: 
2D Non-Monotone Kinetics
We examine 2 settings with non-monotone kinetics; first, a problem with a stress-free compatible interface, and second, where there is necessarily stress around the interface. The reasoning to test both cases is that it is possible that elastic compatibility will dominate the evolution, and therefore testing both cases 6 will let us compare the role of kinetics. We compare a linear kinetic response and a non-monotone kinetic response. For the latter, we use the same kinetic response as in 1D from (4.6).
We first examine the case of stressed interfaces using a square plate where a circular region near the center has a second phase. The energy is described in Section 3, and for the incompatible wells we use:
Fig. 2 shows the evolution through F 11 − 1 at various times for the linear and non-monotone kinetic responses respectively. While there are quantitative differences, they are no obvious qualitative differences, and further there is no complex behavior in the non-monotone case.
The previous calculation leaves open the possibility that the kinetics is possibly complex but that momentum balance simply dominates due to the stresses that are necessarily present. Therefore, we briefly examine a problem with a stress-free compatible interface. The energy is described in Section 3, and we use E 1 and E 2 as described there, with the rotated sample. We consider a 2D rectangular plate fixed at the left edge, and traction-free at the top and bottom edges. A stress free compatible phase interface exists in the plate initially. A constant tensile load is then applied at the right edge. Fig. 3 shows the initial configuration, and the configuration after some evolution has occurred for both linear and non-monotone kinetics.
Anisotropic Kinetics in Two Dimensions
We consider the role of anisotropic kinetics in a 2D transformation. To isolate the role of anisotropy in the kinetics, we keep all other effects isotropic. Therefore, we use the energy described in Section 3, but with stress-free wells:
U 1 = αI and U 2 = βI, with α = 1.05, β = 1.1 (5.1)
These wells not stress-free compatible.
We consider a square domain with a hydrostatic loading applied on the boundary. The material is entirely in a single phase, but the new phase nucleates as the loading increases. To force the nucleation to occur away from the boundaries, we make the source term heterogeneous, and of the form:
A 0−1 is a constant characteristic of the 0 − 1 reaction, and H l 1 − φ ensures that the 1-phase is created only when we are not already in the 1-phase, i.e., the nucleation term turns off when the 1-phase has nucleated. The nucleation term is only active in a circle centered around the middle of the domain, and is only active when the hydrostatic stress |σ 11 + σ 22 | is above a critical stress σ 0 . We have not allowed for the reverse transformation, but it is trivial to add this if required. The nucleation term and the loading both maintain the circular symmetry in the problem.
The kinetic response isv
e 2 is a distinguished material direction that sets the anisotropy. Recall that The left column is the evolution with linear kinetics, and the right column is the evolution with non-monotone kinetics, with snapshots of the F 11 − 1 field taken at the same time for both processes. The phases are not stress-free compatible. The top row, at small times, is fairly similar. As evolution progresses, there are quantitative but not qualitative differences. 
Stick-slip Twinning Kinetics
We examine the evolution of twinning interfaces in 2D using stick-slip kinetics using the energy described in Section 3 with the rotated specimen. We consider a 2D rectangular plate fixed at the left edge, and traction-free at the top and bottom edges. A stress-free compatible phase interface exists in the plate initially. A constant tensile load is then applied at the right edge.
We use a stick-slip kinetic response:v
We examine the evolution of the interface for a number of applied load levels. Fig. 5 shows the F 11 − 1 field some time after evolution has commenced, for different load levels. We find that we are able to impose stick-slip easily and effectively through the kinetic response listed above in 2D as well. 
Rate-Dependent and Asymmetric Nucleation
We examine the prescription of complex nucleation rules in our formulation. In this section, we demonstrate two key features: (1) that we transparently incorporate complex nucleation behavior such as ratedependence; and (2) that we can tailor the nucleation stress easily without any modifications to the energy but purely through the activation of the source term G. We perform calculations in 1D and 2D to show the ability of the model to separate kinetics and energetics from nucleation. An additional feature that we demonstrate is that we can independently prescribe the forward and reverse nucleation stresses; i.e., given a completely symmetric energy landscape, we are able to induce nucleation in one direction at a certain critical stress, but the reverse transformation is induced at a completely independent critical value of the stress. This gives us a powerful approach to prescribe complex nucleation criteria. For instance, in the 1D calculation described below, we are able to change the nucleation stress by a factor of 3 for a change of 4% in the loading rate.
Rate-Dependent and Asymmetric Nucleation in One Dimension
We use the same energyW as in Section 4.1 with linear kinetics. This energy is quadratic around the stress-free strains 0 and 1, corresponding to phase 1 and phase 2. The elastic moduli is the same in both phases. Figure 5: The F 11 − 1 field at a given time for varying applied load levels. In the first case, well below the critical load, there is no evolution; in the second case, just above the critical load, there is very slow evolution; in the third case, well above the critical load, there is rapid evolution.
The nucleation criterion is specified as follows:
The term (1 − H l (φ − 0.6)) ensures consistency with thermodynamics in that it turns off the nucleation source for the transformation 1 → 2 when we are in phase 2. Similarly, H l (φ − 0.4) turns off the source for the reverse transformation 2 → 1 when we are in phase 1.
For clarity of presentation, we have simplified the nucleation definitions to be piece-wise. However, this would require us to track precisely the point at which the stress reaches the critical value. Therefore, in implementation, we use a regularized version of these definitions, both in this section and elsewhere. The key distinction between the regularization that we have used in the nucleation and kinetics, vs. the usual regularization of displacement fields, is that in our case the observed nucleation and kinetics are not sensitive to the regularization.
Asymmetry in the forward and reverse transformations is readily prescribed by using different values for the forward and reverse threshold stresses σ 1→2 and σ 1→2 .
Rate-dependence is prescribed by making the threshold stresses functions of the loading rate. We use: We demonstrate this nucleation criterion by computing an entire hysteresis loop, starting with the forward transformation from phase 1 to phase 2, and then the reverse transformation back to phase 1 (Fig. 6 ). This loop is computed by simply evolving the kinetic equation for φ while solving the quasistatic (i.e., without inertia) momentum balance as the evolution proceeds. Figure 6 : Left: Hysteresis curve for two loading rates demonstrating effect of rate-dependent nucleation. Right: Hysteresis curve demonstrating asymmetric nucleation, i.e., forward and reverse nucleation criteria are independently prescribed without changing the energyW . The bold horizontal line marks the stress around which the energyW is symmetric.
As we notice from Fig. 6 , we are able to precisely set the nucleation stress in a direct and transparent manner. In addition, we are able to change the nucleation stress by a factor of 3 for a change in loading rate of 4%.
Rate-Dependent and Asymmetric Nucleation in Twinning
We demonstrate here the possibility of allowing rate-dependence and asymmetry in nucleation for a twinning transformation. While twinning is typically expected to be symmetric, this calculation serves as a demonstration that asymmetry in nucleation can be readily introduced in 2D even when eveything else in the problem is symmetric.
We use the energy for twinning described in Section 3 with linear kinetics. The nucleation criterion is specified as follows:
It resembles closely the 1D version. The key difference from 1D is that the scalar stress is here replaced by the shear traction magnitude on the planes oriented at π/12. Hence, this is essentially a critical resolved shear stress (CRSS) type of nucleation criterion, with the difference being that we can set σ 2→1 and σ 1→2 to completely distinct values.
Asymmetry and rate-dependence are prescribed by following exactly the 1D approach of making σ 2→1 and σ 1→2 different from each other and rate-dependent. For simplicity, we set the rate-dependence through the 11-component of the nonlinear strain measure. For realistic calculations, a model based on an objective rate would be appropriate. 
Imposing Principal Normal Stress-and Shear Stress-Dependent Nucleation for Twinning
Defect nucleation and kinetics typically do not depend exclusively on the driving force. E.g., recent studies of dislocation motion in BCC metals show that other stress components can be important in addition to the shear-related driving force [GBV08, GRBV08] . Motivated by these studies, we examine twin nucleation within our model, where the nucleation criterion has a dependence on the maximum principal stress, in addition to the critical resolved shear stress (CRSS) for twin nucleation. While this nucleation criterion is not motivated by any specific observations in experiments or atomistics, it serves as a toy model to demonstrate the transparent specification of complex nucleation criteria.
The elastic energy is as described in Section 3, with the unrotated specimen. We use simple linear kinetics. Our nucleation criterion is as follows:
A 0→1 is a constant which controls the rate of nucleation. H l 0.6 − φ causes nucleation to be active when φ < 1 and "turns off" when φ is close to 1. To prevent nucleation near the boundaries, G is active only in a circle of radius 0.35 centered at the middle of the domain and 0 elsewhere.
The CRSS character is built into the nucleation stress through the condition |b·σa| > τ CRSS . The vectors
−1 1 are the twin normal and shear direction, thereby resolving the shear stress in the direction appropriate for twin nucleation. We note that it is direct and transparent to have the nucleation stress have CRSS character as in the equation. It is equally direct to add a dependence on the hydrostatic stress state if required; in our example, we have taken a simple dependence that requires a minimum level of the principal stress. More complex pressure-sensitive nucleation responses can be easily incorporated in our model.
We examine the behavior of this nucleation response through the interaction of an elastic wave with the residual stress field around an inclusion. A square 2D single-phase domain is considered with a circular non-transforming elastic inclusion at the center. The elastic inclusion is stress-free at F = I but the surrounding matrix has F = U ; therefore, the interface between the inclusion and the matrix sets up a stress field. A shear at -or above -the critical level required by the CRSS criterion would not cause nucleation unless there is also sufficiently large principal stress. The residual stress field around the misfitting inclusion provides this stress.
The specimen is fixed on the left boundary, traction-free at the top and bottom, and a constant load is applied to the right. This load results in an elastic wave which interacts with the stress field around the inclusion and leads to nucleation when the critical conditions are satisfied (Fig. 8) .
The inclusion is elastic in the sense that it has a finite elastic modulus. However, it has only a single stress-free deformation state at F = I. Therefore,W in the inclusion is independent of φ, and the energy has only the term 1 2 |∇φ| 2 that depends on φ. Therefore, the evolution of φ is diffusion-driven within the inclusion, and interacts with the matrix through the value of φ on the boundary. Physically the evolution of φ within the inclusion has no meaning, but it nonetheless affects the evolution in the matrix through the interaction on the inclusion-matrix boundary. Therefore, the ideal strategy would be to not define φ at all within the inclusion and use a separate boundary kinetic equation that reflects the physics of the interface interacting with the inclusion-matrix boundary (see Section 10). A simpler approach may be to define the kinetics within the inclusion in such a way as to mimic the correct physics at the inclusion-matrix boundary. For now, we have ignored these issues and simply evolved φ based on 1 2 |∇φ| 2 .
Competition Between Nucleation and Kinetics in Twinning
We examine the competition between kinetics and nucleation in the evolution of microstructure. We use precisely the same material model, specimen geometry and inclusion, and loading conditions as in Section 8. Recalling that G is a nucleation rate, we examine the effect of a large nucleation rate and a small nucleation rate, while keeping the kinetic response the same in both cases. Varying the nucleation rate simply involves changing the value of A 0→1 in (8.1).
The results of the calculations are shown in Fig. 9 . A key qualitative difference is that when the nucleation rate is smaller, we find that the microstructure is finer as compared to the larger nucleation rate.
Heuristically, it appears that the high nucleation rate enables the formation of larger nuclei that quickly coalesce to form relatively coarse-microstructure. For lower nucleation rates, the microstructure takes longer to develop and there are a number of smaller nuclei. We note that the total area of the transformed regions is smaller when the nucleation rate is lower, as may be expected.
Boundary Kinetics
The most widely-used boundary condition (BC) on φ in standard phase-field modeling imposes ∇φ·N = 0 on ∂Ω. Among other things, it forces the interface to be normal to the boundary in the vicinity of the boundary, and it does not associate a kinetics to the evolution on the boundary beyond that which is driven by the evolution in the bulk. However, as [SB98, SB00, SB99] examined in the sharp-interface setting, it is possible to associate a separate kinetics to the junction line (or junction point in 2D) of the interface with the boundary. Along the junction line, we require not only the normal interface velocity field v φ n , but also the interface velocity component that is tangent to the boundary. As illustrated in Fig.  10 , the boundary velocity can have a profound effect on the evolution on the interior. It also controls the surface evolution of φ, and ignoring the effect of boundary kinetics can potentially lead to errors in analyzing experiments that are based only on surface measurements.
In this section, we use the interface balance principle to deduce a kinetic law for the regularized junction lines, and apply the formulation to some illustrative calculations.
Formulation of Boundary Kinetics
Following closely the balance principle posed in the companion paper, we consider the flux of interfaces that thread a curve, with the only difference being that in this case the curve is restricted to lie on the boundary. Hence, the kinetic law is the same as the bulk,φ = |∇φ|v φ e + G e , with the gradient operator here interpreted as restricted to the boundary. As with v φ n , the edge velocity v φ e can be an arbitrary function of any arguments as long as it satisfies positive dissipation. To ensure positive dissipation, as well as identify the thermodynamic conjugate driving force, we re-examine the dissipation statement, but augment the energy to account for the boundary working.
We start by rewriting the energy to include an "elastic energy on the boundary":
∇ S is the gradient on the surface.
The first surface integral is the "elastic energy on the boundary". The constant t that multiplies it has dimensions of length, and is required for dimensional consistency. Heuristically, it can be considered a measure of the distance that the surface effects penetrate into the bulk.
The term containing S regularizes the interface-boundary junction. In principle, it is possible for the elastic energy on the boundary to drive the interface to become singularly sharp at the junction, and this term prevents that. Physically, it allows for the junction to have a width that can differ from the width of interfaces in the bulk. We use S to define t ∼ S / which has dimensions of length.
For notational convenience, we write the energy in (10.1) as
, where V consists of the volume integrals and S consists of the surface integrals. We write the kinetic energy also as a sum of a volume integral and surface integral:
We now examine dissipation to obtain the thermodynamic conjugate driving forces for the the bulk and the edge interface velocities. Recall that D is the difference between rate of external working and the rate of change of stored energy. Computing D gives us precisely the same result as the dissipation calculations in the companion paper, except that we have the additional contribution from the surface terms in the stored energy. This additional contribution is
, and can be simplified as follows:
The first term above vanishes as follows. Following precisely the calculations in the companion paper, we can writeḞ as the material velocity gradient. Using integration-by-parts and the divergence theorem, we obtain balance of linear momentum which consequently vanishes, and another term that is a total derivative integrated over the closed region ∂Ω 0 and therefore is set to 0.
The last term above can be written as
Sφ div S ∇ S φ, as well as another term that is a total derivative integrated over the closed region ∂Ω 0 and therefore goes to 0.
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We can now write the dissipation D. It consists of the same expressions as in the dissipation without bulk contributions (see companion paper), and with the additional remaining nonzero terms from (10.3):
We use the bulk and boundary balance laws to replaceφ by |∇φ|v φ n and |∇φ|v φ e to obtain the thermodynamic conjugates to v φ n and v φ e as the bulk and edge driving forces:
The expression for f edge has some similarities to the sharp-interface version [SB98] , in much the same way as f bulk has similarities to the classical driving force on an interface.
We have ignored the source G e above, but it provides a natural avenue to control nucleation of new interfaces on the boundary.
Faceting of a Flat Stressed Interface
We consider the energy in Section 3 using the unrotated specimen. As noted there, the stress-free compatible twin interfaces are oriented at ±π/4. Here, we begin with an interface oriented vertically, and examine the evolution driven by the stress field. As expected, the interface facets to locally align along the stress-free compatible directions. However, we examine the effect of two contrasting choices of the boundary kinetics: (1) linear boundary kinetics that matches the linear bulk kinetics, and (2) pinned on the boundary with linear bulk kinetics. We fix the left face of the specimen, and leave the other faces traction-free. Fig. 11 shows the initial condition for both cases, and the final equilibrium state. An interesting result when the interface is pinned on the boundary is that the orientation of the interface at the boundary is exactly the opposite of the interface orientation in the bulk. Experimental probes of microstructure at the surface could completely mis-estimate the bulk microstructure.
Competition Between Bulk and Boundary Kinetics
We compare the evolution of a stress-free compatible interface for 3 different cases: when the boundary kinetics is (i) slower, (ii) the same, and (iii) faster, than the bulk kinetics. For both bulk and boundary kinetics, we use a linear dependence on driving force, and change only the leading coefficient multiplying them. The ratios of the coefficients are 0.4 (boundary slower than bulk), 1.0 (boundary and bulk are the same), and 1.6 (boundary faster than bulk).
We use the material described in Section 3 with the rotated specimen. The initial configuration with the stress-free compatible interface for all 3 cases is the same and shown in Fig. 12 . A constant tensile load is applied at the right face of the domain, and this causes the interface to begin to move. The top and bottom faces are traction-free, and the left end is clamped. The results from the 3 cases are shown in Fig.  12 .
A Singularity In Boundary Kinetics
The simplest boundary kinetic relation is to assume that the edge velocity field v φ e is a function of only the driving force f edge . However, we discuss here a simple but realistic example where this can lead to unexpected and likely-unphysical results.
Consider the energy in Section 3 for twinning, but with the specimen oriented such that the stress-free twin interface is vertical. The interface is normal to the boundary on the top and bottom faces which are traction-free. We apply a shear force on the right face while the left face is held fixed.
These phases in this problem are related by a shear, and hence the driving force for transformation is directly proportional to the shear traction on the plane that is parallel to the interface. Therefore, a simple choice of linear kinetics -in the bulk as well as on the boundary -will set the interface velocity roughly proportional to the local value of the shear traction on the interface.
However, the top and bottom faces of the domain are traction-free; therefore, the shear stresses along the interface at the top and bottom faces are 0. The boundary driving force then largely vanishes, except for a small contribution due to the regularization parameters and S . Fig. 13 shows the time evolution of the interface in the vicinity of the boundary. We find the unexpected development of an extremely curved interface as the interface in the interior moves forward while the interface-boundary junction barely moves. The presence of and S prevent this extremely curved interface from becoming completely singular. With this regularization, the interface moves slowly along the boundary as the large curvature leads to contributions from the higher-order derivatives.
While this regularization keeps the problem from becoming singular, it does not seem physically attractive for the evolution to be dominated by ad-hoc regularization terms. An approach that may perhaps provide more physically-meaningful evolution is to set the boundary kinetics based on ∇φ · N ; recall that the typical boundary condition in standard phase-field methods is ∇φ · N = 0. However, as pointed out previously, this will drive the interface to be normal to the boundary in the vicinity of the boundary.
Discussion
We have presented the 2D characterization of a phase-field model -formulated in the companion paper -that has non-singular interfaces yet allows for transparent prescription of kinetics and nucleation of interfaces. A number of examples displaying complex kinetics and nucleation are seen to be easily and transparently attacked by our approach. We have also extended the phase-field framework to allow for the prescription of an independent kinetics for the junction line between an interface and a material surface.
Our formulation allows us to prescribe both kinetics and nucleation independently. From various numerical calculations, we find that microstructure patterns and mechanical response can be very sensitive to the kinetics, particularly for stick-slip and anisotropic kinetics. Both stick-slip and anisotropic kinetics are key elements in many physical situations of interest. Standard phase-field does not handle stick-slip well when it is imposed by simply stopping the evolution when the driving force is below some critical value [LLP10] , but it is unclear if this difficulty is due to the energy structure or the evolution law. Non-monotone kinetic relations, however, were found not to provide any complex behavior.
We find that nucleation plays an extremely significant role in the development of microstructure patterns and mechanical response. We have presented a number of examples to show the transparent and easy prescription of complex nucleation rules in our formulation. These nucleation rules can involve various components of stress and strain, their rates, nonlocal quantities, and so on. We emphasize that the nucleation criteria that we have used are toy models to enable the demonstration that we can readily and transparently incorporate an extremely broad range of nucleation criteria. In addition to enabling calibration to experiment or atomic calculations, this capability enables us to systematically probe the roles of different physical mechanisms for nucleation. Recently, [BT10, WBT10] presented a first-principles-motivated statistical model of twin nucleation in HCP materials. While we have only examined deterministic nucleation in this work, it is straightforward to replace the deterministic source term in our evolution law by a statistical object that incorporates the insights from [BT10, WBT10] .
An important work with an alternative approach to the goal of numerical simulations of interface kinetics and nucleation is [HRL99] . They use a level-set like approach but with a careful approach to regularization that aims to preserve the sharp-interface kinetics. While there are many similarities between our work and theirs, there are also some key differences. In our approach, we aim to formulate a model with certain key features such as regularized interfaces and the ability to prescribe nucleation and kinetics. Their approach, however, is to develop a careful and sophisticated numerical method that reproduces the sharp-interface model. A further difference appears to be the relative ease of numerical implementation of our model compared to that approach, but this could change.
Phase-field methods have largely been restricted to linear elastic models. This has the advantage that the elastic problem has nice properties such as existence, uniqueness etc. While we have used a nonlinear deformation model in some of our calculations, it is convex (and quadratic) in the nonlinear strain for a fixed value of φ; we note that convexity in the nonlinear strain measure chosen here does not guarantee these nice properties [Cia88] . Other recent phase-field models with large-deformation elasticity include [PL13, CK11, Lev14].
Our extension to incorporate boundary kinetics provides an interesting contrast with standard phase-field models. In those models, the phase-field evolution has roughly the character of a diffusion equation if one considers the highest derivatives:φ = F (φ) + div ∇φ where F (φ) is the nonconvex term. Neumann boundary conditions are universally used for φ; from (10.5), setting t = 0, S = 0 to recover the standard phase-field models, we can recognize that Neumann boundary conditions are a specific choice of boundary kinetics that adapts the configuration instantaneously to always achieve zero driving force. Our use of boundary kinetics is roughly equivalent to time-dependent Dirichlet BCs, with the time-dependence being related to the fields in a complex and nonlinear fashion. Figure 13 : Left: the initial configuration with an interface normal to a traction-free boundary. Right: the evolution of the interface. There is no shear traction on the plane parallel to the interface at the surface, thereby not providing a driving force for the interface-boundary junction to evolve.
