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ON RANDOM CAMEO GRAPHS WITH INDEPENDENT
EDGES
PART I: PATH CONNECTIVITY AND ESSENTIAL
DIAMETER
PH. BLANCHARD, T. KRUEGER, AND M. SIRUGUE-COLLIN
Abstract. We study growth properties of the number of paths of
lenght k for a variant of Cameo graphs introduced in an earlier paper.
Sharp results are obtained for threshold for the k-path connectivity and
the essential diameter.
1. Introduction
In this paper we study phase transitions in the path-connectivity of an
inhomogeneous random graph model with power law degree distribution.
The k-path connectivity measures the average number of paths of length k
between two random chosen nodes. It has close relations to other quantities
like diameter or expected path length.
The model we use is a modification of the so-called Cameo-graphs in-
troduced in [2]. In contrast to [2] we deal here with a random graph (rg)
model where all edges are independent from each other. In a certain sense
our model is an inhomogeneous extension of classical Erdo¨s-Renyi rg with
an additional random variable ω assigned i.i.d. to the vertices. The prob-
ability of an edge between two vertices y and x depends only on the ω−
value of x and y and the vertex set size n. Cameo type graphs have a nice
interpretation in the context of social network formation (see [2] and [3] for
details).
Diameter questions for scale free graphs have been studied for different
models within the last years [1, 4, 6, 7]. The first rigorous treatment was
given by Bollobas&Riordan [4] for a precise variant (the LCD-model) of the
Albert&Barabasi evolutionary model with preferential attachment. In all
the quoted articles a kind of branching process approximation was used to
derive the upper bounds for the diameter respectively mean path length. In
a forthcoming part II we will use the branching process approximation for
the Cameo-graphs introduced here. The more accessible notion of path con-
nectivity gives lower bounds on the diameter and the expected path length
and is worth studying in its own right. The main difference between the
models discussed in [1, 6, 7] and the Cameo type ones studied in this paper
is the degree-degree correlation. In our model the correlation is additive
whereas in the mentioned models the correlation is a multiplicative one.
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Both cases are interesting since they correspond to different but somehow
natural edge formation rules. The additive case studied in this paper is in
a certain sense an independent version of the so-called k− out model where
each vertex generates k edges independent from the other ones (with al-
lowed multiple edges) but still with preferences depending on the ωi value
of a vertex i.The degree distribution as well as evolutionary variants of this
model was studied in [2].
After completion of this article we became aware of the recent paper
by Bollobas, Janson and Riordan [5] where a very general framework for
inhomogeneous random graphs with independent edges is used and in detail
analyzed. The setting therein is very similar to our approach and some of
their results can nicely be applied to the class of Cameo graphs.
2. Definition of the model and some simple properties
Let ω be a continuous random variable (rv) distributed with ϕ such
that supp(ϕ) = [1,∞). Let Σ be the set of all half infinite sequences
ωˆ = (ω1, ω2, ω3, ...) with i.i.d. distributed ωi according to ϕ. Σ is naturally
equipped with the product measure Φ obtained from ϕ. We denote by Cka,b =
[(a1, b1) , ...., (ak, bk)] cylinder sets of the form {ωˆ : ωi ∈ [ai, bi] for 1 ≤ i ≤ k} .
For each element ωˆ ∈ Σ and fixed parameters c > 0 and α ∈ R we define
an associated random graph process {G (n, ωˆ)}∞n=1 as follows: G (n, ωˆ) is the
random graph space on vertex set Vn = {1; 2; ...;n} with edge probability
(2.1)
pij (n) := Pr {i ∼ j} = min
{
c∑n
k=1
1
ϕα(ωk)
(
1
ϕα (ωi)
+
1
ϕα (ωj)
)
, 1
}
where all edges are drawn independent of each other. As will be shown
later the parameter c determines the expected edge density like in classical
Erdo¨s&Renyi random graphs and the affinity parameter α directly relates
to the shape of the degree distribution. The value of the rv ωi is called
the weight of vertex i. An element G ∈ G (n, ωˆ) with edge set E := E (G)
has therefore probability Pr (G) =
∏
(i,j)∈E
pij
∏
(k,l)/∈E
(1− pkl) (if no confusion
arises we will drop the n - dependence in pij (n)).
We are interested in the asymptotic properties of G (n, ωˆ) as n → ∞ for
Φ− typical realizations ωˆ ∈ Σ. ωˆ is called typical if for any cylinder set Cka,b
with Φ
(
Cka,b
)
> 0 one has
(2.2) lim
n→∞
1
n
n−1∑
i=0
1Cka,b
(
σiωˆ
)
= Φ
(
Cka,b
)
where σ is the usual left-shift and 1A (ωˆ) is the indicator function for the
event ωˆ ∈ A ⊂ Σ. We say that a property P holds with high probability
(whp) for {G (n, ωˆ)} if lim
n→∞Pr (P holds for G ∈ G (n, ωˆ)) = 1. Note that
{G (n, ωˆ)}∞n=1 admits a kind of natural filtration such that G (n+ 1, ωˆ) is
essentially obtained from G (n, ωˆ) by adding vertex n+ 1 with weight ωn+1
and creating new edges to vertex n+1 according to formula 2.1 (where the
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sum in the normalization runs now from 1 to n+ 1) and eliminate existing
edges in G (n, ωˆ) with probability pij (n)− pij (n+ 1).
The expected degree d¯ (i) of vertex i ≤ n in G (n, ωˆ) is given by
d¯ (i) =
∑
j∈Vn;j 6=i
c∑n
k=1
1
ϕα(ωk)
(
1
ϕα (ωi)
+
1
ϕα (ωj)
)
= c+
(n− 2)∑n
k=1
1
ϕα(ωk)
c
ϕα (ωi)
= c
(
1 +
(n− 2)
ϕα (ωi)
∑n
k=1
1
ϕα(ωk)
)
(2.3)
and the expected number of edges En (ωˆ) by
En (ωˆ) =
1
2
∑
i,j∈Vn;j 6=i
c∑n
k=1
1
ϕα(ωk)
(
1
ϕα (ωi)
+
1
ϕα (ωj)
)
=
1
2
∑
i
c
(
1 +
(n− 2)
ϕα (ωi)
∑n
k=1
1
ϕα(ωk)
)
=
nc
2
+
c (n− 2)
2
∑n
k=1
1
ϕα(ωk)
∑
i
1
ϕα (ωi)
= c (n− 1)(2.4)
By the ergodic theorem we have Φ− almost surely
(2.5) A (α) := lim
n→∞
1
n
n∑
i=1
1
ϕα (ωi)
=
∫ ∞
1
ϕ1−α (ω) dω
Let B (ϕ) be the set of α− values for which A (α) <∞ (in case ϕ decays
faster then any polynomial, B (ϕ) is just the set (−∞, 1)). For α ∈ B (ϕ) we
get the following estimate on the asymptotic value of d¯ (i) := EG(n,ωˆ) [d (i)]
for typical ωˆ:
(2.6) lim
n→∞ d¯ (i) = c
(
1 +
1
ϕα (ωi)A (α)
)
Note that the expected value of the number of edges in G (n, ωˆ) does not
depend on ωˆ. Since the last formula gives the expected degree of a vertex
x conditioned to ωi we can estimate the expected largest degree value in
G (n, ωˆ) for typical ωˆ by estimating the asymptotic of f (n, ωˆ) := max
i≤n
ωˆ.
Defining F (z) :=
z∫
1
ϕ (ω) dω and F ∗ (z) = 1−F (z) we have the following
estimation on f (n, ωˆ) :
Lemma 1: f (n, ωˆ) = [F ∗]−1
(
1
n1+o(1)
)
= F−1
(
1− 1
n1+o(1)
)
, Φ− a.s.
Proof: Clearly for any ε > 0 one has
Pr
{
f (n, ωˆ) > [F ∗]−1
(
1
n1+ε
)}
= 1−
n∏
i=1
Pr
{
ωi ≤ [F ∗]−1
(
1
n1+ε
)}
= 1−
(
1− 1
n1+ε
)n
→
n→∞ 0(2.7)
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and
Pr
{
f (n, ωˆ) < [F ∗]−1
(
1
n1−ε
)}
=
n∏
i=1
Pr
{
ωi ≤ [F ∗]−1
(
1
n1−ε
)}
=
(
1− 1
n1−ε
)n
→
n→∞ 0(2.8)
Since the sequences
{
1− (1− 1
n1+ε
)n}
and
{(
1− 1
n1−ε
)n}
are both sum-
mable for any ε > 0 the Borel-Cantelli lemma implies the pointwise state-
ment in lemma 1.
In the next paragraph we will need some estimations of the sums 1n
∑n
i=1
1
ϕβ(ωi)
for 1 < β /∈ B (ϕ). Here one cannot apply directly the ergodic theorem since
1
ϕβ(ω)
/∈ L1Φ. But under mild assumptions on the monotonicity of ϕ one can
show that the derived rv 1
ϕβ(ω)
is power law like distributed (lemma 2) which
in turn can be used to estimate the above mentioned ergodic sum.
Lemma 2:
i) Let ϕ ∈ C2and D2 (ϕµ) 6= 0 for |µ| ∈ (0, 1] and ω > ω0 (µ) (this implies
also that ϕ is faster decaying then any power law). Then the distribution
ψ (y) of y := [ϕ (ω)]−β := ϕ (ω)−β has asymptotic density ψ (y) = 1
y
1+ 1
β
+oy(1)
.
ii) In case ϕ (ω) = constωγ the distribution of y := [ϕ (ω)]
−β is given by
ψ (y) = 1
y
1+ 1
β
−
1
βγ
+oy(1)
.
For a proof see theorem 2 in [3]. For convenience of the reader we give a
sketch of the proof in the appendix.
Together with lemma 1 we obtain in lemma 3 the following estimate :
Lemma 3: Under the assumptions of lemma 2 and for 1 < β /∈ B (ϕ)
and Φ a.s. the following properties hold:
i)
(2.9)
∫ F−1(1− 1n)
1 ϕ
1−β (ω) dω
1
n
∑n
i=1
1
ϕβ(ωi)
= no(1)
ii) under the assumptions of lemma 2i one has
(2.10)
∫ F−1(1− 1n)
1
ϕ1−β (ω) dω =
∫ nβ+on(1)
ymin
y
− 1
β
+oy(1)dy = nβ−1+on(1)
iii) for ϕ (ω) = constωγ one has
(2.11)∫ F−1(1− 1n )
1
ϕ1−β (ω) dω =
∫ n βγ(γ−1)+on(1)
ymin
y
− 1
β
+ 1
βγ
+oy(1)dy = n
γ
(γ−1)
(
β−1+ 1
γ
)
+on(1)
Proof: We will use the following statement from the appendix in [4]:
under the assumptions of lemma 2i one has
(2.12) y−1+oy(1) = − (Dϕ) ◦ ϕ−1 (y−1)
Replacing Dϕ by ϕ and ϕ by F ∗ we obtain
(2.13) y−1+oy(1) = −ϕ ◦ (F ∗)−1 (y−1)
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Furthermore we will make use of Bernstein inequality in the following
form: Let X1,X2, ...,Xn be independent random variables such that |Xi| ≤
M , E (Xi) = 0 and bn :=
n∑
i=1
E
(
X2i
)
. Then for any λ ≥ 0 one has
(2.14) Pr
(∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ ≥ λ
)
≤ exp
(
− λ
2
bn + 2M
)
Recall that according to lemma 2 the induced distribution of the rv y =
1
ϕβ(ω)
is given by ψ (y) = 1
yθ+o(1)
with 1 < θ depending on wether ϕ (ω) is of
power law type or not. To prove lemma 3 we therefore have to show
(2.15) lim
n→∞
∫ n 1θ−1
ymin
yψ (y) dy
1
n
∑n
i=1 yi
= no(1), a.s.
We will first use Bernstein inequality for the conditioned variable y˜ :=
(y | y < k) with k large. The distribution of y˜ is given by
F˜ (z) = Pr {y˜ < z} = Pr {y < z}
Pr {y < k}(2.16)
=
z∫
ymin
y−θ+o(1)dy
k∫
ymin
y−θ+o(1)dy
= C (k)F (z) ; z ≤ k(2.17)
with C (k) → 1 as k → ∞ hence y and y˜ have up to a constant the
same distribution. Let Xi := E (y˜i) − y˜i and note that the rv Xi satis-
fies the assumptions required in Bernstein inequality with M = k. We have
E
(
X2i
)
= E
(
y˜2i
) − E2 (y˜i) with E (y˜i) = k∫
y˜min
C (k) y˜1−θ+o(1)dy˜ = k2−θ+ok(1)
and E
(
y˜2i
)
= k3−θ+ok(1), hence E
(
X2i
)
= k3−θ+ok(1) − k4−2θ+ok(1). Since
3 − θ > 4 − 2θ for θ > 1 we have E (X2i ) = k3−θ+ok(1). Furthermore
n∑
i=1
E
(
X2i
)
+ 2k = nk3−θ+ok(1) + 2k. We will take now k as a function of n
namely as the expected maximal value of the rv y. By lemma 1 we then
know that the sequence (yi)
n
1 is almost surely equal to the sequence ((y˜i)
n
1 )
for k = n
1
θ−1 . Let λ = nε with 0 < ε to be defined later. From equation 2.14
we get
Pr
(∣∣∣∣∣nE (y˜i)−
n∑
i=1
yi
∣∣∣∣∣ ≥ nε
)
≤ exp
(
− n
2ε
n · n 3−θ+on(1)θ−1 + 2n 1θ−1
)
(2.18)
≤ exp
(
− n
2ε
n
2+on(1)
θ−1 + 2n
1
θ−1
)
(2.19)
≤ exp
(
−n2ε− 2θ−1+on(1)
)
(2.20)
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The right hand side converges to zero for ε > 1θ−1 . Since furthermore
E (y˜i) = n
2−θ
θ−1
+on(1) = n
1
θ−1
−1+on(1) we obtain E(y˜i)
1
n
n∑
i=1
yi
=
(1+o(1))
∫ n 1θ−1
ymin
y1−θ+o(1)dy
1
n
n∑
i=1
yi
≤
nε−
1
θ−1
+o(1) almost surely. Chose a sequence
{
εi; εi >
1
θ−1
}
→ 1θ−1 For each
εi we have by Borel-Cantelli lemma Φ− almost surely
(2.21)
∫ n 1θ−1
ymin
y1−θ+o(1)dy
1
n
n∑
i=1
yi
≤ nεi− 1θ−1+on(1)
Let Gi be the set of sequences ωˆ ∈ Σ for which 2.21 holds. Since Φ (Gi) =
1 for all i we have for the countable intersection G := ∩iGi also Φ (G) = 1.
Clearly for elements in G lemma (3i) is true. The statements in (3 ii) and
(3 iii) follow from a straightforeward computation using 2.13.
3. k-path connectivity and essential diameter
Let d (i, j) be the usual distance between two vertices i and j in a given
graph G. Define as usual the diameter by diam (G) := max
i,j∈V (G),i 6=j
d (i, j)
and the component diameter by diamCo (G) := max
Co
diam (G |Co) where
G |Codenotes the restriction of G to a connected component Co. We further
introduce the notion of ε− essential diameter
(3.1) diam(ε)ess (G) := min
V ∗⊂V (G);#V ∗=⌈ε|V (G)|⌉
diam (G |V ∗)
The essential diameter is related to the existence of a core ball on the graph
which carries a positive fraction of all the vertices.
The expected path length (epl) ∆ (G) of a connected graph G is defined as
the mean distance between pairs of vertices: ∆ (G) := 1
(n2)
∑
i,j∈V (G);i 6=j
d (i, j).
For non-connected graphs G we define ∆ (G) as the average over d (i, j)
where i, j belong to the same connected component of G. It is a well known
phenomena that the random variable describing the diameter or the ex-
pected path length of a r.g. space is typically highly concentrated. Closely
related quantities are the probability Pk that there is a path of length
k between two at random chosen vertices and the k− path connectivity
Γk (i, j,G), the number of paths (without repetition) between i and j in the
graph G. From Γk (i, j,G) two natural quantities can be derived: the maxi-
mum k− connectivity Γk (G) := max
i,j
Γk (i, j,G) of a graph G and the mean
k− connectivity Γ¯k (G) := 1|E(G)|
∑
(i,j)∈E(G)
Γk (i, j,G). It turns out that for
large n the r.v. Γk is either close to zero or very large and the same holds
for Γ¯k (G). For random graphs with a giant component, this ”jump” value
of Γk is either of the same order or smaller as ∆ (G). We are now ready to
state our main theorem:
Theorem :
i) For c > 0 and α ∈ (12 , 1) there exists L (c, α) such that, with high
probability,whp, Γk (G ∈ G (n, ωˆ))is almost 0 for k less than L (c, α) and
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Γk (G ∈ G (n, ωˆ)) much bigger than 1 for k bigger than L (c, α) almost surely
in ωˆ.
ii) For c > A(α)
A(α)+
√
A2
and α ∈ [0, 12)there exists L (c, α) such that, with
high probability, Γk (G ∈ G (n, ωˆ)) is much smaller than 1 for k less than
(L (c, α)− 1) log n and Γk (G ∈ G (n, ωˆ)) much bigger than 1 for k bigger
than (L (c, α) + 1) log n almost surely in ωˆ.
iii) under the conditions of i) and for 0 < ε < ε0 (c, α) there exists L (c, α)
such that, with high probability, diam
(ε)
ess (G) is less or equal to L (c, α) .
Proof:
i) Let α ∈ (12 , 1) and ϕ satisfying the assumptions of lemma 2i. We
will start with an estimation of the expected number EG(n,ωˆ) [Γk (i, j)] of
paths of length k between two vertices i and j for typical ωˆ. We will show
that there is a sharp transition value k0 (n) such that, below k0 this ex-
pectation is close to zero whereas for k > k0 it tends to infinity. Since
Pr {d (i, j) ≤ k | G (n, ωˆ)} →
n→∞ 0 for EG(n,ωˆ) [Γk (i, j)] → 0 we get as well a
lower bound for the expected path length -epl- and the diameter on G (n, ωˆ)
as n→∞.
Let Σ
(k)
ij ⊂ {i}×(Vn)k−1×{j} be the set of k+1− strings of vertices with-
out vertex repetition . Clearly one has #Σ
(k)
ij = (n− 2) (n− 3) ... (n− k)
for k > 1. For γk = (x0 := i, x1, x2, ..., xk−1, xk := j) ∈ Σ(k)ij we denote by
1γk (G) the characteristic function for γk being a path of length k between
i and j, that is all pairs (xl, xl+1) in the string γk are edges in G ∈ G (n, ωˆ).
From the model definition we have
(3.2) Pr
{
1γk = 1
}
=
k−1∏
l=0
pxlxl+1 (n)
, which for typical ωˆ and α ∈ B (ϕ) takes the form
(3.3) Pr
{
1γk = 1
}
=
[
c (1 + on (1))
nA (α)
]k k−1∏
l=0
(
1
ϕα (ωxl)
+
1
ϕα
(
ωxl+1
)
)
With yi :=
1
ϕα(ωi)
we get for the expectation of Γk (i, j)
(3.4) EG(n,ωˆ) [Γk (i, j)] =
∑
γk∈Σ(k)ij
[
c (1 + on (1))
nA (α)
]k k−1∏
l=0
(
yxl + yxl+1
)
Multiplying out
k−1∏
l=0
(
yxl + yxl+1
)
one obtains two different type of terms,
namely terms where each yxl appears just once and terms where (yxl)
2 ap-
pears. It turns out, that the main contribution to 3.4 comes from terms
with a maximal number of (yxl)
2 involved.
By using the ergodic theorem and lemma 3 we obtain upper and lower
bounds on EG(n,ωˆ) [Γk (i, j)] as follows: Since for k fixed we have Φ a.s.
(3.5)
1
n (n− 1) ... (n− k + 1)
∑
x1,x2,...,xk;x0 6=x1 6=x2... 6=xk
yx1 ...yxk =
1 + on (1)
nk
∑
x1,x2,...,xk
yx1 ...yxk
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and
(3.6)
1 + on (1)
nk
∑
x1,x2,...,xk
yx1 ...yxk =
1 + on (1)
n
∑
x1
yx1 ·
(
1
n
∑
x2
yx2 · .... ·
(
1
n
∑
xk
yxk
))
applying the ergodic theorem separately to the sums we obtain
(3.7)
1
nk−1
∑
γk∈Σ(k)ij
∏
xl∈γk,0<l<k
yxl = (1 + on (1))

 ∞∫
1
ϕ1−α (ω) dω


k−1
More generally with ν = (ν1, ν2, ..., νk−1) such that ν ∈ {0 ; 1; 2} ,
∑
νl =
k − 1 we have
(3.8)
1
nk−1−g0
∑
γk∈Σ(k)ij
∏
xl∈γk
yνlxl = n
on(1)·


F−1(1− 1n)∫
1
ϕ1−2α (ω) dω


g2
·

 ∞∫
1
ϕ1−α (ω) dω


g1
where gi := # {νl | νl = i} for i ∈ {0 ; 1; 2} . Note that 2α /∈ B (ϕ) for α ∈(
1
2 , 1
)
and therefore lemma 3 has to be applied. Using the last expression and
the estimation from lemma 3
F−1(1− 1n)∫
1
ϕ1−2α (ω) dω = nδ(α) where δ (α) =
2α− 1 + on (1) , we get the following bounds:
(3.9) EG(n,ωˆ) [Γk (i, j)] ≤
[
c (1 + on (1))
A (α)
]k nδ(α)⌊k/2⌋
n
Ak (α) 2k =
and
(3.10) EG(n,ωˆ) [Γk (i, j)] ≥
[
c (1 + on (1))
A (α)
]k nδ(α)⌊k/2⌋
n
Clearly EG(n,ωˆ) [Γk (i, j)] → 0 for k < 2δ(α) and EG(n,ωˆ) [Γk (i, j)] → ∞
for k > 2δ(α) + 1. To finish the proof of part i) of theorem 1 we still have
to establish a relation between EG(n,ωˆ) [Γk (i, j)] and  k (G) , respectively
Γ¯k (G). For the case when ϕ is itself a power law distribution
const
ωγ one gets
in complete analogy to the above computations the following estimation.
ii) Let α ∈ (0, 12). The first part of the argumentation in the previous
section (till formula 3.4) remains unchanged since it was independent of the
α− value. In formula 3.8 we have for α < 12 and ϕ decaying faster than any
power law the estimation
(3.11)
F−1(1− 1n )∫
1
ϕ1−2α (ω) dω <
∞∫
1
ϕ1−2α (ω) dω =: A2 > A := A (α)
This gives in connection with formula 3.4:
(3.12) EG(n,ωˆ) [Γk (i, j)] ≤
[
c (1 + on (1))
A (α)
]k A3
n
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and
(3.13) EG(n,ωˆ) [Γk (i, j)] ≥
[
c (1 + on (1))
A (α)
]k A4
n
where the constants A3 and A4 are given by A3 = (2A2)
k/2 and A4 = A
k.
Hence for c sufficiently small and Φ a.s. whp G ∈ G (n, ωˆ) has no gi-
ant component since otherwise the expected k− path number has to in-
crease with k. To get better bounds on the the jump value for the k−
path number for c > 1 we have to estimate the sum over the products
k−1∏
l=0
(
yxl + yxl+1
)
a bit more precisely. Let C
(k)
m be the number of terms aj
in the product
k−1∏
l=0
(
yxl + yxl+1
)
=
∑
aj with aj =
∏
yνlxl for some vector
ν = (ν1, ν2, ..., νk−1), νi ∈ {0 ; 1; 2} , where exactly for m values of i the
exponent νi = 2 appears. Replacing the sums over the different xl for Φ−
typical ωˆ by the corresponding integral we get
(3.14) EG(n,ωˆ) [Γk (i, j)] =
1
n
[
c (1 + on (1))
A (α)
]k m=⌊ k2⌋∑
m=0
C(k)m A
m
2 A
k−2m
The coefficients C
(k)
m can nicely be interpreted in terms of a topological
Markov chain. Consider the 4− state Markov chain with transition matrix
(3.15) (aij) =


1 0 1 0
0 1 0 1
0 1 0 1
1 0 1 0


The states correspond to the different types of product terms in
(
yxl + yxl+1
) (
yxl+1 + yxl+2
)
,
namely 1
.
= yxlyxl+1 , 2
.
= yxl+1yxl+2 , 3
.
= yxlyxl+2 and 4
.
= yxl+1yxl+1 . Then
C
(k)
m is the number of words of length k with exactly m− times the symbol
4 appearing.
We illustrate the construction by an example. Let k = 4 and consider the
products in the path probability sum
3∏
l=0
(
yxl + yxl+1
)
= (yx0yx1yx2yx3 + yx0yx1yx2yx4 + yx0yx1yx3yx4 +
+yx0yx2yx3yx4 + yx1yx2yx3yx4 + yx0yx1y
2
x3 +
+yx0yx2y
2
x3 + yx0y
2
x2yx3 + yx0y
2
x2yx4 +(3.16)
+yx1yx2y
2
x3 + yx1y
2
x2yx3 + y
2
x1yx2yx3 + yx1y
2
x2yx4
+y2x1yx2yx4 + y
2
x1yx3yx4 + y
2
x1y
2
x3)
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Each product corresponds uniquely to one symbolic word e.g.
yx0yx1yx2yx3
.
= 111(3.17)
yx0yx1yx3yx4
.
= 132(3.18)
yx1yx2yx3yx4
.
= 222(3.19)
yx1y
2
x2yx3
.
= 241(3.20)
y2x1y
2
x3
.
= 434(3.21)
and so on.
To estimate S (k,A2, A) :=
m=⌊ k2⌋∑
m=0
C
(k)
m Am2 A
k−2m we will first derive a
recursion relation for the numbers C
(k)
m conditioned on the end-value of the
k−string. Let therefore C(k)m,a be the number of strings of length k ending in
state a , ( a = 1, 2, 3, 4 ) with exactly m times the symbol 4 appearing. We
get the following recursion:
C
(k+1)
m,1 = C
(k)
m,1 + C
(k)
m,4(3.22)
C
(k+1)
m,2 = C
(k)
m,2 + C
(k)
m,3(3.23)
C
(k+1)
m,3 = C
(k)
m,1 + C
(k)
m,4(3.24)
C
(k+1)
m,4 = C
(k)
m−1,2 + C
(k)
m−1,3(3.25)
for k ≥ 1 and m > 0. The initial conditions are: C(1)0,a = 1 for a = 1, 2, 3,
C
(1)
0,4 = 0, C
(1)
1,a = 0 for a = 1, 2, 3, C
1
1,4 = 1. With X
k
m := C
(k)
m,1 + C
(k)
m,4 and
Y km := C
(k)
m,2 + C
(k)
m,3 this reduces to
X(k+1)m = X
(k)
m + Y
(k)
m−1(3.26)
Y (k+1)m = X
(k)
m + Y
(k)
m(3.27)
Using the generating functions fX (k, z) :=
∑
m
X
(k)
m zm and fY (k, z) :=∑
m
Y
(k)
m zm the above recursion relation for the C
(k)
m,a can be translated into
a recursion relation for the generating functions:
(3.28)
(
fX (k + 1, z)
fY (k + 1, z)
)
=
(
1 z
1 1
)(
fX (k, z)
fY (k, z)
)
, k ≥ 1
with initial conditions fX (1, z) = 1 + z and fY (1, z) = 2. The transition
matrix has eigenvalues {λ1 =
√
z + 1, λ2 = 1−
√
z} and therefore we obtain
fX (k, z) =
(
1
2
(1 + z) +
√
z
)
λk−11 +
(
1
2
(1 + z)−√z
)
λk−12(3.29)
fY (k, z) =
(
1 +
1
2
√
z
+
√
z
2
)
λk−11 +
(
1− 1
2
√
z
−
√
z
2
)
λk−12(3.30)
for k ≥ 1. For z = A2
A2
and since S (k,A2, A) := A
k
m=⌊ k2⌋∑
m=0
C
(k)
m
(
A2
A2
)m
we get
S (k,A2, A) = const ·
(
A+
√
A2 + ok (1)
)k
. Inserting this into equation 3.14
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we obtain
EG(n,ωˆ) [Γk (i, j)] =
const
n
[
c (1 + on (1))
A (α)
]k (
A (α) +
√
A2 + ok (1)
)k
=
const
n
(1 + on (1))
k
(
c+
c
√
A2
A (α)
)k
(3.31)
For c + c
√
A2
A(α) < 1 the expected k−path number converges to zero for
each k and hence the corresponding random graph space has whp no giant
component. For B := c + c
√
A2
A(α) > 1 and k =
(1+ε) logn
logB , ε > 0 the expected
k − path number goes to infinity.
It remains to prove that the above phase transition happens whp in
G ∈ G (n, ωˆ) for typical ωˆ. A standard technique to obtain such results is
the so called first and second moment method. From Tchebychev inequality
one has for a discrete positive random variable X with E (X) = a
(3.32) Pr {X = 0} ≤ E
(
X2
)
a2
− 1
. By the Markov inequality we have further
(3.33) Pr {X ≥ t} ≤ a
t
. We will first show that
(3.34)
EG(n,ωˆ)
(
[Γk (i, j)]
2
)
[
EG(n,ωˆ) ([Γk (i, j)])
]2 →n→∞ 1
for almost every ωˆ and k > kc where kc is the phase transition value in
Theorem 1. For a given string γk = {i = x0, x1, ..., xk = j} ∈ Σ(k)ij let
(3.35)
Bl (γk) :=
{
γ′k ∈ Σ(k)ij : γ′k has l pairs (xm,xm+1) in common with γk
}
and
(3.36)
Al (γk) :=
{
γ′k ∈ Σ(k)ij : γ′k has l interior vertices xm in common with γk
}
where the the interior vertices are all xm with 1 ≤ m ≤ k − 1. The index
in (γ′k, γk) of a string γ
′
k with respect to a given γk is defined as the unique
integer pair
(
IA, IB
)
such that γ′k ∈ AIA (γk)∩BIB (γk). Since for any fixed
G we have by definition Γk (i, j) =
∑
γ∈Σ(k)ij
1γ (G) we get
[Γk (i, j)]
2 =
∑
γ∈Σ(k)ij
1γ (G)
∑
γ′∈Σ(k)ij
1γ′ (G)(3.37)
=
∑
γ∈Σ(k)ij
1γ (G)
∑
l,m
∑
γ′:in(γ′k,γk)=(l,m)
1γ′ (G)(3.38)
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. We will show that the main contribution to the above sum is due to strings
with index (0, 0) , that is for independent pairs of strings. More precisely
the following proposition holds:
(3.39)
EG(n,ωˆ)
(
[Γk (i, j)]
2
)
= EG(n,ωˆ)

 ∑
γ∈Σ(k)ij
1γ (G)
∑
γ′:in(γ′k,γk)=(0,0)
1γ′ (G)

+O (n−1)
which implies that for EG(n,ωˆ)

 ∑
γ∈Σ(k)ij
1γ (G)
∑
γ′:in(γ′k,γk)=(0,0)
1γ′ (G)

 > 1 .
To see this we need an estimation of the cardinality of Al (γk) and of the ex-
pectation EG(n,ωˆ)
(
1γk · 1γ′k
)
for given index of γ′k. Clearly for in (γ
′
k, γk) =
(0, 0) one has EG(n,ωˆ)
(
1γk · 1γ′k
)
= EG(n,ωˆ)
(
1γk
) · EG(n,ωˆ) (1γ′
k
)
since the
strings are independend. Furthermore we have #A0 (γk) =
k−1∏
l=1
(n− k − l) =
nk−1 (1 + on (1)) and #Σ
(k)
ij = n
k−1 (1 + on (1)) . Since the cardinalities of
A0 (γk) and Σ
(k)
ij are of the same order we obtain
EG(n,ωˆ)

 ∑
γ∈Σ(k)ij
1γ (G)
∑
γ′:in(γ′k,γk)=(0,0)
1γ′ (G)

(3.40)
=
∑
γ∈Σ(k)ij
EG(n,ωˆ) (1γ (G))
∑
γ′:in(γ′k,γk)=(0,0)
EG(n,ωˆ)
(
1γ′ (G)
)
= (1 + on (1))
∑
γ∈Σ(k)ij
EG(n,ωˆ) (1γ (G))
∑
γ′∈Σ(k)ij
EG(n,ωˆ)
(
1γ′ (G)
)
= (1 + on (1))
[
EG(n,ωˆ) (Γk (i, j))
]2
. We will now estimate the contribution of the summation over indices
with in (γ′k, γk) = (a, b) 6= (0, 0) . First note that for a pair of strings
(i0, j0) , (i1, j0) where i0 6= i1, we have
(3.41) EG(n,ωˆ)
(
1(i0,j0) · 1(i1,j0)
)
=
[
c (1 + on (1))
nA (α)
]2
(yi0 + yj0) (yi1 + yj0)
. Furthermore we have trivially for identical pairs (i0, j0) , (i0, j0)
(3.42) EG(n,ωˆ)
(
1(i0,j0) · 1(i0,j0)
)
= EG(n,ωˆ)
(
1(i0,j0)
)
and for pairs (i0, j0) , (i1, j1) where i0 6= i1 and j0 6= j1 (independent pairs)
(3.43) EG(n,ωˆ)
(
1(i0,j0) · 1(i1,j1)
)
= EG(n,ωˆ)
(
1(i0,j0)
) · EG(n,ωˆ) (1(i1,j1))
. The cardinality of Al (γk) can easily be estimated by #Al (γk) =
(
n−k−1
k−1−l
) ≃
nk−1−l (1 + on (1)) . This provides also upper bounds on the cardinality of
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Bl (γk) since I
B ≤ IA always holds. To see that for (l,m) > (0, 0) one has
for γ ∈ Σ(k)ij
(3.44)
EG(n,ωˆ)

1γ (G) ∑
γ′:in(γ′k,γ)=(l,m)
1γ′ (G)

 = o

EG(n,ωˆ)

1γ (G) ∑
γ′:in(γ′k,γ)=(0,0)
1γ′ (G)




observe first that the nominator in the above expression is given by n to the
power of the number of different variables about which the ergodic averages
take place- that is k − 1 + IA. Second the nominator is given by n to the
power of the number of different edges involved in the paths γ and γ′ , that
is k+m and edges on the left hand side and 2k edges in the right hand side.
Therefore for positive index we can conclude [?] from which the claims of
the theorem follow straightforward.
4. Comments and conclusions
In this article we have discussed how the k− path connectivity and the
essential diameter depend on the parameter α expressing for Cameo-graphs
the affinity of the vertices for the property encoded in the random variable
ω. We obtained rigorous results for the corresponding phase transitions. In
a forthcoming paper we will analyze the component size and the diameter
of the largest component in Cameo-graphs. For this the theory developed
in [5] seems to be appropriate.
Cameo-graphs define a model of inhomogeneous random graphs. There
remain many interesting and challenging mathematical questions for further
research. For example both ω and α are properties of the vertices, so in
applications they take in general different values for different vertices. We
consider in this paper only ω as a random variable. What we need also is a
knowledge on the distribution of the affinity α. See e.g. [8] for first results
in this direction.
The study of spreading processes on complex random networks is a topic
of great interest in many fields and has received considerable attention dur-
ing the last years. Epidemiology modelling can be used in planning and
evaluating various prediction scenarios. See [9] for an application to the
study of corruption as an epidemic process.
A natural alternative to the choice of the pairing probabilities given in
equation 2.1 is a multiplicative kernel function. Comparable results for this
case are easy to obtain by using similar arguments as in this article. Some
parts of the combinatorics become even considerably simpler.
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ysis, Asymptotic Distributions and Stochastic Dynamics” and also of the
Center for Theoretical Physics in Marseille.
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5. Appendix
We prove here the technical statement used in the proof of lemma 3,
namely that under the assumptions of lemma 2i the following holds:
(5.1)
−ϕ ◦ ϕ−1
(
y
−1
α
)
(Dϕ)
(
ϕ−1
(
y
−1
α
)) = yoy(1)
Since ϕ (ω) decays faster then any power law, we have
(5.2) ϕ (ω) <
1
ωl
for any l and ω > ω0 (l) .
Since ϕ−1
(
1
y
1
α
)
goes to infinity for y →∞ we have to show
(5.3)
−ϕ (x)
Dϕ (x)
= [ϕ (x)]ox(1) .
The last formula states that the negative logarithmic derivative of ϕ should
not become to large or to small compared to ϕ respectively 1ϕ . For the
following it is convenient to set ϕ (x) = e−g(x) with g (x) → ∞ and rewrite
formula 5.3 as
(5.4) e−µg(x) <
1
Dg (x)
< eµg(x) for µ ∈ (0, µ0 > 0) and x > x0 (µ) .
Assume that formula 5.4 is not true with respect to the right hand side.
Then we have for a sequence of values {xi} and open intervals Ii around the
xi and some function a (x)
(5.5)
1
Dg (x)
= eµg(x)a (x) and a (x) > 1 for x ∈ Ii .
Integrating the last equation gives
(5.6) eµg(x) = eµg(x0) + µ
x∫
x0
1
a (z)
dz .
Since our assumption on D
[
1
ϕ(ω)
]µ
to be monotonous for µ > 0 and ω >
ω0 (µ) implies a (x) > 1 eventually we conclude that
(5.7) eµg(x) < eµg(x0) + µ (x− x0) .
But the fast decay condition for ϕ (x) expresses a growth condition for g (x)
namely for all k
(5.8) g (x) > k log x; x > x0 (k)
which clearly contradicts formula 5.7. It remains to show that the left hand
side of formula 5.4 also holds. Assuming the converse we get
(5.9)
1
Dg (x)
= e−µg(x)
1
a (x)
and a (x) > 1 for x ∈ Ii
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and after integration
(5.10) e−µg(x) = e−µg(x0) − µ
x∫
x0
a (z) dz .
The monotonicity condition again implies a (x) > 1 eventually, hence
(5.11) e−µg(x) < e−µg(x0) − µ (x− x0)
and a clear contradiction since the right hand side becomes negative for
large values of x.
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