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N ote 
A Note on Entropy Metrics 
Two types of entropy metric, Shannon's (1950) and Rajski's (1961), in 
the set X = {x, y, z,...} of all entropy-finite discrete random variables, and 
a short proof for the latter, will he presented. 
By x --  y we mean that given x = x~ there exists yj such that the event 
equality {x = x~} = {y = y~} holds almost surely, and vice versa. 
The following is the Shannon metric. 
THEOREM 1. dl(x, y) = H(x I Y) + H(y I x) is a metric in X. 
Proof. Symmetricity is clear, x =y  trivially implies dl(x,y ) --O. 
If  dl(x, y) ~ O, then H(x I Y) = H(y I x) = O, from which follows x = y 
easily by the very definition of the conditional entropy. Now we have 
H(x ] Y) + H(y i z) >/H(x [ y, z) + H(y [ z) = H(x, y I z) >~ H(x I z), hence 
H(x l Y) ÷ H(y I z) >~ H(x ] z). (1) 
Exchange x and z in (1), then 
H(y I x) + H(z l Y) >~ H(z I x). (2) 
Adding (1) to (2), we have dl(X , y) + dl(y , z) >~ dl(x, z). 
The following is the Rajski's metric, which may be viewed as a normalized 
form (0 ~< d2(x, y) <~ 1) of dl(x , y), and therefore 1 --  d2(x , y) serves as a 
correlation coefficient between x and y. 
THEOREM 2. 
4(x, y) = H(x [y) + H(y I x) is a metric in X. H(x, y) 
Proof. 
H(x l Y) ÷ H(y [ z) 
H(x, y) H(y, z) 
= H(x l Y) _~ 
H(x l y) + H(y) 
It is sufficient o check the triangular inequality. We have 
H(y t z) + H(z) 
403 
H(YlZ)  
Copyright © 1973 by Academic Press, Inc. 
All rights of reproduction i any form reserved. 
404 HORIBE 
H(x[y) H(y lz  ) 
>/H(x l Y) + H(y I z) + H(z) + H(x l Y) + H(y I z) + H(z) 
H(x ]y) + H(y I z) 
g(x l Y) + g(y [ z) + H(z) 
H(x I z) 
>/H(xlz  ) + H(z) 
H(x I z) 
/ / (x ,  z )  ' 
where the last inequality is due to (1) above. Hence 
H(x l Yi H(y I z) H(x I z) 
-H~(x,--~ + H(y, z) >~ H(x, z) " (3) 
Exchange x and z in (3), then using the symmetricity ofH(x, y), 
H(y l x ) H(z l Y) H(z [x) 
H(x, y) + H(y, z) > H(x, z) " (4) 
Adding (3) to (4), we have 4(x, y) + 4(Y, z) >/4(x, z). 
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