ABSTRACT The existence of a ranking function implies the termination of a loop. Different methods are designed for detection of different classes of ranking functions. Moreover, for loops with polynomial guards and polynomial assignments, existing complete solutions for detecting their ranking functions are mostly with bad complexity. In this paper, we propose an approach to the synthesis of ranking functions for loops via support vector machine (SVM). We transform the ranking function detection problem into a binary classification problem. Once ranking function templates are given, the SVM is used to learn the coefficients of the templates. In this way, candidate ranking functions can be obtained. Finally, existing verification tools are employed to certify the candidates. With our approach, multiple forms of loops can be handled, and multiple classes of ranking functions can be detected. The effectiveness is presented with experimental evidence. We can detect ranking functions (e.g., polynomial ranking functions and non-polynomial ranking functions) for given loops, especially for loops with fractional or radical update that existing tools may not be able to handle as far as we know.
I. INTRODUCTION
Termination determination of loop programs is an important and challenging area of program verification. Many analyses in various fields can be reduced to loop termination proof. The termination of loop programs has been extensively studied [12] , [16] , [28] . Several excellent tools are currently available for the automatic termination analysis of different computational models [8] , [14] , [18] , [20] . A standard method of proving loop termination is ranking function detection. To establish termination of a loop, a ranking function maps a state of the loop into an element of a wellfounded order set, such that the value decreases whenever the loop completes an iteration. The existence of such a ranking function for a given loop implies its termination. The detection of ranking functions plays a central role in proving the correctness of programs, and is also thought of as one of the most challenging parts of the approach [7] .
The synthesis of ranking functions has attracted a lot of attention. Different methods are designed for different forms of ranking functions. Many tools [9] , [10] , [22] have been developed to generate linear ranking functions for loops with linear guards and linear update. It is known that a (linear) loop having ranking functions may not have linear ranking functions. In addition, program termination is undecidable in general [27] , even for the class of linear loops [6] , [26] . To deal with more linear loops, recent work [1] - [5] , [17] , [21] combine several linear ranking functions to capture more complex patterns. Nevertheless, linear loops with linear ranking functions comprise a very limited class of loops. To capture more loop behaviors, a line of research [7] , [11] , [25] is to detect polynomial ranking functions for loops with polynomial guards and polynomial updates. For instance, Chen et al. [7] reduce detection of ranking functions to decision of whether semi-algebraic systems have real solutions. All the polynomial ranking functions can be obtained with the given degree bounds, relying on cylindrical algebra decomposition(CAD) with high complexity. Cousot [11] and Shen et al. [25] leverage semidefinite programing(SDP), where candidate ranking functions are obtained and then certified. Furthermore, polynomial loops having ranking functions may have no polynomial ranking functions [19] .
In this paper, we propose an approach to synthesis of ranking functions for loops leveraging SVM (Support Vector Machine). We can detect ranking functions of multiple classes for loops of multiple forms. Furthermore, with experimental evidence for given loops (e.g., polynomial loops as well as fractional loops in Section IV and radical loops in Section V), we demonstrates that their ranking functions (like polynomial ranking functions in Section IV and fractional ranking functions in Section V) can be detected. More importantly, we can handle loops that existing tools fail to handle, such as fractional and radical loops.
The rest of this paper is structured as follows. Section II discusses the kind of loops we study. Section III introduces our approach to synthesis of ranking functions for polynomial loops. Section IV demonstrates experimental results. Section V discusses our lessons learned. Finally, Section VI concludes.
II. THE FORM OF LOOPS
In this work, we deal with loops of the following form:
where x = (x 1 , x 2 , ..., x n ) T ∈ R n is the vector of variables, the guard condition G(x) ≤ 0 is a conjunction
of inequalities over the variables, and x = M (x) is the update
where x i denotes the new value of x i after each loop iteration. Moreover, g i (x) and m i (x) can be polynomial, fractional, radical, etc. More cases will be discussed in Section V-D.
A loop defined by (1) is said to terminate if it terminates on all initial values of x over R n . As is known, the termination of loops is undecidable in general, even for loops with linear guards and linear updates. In the rest of this paper, we will present the approach to termination proof of the loop through the classical technique of ranking function detection.
Example 1: Consider the following loop defined by (1):
In this loop, the guard condition is the conjunction
of inequalities, and the update is the assignment
with fractional items.
III. RANKING FUNCTION DETECTION
In this section, we first refer to some basic notions regarding ranking functions and SVM (Support Vector Machine), and then illustrate how to synthesize ranking functions for a given loop via SVM.
A. RANKING FUNCTIONS AND THE SVM MODEL 1) RANKING FUNCTIONS
For a loop P defined by (1), a ranking function is a function r : R n → R such that the following two conditions are satisfied:
Ranking function detection is to find the function r for the loop P where the above two requirements are met.
2) SVM MODEL
Suppose the train set (of d elements)
where v i ∈ R u and y i ∈ {+1, −1}. SVM (Support Vector Machine) can find a vector w and a real number b such that
In particular , SVM can also find a vector w such that
A basic approach is as follows. To find the w is to solve the following problem:
By Lagrange Multiplier, we get the function
where α = (α 1 ; α 2 ; · · · ; α q ). Moreover, let ∂L ∂w = 0. We get
Substitute (4) into (3). Then we get the dual problem of (2):
By solving (5), we can get the solution of α, and further have the solution of w by (4). Then we get the decision function
In this way, an optimal hyperplane f (v) is discovered to separate the dataset D. 
B. SYNTHESIS OF RANKING FUNCTIONS
Let r(x) = w T U (x), where w is an u dimensional vector and U is any template function: R n → R u . Then by the definition of ranking functions (w.l.o.g., setting c = 1, λ = 1), there exits a ranking function for a loop P if there exists a vector w such that:
In other words, there exits a ranking function for a loop P if there exists a vector w such that:
where
This problem can be solved leveraging SVM model. Let
Then we can construct the train set D by selecting elements from D 1 and D 2 , where G as well as M are given by the loop, and U is given as a template. By this means, an optimal hyperplane with the maximum margin can be computed using SVM, where samples from D 1 and D 2 are linearly separated. With the computed vector w, we can construct a candidate ranking function r(x) = w T U (x). At last, we can use existing tools (e.g., the powerful inequality verifier BOTTEMA [29] - [31] and the Z3 SMT-solver [13] ) to certify the candidate by checking the bounded and decreasing conditions of ranking functions. In particular, we set c = 0 (≤ 1), λ = 0.1 (≤ 1) in the last step of verification so that the conditions can be satisfied with higher possibility. In the training, we set c = 1, λ = 1, and then get a value of w such that samples from D 1 and D 2 can satisfy the bounded and decreasing conditions. Therefore, when c and λ are set as smaller values, the conditions may be satisfied with higher possibility in the verification.
Algorithm 2 (Trainset) Construction of a Train Set
Input: a positive integer n, a positive real number m, a positive real number h, a function on
Return a list of points, where each point is a list of u + 1 numbers and the last element of each point denotes a label.
Append +1 to element, and then append element to D; The procedure to construct D is embedded in Algorithm 2. We first select points x from Q = {x ∈ R n |G(x) ≤ 0}. Then a hypercube C = {x ∈ R n | − m ≤ x i ≤ m} is imported as in Algorithm 1. By this means, a set Q ∩ C of points is obtained. Finally, D can be constructed with functions U and T on Q ∩ C.
Example 2: Consider the loop in Example 1. Set the ranking function template as
which means
As described in Algorithm 2 to construct the train set, we get values of x such that (1 − x 1 ≤ 0) ∧ (x 2 2 + 2x 1 − 3x 2 ≤ 0), and select elements from the following D 1 , D 2 :
Then by SVM, we can find a vector w = (0.21, 0.4, 0.26) T so that the selected elements from D 1 and D 2 are linearly separated. By verification, we have
It means that r(x) = 0.21x 1 + 0.4x 2 + 0.26 satisfies the bounded as well as deceasing conditions and thus is a ranking function of the loop.
IV. EXPERIMENTS
A prototype of our approach is implemented. The procedure to obtain candidate ranking functions is implemented in Python, where we use the powerful package Scikit-learn [24] to implement the SVM model. All the computations were performed on a PC (Intel(R) Core(TM) i5-6300HQ 2.3GHz CPU, 16GB of main memory). Moreover, the Z3 SMTsolver [13] is used to certify the candidate ranking functions. The procedure to synthesize a ranking function for a given loop is embedded in Algorithm 3. In the algorithm, the input loop P is of the form defined by (1) . In addition, besides the polynomial loops from [25] , the involved loops are generated based on the loops used in other work like [15] . We simply make some modifications on the original loops from the existing work, so that we can obtain new loops of other forms. In what follows, we present the experiment results of: 1) linear ranking function detection for polynomial loops, 2) polynomial (nonlinear) ranking function detection Algorithm 3 Synthesis of ranking functions.
Input: a positive integer n, a loop P : while G(x) ≤ 0 do x = M (x) with n variables, a function U , a positive real number m, a positive real number h Output: Return the ranking function if a ranking function is detected. Otherwise, return None. 1 Construct a train set: data =Trainset(n, m, h, G, M , U ); 2 Train a SVM model on data, where the parameter fit_intercept is set to False during training; 3 Obtain the trained coefficients w T of the SVM model, and keep two digits after the decimal point for each value in w T ;
for polynomial loops, and 3) linear ranking function detection for fractional loops.
To detect linear ranking functions, we set r(x) = w 1 x 1 + · · · + w n x n + w n+1 as the ranking function. In other words, U = (x 1 , ..., x n , 1) is the template function: R n → R n+1 , and w = (w 1 , ..., w n+1 ) is a vector of parameters. Moreover, to detect quadratic ranking functions for loops with two variables, we set r(x)
→ R 5 , and w T = (w 1 , ..., w 5 ) is a vector of parameters. Table 1 shows the loops involved in the experiment. These loops are all of the form defined by (1) . Every row in this table includes a loop and its type. All loops are divided into four groups. The first three groups are divided according to their types: (1-6), (7-10) and (11) (12) (13) (14) (15) . The last group (16-18) contains loops from [25] . Loops in group (1-6), marked with •, are polynomial loops who have linear ranking functions. With the exception of loop 3, each loop is a nonlinear polynomial loop. Moreover, all the loops (7-10), marked with •, are polynomial loops who have quadratic ranking functions. Every loop in group (11) (12) (13) (14) (15) , marked with * , is a loop with guard of polynomial inequalities, and with update having fractional terms. These loops all have linear ranking functions. In the last group (16) (17) (18) , marked with +, we detect both linear and quadratic ranking functions for loop 16, and detect linear ranking functions for the last two loops.
The ranking function detection results are depicted in Table 2 . Each row in the table describes a result of the corresponding loop in Table 1 denoted by the loop number in the first column. The second column refers to the template function U and the third column present the detected parameters w. Besides, the last column shows the time consumed in the experiment, including the time of train set construction, of computation of w and of verification. In addition, we set m = 10, h = 0.5 in the experiment. As can be seen from the table, ranking functions can be detected in just a few seconds, even for loops of high degree with more than two variables. For most loops, ranking functions can be detected in less than 0.1s. Table 3 presents the comparison results with existing work, using the same ranking function template in Table 2 . Note that the recorded time may be influenced by the different implementation languages of these works. Firstly, we evaluate our prototype implementation against the work [7] , with RegularChains [23] for quantifier elimination in Maple, for nonlinear ranking function detection. As shown in Table 3 , ranking functions of linear loop 3 in Table 1 can be detected, whereas the other loops can not be handled due to the bad complexity or the forms of the loops. Moreover, the SDP method [11] , [25] , implemented in Matlab, can only handle polynomial loops often with relatively inaccurate approximation of the candidates, like loop 6 and loop 10 shown in Table 3 . Loop (11) (12) (13) (14) (15) in Table 1 can not be directly handled. However, with our approach, we can detect the ranking functions for these loops. Furthermore, we can also deal with radical loops and radical ranking functions, which will be further discussed in Section V-D.
V. DISCUSSIONS
In this section, we discuss lessons learned from the study and experiment.
A. CONSTRUCTION OF THE TRAIN SET
In our work, we construct the train set by selecting elements from D 1 and D 2 with the help of a hypercube. As stated in Section III-B, we start with the elements of C ∪ Q, where C is the hypercube and Q is the domain defined by the loop guard. Nevertheless, we are not sure that the constructed train set, or to be more specific the elements of C ∪ Q, VOLUME 7, 2019 
Clearly, Q is a bounded closed region. Then we can first set m = 1 and select elements from C with a specified step h. With smaller h, a more complete train set can be constructed. Figure 1 shows the ranking function detection results with different h. The line chart depicts the candidate values of w 1 , w 2 and w 3 respectively, with different values of h. In the table below this line chart, the first row denotes the total of elements in the train set, the second and third rows denote the time of train set construction and the time of computation of the candidate values, and the last row shows whether the candidates are certified. As is exhibited in this table, the computed candidate w = (−0.21, 0.71, 0.5) T is not certified when h = 1.5. It is understandable since there are only 2 elements in the train set. When h = 1, the candidate w = (−0.67, 0.67, 1.33) T is certified even though there are only 10 elements in the train set. As h gets smaller, more elements are included, and it is apparent from the line chart that w 1 gets smaller and w 2 , w 3 get larger.
Example 4: Consider the following loop
Clearly, Q is not a bounded closed region. With larger m and smaller step h, a more complete train set may be constructed. Figure 2 presents 
FIGURE 1. Ranking function detection results of Example 3 with
function detection results with different m and different h. The line charts describe the computed candidate values of w 1 , w 2 and w 3 respectively. Tables below the line charts describe the total elements in the train set, the time of train set construction as well as the time of computation of the candidates, and whether the candidates are certified. In Figure 2a , h is set to 0.3. With different m, the values of w 1 , w 2 , w 3 do not range much, where w 1 is around 0.4, w 2 is around 0.3, and w 3 is around 0.04. In Figure 2b , m is fixed at 20. As h gets smaller, more elements are included in the train set, and the line chart shows increased w 1 , w 2 and stable w 3 . Moreover, in both Figure 2a , and Figure 2b , the candidates are certified even when there are very few (with the least of 4) elements in the train set.
B. RANKING FUNCTION TEMPLATES
To construct a proper train set from D 1 and D 2 , one of the keys is to find a proper function template U .
On one hand, if U is bounded then we may construct a more complete train set, since T (x) = U (M (x)) − U (x) is also bounded under this circumstance. On the other hand, we expect to find the function U such that x can be mapped to new spaces and all samples from D 1 and D 2 can be linearly separable. In what follows, we give an example for concrete discussions.
Example 5: Consider the following loop:
, we can obtain a ranking function. However, if we set U (x) = (
, 1), we can get candidates of w where the precision on train set is 100%, but may fail to certify the candidates. In addition, another idea is to seek the mapping function template U , similar to the kernel function of SVM. We will explore more on this idea in the future work.
C. TUNABLE PARAMETERS
In our work, there are a few tunable parameters over the reals as shown in Table 4 . m and h have been discussed in the previous Section V-A. Recall that two main phases are included in our approach: computation of candidates and certification of the candidates. In the first phase of computation as mentioned in Section III-B, we set c = 1, λ = 1 so that SVM can be used to compute candidates. In the second phases of certification, we set c, r as smaller values (c = 0, λ = 0.1) so that the candidates can be certified with higher possibilities. Next we give an example for concrete discussions.
Example 6: Consider the loop in Example 1, and set m = 10. Table 5 shows the certification results of the candidates. These candidates are computed with different h displayed in the first column in the tables. Each row denotes a candidate of w. To certify the candidates, different c and λ are used in the respective bounded condition and decreasing condition. Recall that as h gets larger, less elements are included in the train set while the time to obtain candidates gets shorter. As we can see from Table 5 , the smaller values of both c and λ, the more likely the candidates are certified.
D. APPLICATION TO MORE CASES
Asides from the loops and ranking functions involved in the experiment, other forms of loops and other classes of ranking functions can be handled, where existing tools may be used to certify the candidates. In the following, we give three examples. The first example is to detect ranking function for a loop with radical items. The second example is to detect ranking functions for a loop with both fractional and radical items. As far as we know, available tools (e.g. the SDP method [11] , [25] and the CAD method [7] ) may not be able to handle these kinds of loops. Furthermore, the last example is to detect non-polynomial ranking functions for polynomial loops.
Example 7: Consider the following loop:
2 , x 2 = x 1 + x 2 + x 2 1 + 1 In this loop, the guard and update have radical items. We set m = 10, h = 0.5 and U (x) = (x 1 , x 2 , 1). With our approach, we get a candidate w = (0.12, −0.22, 1.85) T . By verification, r(x) = 0.12x 1 − 0.22x 2 + 1.85 satisfies the bounded as well as decreasing conditions and thus is a ranking function.
Example 8:
Consider the following loop:
In this loop, the update has both radical and fractional items. We set m = 10, h = 0.5 and U (x) = (x 1 , x 2 , 1). With our approach, we get a candidate w = (0.6, −0.58, 0.34) T . By verification, r(x) = 0.6x 1 − 0.58x 2 + 0.34 satisfies the bounded as well as decreasing conditions and thus is a ranking function. Example 9: Consider the following loop:
It is a polynomial loop. We set m = 10, h = 0.5 and U (x) = ( T and the precision on the train set is 100%, but due to the lack of available tools for verification, we are not able to certify the candidate. Overall, the forms of loops and ranking functions that we can handle heavily rely on the verification tools. Many powerful inequality verifiers can be applied. For instance, BOTTEMA [29] - [31] in Maple can prove an algebraic inequality having a list of algebraic inequalities as the hypothesis, with the command yprove.
VI. CONCLUSION
In this paper, we propose an approach to detect ranking functions of multiple classes for loops of multiple forms based on SVM model. Given a loop, its ranking function is first abstracted in a parametric form. We leverage SVM to find candidate values of the parameters, and then certify the candidate ranking function. It is known that the hard point is to discover a candidate for the ranking function, and it is much less difficult to recheck for satisfaction. Although we study some specific classes of ranking functions and detect ranking functions for loops of specific forms in the experiment, our approach can be applied to other classes of ranking functions (e.g., non-polynomial ranking functions) as well as other forms of loops (e.g., loops with radical guards and updates), where existing tools can be used to certify the candidates. Furthermore, one crucial part of detection lies in the choice of ranking function templates, as mentioned in the discussion. In the further work, we will dive deeper into this subject. 
