Traditional Reinforcement Learning (RL) algorithms either predict rewards with value functions or maximize them using policy search. We study an alternative: Upside-Down Reinforcement Learning (Upside-Down RL or RL ), that solves RL problems primarily using supervised learning techniques. Many of its main principles are outlined in a companion report [34] . Here we present the rst concrete implementation of RL and demonstrate its feasibility on certain episodic learning problems. Experimental results show that its performance can be surprisingly competitive with, and even exceed that of traditional baseline algorithms developed over decades of research. * Correspondence to: rupesh@nnaisense.com † Now at OpenAI. ‡ Now at IFES, Brazil. 1 Stochastic environments with high-dimensional inputs, scalar and possibly sparse rewards, no expert demonstrations.
Introduction
While there is a rich history of techniques that incorporate supervised learning (SL) into reinforcement learning (RL) algorithms, it is believed that fully solving RL problems using SL is not possible, because feedback from the environment provides error signals in SL but evaluation signals in RL [2, 30] . Put simply, an agent gets feedback about how useful its actions are, but not about which actions are the best to take in any situation. On the possibility of turning an RL problem into an SL problem, Barto and Dietterich [2] surmised: "In general, there is no way to do this. "
In a companion technical report, Schmidhuber [34] proposes to bridge this gap between SL and RL through Upside-Down Reinforcement Learning ( RL ), where environmental feedback -such as the reward -is an input rather than the learning target as in traditional RL algorithms based on reward prediction [37] . Here we develop a practical RL algorithm for episodic tasks and show that it is indeed possible to train agents in general model-free settings 1 without using value-based algorithms such as Q-learning [41] , or policy-based ones such as policy gradients and evolutionary algorithms [22, 42] . Instead, RL uses pure SL to train an agent on all past experiences, and sidesteps the issues arising from the combination of function approximation, bootstrapping and o -policy training [37] . We rst describe its basic principles, then experimentally demonstrate its practical feasibility on three RL problems with both sparse and dense reward structure. In what follows, s, a and r denote state, action, and reward respectively. The sets of values of s and a (S and A) depend on the environment. Right subscripts denote time indices (e.g. s t , t ∈ N 0 ). We consider the Markovian environments with scalar rewards (r ∈ R) as is typical, but the general principles of RL are not limited to these settings. A policy π : S → A is a function that selects an action in a given state. A policy can be stochastic, in which case it maps a state to a probability distribution over actions. Each episode consists of an agent's interaction with the environment starting in an initial state and ending in a terminal state while following any policy. A trajectory τ is the sequence (s t , a t , r t , s t+1 ) , t = 0, . . . , T − 1 containing data describing an episode of length T . We refer to any subsequence of a trajectory as a segment or a behavior, and the cumulative reward over a segment as the return.
Knowledge Representation
Traditional model-free RL algorithms can be broadly classi ed as being value-based or policy-based. The core principle of value-based algorithms is reward prediction: agents are trained to predict the expected discounted future return for taking any action in any state, commonly using TD learning. Policy-based algorithms are instead based on directly searching for policies that maximize returns. The basic principle of RL are di erent from both of these categories: given a particular de nition of commands, it de nes a behavior function that encapsulates knowledge about the behaviors observed so far compatible with known commands. The nature of the behavior function is explained using two examples below.
Illustrative Example 1. Consider a simple dart-throwing environment where each episode lasts a single step. An agent learning to throw darts receives a return inversely proportional to the hit distance from the center of the board. In each episode, the agent observes the initial state of the dart, and takes an action that determines the force and direction of the throw. Using value-based RL for this task would amount to training the agent to predict the expected return for various actions and initial states. This knowledge would then be used for action selection e.g. taking the action with the highest expected return.
In RL , the agent's knowledge is represented not in terms of expected returns for various states and actions, but in terms of actions that are compatible with various states and desired returns i.e. the inputs and targets of the agent's learning procedure are switched. The dart throwing agent would be trained to directly produce the actions for hitting desired locations on the board, using a behavior function B 2 learned using its past experience. Figure 1 schematically illustrates this di erence between B and the Q-value function commonly used in value-based RL. Since this environment consists of episodes with a single time step, both Q and B can be learned using SL. The next example illustrates a slightly more typical RL setting with longer time horizons.
Illustrative Example 2. Consider the simple deterministic Markovian environment in Figure 2 in which all trajectories start in s 0 or s 1 and end in s 2 or s 3 . Additionally consider commands of the type: achieve a given desired return in a given desired horizon from the current state. A behavior function based on the set of all unique behaviors possible in this environment can then be expressed in a tabular form in Table 1 . It maps states and commands to the action to be taken in that state compatible with executing the command. In other words, it answers the question: "if an agent is in a given state and desires a given return over a given horizon, which action should it take next?" By design, this function can now be used to execute any valid command in the environment without further knowledge.
Two properties of the behavior function are notable. First, the output of B can be stochastic even in a deterministic environment since there may be multiple valid behaviors compatible with the same command and state. For example, this would be the case if the transition s 0 → s 2 had a reward of 2. So in general, B produces a probability distribution over actions. Second, B fundamentally depends on the set of trajectories used to construct it. Using a loss function L, we de ne the optimal behavior function B * T for a set of trajectories T as
where 0 < t 1 < t 2 < len(τ ) ∀ τ ∈ T ,
Here len(τ ) is the length of any trajectory τ . For a suitably parameterized B, we use the cross-entropy between the observed and predicted distributions of actions as the loss function. Equivalently, we search for parameters that maximize the likelihood that the behavior function generates the available data, using the traditional tools of supervised learning. Similarly, we can de ne a behavior function over a policy. Instead of a set of trajectories, B * π minimizes the same loss over the distribution of trajectories generated when acting according to π.
An RL Algorithm for Maximizing Episodic Returns
In principle, a behavior function can be learned for any policy that generates all possible trajectories in an environment given su cient time (e.g. a random policy) and then used to select actions that lead to any desired return in a desired horizon achievable in the environment. But such a learning procedure is not practical since it relies on undirected exploration using a xed policy. Moreover, in environments with scalar rewards, the goal is to learn to achieve high Generate episodes using Algorithm 2 and add to replay bu er // Explore; Section 2.3.5 7: if evaluation required then 8:
Evaluate current agent using Algorithm 2 // Section 2.3.6 9: end if 10: end while returns and not to achieve any possible return over any horizon. Therefore, the concrete algorithm used in this paper trains a behavior function on the set of trajectories (or the agent's experience) so far and incorporates minimal additions that enable the continual collection of trajectories with higher returns.
High-level pseudo-code for the proposed algorithm is described in Algorithm 1. It starts by initializing an empty replay bu er to collect the agent's experiences during training, and lling it with a few episodes of random interactions. The behavior function of the agent is continually improved by supervised training on previous experiences recorded in the replay bu er. After each training phase, the behavior function is used to act in the environment to obtain new experiences that are added to the replay bu er. This procedure continues until a stopping criterion is met, such as reaching the allowed maximum number of interactions with the environment. The remainder of this section describes each step of the algorithm and introduces the hyperparameters. A concise list of hyperparameters is also provided in Appendix A.
Replay Bu er

RL
does not explicitly maximize returns, but instead relies on exploration to continually discover higher return trajectories so that the behavior function can be trained on them. To drive learning progress, we found it helpful to use a replay bu er containing a xed maximum number of trajectories with the highest returns seen so far, sorted in increasing order by return. The maximum bu er size is a hyperparameter. Since the agent starts learning with zero experience, an initial set of trajectories is generated by executing random actions in the environment. The trajectories are added to the replay bu er and used to start training the agent's behavior function.
Behavior Function
As described earlier, at any time t during an episode, the current behavior function B produces an action distribution in response to the current state s t and command c t := (d r Algorithm 2 Generates an Episode using the Behavior Function.
Execute a t ∼ P (a t |s t , c t ) to obtain reward r t and next state s t+1 from the environment 6: Append (s t , a t , r t ) to E 7:
Training the Behavior Function
As discussed in Section 2.2, B admits supervised training on a large amount of input-target examples from any past episode. The goal of training is to make the behavior function produce outputs consistent with all previously recorded trajectories in the replay bu er according to Equation 1.
To draw a training example from a random episode in the replay bu er, time step indices t 1 and t 2 are selected randomly such that
t=t1 r t and d h = t 2 − t 1 , and the target is a t1 , the action taken at t 1 . To summarize, the training examples are generated by selecting the time horizons, actions, observations and rewards in the past, and generating input-target pairs consistent with them.
Several heuristics may be used to select and combine training examples into mini-batches for gradient-based SL. For all experiments in this paper, only "trailing segments" were sampled from each episode, i.e., we set t 2 = T − 1 where T is the length of any episode. This discards a large amount of potential training examples but is a good t for episodic tasks where the goal is to optimize the total reward until the end of each episode. It also makes training easier, since the behavior function only needs to learn to execute a subset of possible commands. To keep the setup simple, a xed number of training iterations using Adam [13] were performed in each training step for all experiments.
Sampling Exploratory Commands
After each training phase, the agent can attempt to generate new, previously infeasible behavior, potentially achieving higher returns. To pro t from such exploration through generalization, one must rst create a set of new initial commands c 0 to be used in Algorithm 2. We use the following procedure to sample commands: 1. A number of episodes from the end of the replay bu er (i.e., with the highest returns) are selected. This number is a hyperparameter and remains xed during training.
2. The exploratory desired horizon d h 0 is set to the mean of the lengths of the selected episodes. This procedure was chosen due to its simplicity and ability to adjust the strategy using a single hyperparameter. Intuitively, it tries to generate new behavior (aided by environmental stochasticity) that achieves returns at the edge of the best known behaviors in the replay. While Schmidhuber [34] notes that a variety of heuristics may be used here, in practice it is very important to select exploratory commands that lead to behavior that is meaningfully di erent from existing experience so that it drives learning progress. An inappropriate exploration strategy can lead to very slow or stalled learning.
Generating Experience
Once the exploratory commands are sampled, it is straightforward to generate new exploratory episodes of interaction by using Algorithm 2, which works by repeatedly sampling from the action distribution predicted by the behavior function and updating its inputs for the next step. A xed number of episodes are generated in each iteration of learning, and added to the replay bu er.
Evaluation
Algorithm 2 is also used to evaluate the agent at any time using evaluation commands derived from the most recent exploratory commands. The initial desired return d r 0 is set to the lower bound of the desired returns from the most recent exploratory command, and the initial desired horizon d h 0 from the most recent exploratory command is reused. In certain conditions, greedy actions -using the mode of the action distribution -can also be used, but we omit this option here for simplicity.
Experiments
The goal of our experiments was to determine the practical feasibility of RL and put its performance in context of two well-known traditional RL algorithms: Deep Q-Networks (DQN; 20) and Advantage Actor-Critic (A2C; synchronous version of the algorithm proposed by Mnih et al. [21] ).
Environments
LunarLander-v2 (Figure 3a) is a simple Markovian environment available in the Gym RL library [4] where the objective is to land a spacecraft on a landing pad by controlling its main and side engines. During the episode the agent receives negative reward at each time step that decreases in magnitude the closer it gets to the optimal landing TakeCover-v0 (Figure 3b ) environment is part of the VizDoom library for visual RL research [12] . The agent is spawned next to the center of a wall in a rectangular room, facing the opposite wall where monsters randomly appear and shoot reballs at the agent. It must learn to avoid reballs by moving left or right to survive as long as possible. The reward is +1 for every time step that the agent survives, so for RL agents we always set the desired horizon to be the same as the desired reward, and convert any fractional values to integers. Technically, the agent has a non-Markovian interface to the environment, since it cannot see the entire opposite wall at all times. To reduce the degree of partial observability, the eight most recent visual frames are stacked together to produce the agent observations. The frames are also converted to gray scale, and downsampled from an original resolution of 160×120 to 32×32.
Setup
All agents were implemented using arti cial neural networks. The behavior function for UDRL agents was implemented using fully-connected feed-forward networks for LunarLander-v2, and convolutional neural networks (CNNs; 16) for TakeCover-v0. The command inputs were scaled by a xed scaling factor, transformed by a fully-connected sigmoidal layer, and then multiplied element-wise with an embedding of the observed inputs (after the rst layer for fully-connected networks; after all convolutional layers for CNNs). Apart from this small modi cation regarding UDRL command inputs, the network architectures were identical for all algorithms.
All experiments were run for 10M environmental steps, with the agent being evaluated for 100 episodes at 50K step intervals. For each environment, random sampling was rst used to nd good hyperparameters for each algorithm and model based on nal performance. With this con guration, nal experiments were executed with 20 seeds (from 
Results
The results of the nal 20 runs are plotted in Figure 4 , with dark lines showing the mean evaluation return and shaded regions indicating 95% con dence intervals with 1000 bootstrap samples.
For LunarLander-v2, a return of 100-140 indicates successful landing and returns above 200 are reached by close-tooptimal policies. RL lags behind DQN and A2C on this task. Inspection of the individual agents (for di erent seeds) showed that it is able to consistently train agents that land successfully, but while some agents learn quickly and achieve returns similar to A2C/DQN, some others plateau at lower returns. 3 We conjecture that this environment is rather suitable for TD learning by design due to its dense reward structure and large reward signals at the end.
For TakeCover-v0, the maximum possible return is 2100 due to episodic time limits. However, due to the di culty of the environment (the number of monsters increases with time) and partial observability, the task is considered solved if the average reward over 100 episodes is greater than 750. On this task, RL comfortably outperforms both DQN and A2C, demonstrating its applicability to high-dimensional control problems.
Importance of Reward Structure: Sparse Lunar Lander
Is the better performance of DQN and A2C on LunarLander-v2 primarily because its reward function is more suitable for traditional algorithms? To answer this question, the setup was modi ed to accumulate all rewards until the end of each episode and provide them to the agent only at the last time step. The reward at all other time steps was zero, so that the total episode return remained the same. The evaluation study was repeated, including a hyperparameter search for all three algorithms, for the new LunarLanderSparse environment. The results for the nal 20 runs are plotted in Figure 5 .
RL
agents (green) learned faster and more reliably with this reward function and outperformed DQN and A2C, both of which su ered from severe di culties in dealing with delayed and sparse rewards. A2C could achieve high rewards on this task due to a large hyperparameter search, but its performance was both very sensitive to hyperparameter settings (compared to RL ) and rather unstable during training. Overall, we nd that RL is capable of training agents with both sparse and dense rewards (LunarLanderSparse and TakeCover-v0), but in some environments sparse rewards may work better than dense rewards. This counterintuitive property is an important avenue for future research.
The results above also lead us to a broader observation about RL benchmarks. The "actual" task in the LunarLander-v2 and LunarLanderSparse environments is exactly the same. Even the total episode return is the same for the same sequence of actions in the two environments by construction. Yet we obtain very di erent results from algorithms based on di erent principles simply based on the choice of the reward function. However, reward functions for benchmark problems are often developed side-by-side with existing algorithms and this can inadvertently favor certain learning paradigms over others. A potential way out of this bias is to evaluate each algorithm using a variety of reward functions for the same underlying RL task in order to understand its applicability to new RL problems.
Sensitivity of Trained Agents to Desired Returns
The RL objective trains the agent to achieve all known returns over known horizons, but the complete learning algorithm used in our experiments is designed to achieve higher returns as training progresses. This is done by keeping the highest return episodes in the replay bu er, and also biasing exploration towards higher returns. Nevertheless, at the end of training, the agents were found to able to exhibit large changes in behavior based on the level of initial desired episode return (d r 0 ).
We evaluated agents at the end of training on all three environments by setting various values of d r 0 and plotting the obtained mean episode return over 100 episodes. The results are shown in Figure 6 . Figures 6a and 6b show a strong correlation between obtained and desired returns for randomly selected agents on LunarLander-v2 and LunarLanderSparse. Note that in the later stages of training, the agents are only trained on episodes with returns close to the maximum.
Not all agents achieve such strong correspondence between desired and obtained returns. Figure 6c shows another agent that solves the task for most values of desired returns, and only achieves lower returns for very low values of desired returns. This indicates that stochasticity during training can a ect how trained agents generalize to di erent commands, and suggests another direction for future investigation.
In the TakeCover-v0 environment, it is rather di cult to achieve precise values of desired returns. Stochasticity in the environment (the monsters appear randomly and shoot in random directions) and increasing di culty over the episode imply that it is not possible to achieve lower returns than 200 and it gets considerably hard to achieve higher mean returns. The results in Figure 6d re ect these constraints, but still show that the agent is sensitive to the command inputs to some extent.
Related Work
Improving RL through SL has a long and rich history beyond the scope of this paper [33, 37] . For example, RL systems based on experience replay [18] attempt to leverage SL on past (o -policy) experience to improve value function approximation. O -policy training can be augmented with goal-conditional value functions [11] (see also Pong et al. [27] , Schaul et al. [31] ) such that value functions for goals not being pursued by the current policy can also be updated based on the same interaction history. This idea was recently combined with experience replay by Andrychowicz et al. [1] and extended to policy gradients by Rauber et al. [28] . Oh et al. [23] proposed learning to imitate past good actions to augment actor-critic algorithms. Despite some di erences, all of the above algorithms still rely on reward prediction using learned value functions, whereas RL uses neither.
There is also substantial prior work on learning reward or goal-conditional policies that directly produce actions [5, 6, 15, 35] , but these rely either on a pre-trained world model, a dataset of goal and optimal policy parameters, or policy gradients for learning. While the behavior function in RL does bear a high-level similarity to goal-conditioned P P [32, 36] uses extra task inputs to directly produce actions and is also continually trained to make sure it does not forget previously learned skills. However, its task inputs are not selected systematically based on previously achieved tasks/rewards. A control approach proposed by Dosovitskiy and Koltun [7] uses SL to predict future values of measurements (possibly rewards) given actions, which also sidesteps traditional RL algorithms. A characteristic property of RL , however, is its very simple shortcut: it learns the mapping from rewards to actions directly from (possibly accidental) experience, and does not predict rewards at all.
Discussion
We introduced basic ideas of RL and showed that it can solve certain challenging RL problems. Since RL benchmarks often tend to get developed alongside RL algorithms, a departure from traditional paradigms may motivate new problem domains that t RL better than traditional RL.
Many TD-based RL algorithms use discount factors that distort true environmental returns. TD learning is also very sensitive to the frequency of taking actions, which can limit its applicability to robot control [26] . In contrast, RL explicitly takes into account observed rewards and time horizons in a precise and natural way, does not assume in nite horizons, and does not su er from distortions of the basic RL problem. Note that other algorithms such as evolutionary RL [22] can also avoid these issues in other ways.
Well-known issues arise when o -policy TD learning is combined with high-dimensional function approximation. These issues -referred to by Sutton and Barto [37] as the deadly triad -can severely destabilize learning and are usually addressed by adding a variety of ingredients, though complete remedies remain elusive [38] .
RL
, on the other hand, works fundamentally in concert with high-capacity function approximators (since tabular behavior functions can not generalize), does not require learning from non-stationary targets and does not distinguish between on-policy and o -policy training. Instead, it brings fundamental questions related to catastrophic forgetting [19] , continual learning [29] , and generalization from past experience to the forefront.
Future Research Directions
There are several directions along which the ideas presented in this paper may be extended. On the agent architecture side, using recurrent instead of feedforward neural networks as behavior functions will be necessary for general partially observable environments, and useful for fully observable but noisy environments. New formats of command inputs and/or architectural modi cations tailored to them are likely to substantially improve the inductive bias of RL agents. In general, a wide variety of well-known SL techniques for model design, regularization and training can be employed to improve RL 's learning stability and e ciency.
Many aspects of the training algorithm were kept deliberately simple for this initial study. Future work should utilize other semantics for command inputs such as "reach a given goal state in at most T time steps", and strategies for sampling history segments other than just trailing segments. Similarly, it is probably unnecessary to generate a constant number of exploratory episodes per iteration, which decreases sample e ciency. We also expect that hyperparameters such as the number of optimization updates per iteration can be automatically adjusted during training.
Our current version of RL utilizes a very simple form of exploration enabled by its design: it simply attempts to achieve high returns by generalizing from known states and returns. This was su cient to drive learning in the tested environments with small number of available actions and high stochasticity that helps discover new behaviors to learn from. In other environments, additional forms of undirected (random) and directed exploration are likely to be fruitful or even necessary.
Finally, there is a vast open space of possible combinations of RL and algorithms based on learning environmental models, Temporal Di erences, optimal control and policy search. Such combinations may lead to more general learning agents that are useful in a variety of environments.
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A Upside-Down RL Hyperparameters Table 2 summarizes the name and role of all the hyperparameters for RL . 
B Hyperparameter Tuning
Hyperparameters were tuned by randomly sampling 256 con gurations for LunarLander-v2 and LunarLanderSparse, and 72 con gurations for TakeCover-v0. For LunarLander-v2, each random con guration of hyperparameters was evaluated with 3 random seeds and the results were averaged. For other tasks, each con guration was evaluated with a single seed.
The best hyperparameter con guration was selected based on the mean of evaluation scores for last 20 evaluations, yielding the con gurations with the best average performance towards the end of training.
In the following subsections, we de ne the lists of values for each of the hyperparameters that were tuned for each environment and algorithm. For DQN and A2C, any other hyperparameters were left at their default values for Stable-Baselines, but we did enable additional tricks not found in the original papers such as multi-step bootstrapping or double Q-learning.
