Properties of solutions of measure differential equations are investigated with emphasis on the impulses. A variation of parameters formula, expressing solutions of nonlinear measure differential system in terms of the solution of linear measure differential system and the strength of the impulses, is developed and a result on the asymptotic stability is established. 1* Introduction* Measure differential equations have been investigated by Das and Sharma [3] , Leela [4, 5] , Raghavendra and Rao [6] and Schmaedeke [7] , among others. These equations provide good models for many a physical and biological system. The fact that their solutions are discontinuous renders the conventional methods of ordinary differential equations unapplicable, and thus their study becomes interesting. In [3] [4] [5] [6] , the equation ( 
1.1) Dx = F(t, x) + G(ί, x)Du
is studied as an impulsively perturbed system of the ordinary differential equation
x' = F(t, x) dt
In [7] , it is investigated from the view point of optimal control theory, that is, G is assumed to be independent of x. In this paper, we are concerned with the system
which is treated as a perturbed system of the linear system
This gives a more clear picture of the effect of impulses on the behavior of solutions. Deviations from the conventional theory, which are obviously expected, are noted in particular. Theorem 2.1 indicates the possible abrupt behavior of solutions of (1.3) at the points of discontinuity of u (see also Remark 2.3 and Example 3.1). Theorem 3.1 is a "variation of parameters formula" for the system (1.2). Using Theorem 3.1 and an auxilliary result (Lemma 2.1), we obtain in Theorem 3.2, asymptotic stability 553 554 S. G. PANDIT of the null solution of (1.2) , employing the techniques of Brauer [1] and Strauss and Yorke [8] . When the impulses cease to act, that is when u is an absolutely continuous function, our results reduce to the corresponding ones known for ordinary differential equations [2] . 2* Preliminaries and basic results* Let J -[t 0 , °o), t 0 ^ 0 and R n denote the ^-Euclidean space with any convinient norm | |. The same symbol will be used to denote the norm of an n by n matrix. Consider (1.2) 
For the proof of this and for the definition of solution of (1.2), along with other relevent details, see [3] . REMARK 2.1. In equation (1.2) , f(t, x) + AxDu + git, x)Du is identified with the derivative (in the sense of distributions) of
When u is an absolutely continuous function, it has the identification f(t, x) + [Ax + g(t, x)]u', where u' is the ordinary derivative (which exists a.e. on J) of u. In particular, if u' Ξ 1, (1.2) reduces to the conventional system
Let t λ < t 2 < denote the discontinuities of u such that ί 1 >ί 0 and t k -» oo as k -> oo. Suppose further that these discontinuities are isolated. Throughout this paper, except in Lemma 2.1 (in which u may be any function of bounded variation), we assume that u has the form
where a k are real numbers. Generally, a right-continuous function of bounded variation contains an absolutely continuous part and a singular part. 
8) z(t) = (c + S) + Γ ilf^(s)ds + Γ
Here, for the right hand side of (2.8), we obtain 
S i p(s)dv(s) .
Denote the first two integrals on the right hand side of (2.9) by /' and 7" respectively. Then qualitative properties of solutions of linear and nonlinear ordinary differential equations under perturbations, is through the use of the variation of parameters formula. The theorem that follows gives an analytic expression for solutions of (1.2) in terms of solution of (1.3) and the strength of the impulses a k . In the absence of the impulses, the result reduces to the well known formula for ordinary differential equations [2] . THEOREM 
Proof. Since u(t) = t for t e [ί 0 , t x ), we have
g(s, y(s))du(s), t e [t Q , t x ) . Jίo
At t = ί lf (2.1) gives 
I [Ay(s) + g(s, y(s))]du(s)
where h > 0. Letting h -» 0+ and using the fact that 
where ^(ίj is determined by (3.5). Thus
As above, it can be shown that as long as \y(t)\ < δ(ε). By Lemma 2.1, this gives
+ g α< ( Π Π
from which the conclusion of the theorem follows in the usual way (see [1, 8] ACKNOWLEDGMENT. The author gratefully acknowledges valuable discussions with Dr. V. Raghavendra while this paper was prepared.
