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Abstract Theoretical advances in the study of non-equilibrium phenomena are briefly reviewed with 
emphasis on steady state properties of one-dimensional driven lattice gases. The presentation is 
focused on the totally asymmetric simple-exclusion process (TASEP) with open boundary 
conditions: particles are injected at the left end with rate α  and removed at the right end with rate 
β . Depending on the values of these parameters, the model exhibits three stationary phases, 
separated by lines of first- and second-order non-equilibrium phase transitions. New simulation 
results on the power spectrum of the fluctuating total number of particles in the different phases of 
the system are presented. Our theoretical contribution concerns the approximate evaluation of the 
power spectrum in the domain-wall picture of the coexisting low- and high-density phases. Finally, 
we review some of our recent results on the TASEP defined on an open network containing a 
double-chain section in the middle. With the aid of a simple theory, which neglects correlations at 
the junctions of the chain segments, the possible phase structures of the model are found. Density 
profiles and nearest-neighbor correlations in the steady states of the model at representative points of 
the phase diagram are obtained by means of computer simulations. On the coexistence line cross-
correlations are found to exist between equivalent sites in the branches of the middle section.  
 
1. Introduction: Non-equilibrium Phenomena 
 
Non-equilibrium phenomena take place either when the system is relaxing towards an equilibrium 
state, or when it is maintained away from equilibrium by external forces. Presently, the following 
features are considered as characteristic of the complex non-equilibrium behavior: phase transitions 
between stationary states of one-dimensional systems driven by boundary conditions; 
spatiotemporal pattern formation, including surface growth and density waves; generic long-range 
correlations due to conservation of current; anomalous diffusion. Here we will focus on a special 
class of simple lattice-gas models driven far from equilibrium - the so called driven diffusive 
systems, introduced by Katz, Lebowitz and Spohn [1]. In these models the particle dynamics is 
specified by stochastic hopping rules to nearest vacant sites with biased rates that simulate the 
action of an external field or a thermodynamic force. For example, such a situation takes place for 
charged particles in external electric field, or by coupling the opposite ends of a system of neutral 
particles to different thermal baths or particle reservoirs.  
The fundamental understanding and theoretical classification of non-equilibrium steady 
states is incomplete. It is known that under constant drive the initial state of the system evolves with 
time towards a steady state with stationary current of particles. Many theoretical and numerical 
results have been obtained, but the structure of the non-equilibrium steady states is still not well 
understood. The density fluctuations of a conserved (in the bulk) quantity, such as the local particle 
density, were found to decay algebraically over distances comparable with the system size. 
Naturally, in the presence of long-range correlations, the boundary effects turn out to be essential. 
Steady states have been described exactly and studied in detail just in a few exceptional cases of 
one-dimensional (1D) models. For recent reviews on exactly solvable models of stochastic particle 
systems far from equilibrium we refer the reader to [2,3]. 
________________________________________________________________________________ 
*An extended version of this work was published in the Proceedings of the X Jubilee National Congress on 
Theoretical and Applied Mechanics, Varna, 13-16 September, 2005, Vol.1, pp. 442-456. 
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2. Model and Applications 
 
Exactly solved models of driven diffusive systems can be obtained by switching off the inter-
particle interaction, leaving only the hard-core on-site exclusion and the external drive. Thus one 
arrives at the asymmetric simple exclusion process (ASEP) which has been extensively studied on 
simple chains with periodic, closed and open boundary conditions. The ASEP is one of the simplest 
models of driven many-particle systems with particle conserving  stochastic dynamics. In the 
extremely asymmetric case particles are allowed to move, with probability p, in one direction only - 
this is the totally asymmetric simple exclusion process (TASEP), illustrated in Fig. 1. It was first 
introduced in [4] as a model of protein synthesis. For its description in the context of interacting 
Markov processes see [5]. For example, TASEP and its generalizations serve as prototype models 
of: kinetics of protein synthesis [4] and biological transport [13,14]; fast ionic conductors [15]; 
vehicular traffic flow [16-18]; one-dimensional surface growth [19-21]; diffusional pumping in 
zeolites and biomembrane channels [22]; transport of 'data packets' in the Internet [23]; limit order 
market [24].  
 
 
p
α  
β  
 
 
 
 
 
 
 
 
Figure 1. Schematic representation of the one-dimensional TASEP 
 
The steady states of TASEP are exactly known for both open and periodic boundary conditions, 
for continuous-time and several kinds of discrete-time dynamics. The continuous-time dynamics is 
modeled by the so called random-sequential update: the algorithm chooses with equal probability 
any one of the lattice sites (the left reservoir is included as an additional site), and, if the chosen site 
is occupied by a particle, moves it (with p = 1) to the nearest-neighbour site on the right, provided 
the target site is empty. In the case of open systems, particles are injected at the left end with rate 
α and removed at the right end with rate β . When , (0,1]α β ∈ , the boundary conditions 
correspond to coupling of the system to reservoirs of particles with constant densities α  and 1 β− , 
respectively. The exact stationary states have been found by the Matrix Product Ansatz (MPA) in 
[6]. The MPA formalism has been extended to the TASEP with discrete-time dynamics: sublattice 
parallel [7], sequentially ordered [8,9], and fully parallel [10,12]. As predicted by Krug [12], the 
change of the boundary rates induces non-equilibrium phase transitions between different stationary 
phases. In the thermodynamic limit, the phase diagram of the stationary states in the plane of the 
particle injection and removal rates is shown in Fig. 2. It exhibits three distinct phases: a low-
density free-flow phase (region A ), a high-density congested traffic one (region ), 
and a maximum current phase (region ), characterized by a synchronized flow in which jams 
and free-flow coexist at intermediate densities. These phases are separated by lines of non-
equilibrium first-order and second-order phase transitions. For many other traffic models it is still 
an open question whether the transition from one stationary regime to another takes place as a true 
phase transition, or is a smooth crossover. 
I AII∪ BI BII∪
MC
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Figure 2. The phase diagram of the one-dimensional TASEP as a function of the injection and 
removal rates, α and β , respectively, exhibits low density (LD), high density (HD) and maximal 
current (MC) phases. 
 
3. Theory of Dynamic Correlations 
 
Among the semi-phenomenological though very successful analytical approaches to the dynamic 
properties of the TASEP we outline the one based on Boltzmann-Langevin type equations. In its 
framework the Boltzmann kinetic equation is supplied with a Langevin noise term which takes into 
account the stochastic nature of the particle dynamics. This approach was introduced in condensed 
matter physics by Kogan and Shul’man [25] and it is believed to reproduce correctly the properties 
at long-time and large-distance scales. Here, following [26], we outline its application to the 
TASEP. The particle configurations of the TASEP on a chain of L sites are described by a set of 
binary random variables {  where } 1( ) Li itτ = ( ) 1i tτ =  ( ( ) 0i tτ = ) means occupied (vacant) lattice site 
 at microscopic time t. Let {1, 2, , }i∈ … L 1( ) ( )[1 ( )]i i ij t t tτ τ += −  be the random current through the 
bond  at time t. Then the lattice continuity equation has the form ( , 1)i i +
1( ) ( ) ( )t i i it j t j tτ −∂ = − .           (1) 
The right-hand side of this equation yields the balance of in-coming and out-going currents and thus 
resembles the Boltzmann collision intergal. To pass to the continuum limit one fixes the total length 
of the system, say, ,  where is the lattice spacing, and considers the limit , hence 
. To account for the fluctuation effects in a stationary state, one separates the 
deterministic and fluctuating parts of the local density and current, assuming constant in time and 
uniform in space (for the sake of simplicity) bulk density 
1La = a L →∞
1/ 0a L= →
constρ = : 
[ ][ ]1,( ) ( ) ( ) 1 ( ) ( )( )i i i iit j t t ttτ ρ δρ ρ δρ ρ δρ δ+→ + → + − − + ij t .     (2) 
Next, one introduces a macroscopic spatial coordinate x ia=  and makes a Taylor expansion of the 
local density fluctuations to the second order in : a
2 2
1
1( , ) ( , ) ( , )
2i x x
x t a x t a x tδρ φ φ φ± ± ∂ + ∂= ,         (3) 
where ( , )x tφ  is the density fluctuation field. The current fluctuations reflect the stochastic particle 
dynamics and are described in the lowest-order gradient expansion as [26]: 
1( ) ( ) ( , )i i xj t j t a x tδ δ η− − − ∂ ,          (4) 
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where ( , )x tη  is uncorrelated at different space-time points Gaussian noise field with zero mean 
value and density-dependent variance ( )[1 ( )]J Jρ ρΔ = − . Note that here ( ) (1 )J ρ ρ ρ= −  is the 
mean-field approximation for the current in a stationary state with uniform density ρ . Finally, after 
rescaling of time, , one arrives at the stochastic nonlinear evolution equation with 
infinitesimal (as ) diffusive term 
/t t a→
0a →
21( , ) [(1 2 ) 2 ( , )] ( , ) ( , ) ( , )
2t x x x
x t x t x t a x t x tφ ρ φ φ φ∂ + − − ∂ = ∂ − ∂ η .       (5) 
This equation is valid away from the phase boundary 1 / 2α β= < , where the average density 
profile can be considered as uniform. The quantity  v 1 2ρ= −  represents the collective velocity of 
density perturbations and obeys the exact non-equilibrium fluctuation-dissipation theorem 
v( ) ( )Jρρ ρ= ∂ . The collective velocity  changes sign at v 1/ 2ρ = , when the current attains its 
maximal value . It is seen from eq. (5) that the nonlinear term, proportional to 1/ 4J = xφ φ∂ , is 
essential only for small values of , i.e. close to the coexistence line v 1/ 2α β= < of the low- and 
high density phases, and close to the boundaries with the maximum current phase. For densities 
1/ 2ρ ≠ , one can neglect the nonlinear term and obtain an explicit expression for the density-
density correlation function from the resulting linearized Boltzmann-Langevin equation: 
2( v )( , ) ( , ) (0,0) exp
2 | |2 | |LBL
x tC x t x t
tt
φ φ π
⎡ ⎤Δ −= = −⎢ ⎥⎣ ⎦
.          (6) 
At 1 / 2ρ =  eq. (5) becomes exactly the noisy Burgers equation which belongs to the universality 
class of the Kardar-Parisi-Zhang (KPZ) equation [24]. Universality is understood as robustness of 
the exponents describing the large-scale power-law behaviour with respect to changes of details 
such as inter-particle interactions (provided they remain short-ranged) and microscopic dynamics.  
The KPZ equation describes non-equilibrium wetting (layer growth) on top of a hard substrate. It is 
written for the height  of the layer above the point ( , )h x t x  at time t , and the gradient 
( , ) ( , )xx t h x tφ = ∂ satisfies the noisy Burgers equation. For the KPZ universality class it is known 
that at large spatial and temporal separations the pair correlation function obeys the scaling form: 
1 3/2( , ) ( / ) .KPZC x t x F t x
−≅            (7) 
Here the scaling function   has the asymptotic behavior F 2/3( )F y y−∝  as .  y →∞
In the cases when the average density profile is not flat, one may use the phenomenological 
domain wall (DW) theory [28]. Its main idea is that, when 1α β≠ − , each reservoir tends to 
enforce a domain in the chain with its own density: the left domain with density ρ α− = , and the 
right one with density 1ρ β
+
= − . At a given time  these domains may coexist, being separated by 
a domain wall. On the deterministic level of approximation, by neglecting the current and density 
fluctuations and correlations, one obtains the following nonlinear evolution equation for the average 
local density 
t
( , )x tρ  (dependent on the rescaled temporal and spatial coordinates): 
21(1 2 ) 2t x a xρ ρ ρ∂ + − ∂ = ∂ ρ .          (8) 
For an open system, coupled at the left and right ends to reservoirs of particles with constant 
densities α  and 1 β− ,  respectively, this equation has to be supplied with the boundary conditions: 
(0, ) , (1, ) 1 .t tρ α ρ β= = −
1/ 2
                                                          (9) 
On the coexistence line, 0 α β< = < , and for small values of the lattice spacing , 
its stationary solution 
0a >
(1 2 1 210 2 2( ) tanh a )0x x xα αρ − −⎡≅ + −⎣ ⎤⎦         (10) 
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describes a smooth domain wall between the low-density and high-density phases, which can be 
located with equal probability at arbitrary point 0 (0,1)x ∈ . The shape (10) of the domain wall is 
valid away from the boundaries:  and  0 /x a1 0(1 ) / 1x a−  . 
Upon shifting from the coexistence line, for small   and in a limited interval of times, 0a >
0 1/t β α< < − , eq. (8) has a traveling-wave solution of the form 
(1 2 2( ) tanhV u ua )x x Vtρ − ⎡≅ + −⎣ ⎤⎦ ,         (11) 
with amplitude 1u α β= − −  and constant speed V β α= − . Thus, when 1/ 2α β< <  the domain 
wall moves to the right until it reaches the end of the system and the stationary low-density phase is 
established. In the opposite case, 1/ 2β α< < , the domain wall travels to the left boundary of the 
system and, after sticking to it, the stationary high-density phase takes place. Note that in the 
continuum limit  the domain wall becomes a sharp interface between two constant densities: 0a →
ρ α− = , and 1ρ β+ = − . 
The above deterministic picture has to be complemented with a stochastic element. Indeed, 
each time a particle enters the system, the domain wall moves to the left, and each time a particle 
leaves the system it moves to the right. Thus it performs a random walk on the chain. On the 
coexistence line 1 / 2α β= < , we have 0V = , and the random walk is symmetric, with diffusion 
constant (1 ) / (1 2 )D α α= − − α  and reflecting boundary conditions. This diffusive motion accounts 
for the power spectrum of the particle density fluctuations at small frequencies. In addition to the 
fluctuations of the domain wall position, the local density on both sides of the domain wall 
fluctuates according to the predictions of the linearized Boltzmann-Langevin equation for the 
corresponding low- and high-density phases. Both of these effects contribute to the density-density 
correlation function. Since they take place on different time scales, as a reasonable approximation 
one can assume additivity of the corresponding contributions. 
Finally, we mention that away from the coexistence line, the domain wall performs a biased 
random walk with different hopping rates / ( )rD J ρ ρ+ + −= −  and / ( )lD J ρ ρ− + −= − , to the 
right and left, respectively. Here J−  and J+  are the currents of particles characteristic of each of 
the two domains, (1 )J ρ ρ± ± ±= − . 
 
4. Fluctuation Spectra of TASEP on a Chain 
 
Consider the fluctuations of the random total number  of particles on a finite open chain: ( )N t
2
i1(ω) lim (t)e
2
T
t
N
T -T
st
S dt N
T
ω
→∞= ∫ .         (12) 
According to the Wiener-Khinchin theorem, if [33] 
i1lim d | | e (| |) 0
2
T
N
T T
C
T
ωττ τ τ→∞ −
=∫ ,                     (13) 
then an equivalent definition of the power spectrum can be given in terms of the autocorrelation 
function: 
i(ω) d e (|N NS C
ωτ |)τ τ
∞
−∞
= ∫ .                (14) 
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In section 4.1 we present our direct simulation results on the power spectrum (2 )NS fπ  of 
the fluctuating total number of particles N(t) in the open TASEP with continuous-time dynamics, as 
a function of the frequency 2f /ω π= , in different regions of the phase diagram. The interest in the 
low-frequency behaviour of ( )NS ω  has arisen due to the attempts to find a general theoretical 
explanation of the so-called 1 / f -noise in the framework of the concept of self-organized criticality 
(SOC) [29]. The idea that driven lattice gas models with deterministic bulk dynamics can exhibit 
SOC with 1 / f  power spectrum was advanced by Jensen [30,31], who estimated from direct 
numerical results ( ) aNS ω ω−∝ , with 1.5a ≈  for systems in one dimension and  in two 
dimensions. His explanation of the 1 /
1.2a ≈
f  noise [32], based on the linear diffusion equation with 
boundary noise term, was criticized in [33]. However, the value 1.5a ≈ has been obtained by 
Andersen et. al. [34] also for lattice gas models with stochastic MC dynamics in one, two, and three 
dimensions. This result is characteristic of non-interacting random walks. The correct exponents 
were found by Krug [12] on the basis of the Boltzmann-Langevin type equation with noise, eq. (5): 
by neglecting the boundary conditions on the density fluctuation field ( , )x tφ , he predicted the 
exponent in the case of 2a = 1 2 0ρ− ≠  (in the low- and high-density phases), and  when 5 3a /=
1 2/ρ =  (in the maximum current phase). More recently, it has been claimed that a signature of 
1 / f -noise was found in the stochastic traffic model of Nagel and Schreckenberg at the critical 
density of the jamming transition [35]. For experimental investigations of SOC in real traffic see 
[36]. By now, most of the low-frequency behaviour of the power spectrum of the number of 
particles in the open TASEP has already found its theoretical explanation. In section 4.2, we add to 
the existing knowledge our analytic evaluation of ( )NS ω  at the coexistence line, 1 / 2α β= < , in 
the framework of the domain wall theory. 
 
4.1. Numerical simulations of the power spectrum 
 
We start by noting that computer simulations result in a finite set of data: { }( ), 1,2,...,N t t T= . The 
power spectrum of the total number of particles is then defined as: 
2
,
1 ˆ( ) ( )N T TS NT
ω = ω N t,   where   .      (15) i
1
( ) e ( )
T
t
T
t
Nˆ ωω
=
=∑
To the finite set of data points there corresponds a finite set of T independent Fourier transforms 
ˆ ( )T nN ω  corresponding to the frequencies 2n n/Tω π= , 1 2n , ,...,T= , or, equivalently, 
. The simulations start from a random initial configuration with the wanted density 
and the system is let to evolve with time according to the random sequential update of 
configurations. Recording of the necessary data begins after a sufficiently long period of time. It has 
been analytically found that the relaxation time 
0,1,..., 1n T= −
rτ  to the stationary state of the TASEP under 
periodic boundary conditions diverges with the system size L as zr Lτ ∝ , with dynamic exponent 
3 2z /= . For open boundary conditions exact results are not available, but some renormalization-
group studies indicate that the relaxation times are finite in both the low- and high-density phases, 
while on their coexistence line and everywhere in the maximum current phase 3 2/r Lτ ∝ . 
Our computer simulations results, shown in Figs. 3 and 4, reveal different types of 
fluctuation behaviour in the different regions of the phase diagram, thus adding new insight to the 
very intriguing behavior of the TASEP. In the maximal current phase, see Fig. 4, the fluctuations of 
 are showing non-trivial behaviour characteristic of SOC. ( )N t
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Figure 3. Simulation results (L=100): the density profiles (upper graphs) and the corresponding 
power spectra (lower graphs) of the particle numbers in the LD and HD phases. In the LD phase the 
exponent of the power spectrum varies with the density ρ , it decreases from  at very low 
densities, to  as the density reaches 
2a ≅
1.66a ≅ 1/ 2ρ = . Similarly in the HD phase the exponent  
decreases with 
a
(1 )ρ− . 
 
We find that in the whole MC phase the power spectrum of the total number of particles 
 is characterized by the same exponent ( )N t 1.66a ≅ . This result is consistent with the findings in 
[12]. Across the CL the exponent  changes quite sharply from a 1.66a ≅  (at 1 / 2α β= = ) to 2a ≅     
(in the LD and HD phases). The power spectrum of the total number of particles  is very well 
described by our simple domain wall theory at small values of 
( )N t
α , the deviation grows for higher 
values of 1/ 2α < . The latter deviation can be explained by the increasing with α  contribution of 
the fluctuations in the pure low- and high-density phases on both sides of the domain wall. 
 
4.2. Power spectrum in the domain wall picture 
 
The fluctuations induced by the Brownian motion of the domain wall between the coexisting low-
density and high-density phases of the TASEP have been studied recently in [37,38]. In [37] the 
single-time variance of the total number of particles in the system has been obtained in a dynamical 
regime and compared with direct simulation results. The authors of [38] have investigated the 
power spectrum ( )I ω  of the local density fluctuations and found that in a certain range of low-
frequencies ω  it obeys the power law .  3/2( )I ω ω−∝
Here we present our analytic evaluation of the power spectrum ( )NS ω  of the fluctuation of 
the total number of particles N(t) on a open chain of L sites, with continuous-time dynamics, at the 
coexistence line 1 / 2α β= < . We adopt an idealized model of a sharp domain wall between the 
phases with average low density, 1 / 2ρ α− = < , and high density, 1 1 / 2ρ α+ = − > , similar to the 
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one used in [37,38]. The random position ξ  of the domain is allowed to take L+1 values, identified 
with the sites  of an auxiliary chain. 0,1,...,n = L
 
 
 
Figure 4.  Simulation results (L=100): the density profiles (upper graphs) and the corresponding 
power spectra (lower graphs) of the particle numbers on the coexistence line (CL)  and in the 
maximal current (MC) phase. 
 
In accordance with the domain wall picture, reviewed in section 3, we assume that the wall 
performs a symmetric continuous-time random walk. At each moment of time t, the random total 
number of particles in the TASEP on a chain of L sites is given by ( ) ( )N t L tρ ρ ρ ξ= − −+ + − , 
where {0,1,..., }t Lξ ∈  is the momentary random position of the wall. The stationary state probability 
distribution of ξ  is uniform, i.e., ( ) 1/ ( 1)stP n Lξ = = +  for all 0,1,...,n L= . Hence, denoting by 
stζ< >  the average value of a random variable ζ  in a stationary state, we have / 2t st Lξ< > =  and 
( ) ( ) / 2 / 2stN t L Lρ ρ+ −< > = + = . The random deviations of the total number of particles from the 
stationary average value are represented by the variable ( ) ( ) ( ) ( / 2 )st tN t N t N t Lδ ξ= − < > = Δ − , 
where . The central object of our study is the time dependent correlation function: 1 2Δ = − α
2
st
C
2
'(| ' |) ( ) ( ') ( / 4)N st t tC t t N t N t Lδ δ ξ ξ− ≡< > = Δ < > − ,      (16) 
and its finite-time Fourier transform: 
1
,
1
( ) (0) 2 cos( ) ( )
T
N T N NS C
τ
ω ωτ τ
−
=
= + ∑ .        (17) 
The explicit expression for the correlation function in the right-hand side of eq. (16) reads: 
0
0 0
0 0 0
( ) ( 0 ) ( )
L L L
t t' st st
n n' n
P n nn'W n , n',t ' W n',t ' n,tξ ξ
= = =
< > = → →∑ ∑ ∑ ,    (18) 
where  is the transition rate from position  at time  to position n  at time , and 
the initial probability distribution is the stationary one 
( ', ' , )W n t n t→ 'n 't t
0( ) 1/ ( 1)stP n L .= +  The calculations are 
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performed with the aid of the transition rates for a random walk on the chain  with 
reflecting boundary conditions at  and 
0,1,...,n L=
0n = n L= , known from [39], see also [37,38]: 
1
1
1 ( 1) ( ')( ', ' , ) 1 cos cos exp 2 1 cos
1 1 1
L
r
n n' r n n r rW n t n t tD
L L L
π π+
=
⎧ ⎫+ + − ⎡ ⎤⎪ ⎪⎡ ⎤ ⎛→ = + + − −⎨ ⎬⎜ ⎟1L
π ⎞⎢ ⎥⎢ ⎥+ + +⎣ ⎦ ⎝ + ⎠⎣ ⎦⎪⎪ ⎭⎩
∑ ,    (19) 
where (1 )/(1 2 )D α α= − − α  is the diffusion constant, see section 3. To simplify the notation, we set 
in the remainder 
2 2 (2 1)sin
2( 1)l
ls
L
π +≡ +  .           (21) 
The result for the correlation function (18) is 
[ ]/22 2
2
2 4
0
(2 1) 1(| ' |) exp 4 | ' | sin
2( 1)2( 1)
L
l
N
ll
lC t t t t D
L
s
L s
π
=
⎡Δ− = − −⎢ ++ ⎣ ⎦∑
⎤+ −⎥
2 /
1
.                                            (20) 
Next, we notice that  for all , and consider the case of sufficiently long time 
series, when , so that in the expression for 
2
0ls s≥ 0,1,...,[ 2]l L=
2/T L >> , ( )N TS ω  one can neglect terms of the order 
. By using this approximation, which amounts to taking the limit T , we obtain the 
power spectrum in the form: 
2exp( 4 )ls T− →∞
2
, 2
2 2[ 2]
4 2
0
( )
2( 1)
1 1 exp( 8 )
1 2exp( 4 )cos( ) exp( 8 )N
L/
l l
l l l
S
L
s Ds
2
ls Ds Ds
ω ω∞ =
Δ= +
− − −
− − + −∑ .   (22) 
The large-L and small-ω  asymptotic behaviour of the power spectrum, which we are interested in, 
is determined by the small-l terms in the sum in the right-hand side of the above expression. 
Therefore, we may expand in terms of , 2ls ω , 1L− , and extend to infinity the upper limit of 
summation, to obtain the approximation: 
2
, 2 2 2 4 4 4
0
16 1( )
(2 1) [ (2 1) / ]N l
DS
l D l L
ω 2π π ω
∞
∞
=
Δ≅ + +∑ + .     (23) 
The following features of the power spectrum can be inferred from expression (23): 
 1. There is a crossover frequency, , such that for 2 2c D /Lω π= cω ω<< , the power 
spectrum saturates at the value . This saturation value reflects the 
boundedness of  on a finite lattice of L sites. 
2 40 (6N ,S ( ) L / DΔ∞ ≅ 0 )
( )N t
 2. In the asymptotic interval 1cω ω<< <<  the power spectrum exhibits the power-law 
behaviour 2( ) (2 )N ,S D
2ω Δ ω−∞ ≅ , which is characteristic of the Brownian motion of the wall. 
 The above rather crude approximation yields fairly good quantitative explanation of the low-
frequency features of the simulated spectra, see Fig. 4, especially for smaller values of 1 2/α β= < . 
Thus, for L=100, and α = 0.1, 0.2, 0.3, 0.4, we estimate from the domain wall (DW) theory DWcf ≅  
, , , 51 77 10. −× 54 19 10. −× 58 25 10. −× 41 88 10. −× , and, after rescaling to the same normalization, 
7.28, 6.65, 6.01 , 5.05, respectively, while the simulation results yield DWlog (0)N,S ∞ ≅ simcf ≅  
, , 52 10−× 55 10−× 58 10−× , , and 41 6 10. −× simlog (0)N ,TS ≅ 7.23, 6.66, 6.09, 5.4, respectively. The 
white-noise level and the crossover frequency were evaluated by fitting the power spectrum with 
the model function suggested in [40]. Obviously, the noticeable difference , DWsim (0) (0)N ,T N ,S S ∞−
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appearing at larger values of 0 3.α β= ≥ , has to be attributed to the particle number fluctuations in 
the pure low-density and high-density phases on both sides of the domain wall.  
 
5. Stationary States of a Network 
 
One of the natural physical interpretations of the totally asymmetric version of TASEP is given in 
terms of a single-lane vehicular traffic, see the recent review [18]. The fully parallel dynamics is 
considered as most appropriate for traffic modelling, and it is layed in the basis of more 
sophisticated update rules [16-18, 41]. We mention that the TASEP with parallel update results in 
the Nagel-Schreckenberg model [16] with maximum vehicle velocity . Recently much 
attention has been paid to cellular automaton models of traffic on roads with localized 
inhomogeneities modelling on- and off-ramps [42-44], and a roundabout at the intersection of two 
perpendicular streets [45]. Such spatial inhomogeneities were shown to lead to different dynamical 
phases of congested traffic.  
maxv =1
 
 
Figure 5. Schematic representation of the network: a single lane with two-chain section in the 
middle. All the segments  have equal length L. The particles are injected at the left end with a rate iC
α  and removed at the right end with a rate β . The particles move from left to right, at the 
branching point  they take with equal  probability  the upper or the lower branch. 1L bP 1/ 2=
 
Here we present results of our study of TASEP on a graph consisting of a simple chain with 
a loop in the middle [46]. A schematic representation of the model is shown in Fig. 5. The last site 
 of the head chain is a branching point from which the particles can take the upper or the 
lower branch of the loop with equal probability 
1i L=
bP 1 / 2= . Simultaneous and independent traffic of 
particles on the two branches was simulated.  
Let us denote the phase structure of the model by , where 
 denotes the stationary phase of the chain segment , . We 
remind the reader our abbreviations: LD – low density, HD – high density, MC – maximum current, 
CL – coexistence line.  Our analytical analysis of the allowed phase structures, based on the neglect 
of the pair correlations between the nearest-neighbor occupation numbers belonging to different 
chain segments, yields the 8 possibilities given below: 
1, 2,3 4(X X ,X )
X (LD,HD,MC,CL)i ∈ iC 1 2 3 4i , , ,=
(LD,LD,LD) if 1 / 2 and aα β< < ,         (24) 
(HD,HD,HD) if 1 / 2 and aβ β< > ,                   (25) 
(LD,LD,HD) or (LD,HD,HD) or (LD,CL,HD) if 1/ 2 ,α β= <    (26) 
( C,LD,MC) or (MC,LD,MC) or (MC,CL,MC) if 1/ 2, 1/2M α β> > .               (27) 
However, our computer simulations, presented in Figs. 6-13, show that whenever the chain 
segments  of the middle section may exist in either the low- or high-density phases, they are 
always found on the coexistence line. The main results of our computer simulations are obtained for 
chain segments of equal number of sites 
2,3C
100, 200L =  (total length of 3L 1+ ). Time is measured in 
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units of local trials respectively, which we call steps per site (SPS). Below we present the 
results for the different phase structures observed. Since cases (24) and (25) are very similar, we 
show here only the results for case (25). 
(3 1)L +
 
 
 
Figure 6. Simulation results: Typical density profiles τ  as function of the scaled distance  in 
the  (HD,HD,HD) state at 
/i L
0.5, 0.25α β= = . 
 
Case 1 / 2 andβ α β< >  (Figs. 6,7). As expected from our preliminary analysis, see Eq. 
(25), the phase structure , or respectively  in case (24), is realized, see 
Fig. 6. The comparison of the theoretical predictions and the simulation results for the current and 
the bulk densities in the simple-chain segments shows that they agree fairly well, within expected 
finite-size and finite-sample corrections. Even details of the shape of the density profiles are well 
explained. Short-range correlations appear in the neighborhood of the bifurcation and merging sites 
of the network as can be seen in Fig. 7. 
(HD,HD,HD) (LD,LD,LD)
 
 
 
Figure 7. Simulation results: Nearest-neighbor correlations corF  in the (HD,HD,HD) state at 
0.5, 0.25α β= = . 
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Otherwise, the properties of the simple-chain segments are close to those expected on the 
grounds of the approximation which ignores the above mentioned correlations. 
 
Figure 8. Simulation results: Typical density profiles τ  as function of the scaled distance  in 
the (LD,CL,HD) phase structure at 
/i L
0.25, 0.25α β= = . 
 
Case 1/ 2α β= <  (Figs. 8, 9). Most surprising are the results of our computer simulations 
in this case, see Fig. 8. Since we have no control over the local densities at the bifurcation and 
merging points, we cannot force the system in the phase structures, given by Eq. (26). Therefore we 
expect to find the chain segments of the middle section on the coexistence line. Unexpected feature 
revealed by the simulations is the existence of a non-vanishing slope in the density profiles of the 
head and tail segments, which are expected to be in the low- and high-density phase, respectively. 
An inspection of the nearest-neighbor correlations shown in Fig. 8 reveals two important features. 
 
 
 Figure 9. Simulation results: Nearest-neighbor correlations corF  in the (LD,CL,HD) state at 
0.25, 0.25α β= = . 
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Figure 10. Simulation results: Density profiles τ  as function of the scaled distance  with the 
(MC,CL,MC) phase structure at 
/i L
0.75, 0.75α β= = . 
 
First, strong correlations with parabolic spatial dependence in the chain segments of the 
middle section, which is indicative of phase coexistence with completely delocalized domain wall 
between the low- and high-density phases. Second, rather strong correlations developing in the head 
and tail chain segments away from the open boundaries. Our simple theory [46] accounts quite well 
for these results. 
Case 1/ 2 1/ 2andα β> > (Figs. 10-12). In this case the simulations show that the 
 phase structure is realized out of the three possibilities, given by Eq. (27). The local 
density profile is shown in Fig. 10. The head and the tail chain segments display density profiles 
typical for a simple chain in the MC phase.  
(MC,CL,MC)
 
 
Figure 11. Simulation results: Nearest-neighbor correlations corF  in the (MC,CL,MC) state at 
0.75, 0.75α β= = . 
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However, somewhat problematic seems the interpretation of the density profile in the chain 
segments of the middle section. Instead of being a straight line interpolating between the densities 
2,3ρ− , 2,3ρ+  of the low and high density phases, it shows pronounced curvatures near both ends. A 
detailed analysis shows that these deviations are due to the nearest-neighbor correlations (shown in 
Fig. 11), which are not negligible.  
Similarly to the case 0.25α β= = , the existence of rather strong cross-correlations is found 
between equivalent sites belonging to the two branches of the loop, which is quite interesting and 
unexpected result of our simulations. The spatial dependence of the cross-correlations is shown in 
Fig. 12.  
 
Figure 12. Simulation results: Cross-correlations (1) (2) (1) (2)cross i i i iF τ τ τ τ= −  between sites i 
belonging to the different branches of the loop in the (MC, CL, MC) state at 0.75, 0.75α β= = . 
 
6. Summary and Conclusions 
 
We have studied the fluctuation properties of the total number of particles  in the totally 
asymmetric simple exclusion process (TASEP). Computer simulations were performed to obtain 
and analyze the power spectrum of the total number of particles. The results reveal different types 
of fluctuation behaviour in the different regions of the phase diagram, thus adding new insight to 
the very intriguing behavior of the TASEP. In the maximal current phase the fluctuations of  
are showing non-trivial behaviour characteristic of SOC. We find that in the whole MC phase the 
power spectrum of the total number of particles  is characterized by the same exponent 
. This result is consistent with the findings in [12]. Across the CL the exponent  changes 
quite sharply from  (
( )N t
( )N t
( )N t
1.66a ≅ a
1.66a ≅ 1/ 2α β= = ) to 2a ≅  (in the LD and HD phases). The power 
spectrum of the total number of particles  is very well described by our simple domain wall 
theory at small values of the injection rate 
( )N t
α , and the deviation grows for higher values of 
1/ 2α < . The latter deviation can be explained by the increasing with α  contribution of the 
fluctuations in the pure low- and high-density phases on both sides of the domain wall. 
We have also studied the TASEP on a directed graph with non-trivial topology and open 
boundaries. The local density profiles, nearest-neighbour correlations along the chain segments, and 
cross-correlations between equivalent sites belonging to the two branches of the middle section 
were simulated for values of the parameters α  and β  corresponding to all the phases of a simple 
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chain. The presence of a double-chain middle section leads in some of the cases to expected steady 
state phase structures, such as  and ( , which are characterized by short-
range correlations appearing in the neighborhood of the bifurcation and merging sites of the 
network. Otherwise, the properties of the simple-chain segments are close to those expected on the 
grounds of the approximation which ignores the above mentioned correlations. For example, the 
reduction of the current by factor of one half in the equivalent branches of the middle section leads 
to a radical decrease, or increase, of the bulk density in the above cases. 
(LD,LD,LD) HD,HD,HD)
 
 
Figure 13.  Simulation results: The fundamental diagram, current J  vs density ρ : the solid 
squares-solid line curve is the result for the system with double chain-section in the middle; the 
empty circles-dashed line curve is the result for a simple chain. 
 
Rather unexpected are the observed (M and what we would call a mixed 
 and  phase structures. In the former case, which takes place when 
C,CL,MC)
(LD,CL,HD) (CL,CL,CL)
1 2/α >  and 1 2/β > , the bending in opposite directions of the local density profile of the head 
and tail chains in the maximum-current phase leads to a coexistence of low- and high-density 
phases in the chain segments of the middle section. The latter case occurs at 1 2/α β= < , when a 
simple chain is on the coexistence line. For our chain with a double-chain middle section we have 
found clear evidence of a delocalized domain wall which has different probabilities of being found 
in the head/tail chains and in the branches of the middle section. No theoretical explanation has 
been found yet for the significant cross-correlations between the random occupation numbers of 
equivalent sites belonging to the two branches of the middle section, whenever these branches are in 
a coexistence phase. 
The effect produced by the presence of a double-chain section in our system is very well 
illustrated when one compares the fundamental diagrams, flow versus density, in our case and in the 
case of a simple chain, see Fig. 13. The most remarkable features are the appearance of a plateau at 
the maximum current and the existence of densities greater than unity. To explain the latter feature 
one has to take into account that, in contrast to the simple chain case, in our network the bulk 
density happens to be inhomogeneous. The total bulk density is defined as 41 13 iiρ ρ== ∑ , and the 
fundamental diagram is calculated as follows: its left-hand half is obtained under fixed 0.75β = , 
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varying (0,1)α ∈ , and its right-hand half under fixed 0.75α = , varying (0,1)β ∈ . Remarkably, on 
going deeper into the maximum-current phase along any of the above paths, the total density of the 
middle section increases steadily, while the current stays at its maximum value, and the bulk 
densities in the head and tail segments remain constant too. Since the total density 2 3ρ ρ+  in the 
two branches of the double-chain section can exceed unity, see Fig. 6, the total bulk density exceeds 
unity too. The plateau is due to the above mentioned increase of the total density at constant current. 
We believe that future investigations on traffic models of complicated single-lane networks 
are necessary and will reveal new features which have no direct analogs in the simple-chain case. 
Our preliminary simulations show also that some of the observed correlation effects depend 
strongly on the length of the head and chain segments. 
 
 
 
References 
 
 1. Katz, S., Lebowitz J.L., Spohn, H.: J. Stat. Phys. 34 (1984) 497. 
 2. Schütz, G.M.: Exactly Solvable Models for Many-Body Systems Far from Equilibrium. In: 
    Domb, C., Lebowitz, J.L. (eds.): Phase Transitions and Critical Phenomena, Vol. 19. Academic 
    Press, London Sydney Tokyo (2001) 1-251. 
 3. Evans, M.R., Hanney, T.: J. Phys. A 38 (2005) R195-R240. 
 4. MacDonald, C.T., Gibbs, J.H., Pipkin, A.C.: Biopolymers 6 (1968) 1-25. 
 5. Spitzer, F.: Adv. Math. 5 (1970) 246-290.  
 6. Derrida, B., Evans, M.R., Hakim, V., Pasquier, V.: J. Phys. A 26 (1993) 1493-1517. 
 7. Hinrichsen, H.: J. Phys. A 29 (1996) 3659-3667. 
 8. Rajewsky, N., Schadschneider, A., Schreckenberg, M.: J. Phys. A 29 (1996) L305-L309. 
 9. Brankov, J., Pesheva, N., Valkov, N.: Phys. Rev. E 61 (2000) 2300-2318. 
10. de Gier, J., Nienhuis, B.: Phys. Rev. E 59 (1999) 4899-4911. 
11. Evans, M.R., Rajewsky, N., Speer, E.R.: J. Stat. Phys. 95 (1999) 45-96. 
12. Krug, J.: Phys. Rev. Lett. 67 (1991) 1882-1885. 
13. Parmeggiani, A., Franosch, T., Frey, E.: Phys. Rev. Lett. 90 (2003) 086601 1-4. 
14. Nieuwenhuizen, T.M, Klumpp, S., Lipowsky, R.: Phys. Rev. E 69 (2004) 061911 1-19. 
15. Richards, P.M.: Phys. Rev. B 16 (1977) 1393-1409. 
16. Nagel, K., Schreckenberg, M.: J. Physique I 2 (1992) 2221. 
17. Chowdhury, D., Santen, L., Schadschneider, A.: Phys. Rep. 199 (2000). 
18. Helbing, D.: Rev. Mod. Phys. 73 (2001) 1067-1141. 
19. Krug, J., Spohn, H.: Phys. Rev. A 38 (1988) 4271-4283. 
20. Krug, J., Meakin, P., Halpin-Healy, T.: Phys. Rev. A 45 (1992) 638-653. 
21. Sasamoto, T.: J. Phys. A 38 (2005) L549-L556. 
22. Chou T., Loshe, D.: Phys. Rev. Lett. 82 (1999) 3552-3555. 
23. Huisinga, T., Barlovic, R., Knopse, W., Schadschneider, A., Schreckenberg, M.: Physica A 294 
     (2001) 249-256. 
24. Willmann, R.D., Schütz, G.M., Challet, D.: Physica A 316 (2002) 430-440. 
25. Kogan, Sh.M., Shul’man, A.Ya.: Zh. Eksp. Teor. Fiz. 56 (1969) 862 [Sov. Phys. JETP 29  
      (1969) 467]. 
26. Pierobon, P., Parmeggiani, A., von Oppen, F., Frey, E.: Phys. Rev. E 72 (2005) 036123 1-10. 
27. Kardar, M., Parisi, G., Zhang, Y-C.: Phys. Rev. Lett. 56 (1986) 889-892. 
28. Kolomeisky, A.B., Schütz, G.M., Kolomeisky, E.B., Straley, J.P.: J. Phys. A 31 (1998) 6911- 
      6919. 
29. Bak, P., Tang, C., Wiesenfeld, K.: Phys. Rev. A38 (1989) 364-374. 
30. Jensen, H.J.: Phys. Rev. Lett. 64 (1990) 3103-3106. 
 - 16 -  
31. Jensen, H.J.: Mod. Phys. Lett. 5 (1991) 625-634. 
32. Jensen, H.J.: Phys. Scripta 43 (1991) 593-595. 
33. Bonabeau, E., Lederer, P.: J. Phys. A 27 (1994) L234-L250. 
34. Andersen, J.V., Jensen, H.J., Mouritsen, O.G.: Phys. Rev. B 44 (1991) 439-442 (R). 
35. Chen, S.-p., Huang, D.-w.: Phys. Rev. E 63 (2001) 036110 1-6. 
36. Kerner, B.S.: Phys. Rev. Lett. 81 (1998) 3797-3800. 
37. Santen, L., Appert, C.: J. Stat. Phys. 106 (2002) 187-199. 
38. Takesue, S., Mitsudo, T, Hayakawa, H.: Phys. Rev. E 68 (2003) 015103 1-4 (R). 
39. Schwarz Jr., M., Poland, D.: J. Chem. Phys. 63 (1975) 557-568. 
40. Pesheva, N.C., Daneva, D.P., Brankov, J.G.: Rep. Math. Phys. 40 (1997) 509-520. 
41. Schreckenberg, M., Schadschneider, A., Nagel, K., Ito, N.: Phys. Rev. E 51 (1995) 2939-2949. 
42. Pedersen, M.M., Ruhoff, P.T.: Phys. Rev. E 65 (2002) 056705 1-9. 
43. Jiang, R., Wu, Q.-S., Wang, B.-H.: Phys. Rev. E 66 (2002) 036104 1-6. 
44. Popkov, V., Santen, L., Schadschneider, A,  Schütz, G.M.: J. Phys. A 34 (2001) L45-L52. 
45. Fouladvand, M.E., Sadjadi, Z., Shaebani, M.R.: Phys. Rev. E 70 (2004) 046132 1-8.  
46. Brankov, J., Pesheva, N., Bunzarova, N.: Phys. Rev. E 69 (2004) 066128 1-13. 
 
 - 17 -  
