Finite-difference time-domain and integral equation results are compared for a fluid-fluid rough interface. Scattering strengths are computed for single surface realizations of both Gaussian and modified power law roughness spectra. The results agree well, with minor discrepancies occurring mainly at low grazing angles. The comparison presented verifies the numerical accuracy of the two methods.
INTRODUCTION
In this paper we present two methods for calculating the scattering of acoustic energy by fluid-fluid interfaces.
One uses a finite-difference time-domain (FDTD) algorithm, and the other uses an integral equation (IE) formulation.
Both are numerically exact in that no physical approximations are made to the underlying equations and, hence, should produce the same results for a given problem.
However, inherent numerical error can lead to nonphysical artifacts.
The main goal of this study is to verify that numerical error introduced by the two methods is negligible. Simulations performed with either method can be used to study scattering from water-sediment interfaces as well = to benchmark approximate scattering models which are more readily incorporated into practical reverberation models. The FDTD method is suited to problems which require broadband analysis and inclusion of multiple layers, volume scattering, or discrete scatterers.
The integral equation method is best suited to CW surface scattering problems.
THE FDTD AND IE METHODS
A local conformal FDTD method is used which is similar to that introduced in (1), but modified for the acoustics problem. Also, the reciprocal borrowing approach introduced in (2) is used to obtain greater stability and accuracy. To compensate for the numerical dispersion resulting from the dispersive and anisotropic nature of the FDTD grid, a correction factor is incorporated (3). A perfectly matched layer (PML) absorbing boundary condition (4) is used to surround the computational domain, and a total-field/scattered-field formulation is used to introduce the incident field into the FDTD grid. Near field values are determined after steady state has been achieved, and these are subsequently transformed to the far-field to obtain the scattering strength (5).
The integral equation method for the fluid-fluid interface is a generalization of the implementation for the Dirichlet problem (6), and applies directly to the CW case. For the fluid-fluid interface a set of two coupled integral equations for the field and its normal derivative on the rough interface are reduced to a matrix equation and solved numerically.
The scattered field in the far field and then the scattering strength are computed from these surface fields.
NUMERICAL RESULTS
Scattering strengths are calculated for one-dimensional single surface realizations of both single-scale Gaussian and multiscale modified power law (MPL) roughness spectra.
Generation of finite-length surface realizations and the source function used for the incident field are explained in (6). The steady state of the FDTD temporal incident field corresponds to the IE time-harmonic incident field. The MPL spectrum is more realistic for shallow water sediment bottoms; the Gaussian spectrum is useful because it can provide a more stringent test at low grazing angles in the backward scattering direction where scattering levels can be relatively low, particularly as the correlation length is increased. The dimensionless parameters kli and kl, where k is the wavenumber in the water, h is the rms surface height, and 1 is the surface correlation length, are used for the Gaussian spectrum results. The statistical parameters chosen for the modified power law results are consistent with an insonification frequency of 7.5 kHz. An incident angle of 70°(mexured from vertical) is used. Two different sediment bottoms are considered: Mud for the Gaussian spectrum and silty-clay for the MPL spectrum. Shear speeds for both bottom types are negligible; also, attenuation is neglected.
The numerical results shown in Figs. 1 and 2 agree well (parameters are tiven in the figure caDtions and ppw stands for points per wavelength).
Minor discrepancies-at low grazing angles ind~cate some computational error, but these differences should be negligible in Monte Carlo runs. 
