We study how the dimension of the invariant set of an interval map with a hole, depends on the size of the hole. Under some assumptions on the map, it is shown that the derivative of the dimension with respect to the size of the hole is bounded and that the dimension is bounded away from zero.
Introduction and Statement of the Results
The problem in this paper was communicated to the author by Jörg Schmeling who in turn got the problem from Yunping Jiang.
The background is the following. Take a number e ∈ 0, The set of points x such that f n (x) ∈ 1 2 − e, 
It is a self similar set and by the open set condition (see [1] ) it has Hausdorff dimension dim H L = log 2 log 2 − log(1 − 2e)
.
It follows that the function e → dim H L behaves in a linear way (with derivative bounded and bounded away from zero) as e → 0. This remains true if we instead let f be an arbitrary function that is monotone increasing and smooth on each of the connected components of [0, 1] \ 1 2 − e, 1 2 + e and inf f (x) > 1.
The problem is what happens if the condition inf f (x) > 1 is dropped.
We consider maps defined as follows. Let e > 0. Put I = [0, 1] and I e = + e.
We assume that f e satisfies i) f e,0 is a C 3 map on 0, ii) f e,0 > 1 and bounded on 0, 1 2 and f e,0 is convex; f e,0 ≥ 0.
iii) f e,0 is bounded on h, We will show that if f e,0 (x) = x + 2 a−1 x a then the assumption iv) is satisfied. All other assumptions are clearly satisfied in this case.
Remark. For condition iv) to be true, it is sufficient that f e,0 (x) = x + cx a + o(x a ) for some a > 1, since then f −n e,0 1 2 ∼ n − a a−1 , which clearly implies conditions iv). This can be found in [5] and [4] . is called the repellor. It is the set of points with orbit not intersecting I e . Yunping Jiang woundered how dim H L e behaves if f e,0 (x) = x + 2 a−1 x a , a > 1. One might wounder if it behaves in a linear way when e is small or if behaves in an other way, maybe like 1 − dim H L e ∼ e 1/a as e → 0, simular to the behaviour in [2] . This question is answered in the following theorem.
Theorem 1.
If f e satisfies the assumptions i)-iv) then there are constants k 1 , k 2 > 0 such that the function e → dim H L e satisfies 1 − k 1 e < dim H L e < 1 − k 2 e for all sufficiently small e. The proof of Theorem 1 will also provide us with the following observation.
Theorem 2.
If f e satisfies the assumptions i)-iv) then for any e < In particular, if f e,0 (x) = x + 2 a−1 x a and a > 1 then for any e < . These Theorems will be proved by an approximation argument.
Coding
Let T e be some sort of first return map on 0, 1 2 , defined in the following way. If
and x ∈ I n is such that f m e,1 (f n e,0 (x)) ∈ I e for all m, then T e (x) is defined by
where m(x) = min{ m ≥ 1 : f n+m e (x) ∈ 0, 1 2 }. In words, T e is the first return to 0, 
We code the dynamical system T e : [0,
∩ L e in the following way. There is a one-to-one correspondence r of sequences in (N × N) N∪{0} and points in the set 0,
Or equivalently, T k e (x) ∈ J a k ,b k . Because of the property expressed in (3), there is an
A cylinder is a set of the form
Since the set { x : f k e (x) ∈ {0, 1} for some k } is countable it does not contribute to the dimension of the repellor. From now on we will therefore ignore this set.
A Linearisation of the Map
We will define a sequence of linearisations of the map f e and prove that a theorem similar to Theorem 1 holds for those maps. We will then prove that the dimension of the repellors of the linearised maps converge to the dimension of L e . An estimate of the dimension of the repellors of the linearised maps in Section 8 will then provide Theorem 1 in Section 6.
Let N be a natural number. We will approximate the map T N e by a piecewise linear map L N ,e . For points in 0, The set
is the set of points x such that L n N ,e (x) is defined for any n ≥ 0. We will prove the following theorem, similar to Theorem 1.
Theorem 3.
If f e satisfies the conditions i)-iv) then there are constants k 1 , k 2 > 0 and an e 0 > 0 such that the function e → dim H D N ,e satisfies 1 − k 1 e < dim H D N ,e < 1 − k 2 e, for any N and any e < e 0 .
It will be proved in Section 6 that Theorem 1 follows from Theorem 3.
A Formula for the Dimension
To prove Theorem 3 we will need the following dimension formula.
then dim H D e ≥ s, where the sum is over all cylinders of size N .
Proof. Assume that s satisfies
Then we can define a Bernoulli measure m by putting
It follows that the dimension of this measure is s.
Lemma 2. The equation
has a solution.
Proof. Consider the function 
and
Let us estimate
and define x n recursively by x n−1 = f e,0 (x n ). Note that |I n |f e (x n ) ≤ |I n−1 | and
This shows that there are constants c 1 , c 2 such that
Now property iv) implies that there exists a number s 1 such that F (s 1 ) > 1.
Lemma 3. The function f e,0 (x) = x + 2 a−1 x a satisfies assumption iv).
Proof. In order to prepare for the proof of Theorem 2 in Section 5 we will actually prove a little bit more. We will use some estimates on pre-images of the map f e . These estimates are found in Section 9; Let x n be as in Lemma 5 and 6. Then by Lemma 6
and by Lemma 5
Hence there are constants c 1 , c 2 > 0 such that
The denominator can be made arbitrary large and finite by choosing an s that is suitfull for this purpose. In particular, there exists a number s 1 such that
5 Proof of Theorem 2
Anyone for thermodynamic formalism? If so, observe that the function
is the topological pressure function of L N ,e . It follows from the article
is the dimension of D N ,e . Hence we have equality in Lemma 1.
Moreover, it follows from the estimates in Section 6 that (T e ) N has bounded distortion. The estimates in the proof of Lemma 2 also imply that the topological pressure of (T e ) N , defined by
has a zero.
Let us now turn to the proof of Theorem 2. It follows by (6) that P(t) < ∞ if and only if t ≥ j, where j is the number such that the sum
We may also conclude the following.
Corollary 1.
The open sets { t : P(t) < ∞ } and {t : P L N ,e (t) < ∞ } coincide for any N .
A Hölder Continuous Image of the Repellor
We are now ready to show that Theorem 1 follows from Theorem 3. This will be done by proving that dim H D N ,e converges pointwise to dim H L e . In this section we will prove that T e has the property of bounded distortion and that dim H L e can not be less than the pointwise limit of dim H D N ,e . The convergence will then be proved in Section 7.
For any N ≥ 1 and e > 0 there is a natural one-to-one map t N ,e : D N ,e → L e defined by identifying the codings of (D N ,e , L N ,e ) and (L e , T N e ), (and we code both of them with the coding of (L e , T e )). We will estimate the Hölder exponent of t N ,e .
We will need the following lemma.
holds for any n > 0.
Proof. Define the sequences {x n } and {y n } recursively by x 0 = x, y 0 = y and x n = f e,0 (x n+1 ), y n = f e,0 (y n+1 ).
It is sufficient to show that the derivative
where I m is defined in (1) . But x, y ∈ I i , so y n+1 < x n ≤ y n , and hence
where we have used the estimate (13).
Let x, y ∈ D e and let k be the largest number such that
for some (a 0 , b 0 ), . . . , (a kN −1 , b kN −1 ). The points t N ,e (x) and t N ,e (y) are the corresponding points in L e .
Since T N e is convex and coinside with L N ,e on the endpoints of N -cylinders, it follows that for each m = 1, 2, . . . , k there are points p m and q m in the convex hull of the cylinder [(a (m−1)N , b (m−1)N ) , . . . , (a mN −1 , b mN −1 ) ], such that
The dark sections are cylinders of size N . Between them are holes.
It follows that
, for any number g. We consider this for g in (0, 1).
We will first estimate
The points L k N ,e (y) and L k N ,e (x) as well as the points (T
N ,e (x)) are in different cylinders of size N , see Figure 2 . Note that since L N ,e (z) ≥ (T N e )(z) for any z it follows that t N ,e (z) ≥ z for any z.
Hence the distances a 1 and a 6 in Figure 2 are larger than a 2 and a 5 respectively.
With the notations in Figure 2 , we have and
e expands the interval of length a 6 more than the interval of length a 4 , since f
is convex on the union of these two intervals. It remains to estimate k m=1
. This is done as follows.
This shows that for any g ∈ (0, 1) we can choose N so that
This shows that the Hölder exponent of t N ,e converges to 1 as N tends to infinity. Hence, for any g < 1 there is an N such that dim H L e ≥ gdim H D N ,e . More precisely, we have the following theorem. 
,
This holds true if 
Convergence of Dimensions
We will now prove that dim H D N ,e converges to dim H L e as N increases.
Theorem 5.
There is a constant A such that
Proof. Let P L N ,e (t) denote the topological pressure function of L N ,e and let P(t) denote the topological pressure function of T e . By the bounded distortion property there is a constant c > 1 such that
We can therewith estimate
where S k denotes a cylinder of size k. But
Hence P L N ,e (t) ≤ log c + NP(t). Similarly we get P L N ,e (t) ≥ − log c + NP(t) and so |P L N ,e (t) − NP(t)| ≤ log c. It is now sufficient to note that if P(s) = 0 then there exists a d > 0 such that 0 < P(s − d) < ∞ and therefore
Conclude that y = P(t) intersects the y-axes transversally and that it exists a constant A with the property stated in the theorem.
Proof of the Piecewise Linear Case
It now remains to prove Theorem 3. This will be proved with help of the dimension formula in Lemma 1. 
The function s(e) is well-defined by Lemma 2 and the inequality dim H D N ,e ≥ s(e)
holds by Lemma 1. We will bound the derivative of s(e).
Differentiation with respect to e yields 
We will estimate the derivative of
2 ) then we let f −c e (z) denote the point z c such that
We thus write
• f
holds since f e,0 ≥ 1 and f e,0 does not depend on e. If p(e) = f
(z) and e < 1 6 then
− e b k−1 dp(e) de and this implies that
− e b k−1 dp(e) de
(p(e))
It follows that
. From now on we therefore assume that e < 1 6 . We turn back to d N ,c and write it with the derivatives of f e in the following way.
We will first estimate dd N ,c de from above. The equality (12) implies that
The last sum can be estimated by a Riemann sum for 1 2 0 f e (x) dx in the following way. If we let x 0 = 1 2 and define x n recursively by f e,0 (x n ) = x n−1 , then the sum can be estimated by
where C 0 is as above. Hence
where
is a constant that only depends on f e,0 and therefore C does not depend on e.
We proceed.
By (12), the logarithm in the denominator in (11) can be estimated by
It now follows by (9), (11) and (15) that dd N ,c de
We also need an estimate of the denominator in (10). If t ∈ { t : P(t) < ∞ } = {t : P L N ,e (t) < ∞ } then and this concludes the last part of Theorem 3.
Some Estimates
The following two lemmata are used in the proof of Lemma 2.
We want to estimate the size of pre-images of the map f e,0 . Let x 0 = 1 2 and define
x n recursively by x n−1 = f e,0 (x n ).
Lemma 5. The sequence x n satisfies x n ≥ Proof. Since 1 = x n−1 /(x n + 2 a−1 x a n ) it follows that x a n =
x n−1 x a n x n + 2 a−1 x a . If x n−1 satisfies x n−1 ≤
