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Zusammenfassung
In dieser Arbeit leisten wir einen Beitrag zur Suche nach alternativen sicheren und eﬃzienten
Kryptoverfahren. Wir befassen uns mit asymmetrischen Kryptoverfahren, deren Sicherheit auf der
Schwierigkeit des diskreten Logarithmusproblems, des Diﬃe-Hellman-Problems oder des Wurzel-
problems in endlichen Abelschen Gruppen beruht. Die Kenntnis der Gruppenordnung wird hierbei
nicht beno¨tigt. Daher lassen sich die Kryptoverfahren in Klassengruppen algebraischer Zahlko¨rper
(number ﬁelds) vom Grad gro¨ßer 2 sicher implementieren. (In Zahlko¨rpern implementierte Ver-
fahren nennen wir NF-Kryptoverfahren.)
Bislang sind u¨ber Kryptographie in algebraischen Zahlko¨rpern (NF-Kryptographie) erst zwei
Arbeiten erschienen. In [Buc91] wurde erstmals die Idee formuliert, Kryptographie in algebraischen
Zahlko¨rpern zu betreiben. Diese Idee wurde in [BP97] konkretisiert, indem ein fu¨r kryptographi-
sche Verfahren scheinbar geeignetes mathematisches Basisproblem beschrieben wurde. Das Lo¨sen
dieses Basisproblems erscheint schwierig, selbst wenn die heute in der Praxis in Kryptoverfahren
verwendeten Basisprobleme gelo¨st wu¨rden, z.B. das Faktorisierungproblem ganzer Zahlen oder
das diskrete Logarithmusproblem in endlichen Ko¨rpern oder der Punktegruppe einer elliptischen
Kurve u¨ber endlichen Ko¨rpern. Daher scheint dieses neue Basisproblem eine attraktive Alternative
zu heute verwendeten Basisproblemen zu sein.
Andere publizierte Arbeiten bezogen sich bislang nur auf den Spezialfall quadratischer
Zahlko¨rper (siehe z.B. [BW88, BDW90, McC89, BD90, Du¨l91, Mey97, HJP98, HMT98, HM00,
BH01, Tak01, BW89, BSW90, BSW94, BBT94, BW90]).
Die mathematischen Basisprobleme, die zum Brechen der Kryptoverfahren gelo¨st werden
mu¨ssen, sind fu¨r Zahlko¨rper vom Grad gro¨ßer 2 noch schwieriger als fu¨r quadratische Zahlko¨rper.
Das macht Zahlko¨rper ho¨heren Grades fu¨r die Kryptographie besonders interessant.
Bisher waren noch etliche Fragestellungen bzgl. NF-Kryptographie oﬀen: Es war unklar, wel-
che Signaturverfahren fu¨r Klassengruppen algebraischer Zahlko¨rper verwendet werden ko¨nnen,
denn die Ordnung der Klassengruppe oder eines Teilers davon ist im Allgemeinen nicht eﬃzient
berechenbar. Daher ko¨nnen Signaturen vom ElGamal-Typ (z. B. DSA) nicht ohne weiteres auf
Klassengruppen u¨bertragen werden, da fu¨r Signaturen dieses Typs die Gruppenordnung bekannt
sein muss. Zudem wurde bislang nicht nachgewiesen, dass man neben Signaturverfahren andere
kryptographische Anwendungen sicher und eﬃzient in algebraischen Zahlko¨rpern implementieren
kann. Weiterhin war vollkommen unklar, wie man kryptographisch geeignete Klassengruppen al-
gebraischer Zahlko¨rper eﬃzient erzeugen sollte. Denn im Allgemeinen sind solche Klassengruppen
sehr klein, wa¨hrend wir große Klassengruppen beno¨tigen. Zudem muss die Gruppenordnung große
Primteiler enthalten. Wie soll man aber die Existenz großer Primteiler in einer vollkommen unbe-
kannten Gruppenordnung nachweisen? Es war unklar, wie in der Praxis eﬃzient entschieden werden
soll, ob zwei gegebene Gruppenelemente (Idealklassen) gleich sind. Letztendlich existierte noch kei-
ne Implementierung von NF-Kryptoverfahren; somit war vollkommen oﬀen, ob NF-Kryptoverfahren
u¨berhaupt hinreichend eﬃzient implementiert werden ko¨nnen. U¨ber die Schwierigkeit der mathe-
matischen Basisprobleme gab es bislang nur grobe theoretische, asymptotische Abscha¨tzungen,
aber noch keine praktischen Untersuchungen. Daher wusste man bislang nicht, wie groß die Sy-
stemparameter von NF-Kryptoverfahren zu wa¨hlen sind, um ein gewu¨nschtes Sicherheitsniveau zu
erreichen.
ii
Mit dieser Arbeit tragen wir zur Kla¨rung dieser bislang oﬀenen Fragen bei: Wir zeigen, dass
man u¨berhaupt kryptographische Protokolle u¨ber Klassengruppen algebraischer Zahlko¨rper ent-
werfen kann. Hierzu stellen wir einige NF-Kryptoverfahren zur Signatur, zur Verschlu¨sselung, zum
Schlu¨sselaustausch, zur Identiﬁkation und fu¨r weitere Anwendungen vor.
Wir zeigen, dass die NF-Kryptoverfahren sicher sind unter der Annahme, dass die Berechnung
diskreter Logarithmen und Wurzeln in Klassengruppen nicht eﬃzient mo¨glich ist. Wir erla¨utern,
wie der algebraische Zahlko¨rper ausgewa¨hlt werden soll, damit diese Annahme nach heutigem
Kenntnisstand mit sehr hoher Wahrscheinlichkeit erfu¨llt ist. Mittels theoretischer Resultate und
praktischer Untersuchungen zeigen wir ferner, wie groß die Parameter (die Diskriminante und der
Grad eines Zahlko¨rpers) ausgewa¨hlt werden mu¨ssen, damit das Brechen der NF-Kryptoverfahren
nach heutigem Kenntnisstand genauso schwierig ist wie das Brechen heute in der Praxis verwen-
deter Kryptoverfahren wie RSA (mit z.B. 1024 Bit Schlu¨ssella¨nge).
Zudem untersuchen wir die Eﬃzienz der NF-Kryptoverfahren und der darunter liegenden Arith-
metik fu¨r Klassengruppen algebraischer Zahlko¨rper. Wir zeigen, dass NF-Kryptoverfahren schon
hinreichend eﬃzient sind, um auf modernen Computern eingesetzt werden zu ko¨nnen.
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Die Sicherheit der meisten ga¨ngigen kryptographischen Verfahren beruht auf der Schwierigkeit
der Faktorisierung natu¨rlicher Zahlen oder der Berechnung diskreter Logarithmen (DL) in endli-
chen Ko¨rpern oder in der Punktegruppe elliptischer Kurven u¨ber endlichen Ko¨rpern. Es ist aber
absolut unklar, ob diese Probleme in der Zukunft schwierig bleiben. Im Gegenteil. In den letzten
15 Jahren gab es bei der Entwicklung eﬃzienter Faktorisierungs- und diskreter Logarithmusalgo-
rithmen in endlichen Ko¨rpern sehr große Erfolge ([LV99, LV01]). Fortschritte bei der Lo¨sung des
Faktorisierungsproblems fu¨hrten in der Regel auch zu schnelleren DL-Algorithmen in endlichen
Ko¨rpern. Daru¨ber hinaus fanden Mathematiker immer wieder Algorithmen, welche das diskre-
te Logarithmusproblem fu¨r Familien von elliptischen Kurven u¨ber endlichen Ko¨rpern so eﬃzient
lo¨sen, dass diese fu¨r die Kryptographie nutzlos werden ([MOV91, FR94, Sma99, Sma00]). Neh-
men wir an, man fa¨nde entsprechend schnelle Algorithmen fu¨r die o.g. algorithmischen Probleme.
Kryptographische Verfahren wie RSA oder DSA wa¨ren dann auf einen Schlag unsicher. Diese
Kryptoverfahren sind heute aber in realen Anwendungen wie E-Business-Applikationen, Remote
Access-Anwendungen oder Absicherung digitaler Kommunikation weit verbreitet. Daher entstu¨nde
fu¨r die Industrie weltweit ein gigantischer wirtschaftlicher Schaden auf Grund der dann einfach
durchfu¨hrbaren Wirtschaftsspionage oder Betrugsvergehen. Zudem mu¨ssten ga¨ngige digitale Kom-
munikationskana¨le abgeschaltet werden, da diese nun nicht mehr hinreichend abgesichert werden
ko¨nnten.
Daher besteht eins der Hauptziele der heutigen Public-Key-Kryptographie darin, neue
Berechnungsprobleme zu identiﬁzieren und auf deren Basis sichere und eﬃziente Public-Key-
Kryptoverfahren zu konstruieren.
In der vorliegenden Arbeit wollen wir zeigen, dass das algorithmische Problem, diskrete
Logarithmen (NF-DLP) oder Wurzeln (NF-RP) in der Klassengruppe geeigneter algebraischer
Zahlko¨rper zu berechnen, Grundlage fu¨r die Sicherheit eﬃzienter Kryptosysteme sein kann.
Die genannten Probleme NF-DLP und NF-RP sind deshalb von besonderem Interesse, weil
die bekannten Algorithmen zu deren Lo¨sung die Berechnung ku¨rzester Vektoren in Gittern der
Dimension n erfordern, wobei n der Zahlko¨rpergrad ist. Die derzeit besten Algorithmen zur
Berechnung ku¨rzester Vektoren in solchen Gittern haben exponentielle Laufzeit in n. Man kann
außerdem zeigen, dass NF-DLP wenigstens so schwer ist wie das Faktorisierungsproblem fu¨r
natu¨rliche Zahlen (siehe Abschnitt 3.1). Fu¨r das Wurzelproblem in Klassengruppen algebraischer
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Zahlko¨rper kennt man heute keine eﬃzienteren Algorithmen als fu¨r das NF-DLP. Die Probleme
NF-RP und NF-DLP erweitern also den Kreis der schweren zahlentheoretischen Probleme
substanziell.
In dieser Arbeit verfolgen wir zwei Ziele:
1. Die Entwicklung eﬃzienter kryptographischer Protokolle, deren Sicherheit auf der Schwie-
rigkeit des NF-DLP oder des Wurzelproblems beruht.
2. Die Untersuchung der Sicherheit entsprechender kryptographischer Verfahren.
Bis jetzt war unklar, ob man u¨berhaupt Kryptographie u¨ber Klassengruppen algebraischer
Zahlko¨rper betreiben kann. Die Sicherheit entsprechender kryptographischer Verfahren war dem-
nach bislang auch nicht untersucht worden. Implementierungen existierten bisher nicht; daher gab
es keine Erfahrungswerte bzgl. der Eﬃzienz. Bei der Verfolgung obiger Ziele hat man u.a. folgende
Probleme zu lo¨sen:
• Entwurf kryptographischer Protokolle
Klassengruppen algebraischer Zahlko¨rper sind endliche Abelsche Gruppen, deren Gruppen-
ordnung (Klassenzahl) unbekannt ist und die in der Praxis auch nicht berechnet werden
kann. Bis dato war es ein oﬀenes Problem, ob und wie man in solchen Gruppen die ga¨ngigen
Typen kryptographischer Protokolle konstruieren kann; denn die u¨blichen Verfahren setzen
in der Regel die Kenntnis der Gruppenordnung voraus.
• Erzeugen schwieriger Probleminstanzen
Bislang wusste niemand, welche notwendigen und hinreichenden Bedingungen an Klassen-
gruppen algebraischer Zahlko¨rper zu stellen sind, damit u¨ber diesen Gruppen erzeugte diskre-
te Logarithmus- und Wurzelprobleme schwierig zu lo¨sen sind. Als oﬀensichtliche Bedingung
fordern wir hier eine sehr große Klassenzahl ein. Allerdings besitzen Klassengruppen algebrai-
scher Zahlko¨rper im Allgemeinen eine sehr kleine Klassenzahl. Es war vollkommen unklar,
wie man Klassengruppen mit den geforderten Eigenschaften konstruieren kann. Schließlich
wusste man bislang auch nicht, welche Schlu¨ssella¨ngen zu wa¨hlen sind, um bei den neuen
kryptographischen Verfahren ein gewu¨nschtes Sicherheitsniveau zu erhalten.
• Eﬃziente Implementierung
Bislang existierte keine Implementierung eines kryptographischen Protokolls u¨ber algebrai-
schen Zahlko¨rpern vom Grad > 2. Es war noch nicht hinreichend untersucht, wie man
die mathematischen Objekte platzeﬃzient im Rechner darstellen kann. Außerdem war noch
nicht klar, wie man in Klassengruppen am Eﬃzientesten die Gruppenoperation durchfu¨hrt,
Elemente invertiert und eﬃzient entscheidet, ob zwei gegebene Gruppenelemente gleich sind.
1.2 Stand der Forschung
In der Praxis werden zur Zeit folgende Probleme der algorithmischen Zahlentheorie als Grundlage
der Sicherheit kryptographischer Verfahren verwendet: die Faktorisierung natu¨rlicher Zahlen und
die Berechnung diskreter Logarithmen in der multiplikativen Gruppe eines endlichen Ko¨rpers und
in der Punktegruppe einer elliptischen Kurve u¨ber einem endlichen Ko¨rper.
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Es gibt subexponentielle Algorithmen zur Faktorisierung natu¨rlicher Zahlen ([BLP93]) und zur
Berechnung diskreter Logarithmen in endlichen Ko¨rpern ([Sch93]). Genauer gilt folgendes. Setzt
man
Lx[a, b] = exp(b(lnx)a(ln lnx)1−a)






3 + o(1)] faktorisieren und in endlichen Primko¨rpern der Charakteristik p diskrete





3 + o(1)] berechnen. Die derzeit besten Algorithmen zur Berech-
nung diskreter Logarithmen in der Punktegruppe elliptischer Kurven sind die Algorithmen, die in
jeder endlichen Abelschen Gruppe anwendbar sind ([BJT97]). Sie haben exponentielle Laufzeit.
Die Faktorisierung einer Zahl mit 130 Dezimalstellen, die Produkt zweier etwa gleich großer
Primzahlen ist, dauert mit dem derzeit besten Algorithmus, dem Number Field Sieve (NFS),
ca. 500 MIPS-Jahre ([CDEH+96]). Bei je drei weiteren Dezimalstellen der zu faktorisierenden
Zahl verdoppelt sich die Laufzeit des Algorithmus. Die Berechnung des diskreten Logarithmus
in einem Primko¨rper mit 85-stelliger Charakteristik dauert mit dem derzeit asymptotisch be-
sten Algorithmus, dem allgemeinen Number Field Sieve, 44.5 MIPS-Jahre und mit einer In-
dex Calculus–Methode nach Coppersmith, Odlyzko und Schroeppel ([COS86]) 30.6 MIPS-Jahre
([Sch93, DSW96, DM96, Web95, Web96, Web97b, Web97a]). Mit wachsender Charakteristik
nimmt die Laufzeit wie beim Faktorisieren zu. Mit dem Algorithmus von Pollard ([Pol75]) wurden
in der Punktegruppe einer elliptischen Kurve u¨ber einem Primko¨rper mit 19-stelliger Charakte-
ristik und 18-stelligem gro¨ßtem Primteiler der Gruppenordnung diskrete Logarithmen auf einer
Workstation Sun Sparc 20 in etwa 4 Tagen und 15 Stunden berechnet ([PW97]).
In ju¨ngerer Vergangenheit wird auch untersucht, ob man Jacobische Varieta¨ten hyperellipti-
scher Kurven u¨ber endlichen Ko¨rpern in Kryptosystemen verwenden soll ([Kob90, Kob89, Pau96]).
Das Problem, ku¨rzeste und na¨chste Gittervektoren zu berechnen, ﬁndet neuerdings auch Anwen-
dung in der Kryptographie ([GGH97]). Es ist aber bis jetzt noch nicht klar, ob diese Verfahren
u¨berhaupt eﬃzient implementiert werden ko¨nnen. Außerdem ist noch ungekla¨rt, wie die Gitter in
geeigneter Weise ausgesucht werden ko¨nnen. In den genannten Versuchen spielt die algebraische
Zahlentheorie keine Rolle. Das asymptotisch schnellste Verfahren zur Berechnung ku¨rzester Gitter-
vektoren stammt von Bettina Just ([Hel85]), die das Verfahren von Kannan ([Kan87]) verbesserte.
Eine genaue Untersuchung von Gitterbasis-Reduktionsalgorithmen wurde von Schnorr ([Sch87])
durchgefu¨hrt.
Buchmann und Paulus fu¨hrten in [BP97] das folgende DL-a¨hnliche Problem ein: Gegeben seien
eine Ordnung O eines algebraischen Zahlko¨rpers K und O–Ideale I und J . Finde k ∈ Z>0 und
α ∈ K mit J = αIk oder entscheide, dass solche α, k nicht existieren.
In verschiedenen Arbeiten wurde dargelegt, wie man obiges DL-a¨hnliche Problem fu¨r ima-
gina¨rquadratische und reell-quadratische Zahlko¨rper als Grundlage von Kryptosystemen verwenden
kann ([BW88, BDW90, BW89, BW90, BSW94, BBT94]). Es wurde außerdem gezeigt, dass das
Faktorisierungsproblem ganzer Zahlen auf dieses Problem in quadratischen Zahlko¨rpern reduziert
werden kann ([BW88])1. Die Idee, Kryptographie basierend auf dem diskreten Logarithmusproblem
in Klassengruppen algebraischer Zahlko¨rper (NF-DLP) zu betreiben, wurde erstmals in [Buc91]
vorgestellt.
1In imagina¨r-quadratischen Zahlko¨rpern ist dieses Problem genau das diskrete Logarithmusproblem, da sich
die Releativerzeuger hier einfach berechnen lassen
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In [BD90] wurde bewiesen, dass NF-DLP in imagina¨rquadratischen Klassengruppen in subex-
ponentieller Zeit (in der bina¨ren La¨nge der Diskriminante ∆) lo¨sbar ist. Vollmer [Vol00] bewies




2+o(1)]. Die Lo¨sung von NF-DLP (und des allgemeineren oben
formulierten Problems) steht in engem Zusammenhang mit der Berechnung der Klassen- und Ein-
heitengruppe algebraischer Zahlko¨rper. In [Buc89] wurde unter gewissen Annahmen bewiesen,
dass die Klassen- und Einheitengruppe von Zahlko¨rpern von festem Grad in subexponentieller
Zeit in log |∆| berechnet werden kann. U¨ber Erfahrungen bzgl. der praktischen Eﬃzienz dieses
Algorithmus berichtet Neis [Nei02]. In [Thi95] wurde ein Algorithmus zur Lo¨sung dieses Problems
vorgestellt, dessen Laufzeit exponentiell mit dem Grad des Zahlko¨rpers wa¨chst. In diesem Algorith-
mus mu¨ssen ku¨rzeste Vektoren in Gittern berechnet werden, deren Dimension der Zahlko¨rpergrad
ist.
Neben den Untersuchungen zur Lo¨sung von NF-DLP und zur Berechnung von Invarianten in
Zahlko¨rpern wurden auch Arbeiten zur Arithmetik in Zahlko¨rpern erstellt. Insbesondere gab es
erste Untersuchungen daru¨ber, wie man die algebraischen Objekte (Ordnungen, Ideale, Ko¨rperele-
mente) geeignet darstellen kann ([Nei94, BTW95, Thi95, Nei02]).
1.3 Aufbau der Arbeit
In Abschnitt 1.4 erkla¨ren wir zuna¨chst die in unserer Arbeit verwendeten Notationen.
In Kapitel 2 fu¨hren wir die mathematischen Strukturen und Objekte ein, in denen wir Kryp-
tographie betreiben wollen, Klassengruppen algebraischer Zahlko¨rper. Wir werden sehen, dass
Klassengruppen endliche Abelsche Gruppen sind, die mitsamt ihrer Elemente eﬃzient im Compu-
ter dargestellt werden ko¨nnen und in denen eﬃzient gerechnet werden kann: Es ko¨nnen eﬃzient
Gruppenelemente verknu¨pft (multipliziert) und invertiert werden. Als Besonderheiten dieser Grup-
pen werden wir sehen, dass die Entscheidung, ob zwei gegebene Gruppenelemente gleich sind, nur
in einigen dieser Gruppen (na¨mlich in denen mit sehr kleinem Regulator) eﬃzient getroﬀen werden
kann. Zudem ist die Ordnung dieser Gruppen (Klassenzahl) unbekannt. Die Berechnung der Klas-
senzahl erweist sich als schwieriges algorithmisches Problem, fu¨r dessen Lo¨sung nur subexponen-
tielle Algorithmen bekannt sind. Unklar ist zuna¨chst, wie zufa¨llige Elemente in der Klassengruppe
ausgewa¨hlt werden ko¨nnen, was zur Implementierung kryptographischer Protokolle aber notwen-
dig ist. All diese arithmetisch-algorithmischen Probleme werden wir detaillierter in den Kapiteln 4
und 5 betrachten.
In Kapitel 3 zeigen wir, dass sich eine Fu¨lle kryptographischer Protokolle in Klassengruppen
algebraischer Zahlko¨rper implementieren lassen. (Bei Implementierung in Klassengruppen nennen
wir die Protokolle NF-Kryptoverfahren.) Wir stellen entsprechende Protokolle vor, erla¨utern ggf.
deren Einsatzgebiete, analysieren deren Sicherheit und Eﬃzienz und geben schließlich Empfehlun-
gen zur Parameterwahl. Wir zeigen durch Konstruktion entsprechender Protokolle, dass sich quasi
alle ga¨ngigen Typen kryptographischer Protokolle in Klassengruppen algebraischer Zahlko¨rper for-
mulieren lassen. Wir stellen in Kapitel 3 zuna¨chst die algorithmischen Probleme vor, auf deren
Schwierigkeit die Sicherheit der von uns vorgestellten Verfahren basiert. Wir erkla¨ren durch Auf-
zeigen von Polynomzeitreduktionen, in welchem Zusammenhang diese algorithmischen Probleme
stehen und wie schwierig diese nach heutigem Kenntnisstand sind. Anschließend modellieren wir
den Begriﬀ der Sicherheit und deﬁnieren, was wir darunter verstehen, dass ein kryptographisches
Protokoll
”
sicher“ sei. Dann analysieren wir teilweise vollkommen neue kryptographische Protokol-
le, die sich in Klassengruppen algebraischer Zahlko¨rper implementieren lassen: Signaturverfahren
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mit der u¨blichen Funktionalita¨t, Nichtabstreitbare Signaturen (Undeniable Signatures), Blinde Si-
gnaturverfahren (Blind Signatures), Gruppensignaturen; Verschlu¨sselungsverfahren, Schlu¨sselaus-
tauschverfahren, Identiﬁkationsverfahren, Faire Public-Key-Kryptosysteme, Pseudozufallszahlen-
generatoren, Bit Commitment und fairer Mu¨nzwurf, Secret Sharing und Subliminal Channel.
In Kapitel 4 analysieren wir zuna¨chst die Eﬃzienz der bekannten generischen und
Klassengruppen-speziﬁschen Angriﬀe auf die kryptographischen Protokolle. Diese Angriﬀe
brechen die NF-Kryptoverfahren durch Lo¨sen der zugrunde liegenden algorithmischen Probleme.
Insbesondere untersuchen wir die Laufzeit von Buchmanns Klassengruppenalgorithmus und
verbessern bisherige Komplexita¨tsresultate. Wir leiten notwendige und hinreichende Bedingungen
dafu¨r her, dass die Angriﬀe in der Praxis versagen. Daraus resultieren die Anforderungen an eine
kryptographisch geeignete Klassengruppe. Anschließend zeigen wir, wie man kryptographisch
geeignete Klassengruppen erzeugen kann. Wir weisen nach, dass diese Gruppen tatsa¨chlich allen
Anforderungen genu¨gen. Insbesondere zeigen wir hierzu an Hand theoretischer und praktischer
Analysen, dass die von uns vorgeschlagenen Klassengruppen große Primteiler enthalten. Zudem
untersuchen wir, welche Schlu¨ssella¨ngen man wa¨hlen muss, um ein gewu¨nschtes Sicherheitsniveau
(z.B. vergleichbar mit RSA-1024 Bit) zu erhalten.
In Kapitel 5 beschreiben wir unsere Implementierung der NF-Kryptoverfahren. Dabei zeigen
wir auf, wie man die bislang bekannte (in Kapitel 2 geschilderte) Arithmetik in algebraischen
Zahlko¨rpern optimieren kann. Wir schildern zuna¨chst, wie wir die mathematischen Objekte platz-
eﬃzient im Computer darstellen; dann stellen wir eﬃziente Algorithmen vor und widmen uns ins-
besondere den nichttrivialen Fragen, wie man entscheiden kann, ob zwei Gruppenelemente gleich
sind und wie man zufa¨llig und gleichverteilt ein Element aus der Klassengruppe eines Zahlko¨rpers
auswa¨hlen kann. Wir schildern Details unserer Implementierung wie hocheﬃziente Methoden zur
Exponentiation von Idealklassen. Schließlich pra¨sentieren wir die Laufzeiten unserer neuen Algo-
rithmen und NF-Kryptoverfahren.
Im Anhang leiten wir die in Kapitel 4 zitierten oberen Schranken fu¨r Regulatoren und unteren
Schranken fu¨r Klassenzahlen her. Diese Analyse ist wesentlich, um die praktische Durchfu¨hrbar-
keit und die Sicherheit von NF-Kryptoverfahren zu gewa¨hrleisten. Anschließend pra¨sentieren wir
Tabellen mit von uns errechneten Klassenzahlen und deren Primfaktorzerlegungen. Die Tabellen
machen plausibel, dass die von uns in Kapitel 4 vorgeschlagenen Klassengruppen tasa¨chlich allen
Bedingungen genu¨gen.
1.4 Notation
Nachstehend listen wir alle Symbole auf, die wir verwenden werden:
Z Ring der ganzen Zahlen
Zn Menge der ganzen Zahlen  n fu¨r eine ganze Zahl n
Q Ko¨rper der rationalen Zahlen
R Ko¨rper der reellen Zahlen
Rn Menge der reellen Zahlen  n fu¨r eine reelle Zahl n
C Ko¨rper der komplexen Zahlen
K algebraischer Zahlko¨rper
p | a p teilt a
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Re z Realteil einer komplexen Zahl z
Im z Imagina¨rteil einer komplexen Zahl z
x die gro¨ßte ganze Zahl z mit z  x (x ∈ R)





+ 1, die Bitla¨nge von n, wobei size(0) = 1 ist
ζ(s) Riemannsche Zeta-Funktion
θ(x) Tschebyschevsche theta-Funktion
π(x) Anzahl der Primzahlen  x
ϕ(n) Eulersche Totient-Funktion
ρ(u) Dickmannsche rho-Funktion
log Logarithmus zur Basis 2
ln natu¨rlicher Logarithmus
∆ Diskriminante eines algebraischen Zahlko¨rpers
O,O∆ Ordnung eines algebraischen Zahlko¨rpers (zur Diskriminante ∆)
Cl(K), Cl(∆) Klassengruppe des Zahlko¨rpers K bzw. zur Diskriminante ∆
R(K), R Regulator des Zahlko¨rpers K
h(K), h Klassenzahl von Cl(K), h(K) = |Cl(K)|
1Cl(K) neutrales Element von Cl(K)
HK Untergruppe von Cl(K), die alle Elemente mit Ordnungen z entha¨lt,
wobei z ∈ Z beliebig mit 3  z (der Nicht-3-Anteil von Cl(K)).
a, b Ideale aus O∆
[a], [b] Ideal-Klassen in Cl(K) bzw. Cl(∆)
ordCl(∆([a]) Ordnung der Untergruppe von Cl(∆), die von [a] erzeugt wird
G endliche Abelsche Gruppe
α, β, γ, . . . Elemente einer endlichen Abelschen Gruppe
(bisweilen auch Elemente eines algebraischen Zahlko¨rpers)
〈α〉 die von α erzeugte Untergruppe in G
ordα, ordG α Ordnung des Elementes α in G
1G, 1 neutrales Element in G
g = O(f) Fu¨r die Funktionen g, f : Z0 −→ R>0 gibt es eine reelle Konstante
c > 0, so dass mit einer positiven ganzen Zahl n0 fu¨r alle ganzen Zahlen
n  n0 gilt: g(n)  c · f(n)
Intuitiv gesprochen: g(n) wa¨chst fu¨r wachsendes n asymptotisch
ho¨chstens so schnell wie f(n).
g = o(f) Fu¨r die Funktionen g, f : Z0 −→ R>0 gibt es fu¨r jede reelle
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Konstante c > 0 eine positive ganze Zahl n0, so dass fu¨r alle ganzen
Zahlen n  n0 gilt: 0  g(n) < c · f(n)
Intuitiv gesprochen: g(n) kann in Bezug auf f(n) vernachla¨ssigt
werden, wenn n hinreichend groß wird.
Der Ausdruck o(1) dru¨ckt eine Funktion g(n) aus, die fu¨r n →∞
gegen 0 geht.
L(N)[u, v + o(1)] e(v+o(1)) ln (N)
u ln (ln (N))1−u (0  u  1)
Diese Funktion wird benutzt, um die in der Eingabela¨nge von N
subexponentielle Laufzeit eines Algorithmus zu beschreiben.
1 MIPS In der Kryptographie u¨bliche Maßeinheit fu¨r die Rechengeschwindigkeit
eines Computers oder einer CPU. Eine 1 MIPS-CPU fu¨hrt eine
Million Operationen pro Sekunde aus.
1 MIPS-Jahr Anzahl der Operationen, die eine 1 MIPS-CPU in einem Jahr ausfu¨hren
kann, also 3.1535 · 1013 Operationen.
s1‖s2 die Konkatenierung der Bit-Strings s1 und s2
s1 ⊕ s2 bitweises XOR der Bit-Strings s1 und s2
Die verallgemeinerte Riemannsche Vermutung (GRH)
Die verallgemeinerte Riemannsche Vermutung (GRH) ist eine allgemein als wahr angenommene
mathematische Behauptung, die aber bislang nicht bewiesen werden konnte. Wir werden einige
Aussagen herleiten, deren Beweis voraussetzt, dass die verallgemeinerte Riemannsche Vermutung
korrekt ist.
In der gewo¨hnlichen Riemannschen Vermutung wird angenommen, dass alle komplexen Nullstellen
der Riemannschen Zeta-Funktion ζ(x), deren Realteil zwischen 0 und 1 liegen, einen Realteil von
genau 12 haben. Die verallgemeinerte Riemannsche Vermutung ist die entsprechende Annahme fu¨r
bestimmte Verallgemeinerungen der Zeta-Funktion ζ(x), die sogenannten Dirichletschen L-Reihen.




In diesem Kapitel behandeln wir die mathematischen Grundlagen fu¨r unsere Arbeit. Wir geben
eine kurze Einfu¨hrung in Klassengruppen algebraischer Zahlko¨rper sowie deren Objekte. Wir zei-
gen, dass man prinzipiell mit diesen Objekten konstruktiv rechnen kann. Fu¨r eine ausfu¨hrlichere
Einfu¨hrung in die Theorie der algebraischen Zahlko¨rper und deren Objekte und Algorithmen ver-
weisen wir auf [BS66, Coh95].
2.1 Algebraische Zahlko¨rper
Ein algebraischer Zahlko¨rper ist ein Q-Vektorraum endlicher Dimension, der zusa¨tzlich ein
Teilko¨rper von C ist. Die Dimension heißt Grad des Zahlko¨rpers. Sei K ein algebraischer
Zahlko¨rper vom Grad n. Dann existiert ein Element 	 ∈ K, das fu¨r K eine Q-Basis der Form
{1, 	, 	2, . . . , 	n−1} liefert. K ist der kleinste Teilko¨rper von C, der alle rationalen Zahlen und 	
entha¨lt, in Zeichen K = Q(	). Die Elemente aus K heißen algebraische Zahlen. Jedes Element





j , qj ∈ Q fu¨r 0  j  n− 1 . (2.1)
Das Element 	 ist Nullstelle eines eindeutig bestimmten monischen (d.h. ho¨chster Koeﬃzient ist
1) irreduziblen Polynoms f(x) = xn + an−1xn−1 + . . . + a0 ∈ Q[x]− {0}. Dieses Polynom heißt
erzeugendes Polynom. Die u¨brigen Nullstellen 	(2), . . . , 	(n) von f(x) heißen die Konjugierten von
	 =: 	(1). Fu¨r ein Ko¨rperelement α mit der Darstellung (2.1) sind analog die Konjugierten von α
deﬁniert als α(i) =
∑n−1
j=0 qj	
(i)j fu¨r 1  i  n.
Die Abbildungen, die 	(1) = 	 auf eine Nullstelle 	(i) des Polynoms abbilden und die Elemente
aus Q auf sich selbst abbilden, lassen sich jeweils zu homomorphen Einbettungen (Monomorphis-
men) σi von Q(	) in C fortsetzen: σi(α) = α(i), i ∈ {1, . . . , n}. Ist 	(i) ∈ R, so nennen wir σi
eine reelle Einbettung, ansonsten eine komplexe Einbettung. Jeder algebraische Zahlko¨rper vom
Grad n besitzt r reelle Einbettungen und 2s komplexe Einbettungen, wobei r, s ∈ {0, . . . , n}
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und r + 2s = n ist. Eine algebraische Zahl α ∈ K ko¨nnen wir auch als (ausfu¨hrlichen) Konju-
giertenvektor α =
(







wobei σ1, . . . , σr reelle Einbettungen, σr+1, . . . , σr+n−r
2
komplexe Einbettungen sind und mit z
das Konjugiert-Komplexe von z ∈ C bezeichnet wird. Diese (redundante) Repra¨sentation ko¨nnen












Die Norm von α (in K) ist deﬁniert als N(α) :=
∏n
j=1 σj(α). Fu¨r einen Zahlko¨rper K mit
erzeugendem Polynom f(x) ∈ Q[x] mit Nullstelle 	 gilt die Isomorphie









j mod f(x) . (2.3)
Die Elemente von K ko¨nnen somit als Restklassen g+(f) := g+f ·Q[x] mit g ∈ Q[x] aufgefasst
werden. Eine beliebige solche Restklasse hat einen eindeutig bestimmten Vertreter vom Grad klei-
ner n. Dieser eindeutig bestimmte Vertreter entsteht aus einem beliebigen Vertreter durch Division
mit Rest durch das erzeugende Polynom f . Wir nehmen nun an, die Ko¨rperelemente seien durch
ihre eindeutig bestimmten Vertreter vom Grad kleiner n repra¨sentiert. Addition, Subtraktion und
Multiplikation von Ko¨rperelementen ko¨nnen somit zuru¨ckgefu¨hrt werden auf die entsprechenden
Operationen mit den entsprechenden Polynomen (Vertretern), wobei anschließend jeweils eine
Division mit Rest durch das Polynom f zu erfolgen hat. Fu¨r ein Element g + (f) = (f) ist
h + (f) ∈ Q[x]/(f(x) ·Q[x]) das Inverse, wenn ein Polynom z ∈ Q[x] existiert mit gh = 1 + zf ,
d.h. gh ≡ 1 mod f . Mit dem erweiterten Euklidischen Algorithmus ko¨nnen entsprechende Poly-
nome h, z gefunden werden, da f irreduzibel ist. Die elementaren Grundrechenarten in K ko¨nnen
somit in Polynomzeit durchgefu¨hrt werden.
2.2 Ordnungen
Ist eine algebraische Zahl α darstellbar als Nullstelle eines u¨ber Q[x] irreduziblen monischen Po-
lynoms g(x) ∈ Z[x]− {0}, so heißt α ganz-algebraisch.
Ein Ring O mit Eins mit Z ⊆ O ⊆ K, der zugleich freier Z-Modul maximalen Rangs aus
ganz-algebraischen Zahlen ist, heißt Ordnung des algebraischen Zahlko¨rpers K. Die bzgl. Inklu-
sion eindeutig bestimmte maximale Ordnung heißt Maximalordnung von K, in Zeichen OK . Die
Maximalordnung OK ist gerade die Menge aller ganz-algebraischen Zahlen von K und wird da-
her auch Ganzheitsring genannt. Jedes Element α ∈ K kann als α = β · γ−1 mit β, γ ∈ OK
geschrieben werden, analog zur Situation K = Q und OQ = Z. Der Ganzheitsring OK kann von
einer n-elementigen Menge {ω1 = 1, ω2, . . . , ωn} ⊆ O ganz-algebraischer Zahlen erzeugt werden,
die wir dann eine Ganzheitsbasis von K nennen. Die Diskriminante einer Ordnung O mit Z-Basis
{ω1, ω2, . . . , ωn} ist die Zahl
∆ = ∆O = [det(σi(ωj))i,j ]2 , 1  i, j  n.
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Sie ist unabha¨ngig von der Wahl der Basis. Die Diskriminante der Maximalordnung eines
Zahlko¨rpers K heißt Diskriminante des Zahlko¨rpers, in Zeichen ∆ = ∆K . Ist in K = Q(	)
das Element 	 ganz-algebraisch, so ist Z[	] eine Ordnung; diese wird als Gleichungsordnung
bezeichnet.
2.3 Einheiten und Regulator
Ein Element α einer Ordnung O heißt Einheit, falls α−1 ∈ O. In dem Falle gilt |N(α)| = 1.
Unterscheiden sich zwei Elemente einer Ordnung nur durch Multiplizieren mit einer Einheit, so
heißen die beiden Elemente assoziiert. Die Menge aller Einheiten in O wird mit O∗ bezeichnet. Die
Menge OK∗ aller Einheiten der Maximalordnung bildet eine multiplikative Abelsche Gruppe, die
Einheitengruppe. Ihre Elemente heißen auch Einheiten von K. Sei K ein algebraischer Zahlko¨rper
vom Grad n mit r reellen und 2s komplexen Einbettungen in C. Nach dem Dirichletchen Einhei-
tensatz existieren eine n-te Einheitswurzel ξ und Einheiten η1, . . . , ηr+s−1 von K, so dass jede
Einheit η von K eindeutig dargestellt werden kann in der Form





j , 0  z0 < n und zj ∈ Z .
Die Zahl r + s − 1 heißt Einheitenrang von K. Die Menge {η1, . . . , ηr+s−1} heißt System von
Fundamentaleinheiten von K. Das Paar (r, s) heißt Signatur des Zahlko¨rpers.
Fu¨r eine beliebige Zahl α ∈ K betrachten wir den ausfu¨hrlichen Konjugiertenvektor α (siehe
oben). Dann betrachten wir die Betra¨ge |α|j = |σj(α)| fu¨r 1  j  r und |α|j = |σj(α)|2 fu¨r
r + 1  j  r + s. Fu¨r ein System von Fundamentaleinheiten von K sei die Zahl R deﬁniert als
R = |det(ln |ηi|j)i,j|, 1  i, j  r − 1 (2.4)
Die positive reelle Zahl R ist unabha¨ngig von der konkreten Wahl des Systems der Fundamental-
einheiten; sie heißt Regulator von K.
2.4 Ideale
Sei O eine Ordnung. Ein ganzes O-Ideal (Ideal von O) ist eine additive Untergruppe a von O,
die gleichzeitig ein O-Modul ist, d.h. Oa = {ωα| ω ∈ O, α ∈ a} ⊆ a. Die Norm des Ideals a ist
der Index von a in O, in Zeichen N(a). Ist O der Ganzheitsring, so sagt man auch, a sei Ideal
von K. Ist a = αO fu¨r ein α ∈ K, so heißt a Hauptideal. Ist a ein ganzes Ideal in O, dann heißt
jede Teilmenge der Form 1da mit d ∈ Z−{0} gebrochenes O-Ideal. Die Norm dieses gebrochenen




Wir sagen, ein ganzes O-Ideal a teile ein ganzes O-Ideal b, in Zeichen a | b, wenn b ⊆ a
gilt. Ein ganzes O-Ideal p heißt Primideal, falls fu¨r je zwei ganze O-Ideale a, b aus p | ab stets
p | a oder p | b folgt. Ist a ein ganzes O-Ideal, so existieren (bis auf die Reihenfolge) eindeutig




peii , ei ∈ Z>0, k ∈ Z0 .
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αβ | S ⊂ a× b endlich
⎫⎬
⎭ . (2.5)
ab ist wieder ein gebrochenes O-Ideal. Der Quotient von a und b ist das gebrochene O-Ideal
a : b = {α ∈ K | αb ⊆ a}. Das gebrochene O-Ideal a wird als invertierbar bezeichnet, wenn
a(O : a) = O. Die Menge der von (0) = 0O verschiedenen invertierbaren O-Ideale bildet mit
der Idealmultiplikation eine Abelsche Gruppe I(O). Die von (0) verschiedenen Hauptideale bilden
hierin eine Untergruppe H(O). Die Faktorgruppe
Cl(O) := I(O)/H(O) (2.6)
heißt Klassengruppe von O. Zwei gebrochene Ideale a und b heißen a¨quivalent, wenn ein α ∈ K
existiert mit b = αa. A¨quivalenz von Idealen ist eine A¨quivalenzrelation, die mit der Idealmulti-
plikation vertra¨glich ist. Die A¨quivalenzklasse von a heißt Idealklasse und wird mit [a] bezeichnet.
Eine Idealklasse wird durch ein beliebiges Ideal dieser Klasse eindeutig dargestellt. Cl(O) ist eine
endliche Abelsche Gruppe; ihre Ordnung heißt Klassenzahl h(O). Ist O = OK der Ganzheitsring,
so schreibt man statt Cl(OK) auch Cl(K) := I(K)/H(K) und spricht von der Klassengruppe
von K; ihre Ordnung heißt Klassenzahl von K, in Zeichen h = h(K). Die Klassenzahl einer Ord-
nung eines algebraischen Zahlko¨rpers ist im Allgemeinen unbekannt und kann auch nicht eﬃzient
berechnet werden (siehe Abschnitt 3.1).
2.5 Idealarithmetik
Ein gebrochenes O-Ideal a kann durch eine Z-Basis (α1, . . . , αn) repra¨sentiert werden, wobei
αi ∈ K, 1  i  n. Wie wir bereits weiter oben erla¨utert haben, ko¨nnen diese Ko¨rperelemente
durch Polynome vom Grad kleiner n dargestellt werden. Ein solches Polynom g(x) = g1xn−1+. . .+
gn−1x+gn stellen wir mittels des Koeﬃzientenvektors (g1, . . . gn) dar. Das gebrochene Ideal a kann
dann als Gitter in Qn (d.h. als eine diskrete additive Untergruppe von Qn) aufgefasst werden.
Seien a, b gebrochene O-Ideale mit Z-Basisdarstellungen (α1, . . . , αn) bzw. (β1, . . . , βn), dann
besitzt das Idealprodukt ab das Erzeugendensystem (αiβj)1i,jn. Dieses Erzeugendensystem
kann wiederum als Gitter in Qn aufgefasst werden. Durch Berechnung der Hermite-Normalform
(siehe [Coh95]) kann in Polynomzeit eine Basis dieses Produktes bestimmt werden.
Wir erkla¨ren, wie man die
”
Gro¨ße“ (d.h. die Norm) von Idealen reduzieren kann, so dass eine
eﬃzientere Darstellung der betreﬀenden Idealklasse mo¨glich ist. Sei a ein gebrochenes O-Ideal. a
heißt c-reduziert (c ∈ R>0), wenn das gebrochene O-Ideal O : a das Element 1 entha¨lt und
{α ∈ (O : a)| |α(i) |< 1/c fu¨r alle i ∈ {1, . . . , n}} = {0}.
Wenn a c-reduziert ist, so ist a ein ganzes Ideal mit N(a)  cn
√|∆|. Das Bestimmen eines
1-reduzierten Ideals, welches zu vorgegebenem Ideal a¨quivalent ist, erfordert die Berechnung eines
ku¨rzesten Vektors in einem Gitter der Dimension n. Hierfu¨r sind nur Algorithmen bekannt, die
im Zahlko¨rpergrad n exponentielle Komplexita¨t aufweisen. Daher verwendet man in der Praxis
ha¨uﬁg den LLL-Reduktionsalgorithmus (siehe z.B. [Coh95]), welcher in Polynomzeit arbeitet, aber
schlechtere Reduktionsergebnisse (2n-reduzierte Ideale) liefert. In einer Idealklasse gibt es im All-
gemeinen sehr viele verschiedene LLL-reduzierte (d.h. 2n-reduzierte) Ideale. Hieraus ergibt sich
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das nichttriviale Problem zu entscheiden, ob zwei vorgegebene Idealklassen gleich sind. Auf dieses
Entscheidungsproblem werden wir in Kapitel 5 eingehen.
In Kapitel 5 werden wir auch erkla¨ren, wie man in Klassengruppen Elemente zufa¨llig und
gleichverteilt auswa¨hlt. Wir werden dort zudem eﬃzientere Darstellungen und Algorithmen fu¨r die




In dieser Arbeit wollen wir nachweisen, dass kryptographische Verfahren u¨ber algebraischen
Zahlko¨rpern (NF-Kryptoverfahren) eine Alternative zu ga¨ngigen Public-Key-Kryptoverfahren
darstellen. Im Allgemeinen kennen wir aber nicht die Klassenzahl, d.h. die Ordnung der
betreﬀenden Klassengruppen. Die meisten ga¨ngigen Kryptoverfahren setzen aber die Kenntnis
der Ordnung der zugrunde liegenden Gruppe voraus. Bis jetzt war somit vollkommen unklar,
welche kryptographischen Protokolle man in endlichen Abelschen Gruppen mit unbekannter
Gruppenordnung (wie Klassengruppen algebraischer Zahlko¨rper) implementieren kann. In diesem
Kapitel schließen wir diese Lu¨cke. Wir zeigen, dass sich alle ga¨ngigen Typen kryptographischer
Protokolle u¨ber endlichen Abelschen Gruppen mit unbekannter Gruppenordnung sicher und
eﬃzient1 implementieren lassen. Hierzu entwerfen wir entsprechende kryptographische Verfahren
und untersuchen deren Eﬃzienz und Sicherheit.
Im Folgenden stu¨tzen wir uns teilweise auf unsere Arbeiten [BBHM02, BBHM99, BBHM00].
U¨ber die Sicherheit und Eﬃzienz einiger der von uns diskutierten Protokolle bei Implementierung
in imagina¨r-quadratischen Zahlko¨rpern wird auch in [BH01, Ham02] berichtet. In den genannten
Arbeiten werden lediglich Signaturverfahren mit gewo¨hnlicher Funktionalita¨t und Verschlu¨sselungs-
verfahren diskutiert. Die Arbeiten geben keinen Aufschluss daru¨ber, ob und wie man andere Typen
kryptographischer Protokolle in Gruppen mit unbekannter Ordnung implementieren kann: spezi-
elle Signaturverfahren wie Nichtabstreitbare Signaturverfahren (Undeniable Signature Schemes),
Blinde Signaturverfahren, Gruppensignaturen, Schlu¨sselaustauschverfahren, Identiﬁkationsverfah-
ren, Faire Public-Key-Kryptosysteme, Pseudozufallszahlengeneratoren, Bit Commitment und fairer
Mu¨nzwurf, Secret Sharing und Subliminal Channel.
Wir treten somit im vorliegenden Kapitel erstmals den Beweis an, dass sich in endlichen Abel-
schen Gruppen G mit unbekannter Gruppenordnung wie Klassengruppen algebraischer Zahlko¨rper
alle ga¨ngigen Typen kryptographischer Protokolle eﬃzient implementieren lassen, sofern sich fol-
gende Operationen fu¨r beliebige Gruppenelemente α, β ∈ G eﬃzient (d.h. Laufzeit polynomiell in
der Eingabela¨nge) ausfu¨hren lassen:
1. die Gruppenoperation α · β
1Die Eﬃzienz ha¨ngt natu¨rlich von der Eﬃzienz der Arithmetik in der verwendeten Gruppe ab.
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2. Berechnung des Inversen α−1
3. Gleichheitsentscheid α
?= β
4. Auswahl eines zufa¨lligen Elementes α ∈ G mit Gleichverteilung
In diesem Kapitel nehmen wir an, dass G eine endliche Abelsche Gruppe ist, in der sich die
genannten Operationen eﬃzient ausfu¨hren lassen. Zudem nehmen wir an, es ga¨be keinen eﬃzienten
probabilistischen Algorithmus zur Berechnung eines großen Teilers der Gruppenordnung |G| (oder
gar zur Berechnung von |G|).
Dieses Kapitel gliedert sich wie folgt:
In Abschnitt 3.1 stellen wir die algorithmischen Probleme vor, auf denen die Sicherheit der von
uns vorgestellten Kryptoverfahren basiert. Wir erla¨utern, in welchem Zusammenhang diese algo-
rithmischen Probleme stehen.
In Abschnitt 3.2 modellieren wir den Begriﬀ der Sicherheit. Wir erkla¨ren, was wir darunter verste-
hen, dass ein kryptographisches Protokoll
”
sicher“ sei. Wir gehen dabei explizit auf Signaturver-
fahren, Verschlu¨sselungsverfahren, Schlu¨sselaustauschverfahren, Identiﬁkationsverfahren, Pseudo-
zufallszahlengeneratoren und Bit Commitment-Verfahren ein.
In Abschnitt 3.3 stellen wir zuna¨chst Strategien vor, kryptographische Protokolle zu konstruieren,
die ohne Kenntnis der Gruppenordnung auskommen. Diese Strategien wenden wir beim anschlie-
ßenden Entwurf von kryptographischen Protokollen an. Dabei stellen wir zuna¨chst vor, welche
kryptographische Protokolle sich bei unserer Literaturrecherche als leicht u¨bertragbar auf endliche
Abelsche Gruppen unbekannter Ordnung herausstellen. Zweitens pra¨sentieren wir neue, in unse-
rer Arbeitsgruppe entwickelte Kryptoverfahren, an deren Entwurf wir maßgeblich beteiligt waren.
Schließlich entwickeln wir vollkommen neue kryptographische Protokolle. Wir untersuchen jeweils
die Sicherheit und Eﬃzienz der Protokolle.
In Kapitel 4 werden wir die eﬃzientesten Algorithmen zum Lo¨sen der zugrunde liegenden al-
gorithmischen Probleme analysieren; wir werden sehen, dass die Probleme nach heutigem Kennt-
nisstand nicht eﬃzient gelo¨st werden ko¨nnen, sofern unsere Empfehlungen zur Auswahl der Klas-
sengruppen algebraischer Zahlko¨rper befolgt werden.
3.1 Die zugrunde liegenden algorithmischen Probleme
In diesem Abschnitt stellen wir die algorithmischen Probleme vor, auf denen die Sicherheit der von
uns vorgestellten Kryptoverfahren basiert. Wir zeigen, in welchem Zusammenhang diese algorith-
mischen Probleme stehen.
3.1.1 Das diskrete Logarithmusproblem
Deﬁnition 3.1.1 (Diskretes Logarithmusproblem (DLP))
Seien eine endliche Abelsche Gruppe G und Gruppenelemente γ, α ∈ G gegeben. Das diskrete
Logarithmusproblem DLP (G,α, γ) lautet:
Entscheide, ob α ∈ 〈γ〉 ist. Falls α ∈ 〈γ〉 ist, ﬁnde die kleinste positive ganze Zahl x, so dass
γx = α ist.
x heißt diskreter Logarithmus von α zur Basis γ. Wir schreiben: x = logγ α.
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Diskrete Logarithmusprobleme in der Klassengruppe eines algebraischen Zahlko¨rpers bezeich-
nen wir mit NF-DLP.
3.1.2 Wurzelprobleme
Deﬁnition 3.1.2 (Spezielles Wurzelproblem (Root Problem) RPp|G|)
Seien eine endliche Abelsche Gruppe G, ein Gruppenelement α ∈ G und eine positive ganze
Zahl n mit ggT(n, |G|) = 1 gegeben. Das Wurzelproblem RPp|G|(G,n, α) lautet:
Berechne das Element ξ ∈ G, so dass ξn = α ist.
ξ heißt n-te Wurzel von α in G. Das Problem, ξ zu bestimmen, nennen wir auch spezielles
n-tes Wurzelproblem.
Deﬁnition 3.1.3 (Allgemeines Wurzelproblem (Root Problem) RPp||G|)
Seien eine endliche Abelsche Gruppe G, ein Gruppenelement α ∈ G und eine Primzahl p mit
p | |G| gegeben. Das Wurzelproblem RPp||G|(G, p, α) lautet:
Entscheide, ob ein Element ξ ∈ G existiert mit ξp = α, und bestimme in diesem Fall ein
solches ξ ∈ G.
ξ heißt p-te Wurzel von α in G.
Wurzelprobleme in der Klassengruppe eines algebraischen Zahlko¨rpers bezeichnen wir mit
NF− RPp|G| bzw. mit NF− RPp||G|.
3.1.3 Das Diﬃe-Hellman-Problem
Deﬁnition 3.1.4 (Diﬃe-Hellman Problem (DHP))
Seien eine endliche Abelsche Gruppe G und Gruppenelemente γ, γa, γb ∈ G gegeben, wobei
a, b ganze Zahlen sind. Das Diﬃe-Hellman-Problem DHP (G, γ, γa, γb) lautet:
Berechne γab.
Diﬃe-Hellman-Probleme in der Klassengruppe eines algebraischen Zahlko¨rpers bezeichnen wir
mit NF-DHP.
3.1.4 Das Ordnungsproblem
Deﬁnition 3.1.5 (Ordnungsproblem (Order Problem, OP))
Seien eine endliche Abelsche Gruppe G und ein Gruppenelement γ ∈ G gegeben. Das Ord-
nungsproblem OP (G, γ) lautet:
Berechne ein von Null verschiedenes Vielfaches der Ordnung ordG γ von γ, d.h. bestimme
eine ganze Zahl x = 0, so dass γx = 1G ist.
Die kleinste positive Lo¨sung x heißt Ordnung von γ in G, wir schreiben dann x = ordG γ.
Ordnungsprobleme in der Klassengruppe eines algebraischen Zahlko¨rpers bezeichnen wir mit
NF-OP.
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3.1.5 Das Gruppenordnungsproblem
Deﬁnition 3.1.6 (Gruppenordnungsproblem (Group order problem, GOP))
Sei eine endliche Abelsche GruppeG gegeben. Das GruppenordnungsproblemGOP (G) lautet:
Berechne die Gruppenordnung |G|.
Das Gruppenordnungsproblem in der Klassengruppe einer Ordnung der Diskriminante ∆ eines
algebraischen Zahlko¨rpers heißt Klassenzahlproblem (Class number problem), in Zeichen NF h(∆)
.
3.1.6 Das Faktorisierungsproblem
Deﬁnition 3.1.7 (Faktorisierungsproblem (Integer factoring problem, IFP))
Sei eine natu¨rliche Zahl n gegeben. Das Faktorisierungsproblem IFP (n) lautet:
Entscheide, dass n eine Primzahl ist oder berechne ganze nichttriviale Faktoren n1, n2 von n
mit 1 < n1, n2 < n und n = n1n2.
3.1.7 Reduktionen und Schwierigkeit der algorithmischen Probleme
Wir zeigen nun die Beziehungen zwischen den im letzten Abschnitt vorgestellten Berechnungs-
problemen NF-DLP, NF-OP, NF-RP und NF h(∆) auf. Wir verwenden hierzu sog. Polynomzeit-
reduktionen zwischen Berechnungsproblemen. Den Begriﬀ der Polynomzeitreduktionen fu¨hren wir
unten ein. Zuna¨chst erla¨utern wir den Begriﬀ probabilistischer (Polynomzeit-)Algorithmus. Hierzu
erkla¨ren wir zuerst probabilistische Polynomzeit-Turing-Maschinen. Eine Deﬁnition probabilisti-
scher Polynomzeit-Turing-Maschinen ﬁndet sich beipielsweise in [GB01].
Informal ist eine probabilistische Polynomzeit-Turing-Maschine eine Turing-Maschine mit fol-
genden Eigenschaften:
1. Sie kann Mu¨nzen werfen, d.h. sie kann zufa¨llige Bitfolgen erzeugen.
2. Ihr Verhalten kann von den Ergebnissen der Mu¨nzwu¨rfe abha¨ngen.
3. Ihre Laufzeit ist polynomiell in der La¨nge der Eingabe beschra¨nkt.
4. Sie gibt nur zu einer gewissen Wahrscheinlichkeit ein korrektes Ergebnis aus.
Von jetzt an seien eﬃzienter Algorithmus und probabilistischer Polynomzeit-Algorithmus Synony-
me fu¨r eine probabilistische Polynomzeit-Turing-Maschine.
Nun erkla¨ren wir informal den Begriﬀ Polynomzeitreduktion von Berechnungsproblemen. Eine
exaktere Darstellung ﬁndet sich in [Ham02]. Fu¨r zwei Berechnungsprobleme A und B bedeutet
A⇐ B: Unter der Annahme, es existiere ein Algorithmus mit konstantem Aufwand fu¨r Problem
B, la¨sst sich nachweisen, dass dann auch ein probabilistischer Polynomzeit-Algorithmus
fu¨r Problem A existiert. Informal gesprochen: Jeder probabilistische Lo¨sungsalgorithmus fu¨r
Problem B la¨sst sich zu einem probabilistischen Algorithmus fu¨r Problem A so modiﬁzieren,
dass der Algorithmus fu¨r A nur einen polynomiellen Mehraufwand gegenu¨ber dem Algorith-
mus fu¨r B besitzt. Ein eﬃzienter probabilistischer Algorithmus fu¨r B kann also zu einem
eﬃzienten probabilistischen Algorithmus fu¨r A ausgebaut werden. Existiert umgekehrt kein
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eﬃzienter probabilistischer Algorithmus fu¨r A, so kann es auch keinen eﬃzienten probabili-
stischen Algorithmus fu¨r B geben. Man sagt, das Problem A lasse sich auf B polynomiell
reduzieren. Informal gesprochen ist das Problem A ho¨chstens so schwer wie B. Das Problem
A kann als Spezialfall von B aufgefasst werden. Alternativ schreiben wir auch B ⇒ A.
A⇔ B: Es gilt A ⇐ B und B ⇐ A. Man sagt, die Berechnungsprobleme A und B seien po-
lynomiell a¨quivalent. Gibt es also einen eﬃzienten (d.h. polynomiellen) probabilistischen
Algorithmus, der A lo¨st, so la¨sst sich daraus auch ein eﬃzienter (polynomieller) probabilisti-
scher Algorithmus fu¨r B generieren und umgekehrt. Informal gesprochen sind die Probleme
A und B gleich schwer.
Das folgende Schaubild gibt einen U¨berblick u¨ber die Zusammenha¨nge zwischen den
Problemen in Klassengruppen, die den Bedingungen aus Abschnitt 4.2 genu¨gen.2
Exist. Signaturfa¨lschung RDSA ⇔ NF-RPp|G| ⇐ NF-OP ⇐ NF-DLP ⇒ NF-DHP
⇑ ↙ ⇑
Exist. Signaturfa¨lschung R-FFS ⇐ NF-RPp||G| NF h(∆)
⇓
NF-OP (Spezialfall) ⇒ IFP
Wir beweisen nun die oben schematisch dargestellten Reduktionen zwischen Berechnungspro-
blemen. Das Faktorisierungsproblem großer Zahlen (integer factoring problem, IFP) la¨sst sich im
Allgemeinen nicht auf das Gruppenordnungsproblem (GOP) einer endlichen Abelschen Gruppe
reduzieren. Ansonsten gelten alle oben dargestellten Reduktionen fu¨r beliebige endliche Abelsche
Gruppen G, in denen eﬃzient (d.h. in Polynomzeit) die Gruppenoperation ausgefu¨hrt werden
kann. Fu¨r Reduktionen, an denen das Berechnungsproblem RPp||G| beteiligt ist, setzen wir zu-
dem voraus, dass fu¨r die betrachtete Primzahl p der p-Anteil3 Sp der Gruppe relativ klein ist:
|Sp|  |G|.4 Genauer meinen wir hiermit: |Sp| ist so klein, dass ein probabilistischer Polynomzeit-
Algorithmus existiert, der |Sp| Mal ein Gruppenelement aus Sp zufa¨llig auswa¨hlt. Sei G fortan eine
entsprechende endliche Abelsche Gruppe.
Proposition 3.1.8
RPp|G| ⇐ RPp||G|: Das Wurzelproblem RPp|G| la¨sst sich polynomiell reduzieren auf das
Wurzelproblem RPp||G|.
Beweis: Gegeben sei ein Gruppenelement υ ∈ G und eine Primzahl p mit p  |G|. Wir suchen
ein ξ ∈ G mit ξp = υ. Hierzu betten wir G isomorph ein in G′ := G × Z/pZ vermo¨ge ϕ : G →
G′, g → (γ, α2), wobei α2 beliebig, aber fest aus Z/pZ gewa¨hlt sei und fu¨r γ1, γ2 ∈ G gelte:
ϕ(γ1γ2) = (γ1, α2)(γ2, α2) := (γ1γ2, α1 + α2). Nach Voraussetzung ko¨nnen wir eine p-te Wurzel
(β, α) ∈ G′ (mit β ∈ G,α ∈ Z/pZ) von ϕ(υ) = (υ, α2) ∈ G′ berechnen: (β, α)p = (υ, α2). Hier
gilt βp = υ und pα = α2. Also ist ξ := β ∈ G p-te Wurzel von υ ∈ G. 
2Diese Klassengruppen besitzen fu¨r kleine Primzahlen p einen kleinen p-Anteil (siehe unten).
3Fu¨r eine endliche Abelsche Gruppe G mit Primteiler p der Gruppenordnung (p | |G|) sei Sp die Menge
aller Elemente in G, deren Ordnung eine Potenz von p ist (einschließlich des neutralen Elementes mit Ordnung
p0 = 1). Sp ist eine Untergruppe von G mit Ordnung p
k, k ∈ Z0. Sp heißt p-Sylow-Gruppe oder p-Anteil von
G.
4In den von uns in Abschnitt 4.2 vorgeschlagenen Klassengruppen ist der p-Anteil fu¨r kleine Primteiler
p der Klassenzahl klein. Dies folgt aus der Existenz großer Primteiler der Klassenzahl. Unsere Experimente
zeigen, dass in der Praxis fu¨r die Gro¨ße des p-Anteils Sp gilt: |Sp| = pk mit k ∈ {1, 2, 3}.
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Proposition 3.1.9
RPp|G| ⇐ OP : Das Wurzelproblem RPp|G| la¨sst sich polynomiell reduzieren auf das Ord-
nungsproblem OP.
Beweis: Der Beweis ﬁndet sich beispielsweise in unserer Arbeit [BBHM02, Theorem 3]. 
Proposition 3.1.10
RPp||G| ⇐ OP : Das Wurzelproblem RPp||G| la¨sst sich polynomiell reduzieren auf das Ord-
nungsproblem OP.
Beweis: Sei p Primteiler der Gruppenordnung |G|. Wir nehmen an (siehe oben), dass der p-Anteil
von G klein ist: |Sp|  |G|. Zudem sei β ∈ G gegeben. Wir suchen eine Lo¨sung des Problems
RPp||G|(G, p, β), also ein α ∈ G mit αp = β. O.B.d.A gehen wir davon aus, dass wir eﬃzient
Ordnungen beliebiger Elemente von G bestimmen ko¨nnen. Entsprechend sei uns ordα = pr · t
mit p  t, t ∈ Z1, r  0 bekannt. Den (einfachen) Fall r = 0 haben wir bereits im Beweis zu
Proposition 3.1.9 behandelt. Sei jetzt also r  1. Wir zerlegen nun β in p-Anteil und Nicht-p-
Anteil (β = β1β2 mit β1 ∈ Sp, β2 ∈ U), berechnen p-te Wurzeln im p-Anteil und Nicht-p-Anteil
und setzen die Teillo¨sungen zu einer Gesamtlo¨sung zusammen. Im Detail gehen wir wie folgt vor:
Wegen ggT(t, pr) = 1 ko¨nnen wir mit dem erweiterten Euklidischen Algorithmus ganze Zahlen
x1, x2 berechnen mit tx1 + prx2 = 1. Berechne β1 := βtx1 ∈ Sp und β2 := βprx2 ∈ U . Dann
gilt β1β2 = βtx1+p
rx2 = β1. Bestimme eine p-te Wurzel α1 ∈ Sp aus β1; hierzu wa¨hlen wir ein
beliebiges Element γ ∈ G, setzen α1 := γt und testen, ob αp1 = β1. Ist αp1 = β1, wiederholen wir
die Prozedur mit einem erneut zufa¨llig gewa¨hlten γ ∈ G. Wir raten also eine Lo¨sung α1 ∈ Sp. Da
|Sp| nach Voraussetzung klein ist, fu¨hrt diese Strategie eﬃzient zum Erfolg. Bestimme nun eine p-
te Wurzel α2 ∈ U aus β2 gema¨ß der im Beweis zu Proposition 3.1.9 geschilderten Vorgehensweise.




2 = β1β2 = β. 
Proposition 3.1.11
OP ⇐ DLP : Das Ordnungsproblem OP la¨sst sich polynomiell reduzieren auf das diskrete
Logarithmusproblem DLP.
Beweis: Der Beweis ﬁndet sich beispielsweise in unserer Arbeit [BBHM02, Theorem 3]. 
Oﬀensichtlich kann man durch Berechnen eines diskreten Logarithmus das Diﬃe-Hellman-
Problem lo¨sen:
Proposition 3.1.12
DHP ⇐ DLP : Das Diﬃe-Hellman-Problem DHP la¨sst sich polynomiell reduzieren auf das
diskrete Logarithmusproblem DLP.
Die Ordnung einer Gruppe ist bereits Vielfaches der Ordnung eines beliebigen Elementes der
Gruppe:
Proposition 3.1.13
OP ⇐ GOP : Das Ordnungsproblem (fu¨r Gruppenelemente) la¨sst sich polynomiell reduzieren
auf das Gruppenordnungsproblem.
Proposition 3.1.14
IFP⇐ NF-OP (Spezialfall): Das Faktorisierungsproblem la¨sst sich polynomiell reduzieren auf
das Ordnungsproblem NF-OP in Klassengruppen imagina¨r-quadratischer Zahlko¨rper.
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Beweis: (Skizze) Ein Beweis ﬁndet sich beispielsweise in [Sch82, Mey97]. 
Das Ordnungsproblem in Klassengruppen imagina¨r-quadratischer Zahlko¨rper ist also mindestens
so schwierig wie das Faktorisierungsproblem natu¨rlicher Zahlen.
Gerade haben wir gezeigt, dass NF-RP ⇐ NF-OP ⇐ NF-DLP und NF-DHP ⇐ NF-DLP gilt.
Es ist unbekannt, ob NF-RP und NF-OP gleich schwierige Probleme sind (d.h. existiert fu¨r das eine
Problem ein probabilistischer Polynomzeitalgorithmus, so auch fu¨r das andere) oder ob NF-OP
echt schwieriger als NF-RP ist (d.h. es existiert zwar ein probabilistischer Polynomzeitalgorithmus
fu¨r NF-RP, nicht aber fu¨r NF-OP). Entsprechendes gilt beispielsweise fu¨r die Beziehung zwischen
NF-OP und NF-DLP: Man weiß nicht, ob die Probleme gleich schwer sind.
Nach heutigem Kenntnisstand sind die Probleme in der Praxis gleich schwierig: Das eﬃzienteste
Verfahren zum Lo¨sen von NF-RP erfordert das Lo¨sen des NF-OP. Das Lo¨sen des NF-OP erfordert
in der Praxis nach heutigem Kenntnisstand den gleichen Aufwand wie das Lo¨sen des NF h(∆)-
Problems, denn der gleiche probabilistische Algorithmus (siehe Kapitel 4) gilt heute fu¨r beide
Probleme als am Eﬃzientesten. Die schnellsten Algorithmen zum Lo¨sen des NF h(∆)-Problems
und des NF-DLP besitzen die gleiche Komplexita¨t. Schließlich ist kein besseres Verfahren bekannt,
um das NF-DHP zu lo¨sen, als vorher ein NF-DLP zu lo¨sen.
Verfahren zur Lo¨sung des NF-DLP werden in Abschnitt 4.1 vorgestellt. Das beste bekannte
Verfahren zur Lo¨sung des NF-DLP ist fu¨r große Diskriminanten nicht eﬃzient, und somit sind
die besten bekannten Verfahren zur Lo¨sung des NF-OP, des NF-RP und des NF-DHP fu¨r große
Diskriminanten ebenfalls ineﬃzient.
Weiterhin sei bemerkt, dass kein eﬃzientes Verfahren zur Berechnung der Klassenzahl, eines
Vielfaches der Klassenzahl oder eines Teilers der Klassenzahl bekannt ist.
Im Abschnitt 4.2 geben wir notwendige Bedingungen fu¨r endliche Abelsche Gruppen G an,
damit die aufgefu¨hrten Berechnungsprobleme in G schwer sind. Wir konstruieren in Abschnitt 4.3
Familien von algebraischen Zahlko¨rpern, deren Klassengruppen diese Bedingungen erfu¨llen und in
denen die Berechnungsprobleme nach heutigem Kenntnisstand schwer sind.
3.2 Das Sicherheitsmodell
In diesem Abschnitt erkla¨ren wir, was wir darunter verstehen, dass ein kryptographisches Protokoll
”
sicher“ sei. Wir erla¨utern den Begriﬀ
”
Sicherheit“ fu¨r Signaturverfahren (Abschnitt 3.2.1),
Verschlu¨sselungsverfahren (Abschnitt 3.2.2), Schlu¨sselaustauschverfahren (Abschnitt 3.2.4),
Identiﬁkationsverfahren (Abschnitt 3.2.5), Pseudozufallszahlengeneratoren (Abschnitt 3.2.6) und
Bit Commitment-Verfahren (Abschnitt 3.2.7). Kryptographische Hashfunktionen modellieren wir
durch Zufallsorakel (siehe Abschnitt 3.2.3). Eine fundierte U¨bersicht u¨ber die Modellierung der
Sicherheit kryptographischer Protokolle ﬁndet man in [GB01] oder [Gol99].
Wir gehen in diesem Kapitel von folgendem Szenario aus: A ist ein legitimer Signierer oder
Empfa¨nger von verschlu¨sselten Texten oder ein legitimer Beweiser. B ist As legitimer Kommuni-
kationspartner. Ein
”
legitimer“ Teilnehmer eines Protokolls folgt exakt den Protokollvorschriften.
E ist ein Angreifer, der Zugriﬀ auf As o¨ﬀentlichen Schlu¨ssel, nicht aber auf As privaten Schlu¨ssel
hat.
Wir modellieren A, B und E als probabilistische Polynomzeit-Turing-Maschinen (siehe Ab-
schnitt 3.1.7). Das bedeutet insbesondere, die Angriﬀe von E auf die kryptographischen Protokolle
mu¨ssen nicht deterministisch sein; sie besitzen eine gewisse Erfolgswahrscheinlichkeit.
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Informal stufen wir ein kryptographisches Protokoll als sicher ein, wenn die Erfolgswahrschein-
lichkeit fu¨r einen Angriﬀ vernachla¨ssigbar ist. In den folgenden Unterabschnitten erkla¨ren wir
zuna¨chst, wann ein Angriﬀ erfolgreich ist, welche Ziele ein Angreifer also verfolgt. Zuerst deﬁnie-




Eine Funktion f : R → R heißt vernachla¨ssigbar, wenn fu¨r jedes c ∈ R>0 gilt: Es existiert ein
xc ∈ R>0, so dass x−c > |f(x)| fu¨r alle x ∈ R mit x  xc.
3.2.1 Signaturverfahren
Wir deﬁnieren in diesem Abschnitt, wann wir ein Signaturverfahren sicher nennen. Eine Signatur
von A fu¨r einen Text M bezeichnen wir mit SigA,M .
Angriﬀsziele
Ein Angreifer E kann die folgenden drei Angriﬀsziele gegen ein Signaturverfahren verfolgen (siehe
[GB01]):
1. Existenzielle Fa¨lschung (existential forgery): E erzeugt eine gu¨ltige Signatur SigA,M fu¨r
mindestens einen Text M . E hat dabei keinen Einﬂuss auf die Wahl des Textes, fu¨r den die
gu¨ltige Signatur berechnet werden kann.
2. Universelle Fa¨lschung (universal forgery): E erzeugt eine gu¨ltige Signatur SigA,M fu¨r einen
beliebigen Text M seiner Wahl.
3. Schlu¨sselgewinn: E berechnet As privaten Schlu¨ssel.
Das am schwierigsten zu erreichende Ziel ist ein Schlu¨sselgewinn, das am leichtesten zu erreichende
Ziel ist eine existenzielle Fa¨lschung. Ist fu¨r ein Signaturverfahren keine existenzielle Fa¨lschung
mo¨glich, so ist erst recht keine universelle Fa¨lschung oder ein Schlu¨sselgewinn mo¨glich.
Angriﬀsmethoden
Bei einem Angriﬀ auf ein Signaturverfahren beru¨cksichtigen wir außerdem, welche Mo¨glichkeiten
einem Angreifer zur Verfu¨gung stehen. Wir unterscheiden die folgenden Fa¨lle (siehe [GB01]):
1. Angriﬀ nur mit Kenntnis des o¨ﬀentlichen Schlu¨ssels des legitimierten Signierers (Kein-Text-
Angriﬀ, no-message attack, key-only attack).
2. Angriﬀ mit bekannten Text-Signatur-Paaren (Bekannter-Text-Angriﬀ, known-message at-
tack). Der Angreifer hat die Texte, zu denen ihm gu¨ltige Signaturen zur Verfu¨gung stehen,
allerdings nicht auswa¨hlen ko¨nnen.
3. Angriﬀ mit ausgewa¨hlten Texten (Gewa¨hlter-Text-Angriﬀ, chosen-message attack). Der
Angreifer kann die Texte auswa¨hlen, zu denen ihm anschließend gu¨ltige Signaturen zur
Verfu¨gung stehen. Dabei wird noch feiner unterschieden, wann der Angreifer die Auswahl
der Texte vornehmen kann, na¨mlich
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(a) a priori, also vor dem eigentlichen Angriﬀ. Der Angreifer erha¨lt also gu¨ltige Signaturen
fu¨r eine von ihm gewa¨hlte Liste von Texten, bevor er den eigentlichen Angriﬀ startet.
(Nicht-angepasst-gewa¨hlter-Text-Angriﬀ, non-adaptive-chosen-message attack)
(b) wa¨hrend des Angriﬀs, wobei die Auswahl der Texte von bisher gewonnenen Ergebnis-
sen (d.h. Signaturen) abha¨ngt (Angepasst-Gewa¨hlter-Text-Angriﬀ, adaptive-chosen-
message attack).
Der sta¨rkste Angriﬀ ist ein Angriﬀ mit angepasst gewa¨hltem Text. Ein Signaturverfahren, welches
einem solchen Angriﬀ widersteht, widersteht auch den Angriﬀen mit nicht-angepasst gewa¨hltem
Text, mit bekanntem Text und den Kein-Text-Angriﬀen.
Sicherheit von Signaturverfahren
Ein Signaturverfahren heißt sicher, wenn die Wahrscheinlichkeit vernachla¨ssigbar klein ist, dass ein
Angreifer E durch einen Angriﬀ mit angepasst gewa¨hlten Texten (adaptive-chosen-message attack)
die existenzielle Fa¨lschung einer Signatur SigA,M in polynomiell beschra¨nkter Zeit erzeugen kann
(siehe [GB01]).
3.2.2 Verschlu¨sselungsverfahren
Wir deﬁnieren in diesem Abschnitt, wann wir ein Public-Key-Verschlu¨sselungsverfahren sicher
nennen. Einen Schlu¨sseltext, der mit dem privaten Schlu¨ssel von A zum Klartext M entschlu¨sselt
werden kann, bezeichnen wir mit CA,M .
Angriﬀsziele
Ein Angreifer E kann folgende Angriﬀsziele gegen ein Verschlu¨sselungsverfahren verfolgen:
1. Unterscheidung: E entscheidet fu¨r zwei vorgegebene Klartexte M1 und M2 und fu¨r vorge-
gebenen Schlu¨sseltext C ∈ {CA,M1, CA,M2} zu einem dieser Klartexte, ob C = CA,M1 oder
C = CA,M2 ist.
2. Entschlu¨sselung: E entschlu¨sselt CA,M .
3. Schlu¨sselgewinn: E berechnet As privaten Schlu¨ssel.
Das am schwierigsten zu erreichende Ziel ist ein Schlu¨sselgewinn, das am leichtesten zu errei-
chende Ziel ist Unterscheidung. Ist fu¨r ein Verschlu¨sselungsverfahren fu¨r einen Angreifer keine
Unterscheidung mo¨glich, so ist erst recht keine Entschlu¨sselung oder ein Schlu¨sselgewinn mo¨glich.
Angriﬀsmethoden
Bei einem Angriﬀ auf ein Verschlu¨sselungsverfahren beru¨cksichtigen wir außerdem, welche
Mo¨glichkeiten einem Angreifer zur Verfu¨gung stehen. Wir unterscheiden die folgenden Fa¨lle
[MOV97, Kap. 1.13]:
1. Angriﬀ nur mit Kenntnis des o¨ﬀentlichen Schlu¨ssels des legitimierten Empfa¨ngers einer
Nachricht (eines Klartextes) (Kein-Text-Angriﬀ, no-message attack, key-only attack).
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2. Angriﬀ mit bekannten Klartext-Schlu¨sseltext-Paaren (Bekannter-Klartext-Angriﬀ, Known-
Plaintext-Attack). Der Angreifer hat die Klartexte, zu denen ihm gu¨ltige Schlu¨sseltexte zur
Verfu¨gung stehen, allerdings nicht auswa¨hlen ko¨nnen.
3. Angriﬀ mit ausgewa¨hlten Schlu¨sseltexten (Gewa¨hlter-Schlu¨sseltext-Angriﬀ, Chosen-
Ciphertext-Attack). Der Angreifer kann die Schlu¨sseltexte auswa¨hlen, zu denen ihm
anschließend die zugeho¨rigen Klartexte zur Verfu¨gung stehen. Dabei wird noch feiner
unterschieden, wann der Angreifer die Auswahl der Schlu¨sseltexte vornehmen kann, na¨mlich
(a) a priori, also vor dem eigentlichen Angriﬀ. Der Angreifer erha¨lt also die Klartexte, die
zu einer von ihm gewa¨hlten Liste von Schlu¨sseltexten passen, bevor er den eigentli-
chen Angriﬀ startet. (Nicht-angepasst-gewa¨hlter-Schlu¨sseltext-Angriﬀ, non-adaptive-
chosen-ciphertext attack)
(b) wa¨hrend des Angriﬀs, wobei die Auswahl der Schlu¨sseltexte von bisher gewonnenen
Ergebnissen (d.h. Klartexten) abha¨ngt (Angepasst-Gewa¨hlter-Schlu¨sseltext-Angriﬀ,
adaptive-chosen-ciphertext attack).
Der sta¨rkste Angriﬀ ist ein Angriﬀ mit angepasst gewa¨hltem Schlu¨sseltext. Ein Verschlu¨sselungs-
verfahren, welches einem solchen Angriﬀ widersteht, widersteht auch den Angriﬀen mit nicht-
angepasst gewa¨hltem Schlu¨sseltext, mit bekanntem Schlu¨sseltext und den Kein-Text-Angriﬀen.
Sicherheit von Verschlu¨sselungsverfahren
Ein Verschlu¨sselungsverfahren heißt sicher, wenn die Wahrscheinlichkeit vernachla¨ssigbar klein
ist, dass ein Angreifer E durch einen Angriﬀ mit angepasst gewa¨hlten Schlu¨sseltexten (adaptive-
chosen-ciphertext attack) zwei Klartexte M1 und M2 in polynomiell beschra¨nkter Zeit ﬁndet, die
er in polynomiell beschra¨nkter Zeit bezu¨glich C wie oben beschrieben unterscheiden kann (siehe
[NY90], [Sho98]).
3.2.3 Das Random Oracle Model (Zufallsorakel)
Bis zum Jahr 1998 gelang fu¨r kein praktikables Signatur- oder Verschlu¨sselungsverfahren der Be-
weis der Sicherheit im Sinne der Abschnitte 3.2.1 und 3.2.2, sofern alleine angenommen wurde,
dass ein zugrunde liegendes mathematisches Berechnungsproblem in der Praxis nicht gelo¨st wer-
den kann. Bellare und Rogaway [BR93] modellierten daher fu¨r die Sicherheitsbeweise kryptogra-
phische Hashfunktionen durch Zufallsorakel (Random Oracle). Das hieraus resultierende Modell
heißt Random Oracle Model. Eine detaillierte Diskussion des Random Oracle Models ﬁndet sich in
[BR93, CGH98]. Wir erkla¨ren das Konzept informal. Seien n und m fest gewa¨hlte, positive ganze
Zahlen, und sei f : {0, 1}m → {0, 1}n eine Funktion, dann ist in unserem Kontext ein Orakel
fu¨r f ein Mechanismus, der zu einer Eingabe x ∈ {0, 1}m den Wert von f(x) berechnet. Alles
andere u¨ber f bleibt verborgen (daher die Bezeichnung
”
Orakel“). Wird f unter allen mo¨glichen
Abbildungen von {0, 1}m nach {0, 1}n zufa¨llig ausgewa¨hlt, dann bezeichnet man das Orakel fu¨r f
als Random Oracle (Zufallsorakel). In den Beweisen u¨ber die Sicherheit kryptographischer Proto-
kolle ersetzt man die Hashfunktion h : {0, 1}m → {0, 1}n u¨blicherweise durch ein Random Oracle.
In der konkreten Implementierung des kryptographischen Protokolls verwendet man hingegen ei-
ne unter den Funktionen {0, 1}m → {0, 1}n gewa¨hlte Hashfunktion. Mit diesem Trick gelangen
fu¨r viele kryptographische Protokolle Sicherheitsbeweise, welche allerdings nur im Random Oracle
Model gu¨ltig sind.
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Das Random Oracle Model ist in ju¨ngster Vergangenheit auf Kritik gestoßen. Denn Canetti,
Goldreich und Halevi [CGH98] zeigten, dass es Signaturverfahren und Verschlu¨sselungsverfahren
gibt, die zwar sicher im Random Oracle Model sind, fu¨r die aber jede praktische Implementierung
des Random Oracle Model als Hashfunktion zu einem praktisch unsicheren Verfahren fu¨hrt. Die
Autoren fu¨hren den Existenzbeweis an theoretisch konstruierten und gewissermaßen unnatu¨rlichen
Signatur- und Verschlu¨sselungsverfahren. Aus der Literatur sind viele Signatur- und Verschlu¨sse-
lungsverfahren bekannt, deren Sicherheit im Random Oracle Model nachgewiesen werden konnte.
Bis heute gibt es aber keinen Hinweis darauf, dass eines dieser Verfahren in der Praxis unsicher
sei ([CGH98]).
Dennoch ist das ehemals hohe Ansehen des Random Oracle Model unter den Kryptologen
nun beeintra¨chtigt. Mittlerweile wurden erste Verfahren vorgeschlagen, die nur spezielle Eigen-
schaften des Zufallsorakels beno¨tigen, welche durch reale Implementierungen von Hashfunktionen
abgebildet werden ko¨nnen ([Can97, CMR98, GHR99]). Cramer und Shoup schlugen in [CS98] ein
Public-Key-Kryptosystem vor, das in der Praxis eﬃzient und beweisbar sicher gegen adaptive cho-
sen ciphertext attacks ist, sofern das Diﬃe-Hellman-Entscheidungsproblem (siehe z.B. [CS98]) in
der Praxis nicht gelo¨st werden kann. Bei ihrem Sicherheitsbeweis kamen Cramer und Shoup ohne
das Random Oracle Model aus. Damit gelang erstmals der Entwurf eines Public-Key-Verfahrens,
welches eﬃzient und - allein unter der Annahme der Schwierigkeit eines algorithmischen Problems
- beweisbar sicher ist.
Fu¨hrende Kryptologen sind sich einig daru¨ber (siehe z.B. [CGH98] oder [CS98]), dass be-
weisbare Sicherheit eines kryptographischen Protokolls im Random Oracle Model zwar nicht zu
beweisbarer Sicherheit praktischer Implementierungen der Protokolle fu¨hrt, aber dennoch folgende
Vorteile besitzt:
1. Im Random Oracle Model beweisbar sichere Verfahren halten bis heute in der Praxis allen
bekannten Angriﬀen stand.
2. Das Random Oracle Model schließt eine große Klasse an Designfehlern in Protokollen aus,
kann somit als Engineering-Tool und Test-Umgebung fu¨r kryptographische Protokolle die-
nen. Ein Protokoll, welches in dieser Test-Umgebung Schwa¨chen oﬀenbart, sollte verworfen
werden.
3. Unter Benutzung des Random Oracle Model kann man einfache und eﬃziente Protokolle
entwerfen, u¨ber die sich gewisse Sicherheitsaussagen beweisen lassen. In gewissem Sinne
nachweisbare Sicherheit ist besser, als u¨berhaupt keine Sicherheitsaussagen beweisen zu
ko¨nnen.
Aus den genannten Gru¨nden verwenden wir in der vorliegenden Arbeit das Random Oracle Model.
3.2.4 Schlu¨sselaustauschverfahren
Wir deﬁnieren in diesem Abschnitt, wann wir ein Schlu¨sselvereinbarungsverfahren sicher nennen.
Wir unterscheiden folgende Typen von Schlu¨sselvereinbarungsprotokollen5:
5Als Synonym fu¨r Schlu¨sselvereinbarungsprotokoll verwenden wir den Begriﬀ Schlu¨sselaustauschprotokoll.
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1. (Einfaches) Schlu¨sselvereinbarungsprotokoll (key establishment protocol)
Ziel: Zwei Parteien einigen sich u¨ber einen unsicheren Kanal auf ein gemeinsames Geheimnis
(shared secret).
2. Authentisches Schlu¨sselvereinbarungsprotokoll (authenticated key establishment protocol)
Ziel: Zwei Parteien einigen sich u¨ber einen unsicheren Kanal auf ein gemeinsames Geheimnis
(shared secret), wobei der Kommunikationspartner authentiﬁziert wurde. Wird nur eine Par-
tei authentiﬁziert, sprechen wir von einem einseitigen (unilateral) authentischen Schlu¨ssel-
vereinbarungsprotokoll. Verla¨uft die Authentiﬁkation in beiden Richtungen, sprechen wir von
einem beidseitigen (mutual) authentischen Schlu¨sselvereinbarungsprotokoll.
Angriﬀsziele
Gewinn des shared secret. Der Angreifer berechnet das zwischen zwei Teilnehmern vereinbarte
shared secret.
Angriﬀsmethoden
Bei der Beurteilung der Sicherheit eines Verfahrens unterscheiden wir zwischen passiven und
aktiven Angriﬀen. Bei einem passiven Angriﬀ hat der Angreifer nur lesenden Zugriﬀ auf den
Kommunikationskanal. Hingegen hat ein Angreifer bei einem aktiven Angriﬀ daru¨ber hinaus die
Mo¨glichkeit, Nachrichten im Kanal abzufangen, zu modiﬁzieren oder zusa¨tzliche Nachrichten ein-
zufu¨gen.
Sicherheit von Schlu¨sselaustauschverfahren
Informal betrachten wir ein Schlu¨sselvereinbarungsprotokoll als sicher gegen passive oder ak-
tive Angriﬀe, wenn kein entsprechender Angreifer in polynomiell beschra¨nkter Zeit mit nicht-
vernachla¨ssigbarer Wahrscheinlichkeit ein shared secret in Erfahrung bringen kann, welches zwi-
schen zwei legitimen Teilnehmern (siehe oben) vereinbart wurde.
Eine akzeptierte formale Deﬁnition der Sicherheit von Schlu¨sselvereinbarungsprotokollen ist
uns aus der Literatur nicht bekannt.
3.2.5 Identiﬁkationsverfahren
Wir deﬁnieren in diesem Abschnitt, wann wir ein Identiﬁkationsverfahren sicher nennen. Das von
uns verwendete Sicherheitsmodell geht auf die in der Kryptographie weit akzeptierte Arbeit [FFS88]
zuru¨ck. Fu¨r die exakten Deﬁnitionen der von uns informal eingefu¨hrten Begriﬀe verweisen wir auf
[FFS88], [GMR89] und [MOV97, Kap. 10.4].
In der Praxis der Informationstechnologie (IT) werden Benutzer sehr ha¨uﬁg durch statische
Passwortsysteme identiﬁziert (authentiﬁziert). Neben der Tatsache, dass das statische Passwort
des Teilnehmers A ha¨uﬁg leicht erraten oder durch ein trojanisches Pferd (bo¨swilliges Computer-
programm) ausspioniert werden kann, leiden solche Systeme darunter, dass der Veriﬁzierer in den
Besitz des Passwortes kommt, und sich somit anschließend selbst als Teilnehmer A ausgeben kann
(impersonation). Besser sind hier interaktive Wissens-Beweissysteme (interactive proof of knowled-
ge, siehe [FFS88], [GMR89]), mit der A zwar die Kenntnis seines Wissens (Geheimnis) nachweisen
kann, ohne das Geheimnis oder eine durch den Veriﬁzierer verwertbare Information zu verraten.
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Ein interaktives Wissensbeweisprotokoll hat die Eigenschaften Abgeschlossenheit (completeness)
und Widerstandsfa¨higkeit (soundness).
Ein interaktives Beweissystem (interaktives Beweisprotokoll) ist abgeschlossen (complete),
wenn ein legitimer Veriﬁzierer die Identita¨t eines legitimen Beweisers mit sehr großer Wahrschein-
lichkeit akzeptiert, d.h. die Wahrscheinlichkeit fu¨r eine Ablehnung ist vernachla¨ssigbar ([MOV97,
Kap. 10.4]). Ein interaktives Beweissystem ist widerstandsfa¨hig (sound), wenn ein probabilisti-
scher Polynomzeitalgorithmus M mit folgender Eigenschaft existiert: Wenn ein Betru¨ger E sich
bei einem legitimen Veriﬁzierer B mit nicht-vernachla¨ssigbarer Wahrscheinlichkeit als Teilnehmer
A ausweisen kann, dann kann M benutzt werden, um von E ein zum Wissen von A a¨quivalentes
Wissen zu lernen, welches mit sehr großer Wahrscheinlichkeit (d.h. das Gegenereignis tritt mit
vernachla¨ssigbar kleiner Wahrscheinlichkeit auf) dazu befa¨higt, sich anschließend bei legitimen
Veriﬁzierern als Teilnehmer A auszugeben (siehe [MOV97, Kap. 10.4]). Completeness sichert also
die fast hundertprozentige Erkennungsrate eines legitimen Teilnehmers, wa¨hrend Soundness einen
Betrug (Impersonation, siehe unten) verhindert, sofern der Angreifer keine Kenntnis des Geheim-
nisses des Teilnehmers A bzw. einer a¨quivalenten Information besitzt. Wenn ein Betru¨ger E sich
erfolgreich bei einem legitimen Veriﬁzierer als Teilnehmer A ausgeben kann, obwohl das zugrun-
deliegende interaktive Beweissystem (Identiﬁkationsverfahren) sound ist, so kann E mittels eines
probabilistischen Polynomzeitalgorithmus auch As Geheimnis oder eine a¨quivalente Information
bestimmen (siehe [MOV97, Kap. 10.4]).
Wir fassen im Folgenden Identiﬁkationsverfahren als interaktive Wissensbeweisprotokolle auf.
Ein interaktives Wissensbeweisprotokoll hat die Zero-Knowledge-Eigenschaft, wenn das Protokoll
durch einen Außenstehenden (ohne Kenntnis eines Geheimnisses) in folgendem Sinne simuliert
werden kann: Es existiert ein probabilistischer Polynomzeitalgorithmus (Simulator), der ohne In-
teraktion mit dem richtigen Beweiser Sammlungen von Protokollnachrichten produziert, welche
bzgl. ihrer Wahrscheinlichkeitsverteilung in Polynomzeit nicht unterschieden werden ko¨nnen von
der Wahrscheinlichkeitsverteilung der Sammlungen der Nachrichten, die bei Durchfu¨hrung des Pro-
tokolls durch einen legitimen Beweiser und einen beliebigen Veriﬁzierer entstehen (siehe [FFS88],
[MOV97, Kap. 10.4]). In einem Zero-Knowledge-Protokoll legt ein legitimer Beweiser also keine
Information u¨ber sein Geheimnis oﬀen, die nicht auch aus o¨ﬀentlichen Informationen berechnet
werden ko¨nnte. Dies gilt auch, wenn der legitime Beweiser mit einem betru¨gerischen Veriﬁzierer
kommuniziert, der dem Identiﬁkationsprotokoll nicht folgt.
Angriﬀsziele
Impersonation. Ein Angreifer E weist sich erfolgreich gegenu¨ber einem legitimen Veriﬁzierer als
Teilnehmer A aus.
Angriﬀsmethoden
Passive und aktive Angriﬀe (siehe Abschnitt 3.2.4). Ein U¨berblick u¨ber mo¨gliche aktive Angriﬀe
auf Identiﬁkationsverfahren ﬁndet sich in [MOV97, Kap. 10.5]
Sicherheit von Identiﬁkationsverfahren
Wir sagen, ein Identiﬁkationsverfahren lege keine verwertbare Information (no transferable in-
formation) oﬀen, wenn ein legitimer Beweiser A seine Identita¨t bei einem legitimen Veriﬁzierer
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mit sehr großer Wahrscheinlichkeit nachweisen kann, aber keine Zusammenarbeit zwischen be-
tru¨gerischem Beweiser und betru¨gerischem Veriﬁzierer existiert, so dass sich ein betru¨gerischer
Beweiser nach Durchfu¨hrung polynomiell vieler Identiﬁkationen zwischen legitimem Beweiser und
betru¨gerischem Veriﬁzierer mit nicht vernachla¨ssigbarer Erfolgswahrscheinlichkeit als Teilnehmer
A ausweisen kann. Eine verwertbare Information befa¨higt also einen betru¨gerischen Veriﬁzierer
dazu, sich anschließend als ein legitimer Beweiser A auszuweisen ([FFS88]).
Wir bezeichnen ein Identiﬁkationsverfahren als sicher, wenn es keine verwertbaren Informatio-
nen oﬀen legt ([FFS88]).
Ein Identiﬁkationsverfahren mit der Zero-Knowledge-Eigenschaft legt keine verwertbaren In-
formationen oﬀen, sofern das zugrunde liegende mathematische Problem schwierig zu lo¨sen ist.
Ein sta¨rkerer Sicherheitsbegriﬀ fu¨r Identiﬁkationsverfahren ist Sicherheit gegen Betrug unter
der gleichzeitigen Attacke (concurrent attack). Hierbei gesteht man dem Angreifer u¨ber die u¨bli-
chen aktiven Angriﬀe (wie Einnahme der Rolle eines betru¨gerischen Veriﬁzierers) hinaus zu, dass
er als Veriﬁzierer gleichzeitig mit vielen verschiedenen Kopien (clones) des Beweisers interagiert
(siehe [BP02]). Bellare und Palacio [BP02] beweisen, dass das Schnorr-Identiﬁkationsverfahren
sicher gegen die gleichzeitige Attacke ist, vorausgesetzt, das in [BNPS01] eingefu¨hrte erweiterte
diskrete Logarithmusproblem ist nicht eﬃzient lo¨sbar. Die Schwierigkeit dieses erweiterten diskre-
ten Logarithmusproblems ist noch nicht hinreichend untersucht worden, daher ist hier Vorsicht
geboten, wie auch die Autoren der zitierten Arbeit einra¨umen. Wir beschra¨nken uns daher auf den
oben eingefu¨hrten Sicherheitsbegriﬀ fu¨r Identiﬁkationsverfahren, dass das Protokoll keine verwer-
bare Information oﬀen legt, obgleich sich das Ergebnis aus [BP02] vermutlich auf das von uns in
Abschnitt 3.3.3.5 eingefu¨hrte Schnorr-Identiﬁkationsverfahren u¨bertragen la¨sst.
3.2.6 Pseudozufallszahlengeneratoren
Wir erla¨utern in diesem Abschnitt, wann wir einen Pseudozufallszahlengenerator sicher nennen.
Formal ist die Sicherheit von Pseudozufallszahlengeneratoren in [Yao82] und [BM84] dargestellt.
Eine gute Zusammenfassung bietet [Sti95, Kap. 12]. Wir erkla¨ren den Begriﬀ informal.
In vielen kryptographischen Anwendungen mu¨ssen zur Laufzeit zufa¨llige Zahlen oder Bit-
Strings generiert werden. Guter (Pseudo-)Zufall kann durch physikalische Prozesse abgeleitet
werden. Derartige Methoden sind allerdings zeit- und kostenintensiv. Ein Pseudozufallszahlen-
generator (Pseudo-random bit generator) reduziert die Anzahl der beno¨tigten zufa¨lligen Bits in
krytographischen Anwendungen. Hierzu startet ein Pseudozufallszahlengenerator mit einem zufa¨lli-
gen Bit-String, dem sogenannten Seed, und expandiert diesen in einen viel la¨ngeren Bit-String,
der sozusagen zufa¨llig aussieht.
Angriﬀsziele
Voraussage einer Bitfolge. Ein Angreifer E sagt eine vom Pseudozufallszahlengenerator ausgege-
bene Bitfolge erfolgreich voraus.
Angriﬀsmethoden
Passiver Angriﬀ. Der Angreifer beobachtet eine Folge bislang vom Pseudozufallszahlengenerator
ausgegebener Bits, um das na¨chste oder die na¨chsten auszugebenden Bits vorauszusagen.
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Sicherheit von Pseudozufallszahlengeneratoren
Einen Pseudozufallszahlengenerator betrachten wir als sicher, wenn ein Angreifer (modelliert
durch eine probabilistische Polynomzeit-Turing-Maschine) die Ausgabeverteilung des Pseudozu-
fallszahlengenerators bei zufa¨lligen Eingaben (Seeds) nicht von der Ausgabeverteilung einer echten
Zufallsfolge (mit Gleichverteilung) unterscheiden kann.
Ein Pseudozufallszahlengenerator ist genau dann sicher, wenn ein Angreifer bei Kenntnis der
Ausgabe der ersten k−1 Bits des Pseudozufallszahlengenerators nicht mit Wahrscheinlichkeit > 12
das k-te Bit voraussagen kann (zum Beweis siehe z.B. [Sti95, Kap. 12]).
3.2.7 Bit Commitment-Verfahren
In der Realita¨t kommt es vor, dass eine Person Alice ein wichtiges Dokument auf einem Briefbogen
verfasst, den Briefbogen dann in einen Tresor legt, zu dem nur sie den Geheimcode zum O¨ﬀnen
kennt. Dann u¨bergibt Alice den Tresor an Bob. Obwohl Bob den Inhalt des Dokumentes nicht
kennt, bis Alice den Tresor o¨ﬀnet, wu¨rde man sagen, Alice habe sich vorab auf den Inhalt des
Dokumentes festgelegt (commited), denn sie kann ihn nachtra¨glich nicht mehr a¨ndern.
U¨bertragen auf die digitale Welt wollen wir annehmen, der Dokumenteninhalt sei ein Bit
b ∈ {0, 1}. Der Tresor entspricht einem Verschlu¨sselungsverfahren, das man auch Bit Commitment-
Verfahren nennt. In der Regel handelt es sich hier um eine Funktion BC : {0, 1}×X → Y , wobei
X und Y endliche Mengen sind. Die Verschlu¨sselung des Bits b ist ein Wert BC(b, x) mit x ∈ X
und wird auch Blob genannt. Will sich eine Person A auf einen Bitstring festlegen (commiten), so
legt sie sich nacheinander auf die einzelnen Bits fest. Bit Commitment-Verfahren sollten folgende
Eigenschaften besitzen:
a. Geheimhaltung (concealing) des Blobs Fu¨r ein Bit b ∈ {0, 1} kann ein Teilnehmer B
das Bit b nicht probabilistisch in Polynomzeit aus dem Blob BC(b, x) berechnen.
b. Verbindlichkeit (binding) fu¨r A A kann spa¨ter den Blob
”
o¨ﬀnen“, indem er den Wert
von x oﬀen legt. So kann A den Veriﬁzierer B davon u¨berzeugen, sich vorab tatsa¨chlich
auf das Bit b festgelegt zu haben. A ist probabilistisch in Polynomzeit nicht in der Lage,
fu¨r einen Blob sowohl den Nachweis fu¨r b = 0 als auch den Nachweis fu¨r b = 1 fu¨hren zu
ko¨nnen.
Angriﬀsziele
1. O¨ﬀnen des Blobs (Angriﬀ auf Geheimhaltung). Der Angreifer E berechnet das Bit b, auf das
sich ein Teilnehmer A festgelegt hat.
2. Angriﬀ auf Verbindlichkeit. Der Angreifer E legt sich als Teilnehmer A vermeintlich auf ein
Bit b ∈ {0, 1} fest, kann aber fu¨r seinen Blob spa¨ter wahlweise sowohl den Nachweis fu¨r b
als auch fu¨r 1− b fu¨hren.
Angriﬀsmethoden
Passive und aktive Angriﬀe (siehe Abschnitt 3.2.4).
28 NF-Kryptoverfahren: Entwurf, Sicherheit und Eﬃzienz
Sicherheit von Bit Commitment-Verfahren
Wir nennen ein Bit Commitment-Verfahren sicher, wenn es die beiden Eigenschaften a. und b.
besitzt.
3.3 Kryptoverfahren fu¨r algebraische Zahlko¨rper
In diesem Abschnitt stellen wir kryptographische Verfahren vor, die sich in Gruppen implemen-
tieren lassen, welche den Anforderungen aus Abschnitt 4.2 genu¨gen, also beispielsweise in den
Klassengruppen algebraischer Zahlko¨rper aus Abschnitt 4.3.
3.3.1 Designproblem fu¨r Kryptoverfahren u¨ber algebraischen Zahlko¨rpern
Wir wollen kryptographische Protokolle in Klassengruppen algebraischer Zahlko¨rper implementie-
ren. Die meisten heute bekannten kryptographischen Protokolle, insbesondere Signaturverfahren
wie RSA, ElGamal oder Varianten wie beispielsweise DSA, setzen die Kenntnis der Gruppenord-
nung voraus. Diese ist aber in unserem Kontext nicht bekannt und kann in der Praxis auch nicht
eﬃzient berechnet werden. Folglich war bis jetzt vollkommen unklar, wie man u¨berhaupt kryp-
tographische Verfahren konstruieren kann, die sich in algebraischen Zahlko¨rpern implementieren
lassen.
Am Beispiel des klassischen DSA-Signaturverfahrens in G = (Z/pZ)∗ verdeutlichen wir das
Problem, bekannte kryptographische Protokolle auf endliche Abelsche Gruppen G mit unbekannter
Ordnung (und unbekanntem Vielfachen der Ordnung) zu u¨bertragen. Im Folgenden sei M ∈
{0, 1}∗ sei der zu signierende Text.
Schlu¨sselerzeugung: A fu¨hrt die folgenden Schritte aus:
Wa¨hle zufa¨llig eine 160-Bit-Primzahl q, und wa¨hle eine 1024-Bit-Primzahl p, so dass q | p−1;
wa¨hle γ0 ∈ Z/pZ und berechne
γ = γ(p−1)/q0 mod p , (3.1)
und falls γ = 1, dann wa¨hle ein anderes γ0 (G ist die von γ erzeugte Untergruppe von
(Z/pZ)∗ der Ordnung q);
wa¨hle zufa¨llig eine ganze Zahl a mit 0 < a < q und berechne α = γa.
As o¨ﬀentlicher Schlu¨ssel ist (p, q, γ, α), der private Schlu¨ssel ist a.
Signatur: A fu¨hrt die folgenden Schritte aus:
Wa¨hle zufa¨llig eine ganze Zahl k mit 0 < k < q und berechne 	 = γk mod p;
berechne r = 	 mod q und
s = k−1(h(M) + ar) mod q . (3.2)
Die Signatur SigA,M ist das Paar (s, r).
Veriﬁkation: B fu¨hrt die folgenden Schritte aus:
Pru¨fe, ob 0 < s < q;
berechne w = s−1 mod q, u1 = wh(M) mod q und u2 = wr mod q;
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berechne v = (γu1αu2 mod p) mod q.
B akzeptiert SigDSAA,M , wenn v = r.
Ohne die Kenntnis von |G| kann weder (3.1) noch (3.2) berechnet werden. Mit (3.1) wird sicher
gestellt, dass γ ein Erzeuger von G ist. Falls G zyklisch ist, dann ist die Wahrscheinlichkeit sehr
groß, dass ein zufa¨lliges γ ∈ G ein Erzeuger von G oder einer sehr großen Untergruppe davon
ist. In diesem Fall ist die zufa¨llige Auswahl von γ ausreichend. Bei der U¨bertragung eines solchen
Kryptoprotokolls auf endliche Abelsche Gruppen mit unbekannter Ordnung (wie Klassengruppen
algebraischer Zahlko¨rper) war vollkommen unklar, wie mit (3.2) verfahren werden soll, wo letztlich
die Exponenten modulo der (Unter-)Gruppenordnung reduziert werden. Fu¨r dieses Problem haben
wir verschiedene Lo¨sungsstrategien ausgearbeitet:
1. Wir ersetzen q durch eine beliebige große Zahl q′ (in der Praxis eine Primzahl) und reduzieren
die Exponenten modulo dieser Zahl q′. Dabei muss q′ nicht notwendigerweise ein Teiler von
|G| sein.
Der geschilderte Trick funktioniert, weil s = x mod q gleichbedeutend ist mit s = x− q fu¨r
eine ganze Zahl . Da im Allgemeinen q′ = |〈γ〉| sein wird, ist dann auch s ≡ x (mod |〈γ〉|).
Daher beno¨tigt man zur Veriﬁkation einer Signatur den zusa¨tzlichen Korrektur-Faktor γ als
Teil der Signatur.
Diesen Ansatz werden wir zum Entwurf des RDSA-Signaturverfahrens in Abschnitt 3.3.4.1
verfolgen. Er ist Gegenstand unserer Arbeit [BBHM02]. Die genannte Grundidee verfolgen
wir auch zur Konstruktion der folgenden neuen Kryptoverfahren u¨ber Gruppen unbekann-
ter Ordnung: CU-RDSA (Abschnitt 3.3.5.2), Blind-RDSA (Abschnitt 3.3.5.3), R-Schnorr-
Identiﬁkation (Abschnitt 3.3.5.4).
Bei diesem Ansatz muss man allerdings gegenu¨ber den jeweiligen Originalverfahren Eﬃzi-
enzverluste in Kauf nehmen. Wir stellen diese Eﬃzienzverluste am Beispiel von Signaturver-
fahren vor:
• Eﬃzienzverlust beim Signieren. Die Erzeugung einer Signatur erfordert nun zwei Ex-
ponentiationen (beim Originalverfahren eine).
• La¨ngere Signatur. Die Signatur entha¨lt nun eine ganze Zahl und zwei Gruppenelemente
(beim Originalverfahren bzw. bei dessen kanonischer Verallgemeinerung auf Gruppen
mit bekannter Ordnung eine ganze Zahl und ein Gruppenelement, siehe [MOV97, Ab-
schn. 11.5.2]).
• Eﬃzienzverlust beim Veriﬁzieren. Die U¨berpru¨fung einer Signatur erfordert nun die Be-
rechnung eines Potenzproduktes von drei Gruppenelementen (beim Originalverfahren
Potenzprodukt von zwei Gruppenelementen).
2. Wir verzichten einfach auf die modulare Reduktion. Diese Idee wurde in [PS98] fu¨r das
Schnorr-Signaturverfahren vorgeschlagen. Wir werden sie bei der Diskussion des Signatur-
verfahrens DSA-No-Subgroup in Abschnitt 3.3.4.2 verfolgen.
Bei diesem Ansatz muss man ebenfalls gegenu¨ber dem Originalverfahren Eﬃzienzverluste
in Kauf nehmen: Sowohl zum Erstellen als auch zum U¨berpru¨fen einer Signatur muss die
Exponentiation mit viel gro¨ßeren Exponenten durchgefu¨hrt werden.
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3. Eine weitere Lo¨sungsstrategie besteht darin, das Fiat-Shamir-Signaturverfahren [FS87]
so zu modiﬁzieren, dass es auf diskreten Logarithmen statt auf Quadratwurzeln ba-
siert. Das resultierende DL-basierte Protokoll wird jedoch zu ineﬃzient: Waren im
Original-Fiat-Shamir-Signaturverfahren t Quadrierungen von Gruppenelementen zum
Signieren notwendig, so erfordert die Signaturerstellung in der DL-basierten Variante t
Exponentiationen.
Eﬃzienter erscheint unsere Modiﬁkation des Fiat-Shamir-Signaturverfahrens zum R-Feige-
Fiat-Shamir-Protokoll (R-FFS) in Abschnitt 3.3.5.1. R-FFS basiert auf der Schwierigkeit,
k-te Wurzeln zu berechnen, z.B. mit k = 2 oder k = 3. Die Signaturerstellung erfordert die
Berechnung von durchschnittlich t/2 Gruppenoperationen (maximal t Gruppenoperationen)
und einer k-ten Potenz.
Analog konstruieren wir in Abschnitt 3.3.5.4 basierend auf dem Fiat-Shamir-
Identiﬁkationsverfahren [FS87] unser neues R-Fiat-Shamir-Identiﬁkationsverfahren.
4. In der kryptographischen Literatur wurden doch wenige Kryptoverfahren vorgeschlagen, wel-
che die Kenntnis der Gruppenordnung nicht beno¨tigen. So u¨bertragen wir beispielsweise mit
dem Guillou-Quisquater-Signaturverfahren ein auf dem Wurzelproblem beruhendes Proto-
koll, welches nicht die Kenntnis der Gruppenordnung erfordert. Diese Idee verfolgen wir in
Abschnitt 3.3.3.
3.3.2 Kategorisierung der Kryptoverfahren
In den folgenden Abschnitten stellen wir Kryptoverfahren vor, die sich in endlichen Abelschen
Gruppen mit unbekannter Gruppenordnung implementieren lassen, sofern die in der Einleitung von
Kapitel 3 genannten Basisoperationen eﬃzient durchgefu¨hrt werden ko¨nnen. Dabei kategorisieren
wir die von uns vorgestellten Verfahren wie folgt:
Kategorie A. Hierbei handelt es sich um bereits bekannte kryptographische Protokolle, die sich
mit sehr geringfu¨gigen oder sogar ohne A¨nderungen in endlichen Abelschen Gruppen mit
unbekannter Gruppenordnung implementieren lassen (siehe Abschnitt 3.3.3).
Kategorie B. Unter dieser Kategorie stufen wir neue, in unserer Arbeitsgruppe entwickelte Kryp-
toverfahren ein, an deren Entwurf wir maßgeblich beteiligt waren. (siehe Abschnitt 3.3.4).
Kategorie C. Kryptoverfahren dieser Kategorie sind von uns vollkommen neu entwickelt worden
(siehe Abschnitt 3.3.5).
3.3.3 Kryptoverfahren der Kategorie A
Wir beschreiben nun bereits bekannte kryptographische Protokolle, die sich mit sehr geringfu¨gigen
oder sogar ohne A¨nderungen in endlichen Abelschen Gruppen mit unbekannter Gruppenordnung
implementieren lassen.
3.3.3.1 Signaturverfahren Guillou-Quisquater
In diesem Abschnitt stellen wir das Signaturverfahren Guillou-Quisquater (GQ) vor. Wir zeigen,
dass das GQ-Signaturverfahren im Random Oracle Model (siehe Abschnitt 3.2) sicher gegen einen
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Angriﬀ mit angepasst ausgewa¨hlten Texten (adaptive-chosen-message attack) ist, sofern in der
zugrunde liegenden Gruppe nicht eﬃzient Wurzeln berechnet werden ko¨nnen. Schließlich treﬀen
wir Aussagen u¨ber die Eﬃzienz des Verfahrens.
Das Protokoll
Das Guillou-Quisquater-Signaturverfahren [GQ88] basiert auf dem mathematischen Problem, Wur-
zeln in primen Restklassengruppen (Z/NZ)∗ zu berechnen, wobei N = p ·q wie im RSA-Verfahren
gewa¨hlt wird. Die Kenntnis der Gruppenordnung wird im Guillou-Quisquater-Signaturverfahren
nicht beno¨tigt. Daher la¨sst es sich auf endliche Abelsche Gruppen mit unbekannter Gruppenord-
nung u¨bertragen.
Schlu¨sselerzeugung: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine endliche Abelsche Gruppe G;
wa¨hle ein zufa¨lliges Element α ∈ G;
wa¨hle eine Zufallszahl n aus {1, . . . , 2t} (fu¨r einen Sicherheitsparameter t ∈ Z>0, s.u.) und
berechne ν = α−n.
As o¨ﬀentlicher Schlu¨ssel ist (G, ν, n), der private Schlu¨ssel ist α.
Signatur: A fu¨hrt die folgenden Schritte aus:
Wa¨hle ein zufa¨lliges Element κ ∈ G;
berechne 	 = κn;
berechne s = h(M‖	) und σ = καs.
Die Signatur des Textes M ist SigA,M = (s, σ).
Veriﬁkation: B berechnet φ = σnνs und akzeptiert die Signatur SigA,M genau dann, wenn
h(M‖φ) = s ist.
Das GQ-Signaturverfahren ist abgeschlossen (complete), denn gu¨ltige Signaturen werden durch
Teilnehmer, die dem Protokoll folgen, immer akzeptiert.
Proposition 3.3.1
Wenn A und B dem vorstehenden GQ-Protokoll folgen, dann ist die Veriﬁkation immer
erfolgreich.
Beweis: Mit den Bezeichnungen von oben gilt
φ = σnνs = (καs)nα−sn = κn = 	 , (3.3)
und daher ist h(M‖φ) = h(M‖	) = s. 
Sicherheit
Eine GQ-Signatur SigA,M = (s, σ) heiße gu¨ltig, wenn (3.3) fu¨r SigA,M erfu¨llt ist. Zur Unterschei-
dung von legitimen Signaturen durch A schreiben wir gefa¨lschte Signaturen als S˜igA,M .
Bei na¨herem Betrachten der Schlu¨sselerzeugung des GQ-Verfahrens folgt sofort, dass die Si-
cherheit des Verfahrens auf dem Wurzelproblem basiert:
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Proposition 3.3.2
Ein Angreifer E, der in Polynomzeit das Wurzelproblem lo¨sen kann, kann gu¨ltige Signaturen
fu¨r beliebige Texte in Polynomzeit ohne Kenntnis des privaten Schlu¨ssels erzeugen.
Bemerkung
Die Bedeutung der Einwegfunktion h. Von entscheidender Bedeutung fu¨r die Sicherheit des GQ-
Signaturverfahrens ist, dass die Funktion h in der Praxis tatsa¨chlich die Einwegeigenschaft hat. Andernfalls
sind beispielsweise folgende existenzielle Fa¨lschungen (existential forgeries) mo¨glich:
1. Wa¨hle s˜ und κ zufa¨llig, setze σ˜ = κs˜ und berechne 	˜ = (κnν)s˜. Nach Voraussetzung war h keine
Einweg-Funktion, d. h. es kann ein M berechnet werden, so dass h(M‖	˜) = s˜ ist. Dann ist (s˜, σ˜)
eine gu¨ltige GQ-Signatur fu¨r dieses M .
2. Wa¨hle s˜ und κ zufa¨llig, wa¨hle y ∈ {1, . . . , By} fu¨r ein noch zu bestimmendes By, setze σ˜ = κs˜y
und berechne 	˜ = (κnyν)s˜. Nach Voraussetzung war h keine Einweg-Funktion, d. h. es kann ein M
berechnet werden, so dass h(M‖	˜) = s˜ ist. Dann ist (s˜, σ˜) eine gu¨ltige GQ-Signatur fu¨r dieses M .
In unserer Arbeit [BBHM99] zeigen wir:
Satz 3.3.3
Sei G eine endliche Abelsche Gruppe. Unter der Annahme, dass es keinen Algorithmus gibt,
der das Wurzelproblem in G mit nicht vernachla¨ssigbarer Wahrscheinlichkeit in polynomiell
beschra¨nkter Zeit berechnet, ist GQ in G im Random Oracle Model sicher.
Nach heutigem Kentnisstand ist es in der Praxis unmo¨glich, n-te Wurzeln in Gruppen zu be-
rechnen, die den Bedingungen aus Abschnitt 4.2 genu¨gen. Hieraus folgt die Sicherheit des GQ-
Signaturverfahrens.
Eﬃzienz
Die Berechnung einer Signatur im GQ-Verfahren erfordert zwei Exponentiationen und eine weitere
Gruppenoperation. Bei einer der beiden Exponentiationen ko¨nnen zur Eﬃzienzsteigerung geeignete
Potenzen vorberechnet werden. Bei der anderen Exponentiation ist dies nicht mo¨glich. Das GQ-
Verfahren erfordert zudem die Auswahl eines zufa¨lligen Elementes in der Gruppe.
Die Veriﬁkation einer GQ-Signatur erfordert zwei Exponentiationen, eine weitere Gruppenope-
ration und einen Gleichheitsentscheid.
Empfehlung zur Parameterwahl
In Analogie zur Wahl der Untergruppenordnung im Original-DSA-Verfahren [18694] kann man
den o¨ﬀentlichen Exponenten n ∈ {1, . . . , 2160} wa¨hlen sowie die anerkannte kryptographische
Hashfunktion RIPEMED-160= h : {0, 1}∗ → {1, . . . , 2160}, z.B. RIPEMD-160 (siehe [MOV97, S.
349ﬀ.]).
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3.3.3.2 Gruppensignaturen
Chaum und van Heyst [CvH91] fu¨hrten das Konzept von Gruppensignaturen ein. Ein Gruppensi-
gnaturverfahren hat folgende Eigenschaften:
1. Nur die Mitglieder einer vorab deﬁnierten Gruppe ko¨nnen eine gu¨ltige Signatur fu¨r eine
Nachricht ausstellen.
2. Jeder kann die Gu¨ltigkeit einer Gruppensignatur u¨berpru¨fen.
3. Niemand kann feststellen, welches der Gruppenmitglieder eine Signatur ausgestellt hat.
4. Im Streitfall kann die Signatur
”
geo¨ﬀnet“ werden, d.h. die Identita¨t der signierenden Person
kann (ggf. mit Hilfe der Gruppenmitglieder) festgestellt werden.
Die in [CvH91, Abschn. 2] vorgestellte Methode la¨sst sich problemlos auf alle ElGamal-a¨hnlichen
Signaturverfahren anwenden. Insbesondere erha¨lt man auf diese Weise Gruppensignaturverfahren
fu¨r RDSA und DSA-No-Subgroup.
Die grundlegende Idee lautet wie folgt: Das Gruppenmitglied i erzeugt sein eigenes Geheim-
nis ai und sendet γ
ai zum sogenannten Gruppenmanager. Der Gruppenmanager speichert zu
jedem Teilnehmer i dessen o¨ﬀentliche Information γai . In regelma¨ßigen kurzen Absta¨nden (z.B.
wo¨chentlich) sendet der Gruppenmanager jedem Gruppenmitglied eine Zufallszahl ri und publi-
ziert die Liste der tempora¨ren o¨ﬀentlichen Schlu¨ssel (γai)ri , ohne dabei eine Zuordnung zu den i
Teilnehmern erkennen zu lassen. In der vorgesehenen kurzen Zeitspanne verwendet der Teilnehmer
i den tempora¨ren privaten Schlu¨ssel airi.
Die resultierenden Gruppensignaturverfahren haben folgende positive Eigenschaften: Auch der
Gruppenmanager kann keine Signaturen fa¨lschen. Jedes Gruppenmitglied muss dauerhaft nur einen
tatsa¨chlich geheimen Schlu¨ssel speichern; dieser ko¨nnte beispielsweise auf einer Smart Card gespei-
chert sein. Dieses Geheimnis wird mittels des tempora¨ren Wertes ri cachiert. Ein versehentliches
Oﬀenlegen von ri gefa¨hrdet in keiner Weise die Geheimhaltung des dauerhaften Geheimnisses ai.
Eine exakte Deﬁnition von Gruppensignaturverfahren sowie tiefer gehende Literaturhinweise
ﬁnden sich in [CS97].
3.3.3.3 Verschlu¨sselungsverfahren – DHIES
In diesem Abschnitt beschreiben wir, wie man Public-Key-Verschlu¨sselungsverfahren in endlichen
Abelschen Gruppen mit unbekannter Ordnung implementieren kann, die den Anforderungen aus
Abschnitt 4.2 genu¨gen, also z.B. in den Klassengruppen algebraischer Zahlko¨rper aus Abschnitt
4.3. Bei der U¨bertragung traditioneller Public-Key-Verschlu¨sselungsverfahren sto¨ßt man auf fol-
gende Schwierigkeiten:
• Etliche Verfahren wie z.B. RSA erfordern die Kenntnis der Gruppenordnung zum Ent-
schlu¨sseln (siehe auch Abschnitt 3.3.1). Diese ist im Falle unserer Klassengruppen unbe-
kannt.
• Die meisten Verfahren erfordern die Einbettung (injektive Abbildung) der zu verschlu¨sseln-
den Texte in Gruppenelemente. Hierbei muss aus Sicherheitsgru¨nden eine Gleichverteilung
vorliegen. Es ist bis heute aber vollkommen unklar, wie man in unserem Falle Texte in
Idealklassen geeignet einbettet.
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Diﬃe-Hellman Integrated Encryption Scheme (DHIES)
Wir beschreiben nun das Public-Key-Verschlu¨sselungsverfahren Diﬃe-Hellman Integrated Encryp-
tion Scheme (DHIES) aus [ABR01]. DHIES erfordert weder die Kenntnis der Gruppenordnung
noch die Einbettung von Texten in Gruppenelemente. Daher kann DHIES in Klassengruppen al-
gebraischer Zahlko¨rper implementiert werden.
Das Protokoll
Allen Teilnehmern wird die Funktion deriveKey : G×G → {0, 1}∗ bekannt gemacht.
Schlu¨sselerzeugung: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine endliche Abelsche Gruppe G;
wa¨hle ein zufa¨lliges Element γ ∈ G;
wa¨hle eine Zahl L in der Gro¨ßenordnung der Gruppenordnung: L ≈ |G|, L  |G|;
wa¨hle eine Zufallszahl a ∈ {1, . . . , L− 1};
berechne α = γa.
A hat den o¨ﬀentlichen Schlu¨ssel (G,L, γ, α) und den geheimen Schlu¨ssel a.
Verschlu¨sselung: B fu¨hrt die folgenden Schritte aus:
Wa¨hle eine Zufallszahl k ∈ {1, . . . , L− 1};
berechne 	 = γk und σ = αk;
berechne K = deriveKey(σ, 	);
berechne KENC und KMAC aus K;
berechne EM = ENC (M,KENC );
berechne T = MAC (EM ,KMAC ).
Die Verschlu¨sselung des Textes M ist CipherA,M = (	,EM , T ).
Entschlu¨sselung: A fu¨hrt die folgenden Schritte aus:
berechne σ = 	a;
berechne K = deriveKey(σ, 	);
berechne KENC und KMAC aus K;
berechne T ′ = MAC (EM ,KMAC ).
Falls T ′ = T verwerfe CipherA,M , andernfalls berechne den Klartext M =
ENC−1(EM ,KENC ).
Der folgende Satz zeigt die Vollsta¨ndigkeit (completeness) des DHIES-Verschlu¨sselungsverfah-
rens, d.h. jeder DHIES-verschlu¨sselte Klartext kann wieder eindeutig rekonstruiert werden.
Proposition 3.3.4
WennA undB dem vorstehenden DHIES-Protokoll folgen, dann kann aus der Verschlu¨sselung
eines jeden Klartexts derselbe Klartext immer eindeutig rekonstruiert werden.
Beweis: Mit den oben gemachten Bezeichnungen gilt oﬀenbar
αk = 	a = σ . (3.4)
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Also sind die Schlu¨ssel KMAC und KENC bei der Verschlu¨sselung und der Entschlu¨sselung jeweils
identisch. Demnach gilt ENC−1(EM ,KENC ) = ENC−1(ENC (M,KENC ),KENC ) = M und
T ′ = MAC (EM,KMAC ) = T . 
Sicherheit
Die Sicherheitsanalysen des DHIES-Verfahrens aus [ABR01] gelten auch in endlichen Abelschen
Gruppen mit unbekannter Ordnung, also insbesondere in Klassengruppen algebraischer Zahlko¨rper.
DHIES ist sicher gegen Angepasst-Gewa¨hlte-Schlu¨sseltext-Angriﬀe (adaptive-chosen-ciphertext at-
tacks), wenn deriveKey , MAC und ENC geeignet gewa¨hlt werden:
Satz 3.3.5
Seien deriveKey , ENC und MAC gegeben mit folgenden Eigenschaften:
1. Gegeben γa, γk und γak. Die Wahrscheinlichkeit fu¨r den Erfolg einer Unterscheidung
von deriveKey(γak, γk) von einem zufa¨llig gewa¨hlten Bit-String ist vernachla¨ssigbar.
2. Die Wahrscheinlichkeit fu¨r den Erfolg eines Angriﬀs auf ENC mittels ausgewa¨hlten
Klartexten (Bekannter-Klartext-Angriﬀ, Known-Plaintext-Attack) ist vernachla¨ssig-
bar.
3. Die Wahrscheinlichkeit fu¨r den Erfolg eines Angriﬀs auf MAC mittels ausgewa¨hlten
Texten ist vernachla¨ssigbar.
Dann ist die Wahrscheinlichkeit fu¨r den Erfolg einer Unterscheidung mittels eines Angepasst-
Gewa¨hlten-Schlu¨sseltext-Angriﬀs vernachla¨ssigbar.
Folglich ist DHIES in einer beliebigen endlichen Abelschen Gruppe G sicher gegen eine Un-
terscheidung mittels eines Angepasst-Gewa¨hlten-Schlu¨sseltext-Angriﬀs, wenn das Diﬃe-Hellman-
Problem (DHP) in G nur mit vernachla¨ssigbarer Wahrscheinlichkeit eﬃzient lo¨sbar ist.
Eﬃzienz
Da die in der Praxis ga¨ngigen symmetrischen Kryptosysteme (im Vergleich zu Public-Key-
Verfahren) extrem eﬃzient sind, vernachla¨ssigen wir diese bei den Eﬃzienzbetrachtungen von
DHIES. Zur Verschlu¨sselung einer Nachricht mittels DHIES muss man zwei Exponentiationen
mit Exponenten in der Gro¨ßenordnung der Gruppenordnung ausfu¨hren. Beide Exponentiationen
ko¨nnten komplett vorberechnet werden, sofern die Anwendung die Vorabgenerierung des
zufa¨lligen Exponenten erlaubt. Ist dies nicht mo¨glich, ko¨nnen zumindest jeweils die Techniken der
schnellen Exponentiation (siehe Abschnitt 5) mit entsprechenden Vorberechnungen von Potenzen
angewendet werden. Zur Entschlu¨sselung ist eine Exponentiation mit einem Exponenten in der
Gro¨ßenordnung der Gruppenordnung auszufu¨hren. Hierbei ist keine Form der Vorberechnung
mo¨glich.
3.3.3.4 Schlu¨sselaustauschverfahren: Diﬃe-Hellman-Varianten und weitere Pro-
tokolle
In diesem Abschnitt diskutieren wir einige Schlu¨sselaustauschverfahren, die sich sicher und eﬃzient
in den Gruppen implementieren lassen, welche den Anforderungen aus Abschnitt 4.2 genu¨gen.
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Diﬃe-Hellman (DH)
Das Protokoll
Vorab wird fu¨r alle Teilnehmer eine gemeinsam genutzte endliche Abelsche Gruppe G festgelegt
sowie eine gute Na¨herung L ≈ |G| mit |G|  L, L ∈ Z>0;
Schlu¨sselerzeugung: Eine vertrauenswu¨rdige Instanz (Trust Center) fu¨hrt initial und einmalig
folgende Schritte aus:
Sie wa¨hlt eine endliche Abelsche Gruppe G;
sie berechnet eine gute Na¨herung L ≈ |G| mit |G|  L, L ∈ Z>0;
sie wa¨hlt ein zufa¨lliges Element γ ∈ G;
sie vero¨ﬀentlicht G, L und γ fu¨r alle Teilnehmer.
Schlu¨sselvereinbarung: A und B fu¨hren die folgenden Schritte aus:
A wa¨hlt eine Zufallszahl a aus {1, . . . , L} und sendet γa an B;
B wa¨hlt eine Zufallszahl b aus {1, . . . , L} und sendet γb an A;
B erha¨lt γa und berechnet den gemeinsamen Schlu¨ssel mittels K = (γa)b;
A erha¨lt γb und berechnet den gemeinsamen Schlu¨ssel mittels K = (γb)a.
Sicherheit
Die Sicherheit des Diﬃe-Hellman-Schlu¨sselvereinbarungsprotokolls basiert auf dem Diﬃe-Hellman-
Problem (DHP, siehe Abschnitt 3.1). Das Diﬃe-Hellman-Protokoll ist sicher gegen passive An-
griﬀe, sofern das Diﬃe-Hellman-Problem nicht eﬃzient lo¨sbar ist. Andernfalls kann ein mit dem
Diﬃe-Hellman-Protokoll vereinbarter geheimer Schlu¨ssel unmittelbar durch einen passiven Angrei-
fer berechnet werden.
Nach heutigem Kenntnisstand ist es in der Praxis unmo¨glich, das Diﬃe-Hellman-Problem in
Gruppen zu lo¨sen, die den Bedingungen aus Abschnitt 4.2 genu¨gen.
Das Diﬃe-Hellman-Protokoll ist (in der beschriebenen Variante) nicht sicher gegen aktive
Angreifer; denn folgende Man-in-the-middle attack bricht das Diﬃe-Hellman-Verfahren, d.h. be-
rechnet einen zwischen A und B vereinbarten geheimen Schlu¨ssel: Der Angreifer E schaltet sich
aktiv in den Kommunikationskanal ein, indem er die zwischen A und B ausgetauschten Nachrich-
ten abfa¨ngt und durch selbst erstellte Nachrichten ersetzt. Hierzu wa¨hlt er zwei zufa¨llige Zahlen
a˜, b˜ und berechnet γa˜, γ b˜. Die von A an B gesendete Nachricht γa fa¨ngt E ab und schickt statt
dessen γa˜ an B (welcher glaubt, die Nachricht sei von A). Ebenso ersetzt E die von B an A gesen-
dete Nachricht γb durch γ b˜. Anschließend glaubt A, γab˜ sei der gemeinsame geheime Schlu¨ssel;
B ha¨lt γa˜b fu¨r den gemeinsamen geheimen Schlu¨ssel. E kann beide Schlu¨ssel berechnen.
Weiter unten skizzieren wir, wie man durch Modiﬁkation des Diﬃe-Hellman-Protokolls auch
derartige aktive Angriﬀe abwehren kann.
Eﬃzienz
Wir diskutieren die Eﬃzienz des Diﬃe-Hellman-Protokolls.
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Berechnungskomplexita¨t Beide Kommunikationsteilnehmer haben jeweils zwei Exponentia-
tionen durchzufu¨hren. Die erste (zur Basis γ) kann komplett vorberechnet werden. (Wenn
die Wahl der Zufallszahl erst online erfolgen soll, kann die erste Exponentiation mit den
Techniken von Vorberechnung und schneller Exponentiation erfolgen, siehe Abschnitt 5.3.)
Die zweite Exponentiation kann jeweils mittels schneller Exponentiation erfolgen; Vorbe-
rechnungen sind hier nicht mo¨glich.
Kommunikationslast Es werden zwei Nachrichten u¨bertragen, die jeweils aus einem Gruppen-
element bestehen.
Diﬃe-Hellman-Varianten
In den Gruppen, die den Anforderungen aus Abschnitt 4.2 genu¨gen (also insbesondere in den
von in Abschnitt 4.3 vorgestellten Klassengruppen), lassen sich zudem die folgenden Schlu¨sselver-
einbarungsprotokolle eﬃzient und zumindest gegen passive Angriﬀe sicher implementieren. Alle
vorgestellten Varianten basieren auf dem Diﬃe-Hellman-Protokoll.
ElGamal-Schlu¨sselaustausch. Beim ElGamal-Schlu¨sselaustauschverfahren (siehe [MOV97,
S. 517]) wa¨hlt jeder Teilnehmer B in der Phase der Schlu¨sselerzeugung eine zufa¨llige Zahl
b, vero¨ﬀentlicht β = γb als o¨ﬀentlichen Schlu¨ssel und ha¨lt b geheim. Will nun A mit B
einen geheimen Schlu¨ssel vereinbaren, besorgt A sich Bs o¨ﬀentlichen Schlu¨ssel, wa¨hlt eine
Zufallszahl x und sendet γx an B. Sowohl A als auch B ko¨nnen dann den gemeinsamen
geheimen Schlu¨ssel γbx berechnen.
Sicherheit. Das ElGamal-Schlu¨sselaustauschverfahren ist (wie das Diﬃe-Hellman-Protokoll)
sicher gegen passive Angriﬀe, sofern das Diﬃe-Hellman-Problem nicht eﬃzient lo¨sbar ist.
Es handelt sich dabei um ein einseitiges authentisches Schlu¨sselvereinbarungsprotokoll, so-
fern die Authentizita¨t (Echtheit) des o¨ﬀentlichen Schlu¨ssels des Teilnehmers B sichergestellt
ist. Letzteres kann beispielsweise durch Ausgabe von Zertiﬁkaten durch das Trust Center
gewa¨hrleistet werden. Die oben geschilderte aktive Man-in-the-middle attack wird hier be-
reits verhindert.
Berechnungskomplexita¨t. Beide Kommunikationsteilnehmer haben jeweils eine Exponentia-
tion durchzufu¨hren. Teilnehmer B kann hierbei die Techniken der schnellen Exponentiation
durch Vorberechnung entsprechender Potenzen nutzen (siehe Abschnitt 5.3). Teilnehmer A
kann alle Berechnungen im voraus ausfu¨hren, wenn er in der Lage ist, seine Zufallszahlen
vorab zu produzieren und bereits Kommunikationsteilnehmern zuzuordnen. Andernfalls kann
A die Techniken der schnellen Exponentiation nutzen.
Kommunikationslast. Es wird eine Nachricht u¨bertragen, die aus einem Gruppenelement
besteht. Die Kommunikationslast ist also gegenu¨ber dem Diﬃe-Hellman-Verfahren um eine
Nachricht (ein Gruppenelement) reduziert.
Diﬃe-Hellman Key Predistribution. Wa¨hrend beim ElGamal-Schlu¨sselaustauschverfahren
einer der beiden Kommunikationsteilnehmer eine ﬁxierte Geheimzahl und einen ﬁxierten
o¨ﬀentlichen Schlu¨ssel verwendet, benutzen beim Diﬃe-Hellman Key Predistribution beide
Kommunikationsteilnehmer ihre ﬁxierte Geheimzahl und ihren ﬁxierten o¨ﬀentlichen Schlu¨ssel
(siehe z.B. [Sti95, S. 264ﬀ.]). Bei Verwendung von Public-Key-Zertiﬁkaten, die durch ein
38 NF-Kryptoverfahren: Entwurf, Sicherheit und Eﬃzienz
Trust Center ausgegeben werden, entsteht ein beidseitiges authentisches Schlu¨sselverein-
barungsverfahren. Das Verfahren ist sicher gegen passive und aktive Angriﬀe, sofern das
Diﬃe-Hellman-Problem nicht eﬃzient lo¨sbar ist.
Berechnungskomplexita¨t und Kommunikationslast werden hier minimiert: Zur Laufzeit ist
von beiden Kommunikationspartnern lediglich eine Exponentiation durchzufu¨hren (Vorbe-
rechnung und schnelle Exponentiationstechnik mo¨glich); es muss keine Nachricht u¨bertra-
gen werden. Wie das ElGamal-Schlu¨sselvereinbarungsprotokoll leidet auch dieses Verfahren
darunter, dass es voraussetzt, dass vorab bereits authentische Informationen ausgetauscht
werden mu¨ssen: Entweder muss der Teilnehmer seinen authentischen o¨ﬀentlichen Schlu¨ssel
dem Trust Center mitteilen, oder das Trust Center mu¨sste dem Benutzer auf sicherem Wege
dessen geheime Zufallszahl mitteilen.
STS-Protokoll (Station-to-Station Protocol). Das Station-to-Station Protocol
([DvOW92]) ist ein beidseitiges authentisches Schlu¨sselvereinbarungsverfahren. Insbe-
sondere wird hier die aktive Man-in-the-middle attack verhindert. Im STS-Protokoll
wird ein beliebiges Signaturverfahren eingesetzt, um die Authentizita¨t der u¨bertragenen
Nachrichten zu gewa¨hrleisten. Hier kann ein beliebiges der in dieser Arbeit vorgestellten
Signaturverfahren verwendet werden. Optional ﬁndet eine symmetrische Verschlu¨sselung
statt, um beidseitig zu u¨berpru¨fen, dass der authentische Kommunikationspartner am
Ende des Protokolls u¨ber den gleichen geheimen Schlu¨ssel verfu¨gt. Als symmetrisches
Verschlu¨sselungsverfahren kann irgendein sicheres und eﬃzientes Verfahren eingesetzt
werden; wir empfehlen die Wahl eins der etablierten Verfahren Triple-DES, IDEA oder AES.
Im STS-Protokoll mu¨ssen drei Nachrichten (bestehend aus mehreren Gruppenelementen
und Bytesequenzen) ausgetauscht werden.
MTI-Protokolle (Matsumoto-Takashima-Imai). Die MTI-Protokolle ([MTI86]) sind
beidseitige authentische Schlu¨sselvereinbarungsverfahren, die insbesondere resistent gegen
aktive Man-in-the-middle attacks sind. In den MTI-Protokollen mu¨ssen die Teilnehmer
selbst keine Signaturen erzeugen. Es werden lediglich zwei Nachrichten ausgetauscht
(bestehend aus mehreren Gruppenelementen und Bytesequenzen).
Weitere Schlu¨sselaustauschprotokolle
ITU-T X.509-Authentiﬁkation. Bereits mit den kryptographischen Primitiven Public-Key-
Verschlu¨sselung und ggf. zudem digitalen Signaturverfahren lassen sich eine Reihe von
Schlu¨sselaustauschprotokollen implementieren, wie in [MOV97, Abschn. 12.5] dargelegt
wird. Beispielsweise ko¨nnen wir demnach mit unserem Public-Key-Verschlu¨sselungsverfah-
ren DHIES und unserem digitalen Signaturverfahren RDSA die in ITU-T X.509 ([95995])
speziﬁzierten 2-Wege- und 3-Wege-Authentiﬁkationen umsetzen, bei deren Ablauf die Kom-
munikationspartner neben der gegenseitigen Authentiﬁkation einen geheimen Schlu¨ssel ver-
einbaren.
SPX-Protokolle. Die SPX-Protokolle der Digital Equipment Corporation (DEC) (Originalre-
ferenz [TAP90, TA91], DEC-Implementierung siehe [AT91], siehe auch [Sch94, S. 55 f.])
sind beidseitige authentische Schlu¨sselvereinbarungsverfahren; sie sind insbesondere resi-
stent gegen aktive Man-in-the-middle attacks. Die SPX-Protokolle kombinieren Public-Key-
Verfahren mit symmetrischen Verfahren. Sie setzen dabei die Existenz einer Trusted Third
Party (Trust Center) voraus. Wir benutzen in den SPX-Protokollen folgende Algorithmen:
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• als Signaturverfahren RDSA
• als Public-Key-Verschlu¨sselungsverfahren DHIES
• als symmetrisches Verfahren irgendein sicheres und eﬃzientes Verfahren. Wir empfeh-
len die Wahl eins der etablierten Verfahren Triple-DES, IDEA oder AES.
Burmester-Desmedt Konferenz-Schlu¨sselaustausch. In einem Konferenz-Schlu¨sselaus-
tauschverfahren vereinbaren t  2 Teilnehmer simultan einen gemeinsamen geheimen
Schlu¨ssel. Eine mo¨gliche Anwendung sind verschlu¨sselte Telefonkonferenzen, zu der initial
ein gemeinsamer geheimer Schlu¨ssel ausgehandelt wird.
Eine oﬀensichtliche Methode fu¨r ein Konferenz-Schlu¨sselaustauschverfahren funktioniert wie
folgt: Jeder Teilnehmer A vereinbart mit einem der oben vorgestellten Protokolle (z.B. Diﬃe-
Hellman) einen geheimen Schlu¨ssel KA mit einem Trust Center. Das Trust Center generiert
einen einzigen gemeinsamen Schlu¨ssel K und teilt diesen – verschlu¨sselt mit dem jeweiligen
Key des Teilnehmers (KA fu¨r Teilnehmer A) – allen Teilnehmern mit. Diese Methode weist
allerdings einige Nachteile auf. Sie erfordert beispielsweise die Existenz eines Online-Trust
Centers. Zudem kann es auf Grund des hohen Kommunikations- und Berechnungsaufwandes
beim Trust Center zu Engpa¨ssen kommen.
Eins der eﬃzientesten Konferenz-Schlu¨sselaustauschverfahren ist das von Burmester und
Desmedt [BD95] (siehe auch [MOV97, S. 528]). Dieses la¨sst sich in Gruppen, die den An-
forderungen aus Abschnitt 4.2 genu¨gen, (also z.B. in den in Abschnitt 4.3 vorgestellten
Klassengruppen algebraischer Zahlko¨rper) sicher und eﬃzient implementieren. Die Basisva-
riante des Verfahrens ist sicher gegen passive Angriﬀe, falls das Diﬃe-Hellman-Problem nicht
eﬃzient gelo¨st werden kann. Das Verfahren kann aber zu einem authentischen Konferenz-
Schlu¨sselaustauschverfahren erweitert werden, welches auch aktiven Angriﬀen widersteht.
3.3.3.5 Identiﬁkationsverfahren
Der sicheren Identiﬁkation (Authentiﬁkation) von Teilnehmern kommt in der praktischen IT-
Sicherheit eine enorme Bedeutung zu. In den meisten Anwendungen weist sich ein Teilnehmer
A heute noch durch Preisgabe seines statischen Geheimnisses aus (Eingabe des Passwortes). Hier-
durch werden sowohl der Veriﬁzierer als auch ein Angreifer, der die Kommunikation einmalig
belauscht, in die Lage versetzt, sich anschließend erfolgreich als Teilnehmer A auszugeben. Mehr
Sicherheit garantieren kryptographische Identiﬁkationsverfahren.
In endlichen Abelschen Gruppen, die den Anforderungen aus Abschnitt 4.2 genu¨gen, (also
z.B. in den in Abschnitt 4.3 vorgestellten Klassengruppen algebraischer Zahlko¨rper) lassen sich
folgende bekannte Identiﬁkationsprotokolle ohne Protokollanpassungen implementieren:
1. Das in Abschnitt 3.3.5.2 vorgestellte Protokoll zum Zero-Knowledge-Beweis der Kenntnis
eines diskreten Logarithmus. Dieses verwenden wir in Abschnitt 3.3.5.2 zur Konstruktion
eines konvertierbaren nicht-abstreitbaren Signaturverfahrens.
2. Mit jedem NF-Public-Key-Verschlu¨sselungsverfahren (also insbesondere mit DHIES aus Ab-
schnitt 3.3.3.3) kann man diverse Challenge-Response-Identiﬁkationsprotokolle durchfu¨hren
(siehe [MOV97, Abschn. 10.3.3]).
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3. Das gleiche gilt fu¨r alle NF-Signaturverfahren. Mit diesen lassen sich beispielsweise die in
ITU-T X.509 ([95995]) speziﬁzierten 2-Wege- und 3-Wege-Authentiﬁkationen durchfu¨hren
(siehe auch [MOV97, Abschn. 10.3.3]).
3.3.3.6 Faire Public-Key-Kryptosysteme
Auch in ju¨ngster Vergangenheit sind die Diskussionen nicht abgebrochen, ob man mehr dem
Wunsch der Bu¨rger nach Privatspha¨re und Vertraulichkeit digital u¨bermittelter Daten nachkom-
men soll oder mehr dem Wunsch der Regierungen, im Zweifelsfall von Bu¨rgern digital u¨bermittelte
verschlu¨sselte Nachrichten entschlu¨sseln zu ko¨nnen, um organisierte Kriminalita¨t besser beka¨mpfen
zu ko¨nnen. Der Wunsch der Bu¨rger kann erfu¨llt werden, indem starke Verschlu¨sselungsverfahren
mit entsprechenden Schlu¨ssella¨ngen benutzt werden, die in der Praxis nicht gebrochen werden
ko¨nnen. Dem Wunsch der Regierung ko¨nnte z.B. durch gesetzliches Verbot starker Verschlu¨sse-
lungsverfahren nachgekommen werden oder durch die gesetzliche Verpﬂichtung des Bu¨rgers, sei-
nen privaten Schlu¨ssel an einer vertrauenswu¨rdigen Stelle zu hinterlegen, auf die der Staat im
Zweifelsfall Zugriﬀ hat.
Micali [Mic93] schlug einen Ansatz vor, der beiden Standpunkten gerecht wird. Micali spricht
daher von fairen Public-Key-Kryptosystemen. In fairen Public-Key-Kryptosystemen zerlegt ein Teil-
nehmer seinen privaten Schlu¨ssel in Teilgeheimnisse. Die Teilgeheimnisse sendet er verschlu¨sselt an
verschiedene Treuha¨nder (ein Teilgeheimnis pro Treuha¨nder). Wie in einem Secret Sharing Scheme
(siehe Abschnitt 3.3.3.8) kann der private Schlu¨ssel des Teilnehmers rekonstruiert werden, wenn
alle Treuha¨nder (z.B. auf richterlichen Beschluss) das von ihnen verwaltete Teilgeheimnis mit ein-
bringen. Die Korrektheit der einzelnen Teilgeheimnisse kann von den Treuha¨ndern nachgepru¨ft
werden, ohne den privaten Schlu¨ssel des Teilnehmers zu rekonstruieren. Somit werden betru¨ge-
rische Teilnehmer ertappt, die den Treuha¨ndern statt eines Teilgeheimnisses einen Zufallsstring
senden. Im Folgenden machen wir deutlich, dass sich faire Schlu¨sselaustausch- und Verschlu¨sse-
lungsverfahren auch in endlichen Abelschen Gruppen implementieren lassen, die den Anforderun-
gen aus Abschnitt 4.2 genu¨gen, also z.B. in den Klassengruppen algebraischer Zahlko¨rper aus
Abschnitt 4.3. Das Original-Verfahren [Mic93] arbeitet in der primen Restklassengruppe modulo
einer Primzahl p. Wir formulieren das Protokoll fu¨r beliebige endliche Abelsche Gruppen G.
Fairer ElGamal-Schlu¨sselaustausch und faire DHIES-Verschlu¨sselung
Fairer ElGamal-Schlu¨sselaustausch und faire DHIES-Verschlu¨sselung funktionieren mit n  2
Treuha¨ndern wie folgt:
1. Beim ElGamal-Schlu¨sselaustausch und DHIES-Verschlu¨sselungsverfahren benutzen die Teil-
nehmer eine endliche Abelsche Gruppe G mit Approximation L an die Gruppenordnung,
L ≈ |G|, L  |G|, und ein Basiselement γ.
Der private Schlu¨ssel eines Teilnehmers A sei a, der o¨ﬀentliche Schlu¨ssel sei (G,L, γ, α =
γa).
2. A wa¨hlt n (bis auf an) zufa¨llige Zahlen a1, . . . , an ∈ {±1, . . . ,±(L−1)} mit a = a1+ . . .+
an;
A berechnet fu¨r i ∈ {1, . . . , n} die Elemente αi = γai .
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3. A sendet dem Treuha¨nder i (i ∈ {1, . . . , n}) (verschlu¨sselt mit dem Public Key des
Treuha¨nders) das Teilgeheimnis ai mit der zugeho¨rigen o¨ﬀentlichen Information αi;
A sendet dem Trust Center den o¨ﬀentlichen Schlu¨ssel α.
4. Der Treuha¨nder i veriﬁziert, dass ai ∈ {±1, . . . ,±(L− 1)} und αi = γai ;
verla¨uft die Veriﬁkation erfolgreich, sendet der Treuha¨nder die o¨ﬀentliche Information (A, αi)
(signiert) zum Trust Center;
der Treuha¨nder hinterlegt bei sich (signiert) die geheime Information (A, ai).
5. Wenn das Trust Center alle n o¨ﬀentlichen Teilinformationen zum Teilnehmer A erhalten
hat, u¨berpru¨ft es, ob α = α1 . . . αn. Falls dies der Fall ist, bescheinigt das Trust Center dem
Teilnehmer A die Gu¨ltigkeit dieses o¨ﬀentlichen Schlu¨ssels α (z.B. durch Erstellung eines
Zertiﬁkates).
6. Ansonsten folgen die Kommunikationsteilnehmer A und B den Vorschriften des ElGamal-
Schlu¨sselaustauschprotokolls bzw. des DHIES-Verschlu¨sselungsverfahrens.
Fu¨r weitere Diskussionen u¨ber faire Public-Key-Kryptosysteme verweisen wir auf [Mic93].
3.3.3.7 Pseudozufallszahlengeneratoren
Wir stellen in diesem Abschnitt zwei Pseudozufallszahlengeneratoren vor, die sich eﬃzient in den
Gruppen implementieren lassen, welche den Anforderungen aus Abschnitt 4.2 genu¨gen.
Verallgemeinerter RSA-Pseudozufallszahlengenerator
Der folgende Pseudozufallszahlengenerator ergibt sich durch Verallgemeinerung des RSA-
Pseudozufallszahlengenerators, welcher in [ACGS88] diskutiert wird.
Setup: Wa¨hle eine endliche, Abelsche Gruppe G;
bestimme eine Approximation L ≈ |G| mit L  |G|;
wa¨hle einen festen Exponenten e ∈ {2, . . . , L− 1};
wa¨hle eine kryptographische Hashfunktion h : G → {1, . . . , 2160}.
Seed: Wa¨hle ein zufa¨lliges Element γ0 ∈ G.
Biterzeugung: for i = 1 to  do
γi = γei−1;
zi = niederwertigstes Bit von h(γi).
Ausgabe: z1, . . . , z
In der Praxis kann als Hashfunktion eine der in kryptographischen Anwendungen ga¨ngigen Funktio-
nen wie RIPEMD-160 (siehe [MOV97, S. 349ﬀ.]) verwendet werden, falls die Gruppenelemente als
Bina¨rstrings kodierbar sind. Zudem empfehlen wir aus Eﬃzienzgru¨nden die Wahl von e ∈ {2, 3}.
Zwecks weiterer Eﬃzienzsteigerung ko¨nnen in einem
”
Schritt der Biterzeugung“ nicht nur ein
einzelnes Bit, sondern bis zu 160 Pseudozufallsbits auf einmal erzeugt werden, indem eine ent-
sprechende Anzahl von Bits des Hashwertes genommen wird.
U¨ber die Sicherheit des verallgemeinerten RSA-Zufallszahlengenerators ist nichts bekannt.
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Verallgemeinerter Blum-Micali-Pseudozufallszahlengenerator
Der folgende Pseudozufallszahlengenerator ergibt sich durch Verallgemeinerung des Blum-Micali-
Pseudozufallszahlengenerators, welcher in [BM84] analysiert wird.
Setup: Wa¨hle eine endliche, Abelsche Gruppe G;
wa¨hle ein zufa¨lliges Element γ ∈ G;
setze L = ord γ;
wa¨hle eine injektive Hashfunktion h : 〈γ〉 → {1, . . . , L}.
Seed: Wa¨hle eine Zufallszahl x0 ∈ D = {1, . . . , L}.
Biterzeugung: for i = 1 to  do
xi = h(γxi−1) (=: f(xi−1));
zi =
{




Ausgabe: z1, . . . , z
Das Originalprotokoll [BM84] arbeitet in der primen Restklassengruppe modulo einer Primzahl
p, und xi = f(xi−1) = γxi−1 mod p kann als positive ganze Zahl aufgefasst werden. Wir
verallgemeinern das Verfahren zur Implementierbarkeit in beliebigen endlichen Abelschen Gruppen,
indem wir eine injektive Hashfunktion h : 〈γ〉 → {1, . . . , L} einfu¨hren.
Satz 3.3.6
Der verallgemeinerte Blum-Micali-Pseudozufallszahlengenerator ist sicher im Random Oracle
Model, sofern das diskrete Logarithmusproblem in G nicht probabilistisch in Polynomzeit
gelo¨st werden kann.
Beweis: Aus den Ausfu¨hrungen von Blum und Micali [BM84] folgt unmittelbar, dass der ver-
allgemeinerte Blum-Micali-Pseudozufallszahlengenerator sicher ist, wenn er die beiden folgenden
Eigenschaften besitzt:
1. D ist eine endliche Menge, und f : D → D ist eine eﬃzient berechenbare Permutation.
2. B : D → {0, 1}, und B(x) kann nicht probabilistisch in Polynomzeit berechnet werden,
wenn nur x ∈ D bekannt ist; B(x) kann hingegen eﬃzient berechnet werden, wenn y =
f−1(x) gegeben ist.
Zu 1. Betrachte die Funktion f˜ : D → 〈γ〉, x → γx. Wegen |D| = |〈γ〉| = L und D = {1, . . . , L}
ist f˜ bijektiv. Die Funktion h : 〈γ〉 → D ist nach Voraussetzung injektiv und wegen |D| =
| < γ > | surjektiv. Die Funktion f = h◦f˜ ist als Hintereinanderausfu¨hrung zweier bijektiver
Funktionen bijektiv, d.h. eine Permutation auf D.
Zu 2. Oﬀenbar bildet B die Menge D auf {0, 1} ab, und fu¨r x ∈ D kann B(x) bei gegebenem
y = f−1(x) trivialerweise eﬃzient berechnet werden, da B(x) = 1, falls 0  y  L2 , und
B(x) = 0 andernfalls.
Es genu¨gt daher, noch folgendes zu zeigen: Angenommen, es sei nur x ∈ D bekannt,
und dennoch sei B(x) probabilistisch in Polynomzeit berechenbar. Dann kann das diskrete
Logarithmusproblem zur Basis γ in G gelo¨st werden (im Widerspruch zur Voraussetzung).
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Sei also nur x ∈ D gegeben, und B(x) sei probabilistisch in Polynomzeit berechenbar. Das
bedeutet, xi−1 = logγ h−1(xi) kann probabilistisch in Polynomzeit bestimmt werden fu¨r
eine beliebige, aber ﬁxe injektive Funktion h : 〈γ〉 → {1, . . . , L}. Also sind h−1(xi) =: γ′
und logγ γ′ probabilistisch in Polynomzeit berechenbar, im Widerspruch zur Voraussetzung.

Zur Implementierung des verallgemeinerten Blum-Micali-Pseudozufallszahlengenerators in
Klassengruppen algebraischer Zahlko¨rper wa¨hlt man L in der Gro¨ßenordnung von |G| und eine
Hashfunktion h : G → {1, . . . , L}.
3.3.3.8 Secret Sharing
In einem Secret Sharing-Verfahren wird ein geheimer Schlu¨ssel so auf verschiedene Teilnehmer
aufgeteilt, dass der Schlu¨ssel nur rekonstruiert werden kann, wenn eine vorher bestimmte Anzahl
dieser Personen ihre Teilgeheimnisse zusammen bringt.
RDSA kann so modiﬁziert werden, dass eine Gruppe von n Personen (n  2) einen o¨ﬀentlichen
Schlu¨ssel besitzt und sich den privaten Schlu¨ssel teilt, so dass dieser nur verwendet werden kann,
wenn alle n Personen ihre Teilgeheimnisse zusammen bringen. Ein entsprechendes Verfahren nennt
man auch (n,n)-Treshold-System.
Wir verwenden eine a¨hnliche Konstruktion wie die aus Abschnitt 3.3.3.6: Der Private Key a
wird in n Summanden ai gesplittet: a = a1+ . . .+an, ai ∈ {±1,±2, . . . ,±k}, wobei {1, 2, . . . , k}
der zula¨ssige Bereich fu¨r private Schlu¨ssel ist. Der o¨ﬀentliche Schlu¨ssel bleibt unvera¨ndert: α = γa.
Ansonsten wird das RDSA-Protokoll wie u¨blich durchgefu¨hrt. Wir setzen voraus, dass die Ein-
heit, welche von den n Teilnehmern die Eingabe ihrer Teilgeheimnisse einfordert, vertrauenswu¨rdig
ist, denn diese Einheit erha¨lt Kenntnis des privaten Schlu¨ssels.
3.3.3.9 Subliminal Channel
In einem Subliminal Channel-Protokoll wird in einem kryptographischen Protokoll (z.B. Signatur-
verfahren) ein verdeckter Kanal geo¨ﬀnet, u¨ber den Nachrichten fu¨r einen dedizierten Kommunika-
tionsteilnehmer kodiert werden ko¨nnen, ohne dass ein Beobachter der Kommunikation u¨berhaupt
weiß, dass hier geheime Nachrichten ausgetauscht werden (vgl. mit dem Ansatz der Steganogra-
phie). Ha¨uﬁg kennen die beiden Kommunikationsteilnehmer den gleichen privaten Schlu¨ssel.
Wir beschreiben beispielhaft , wie man in der Ohta-Okamoto-Variante [OO90, OO88] des
Guillou-Quisquater-Identiﬁkationsverfahrens (siehe Abschnitt 3.3.5.2) und im DSA-No-Subgroup-
Signaturverfahren aus Abschnitt 3.3.4.2 einen Subliminal Channel einbaut. In beiden Beispielen
kann niemand außer dem Kommunikationspartner die versteckte Nachricht extrahieren. Außen-
stehende ko¨nnen nicht einmal deren Existenz bemerken. Wir gehen jeweils davon aus, dass B
ebenfalls den privaten Schlu¨ssel von A kennt und sich beide Kommunikationsteilnehmer einen
symmetrischen Schlu¨ssel K hinreichender La¨nge teilen. Die beiden Kommunikationsteilnehmer
verwenden ein One-Time-Pad (wir verwenden bitweises XOR) mit dem Schlu¨ssel K, um aus der
Klartext-Nachricht einen scheinbar zufa¨llig gewa¨hlten Bitstring (eine Zufallszahl) zu machen.
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Subliminal Channel fu¨r das Ohta-Okamoto-Identiﬁkationsverfahren
Der Veriﬁzierer B kodiert die zu cachierende Nachricht M˜ in der Challenge: e = M˜ ⊕ K. Der
Beweiser A erha¨lt die cachierte Nachricht durch sofortige Entschlu¨sselung mittels M˜ = e ⊕ K.
Die maximal u¨bertragbare Bitla¨nge in M˜ ist die Bitla¨nge von L2 , wobei L eine Approximation
der Gruppenordnung |G| ist. Der symmetrische Schlu¨ssel K muss mindestens ebenso lang sein.
Subliminal Channel fu¨r das DSA-No-Subgroup-Signaturverfahren
Der Signierer A kodiert die zu cachierende Nachricht M˜ ∈ {1, . . . , Bk} im Exponenten k, der
scheinbar zufa¨llig gewa¨hlt wird: k = M˜ ⊕K. Der Veriﬁzierer B erha¨lt As Signatur (s, 	) fu¨r einen
Text M , veriﬁziert diese und berechnet k = s + ah(M‖	), um die versteckte Nachricht mittels
M˜ = k⊕K zu bestimmen. Die maximal u¨bertragbare Bitla¨nge in M˜ ist die Bitla¨nge von Bk. Der
symmetrische Schlu¨ssel K muss mindestens ebenso lang sein.
3.3.4 Kryptoverfahren der Kategorie B
Wir beschreiben nun neue, in unserer Arbeitsgruppe entwickelte Kryptoverfahren, an deren Entwurf
wir maßgeblich beteiligt waren.
3.3.4.1 Signaturverfahren RDSA
In diesem Abschnitt stellen wir das Signaturverfahren RDSA vor. Zudem beleuchten wir dessen
Sicherheit und Eﬃzienz. Bei unserer Darstellung lehnen wir uns an unsere Arbeit [BBHM02] an.
Wir werden sehen: RDSA ist im Random Oracle Model sicher gegen einen Angriﬀ mit ange-
passt ausgewa¨hlten Texten (adaptive-chosen-message attack). In unserer Arbeit [BBHM02] weisen
wir nach, dass die Berechnung von Wurzeln in der zugrunde liegenden Gruppe und die existenziel-
le Fa¨lschung von RDSA-Signaturen mit adaptive-chosen-message attacks polynomiell a¨quivalent
sind. Bei geeigneter Wahl einer Klassengruppe eines algebraischen Zahlko¨rpers (siehe Abschnitt
4.3) ko¨nnen Wurzeln nicht eﬃzient berechnet werden (siehe Abschnitte 4.2, 4.4). Hieraus folgt
die Sicherheit des RDSA-Signaturverfahrens in den entsprechenden algebraischen Zahlko¨rpern.
Das Protokoll
Zur Konstruktion des RDSA-Signaturverfahrens modiﬁzieren wir zuna¨chst das in Abschnitt 3.3.1
vorgestellte klassische DSA-Signaturverfahren, um zur Eﬃzienzsteigerung die modulare Invertie-
rung in (3.2) zu vermeiden. Dazu wa¨hlen wir die DSA-Variante EG II.3 aus [HMP94] aus. Dann
wird aus (3.2)
s = −ah(M‖	) + k mod q , (3.5)
mit entsprechender Modiﬁkation der Signatur (SigA,M = (s, 	)) und Modiﬁkation der
Veriﬁkations-Prozedur (siehe auch Abschnitt 3.3.4.2).
RDSA entsteht dann durch Einfu¨hrung einer beliebigen großen Zahl q (in der Praxis eine Prim-
zahl). Wir reduzieren die Exponenten modulo dieser Zahl q. Dabei muss q nicht notwendigerweise
ein Teiler von |G| sein.
Daraus resultiert das folgende RDSA-Signaturverfahren fu¨r beliebige endliche Abelsche Grup-
pen G. Dabei sei h : {0, 1}∗ → {0, . . . , q − 1} eine o¨ﬀentlich bekannte kryptographische Hash-
funktion, M ∈ {0, 1}∗ sei der zu signierende Text.
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Schlu¨sselerzeugung: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine endliche, Abelsche Gruppe G und eine hinreichend große zufa¨llige Primzahl q
mit 2t−1 < q  2t fu¨r einen Sicherheitsparameter t ∈ Z>0 (Empfehlung zur Parameterwahl
siehe unten);
wa¨hle eine gute Na¨herung L ≈ |G| mit |G|  L, L ∈ Z>0;
wa¨hle ein zufa¨lliges Element γ ∈ G;
wa¨hle eine Zufallszahl a aus {2, . . . , q − 1} und berechne α = γa.
As o¨ﬀentlicher Schlu¨ssel ist (G, γ, α, q), der private Schlu¨ssel ist a.
Signatur: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine Zufallszahl k aus {0, . . . , qL− 1};
berechne 	 = γk und x = −ah(M‖	) + k;
berechne ganze Zahlen s und , so dass x = q + s und 0  s < q;
berechne λ = γ.
Die Signatur des Textes M ist SigA,M = (s, 	, λ).
Veriﬁkation: B akzeptiert die Signatur SigA,M genau dann, wenn 0  s < q und γsαh(M‖)λq =
	 ist.
Das RDSA-Signaturverfahren ist abgeschlossen (complete), denn gu¨ltige Signaturen werden
durch Teilnehmer, die dem Protokoll folgen, immer akzeptiert.
Proposition 3.3.7
Wenn A und B dem vorstehenden RDSA-Protokoll folgen, dann ist die Veriﬁkation immer
erfolgreich.
Beweis: Mit den Bezeichnungen von oben gilt
γsαh(M‖)λq = γ−ah(M‖)+k−q · γah(M‖) · γq = γk = 	 . (3.6)

Sicherheit
Eine RDSA-Signatur SigA,M = (s, 	, λ) heiße gu¨ltig, wenn (3.6) fu¨r SigA,M erfu¨llt ist. Zur Un-
terscheidung von legitimen Signaturen durch A schreiben wir gefa¨lschte Signaturen als S˜igA,M .
Wir zeigen nun, dass die Sicherheit von RDSA auf dem Wurzelproblem (root problem) basiert.
(RDSA steht fu¨r
”
Root-based Digital Signature Algorithm“.)
Proposition 3.3.8
Ein Angreifer E, der in Polynomzeit das Wurzelproblem lo¨sen kann, kann gu¨ltige Signaturen
fu¨r beliebige Texte in Polynomzeit ohne Kenntnis des privaten Schlu¨ssels erzeugen.
Beweis: Seien γ, α ∈ G und ein Text M gegeben. E wa¨hle 	˜ ∈ G und s˜ ∈ {0, . . . , q− 1} beliebig
und berechne h(M‖	˜) und τ = 	˜α−h(M‖˜)γ−s˜. Dann berechne E das Gruppenelement λ˜, die
q-te Wurzel von τ . Da q eine zufa¨llig gewa¨hlte, große Primzahl ist, ist die Wahrscheinlichkeit
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vernachla¨ssigbar klein, dass q ein Teiler von |G| ist; falls τ keine q-te Wurzel hat, treﬀe E eine
andere Wahl fu¨r 	˜ und s˜. S˜igA,M = (s˜, 	˜, λ˜) ist eine gu¨ltige Signatur von A fu¨r M . 
Zur Wahrung der Sicherheit ist die Verwendung der kryptographischen Hashfunktion h not-
wendig. Wu¨rde man h(M‖	) durch M ersetzen, wa¨ren existenzielle Fa¨lschungen mo¨glich (siehe
unsere Arbeit [BBHM02]).
Satz 3.3.9
Sei G eine endliche Abelsche Gruppe. Unter der Annahme, dass es keinen Algorithmus gibt,
der das Wurzelproblem in G mit nicht vernachla¨ssigbarer Wahrscheinlichkeit in polynomiell
beschra¨nkter Zeit berechnet, ist RDSA in G im Random Oracle Model sicher.
Beweis: Der Beweis ﬁndet sich in unserer Arbeit [BBHM02]. 
Nach heutigem Kentnisstand ist es in der Praxis unmo¨glich, q-te Wurzeln in Gruppen zu
berechnen, die den Bedingungen aus Abschnitt 4.2 genu¨gen.
Eﬃzienz
Die Berechnung einer Signatur im RDSA-Verfahren erfordert zwei Exponentiationen (mit Ex-
ponenten ≈ 2t+logL bzw. 2t, mit der Approximation L ≈ |G| und dem Sicherheitsparameter
t ∈ Z>0), wobei zur Eﬃzienzsteigerung geeignete Potenzen vorberechnet werden ko¨nnen. Die
Exponentiation mit dem Exponenten ≈ 2t+logL kann sogar komplett vorberechnet werden.
Die Veriﬁkation einer RDSA-Signatur erfordert eine simultane t-Bit-Exponentiation (welche
naiv durch drei t-Bit-Exponentiationen und zwei weitere Gruppenoperationen durchgefu¨hrt werden
ko¨nnte). Zudem hat der Veriﬁzierer u¨ber die Gleichheit zweier Gruppenelemente zu entscheiden.
Empfehlung zur Parameterwahl
Beweisbare Sicherheit Ist in einer Signaturanwendung ein beweisbares Sicherheitsniveau6
wichtig, so kann man im RDSA-Verfahren in Analogie zur Wahl der Untergruppenordnung im
Original-DSA-Verfahren [18694] folgende Parameter wa¨hlen: t = 160. d.h. q ∼ 2160 prim, L ≈ |G|,
|G|  L, L ∈ Z>0, k ∈ {0, . . . , qL− 1}.
Verwendung ku¨rzerer Exponenten Fu¨r die Praxis genu¨gt es nach heutigem Kenntnisstand,
K = L ≈ |G| sehr viel gro¨ßer als q ≈ 2160 zu verwenden, also den Exponenten k zufa¨llig aus
{0, . . . , L−1} zu wa¨hlen. Der theoretische Nachweis der Sicherheit von RDSA im Random Oracle
Model gelingt dann allerdings nicht mehr. Das liegt daran, dass man Werte s, 	 und h(M‖	) und
damit implizit eine Signatur vorgeben kann, fu¨r die es genau ein geeignetes y ∈ {1, . . . , |G|},
aber kein k ∈ {1, . . . , |G|}, sondern nur ein eindeutig modulo q|G| bestimmtes k > |G| gibt.
Da der Signierer aber nach Voraussetzung niemals k > |G| wa¨hlt, ergibt sich fu¨r den Signierer
die Wahrscheinlichkeit 0, diese Signatur (s, 	, λ) zu erzeugen, wa¨hrend sich fu¨r den Simulator
eine Wahrscheinlichkeit > 0 ergibt. Somit unterscheiden sich die beiden Ausgabeverteilungen von
Signierer und Simulator voneinander. Der Reduktionsbeweis scheitert daher. Wir haben jedoch
keinen Anhaltspunkt dafu¨r, dass ein Angreifer aus dieser Tatsache in der Praxis Nutzen ziehen
ko¨nnte.
6(basierend auf gewissen Annahmen)
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In unserer Arbeit [BBHM02] schlagen wir zur Eﬃzienzverbesserung die Verwendung ku¨rzerer Ex-
ponenten k ∈ {0, . . . , q − 1} vor. Hamdy empﬁehlt in [Ham02, Abschnitt 6.7] sogar noch ku¨rzere
Exponenten. (Siehe hierzu auch die Originalarbeit [OW96] u¨ber die Verwendung kurzer Exponenten
im Diﬃe-Hellman-Schlu¨sselaustauschprotokoll.) Es stellte sich allerdings heraus, dass bei Verwen-
dung von Exponenten k ∈ {0, . . . , q − 1} die Kenntnis weniger Klartext-Signatur-Paare genu¨gt,
um mittels LLL-Reduktion den privaten Schlu¨ssel eines Teilnehmers zu ermitteln ([FP03]). Daher
ko¨nnen die Empfehlungen fu¨r die Wahl eines kurzen Exponenten k aus [BBHM02, Ham02] heute
nicht mehr gelten.
3.3.4.2 Signaturverfahren DSA-No-Subgroup
In diesem Abschnitt stellen wir das Signaturverfahren DSA-No-Subgroup vor. Zudem beleuchten
wir dessen Sicherheit und Eﬃzienz.
Das Protokoll
DSA-No-Subgroup entsteht durch U¨bertragung der Variante EG II.3 ([HMP94]) des DSA-
Signaturverfahrens (Digital Signature Algorithm, [18694]) auf endliche Abelsche Gruppen G
mit unbekannter Ordnung. In DSA- oder ElGamal-a¨hnlichen Signaturverfahren reduziert man
typischerweise die in den Berechnungen vorkommenden Exponenten modulo der Gruppenordnung.
Darauf wird in DSA-No-Subgroup einfach verzichtet. Ein entsprechender Vorschlag wurde erstmals
in [PS98] fu¨r das Schnorr-Signaturverfahren gea¨ußert. Die Kenntnis der Gruppenordnung wird
damit nicht mehr beno¨tigt. Allerdings muss man Exponentiationen mit sehr großen Exponenten
durchfu¨hren. Dies fu¨hrt zu Eﬃzienzverlusten gegenu¨ber dem klassischen DSA-Verfahren.
Es folgt die schematische Darstellung der DSA-Variante EG II.3 aus [HMP94] ohne modulare
Reduktion des Exponenten. Dabei sei h : {0, 1}∗ → {0, . . . , Bh} eine o¨ﬀentlich bekannte krypto-
graphische Hashfunktion, Ba, Bk, Bh seien positive ganze Zahlen, fu¨r deren Wahl wir weiter unten
eine Empfehlung geben.
Schlu¨sselerzeugung: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine endliche Abelsche Gruppe G;
wa¨hle ein zufa¨lliges Element γ ∈ G;
wa¨hle eine Zufallszahl a aus {1, . . . , Ba} und berechne α = γa.
As o¨ﬀentlicher Schlu¨ssel ist (G, γ, α), der private Schlu¨ssel ist a.
Signatur: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine Zufallszahl k aus {1, . . . , Bk};
berechne 	 = γk und s = −ah(M‖	) + k.
Die Signatur des Textes M ist SigA,M = (s, 	).
Veriﬁkation: B akzeptiert die Signatur SigA,M genau dann, wenn γsαh(M‖) = 	 ist.
Das DSA-No-Subgroup-Signaturverfahren ist abgeschlossen (complete), denn gu¨ltige Signa-
turen werden durch Teilnehmer, die dem Protokoll folgen, immer akzeptiert.
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Proposition 3.3.10
Wenn A und B dem vorstehenden DSA-No-Subgroup-Protokoll folgen, dann ist die Veriﬁka-
tion immer erfolgreich.
Beweis: Mit den Bezeichnungen von oben gilt
γsαh(M‖) = γ−ah(M‖)+k · γah(M‖) = γk = 	 . (3.7)

Sicherheit
Wir zitieren das Ergebnis [Ham02, Theorem 6.4.2]:
Satz 3.3.11
Seien a ∈ {1, . . . , Ba}, k ∈ {1, . . . , Bk} zufa¨llig gewa¨hlt, sei h ∈ {1, . . . , Bh} und sei Bn
die maximale Anzahl von Texten, die mit einem festen Schlu¨ssel signiert werden. Unter der
Voraussetzung, dass BhBaBn/Bk und 1/Bh vernachla¨ssigbar sind, gilt: Wenn die existentielle
Fa¨lschung (existential forgery) einer DSA-Signatur mit Hilfe eines Angepasst-gewa¨hlten-Text-
Angriﬀs (adaptive chosen-message attack) in Polynomzeit eine nicht vernachla¨ssigbare Er-
folgswahrscheinlichkeit hat, dann ko¨nnen diskrete Logarithmen in G mit nicht vernachla¨ssig-
barer Wahrscheinlichkeit in Polynomzeit berechnet werden.
Nach heutigem Kentnisstand ist es in der Praxis unmo¨glich, diskrete Logarithmen in Gruppen
zu berechnen, die den Bedingungen aus Abschnitt 4.2 genu¨gen.
Eﬃzienz
Zur Anwendbarkeit obigen Satzes muss BhBaBn/Bk vernachla¨ssigbar klein sein. Demnach muss
Bk sehr viel gro¨ßer sein als beispielsweise im RDSA-Signaturverfahren (siehe Abschnitt 3.3.4.1).
Wenn 2−t als vernachla¨ssigbar gilt, dann wird man Bh = Ba = 22t wa¨hlen, und dann muss
Bk  25t sein. Falls z.B. 2−80 als vernachla¨ssigbar gilt und Bh = Ba = 2160 ist, dann muss
Bk  2400 sein.
Dies wirkt sich unmittelbar auf die Eﬃzienz der Signatur-Erzeugung aus, da der zufa¨llig gewa¨hl-
te Exponent k etwa 400 Bits lang sein muss, anstelle von etwa 160 Bits beim Original-DSA-
Verfahren.
Die Berechnung einer Signatur im DSA-No-Subgroup-Verfahren erfordert eine Exponentiation,
wobei zur Eﬃzienzsteigerung geeignete Potenzen vorberechnet werden ko¨nnen.
Die Veriﬁkation einer DSA-No-Subgroup-Signatur erfordert zwei Exponentiationen, eine wei-
tere Gruppenoperation und einen Gleichheitsentscheid.
Empfehlung zur Parameterwahl
In Analogie zur Wahl der Untergruppenordnung im Original-DSA-Verfahren [18694] kann man
den geheimen Exponenten a zufa¨llig in {1, . . . , 2160} wa¨hlen. Zudem kann man die anerkannte
kryptographische Hashfunktion RIPEMD-160= h : {0, 1}∗ → {1, . . . , 2160} verwenden (siehe
[MOV97, S. 349ﬀ.]). Den Hashwert interpretiere man als bina¨re Darstellung einer Dezimalzahl
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und addiere 1 hinzu. Damit die Sicherheitsaussage aus Satz 3.3.11 anwendbar ist (siehe oben),
kann man den Exponenten k zufa¨llig aus {1, . . . , 2400} wa¨hlen.
3.3.5 Kryptoverfahren der Kategorie C
Wir beschreiben nun Kryptoverfahren, die von uns vollkommen neu entwickelt worden sind.
3.3.5.1 Signaturverfahren R-Feige-Fiat-Shamir (R-FFS)
In diesem Abschnitt beschreiben wir das R-Feige-Fiat-Shamir-Signaturverfahren (R-FFS). Dieses
entsteht aus dem R-Fiat-Shamir-Identiﬁkationsverfahren (siehe Abschnitt 3.3.5.4), indem die Rolle
des Veriﬁzierers durch eine Einweg-Hashfunktion ersetzt wird: e = h(M‖ξ), wobei M den zu
signierenden Text und ξ den Zeugen repra¨sentiert. Mit dieser in [FS87] vorgestellten Technik
la¨sst sich jedes dreistuﬁge (interaktive) Identiﬁkationsverfahren (Zeuge-Challenge-Response) in ein
(nicht-interaktives) Signaturverfahren u¨berfu¨hren. Durch die Einwegeigenschaft der Hashfunktion
bleibt die Pseudozufa¨lligkeit der Challenge gewahrt.
Das Protokoll
Die Zahlen k ∈ Z2 und m, t ∈ Z0 werden fest fu¨r alle Teilnehmer vorgegeben. Allen Teilnehmern
wird die kryptographische Hahsfunktion h : {0, 1}∗ → {0, 1}m bekannt gegeben. Aus technischen
Gru¨nden legen wir bei der Konstruktion des Signaturverfahrens folgende Variante des Fiat-Shamir-
Identiﬁkationsverfahrens zugrunde: Ein Teilnehmer A verwendet die privaten Schlu¨ssel σj und die
o¨ﬀentlichen Schlu¨ssel αj = σ−kj (anstatt αj = σ
k
j ) fu¨r j ∈ {1, . . . ,m}. Zur Veriﬁkation pru¨ft ein
Veriﬁzierer B die Gu¨ltigkeit der Gleichung ξ = ηk ·∏mj=1 αejj .
Schlu¨sselerzeugung: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine endliche Abelsche Gruppe G;
wa¨hle zufa¨llige Elemente σj ∈ G und berechne αj = σ−kj , j = 1, . . . ,m.
As o¨ﬀentlicher Schlu¨ssel ist (G,α1, . . . , αm), der private Schlu¨ssel ist (σ1, . . . , σm).
Signatur: A fu¨hrt die folgenden Schritte aus:
Wa¨hle ein zufa¨lliges Element 	 ∈ G;
berechne ξ = 	k;
berechne e = (e1, . . . , em) = h(M‖ξ) (ei ∈ {0, 1});
berechne η = 	 ·∏mj=1 σejj .
Die Signatur des Textes M ist SigA,M = (e, η).
Veriﬁkation: B berechnet ξ′ = ηk ·∏mj=1 αejj ;
B berechnet e′ = (e′1, . . . , e
′
m) = h(M‖ξ′) (e′i ∈ {0, 1});
B akzeptiert die Signatur SigA,M genau dann, wenn e = e′ ist.
Das R-FFS-Signaturverfahren ist abgeschlossen (complete), denn gu¨ltige Signaturen werden
durch Teilnehmer, die dem Protokoll folgen, immer akzeptiert.
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Proposition 3.3.12
Wenn A und B dem vorstehenden R-FFS-Protokoll folgen, dann ist die Veriﬁkation immer
erfolgreich.
Beweis: Mit den Bezeichnungen von oben gilt
















j = ξ , (3.8)
und daher ist (e′1, . . . , e
′
m) = h(M‖ξ′) = h(M‖ξ) = (e1, . . . , em). 
Sicherheit
Die Sicherheit des R-FFS-Signaturverfahrens basiert auf dem Problem, k-te Wurzeln in der zu-
grunde liegenden Gruppe zu berechnen. Wer k-te Wurzeln berechnen kann, kann Signaturen fu¨r
beliebige Texte fa¨lschen, indem er aus dem o¨ﬀentlichen Schlu¨ssel eines Teilnehmers direkt dessen
privaten Schlu¨ssel berechnet.
Nach heutigem Kenntnisstand ist es in der Praxis unmo¨glich, k-te Wurzeln in Gruppen zu
berechnen, die den Bedingungen aus Abschnitt 4.2 genu¨gen, also insbesondere die praktische
Berechnung der Gruppenordnung nicht zulassen. Ein eﬃzienterer Angriﬀ als k-te Wurzeln zu
berechnen, ist uns nicht bekannt. Gegenstand ku¨nftiger Forschung bleibt die Untersuchung der
Frage, ob das R-FFS-Signaturverfahren sicher im Sinne von Abschnitt 3.2.1 ist.
Eﬃzienz
Der Signierer hat ein Gruppenelement zufa¨llig zu wa¨hlen und eine k-te Potenz zu berechnen. (Letz-
teres erfordert  2 · log k−1 viele Gruppenoperationen). Dies kann komplett als Vorberechnung
durchgefu¨hrt werden. Zudem hat der Signierer durchschnittlich m2 viele Gruppenoperationen (im
schlechtesten Fall m viele Gruppenoperationen) auszufu¨hren.
Der Veriﬁzierer muss eine k-te Potenz berechnen (keine Vorberechnung mo¨glich) und durch-
schnittlich zudem m2 viele Gruppenoperationen (im schlechtesten Fall m viele Gruppenoperationen)
durchfu¨hren. Fu¨r die unten empfohlenen Parameter m = 80 und k ∈ {2, 3} ergibt sich ein durch-
schnittlicher Aufwand von 41 (k = 2) bzw. 42 (k = 3) Gruppenoperationen sowohl fu¨r Signierer
als auch fu¨r Veriﬁzierer. Der Signierer muss zudem ein zufa¨lliges Gruppenelement wa¨hlen, kann
sich aber bei Vorabauswahl zufa¨lliger Gruppenelemente durch Bilden der k-ten Potenz ξ = 	k eine
(im Fall k = 2) bzw. zwei (im Fall k = 3) Gruppenoperationen sparen.
Empfehlung zur Parameterwahl
Im Gegensatz zum interaktiven R-FS-Identiﬁkationsverfahren kann ein Angreifer im nicht-
interaktiven R-FFS-Signaturverfahren vollkommen selbsta¨ndig pru¨fen, ob ein Angriﬀ mit den
selbst gewa¨hlten Parametern erfolgreich sein wird. Um diese Oﬄine-Attacken auszuschließen,
empfehlen wir fu¨r das R-FFS-Signaturverfahren, den Sicherheitsparamter m gro¨ßer zu wa¨hlen
als den Sicherheitsparameter mt im R-FS-Identiﬁkationsverfahren. Wir empfehlen die Wahl von
m = 80. (Diese Empfehlung deckt sich mit den scha¨rfsten Sicherheitsanforderungen aus [MOV97,
S. 419].)
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Zudem empfehlen wir aus Eﬃzienzgru¨nden die Verwendung von k ∈ {2, 3}, so dass die Si-
cherheit des Signaturverfahrens auf der Schwierigkeit basiert, Quadratwurzeln bzw. Kubikwurzeln
zu berechnen.
Es sei bemerkt, dass die Berechnung von Quadratwurzeln im Spezialfall imagina¨r-quadratischer
Zahlko¨rper – und nur da – polynomiell a¨quivalent zum Faktorisieren ganzer Zahlen (genauer: der
Diskriminante des Zahlko¨rpers) ist. (Ein ausfu¨hrlicher Beweis ﬁndet sich in [Mey97].)
3.3.5.2 Nichtabstreitbare Signaturen: CU-RDSA, DC-Schnorr, DC-GQ
Nichtabstreitbare Signaturen und Erweiterungen Nichtabstreitbare Signaturen (unde-
niable signatures) wurden in [Cv90] eingefu¨hrt. In einigen Anwendungen sind nichtabstreitbare
Signaturen gewo¨hnlichen Signaturen vorzuziehen, weil nichtabstreitbare Signaturen nicht direkt
veriﬁziert werden ko¨nnen, sondern nur u¨ber ein Veriﬁkationsprotokoll, fu¨r dessen Durchfu¨hrung
der Veriﬁzierer mit dem Signierer kooperieren muss. Der Signierer darf nicht abstreiten, eine Si-
gnatur ausgestellt zu haben, indem er nicht am Veriﬁkationsprotokoll teilnimmt. Statt dessen gibt
es in nichtabstreitbaren Signaturverfahren zudem ein Protokoll zur Ablehnung ungu¨ltiger Signa-
turen. Eine formale Deﬁnition, wann ein Signaturverfahren nichtabstreitbar heißt, ﬁndet sich in
[BCDP91].
Eine Softwareﬁrma mo¨chte beispielsweise zertiﬁzieren, dass sie ein bestimmtes Programm
geschrieben und an einen Kunden ausgeliefert hat. Daher versieht sie das Programm mit einer
nichtabstreitbaren Signatur. Nur Kunden, die die Software direkt bei dieser Softwareﬁrma gekauft
haben, ko¨nnen dann die Signatur veriﬁzieren und sicher sein, dass nachtra¨glich keine Viren in
die Software eingeschleust wurden. Wer die Software illegal erworben hat, kann sich davon nicht
u¨berzeugen. Wenn die von der Firma verkaufte Software nicht das ha¨lt, was sie verspricht und
gravierende Fehler entha¨lt, sollte die Firma nicht in der Lage sein, ihre Signaturen anschließend
abzustreiten. Dies sollte sie hingegen tun ko¨nnen, wenn ihre Software nachtra¨glich durch einen
Virus manipuliert wurde.
Zusa¨tzlich zu den oben geschilderten Eigenschaften von nichtabstreitbaren Signaturen ko¨nnte
es sinnvoll sein, dass der Signierer durch Vero¨ﬀentlichung eines Teilgeheimnisses alle zuvor ausge-
stellten nichtabstreitbaren Signaturen in gewo¨hnliche Signaturen verwandeln kann. Dann ko¨nnten
die Signaturen ohne Kooperation mit dem Signierer veriﬁziert werden, wa¨hrend Signaturen wei-
terhin in der Praxis nicht gefa¨lscht werden ko¨nnten. Solche Signaturen heißen konvertierbare
nichtabstreitbare Signaturen (convertible undeniable signatures).
Diese wurden in [BCDP91] eingefu¨hrt.
In obigem Beispiel entstu¨nde der Softwareﬁrma bei konvertierbaren nichtabstreitbaren Signa-
turen die Mo¨glichkeit, das Teilgeheimnis, welches das Veriﬁzieren oder Abstreiten einer Signatur
erlaubt, mehreren Mitarbeitern der Firma anzuvertrauen. Dadurch ko¨nnten diese fortan im Namen
der Softwareﬁrma mit Kunden kooperieren, um Signaturen zu veriﬁzieren oder abzustreiten. Es
wa¨re den Mitarbeitern aber nicht mo¨glich, neue Signaturen im Namen der Firma zu erstellen. Im
Falle einer gewo¨hnlichen nichtabstreitbaren Signatur ha¨tte die Firma den entsprechenden Mitarbei-
tern aber das komplette Geheimnis verraten mu¨ssen, so dass die Mitarbeiter auch neue Signaturen
fu¨r die Firma ausstellen ko¨nnten, was ein gro¨ßeres Sicherheitsrisiko darstellen wu¨rde. Ein weiterer
Vorteil entsteht, wenn die Softwareﬁrma Konkurs anmeldet. Dann ko¨nnte sie das Teilgeheimnis,
welches zum Veriﬁzieren von Signaturen befa¨higt, vero¨ﬀentlichen. Dadurch ko¨nnte der Kunde sich
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sicher sein, dass seine Softwareversion tatsa¨chlich von der Firma stammt und nicht durch einen
Virus manipuliert wurde.
Nichtabstreitbare Signaturen erscheinen auch in Situationen sinnvoll, in denen eine Person ein
Dokument signieren mo¨chte, ohne dass die O¨ﬀentlichkeit (z.B. Journalisten) zuna¨chst veriﬁzieren
kann, dass die Signatur von dieser Person stammt. Stellen wir uns weiterhin vor, obige Person
mu¨sse irgendeine Partei dazu befa¨higen, den Gu¨ltigkeitsnachweis fu¨r von der Person ausgestellte
Signaturen zu fu¨hren und fu¨r andere Signaturen deren Ungu¨ltigkeit nachzuweisen, ohne die Partei
dadurch in die Lage zu versetzen, Signaturen zu fa¨lschen. Ein Beispiel einer solchen Situation
ist ein elektronisch verfasstes Testament. Dessen Inhalt mo¨chte der Signierer zu Lebzeiten nicht
vero¨ﬀentlichen. Nach dem Tod des Signierers muss dessen Notar die Gu¨ltigkeit des Testamentes
nachweisen ko¨nnen. Der Notar selbst darf dabei nicht in der Lage sein, das Testament zu mani-
pulieren und fu¨r die manipulierte Version eine gu¨ltige Signatur zu erstellen. Der Signierer ko¨nnte
hierzu sein Testament mit einer konvertierbaren nichtabstreitbaren Signatur versehen und diese
Signatur zu einer gewo¨hnlichen Signatur konvertieren, indem er seinem Notar das Teilgeheim-
nis verra¨t, mit dessen Kenntnis der Notar ku¨nftig nachweisen kann, dass Signaturen gu¨ltig oder
ungu¨ltig sind. In diesem Beispiel wa¨re es fu¨r den Signierer wu¨nschenswert, wenn nicht alle von ihm
vorher ausgestellten Signaturen durch Weitergabe des Teilgeheimnisses in gewo¨hnliche Signaturen
konvertiert wu¨rden, so dass der Notar sie veriﬁzieren kann. Statt dessen soll nur die Signatur,
die zum Testament geho¨rt, in eine gewo¨hnliche Signatur konvertiert werden. Verfahren, die ne-
ben dem Konvertieren aller Signaturen auch das Konvertieren einzelner ausgewa¨hlter Signaturen
in gewo¨hnliche Signaturen ermo¨glichen, heißen selektiv konvertierbare nichtabstreitbare Signatur-
verfahren (selectively convertible undeniable signatures). Diese wurden ebenfalls in [BCDP91]
eingefu¨hrt.
Die bislang publizierten konvertierbaren nichtabstreitbaren Signaturverfahren setzen alle die
Kenntnis der Ordnung der zugrunde liegenden Gruppe voraus. Die in der Literatur diesbezu¨glich
gefu¨hrten Sicherheitsbeweise nutzen meist aus, dass die Gruppenordnung prim ist. Die Ordnung
von Klassengruppen algebraischer Zahlko¨rper ist aber im Allgemeinen nicht prim; sie kann (eben-
sowenig wie ein Vielfaches) in der Praxis nicht bestimmt werden. Daher war zuna¨chst vollkom-
men unklar, wie man konvertierbare nichtabstreitbare Signaturen in Klassengruppen algebraischer
Zahlko¨rper konstruieren kann. Wir stellen weiter unten ein Verfahren vor, mit dem man selektiv
konvertierbare nichtabstreitbare Signaturen in Klassengruppen algebraischer Zahlko¨rper erstellen
kann und fu¨hren einen Sicherheitsbeweis.
Ein Nachteil von nichtabstreitbaren Signaturen (und insbesondere auch von konvertierbaren
nichtabstreitbaren Signaturen) liegt darin, dass der Signierer nicht erreichbar sein ko¨nnte oder
es ablehnen ko¨nnte zu kooperieren. Fehlt es dem Signierer an Kooperationsbereitschaft, wird
dieser Nachteil auch nicht durch konvertierbare nichtabstreitbare Signaturen behoben. Dann ist
die Veriﬁkation einer mutmaßlich von ihm ausgestellten Signatur nicht mo¨glich. Chaum [Cha95]
fu¨hrte daher Signaturen mit designiertem Beglaubiger (designated conﬁrmer signatures) ein.
In diesen Verfahren befa¨higt ein Signierer a priori eine Person oder Instanz, an der Stelle des
Signierers nachzuweisen, dass eine Signatur gu¨ltig ist. Ist der Signierer spa¨ter nicht erreichbar oder
verweigert seine Kooperation, tritt die vorher bestimmte Person an seine Stelle, um beim Nachweis
der Gu¨ltigkeit oder Ungu¨ltigkeit einer vorgelegten Signatur mitzuwirken. Eine formale Deﬁnition
eines Signaturverfahrens, mit dem man Signaturen mit designiertem Beglaubiger erzeugen kann,
ﬁndet sich in [Oka94].
Auch hier gilt das oben Gesagte: Die bislang vorgestellten Signaturverfahren mit designier-
tem Beglaubiger setzen alle voraus, dass die zugrunde liegende Gruppe Primzahlordnung hat und
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die Ordnung bekannt ist. Da diese Situation in Klassengruppen algebraischer Zahlko¨rper nicht
gegeben ist, war zuna¨chst keineswegs klar, wie man hier Signaturen mit designiertem Beglaubi-
ger konstruieren soll. Wir stellen weiter unten ein Verfahren vor, mit dem man Signaturen mit
designiertem Beglaubiger in Klassengruppen algebraischer Zahlko¨rper erstellen kann.
Alle im Folgenden zur Durchfu¨hrbarkeit und Sicherheit der Verfahren getroﬀenen Aussagen
gelten in beliebigen endlichen Abelschen Gruppen, die den Bedingungen aus Abschnitt 4.2 genu¨gen.
CU-RDSA – Konvertierbare nichtabstreitbare Signaturen
Wir stellen nun ein konvertierbares nichtabstreitbares Signaturverfahren (convertible undeniable
signature scheme) vor, welches auf dem RDSA-Signaturverfahren basiert. Das neue Verfahren
nennen wir CU-RDSA (Convertible Undeniable - Root Based Digital Signature Algorithm). Das
Verfahren ist anwendbar in endlichen Abelschen Gruppen mit unbekannter Gruppenordnung, ins-
besondere also in Klassengruppen algebraischer Zahlko¨rper.
Wir orientieren uns an dem in [BCDP91] vorgestellten Verfahren fu¨r konvertierbare nich-
tabstreitbare Signaturen. Dessen Anwendung in Klassengruppen algebraischer Zahlko¨rper ist aus
folgenden Gru¨nden unmo¨glich:
a) Das Protokoll [BCDP91] basiert auf dem ElGamal-Signaturverfahren in einer zyklischen
Gruppe mit bekannter Primzahlordnung. In unserem Fall ist die Grupenordnung aber unbe-
kannt und im Allgemeinen nicht prim.
b) Das Protokoll [BCDP91] arbeitet in einer Untergruppe der primen Restklassengruppe modulo
einer Primzahl. Daher ko¨nnen Gruppenelemente als ganze Zahlen interpretiert und somit im
Protokoll als Exponenten verwendet werden.
Wir modiﬁzieren das Verfahren [BCDP91] folgendermaßen zu CU-RDSA, um ein in Klassengrup-
pen algebraischer Zahlko¨rper anwendbares Protokoll zu erhalten:
a) Wie beim Design des RDSA-Protokolls (siehe Abschnitt 3.3.4.1) ersetzen wir die prime
Untergruppenordnung im Protokoll [BCDP91] durch eine beliebige, aber ﬁxe große Primzahl
q und reduzieren die im Protokoll vorkommenden Exponenten modulo q. Unser Protokoll
CU-RDSA basiert also auf RDSA, wohingegen das Protokoll [BCDP91] auf dem ElGamal-
Signaturverfahren basiert.
b) Wir fu¨hren eine Hashfunktion f ein, die Gruppenelemente auf natu¨rliche Zahlen abbildet.
Mit diesen massiven Protokolla¨nderungen ist a priori keineswegs klar, ob die Sicherheitsaussagen
aus [BCDP91] auch fu¨r CU-RDSA gelten. Daher diskutieren wir weiter unten die Sicherheit von
CU-RDSA explizit. Im Vergleich zu [BCDP91] erhalten wir dabei tatsa¨chlich analoge Sicherheits-
aussagen fu¨r CU-RDSA.
Im Folgenden pra¨sentieren wir zuna¨chst Schlu¨sselerzeugung, Signaturerstellung und Veriﬁka-
tion einer CU-RDSA-Signatur. Wir treﬀen Aussagen zur Abgeschlossenheit und Sicherheit des
Verfahrens. Dann pra¨sentieren wir das Protokoll zur Ablehnung falscher Signaturen, zeigen dessen
Abgeschlossenheit und Sicherheit. Anschließend erkla¨ren wir, wie der Signierer alle bislang er-
stellten Signaturen bzw. einzelne ausgewa¨hlte Signaturen in gewo¨hnliche Signaturen konvertiert.
Abschließend diskutieren wir die Sicherheit des CU-RDSA-Signaturverfahrens.
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Sei G eine endliche Abelsche Gruppe und γ ein zufa¨llig gewa¨hltes Gruppenelement. Sei q
eine zufa¨llig gewa¨hlte Primzahl mit 2t˜−1 < q  2t˜ fu¨r einen Sicherheitsparameter t˜ ∈ Z>0, z.B.
t˜ = 160. Sei f : G → {1, . . . , q − 1} eine kryptographische Hashfunktion. Der private Schlu¨ssel
eines Teilnehmers A sei eine Zufallszahl a ∈ {2, . . . , q − 1}, der o¨ﬀentliche Schlu¨ssel (G, γ, α, q)
mit α = γa. As RDSA-Signatur fu¨r einen Text M ∈ {1, . . . , q − 1} ist ein Paar (s, 	, λ) mit
γsαMλq = 	. A bildet die Signatur durch Wahl von k ∈ {1, . . . , q − 1} und Berechnen von
	, x, l, s, λ mit 	 = γk, x = −a ·M + k, x = lq + s (0  s < q), λ = γl.
Die konvertierbare nichtabstreitbare Signatur fu¨r den Text M ist SigCU−RDSAA,M =
(αt, γt, s, 	, λ), wobei t ∈ {1, . . . , q − 1} zufa¨llig gewa¨hlt und (s, 	, λ) die RDSA-Signatur fu¨r
M˜ = t · f(γt) · h(M‖	) · z ist. Hierbei ist z eine geheime Zahl, die A zufa¨llig in {2, . . . , q − 1}
gewa¨hlt hatte, und es sei ζ = αz . Beim RDSA-Signaturverfahren (wie bei allen ElGamal-a¨hnlichen
Signaturverfahren) kann ein Angreifer existentielle Fa¨lschungen (s′, 	′, λ′) fu¨r Texte M ′ erstellen,
falls auf den Einsatz einer Hashfunktion verzichtet wird. Allerdings kann bei diesem Angriﬀ M ′
nicht beliebig gewa¨hlt werden, so dass M ′ in der Regel kein sinnvoller Text ist. Dem tragen
wir Rechnung, indem wir beim neuen Verfahren CU-RDSA die kryptographische Hashfunktion
h : {0, 1}∗ → {0, . . . , q − 1} verwenden. Das Quintupel (T1, T2, s, 	, λ) ist eine gu¨ltige Signatur





= γ−s · 	 · λ−q .
In diesem Abschnitt bezeichnen wir den Ausdruck γ−s	λ−q mit v und T f(T2)h(M‖)1 mit ω. Das
Veriﬁzieren einer Signatur (T1, T2, s, 	, λ) fu¨r M ist also gleichbedeutend damit zu entscheiden,
ob logω v = logα ζ.
CU-RDSA – Das Verfahren
Schlu¨sselerzeugung: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine endliche Abelsche Gruppe G und eine hinreichend große zufa¨llige Primzahl q mit
2t˜−1 < q  2t˜ fu¨r einen Sicherheitsparameter t˜ ∈ Z>0 (z.B. t˜ = 160);
wa¨hle ein zufa¨lliges Element γ ∈ G;
wa¨hle Zufallszahlen a, z aus {2, . . . , q − 1} und berechne α = γa, ζ = αz .
As o¨ﬀentlicher Schlu¨ssel ist KP = (G, γ, α, ζ, q), As private Schlu¨ssel sind KS1 = a und
KS2 = z.
Signatur: A fu¨hrt die folgenden Schritte aus:
Wa¨hle Zufallszahlen t, k aus {0, . . . , q − 1};
berechne T1 = αt, T2 = γt, 	 = γk;
berechne x = −aM˜ + k fu¨r M˜ = tf(γt)h(M‖	)z;
berechne ganze Zahlen s und l, so dass x = lq + s und 0  s < q;
berechne λ = γl.
Die nichtabstreitbare konvertierbare Signatur des Textes M ist SigCU−RDSAA,M =
(T1, T2, s, 	, λ).
Veriﬁkation: A (der Signierer) und B (der Veriﬁzierer) berechnen ω = T f(T2)h(M‖)1 und v =
γ−s	λ−q. A fu¨hrt den nachfolgend beschriebenen Zero-Knowledge-Beweis, dass logω v =
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logα ζ ist.
B akzeptiert die Signatur genau dann, wenn B den Zero-Knowledge-Beweis akzeptiert.
Beweis, dass logω v = logα ζ. A kennt z = logα ζ. ([CEvdG88])
Zu Beginn teilt A der Partei B die Eingabewerte mit: G,ω, v, α, ζ, L, wobei L die Gro¨ßen-
ordnung der Gruppenordnung angibt: L ≈ |G|, L  |G|. Die folgenden Schritte werden ν
mal wiederholt.
(1) A wa¨hlt ein zufa¨lliges r ∈ {1, . . . , L};
A berechnet γ1 = ωr, γ2 = αr;
A sendet γ1, γ2 an B.
(2) B wa¨hlt ein Zufallsbit b ∈ {0, 1};
B sendet b an A.
(3) A berechnet y′ = r + bz und ganze Zahlen L′, y mit 0  y < L und y′ = L′L + y;
A berechnet δ1 = ωL
′
, δ2 = αL
′
;
A sendet y, δ1, δ2 an B.
(4) B veriﬁziert, dass ωy = γ1vbδ−L1 und α
y = γ2ζbδ−L2 gilt.
Hierin ist ν ∈ Z>0 der Sicherheitsparameter, auf den sich beide Parteien vor der Protokoll-
ausfu¨hrung geeinigt haben. Wir nehmen an, dass ν durch ein Polynom in log L beschra¨nkt ist.
Mit wachsendem ν reduzieren sich As Chancen eines unbemerkten Betruges exponentiell, wa¨hrend
der Kommunikations- und Berechnungsaufwand nur linear steigt.
Satz 3.3.13
(a) Wenn B sich an das Beweisprotokoll ha¨lt und A den diskreten Logarithmus z nicht
kennt, dann bemerkt B jeden Betrugsversuch von A mit einer Wahrscheinlichkeit 
1− 2−ν .
(b) Wenn A sich an das Beweisprotokoll ha¨lt, dann existiert fu¨r jeden vorstellbaren
Polynomzeit-Veriﬁzierer B ein Polynomzeit-Simulator fu¨r A.
Beweis: Der Beweis erfolgt analog zu [CEvdG88, Beweis zu Theorem 4]. 
Lemma 3.3.14
Wenn (T1, T2, s, ρ, λ) eine von A korrekt ausgestellte CU-RDSA-Signatur fu¨r den Text M ist,
gilt folgendes:
• Der Veriﬁzierer B akzeptiert die Signatur mit Wahrscheinlichkeit 1.
• Das interaktive Wissensbeweisprotokoll zur Veriﬁkation von CU-RDSA-Signaturen be-
sitzt die Zero-Knowledge-Eigenschaft.
Wenn (T1, T2, s, ρ, λ) keine gu¨ltige CU-RDSA-Signatur fu¨r den Text M ist, akzeptiert B mit
vernachla¨ssigbar kleiner Wahrscheinlichkeit, d.h. vernachla¨ssigbar in der bina¨ren La¨nge von
q.
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Beweis: Die Behauptungen ergeben sich unmittelbar aus Satz 3.3.13. Insbesondere la¨sst sich
der in [CEvdG88, Beweis zu Theorem 4] beschriebene Polynomzeit-Simulator fu¨r As Rolle im
Beweisprotokoll leicht zu einem Polynomzeit-Simulator fu¨r As Rolle im Protokoll zur Veriﬁkation
einer CU-RDSA-Signatur erweitern. Es bleibt lediglich zu zeigen, dass B obigen Zero-Knowledge-
Beweis mit Wahrscheinlichkeit 1 akzeptiert, wenn A den diskreten Logarithmus z = logω v =
logα ζ weiß und sowohl A als auch B dem Beweisprotokoll folgen. In diesem Fall ergibt sich bei Bs




)−L = ωr(ωz)b(ωL′)−L = γ1vbδ−L1




)−L = αr(αz)b(αL′)−L = γ2ζbδ−L2 . 
Wenn (T1, T2, s, ρ, λ) keine gu¨ltige CU-RDSA-Signatur fu¨r den Text M ist, funktioniert die
Simulation des Protokolls zur Veriﬁkation einer CU-RDSA-Signatur dennoch. Dabei kann nicht
ausgedru¨ckt werden, dass es sich um eine Simulation mit einer gefa¨lschten Signatur handelt, sofern
man nicht ohnehin zwischen gu¨ltigen und ungu¨ltigen Signaturen unterscheiden kann. Daher kann
man nach Aufzeichnen der beim Veriﬁkationsprotokoll u¨bermittelten Daten keinen Beweis fu¨hren,
dass eine CU-RDSA-Signatur korrekt sei.
Protokoll zur Ablehnung falscher Signaturen
Um eine gefa¨lschte Signatur abzulehnen, d.h. um zu zeigen, dass eine vorgegebene Signatur
gefa¨lscht wurde, fu¨hrt A in Kooperation mit B folgendes Protokoll aus:
(1) A und B berechnen ω = T f(T2)h(M‖)1 und v = γ
−s · 	 · λ−q.
(2) A fu¨hrt den nachfolgend beschriebenen Zero-Knowledge-Beweis, dass logω v = logα ζ ist.
(3) B akzeptiert die Ablehnung der Signatur genau dann, wenn B den Zero-Knowledge-Beweis
akzeptiert.
A muss insbesondere beweisen, dass zwei diskrete Logarithmen unterschiedlich sind, ohne
irgendetwas u¨ber diese diskreten Logarithmen preiszugeben. Wir stellen ein hierzu geeignetes in-
teraktives Wissensbeweisprotokoll vor. Dabei bezeichne BC(b,R) ein Bit Commitment (Blob) fu¨r
das Bit b unter Benutzung des Zufallsstrings R. Der Blob wird geo¨ﬀnet, indem R preisgegeben
wird. Der Sicherheitsparameter ν ∈ Z>0, auf den sich beide Parteien vor der Protokollausfu¨hrung
einigen, ist durch ein Polynom in log L beschra¨nkt.
Beweis, dass logω v = logα ζ. A kennt z = logα ζ.
Zu Beginn teilt A der Partei B die Eingabewerte mit: G,ω, v, α, ζ, L, wobei L die Gro¨ßen-
ordnung der Gruppenordnung angibt: L ≈ |G|, L  |G|. Die folgenden Schritte werden ν
mal wiederholt.
(1) B wa¨hlt eine zufa¨llige Primzahl e ∈ {2, . . . , L};
B wa¨hlt ein Zufallsbit b ∈ {0, 1};
B berechnet im Falle b = 0 die Werte δ1 = αe, δ2 = ζe und im Falle b = 1 die Werte
δ1 = ωe, δ2 = ve;
B sendet δ1, δ2 an A.
(2) Falls δz1 = δ2, setzt A b
′ = 0; andernfalls setzt A b′ = 1;
A wa¨hlt einen Zufallsstring R, setzt blob = BC(b′, R) und sendet blob an B.
(3) B sendet e an A.
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(4) Falls (δ1, δ2) = (αe, ζe) oder (δ1, δ2) = (ωe, ve) ist, setzt A ans = R; andernfalls setzt
A ans = stop;
A sendet ans an B.
(5) Falls ans = stop, stoppt B die Ausfu¨hrung des Protokolls; andernfalls veriﬁziert B,
dass BC(b, ans) = blob gilt.
Satz 3.3.15
(a) Wenn logω v ≡ logα ζ mod |<ω> | gilt und A den Wert z = logα ζ kennt und A, B sich
an das Protokoll halten, dann akzeptiert B den Beweis mit Wahrscheinlichkeit 1.
(b) Wenn logω v ≡ logα ζ mod | < ω > | gilt, B sich an das Protokoll ha¨lt und B nicht
probabilistisch in Polynomzeit entscheiden kann, ob ein vorgegebenes Gruppenelement
κ in der von einem gegebenen Gruppenelement η erzeugten Untergruppe liegt, dann
lehnt B den Beweis mit Wahrscheinlichkeit  1− 2−t ab.
(c) Das obige interaktive Wissenbeweisprotokoll besitzt die Zero-Knowledge-Eigenschaft.
Beweis:
(a) Angenommen, es gelte logω v ≡ logα ζ mod |<ω > |. Dann wird A immer b′ = b ﬁnden:
Wenn b = 0 ist, dann ergibt sich δz1 = α
ez = ζe = δ2, also b′ = 0.
Wenn b = 1 ist, nehmen wir an, A fa¨nde b′ = 0. Wegen δz1 = δ2 erga¨be sich dann ωez = δz1 =
δ2 = ve. Da e mit sehr großer Wahrscheinlichkeit eine Primzahl in der Gro¨ßenordnung der
Gruppenordnung ist, ko¨nnen wir o.B.d.A. annehmen, dass e teilerfremd zur Gruppenordnung
ist: ggT (e, |G|) = 1 = x1e − x2|G| fu¨r geeignete ganze Zahlen x1, x2. Es wu¨rde folgen
(ωz)ex1 = vex1, also ωz · (ωzx2)|G| = v · (vx2)|G|. Demnach erga¨be sich ωz = v, also
logω v = logα ζ, im Widerspruch zur Annahme. Daher ﬁndet A im Falle b = 1 auch b′ = 1.
Daher wird B den Beweis zur Ablehnung einer Signatur akzeptieren.
(b) Angenommen, es gelte logω v ≡ logα ζ mod | < ω > |. As Pru¨fung wu¨rde fu¨r jede Wahl
des Bits b δz1 = δ2 ergeben. Um zu pru¨fen, ob B (α
e, ζe) oder (ωe, ve) sendet, mu¨sste A
zumindest das Problem lo¨sen, ob ein vorgegebenes Gruppenelement κ in der von einem gege-
benen Element η erzeugten Untergruppe liegt. Dieses Entscheidungsproblem gilt gemeinhin
als genauso schwer wie das diskrete Logarithmusproblem. Nach Voraussetzung kann A dieses
Problem nicht probabilistisch in Polynomzeit lo¨sen. Daher bleibt A keine bessere Mo¨glichkeit
als das Bit b zu raten. Bei ν Durchla¨ufen ergibt sich fu¨r A demnach eine Wahrscheinlichkeit
von 2−ν , eine tatsa¨chlich gu¨ltige Signatur als falsche Signatur abzulehnen.
(c) Das Beweisprotokoll kann mit den gleichen Techniken simuliert werden, die in [CEvdG88,




1. Wenn (T1, T2, s, ρ, λ) eine falsche Signatur fu¨r den Text M ist, akzeptiert der Veriﬁzierer
B die Ablehnung der Signatur mit Wahrscheinlichkeit 1.
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2. Wenn (T1, T2, s, ρ, λ) eine korrekt ausgestellte CU-RDSA-Signatur fu¨r den Text M ist,
lehnt der Veriﬁzierer B die Ablehnung der Signatur mit hoher Wahrscheinlichkeit ab
(d.h. er akzeptiert die Ablehnung mit in der bina¨ren La¨nge von q vernachla¨ssigbar
kleiner Wahrscheinlichkeit), unabha¨ngig vom Verhalten des Signierers A.
3. Das interaktive Wissensbeweisprotokoll zur Ablehnung falscher CU-RDSA-Signaturen
besitzt die Zero-Knowledge-Eigenschaft.
Beweis: Der Beweis erfolgt analog zum Beweis von Lemma 3.3.14. 
Konvertierung aller Signaturen. Eine nichtabstreitbare Signatur kann durch Vero¨ﬀent-
lichung des privaten Schlu¨ssels KS2 in eine gewo¨hnliche digitale Signatur konvertiert werden.
Denn mit Kenntnis von KS2 = z und des o¨ﬀentlichen Schlu¨ssels KP kann jedermann eine Si-





= γ−s	λ−q gilt. Nach Vero¨ﬀentlichung von KS2 = z sind alle bislang und ku¨nf-
tig von A ausgestellten Signaturen a¨quivalent zu RDSA-Signaturen. Jeder, der KS2 = z weiß,
ha¨tte die Rolle des Beweisers (Provers) in den vorausgegangenen Ausfu¨hrungen der Protokol-
le zum Veriﬁzieren und Ablehnen von CU-RDSA-Signaturen einnehmen ko¨nnen. Die dabei u¨ber
einen unsicheren Kanal gesendeten Daten helfen einem Angreifer daher nicht, nachdem KS2 = z
vero¨ﬀentlicht wurde.
Konvertierung ausgewa¨hlter Signaturen. Eine ausgewa¨hlte Signatur (T1, T2, s, ρ, λ) fu¨r
einen Text M kann in eine gewo¨hnliche digitale Signatur konvertiert werden, indem der bei der







(αz)tf(T2)h(M‖) = ζtf(T2)h(M‖). Daher kann jeder, der t weiß, folgendermaßen feststellen, ob
(T1, T2, s, ρ, λ) eine gu¨ltige CU-RDSA-Signatur fu¨r den Text M ist: Pru¨fe, ob T1 = αt und T2 = γt
und ζtf(T2)h(M‖) = γ−s	λ−q gilt. Das Konvertieren einer ausgewa¨hlten Signatur setzt also voraus,
dass sich der Signierer A jeweils an den zum Signieren der Texte verwendeten zufa¨llig gewa¨hlten
Exponenten t erinnert. Deswegen empfehlen wir, in der Praxis einmalig einen geheimen Schlu¨ssel
t˜ fu¨r eine Pseudozufallsfunktion ft˜ zu wa¨hlen (siehe [GGM84]) und dann t = ft˜(M) fu¨r einen zu
signierenden Text M zu wa¨hlen. Die Eigenschaften von Pseudozufallsfunktionen garantieren, dass
es einem Angreifer unmo¨glich ist, ft˜(M) fu¨r einen Text M zu ﬁnden, selbst wenn polynomiell
viele Paare (Mi, ft˜(Mi)) gegeben sind (M = Mi fu¨r alle i). Daher bleibt nach Konvertierung
polynomiell vieler Signaturen (polynomiell in der bina¨ren La¨nge von q) die Nichtabstreitbarkeit
anderer Signaturen erhalten.
Sicherheit. Wir diskutieren zuna¨chst die Mo¨glichkeit, Signaturen zu fa¨lschen. Die interaktiven
Wissenbeweisprotokolle zur Veriﬁkation und Ablehnung von CU-RDSA-Signaturen besitzen die
Zero-Knowledge-Eigenschaft. Also erha¨lt ein Angreifer durch die Beobachtung von Veriﬁkationen
oder Ablehnungen von CU-RDSA-Signaturen keinerlei verwertbare Informationen. Der sta¨rkste
vorstellbare Angriﬀ ist daher ein angepasst-gewa¨hlter Text-Angriﬀ (adaptive-chosen message at-
tack): Der Angreifer E erha¨lt auf irgendeine Weise Kenntnis von gu¨ltigen Signaturen fu¨r Texte
seiner Wahl und versucht anschließend, fu¨r einen anderen Text eine gu¨ltige Signatur zu erstel-
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M jeweils durch den Angreifer E und T1, T2 durch den Signierer A gewa¨hlt wurden. Im Fol-
genden nehmen wir den ungu¨nstigsten Fall an, dass E jeweils die von A benutzten Exponenten
t = logα T1 = logγ T2 kennt. Das bedeutet, E erha¨lt RDSA-Signaturen fu¨r Zahlen der Form
tf(T2)h(M‖	)z. Die einzige Konsequenz ist, dass E nun neue RDSA-signierte Texte konstruieren
kann, wobei E diese neuen Texte allerdings nicht selbst wa¨hlen kann; statt dessen ergeben sich
die neuen Texte durch Anwendung einer in der Praxis nicht invertierbaren Transformation der
vorhandenen signierten Texte (siehe [ElG85]) und sind fu¨r E damit nicht zu steuern. Allerdings
kann E auch ohne Kenntnis gu¨ltiger Signaturen einen RDSA-signierten Text erzeugen. Auch hier
hat E in der Praxis keine Kontrolle u¨ber den resultierenden signierten Text M . Entsprechend kann
man fu¨r alle ElGamal-a¨hnlichen Signaturverfahren neue signierte Texte erzeugen, u¨ber die man
keine Kontrolle hat (siehe Abschnitt 3.3.4.1 und [ElG85]). Dieses Problem kann durch Anwenden
einer kryptographischen Hashfunktion auf den Text vor dem Signieren vermieden werden.
Nehmen wir nun an, der Angreifer E ko¨nne in unserem Verfahren irgendeine gu¨ltige Signatur
(T1, T2, s, 	, λ) fu¨r einen Text M erstellen. Wir unterscheiden zwei Fa¨lle:
Fall 1: Der Angreifer E kennt die Zahl t mit T1 = αt, T2 = γt.
Dann hat E eine RDSA-Signatur fu¨r den Text tf(T2)h(M‖	)z erzeugt. Also hat E entweder
einen vollkommen neuen Weg gefunden, RDSA-Signaturen zu fa¨lschen, oder E kennt eine
Methode, das Resultat der oben erwa¨hnten in der Praxis nicht invertierbaren Funktion in der
Form tf(T2)h(M‖	)z zu schreiben. Nach unserem Kenntnisstand ist dies ein schwieriges
Berechnungsproblem, fu¨r welches keine eﬃziente Lo¨sung bekannt ist; denn f und h sind als
kryptographische Hashfunktionen in der Praxis nicht invertierbar, und z ist eine Konstante.
Daher kann bis auf t keiner der Faktoren tf(T2)h(M‖	)z durch den Angreifer E einfach
gesteuert werden.
Fall 2: Der Angreifer E kennt die Zahl t = logα T1 = logγ T2 nicht.
Dennoch kann E Werte ﬁnden, die T
f(T2)h(M‖)z
1 = γ
−s	λ−q erfu¨llen. Dieses Berechnungs-
problem kann nur dann einfacher als das Berechnungsproblem aus Fall 1 sein, wenn E
die Werte T1 und f(T2) auf irgendeine Weise durch Kenntnis gu¨ltiger Signaturen, die er
zuvor schon erhalten hatte, berechnen kann. Wie oben bereits diskutiert sind diese Signatu-
ren RDSA-Signaturen spezieller Gestalt. Allerdings kann E diese Texte nicht nach eigenen
Wu¨nschen wa¨hlen, da sie einen Faktor der Form tf(γt) enthalten, wobei t unabha¨ngig und
zufa¨llig durch den Signierer A gewa¨hlt wird. Deshalb ko¨nnen wir annehmen, dass diese Si-
gnaturen dem Angreifer nichts nutzen. Daher ko¨nnte der Angreifer E genauso Werte T1 und
T2 wa¨hlen, deren diskreten Logarithmus t er kennt. Damit sind wir wieder in Fall 1.
Wir diskutieren nun die Schwierigkeit des Problems, Signaturen ohne die Hilfe des Signierers
zu veriﬁzieren bzw. abzulehnen. Wie oben bewiesen besitzen die interaktiven Wissenbeweisproto-
kolle zur Veriﬁkation und Ablehnung von CU-RDSA-Signaturen die Zero-Knowledge-Eiegenschaft.
Daher nehmen wir an, dem Angreifer E la¨gen einige Signaturen vor, von deren Gu¨ltigkeit er weiß,
und E versuche nun zu entscheiden, ob ein gegebenes Quintupel (T1, T2, s, 	, λ) die gu¨ltige CU-




wobei E die Exponenten z und t = logα T1 = logγ T2 nicht kenne. Der einzige uns bekannte
Weg, die Gu¨ltigkeit einer derartigen Gleichung zu u¨berpru¨fen, besteht darin, die Ausdru¨cke auf
beiden Seiten zu berechnen und zu vergleichen. Nehmen wir an, der Angreifer ko¨nnte die linke
Seite berechnen. Der Wert h(M‖	) ist unabha¨ngig von T1, T2, z. Wir ko¨nnen davon ausgehen,
dass E die linke Seite fu¨r beliebige Gruppenelemente 	 (die vom Signierer vorgegeben werden)
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berechnen kann. Daher ist es plausibel, dass E auch T
f(T2)z
1 berechnen kann. Die kryptographische
Hashfunktion f
”
vernichtet“ auf Grund seiner Einwegeigenschaft jeden Zusammenhang zwischen
T1 und f(T2) in dem Sinne, dass f(T2) als Zufallszahl in {1, . . . , q − 1} angesehen werden kann,
die der Signierer unabha¨ngig von T2 und T1 wa¨hlt. Daher ko¨nnen wir davon ausgehen, dass E auch
T z1 berechnen kann. Das Berechnen von T
z
1 = α
tz bei gegebenen Werten T1 = αt und ζ = αz
und unbekannten Exponenten t, z ist genau das Lo¨sen des Diﬃe-Hellman-Problems, welches wir
als in der Praxis unlo¨sbar einstufen. Wir folgern, dass ein Angreifer ohne Kooperation mit dem
Signierer keine Signaturen u¨berpru¨fen kann.
Wenn dem Angreifer E gu¨ltige CU-RDSA-Signaturen (T1i, T2i, si, ρi, λi) fu¨r Texte Mi (vom
gleichen Signierer A) vorliegen, kennt E auch αtif(γ
ti )h(Mi‖i)z, ζ = αz und die unabha¨ngig von-
einander gewa¨hlten zufa¨lligen ti. (Wir nehmen den ungu¨nstigsten Fall an, dass der Signierer alle
ti vero¨ﬀentlicht hat.) Der Angreifer ko¨nnte dann versuchen, fu¨r ein neu gewa¨hltes zufa¨lliges t den
Wert von αtf(γ
t)z zu bestimmen, um anschließend passende (s, 	, λ) herzuleiten. Doch die oben
erwa¨hnten Werte αtif(γ
ti )h(Mi‖i)z, αz und ti ko¨nnte der Angreifer mit derselben Wahrscheinlich-
keitsverteilung auch selbst ohne jegliche Hilfe generieren. Daher ist es plausibel anzunehmen, dass
einem Angreifer die Kenntnis gu¨ltiger CU-RDSA-Signaturen nicht helfen, um fu¨r einen neuen Text
M erfolgreich eine CU-RDSA-Signatur zu fa¨lschen.
Die formale Deﬁnition der Nichtabstreitbarkeit einer Signatur aus [BCDP91] verlangt einen
Simulator fu¨r CU-RDSA-Signaturen. Auf Grund der soeben geschilderten Zusammenha¨nge ver-
muten wir, dass eine Maschine, die ein Quintupel (T1, T2, s, 	, λ) ausgibt mit zufa¨lligen Grup-
penelementen T1, T2, 	, λ und einer Zufallszahl s aus {0, . . . , q − 1}, einen Signatur-Simulator
fu¨r CU-RDSA-Signaturen darstellt. Die exakte Analyse dieser Frage bleibt Gegenstand ku¨nftiger
Forschung.
DC-Schnorr und DC-GQ – Konvertierbare Signaturen mit designiertem Beglau-
biger
Wir stellen nun ein auf dem Wurzel- und DL-Problem basierendes Schema vor, welches mit ge-
wissen 3-Wege-Identiﬁkationsprotokollen (interaktive Identiﬁkationsprotokolle, in denen 3 Nach-
richten zwischen Beweiser und Veriﬁzierer ausgetauscht werden) kombiniert werden kann. Durch
diese Kombination ergibt sich ein konvertierbares Signaturverfahren mit designiertem Beglaubiger
(designated conﬁrmer signature scheme). Eine Implementierung in Klassengruppen algebraischer
Zahlko¨rper ist bei Kombination mit allen 3-Wege-Identiﬁkationsprotokollen mo¨glich, welche die
Kenntnis der Gruppenordnung nicht erfordern. Wir kombinieren das Schema beispielhaft mit zwei
verschiedenen 3-Wege-Identiﬁkationsprotokollen:
• Das DC-Schnorr-Signaturverfahren ergibt sich durch Kombination mit einer geeigneten Va-
riante des Schnorr-Identiﬁkationsprotokolls.
• Das DC-GQ-Signaturverfahren ergibt sich durch Kombination mit einer geeigneten Variante
des Guillou-Quisquater-Identiﬁkationsprotokolls.
Die resultierenden Verfahren sind anwendbar in endlichen Abelschen Gruppen mit unbekannter
Gruppenordnung, insbesondere also in Klassengruppen algebraischer Zahlko¨rper. Wir orientieren
uns beim Design unseres Schemas an der Arbeit [Oka94]. Das Schema aus [Oka94] ist in unserem
Kontext nicht anwendbar, da es in einer zyklischen Untergruppe mit bekannter Primzahlordnung
arbeitet, wa¨hrend wir in einer Gruppe mit unbekannter Ordnung arbeiten, die im Allgemeinen
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nicht prim ist. Wie beim Design des RDSA-Protokolls (siehe Abschnitt 3.3.4.1) ersetzen wir die
prime Untergruppenordnung im Protokoll [Oka94] durch eine beliebige, aber ﬁxe große Primzahl
q und reduzieren die im Protokoll vorkommenden Exponenten modulo q.
Im Folgenden erla¨utern wir zuna¨chst fu¨r unser allgemeines Schema, dann fu¨r die beiden Si-
gnaturverfahren mit designiertem Beglaubiger, folgende Komponenten:
• Schlu¨sselerzeugung fu¨r Signierer und designierten Beglaubiger
• Signaturerstellung durch den Signierer
• Veriﬁkation einer Signatur, wobei der Veriﬁzierer mit dem Signierer kooperiert.
• Veriﬁkation einer Signatur, wobei der Veriﬁzierer mit dem eingangs bestimmten Beglaubiger
kooperiert (Beglaubigung).
• Konvertierung einer Signatur mit designiertem Beglaubiger in eine gwo¨hnliche Signatur
Das allgemeine Schema. Sei (A1, A2,D) ein 3-Wege-Identiﬁkationsprotokoll, so dass sich
Partei A (Beweiser, Prover) bei Partei B (Veriﬁzierer) wie folgt authentiﬁziert:
1. A sendet ξ1 = A1(w) an B, wobei w eine Zufallszahl oder ein zufa¨lliges Gruppenelement
ist.
2. B sendet A eine Zufallszahl e.
3. A sendet (ξ2, ξ3) = A2(w, e, s) an B.
B veriﬁziert, ob ξ1 = D(e, ξ2, ξ3, α).
Hierbei ist α As o¨ﬀentlicher Schlu¨ssel, s ist As geheimer Schlu¨ssel. Wir verwenden im Folgenden
eine kryptographische Hashfunktion H : {0, 1}∗ → {1, . . . , L− 1}, wobei die positive ganze Zahl
L die Gruppenordnung approximiere.
Schlu¨sselerzeugung: A wa¨hlt eine endliche Abelsche Gruppe G, ein zufa¨lliges Element γ ∈ G
und eine Zahl L in der Gro¨ßenordnung der Gruppenordnung: L ≈ |G|, L  |G|;
A wa¨hlt fu¨r das 3-Wege-Identiﬁkationsprotokoll (A1, A2,D) einen geheimen Schlu¨ssel s und
einen zugeho¨rigen o¨ﬀentlichen Schlu¨ssel α.
Der von A vorab bestimmte Beglaubiger C (designated conﬁrmer) wa¨hlt einen geheimen
Schlu¨ssel u ∈ {1, . . . , L− 1} und den o¨ﬀentlichen Schlu¨ssel β = γu.
Signatur: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine Zufallszahl r aus {1, . . . , L − 1} und eine Zufallszahl oder ein zufa¨lliges Grup-
penelement w (wird weiter unten speziﬁziert);
berechne δ = γr;
berechne ξ1 = A1(w);
berechne e = βr ⊕H(M, ξ1);
berechne (ξ2, ξ3) = A2(w, e, s);
Die Signatur des Textes M mit designiertem Beglaubiger C ist SigA,M,DC C = (δ, e, ξ2, ξ3).
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Veriﬁkation (A kooperiert mit B):
A (der Signierer) und B (der Veriﬁzierer) berechnen ζ = e⊕H(M,D(e, ξ2, ξ3, α)).
A fu¨hrt einen Zero-Knowledge-Beweis, dass logγ δ = logβ ζ (siehe Abschnitt 3.3.5.2).
B akzeptiert die Signatur genau dann, wenn B den Zero-Knowledge-Beweis akzeptiert.
Beglaubigung (C kooperiert mit B zum Gu¨ltigkeitsnachweis der Signatur):
C (der Beglaubiger) erha¨lt M und die Signatur (δ, e, ξ2, ξ3) von A oder B.
C und B (der Veriﬁzierer) berechnen ζ = e⊕H(M,D(e, ξ2, ξ3, α)).
C fu¨hrt einen Zero-Knowledge-Beweis, dass logγ β = logδ ζ (siehe Abschnitt 3.3.5.2).
B akzeptiert die Signatur genau dann, wenn B den Zero-Knowledge-Beweis akzeptiert.
Konvertierung einer Signatur (δ, e, ξ2, ξ3) fu¨r den Text M durch C:
C berechnet ζ = e⊕H(M,D(e, ξ2, ξ3, α)).
C fu¨hrt einen Zero-Knowledge-Beweis, dass logγ β = logδ ζ (siehe Abschnitt 3.3.5.2).
C wa¨hlt t ∈ {1, . . . , L− 1} zufa¨llig.
C berechnet λ1, λ2, λ3, λ4 ∈ G und k′, L′, k ∈ Z mit 0  k < L und
λ1 = γt, λ2 = δt, k′ = t + H(λ1, λ2)u, k′ = L′L + k
λ3 = γL
′
, λ4 = δL
′
C vero¨ﬀentlicht (λ1, λ2, λ3, λ4, k).
B veriﬁziert, dass gilt:
γk = λ1βH(λ1,λ2)λ−L3 und (3.9)
δk = λ2ζH(λ1,λ2)λ−L4 (3.10)
Anschließend kann jedermann mit der Kenntnis von M , der Signatur (δ, e, ξ2, ξ3) und mit
dem nachtra¨glich vero¨ﬀentlichten Quintupel (λ1, λ2, λ3, λ4, k) veriﬁzieren, dass die Signatur
korrekt ist: Man hat hierzu ζ = e⊕H(M,D(e, ξ2, ξ3, α)) und (3.9) zu veriﬁzieren.
DC-Schnorr - Konvertierbare Signaturen mit designiertem Beglaubiger basie-
rend auf der Schnorr-Identiﬁkation In das oben beschriebene Schema setzen wir nun das
Schnorr-Identiﬁkationsprotokoll als 3-Wege-Protokoll (A1, A2,D) ein. Eine fu¨r endliche Abelsche
Gruppen mit unbekannter Ordnung modiﬁzierte Variante lautet wie folgt.
A hat den o¨ﬀentlichen Schlu¨ssel α = γs, und den geheimen Schlu¨ssel s. A authentiﬁziert sich wie
folgt bei B:
A sendet ξ1 = γw (= A1(w)) mit zufa¨llig gewa¨hltem w ∈ {1, . . . , L− 1}.
B sendet ein zufa¨lliges e ∈ {1, . . . , L− 1} an A.
A berechnet ξ′2, ξ2, L′ ∈ Z, ξ3 ∈ G mit ξ′2 = w + es, ξ′2 = L′L + ξ2, 0  ξ2 < L, ξ3 = γL
′
.
A sendet an B: (ξ2, ξ3)(= A2(w, e, s))
B veriﬁziert, dass ξ1 = γξ2αeξ−L3 (= D(e, ξ2, ξ3, α)).
Es ergibt sich das folgende konvertierbare Signaturverfahren mit designiertem Beglaubiger
(DC-Schnorr):
Schlu¨sselerzeugung: A wa¨hlt eine endliche Abelsche Gruppe G, ein zufa¨lliges Element γ ∈ G
und eine Zahl L in der Gro¨ßenordnung der Gruppenordnung: L ≈ |G|, L  |G|;
A wa¨hlt eine Zufallszahl s aus {1, . . . , L− 1} und berechnet α = γs.
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A hat den o¨ﬀentlichen Schlu¨ssel (G,L, γ, α) und den geheimen Schlu¨ssel s.
Der von A vorab bestimmte Beglaubiger C (designated conﬁrmer) wa¨hlt einen zufa¨lligen
geheimen Schlu¨ssel u ∈ {1, . . . , L− 1} und den o¨ﬀentlichen Schlu¨ssel β = γu.
Signatur: A fu¨hrt die folgenden Schritte aus:
Wa¨hle Zufallszahlen r, w aus {1, . . . , L− 1};
berechne δ = γr;
berechne ξ1 = γw(= A1(w));
berechne e = βr ⊕H(M, ξ1);
berechne ξ′2, ξ2, L
′ ∈ Z, ξ3 ∈ G mit ξ′2 = w + es, ξ′2 = L′L + ξ2, 0  ξ2 < L, ξ3 = γL
′
;
((ξ2, ξ3) = A2(w, e, s));
Die Signatur des Textes M mit designiertem Beglaubiger C ist SigA,M,DC−Schnorr C =
(δ, e, ξ2, ξ3).
Veriﬁkation (A kooperiert mit B):
A (der Signierer) und B (der Veriﬁzierer) berechnen ζ = e ⊕ H(M,γξ2αeξ−L3 ) (= e ⊕
H(M,D(e, ξ2, ξ3, α))).
A fu¨hrt einen Zero-Knowledge-Beweis, dass logγ δ = logβ ζ (siehe Abschnitt 3.3.5.2).
B akzeptiert die Signatur genau dann, wenn B den Zero-Knowledge-Beweis akzeptiert.
Beglaubigung (C kooperiert mit B zum Gu¨ltigkeitsnachweis der Signatur):
C (der Beglaubiger) erha¨lt M und die Signatur (δ, e, ξ2, ξ3) von A oder B.
C und B (der Veriﬁzierer) berechnen ζ = e⊕H(M,γξ2αeξ−L3 ).
C fu¨hrt einen Zero-Knowledge-Beweis, dass logγ β = logδ ζ (siehe Abschnitt 3.3.5.2).
B akzeptiert die Signatur genau dann, wenn B den Zero-Knowledge-Beweis akzeptiert.
Konvertierung einer Signatur (δ, e, ξ2, ξ3) fu¨r den Text M durch C:
C berechnet ζ = e⊕H(M,γξ2αeξ−L3 ).
C fu¨hrt einen Zero-Knowledge-Beweis, dass logγ β = logδ ζ (siehe Abschnitt 3.3.5.2).
C wa¨hlt t ∈ {1, . . . , L− 1} zufa¨llig.
C berechnet λ1, λ2, λ3, λ4 ∈ G und k′, L′, k ∈ Z mit 0  k < L und
λ1 = γt, λ2 = δt, k′ = t + H(λ1, λ2)u, k′ = L′L + k
λ3 = γL
′
, λ4 = δL
′
C vero¨ﬀentlicht (λ1, λ2, λ3, λ4, k).
B veriﬁziert, dass gilt:
γk = λ1βH(λ1,λ2)λ−L3 und (3.11)
δk = λ2ζH(λ1,λ2)λ−L4 (3.12)
Anschließend kann jedermann mit der Kenntnis von M , der Signatur (δ, e, ξ2, ξ3) und mit
dem nachtra¨glich vero¨ﬀentlichten Quintupel (λ1, λ2, λ3, λ4, k) veriﬁzieren, dass die Signatur
korrekt ist: Man hat hierzu ζ = e⊕H(M,γξ2αeξ−L3 ) und (3.11) zu veriﬁzieren.
DC-GQ - Konvertierbare Signaturen mit designiertem Beglaubiger basierend auf
der Guillou-Quisquater-Identiﬁkation In das oben beschriebene Schema setzen wir nun
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die Ohta-Okamoto-Variante [OO90] des Guillou-Quisquater-Identiﬁkationsprotokolls als 3-Wege-
Protokoll (A1, A2,D) ein. Das Schema lautet fu¨r endliche Abelsche Gruppen G mit unbekannter
Ordnung wie folgt.
A hat den o¨ﬀentlichen Schlu¨ssel α = σ−s und den geheimen Schlu¨ssel σ (s ∈ {1, . . . , L− 1}, σ ∈
G). A authentiﬁziert sich wie folgt bei B:
A sendet ξ1 = ωs (= A1(ω)) mit zufa¨llig gewa¨hltem ω ∈ G.
B sendet ein zufa¨lliges e ∈ {1, . . . , L− 1} an A.
A berechnet ξ2, ξ3 ∈ G mit ξ2 = ωσe, ξ3 = 1.
A sendet (ξ2, ξ3)(= A2(ω, e, σ)) an B
B veriﬁziert, dass ξ1 = ξs2α
e (= D(e, ξ2, ξ3, α)).
Es ergibt sich das folgende konvertierbare Signaturverfahren mit designiertem Beglaubiger
(DC-GQ):
Schlu¨sselerzeugung: A wa¨hlt eine endliche Abelsche Gruppe G, ein zufa¨lliges Element σ ∈ G
und eine Zahl L in der Gro¨ßenordnung der Gruppenordnung: L ≈ |G|, L  |G|;
A wa¨hlt eine Zufallszahl s ∈ {1, . . . , L− 1}.
A hat den o¨ﬀentlichen Schlu¨ssel (G,L, s, α) mit α = σ−s und den geheimen Schlu¨ssel σ.
Der von A vorab bestimmte Beglaubiger C (designated conﬁrmer) wa¨hlt einen zufa¨lligen
geheimen Schlu¨ssel u ∈ {1, . . . , L− 1} und den o¨ﬀentlichen Schlu¨ssel (β, γ) mit γ ∈ G und
β = γu.
Signatur: A fu¨hrt die folgenden Schritte aus:
Wa¨hle ein zufa¨lliges Element ω ∈ G und eine Zufallszahl r aus {1, . . . , L− 1};
berechne δ = γr;
berechne ξ1 = ωs(= A1(ω));
berechne e = βr ⊕H(M‖ξ1);
berechne ξ2 = ωσe, ξ3 = 1.
Die Signatur des Textes M mit designiertem Beglaubiger C ist SigA,M,DC−GQ C =
(δ, e, ξ2, ξ3).
Veriﬁkation (A kooperiert mit B):
A (der Signierer) und B (der Veriﬁzierer) berechnen ζ = e ⊕ H(M‖ξs2αe)
(= e⊕H(M‖D(e, ξ2, ξ3, α))).
A fu¨hrt einen Zero-Knowledge-Beweis, dass logγ δ = logβ ζ (siehe Abschnitt 3.3.5.2).
B akzeptiert die Signatur genau dann, wenn B den Zero-Knowledge-Beweis akzeptiert.
Beglaubigung (C kooperiert mit B zum Gu¨ltigkeitsnachweis der Signatur):
C (der Beglaubiger) erha¨lt M und die Signatur (δ, e, ξ2, ξ3) von A oder B.
C und B (der Veriﬁzierer) berechnen ζ = e⊕H(M‖ξs2αe).
C fu¨hrt einen Zero-Knowledge-Beweis, dass logγ β = logδ ζ (siehe Abschnitt 3.3.5.2).
B akzeptiert die Signatur genau dann, wenn B den Zero-Knowledge-Beweis akzeptiert.
Konvertierung einer Signatur (δ, e, ξ2, ξ3) fu¨r den Text M durch C:
C berechnet ζ = e⊕H(M‖ξs2αe).
C fu¨hrt einen Zero-Knowledge-Beweis, dass logγ β = logδ ζ (siehe Abschnitt 3.3.5.2).
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C wa¨hlt t ∈ {1, . . . , L− 1} zufa¨llig.
C berechnet λ1, λ2, λ3, λ4 ∈ G und k′, L′, k ∈ Z mit 0  k < L und
λ1 = γt, λ2 = δt, k′ = t + H(λ1‖λ2)u, k′ = L′L + k
λ3 = γL
′
, λ4 = δL
′
C vero¨ﬀentlicht (λ1, λ2, λ3, λ4, k).
B veriﬁziert, dass gilt:
γk = λ1βH(λ1‖λ2)λ−L3 und (3.13)
δk = λ2ζH(λ1‖λ2)λ−L4 (3.14)
Anschließend kann jedermann mit der Kenntnis von M , der Signatur (δ, e, ξ2, ξ3) und mit
dem nachtra¨glich vero¨ﬀentlichten Quintupel (λ1, λ2, λ3, λ4, k) veriﬁzieren, dass die Signatur
korrekt ist: Man hat hierzu ζ = e⊕H(M‖ξs2αe) und (3.13) zu veriﬁzieren.
U¨ber die Sicherheit der vorgestellten Signaturverfahren mit designiertem Beglaubiger ist nichts
bekannt. Eine entsprechende Analyse (basierend auf der Deﬁnition aus [Oka94]) bleibt Gegenstand
ku¨nftiger Forschung. Eine analoge Situation treﬀen wir fu¨r die in [Oka94] vorgestellten Verfahren
an.
3.3.5.3 Blinde Signaturverfahren
Anders als bei normalen Signaturverfahren gibt es in Blinden Signaturverfahren (blind signature
schemes) drei Parteien, einen Sender B, einen Signierer A und einen Veriﬁzierer C. In Blinden
Signaturverfahren cachiert B den von A zu signierenden Text M (Blinding) und legt A die Ca-
chierung g(M) des Textes vor. A signiert die Cachierung g(M), ohne hieraus M bestimmen zu
ko¨nnen. Man sagt,
”
A signiere blind“. B kann aus As Signatur fu¨r die Cachierung g(M) des
Textes eine gu¨ltige Signatur As fu¨r den urspru¨nglich gewa¨hlten Text M berechnen (Unblinding).
Diese wird von einem beliebigen Veriﬁzierer C akzeptiert. Der Signierer A weiß am Ende weder
den tatsa¨chlich signierten Text M (er kennt nur die Cachierung g(M)) noch kann er feststellen,
auf welche Cachierung und auf welchen Sender eine gu¨ltige Signatur zuru¨ck geht.
Blinde Signaturverfahren ﬁnden Anwendung in digitalen Bezahlverfahren (digital cash) und
bei elektronischen Wahlen. Bei Digital Cash-Protokollen repra¨sentieren Texte M digitale Mu¨nzen.
Der Bankkunde B mo¨chte nicht, dass die Bank (Signierer A) spa¨ter nachvollziehen kann, dass eine
fu¨r eine digitale Mu¨nze gu¨ltige Bank-Signatur auf den Kunden B zuru¨ck geht. In elektronischen
Wahlverfahren generiert der Wa¨hler B zuna¨chst alle theoretisch mo¨glichen Stimmzettel, cachiert
diese (Blinding) und sendet diese an eine vertrauenswu¨rdige Instanz (Wahlleiter) A, welche alle
cachierten Stimmzettel signiert und an den Wa¨hler B zuru¨ck sendet. B legt sich nun auf einen
der von A signierten Stimmzettel seiner Wahl fest (Unblinding) und sendet diesen an A zuru¨ck.
A erkennt, dass es sich um einen gu¨ltigen elektronischen Stimmzettel handelt (Veriﬁkation der
Signatur), kann aber nicht feststellen, von welchem Wa¨hler dieser Stimmzettel stammt. Detail-
lierte Beschreibungen der Anwendungsmo¨glichkeiten von Blinden Signaturverfahren ﬁnden sich in
[Cha83] und [Sch94].
Wir stellen ein Blindes Signaturverfahren vor, welches in beliebigen endlichen Abelschen Grup-
pen implementiert werden kann, in denen man eﬃzient die Gruppenoperation ausfu¨hren, Gruppen-
elemente invertieren und die Gleichheit zweier Gruppenelemente entscheiden kann. Die Kenntnis
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der Gruppenordnung ist nicht notwendig; allerdings sollte eine (obere) Abscha¨tzung der Grup-
penordnung vorliegen. Das Blinde Signaturverfahren ist sicher, wenn das Wurzelproblem in der
entsprechenden Gruppe schwer ist. Somit eignen sich die von uns in Abschnitt 4.3 vorgestellten
Klassengruppen algebraischer Zahlko¨rper bestens zur Implementierung.
Blinde Signaturverfahren wurden erstmals von Chaum vorgeschlagen und realisiert
[Cha83, Cha85]. In [CP93] wird ein Blindes Signaturverfahren vorgeschlagen, in welchem ein
Zero-Knowledge-Beweis u¨ber die Kenntnis eines diskreten Logarithmus gefu¨hrt wird. Die Arbeit
[CPS95] zeigt, wie die DL-basierten Signaturverfahren ElGamal [ElG85] und Nyberg-Rueppel
[NR93] zu Blinden Signaturverfahren erweitert werden ko¨nnen. Das Konstruktionsverfahren aus
[CP93] la¨sst sich nur in Gruppen mit bekannter primer Ordnung anwenden – Klassengruppen oder
Untergruppen von Klassengruppen mit primer Ordnung ko¨nnen wir allerdings nicht erzeugen.
Auch die Verfahren aus [CPS95] beno¨tigen die Kenntnis der primen Ordnung einer Untergruppe.
Zudem arbeitet das genannte Verfahren in einer Untergruppe der primen Restklassengruppe
modulo einer Primzahl. Deswegen ko¨nnen Gruppenelemente als ganze Zahlen interpretiert und
somit im Protokoll als Exponenten verwendet werden. Basierend auf Ideen aus [CPS95] zeigen
wir im Folgenden, wie das ElGamal-Signaturverfahren zu einem Blinden Signaturverfahren
erweitert werden kann, welches die Kenntnis der (Unter-)Gruppenordnung und die Konstruktion
einer Untergruppe mit primer Ordnung nicht erfordert. Herzu folgen wir der beim Design des
RDSA-Protokolls (siehe Abschnitt 3.3.4.1) angewandten Grundidee: Wir ersetzen die prime
Untergruppenordnung im Protokoll [CPS95] durch eine beliebige, aber ﬁxe große Primzahl q
und reduzieren die im Protokoll vorkommenden Exponenten modulo q. Zudem fu¨hren wir eine
Hashfunktion h ein, die Gruppenelemente auf natu¨rliche Zahlen abbildet.
Mit diesen massiven Protokolla¨nderungen ist a priori keineswegs klar, ob die Sicherheitsaus-
sagen aus [CPS95] auch fu¨r unser neues Verfahren gelten. Daher diskutieren wir weiter unten
die Sicherheit unseres Verfahrens explizit. Im Vergleich zu [CPS95] erhalten wir dabei tatsa¨chlich
analoge Sicherheitsaussagen fu¨r unser neues Verfahren.
Die Sicherheit unseres Verfahrens basiert auf dem Wurzelproblem, einem Spezialfall des diskre-
ten Logarithmusproblems (siehe Abschnitt 3.1). Daher nennen wir unser Verfahren Blind-RDSA.
Wir deﬁnieren zuna¨chst, wann ein Signaturverfahren blind heißt. Dann pra¨sentieren wir das
zugrunde liegende Signaturverfahren, eine RDSA-Variante. Anschließend beschreiben wir das dar-
auf aufbauende Blinde Signaturverfahren Blind-RDSA. Wir beweisen die Abgeschlossenheit von
Blind-RDSA und zeigen, dass Blind-RDSA blind ist.
Wir deﬁnieren ein Blindes Signaturverfahren gema¨ß [CPS95]:
Ein Signaturverfahren heißt blind, wenn des Signierers A komplette Sicht einer Ausfu¨hrung
des Protokolls (d.h. Sicht auf die Wahl von zufa¨lligen Objekten und auf alle ausgetauschten
Informationen) und die Text-Signatur-Paare (M,SigA,M) statistisch unabha¨ngig voneinander sind.
RDSA-Variante – Das Verfahren
Wir stellen die RDSA-Variante vor, die sich aus [MOV97, S. 457, Signaturgleichung 3, Tab.
11.5] ergibt. Sei h : G → {1, . . . , q − 1} eine kryptographische Hashfunktion.
Schlu¨sselerzeugung: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine endliche Abelsche Gruppe G und eine hinreichend große zufa¨llige Primzahl q mit
2t−1 < q  2t fu¨r einen Sicherheitsparameter t ∈ Z>0 (z.B. t = 160);
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wa¨hle eine gute Na¨herung L ≈ |G| mit |G|  L, L ∈ Z>0;
wa¨hle ein zufa¨lliges Element γ ∈ G;
wa¨hle eine Zufallszahl a aus {2, . . . , L− 1} und berechne α = γa.
As o¨ﬀentlicher Schlu¨ssel ist (G, γ, α, q), As privater Schlu¨ssel ist a.
Signatur fu¨r Text M ∈ {1, . . . , q − 1}: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine Zufallszahl k aus {1, . . . , L− 1};
berechne die Gruppenelemente 	 = γk und µ = 1;
berechne h(	);
berechne ganze Zahlen s und , so dass kM + h(	)a = q + s und 0  s < q;
berechne λ = γ.
Die Signatur des Textes M ist SigRDSAA,M = (s, 	, λ, µ).
Veriﬁkation: Ein Veriﬁzierer akzeptiert die Signatur SigRDSAA,M genau dann, wenn 0  s < q und
γsλq = αh()	M · µM ist.
Das Signaturverfahren ist abgeschlossen (complete). Wenn na¨mlich ein Signierer A und ein
Veriﬁzierer dem Protokoll folgen, wird die Signatur SigRDSAA,M durch B akzeptiert:
γsλq = γah()+kM−q · γq = αh()	MµM . (3.15)
Blind-RDSA – Blindes Signaturverfahren basierend auf RDSA
Wir beschreiben das auf obiger RDSA-Variante aufbauende Blinde Signaturverfahren.
Signaturerstellung, erster Teil: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine Zufallszahl k˜ aus {1, . . . , L− 1};
berechne die Gruppenelemente 	˜ = γk˜ und µ˜ = 1;
sende (	˜, µ˜) an B.
Blinding des Textes M ∈ {1, . . . , q − 1} prim: B fu¨hrt die folgenden Schritte aus:
Wa¨hle Zufallszahlen b1, b2 aus {1, . . . , L− 1};
berechne 	 = 	˜b1γb2 ;
berechne ganze Zahlen h(	)′, q mit h(	)h(	)′ = 1 + qq;
berechne ganze Zahlen M˜, q2 mit b1Mh(	˜)h(	)′ = q2q + M˜ und 0  M˜ < q;
sende M˜ an A.
Signaturerstellung, zweiter Teil: A fu¨hrt die folgenden Schritte aus:
Berechne ganze Zahlen s˜ und ˜, so dass k˜M˜ + h(	˜)a = ˜q + s˜ und 0  s˜ < q;
berechne λ˜ = γ ˜.
A sendet die Signatur des Textes M˜ an Bob: SigBlind
A,M˜
= (s˜, 	˜, λ˜, µ˜).
Unblinding des Textes: B fu¨hrt die folgenden Schritte aus:
Berechne ganze Zahlen h(	˜)′, q˜ mit h(	˜)h(	˜)′ = 1 + q˜q;
berechne ganze Zahlen s und , so dass s˜h(	)h(	˜)′ + b2M = q + s und 0  s < q;
68 NF-Kryptoverfahren: Entwurf, Sicherheit und Eﬃzienz
berechne z = (1 + q˜q)(1 + qq)− 1;
berechne λ = α−h()q˜ 	˜q2h()h(˜)′γλ˜h(˜)′h();
berechne µ = 	˜b1z.
Die
”
von A ausgestellte“ blinde Signatur des Textes M ist SigBlindA,M = (s, 	, λ, µ).
Das Signaturverfahren Blind-RDSA ist abgeschlossen (complete):
Proposition 3.3.17
Wenn A, B und ein Veriﬁzierer C dem vorstehenden Blind-RDSA-Protokoll folgen, dann ist
die Veriﬁkation einer blinden Signatur erfolgreich.
Beweis: Mit den Bezeichnungen von oben gilt
k˜h(	)h(	˜)′ · (M˜ + q2q) = k˜b1Mh(	)h(	)′h(	˜)h(	˜)′
= k˜b1M(1 + qq)(1 + q˜q)
= k˜b1M(z + 1)
= k˜b1M + k˜b1zM .
(3.16)
Außerdem gilt








Es sei bemerkt, dass die Forderung, der vom Sender cachierte Text M solle prim sein, durch
den Sender B wie folgt gewa¨hrleistet werden kann: Wenn B eine gu¨ltige Signatur As fu¨r eine
Zeichenkette erhalten mo¨chte, deren dezimale Repra¨sentation M nicht prim ist, so ha¨ngt B an
die Zeichenkette so viele Sonderzeichen oder Leerzeichen an, bis die dezimale Repra¨sentation M
prim ist.
Wir beweisen nun die Blindheit des Signaturverfahrens Blind-RDSA:
Satz 3.3.18
Das Signaturverfahren Blind-RDSA ist blind.
Beweis: Wir zeigen, dass es fu¨r eine gegebene komplette Sicht von A auf die Ausfu¨hrung des
Protokolls und ein gegebenes gu¨ltiges Text-Signatur-Paar (M,SigBlindA,M ) genau ein Paar Blinding-
Faktoren b1, b2 ∈ {1, . . . , q} und konstant viele Paare b1, b2 ∈ {1, . . . , |G|} gibt. d.h. die Anzahl
der Paare Blinding-Faktoren aus {1, . . . , |G|} ist unabha¨ngig von der Wahl des Text-Signatur-
Paars. Da der Sender B die Blinding-Faktoren b1, b2 zufa¨llig aus {1, . . . , L− 1 ≈ |G|} auswa¨hlt,
folgt die statistische Unabha¨ngigkeit und damit die Blindheit des Signaturverfahrens.
Wa¨hrend einer Ausfu¨hrung des Protokolls sei fu¨r den Text M die gu¨ltige Signatur SigBlindA,M =
(s, ρ, λ, µ) entstanden. As Sicht auf diese Ausfu¨hrung des Protokolls bestehe aus
k˜, ρ˜ = γk˜, µ˜ = 1, M˜ , s˜, ˜ mit k˜M˜ + h(	˜)a = ˜q + s˜, λ˜ = γ ˜.
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Dann mu¨ssen die folgenden Bedingungen fu¨r b1, b2 ∈ {1, . . . , |G|} gelten:
b1Mh(	˜)h(	)′ = q2q + M˜ und 0  M˜ < q (3.17)
s˜h(	)h(	˜)′ + b2M = q + s und 0  s < q (3.18)
	µ = 	˜b1γb2 	˜b1·[(1+q˜q)(1+qq)−1] (3.19)
h(	)h(	)′ = 1 + qq (3.20)
h(	˜)h(	˜)′ = 1 + q˜q (3.21)
Durch die Bedingungen (3.20),(3.21) sind h(	)′, q, h(	˜)′, q˜ eindeutig bestimmt. Daher sind durch
die Bedingungen (3.17),(3.18) die Blinding-Faktoren b1, b2 modulo q eindeutig bestimmt: Da
M,h(	˜), h(	)′ jeweils teilerfremd zu q sind, folgt aus (3.17)
b1 ≡M−1M˜h(	˜)′h(	) mod q,
b1M
=z+1︷ ︸︸ ︷
(1 + q˜q)(1 + qq) = M˜h(	˜)′h(	) + h(	˜)′h(	)q2q
und b1M = M˜h(	˜)′h(	) + h(	˜)′h(	)q2q − b1Mz .
Entsprechend folgt aus (3.17)
b2 ≡M−1(s− s˜h(	)h(	˜)′) mod q
und b2M = s− s˜h(	)h(	˜)′ + q .
Wir haben noch zu veriﬁzieren, dass die durch (3.20),(3.21),(3.17),(3.18) modulo q eindeutig
bestimmten Werte b1, b2 auch die Bedingung (3.19) erfu¨llen. Das folgende Hilfsresultat ergibt sich
durch (3.21) und wegen s˜ = −q + k˜M˜h(	˜)a:
k˜b1M + b2M = (k˜M˜h(	˜)′h(	) + k˜h(	˜)′h(	)q2q − k˜b1Mz) + (s− s˜h(	)h(	˜)′ + q)
= k˜M˜h(	˜)′h(	) + k˜h(	˜)′h(	)q2q − k˜b1Mz + s− k˜M˜h(	)h(	˜)′
− ah(	)(1 + q˜q) + h(	)h(	˜)′˜q + q
= s− ah(	) − ah(	)q˜q + ˜h(	)h(	˜)′q + q + k˜q2h(	)h(	˜)′q − k˜b1zM
Daher gilt fu¨r die durch (3.20),(3.21),(3.17),(3.18) modulo q eindeutig bestimmten Werte b1, b2:
(	˜b1γb2)M = γk˜b1M+b2M
= γs · α−h() · (α−h()q˜)q · (λ˜h()h(˜)′)q · (γ)q · (ρ˜q2h()h(˜)′)q · (γk˜b1z)−M
Diese Gleichung ist a¨quivalent zu
[(	˜b1γb2) · γk˜b1z]M = γs · α−h() · λq
(Blind−RDSA abgeschlossen)
= (	 · µ)M
Da M nach Voraussetzung prim ist, ko¨nnen wir o.B.d.A. annehmen, dass ggT (M, |G|) = 1. Es
folgt Gleichung (3.19). 
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3.3.5.4 Identiﬁkationsverfahren: R-Fiat-Shamir, R-Schnorr und weitere
R-Fiat-Shamir-Identiﬁkationsprotokoll
Wir stellen nun unser R-Fiat-Shamir-Identiﬁkationsprotokoll (R-FS) vor. Unser Protokoll basiert
auf der Variante [DGB88] des Original-Fiat-Shamir-Protokolls [FS87], welche bei gleicher Sicher-
heit und gleichem Aufwand fu¨r den Beweiser eine eﬃzientere Veriﬁkation zula¨sst als das Original-
Protokoll. Die Sicherheit das Original-Fiat-Shamir-Protokolls [FS87] und dessen Varianten wie z.B.
[DGB88] basiert auf dem algorithmischen Problem, Quadratwurzeln in primen Restklassengruppen
zu berechnen. Hingegen stellen wir mit R-Fiat-Shamir ein verallgemeinertes Protokoll dar, das in
allen endlichen Abelschen Gruppen implementiert werden kann, in welchen die
”
Basisoperationen“
(siehe Beginn des Kapitels 3) eﬃzient durchfu¨hrbar sind. Die Sicherheit unseres Protokolls basiert
auf dem Wurzelproblem. Das Problem, Quadratwurzeln zu berechnen kann als spezielles Wurzel-
problem aufgefasst werden. Das Original-Protokoll [FS87] bzw. dessen Variante [DGB88] ist daher
als Spezialfall in unserem verallgemeinerten Protokoll enthalten.
Das Protokoll (Basisversion)
Der Exponent k ∈ Z2 sowie die Rundenanzahl t ∈ Z>0 sind fu¨r alle Teilnehmer fest vorgegeben
(siehe unten, Parameterempfehlung).
Schlu¨sselerzeugung: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine endliche Abelsche Gruppe G;
wa¨hle ein zufa¨lliges Element σ ∈ G;
berechne α = σk.
As o¨ﬀentlicher Schlu¨ssel ist (G,α), As privater Schlu¨ssel ist σ.
Identiﬁkation: Folgende Schritte werden t Mal wiederholt:
A wa¨hlt ein zufa¨lliges Gruppenelement 	 ∈ G (Commitment);
A berechnet das Gruppenelement ξ = 	k und sendet ξ an B (Zeuge, Witness);
B wa¨hlt ein Zufallsbit e ∈ {0, 1} und sendet e an A (Challenge);
A berechnet das Gruppenelement η = 	σe und sendet η an B (Response).
B veriﬁziert, dass ηk = αeξ.
B akzeptiert As Identita¨t genau dann, wenn die Veriﬁkation in allen t Runden positiv ausging.
Das R-Fiat-Shamir-Identiﬁkationsverfahren (Basisversion) ist abgeschlossen (complete), wie
die folgende Proposition zeigt.
Proposition 3.3.19
Wenn A und B dem R-Fiat-Shamir-Identiﬁkationsprotokoll (Basisversion) folgen, dann ist
die Veriﬁkation immer erfolgreich.
Beweis: Mit den Bezeichnungen von oben gilt in jeder Runde ηk = 	k(σk)e = ξαe. 
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Sicherheit (Basisversion)
Die Sicherheit unseres R-Fiat-Shamir-Identiﬁkationsverfahrens (Basisversion) basiert auf dem Pro-
blem, k-te Wurzeln zu berechnen (Wurzelproblem, Root Problem). R-FS steht fu¨r
”
Root Based
Fiat Shamir Identiﬁcation Protocol“. Wer eﬃzient k-te Wurzeln berechnen kann, bestimmt aus
dem o¨ﬀentlichen Schlu¨ssel eines beliebigen Teilnehemers direkt dessen privaten Schlu¨ssel durch
Berechnung der k-ten Wurzel.
Wir diskutieren weitere Aspekte der Sicherheit des R-Fiat-Shamir-Identiﬁkationsverfahrens
(Basisversion).
Betrugswahrscheinlichkeit. Erra¨t ein Angreifer E die Challenge e in allen t Runden korrekt, so
kann sich E erfolgreich als beliebiger Teilnehmer A ausgeben. E wa¨hlt hierzu ein beliebiges
η ∈ G, ra¨t e, berechnet ξ = α−eηk und sendet ξ als Zeugen und η als Response. Bei
Anwendung dieses Angriﬀes hat E eine Erfolgschance von 2−t. Ein besserer Angriﬀ ist nicht
bekannt, wie sich als Spezialfall aus dem unten bewiesenen Lemma 3.3.21 ergibt. Je gro¨ßer
also die Rundenanzahl t, umso kleiner die Betrugschance fu¨r einen Angreifer.
Soundness. R-FS ist sound. Zum Beweis nehmen wir an, ein Angreifer E ko¨nne sich mit Er-
folgswahrscheinlichkeit 1 als A ausgeben. Dann kann E in jeder Runde auf beide mo¨gliche
Challenges (e = 0 und e = 1) eine korrekte Response geben: Fu¨r einen von E gewa¨hlten
Zeugen ξ sei η1 die Antwort auf e = 0 und η2 die Antwort auf e = 1. Folglich ist ηk1 = ξ
und ηk2 = αξ (d.h. η
k
2α
−1 = ξ). Es folgt (η−11 η2)
k = α, d.h. E kennt eine k-te Wurzel von
As o¨ﬀentlichem Schlu¨ssel α.
Zero-Knowledge-Eigenschaft. R-FS ist Zero-Knowledge; denn fu¨r den Beweiser A und Ve-
riﬁzierer B existiert der folgende Polynomzeit-Simulator: Der Simulator wa¨hlt ein zufa¨lliges
η˜ ∈ G, wa¨hlt ein Zufallsbit e˜ ∈ {0, 1}, berechnet ξ˜ = α−e˜η˜k und gibt (ξ˜, e˜, η˜) aus. Die
Verteilung des Simulators ist polynomiell ununterscheidbar von der Wahrscheinlichkeitsver-
teilung fu¨r eine Ausgabe (ξ, e, η) als Resultat einer Identiﬁkationsrunde zwischen A und B.
Auch das Verhalten eines betru¨gerischen Veriﬁzierers, der dem Protokoll nicht folgt, kann
simuliert werden.
Wir beschreiben nun die parallele Version von R-FS.
Das Protokoll (Parallele Version)
Der Exponent k ∈ Z2 und die Parameter m, t ∈ Z>0 sind fu¨r alle Teilnehmer fest vorgegeben
(siehe unten, Parameterempfehlung).
Schlu¨sselerzeugung: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine endliche Abelsche Gruppe G;
wa¨hle fu¨r j ∈ {1, . . . ,m} zufa¨llige Elemente σj ∈ G und berechne αj = σkj .
As o¨ﬀentlicher Schlu¨ssel ist (G,α1, . . . , αm), As privater Schlu¨ssel ist (σ1, . . . , σm).
Identiﬁkation: Folgende Schritte werden t Mal wiederholt:
A wa¨hlt ein zufa¨lliges Gruppenelement 	 ∈ G (Commitment);
A berechnet das Gruppenelement ξ = 	k und sendet ξ an B (Zeuge, Witness);
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B wa¨hlt einen zufa¨lligen Bitvektor (e1, . . . , em) ∈ {0, 1}m und sendet (e1, . . . , em) an A
(Challenge);
A berechnet das Gruppenelement η = 	 ·∏mj=1 σejj und sendet η an B (Response).
B veriﬁziert, dass ηk = ξ ·∏mj=1 αejj .
B akzeptiert As Identita¨t genau dann, wenn die Veriﬁkation in allen t Runden positiv ausging.
Die parallele Version des R-Fiat-Shamir-Identiﬁkationsverfahrens ist abgeschlossen (complete),
was sich in Analogie zu 3.3.19 einfach zeigen la¨sst:
Proposition 3.3.20
Wenn A und B dem R-Fiat-Shamir-Identiﬁkationsprotokoll (Parallele Version) folgen, dann
ist die Veriﬁkation immer erfolgreich.
Sicherheit (Parallele Version)
Wir diskutieren die Sicherheit der parallelen Version von R-FS.
Sicherheitsannahme. Die Sicherheit der parallelen Version des R-FS-Identiﬁkationsverfahrens
basiert auf dem Problem, k-te Wurzeln zu berechnen (Wurzelproblem).
Betrugswahrscheinlichkeit. Erfolgreiches Raten der Challenge (e1, . . . , em) in allen t Runden
ermo¨glicht einem Angreifer, sich erfolgreich als beliebiger Teilnehmer A auszugeben. Die
Erfolgschance fu¨r einen solchen Angriﬀ betra¨gt 2−mt. Ein besserer Angriﬀ ist nicht bekannt
(siehe Lemma 3.3.21).
Soundness. Die parallele Version von R-FS ist sound. Dies folgt aus dem folgenden Lemma:
Lemma 3.3.21
Angenommen, ein Betru¨ger E kennt nicht die σj aus dem privaten Schlu¨ssel von A





j berechnen (cj ∈ {−1, 0, 1}, mindestens ein cj = 0). Dann akzep-
tiert ein legitimer Veriﬁzierer B den Versuch Es, sich als A auszugeben, ho¨chstens mit
Wahrscheinlichkeit 2−mt.
Beweis: E kann sich folgendermaßen erfolgreich als A ausgeben: Er ra¨t die t zufa¨lligen
Bitvektoren (e1, . . . , em) korrekt, wa¨hlt fu¨r jede der t Runden jeweils ein beliebiges η ∈ G,




j , sendet ξ als Zeugen und η als Response. Die Erfolgswahr-
scheinlichkeit fu¨r E ist dabei 2−m pro Runde und 2−mt fu¨r das gesamte Identiﬁkationsproto-
koll. Um diese Wahrscheinlichkeit zu erho¨hen, muss E wenigstens ein Element ξ so wa¨hlen,




1 , . . . , e
′′
m) probabili-
stisch in Polynomzeit k-te Wurzeln η′ von ξ ·∏mj=1 αe′jj und η′′ von ξ ·∏mj=1 αe′′jj berechnen









j , wobei cj ∈ {−1, 0, 1} und mindestens ein cj = 0 ist. Dies widerspricht
der Voraussetzung, denn E kann die vom Veriﬁzierer B vorgegebenen zufa¨lligen Bitvektoren




1 , . . . , e
′′
m) selbst wa¨hlen und dann eﬃzient ein Gruppenelement berechnen,
von dem wir annahmen, er ko¨nne es nicht. 
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Zero-Knowledge-Eigenschaft. Bei beliebiger Wahl des Parameters m und der Rundenanzahl
t ist die parallele Version von R-FS im Allgemeinen nicht Zero-Knowledge. Dennoch bleibt
die Sicherheit des Verfahrens auf Grund dessen Soundness-Eigenschaft gewahrt, sofern in
der zugrunde liegenden Gruppe nicht eﬃzient k-te Wurzeln berechnet werden ko¨nnen. Eine
analoge Situation liegt bei den Original-Protokollen [FS87] und [FFS88] vor. Der Verlust
der Zero-Knowledge-Eigenschaft bei der Parallelisierung von Identiﬁkationsprotokollen ist
aus der Fachliteratur bekannt als der Fall, in dem die Intuition fehlt (siehe [FFS88]).
Eﬃzienz (Parallele Version)
Wir diskutieren die Eﬃzienz der parallelen Version von R-FS.
Berechnungskomplexita¨t Der Beweiser A hat t Gruppenelemente zufa¨llig zu wa¨hlen und t
viele k-te Potenzen zu berechnen. Hierbei ist eine Vorberechnung komplett mo¨glich. Zudem
hat A im Durchschnitt mt2 (im schlechtesten Fall mt) viele Gruppenoperationen auszufu¨hren.
(Hier ist keine Vorberechnung mo¨glich.) Der Veriﬁzierer B hat ebenfalls t viele k-te Poten-
zen zu berechnen (keine Vorberechnung mo¨glich) und im Durchschnitt mt2 (im schlechtesten
Fall mt) viele Gruppenoperationen auszufu¨hren (B kann mit diesen Berechnungen begin-
nen, sobald er sich auf eine Challenge festgelegt hat.). Zudem hat der Veriﬁzierer t viele
Gleichheitsentscheide durchzufu¨hren. Die Berechnungskomplexita¨t kann folglich bei konstan-
tem Sicherheitsniveau minimiert werden, indem bei konstantem mt als Rundenzahl t = 1
gewa¨hlt wird. Hierdurch wird auch die Kommunikationslast minimiert, allerdings erreicht
der Speicherplatzbedarf fu¨r die Geheimnisse der Teilnehmer gleichzeitig ein Maximum, und
die Zero-Knowledge-Eigenschaft geht verloren.
Speicherplatzbedarf fu¨r Geheimnisse Die Teilnehmer beno¨tigen zur Speicherung ihrer Ge-
heimnisse (private Schlu¨ssel) Speicherplatz fu¨r m Gruppenelemente. Der Speicherplatzbe-
darf ist bei konstantem Sicherheitsniveau also minimal (bzw. maximal), wenn mt konstant
gehalten wird und m = 1 (bzw. t = 1) verwendet wird.
Kommunikationslast In der parallelen Version von R-FS werden 2t Gruppenelemente und mt
viele Bits u¨bertragen. Die Kommunikationslast ist bei konstantem Sicherheitsniveau also mi-
nimal (bzw. maximal), wenn mt konstant gehalten wird und t = 1 (bzw. m = 1) verwendet
wird.
Die Kommunikationslast kann zusa¨tzlich reduziert werden, indem der Beweiser A als Zeu-
gen in jeder Runde statt des Gruppenelementes ξ einen Hashwert von h(ξ) schickt. Die
Hashfunktion h wird in diesem Fall vorher fu¨r alle Teilnehmer festgelegt und vero¨ﬀentlicht.
Zur Veriﬁkation berechnet der Veriﬁzierer in jeder Runde ξ′ = ηk ·∏mj=1 α−ejj und pru¨ft, ob
h(ξ) = h(ξ′) gilt.
Empfehlung zur Parameterwahl (Parallele Version)
R-FS ist ein interaktives Identiﬁkationsverfahren, bei welchem dem Beweiser zufa¨llige Challenges
vorgelegt werden. Fu¨r geeignete Gruppen G ist kein besserer Angriﬀ bekannt, als die Challenges
in jeder Runde zu raten. In der analogen Situation im Originalverfahren [FS87] erla¨utern die
Autoren, ein Sicherheitsniveau von 2−20 reiche in der Praxis fu¨r fast alle Anwendungen aus. Wir
folgen dieser Parameterempfehlung fu¨r unser Verfahren; denn Identiﬁkationssysteme sind in der
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Regel so konstruiert, dass eine kleine Anzahl an Fehlversuchen unter dem Namen eines Teilnehmers
zum (tempora¨ren) Sperren des Teilnehmers fu¨hrt. In Analogie zu [FS87] empfehlen wir die Wahl
von t = 1 und m = 20. Diese Parameterwahl minimiert fu¨r das Sicherheitsniveau 2−20 sowohl die
Berechnungskomplexita¨t als auch die Kommunikationslast.
Zudem empfehlen wir die Verwendung von k ∈ {2, 3}, so dass die Sicherheit des R-FS-
Identiﬁkationsverfahrens auf der Schwierigkeit basiert, Quadratwurzeln bzw. Kubikwurzeln zu be-
rechnen.
(Es sei bemerkt, dass die Berechnung von Quadratwurzeln im Spezialfall imagina¨r-
quadratischer Zahlko¨rper – und nur da – polynomiell a¨quivalent zum Faktorisieren ganzer Zahlen7
ist. Ein ausfu¨hrlicher Beweis ﬁndet sich in [Mey97].)
R-Schnorr-Identiﬁkationsprotokoll
Wir stellen nun unser R-Schnorr-Identiﬁkationsprotokoll vor. Es handelt sich hier um eine Variante
des Schnorr-Identiﬁkationsprotokolls [Sch90]. Im Original-Schnorr-Identiﬁkationsprotokoll wird in
einer zyklischen Untergruppe der primen Restklassengruppe gerechnet, wobei die Untergruppe
prime Ordnung hat. Zudem werden die Exponenten modulo der primen Ordnung der Untergruppe
reduziert, welche allen Protokollteilnehmern bekannt ist. Wir modiﬁzieren das Protokoll so, dass es
in beliebigen endlichen Abelschen Gruppen anwendbar ist, insbesondere, wenn die Gruppenordnung
unbekannt, im Allgemeinen nicht prim und nicht eﬃzient berechenbar ist. Hierzu fu¨hren wir eine
beliebige Primzahl q ein und reduzieren die Exponenten im Protokoll modulo q.
Das Protokoll
Schlu¨sselerzeugung: A fu¨hrt die folgenden Schritte aus:
Wa¨hle eine endliche Abelsche Gruppe G und eine zufa¨llige 160-Bit-Primzahl q;
bestimme eine Approximation L ≈ |G| mit L  |G|;
wa¨hle ein zufa¨lliges Element γ ∈ G;
wa¨hle eine Zufallszahl a aus {2, . . . , L− 1} und berechne α = γ−a.
As o¨ﬀentlicher Schlu¨ssel ist (G, γ, α, q), As privater Schlu¨ssel ist a.
Identiﬁkation: A wa¨hlt eine Zufallszahl r aus {1, . . . , L− 1} (Commitment);
A berechnet das Gruppenelement 	 = γr und sendet 	 an B (Zeuge, Witness);
B wa¨hlt ein zuvor nicht benutztes e ∈ {2, . . . , q − 1} und sendet e an A (Challenge);
A berechnet ganze Zahlen y,  mit ae + r = q + y und 0  y < q;
A berechnet λ = γ;
A sendet (y, λ) (Response) an B.
B akzeptiert As Identita¨t genau dann, wenn γyαeλq = 	.
Das R-Schnorr-Identiﬁkationsverfahren ist abgeschlossen (complete), wie der folgende Satz
zeigt.
Satz 3.3.22
WennA undB dem R-Schnorr-Identiﬁkationsprotokoll folgen, dann ist die Veriﬁkation immer
erfolgreich.
7genauer: a¨quivalent zum Faktorisieren der Diskriminante des Zahlko¨rpers
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Beweis: Mit den Bezeichnungen von oben gilt γyαeλq = γae+r · γ−q · γ−ae · γq = γr = 	. 
Sicherheit
Die Sicherheit der von uns vorgestellten Variante R-Schnorr des Schnorr-Identiﬁkationsverfahrens





Ein Angreifer E, der in Polynomzeit das Wurzelproblem lo¨sen kann, kann sich erfolgreich als
beliebiger Teilnehmer ausgeben (impersonation attack).
Beweis: Folgendermaßen gibt sich ein Angreifer E, der in Polynomzeit das Wurzelproblem lo¨sen
kann, erfolgreich als Teilnehmer A aus: E besorgt sich As o¨ﬀentlichen Schlu¨ssel (G, γ, α, q), wa¨hlt
	˜ ∈ G, y˜ ∈ {2, . . . , q − 1} beliebig und sendet 	˜ an den Veriﬁzierer B. Der Angreifer E erha¨lt
von B die Challenge e und berechnet τ = 	˜γ−y˜α−e. Dann bestimmt E das Element λ˜ als q-te
Wurzel von τ . Da q eine zufa¨llig gewa¨hlte große Primzahl ist, teilt q die Gruppenordnung |G| mit
vernachla¨ssigbar kleiner Wahrscheinlichkeit. Aber nur in diesem Fall kann es vorkommen, dass τ
keine q-te Wurzel besitzt. Falls E keine q-te Wurzel aus τ ziehen kann, triﬀt er eine andere Wahl
fu¨r 	˜ und y˜ und beginnt von vorne. Falls er λ˜ als q-te Wurzel aus τ bestimmen kann, sendet E das
Paar (y˜, λ˜) als Response an B. Der Veriﬁzierer B akzeptiert den Identita¨tsnachweis fu¨r A, denn
es gilt γ˜y˜αeλ˜q = γ˜y˜αeτ = 	˜ . 
Wir diskutieren weitere Aspekte der Sicherheit des R-Schnorr-Signaturverfahrens.
Betrugswahrscheinlichkeit. Das korrekte Erraten der Challenge e ermo¨glicht einem Angreifer
E, sich erfolgreich als A auszugeben. E wa¨hlt hierzu beliebige y ∈ {0, . . . , q − 1} und
λ ∈ G, sendet dem Veriﬁzierer 	 = γyαeλq als Zeugen und sendet (y, λ) als Response. Bei
Anwendung dieses Angriﬀes hat E eine Erfolgschance von etwa 2−160. Ein besserer Angriﬀ
ist uns nicht bekannt.
Soundness. Es ist nicht bekannt, ob R-Schnorr sound ist. Fu¨r das Originalverfahren [Sch90] kann
die Soundness-Eigenschaft nachgewiesen werden (siehe [Sti95, Theorem 9.1]. Die Beweis-
technik fu¨r das Originalverfahren la¨sst sich nicht auf R-Schnorr u¨bertragen, da die Ordnung
des Basiselementes γ in unserem Fall unbekannt und im Allgemeinen nicht prim ist.
Zero-Knowledge-Eigenschaft. R-Schnorr ist nicht Zero-Knowledge, da kein Polynomzeit-
Simulator fu¨r den Beweiser A existiert. Denn ein Veriﬁzierer B lernt bei Ausfu¨hrung des
Protokolls eine Lo¨sung (	, y, λ) der Gleichung 	 = γyαeλq; eine solche Lo¨sung ha¨tte B ohne
Interaktion mit dem Prover A nicht selbst bestimmen ko¨nnen, wenn die Challenge e beispiels-
weise in Abha¨ngigkeit von 	 gewa¨hlt wird. Das Original-Schnorr-Identiﬁkationsverfahren ist
ebenso wenig Zero-Knowledge (siehe [MOV97, Kap. 10.4.4]).
Sicherheit (Zusammenfassung). Es ist unbekannt, ob R-Schnorr unter plausiblen Annahmen
sicher ist. Eine analoge Situation liegt fu¨r das Original-Schnorr-Identiﬁkationsverfahren vor
(siehe [Sti95, Kap. 9.2]). Das Originalverfahren ist genau wie unsere Modiﬁkation R-Schnorr
dennoch von praktischem Interesse, weil die Berechnungskomplexita¨t fu¨r den Beweiser und
die Kommunikationslast gering sind (siehe unten).
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Eﬃzienz
Wir diskutieren die Eﬃzienz des R-Schnorr-Identiﬁkationsverfahrens.
Berechnungskomplexita¨t R-Schnorr erfordert vom Beweiser A zwei Exponentiationen von
Gruppenelementen. Hiervon kann eine Exponentiation (mit Exponent in der Gro¨ßenordnung
der Gruppenordnung) komplett vorberechnet werden; die andere Exponentiation (mit Ex-
ponent ≈ 2160) muss zur Laufzeit durchgefu¨hrt werden, wobei Vorberechnungstechniken
eingesetzt werden ko¨nnen. Der Veriﬁzierer B hat eine simultane Exponentiation (mit 160-
Bit-Exponent) und einen Gleichheitstest durchzufu¨hren.
Speicherplatzbedarf fu¨r Geheimnisse Die Teilnehmer beno¨tigen zur Speicherung ihrer R-
Schnorr-Geheimnisse (private Schlu¨ssel) Speicherplatz fu¨r eine positive ganze Zahl in der
Gro¨ßenordnung der Gruppenordnung. Unsere Analyse aus Kapitel 4 zeigt: Bei Wahl eines
Stender-Ko¨rpers vom Grad 3 mit Diskriminante ∆ in der Gro¨ßenordnung von 2−182 ist
das Lo¨sen eines diskreten Logarithmusproblems oder eines Wurzelproblems nach heutigem
Kenntnisstand ebenso schwer wie das Faktorisieren eines RSA 1024-Bit-Modulus. Bei der
genannten Wahl des Stender-Ko¨rpers erwarten wir die Gruppenordnung (Klassenzahl) in der
Gro¨ßenordnung |∆|0.45 ∼ 2182. Zur Speicherung des R-Schnorr-Geheimnisses beno¨tigt ein
Teilnehmer im Beispiel der genannten Wahl der Klassengruppe eines Stender-Ko¨rpers also
182 Bits.
Kommunikationslast Im R-Schnorr-Protokoll werden zwei 160-Bit-Zahlen und zwei Gruppen-
elemente u¨bertragen. Die Kommunikationslast kann reduziert werden, indem der Beweiser
A als Zeugen statt des Gruppenelementes 	 einen Hashwert von 	 schickt. Die Hashfunktion
wird in diesem Fall vorher fu¨r alle Teilnehmer festgelegt und vero¨ﬀentlicht; zur Veriﬁkation
berechnet der Veriﬁzierer 	′ = γyαeλq und pru¨ft, ob h(	) = h(	′) gilt.
Empfehlung zur Parameterwahl
R-Schnorr ist ein interaktives Identiﬁkationsverfahren, bei welchem dem Beweiser zufa¨llige Challen-
ges vorgelegt werden. Fu¨r geeignete Gruppen G ist kein besserer Angriﬀ bekannt, als die Challenges
in jeder Runde zu raten. Um Oﬄine-Attacken auszuschließen, empfehlen wir die Wahl einer Prim-
zahl q in der Gro¨ßenordnung 2160 (siehe oben). Hiermit erhalten wir ein Sicherheitsniveau von
2−160.
Gema¨ß der Meinung von anerkannten Experten (siehe z.B. [FS87], [MOV97, Kap. 10.4.2])
genu¨gt ein Sicherheitsniveau von 2−20 in der Praxis fu¨r fast alle Anwendungen; denn Identiﬁkati-
onssysteme sind in der Regel so konstruiert, dass eine kleine Anzahl an Fehlversuchen unter dem
Namen eines Teilnehmers zum (tempora¨ren) Sperren des Teilnehmers fu¨hrt. Daher empfehlen wir,
die Challenge e im R-Schnorr-Identiﬁkationsverfahren zur Reduzierung der Berechnungskomple-
xita¨t wie folgt zu wa¨hlen: 1 < e  2t < q, wobei t ∈ Z>0, z.B. t = 20). Hierdurch reduzieren wir
das Sicherheitsniveau auf 2−t (also z.B. auf 2−20).
Weitere Identiﬁkationsprotokolle
In endlichen Abelschen Gruppen, die den Anforderungen aus Abschnitt 4.2 genu¨gen, (also z.B.
in den in Abschnitt 4.3 vorgestellten Klassengruppen algebraischer Zahlko¨rper) la¨sst sich auch
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die die Ohta-Okamoto-Variante [OO90, OO88] des Guillou-Quisquater-Identiﬁkationsverfahrens
implementieren. Diese haben wir implizit in Abschnitt 3.3.5.2 vorgestellt und zur Konstruktion
des Signaturverfahrens DC-GQ mit designiertem Signierer verwendet.
3.3.5.5 Bit Commitment und fairer Mu¨nzwurf
Wir stellen in diesem Abschnitt zwei neue Bit Commitment-Verfahren vor. Wir zeigen, dass die
Verfahren sicher in Gruppen sind, welche den Anforderungen aus Abschnitt 4.2 genu¨gen.
Bit Commitment basierend auf dem Wurzelproblem
Setup: Die Teilnehmer einigen sich auf eine endliche Abelsche Gruppe G und eine hinreichend
große Primzahl p mit 2t−1 < p  2t fu¨r einen Sicherheitsparameter t ∈ Z>0 (man kann in
Analogie zur Wahl der Untergruppenordnung im Original-DSA-Verfahren [18694] t = 160
wa¨hlen);
B wa¨hlt ein zufa¨lliges Gruppenelement µ ∈ G− {1} und sendet µ an A.
Commitment: A u¨berpru¨ft, dass µ ∈ G− {1};
A wa¨hlt b ∈ {0, 1}, wa¨hlt ein zufa¨lliges Gruppenelement ξ ∈ G − {1} und berechnet den
Blob η = BCµ(b, ξ) = µbξp;
A sendet η an B.
O¨ﬀnen des Blobs: A vero¨ﬀentlicht b ∈ {0, 1} und ξ ∈ G− {1}.
Veriﬁkation: B veriﬁziert, dass η = µbξp.
Satz 3.3.24
Obiges Bit Commitment-Verfahren ist sicher, falls es probabilistisch in Polynomzeit unmo¨glich
ist, folgendes zu tun:
1. Falls p  |G|, lo¨se ein spezielles p-tes Wurzelproblem.
2. Falls p | |G|, entscheide, ob zu vorgegebenem α ∈ G eine p-te Wurzel ξ ∈ G existiert.
Beweis:
Verbindlichkeit (binding). Oﬀensichtlich kann A den Blob spa¨ter durch Vero¨ﬀentlichung
von ξ o¨ﬀnen. Angenommen, ein Betru¨ger A ko¨nnte einen Blob sowohl zu b = 1 als auch zu
b = 0 o¨ﬀnen. Dann mu¨sste A Gruppenelemente ξ1, ξ2 ∈ G−{1} kennen mit µξp1 = ξp2 . Der
Betru¨ger ko¨nnte also zu vorgegebenem beliebigem Element µ ∈ G − {1} mit ξ2ξ−11 eine
p-te Wurzel berechnen, im Widerspruch zur Voraussetzung.
Geheimhaltung (concealing). Angenommen, ein Betru¨ger B ko¨nne im Protokoll ein Grup-
penelement µ ∈ G − {1} so wa¨hlen, dass er anschließend einen Blob η o¨ﬀnen kann.
Dann kann B zu vorgegebenem η ∈ G entscheiden, ob ein ξ ∈ G − {1} existiert mit
η = µξp (⇔ ηµ−1 = ξp) oder ob ein solches ξ existiert mit η = ξp.
Fall 1: B wa¨hlte µ so (evtl. ohne sich dessen bewusst zu sein), dass fu¨r alle υ ∈ G gilt
µ = υp. Hieraus folgt p | |G|. Also kann B zu vorgegebenem η ∈ G entscheiden, ob η eine
p-te Wurzel in G besitzt. Widerspruch zur Voraussetzung.
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Fall 2: B wa¨hlte µ so (evtl. ohne sich dessen bewusst zu sein), dass ein υ ∈ G existiert mit
µ = υp. Also kann B zu vorgegebenem η ∈ G entscheiden, ob A die Wahl b = 1 getroﬀen
hat (d.h. η = (υξ)p fu¨r ein υ ∈ G) oder ob A sich fu¨r b = 0 entschieden hat (d.h. η = ξp).
Dies zu entschieden ist B aber unmo¨glich, da A ξ zufa¨llig in G − {1} gewa¨hlt hat und fu¨r
ﬁxes ξ und variables υ ∈ G alle Gruppenelemente durchlaufen werden.

Bit Commitment basierend auf dem diskreten Logarithmusproblem
Setup: Die Teilnehmer einigen sich auf eine endliche Abelsche Gruppe G, eine Approximation L
der Gruppenordnung |G| und ein zufa¨lliges Gruppenelement α ∈ G− {1};
B wa¨hlt ein zufa¨lliges Gruppenelement µ ∈ G− {1} und sendet µ an A.
Commitment: A u¨berpru¨ft, dass µ ∈ G− {1};
A wa¨hlt b ∈ {0, 1}, wa¨hlt ein zufa¨lliges x ∈ {1, . . . , L − 1} und berechnet den Blob η =
BCµ(b, x) = µbαx;
A sendet η an B.
O¨ﬀnen des Blobs: A vero¨ﬀentlicht b ∈ {0, 1} und x ∈ {1, . . . , L− 1}.
Veriﬁkation: B veriﬁziert, dass η = µbαx.
Satz 3.3.25
Obiges Bit Commitment-Verfahren ist sicher, falls es probabilistisch in Polynomzeit unmo¨glich
ist, folgendes zu tun:
1. Falls G zyklisch ist, berechne einen diskreten Logarithmus in G.
2. Falls G nicht zyklisch ist, entscheide, ob zu vorgegebenen Elementen α, β ∈ G der
diskrete Logarithmus logα β existiert.
Beweis:
Verbindlichkeit (binding). Oﬀensichtlich kann A den Blob spa¨ter durch Vero¨ﬀentlichung von
x o¨ﬀnen. Angenommen, ein Betru¨ger A ko¨nnte einen Blob sowohl zu b = 1 als auch zu b = 0
o¨ﬀnen. Dann mu¨sste A zu beliebigem µ ∈ G− {1} Zahlen x1, x2 ∈ {1, . . . , L− 1} kennen
mit µαx1 = αx2 . Wegen µ = αx2−x1 ko¨nnte der Betru¨ger also zu vorgegebenem beliebigem
Element µ ∈ G − {1} den diskreten Logarithmus logα µ berechnen, im Widerspruch zur
Voraussetzung.
Geheimhaltung (concealing). Angenommen, ein Betru¨ger B ko¨nne im Protokoll ein Grup-
penelement µ ∈ G − {1} so wa¨hlen, dass er anschließend einen Blob η o¨ﬀnen kann. Dann
kann B zu vorgegebenem η ∈ G entscheiden, ob eine positive ganze Zahl x existiert mit
η = µαx (⇔ ηµ−1 = αx) oder ob ein solches x existiert mit η = αx.
Fall 1: B wa¨hlte µ ∈ 〈α〉 (evtl. ohne sich dessen bewusst zu sein). Also kann B zu vorgege-
benem η ∈ G entscheiden, ob η ∈ 〈α〉 oder η ∈ 〈α〉, im Widerspruch zur Voraussetzung.
Fall 2: B wa¨hlte µ ∈ 〈α〉 (evtl. ohne sich dessen bewusst zu sein). Also kann B zu vorge-
gebenem η ∈ G entscheiden, ob A die Wahl b = 1 getroﬀen hat (d.h. η = αy+x fu¨r eine
positive ganze Zahl y) oder ob A sich fu¨r b = 0 entschieden hat (d.h. η = αx). Dies zu
entschieden ist B aber unmo¨glich, da A die Zahl x zufa¨llig in {1, . . . , L− 1} gewa¨hlt hat.
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Optimierung der Verfahren Stinson [Sti95, Kap. 13] verfeinert den Begriﬀ der Geheimhal-
tung des Blobs wie folgt: Ein Bit Commitment-Verfahren heißt computational concealing (bere-
chenbar geheimhaltend), wenn kein Angreifer das Bit b probabilistisch in Polynomzeit aus dem
Blob BC(b, x) berechnen kann. Ein Bit Commitment-Verfahren heißt unconditional concealing
(uneingeschra¨nkt geheimhaltend), wenn kein Angreifer mit unbeschra¨nkten Ressourcen das Bit b
aus dem Blob BC(b, x) berechnen kann.
Beide von uns vorgestellte Bit Commitment-Verfahren sind computational concealing. Das
erste der beiden Bit Commitment-Verfahren wird unconditional concealing, wenn ein Trust Center
jeweils ein zufa¨lliges Gruppenelement µ vorgibt, welches p-te Potenz in G ist. Das zweite Bit
Commitment-Verfahren wird unconditional concealing, wenn ein Trust Center jeweils ein zufa¨lliges
Gruppenelement µ vorgibt, welches in der von α erzeugten Untergruppe in G ist.
Fairer Mu¨nzwurf
Mittels Bit Commitment-Verfahren la¨sst sich ein fairer Mu¨nzwurf realisieren, bei dem die
beiden Teilnehmer keine Sichtverbindung zueinander haben. Hierbei legt sich A auf ein Bit b
fest und u¨bergibt an B den generierten Blob η. B ra¨t nun den Wert von b, und A o¨ﬀnet den
Blob, um b oﬀenzulegen. Hat B richtig geraten, ist das Resultat des virtuellen Mu¨nzwurfs 1,
andernfalls 0. Auf die gleiche Art und Weise ko¨nnen zwei Parteien einen gemeinsamen zufa¨lligen
Schlu¨ssel aushandeln, ohne dass eine von beiden Parteien Einﬂuss auf den Schlu¨ssel hat: Fu¨r jedes




Die NF-Kryptoverfahren sollen in der Praxis eﬃzient sein und ein gewu¨nschtes messbares Sicher-
heitslevel u¨bersteigen. Als Maßstab fu¨r das Sicherheitslevel sollen uns dabei in der Praxis ga¨ngige
Public-Key-Systeme dienen wie z.B. RSA-1024 Bit. In diesem Kapitel erla¨utern wir, wie Klassen-
gruppen algebraischer Zahlko¨rper ausgewa¨hlt werden sollen, um die beiden genannten Ziele zu
erreichen.
Bislang war vollkommen unklar, wie fu¨r NF-Kryptoverfahren die Schlu¨ssella¨nge, d.h. die Diskri-
minante und der Grad eines algebraischen Zahlko¨rpers, gewa¨hlt werden soll, um ein gewu¨nschtes
Sicherheitsniveau zu erhalten. Mit la¨ngeren Schlu¨sseln wird es schwieriger, das zugrunde liegende
mathematische Problem zu lo¨sen, um das jeweilige NF-Kryptoverfahren zu brechen. Zur Analyse,
welche Schlu¨ssella¨ngen zu wa¨hlen sind, muss man die Laufzeit des schnellsten Verfahrens kennen,
welche das jeweilige NF-Kryptoverfahren bricht. Dazu sind keine schnelleren Methoden bekannt
als das zugrunde liegende mathematische Problem zu lo¨sen. Wir werden sehen: Die schnellsten
Algorithmen zum Lo¨sen des Wurzelproblems, des diskreten Logarithmusproblems und des Diﬃe-
Hellman-Problems in Klassengruppen algebraischer Zahlko¨rper sind Varianten von Buchmanns
Klassengruppenalgorithmus ([Buc89], siehe auch [Coh95]).
In diesem Kapitel schließen wir diese Lu¨cke und erkla¨ren, wie Schlu¨ssella¨ngen in NF-
Kryptoverfahren zu wa¨hlen sind, um ein gewu¨nschtes Sicherheitslevel zu erreichen. Dabei wenden
wir das Modell [LV01] von Lenstra und Verheul an. Somit ko¨nnen wir abscha¨tzen, welche
Schlu¨ssella¨ngen in der Zukunft zu wa¨hlen sind, um ein Sicherheitsniveau zu erhalten, welches
dem traditioneller Kryptosysteme bei den in [LV01] angegebenen Schlu¨ssella¨ngen entspricht.
Wir werden sehen, dass Diskriminanten der La¨nge 404 Bits (550 Bits) in kubischen Stender-
Ko¨rpern nach heutigem Kenntnisstand die gleiche Sicherheit bieten wie RSA-Moduli der La¨nge
1024 Bits (2048 Bits). Der schnellste Algorithmus zum Brechen der Kryptoverfahren u¨ber ima-
gina¨r-quadratischen Zahlko¨rpern hat bekanntermaßen die Komplexita¨t L(|∆|)[12 , 1 + o(1)] =
e(1+o(1)) ln (|∆|)
1
2 ln (ln (|∆|)) 12 ([HM00]). Daher entsprechen obige Diskriminantenla¨ngen 687 Bit-
Diskrimanten (1208 Bit-Diskrimanten) eines imagina¨r-quadratischen Zahlko¨rpers ([HM00]).
Wir gehen in diesem Kapitel folgendermaßen vor:
Wir beschreiben die nach heutigem Kenntnisstand denkbaren Angriﬀe auf die NF-
Kryptoverfahren (Abschnitte 4.1.1 bis 4.1.6). Hierbei nehmen wir an, die Kryptoverfahren
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ko¨nnten nur durch Lo¨sen des jeweils zugrunde liegenden algorithmischen Problems gebrochen
werden. Wir geben die Komplexita¨t der Angriﬀe an und berichten, sofern vorhanden, u¨ber
praktische Erfahrungen mit deren Eﬃzienz. Insbesondere untersuchen wir die Laufzeit von
Buchmanns Klassengruppenalgorithmus und verbessern bisherige Komplexita¨tsresultate.
Nun analysieren wir, wie groß die in den Komplexita¨ten der Angriﬀe fu¨hrenden Terme sein
mu¨ssen, damit die jeweiligen Angriﬀe in der Praxis zu ineﬃzient sind. Hieraus folgen notwendige
Bedingungen fu¨r kryptographisch geeignete Klassengruppen algebraischer Zahlko¨rper (Abschnitt
4.2).
Dann erkla¨ren wir, wie man Zahlko¨rper und Klassengruppen erzeugt, die diesen Bedingungen
genu¨gen (Abschnitt 4.3). Insbesondere mu¨ssen die Zahlko¨rper einen kleinen Regulator und eine
große Klassenzahl besitzen. Hier sind wir mit dem Problem konfrontiert, dass sich Zahlko¨rper vom
Grad > 2 normalerweise genau umgekehrt verhalten (großer Regulator und kleine Klassenzahl).
Dennoch gelingt es uns, Kandidaten fu¨r kryptographisch geeignete Klassengruppen vorzustellen
und im anschließenden Abschnitt 4.4 deren kryptographische Eignung nachzuweisen.
Zur weiteren Analyse ist es wichtig, den nach heutigem Kenntnisstand schnellsten Algorithmus
zu identiﬁzieren, welcher das Kryptosystem durch Lo¨sen des zugrunde liegenden algorithmischen
Problems bricht. Zudem muss eine die Laufzeit dieses Algorithmus approximierende Funktion
bekannt sein. In der Praxis gibt es ha¨uﬁg nicht einen einzigen Algorithmus, der alle Instanzen eines
algorithmischen Problems eﬃzient lo¨st. Besitzt ein algebraischer Zahlko¨rper beispielsweise eine
große Diskriminante und eine glatte Klassenzahl, so lo¨st unser (p-1)-Algorithmus aus Abschnitt
4.1.5 am schnellsten ein beliebiges Wurzelproblem in der betreﬀenden Klassengruppe; bei großer
Diskriminante und großem Primteiler in der Klassenzahl ist aber Buchmanns Algorithmus am
schnellsten. Wir werden dennoch Buchmanns Algorithmus als fu¨r alle zugelassenen Situationen
schnellsten Algorithmus identiﬁzieren, da wir durch geschickte Wahl der algebraischen Zahlko¨rper
Randfa¨lle ausschließen ko¨nnen, in denen andere Algorithmen eﬃzienter als Buchmanns Algorith-
mus sind.
(Die Identiﬁkation des schnellsten Algorithmus erfolgt in Abschnitt 4.1, der Ausschluss der
Randfa¨lle in den Abschnitten 4.1 bis 4.4.)
Schließlich zeigen wir in Abschnitt 4.5, wie die Schlu¨ssella¨nge (Diskriminante) eines alge-
braischen Zahlko¨rpers in Abha¨ngigkeit vom Zahlko¨rpergrad gewa¨hlt werden muss, um fu¨r ein
NF-Kryptoverfahren ein gewu¨nschtes Sicherheitslevel zu erhalten. Wir gehen aus von Laufzeitmes-
sungen des eﬃzientesten Algorithmus zum Brechen der NF-Kryptosysteme (Buchmanns Klassen-
gruppenalgorithmus) fu¨r betragsma¨ßig ku¨nstlich kleine Diskriminanten. Mit Kenntnis der von uns
in Abschnitt 4.1.6 bewiesenen approximierenden Laufzeitfunktion erhalten wir durch Extrapolation
die erwartete Laufzeit fu¨r betragsma¨ßig gro¨ßere Diskriminanten (die fu¨r kryptographische Anwen-
dungen realistischer sind). Die auf gro¨ßere Eingabeparameter extrapolierten Laufzeiten entspre-
chen gewissen Sicherheitsniveaus fu¨r die NF-Kryptosysteme. Dann wenden wir das Modell [LV01]
von Lenstra und Verheul an, um unsere Schlu¨ssella¨ngen mit entsprechenden Schlu¨ssella¨ngen von
RSA, ECDSA und mit den entsprechenden Schlu¨ssella¨ngen der Kryptoverfahren u¨ber imagina¨r-
quadratischen Zahlko¨rpern zu vergleichen. Dabei entspricht die Schlu¨ssella¨nge eines anderen Kryp-
tosystems einer Schlu¨ssella¨nge unserer NF-Kryptosysteme, wenn der gleiche Berechnungsaufwand
(d.h. die gleiche Anzahl an MIPS-Jahren) notwendig ist, um beide Kryptosysteme zu brechen. Wir
sagen dann auch, die Kryptosysteme bo¨ten die gleiche Sicherheit und sprechen von sicherheits-
technisch a¨quivalenten Schlu¨ssella¨ngen.
In diesem Kapitel ist der folgende Begriﬀ von Bedeutung:
82 Auswahl kryptographisch geeigneter Klassengruppen
Deﬁnition 4.0.26
Sei B ∈ R>0. Wir nennen eine ganze Zahl B-glatt, wenn sie ausschließlich Primteiler kleiner
oder gleich B besitzt.
4.1 Angriﬀe auf die NF-Kryptoverfahren
Ziel dieses Abschnittes ist es, den in der Praxis eﬃzientesten Algorithmus zum Brechen der NF-
Kryptoverfahren aus Kapitel 3 zu identiﬁzieren. Wir betrachten nur Angriﬀe durch Lo¨sen der
zugrunde liegenden algorithmischen Probleme, also des Wurzelproblems, des diskreten Logarith-
musproblems und des Diﬃe-Hellman-Problems in Klassengruppen algebraischer Zahlko¨rper.
In Abschnitt 3.1 haben wir gezeigt, dass man das Wurzelproblem in der Praxis durch Lo¨sen des
Klassenzahlproblems und anschließender Anwendung einer Polynomzeitreduktion lo¨st. Das Klas-
senzahlproblem kann man durch Lo¨sen eines diskreten Logarithmusproblems in der Klassengruppe
lo¨sen. Auch das Diﬃe-Hellman-Problem lo¨st man durch Berechnung eines diskreten Logarithmus.
Daher stellen wir die bekannten (mehr oder minder eﬃzienten) Algorithmen zur Berechnung
der Klassenzahl und diskreter Logarithmen in Klassengruppen algebraischer Zahlko¨rper vor. Sei G
eine endliche Abelsche Gruppe, und seien α, β ∈ G beliebige Gruppenelemente. Dann beziehen
wir uns im Folgenden beim diskreten Logarithmusproblem darauf, eine ganzzahlige Lo¨sung x der
folgenden Gleichung zu ﬁnden:
αx = β (4.1)
Wir unterscheiden dabei zwischen generischen Algorithmen und nicht-generischen Algorithmen.
Einen Algorithmus, der auf einer endlichen Abelschen Gruppe G operiert, bezeichnen wir als gene-
risch, wenn er keine speziellen Eigenschaften der Gruppe ausnutzt und in allen Gruppen anwendbar
ist, in denen sich folgende Operationen fu¨r beliebige Gruppenelemente α, β ∈ G ausfu¨hren lassen:
1. die Gruppenoperation α · β
2. Berechnung des Inversen α−1
3. Gleichheitsentscheid α
?= β
Wir skizzieren jeweils die Kernidee der Algorithmen und geben deren Komplexita¨t an. Eine
Sonderrolle kommt hier dem Klassengruppen-speziﬁschen (d.h. nicht-generischen) Buchmann-
Algorithmus zu. Denn dessen Komplexita¨t und praktische Eﬃzienz bei Anwendung in den
von uns vorgeschlagenen Klassengruppen ist bis heute unbekannt. Wir analysieren Buchmanns
Algorithmus daher detailliert in Abschnitt 4.1.6. Tatsa¨chlich erweist sich Buchmanns Algorithmus
in unserem Kontext in der Praxis als eﬃzienter als alle anderen Algorithmen.
Als Referenzkomplexita¨t fu¨r ein schwieriges algorithmisches Problem betrachten wir den Auf-
wand zur Faktorisierung einer RSA-1024-Bit-Zahl mit dem schnellsten bekannten Algorithmus,
dem General Number Field Sieve (GNFS). Hier mu¨ssen etwa 6.01 · 1010 MIPS-Jahre aufgebracht
werden. In Klassengruppen kubischer Zahlko¨rper entspricht dies dem Durchfu¨hren von etwa 257
Gruppenoperationen1. Wenn wir na¨mlich die plausible Annahme machen, dass ein 400 MIPS-
Rechner 25 msec zum Durchfu¨hren einer Gruppenoperation (Idealmultiplikation und Reduktion)
beno¨tigt, so fu¨hrt der 400 MIPS-Rechner bis zu 40 Gruppenoperationen in einer Sekunde aus. Fu¨r
1In Zahlko¨rpern ho¨herer Grade entspricht dies weniger als 257 Gruppenoperationen.
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1 MIPS-Jahr viele Bitoperationen beno¨tigt der 400 MIPS-Rechner 1400 · (60 · 60 · 24 · 365) sec.
Folglich entsprechen auf einem 400 MIPS-Rechner 6.01 · 1010 MIPS-Jahre folgender Anzahl an
Gruppenoperationen in Klassengruppen algebraischer Zahlko¨rper:
6.01 · 1010 · 1
400
· (60 · 60 · 24 · 365) · 40 ≈ 257 =: Atotal
4.1.1 Baby-Step-Giant-Step-Algorithmus
Der Algorithmus Wir diskutieren zuna¨chst den generischen Baby-Step-Giant-Step-
Algorithmus von Shanks [Sha71]. Die Kenntnis der Gruppenordnung |G| wird nicht
beno¨tigt; statt dessen kann mit einer groben Approximation von |G| gearbeitet werden.
(Die Variante von Terr [Ter99] kommt sogar ohne Kenntnis der Gro¨ßenordnung von |G|
aus.) Das diskrete Logarithmusproblem (4.1) wird hier wie folgt gelo¨st: Sei m = √|G|+1,
dann existieren x1, x2 ∈ {0, . . . ,m} mit x = x1m + x2, x2 = m. Wenn αx = β ist, dann
gilt αx1m = α−x2β. Zuna¨chst wird eine Menge M = {αmi | 0  i  m} berechnet (die
giant steps). Dann wird gepru¨ft, ob eines der Elemente α−jβ fu¨r j ∈ {0, . . . ,m− 1} in M
liegt (die baby steps). Falls dies der Fall ist, so ergibt sich wegen αmi = α−jβ die Lo¨sung
x = mi + j. Falls keins der Elemente α−jβ in M liegt, so hat (4.1) keine Lo¨sung.
Komplexita¨t Shanks Baby-Step-Giant-Step-Algorithmus ist deterministisch und hat Zeit- und
Platzkomplexita¨t O(
√|G|) mit minimaler O-Konstante > 1. Verfeinerungen des Algorith-
mus und detaillierte Komplexita¨tsanalysen ﬁnden sich beispielsweise in [BJT97]. Dort wird
auch u¨ber praktische Erfahrungen bei der Implementierung des Algorithmus berichtet.
Schlussfolgerung Das Faktorisieren einer RSA-1024-Bit-Zahl mit dem General Number Field
Sieve ist so aufwa¨ndig wie das Durchfu¨hren von 257 Gruppenoperationen in der Klas-
sengruppe eines kubischen Stender-Zahlko¨rpers (siehe oben). Der Baby-Step-Giant-Step-
Algorithmus beno¨tigt mindestens 257 viele Gruppenoperationen, wenn ordα  2114. Da-
mit der Baby-Step-Giant-Step-Algorithmus in der Praxis nicht erfolgreich durchfu¨hrbar ist,
mu¨ssen wir dafu¨r Sorge tragen, dass die Ordnung ordα eines zufa¨llig gewa¨hlten Elementes
α ∈ G hinreichend groß ist. In Abschnitt 4.2 werden wir zeigen, dass wir daher |∆|  2253
fordern mu¨ssen.
4.1.2 Pohlig-Hellman-Algorithmus
Der Algorithmus Der Pohlig-Hellman-Algorithmus [PH78] lo¨st das Problem (4.1), falls eine
Faktorisierung der Gruppenordnung in paarweise teilerfremde Zahlen gegeben ist: |G| =∏k
i=1 mi, ggT (mi,mj) = 1 fu¨r i = j. Durch Potenzierung beider Seiten der Gleichung
(4.1) zur Potenz mmi projiziert man das Problem (4.1) fu¨r i = 1, . . . , k in eine Untergruppe
Gi von G der Ordnung mi. Fu¨r das so entstehende DL-Problem in Gi ﬁnde man eine
Lo¨sung xi mod mi. Hierzu wird ein beliebiger Algorithmus angewendet, beispielsweise der
Baby-Step-Giant-Step-Algorithmus aus Abschnitt 4.1.1. Die so erhaltenen Teillo¨sungen xi
mod mi setzt man mit dem Chinesischen Restsatz (siehe z.B. [Coh95]) zu einer Lo¨sung x
mod |G| von (4.1) zusammen.
Komplexita¨t Bei bekannter Faktorisierung |G| = ∏ki=1 mi und gro¨ßtem Primteiler p von |G|
muss man bei Kombination des Pohlig-Hellman-Algorithmus mit dem Baby-Step-Giant-Step-
Algorithmus mindestens
√
p viele Gruppenoperationen ausfu¨hren.
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Schlussfolgerung Der Pohlig-Hellman-Algorithmus erfordert die Kenntnis der Primfaktorzerle-
gung der Gruppenordnung bzw. der Elementordnung von α oder eines kleinen Vielfachen.
Der Erfolg des Pohlig-Hellman-Algorithmus wird in der Praxis verhindert, wenn die genann-
ten Ordnungen (oder ein kleines Vielfaches) nicht berechnet werden ko¨nnen. Hierzu muss bei
Verwendung von Klassengruppen algebraischer Zahlko¨rper die Diskriminante dem Betrage
nach groß sein.
4.1.3 Pollards Algorithmen
Der Algorithmus Pollards Rho-Algorithmus [Pol78] setzt die exakte Kenntnis der Gruppen-
ordnung voraus. Somit ist der Algorithmus in den von uns in Abschnitt 4.3 vorgeschlagenen
Klassengruppen nicht anwendbar. (Bei bekannter Gruppenordnung ist die erwartete Laufzeit
zur Lo¨sung von (4.1) O(
√|G|) viele Gruppenoperationen bei konstantem Speicherplatzbe-
darf.)
Pollards Lambda-Algorithmus [Pol78] kann nur benutzt werden, wenn bekannt ist, dass eine
Lo¨sung x von (4.1) existiert und in einem speziﬁzierten Intervall der La¨nge w liegt.
Komplexita¨t Bei bekanntem Lo¨sungsintervall der La¨nge w beno¨tigt Pollards Lambda-
Algorithmus O(
√
w) viele Gruppenoperationen und in der Relation hierzu wenig
Speicherplatz. Der Lambda-Algorithmus ist vom Typ Monte Carlo, d.h. er gibt mit
einer gewissen Fehlerwahrscheinlichkeit ein falsches Resultat aus. Durch Verwendung
des speziﬁzierten Intervalls {1, . . . , L} mit L ≈ |G| kann der Lambda-Algorithmus auch
angewendet werden, wenn lediglich eine Approximation L fu¨r die Gruppenordnung, nicht
aber ein kleineres Lo¨sungsintervall bekannt ist. Der Lambda-Algorithmus beno¨tigt dann
etwa O(
√|G|) viele Gruppenoperationen.
Schlussfolgerung In unserem Kontext – der Klassengruppe G = Cl(∆) eines algebraischen
Zahlko¨rpers – ist die Gruppenordnung |G| unbekannt. Den Lambda-Algorithmus ko¨nnen
wir in der Untergruppe 〈α〉 der Gruppe G anwenden. Ist ordα  L fu¨r eine Schranke
L, so beno¨tigt Pollards Lambda-Algorithmus etwa O(
√
L) viele Gruppenoperationen. Um
den Erfolg von Pollards Lambda-Algorithmus in der Praxis zu verhindern, muss ordα groß
sein. Das Faktorisieren einer RSA-1024-Bit-Zahl mit dem General Number Field Sieve ist
so aufwa¨ndig wie das Durchfu¨hren von 257 Gruppenoperationen in der Klassengruppe eines
kubischen Stender-Zahlko¨rpers (siehe oben). Pollards Lambda-Algorithmus beno¨tigt min-
destens 257 viele Gruppenoperationen, wenn ordα  2114, wenn also |∆|  2253 (siehe
Abschnitt 4.2).
4.1.4 Index-Calculus-Algorithmus
Der Algorithmus Index-Calculus-Methoden nutzen in gewisser Weise den Hauptsatz u¨ber
endliche Abelsche Gruppen aus: Fu¨r jede endliche Abelsche Gruppe G existieren Zahlen
m1, . . . ,mk ∈ Z2, k ∈ Z1 mit mi | mi+1 und
G ∼= Z/m1Z× . . .× Z/mkZ (4.2)
Index-Calculus-Methoden faktorisieren auf der linken Seite von (4.2) und nutzen Methoden
der Linearen Algebra auf der rechten Seite von (4.2). Index-Calculus-Methoden bilden die
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Faktorgruppe, die von in gewisser Weise primen Elementen A erzeugt wird modulo einer
Menge B von multiplikativen Identita¨ten: 〈A〉/B. Wenn G durch eine solche Faktorgruppe
dargestellt ist, fu¨hren Faktorisierungen in A zu Identita¨ten in G. Auf diese Weise ko¨nnen
durch Anwendung von Methoden der Linearen Algebra die mi in (4.2) und diskrete Loga-
rithmen in G berechnet werden.
Komplexita¨t Index-Calculus-Algorithmen haben in der Regel eine in der bina¨ren La¨nge der
Diskriminante subexponentielle Laufzeit. Der eﬃzienteste heute bekannte Index-Calculus-
Algorithmus fu¨r Klassengruppen algebraischer Zahlko¨rper ist der Algorithmus von Buchmann
[Buc89]. U¨ber dessen praktische Laufzeit ist wenig bekannt. In Abschnitt 4.1.6 stellen wir
Buchmanns Algorithmus vor und untersuchen dessen praktisches Laufzeitverhalten.
Schlussfolgerung Zur Verhinderung des Erfolges von Index-Calculus-Methoden muss bei Ver-
wendung von Klassengruppen algebraischer Zahlko¨rper die Diskriminante dem Betrage nach
hinreichend groß gewa¨hlt werden. Insgesamt stellt sich heraus, dass bei Verwendung kryp-
tographisch geeigneter Klassengruppen algebraischer Zahlko¨rper die Anwendung von Buch-
manns Algorithmus im Allgemeinen fu¨r einen Angreifer am Aussichtsreichsten erscheint.
Das Faktorisieren einer RSA-1024-Bit-Zahl mit dem General Number Field Sieve ist so
aufwa¨ndig wie das Durchfu¨hren von 257 Gruppenoperationen in der Klassengruppe eines ku-
bischen Stender-Zahlko¨rpers (siehe oben). In Abschnitt 4.5 werden wir sehen: Buchmanns
Algorithmus beno¨tigt hier mindestens 257 viele Gruppenoperationen, wenn |∆|  2404 gilt.
4.1.5 (p-1)-Algorithmus
Wir analysieren nun einen Algorithmus, der erfolgversprechend scheint, wenn die Gruppenordnung
|G| glatt ist. Zuvor betrachten wir zuna¨chst den Fall, |G| enthalte einen großen glatten Faktor M .
Wenn M bekannt ist, ko¨nnen diskrete Logarithmen in {±1, . . . ,±M} mit dem Pohlig-Hellman-
Algorithmus eﬃzient in G berechnet werden ([OW96]). Allerdings ist kein Algorithmus bekannt,
der M berechnet ohne |G| zu kennen. Die Berechnung von |G| ist in den von uns vorgeschlagenen
Klassengruppen algebraischer Zahlko¨rper aber in der Praxis nicht mo¨glich.
Der Algorithmus Unser (p-1)-Algorithmus arbeitet a¨hnlich wie der (p-1)-Faktorisierungs-
algorithmus [Pol75]. Angenommen, |G| ist s-glatt mit |G|  B. Es sei k := ∏ps ptp , p
prim, tp maximal, so dass p
tp  B. Dann ist fu¨r α ∈ G beliebig αk = 1.
Erster Schritt: In einem ersten Schritt bestimmt der Algorithmus folgendermaßen ein Viel-
faches von ordα: Der Algorithmus ermittelt eine obere Schranke B der Gruppenordnung
|G|; er ra¨t ein geeignetes s und unterstellt die s-Glattheit von |G|; er berechnet wie oben
dargestellt k und testet, ob αk = 1.
Zweiter Schritt: Wenn ein k gefunden wurde mit αk = 1, wird ein Wurzelproblem durch
Berechnung eines erweiterten ggT und anschließende Exponentiation bzw. ein diskretes
Logarithmusproblem durch Anwendung des Pohlig-Hellman-Algorithmus gelo¨st. Andernfalls
wird ein gro¨ßerer Wert fu¨r s geraten und das Verfahren wiederholt.
Komplexita¨t Unter der Annahme, eine geeignete obere Schranke B der Gruppenordnung sei
bekannt, beno¨tigt allein der erste Schritt unseres (p-1)-Algorithmus c · s · logBlog s viele Grup-
penoperationen mit c > 0. Im folgenden nehmen wir c = 1 an.
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Wir machen plausibel, dass die Erfolgschance fu¨r den (p-1)-Angriﬀ bei zufa¨lliger Wahl einer
der von uns in Abschnitt 4.3 vorgeschlagenen Klassengruppen gering bzw. die Anwendung
des (p-1)-Algorithmus aufwa¨ndiger ist als die Anwendung des schnellsten Index-Calculus-
Algorithmus. In Abschnitt 4.1.6 werden wir sehen: Das Lo¨sen des Wurzelproblems bzw. die
Berechnung eines diskreten Logarithmus mit Buchmanns Algorithmus ist in Klassengruppen
kubischer Stender-Ko¨rper K mit Diskriminante ∆ ∼ −2404 etwa genauso aufwa¨ndig wie das
Faktorisieren einer RSA-1024-Bit-Zahl mit dem schnellsten heute bekannten Algorithmus,
dem General Number Field Sieve.
Im Folgenden nehmen wir an, als obere Schranke B der Gruppenordnung sei B = |∆|0.45
bekannt. (In kubischen Stender-Ko¨rpern ist B tatsa¨chlich in der Gro¨ßenordnung der Klas-
senzahl, siehe Abschnitt 4.4.2). Die Glattheitsschranke s setzen wir an als s = B
1
u mit
einer positiven reellen Zahl u. Sei A1 die Anzahl der Gruppenoperationen, die ein Angreifer
bereit sei zu investieren beim Versuch, einen konkreten Zahlko¨rper zu knacken, um also
letztendlich ein konkretes Wurzelproblem oder diskretes Logarithmusproblem zu lo¨sen. Pes-
simistisch nehmen wir an, ein Angreifer mu¨sse nur erfolgreich den ersten Schritt unseres
(p-1)-Algorithmus ausfu¨hren. Dann ergibt sich




Fassen wir A1 als Funktion in der positiven rellen Vera¨nderlichen u auf, so ist A1 bei ﬁxierter
Diskriminante ∆ streng monton wachsend.
Mit AErfolg bezeichnen wir die erwartete Anzahl der Gruppenoperationen, die ein Angrei-
fer insgesamt aufwenden muss, um tatsa¨chlich mit unserem (p-1)-Algorithmus im oben







Erste beispielhafte Annahme: A1 = 228. A1 entspricht damit etwa dem 127 =
1
128 des
Aufwandes zum Faktorisieren einer RSA-512-Bit-Zahl mit dem General Number Field
Sieve. Durch Intervallschachtelung ergibt sich u ≈ 7.5. Die angenommene Glattheits-
schranke s ist s = |∆| 0.45u = 2404· 0.457.5 ≈ 225. Die Zusammenha¨nge in den Abschnitten
4.4.2.1 und 4.4.2.2 ergeben Pr
[
h(∆) ist s-glatt






] = 250 Gruppenoperationen.




128 des Aufwandes zum Faktorisieren einer RSA-1024-Bit-Zahl mit dem General Num-
ber Field Sieve. Ein derartiger Angriﬀ kann somit in der Praxis unmo¨glich erfolgreich
durchgefu¨hrt werden.
Wir bemerken, dass sich dem Angreifer in einer kryptographischen Anwendung mit
kleineren bis mittleren Benutzeranzahlen ein anderes Problem stellt: Mit großer Wahr-
scheinlichkeit verwendet u¨berhaupt kein Benutzer einen Zahlko¨rper mit s-glatter Klas-
senzahl, so dass ein Angriﬀ mit der (p-1)-Methode u¨berhaupt keine Erfolgschance hat.
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Mind. 1 Benutzer hat s-glattes h(∆)“]
= 1− Pr[
”
Keiner hat s-glattes h(∆)“]
= 1− (1− 2−22)1024 ≈ 0.0002 .
Zweite beispielhafte Annahme: A1 = 240. A1 entspricht damit etwa dem 25 = 32-
fachen des Aufwandes zum Faktorisieren einer RSA-512-Bit-Zahl mit dem General
Number Field Sieve. Durch Intervallschachtelung ergibt sich u ≈ 5. Die angenommene










] = 250 Gruppenoperationen.
Der erwartete Gesamtaufwand fu¨r einen Angreifer entspricht somit auch hier etwa
dem 1
27
= 1128 des Aufwandes zum Faktorisieren einer RSA-1024-Bit-Zahl mit dem
General Number Field Sieve. Ein derartiger Angriﬀ kann somit in der Praxis unmo¨glich
erfolgreich durchgefu¨hrt werden.
Schlussfolgerung Zur Verhinderung des Erfolges unseres (p-1)-Algorithmus muss die Gruppen-
ordnung einen hinreichend großen Primteiler enthalten. Bei Verwendung geeigneter Klassen-
gruppen algebraischer Zahlko¨rper erscheint das Anwenden anderer Angriﬀe als des (p-1)-
Algorithmus deutlich aussichtsreicher. Das Faktorisieren einer RSA-1024-Bit-Zahl mit dem
General Number Field Sieve ist so aufwa¨ndig wie das Durchfu¨hren von 257 Gruppenopera-
tionen in der Klassengruppe eines kubischen Stender-Zahlko¨rpers (siehe oben). Unser (p-1)-
Algorithmus beno¨tigt hier mindestens 257 viele Gruppenoperationen, wenn die Klassenzahl
(Gruppenordnung) einen Primteiler p  257 entha¨lt.
4.1.6 Buchmanns Klassengruppen-Algorithmus
Buchmanns Klassengruppen-Algorithmus ([Buc89]) geho¨rt zur Familie der Index-Calculus-
Methoden. Buchmanns Algorithmus ist eine Verallgemeinerung des Algorithmus von Hafner und
McCurley ([HM89]) zur Berechnung der Struktur von Klassengruppen. Wa¨hrend der Algorithmus
von Hafner und McCurley lediglich auf imagina¨r-quadratische Zahlko¨rper angewendet werden
kann, funktioniert Buchmanns Algorithmus in algebraischen Zahlko¨rpern K beliebigen Grades.
Wenn die Struktur der Klassengruppe mit Diskriminante ∆ bekannt ist, ko¨nnen die Klassenzahl
h(∆) und beliebige diskrete Logarithmen in der Klassengruppe eﬃzient berechnet werden.
Seien α, β ∈ G = Cl(K) gegeben. Buchmanns Algorithmus berechnet Erzeuger γ1, . . . , γm
der zyklischen Untergruppen in G und deren Ordnungen |〈γ1〉|, . . . , |〈γm〉|: G = 〈γ1〉 . . . 〈γm〉.









i mit ganzen Zahlen ai, bi genutzt werden ko¨nnen. Daher kann das
Lo¨sen des diskreten Logarithmusproblems
αx = β









i zu lo¨sen, d.h. eine ganze Zahl x zu bestimmen,
so dass gilt:
aix ≡ bi mod |〈γi〉|, i = 1, . . . ,m .
Dieses System simultaner Kongruenzen kann eﬃzient mit dem Chinesischen Restsatz (siehe z.B.
[Coh95]) gelo¨st werden.
Die Resultate aus Unterabschnitt 3.1.7 zeigen, dass Buchmanns Algorithmus alle in Kapitel 3
vorgestellten Kryptosysteme u¨ber algebraischen Zahlko¨rpern (NF-Kryptosysteme) bricht. Daru¨ber
hinaus wird sich zeigen: Buchmanns Algorithmus ist der schnellste heute bekannte Algorithmus,
um die NF-Kryptosysteme zu brechen.
4.1.6.1 Der Algorithmus
Wir skizzieren nun Buchmanns Klassengruppen-Algorithmus. Eine ausfu¨hrliche Darstellung ﬁndet
sich in [Buc89]. Sei K ein algebraischer Zahlko¨rper vom Grad n mit Diskriminante ∆. Seine
Klassengruppe bezeichnen wir mit Cl(K). Bestimme zuna¨chst fu¨r die Klassenzahl h(∆) eine
Schranke h∗(∆), so dass h∗(∆) < h(∆) < 2h∗(∆). Eine solche Schranke kann leicht berechnet
werden (siehe [Coh95]). Nach Wahl eines Erzeugendensystems2 FB = {x1, . . . , xm}, welches aus m
Primidealen (die Anzahl m ist durch Bachs Konstante bestimmt, siehe [Bac90]) besteht, mu¨ssen









i berechnet, wobei ei ∈ {0, 1, . . . , 2h∗(∆)} zufa¨llig gewa¨hlt
werden. Diese Ideale y werden LLL-reduziert, was zu Idealen y∗ fu¨hrt mit [y∗] = [y].
Die LLL-reduzierten Ideale sollten jetzt in Faktoren aus der Menge FB faktorisiert werden,




i . Dies fu¨hrt zu einer Relation (e1 − f1, . . . , em − fm), denn es gilt:
m∏
i=1
[xi]ei−fi = [y][y]−1 = [1]. (4.3)
Alle mittels (4.3) gefundenen Relationen werden als Spaltenvektor in die Relationenmatrix einge-
tragen. Die Abbildung
φ : Zm → Cl(∆)




deﬁniert einen Gruppen-Epimorphismus (d.h. einen surjektiven Homomorphismus von Gruppen).
Daher ist der Kern Λ = ker φ von φ ein Teilgitter von Zm, und wir haben einen Gruppeniso-
morphismus Zm/Λ  Cl(K). Die Determinante d = |det(Λ)| der vollen Relationenmatrix (d.h.
die Spaltenvektoren der Relationenmatrix erzeugen den vollsta¨ndigen Kern Λ) ist daher gleich der
Klassenzahl h(∆). Im Algorithmus wird nach Auﬃnden einer neuen Relation und entsprechen-
dem Erweitern der Relationenmatrix sta¨ndig d als Determinante der aktuellen Relationenmatrix
berechnet. Wir erhalten d = h(∆), wenn
h∗(∆) < d < 2h∗(∆) . (4.4)
2Genauer: Nicht die Primideale erzeugen die Klassengruppe, sondern die Primidealklassen: Cl(K) =
〈[x1], . . . , [xm]〉.
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Falls d nicht innerhalb dieser Schranken liegt, aber gro¨ßer als 0 ist, ist das von den Spaltenvektoren
der Relationenmatrix erzeugte Gitter ein Teilgitter des Kerns Λ. Daher muss d in diesem Fall ein
Vielfaches von h(∆) sein. Zum Brechen einiger NF-Kryptosysteme wie RDSA genu¨gt die Kenntnis
eines Vielfachen der Klassenzahl. Wenn wir am Brechen derartiger NF-Kryptosysteme interessiert
sind, berechnen wir aus Eﬃzienzgru¨nden nicht das volle Gitter Λ, sondern brechen Buchmanns
Algorithmus an dieser Stelle ab. Ansonsten fahren wir mit der Relationengenerierung fort, bis (4.4)
erfu¨llt ist und wir somit die Klassenzahl gefunden haben.
Die Berechnung der Smith-Normalform (SNF) (siehe z.B. [Coh95]) der jetzt erhaltenen
Relationenmatrix sowie die Berechnung der zur SNF transformierenden unimodularen Matrizen
fu¨hrt zu Erzeugern γ1, . . . , γm der zyklischen Untergruppen in G sowie zu deren Ordnungen
|〈γ1〉|, . . . , |〈γm〉|: G = 〈γ1〉 . . . 〈γm〉. Zudem kann man mit diesen Informationen zu vorgegebenen









mit ganzen Zahlen ai, bi.
4.1.6.2 Komplexita¨t
Um die Laufzeit eines Algorithmus auszudru¨cken, die subexponentiell in der bina¨ren La¨nge einer
Eingabegro¨ße N ist, benutzen wir die folgende Funktion (0  u  1):
L(N)[u, v + o(1)] = e(v+o(1)) ln (N)
u ln (ln (N))1−u
Beispielsweise ist L(N)[0, v + o(1)] = ln(N)v+o(1) die Laufzeit eines in der Eingabela¨nge polyno-
miellen Algorithmus; L(N)[1, v + o(1)] = eln(N)(v+o(1)) ist die Laufzeit eines in der Eingabela¨nge
exponentiellen Algorithmus. Hingegen ist L(N)[u, v + o(1)] mit 0 < u < 1 die Laufzeit eines in
der Eingabela¨nge sogenannten subexponentiellen Algorithmus.
Fu¨r quadratische Zahlko¨rper la¨sst sich beweisen (siehe [Buc89, S. 38]): Fu¨r β ∈ R>0 ist die
Anzahl der L(|∆|)[12 , β+o(1)]-glatten reduzierten Ideale
√|∆| ·L(|∆|)[12 ,− 14β +o(1)]. Buchmann
nimmt in [Buc89] an, diese Aussage gelte auch fu¨r algebraische Zahlko¨rper ho¨herer Grade. Wir
bezeichnen diese Annahme als Buchmanns Glattheitsannahme. Unter der Verallgemeinerten Rie-
mannschen Vermutung und Buchmanns Glattheitsannahme zeigt Buchmann [Buc89], dass man
die Klassenzahl, die Struktur der Klassengruppe und den Regulator eines algebraischen Zahlko¨rpers
von beliebigem, aber festem Grad n und Diskriminante ∆ in Zeit L(|∆|)[12 , 1.7 + o(1)] berechnen
kann. Bislang ging man davon aus, dass dieselbe Laufzeit zur Berechnung der Klassenzahl und der
Struktur der Klassengruppe notwendig sei ([BBHM02], [MNP01]). Wir beweisen nun ein besseres
Resultat:
Satz 4.1.1
Unter der Verallgemeinerten Riemannschen Vermutung und Buchmanns Glattheitsannah-
me beno¨tigt Buchmanns Algorithmus zur Berechnung der Klassenzahl und der Struktur der
Klassengruppe eines algebraischen Zahlko¨rpers von beliebigem, aber festem Grad n und Dis-










Beweis: Gegeben sei ein algebraischer Zahlko¨rper K vom Grad n mit Diskriminante ∆. Fu¨r ein
noch zu wa¨hlendes β ∈ R>0 setzen wir c := L(|∆|)[12 , β] und wa¨hlen in Buchmanns Algorithmus
FB = {x | x Primideal von K, N(x)  c}. Die bzgl. der Laufzeit dominierenden Schritte von
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Buchmanns Algorithmus haben gema¨ß [Buc89, S. 38f.] folgende erwartete Laufzeiten, wenn man
die Gu¨ltigkeit der Verallgemeinerter Riemannschen Vermutung und von Buchmanns Glattheitsan-
nahme voraussetzt:
a) Erzeugendensystem-Berechnung fu¨r das Relationengitter L(|∆|)[12 , 2β + 14β + o(1)]
b) Smith-Normalform-Berechnung fu¨r die Relationenmatrix L(|∆|)[12 , 4β + o(1)]
Aus der Smith-Normalform lassen sich unmittelbar die Klassenzahl und die Struktur der Klassen-
gruppe ablesen. Daher ergibt sich die erwartete Gesamtlaufzeit des Algorithmus zu
L(|∆|)[1
2
,m(β) + o(1)], wobei m(β)
R>0= max{2β + 1
4β
, 4β} .
Wir bestimmen nun die positive reelle Zahl β0, an der die Funktion m(β) ihr Minimum an-
nimmt. Fu¨r a, b ∈ R gilt 12 (|a + b|+ |a− b|) =
{
a, falls a  b
b, falls a < b
}
= max{a, b}. Daher ist
m(β) = 12
(
6β + 14β + (−2β + 14β
)
= 2β + 14β . Die Funktion m ist diﬀerenzierbar mit 1. Ab-
leitung m′(β) R>0= 2 − 14β2 = 8β
2−1
4β2 . Die 1. Ableitungsfunktion m
′ hat auf R>0 die Nullstelle
β0 = 1√8 =
√
2
4 mit Vorzeichenwechsel von − nach + bei β0. Da die Funktion m an den Ra¨ndern








optimale Wahl von β =
√
2






















Aus Satz 4.1.1 folgt: Buchmanns Algorithmus ist fu¨r betragsma¨ßig große Diskriminanten sehr
ineﬃzient. Folglich sind die NF-Kryptosysteme aus Kapitel 3 fu¨r betragsma¨ßig große Diskriminan-
ten nach heutigem Kenntnisstand sicher.
Zum Vergleich vergegenwa¨rtigen wir uns, dass der eﬃzienteste Algorithmus zum Faktorisieren
ganzer Zahlen n (und damit insbesondere ein Algorithmus zum Brechen zahlreicher in der Praxis












besitzt ([LV01]). Auch das Lo¨sen der in Unterabschnitt 3.1 beschriebenen Berechnungsprobleme
u¨ber Klassengruppen imagina¨r-quadratischer Zahlko¨rper der Diskriminante ∆ verla¨uft eﬃzienter:





, 1 + o(1)
]
viele Bitoperationen nahe. Vollmer [Vol00] beweist unter Annahme der Verallgemeinerten














2 ≈ 1.04 ist.
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4.1.6.3 Implementierung von Buchmanns Algorithmus
Zur experimentellen Untersuchung der tatsa¨chlichen Laufzeit von Buchmanns Klassengruppenal-
gorithmus verwendeten wir die Implementierung aus dem Computeralgebra-System Pari/GP
[BBB+02]. Wir optimierten den Algorithmus in der in Unterabschnitt 4.1.6.1 beschriebenen
Weise, da wir – pessimistisch aus der Sicht der Benutzer der NF-Kryptosysteme – davon
ausgehen, dass dem Angreifer zum Brechen der Kryptosysteme die Kenntnis eines Vielfachen der
Klassenzahl genu¨gt, was tatsa¨chlich nicht fu¨r alle NF-Kryptosysteme gilt (siehe Kapitel 3).
Die resultierenden Laufzeiten, die wir in Anhang B auﬂisten, wurden auf Sun-Solaris-
Workstations mit UltraSparc II-Prozessoren und 450MHz Taktfrequenz gemessen. In der Arbeit
[HM00] wurde per Benchmark ermittelt, dass eine Sun-Solaris-Workstation mit UltraSparc
I-Prozessor mit 170MHz Taktfrequenz 100 MIPS schnell ist (d.h. 100 Millionen Operationen
pro Sekunde ausfu¨hrt). Daher erscheint es vernu¨nftig – erneut pessimistisch aus der Sicht der
Benutzer der NF-Kryptosysteme – anzunehmen, dass unsere UltraSparc II-Prozessoren 400 MIPS
schnell sind, d.h. sie fu¨hren 400 Millionen Operationen pro Sekunde aus. Wir haben bei unseren
Experimenten als Stackgro¨ße 900 MB realen physischen Speicher verwendet.
4.1.6.4 Schlussfolgerung
Zur Verhinderung des Erfolges des Buchmann-Algorithmus muss bei Verwendung von Klassen-
gruppen algebraischer Zahlko¨rper die Diskriminante dem Betrage nach hinreichend groß gewa¨hlt
werden. Insgesamt stellt sich heraus, dass bei Verwendung kryptographisch geeigneter Klassen-
gruppen algebraischer Zahlko¨rper die Anwendung von Buchmanns Algorithmus im Allgemeinen
fu¨r einen Angreifer am Aussichtsreichsten erscheint. Das Faktorisieren einer RSA-1024-Bit-Zahl
mit dem General Number Field Sieve ist so aufwa¨ndig wie das Durchfu¨hren von 257 Gruppenope-
rationen in der Klassengruppe eines kubischen Stender-Zahlko¨rpers (siehe oben). In Abschnitt 4.5
werden wir sehen: Buchmanns Algorithmus beno¨tigt hier mindestens 257 viele Gruppenoperationen,
wenn |∆|  2404 gilt.
4.2 Notwendige Bedingungen fu¨r die kryptographische Eig-
nung der Gruppe
Um das gewu¨nschte Sicherheitsniveau der NF-Kryptoverfahren zu gewa¨hrleisten, mu¨ssen wir un-
sere Gruppe so wa¨hlen, dass keiner der in Abschnitt 4.1 vorgestellten Angriﬀe in der Praxis Erfolg
hat. Das verhindern wir dadurch, dass wir die Parameter groß machen, die die Komplexita¨t der
jeweiligen Angriﬀe explodieren la¨sst. Informal betrachten wir ein kryptographisches Verfahren in
diesem Abschnitt als sicher, wenn zu dessen Brechen mindestens 6.01 · 1010 MIPS-Jahre aufge-
bracht werden mu¨ssten. Dies entspricht dem Aufwand zur Faktorisierung einer RSA-1024-Bit-Zahl
mit dem schnellsten hierfu¨r bekannten Algorithmus, dem General Number Field Sieve.
Es ergeben sich die notwendigen (und nach heutigem Kenntnisstand hinreichenden) Bedin-
gungen fu¨r eine kryptographisch geeignete Klassengruppe Cl(K) eines algebraischen Zahlko¨rpers
K vom Grade > 2:
R(K) klein. Der Regulator R(K) muss hinreichend klein sein.
92 Auswahl kryptographisch geeigneter Klassengruppen
|∆| groß. Die Diskriminante |∆| muss dem Betrage nach hinreichend groß gewa¨hlt werden. Zum
Erreichen des Sicherheitsniveaus des RSA-Verfahrens mit 1024 Bit Schlu¨ssella¨nge muss fu¨r
kubische Zahlko¨rper beispielsweise |∆|  2404 gewa¨hlt werden.
Große(r) Primteiler. Die Gruppenordnung (Klassenzahl) muss hinreichend große Primteiler
enthalten. Zur Pra¨zisierung dieser Forderung sei |G| = |Cl(K)| = ∏ki=1 pe(pi)i die Primfak-
torzerlegung von |G|, pi = pj fu¨r i = j. Dann muss eine Teilmenge S ⊆ {p1, . . . , pk} mit
den folgenden drei Eigenschaften existieren: ∏
p∈S
p  2114 (4.5)
Es existiert p ∈ S mit p  257 (4.6)






Als sehr kleine positive Zahl ε im Sinne von (4.7) betrachten wir z.B. ε = 2−24.
Beispiel 1: Die Bedingung
”
große(r) Primteiler“ ist erfu¨llt, wenn ein sehr großer Primteiler
von |G| existiert: S = {p1}, p1  2114.
Beispiel 2: Die Bedingung
”
große(r) Primteiler“ ist erfu¨llt, wenn zwei Primteiler von |G|








 2−24, also z.B.
p1, p2  257.
Bemerkung: Großes h(∆) als implizite Forderung. Die zweite und dritte Bedingung
implizieren bereits eine große Klassenzahl h(∆) = h(K). Denn aus |∆|  2404 folgt aus dem
Satz von Breuer-Siegel (siehe z.B. [Coh95]) bereits h(K)R(K) ∼ √|∆| und wegen der ersten
Forderung folgt hieraus, dass die Klassenzahl h(K) groß ist.
Wir erla¨utern die Notwendigkeit obiger Bedingungen und zeigen auf, wie wir die Gu¨ltigkeit der
Bedingung bei der Auswahl der Klassengruppe sicher stellen ko¨nnen:
1. R(K) klein. Der Regulator R(K) muss hinreichend klein sein, damit die Gleichheit zwei-
er gegebener Elemente in Cl(K) eﬃzient entschieden werden kann. Diese Bedingung ist
somit fu¨r die Eﬃzienz des NF-Kryptoverfahrens unverzichtbar. Hinsichtlich der Sicherheit





große Klassenzahl h(K), wie wir oben bereits begru¨ndet haben. Zur Gewa¨hrleistung eines
gewu¨nschten Sicherheitslevels beno¨tigen wir eine große Klassenzahl. Daher ist die Forderung
”
R(K) klein“ auch indirekt fu¨r die Sicherheit der NF-Kryptoverfahren relevant.
2. |∆| groß. Diese Bedingung verhindert den Erfolg von Index-Calculus-Methoden, insbe-
sondere den Erfolg von Buchmanns Klassengruppen-Algorithmus. Die Gro¨ße des Absolut-
betrages |∆| der Diskriminante einer prinzipiell kryptographisch geeigneten Zahlko¨rperfa-
milie steuert direkt den Aufwand, der nach heutigem Kenntnisstand zum Brechen der
NF-Kryptoverfahren betrieben werden muss. Beispielsweise muss fu¨r kubische Zahlko¨rper
|∆|  2404 gewa¨hlt werden, um das Sicherheitsniveau des RSA-Verfahrens mit 1024 Bit
Schlu¨ssella¨nge zu erreichen. Die Beziehung zwischen der Gro¨ße von |∆| und dem erreichten
Sicherheitslevel arbeiten wir detailliert in Abschnitt 4.5 aus.
3. Große(r) Primteiler. Diese Bedingung verhindert den Erfolg der folgenden Algorithmen:
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• Vollsta¨ndiges Durchprobieren. Denn der erwartete Aufwand wa¨ren 12 ordα  2113 
257 Gruppenoperationen, weil gema¨ß Korollar 4.2.2 mit a¨ußerst großer Wahrscheinlich-
keit ordα  2114 gilt.
• Baby-Step-Giant-Step-Algorithmus. Denn der erwartete Mindestaufwand wa¨ren√
ordα  257 Gruppenoperationen, weil gema¨ß Korollar 4.2.2 mit a¨ußerst großer
Wahrscheinlichkeit ordα  2114 gilt.
• Pollards Lambda-Algorithmus. Denn der erwartete Mindestaufwand wa¨ren √ordα 
257 Gruppenoperationen, weil gema¨ß Korollar 4.2.2 mit a¨ußerst großer Wahrscheinlich-
keit ordα  2114 gilt.
• Unser (p-1)-Algorithmus. Denn der erwartete Mindestaufwand wa¨ren 257 Gruppenope-
rationen, weil ordα nach Thoerem 4.2.1 mit a¨ußerst großer Wahrscheinlichkeit einen
Primteiler p  257 besitzt.
4. Kombination aller drei Bedingungen. Die Kombination aller drei genannten Bedin-
gungen verhindert die Berechnung eines Vielfachen der Elementordnung eines Gruppenele-
mentes und somit den Erfolg des Pohlig-Hellman-Algorithmus.
Satz 4.2.1
Sei G eine endliche Abelsche Gruppe, und sei |G| = ∏ki=1 pe(pi)i die Primfaktorzerlegung von












Beweis: Sei F := {p1, . . . , pk} die Menge der Primteiler von |G|. Als endliche Abelsche Gruppe





wobei die Menge Sp fu¨r jedes p ∈ F aus allen Gruppenelementen mit Primzahlpotenz pi als
Elementordnung besteht (fu¨r ein i ∈ {0, . . . , e(p)}) und jedes α ∈ G eine eindeutige Darstellung
α =
∏
p∈F αp mit αp ∈ Sp besitzt. Es gilt ordα = kgV {ordαp : p ∈ F}. Wir ko¨nnen ein
Gruppenelement α ∈ G zufa¨llig mit Gleichverteilung wa¨hlen, indem wir fu¨r alle p ∈ F zufa¨llige
Elemente αp ∈ Sp mit Gleichverteilung auswa¨hlen und das Produkt α :=
∏








⎦ = Pr[p | ordα fu¨r alle p ∈ S]
= 1− Pr[p  ordα fu¨r mindestens ein p ∈ S]
=
{
1−∑p∈S Pr[p  ordα], falls |S| = 1
1−
(∑
p∈S Pr[p  ordα]− Pr[p  ordα fu¨r alle p ∈ S]
)
, falls |S| > 1
Fu¨r jedes p ∈ S existiert genau ein Element in Sp, dessen Ordnung nicht teilbar durch p ist









1−∑p∈S 1pe(p) , falls |S| = 1
1−∑p∈S 1pe(p) +∏p∈S 1pe(p) , falls |S| > 1
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Dies zeigt die Behauptung. 
Korollar 4.2.2
Sei G eine endliche Abelsche Gruppe, und sei |G| = ∏ki=1 pe(pi)i die Primfaktorzerlegung
von |G|, pi = pj fu¨r i = j. Sei α ∈ G zufa¨llig mit Gleichverteilung gewa¨hlt. Es existiere
S ⊆ {p1, . . . , pk} mit
∏










Beweis: Aus Satz 4.2.1 folgt unmittelbar, dass ordα mit mindestens der angegebenen Wahr-
scheinlichkeit paarweise verschiedene Primteiler besitzt, deren Produkt gro¨ßer als 2114 ist. Hieraus
folgt direkt die Behauptung. 
4.3 Erzeugen geeigneter Klassengruppen
Durch den Satz von Brauer–Siegel (analytische Klassenzahlformel, siehe Abschnitt 4.4.1) wissen
wir: Fu¨r genu¨gend großen Absolutbetrag |∆| der Diskriminante ist das Produkt aus Regulator
und Klassenzahl in der Gro¨ßenordnung von
√|∆|. Wie unsere Experimente und die von Neis
[Nei02] zeigen, gilt bereits hR ∼ √|∆| fu¨r Diskriminanten einiger Hundert Bits. Jedoch sind
wir mit dem Problem konfrontiert, dass der Regulator typischerweise groß und die Klassenzahl
klein ist (siehe [CL83, CM87, CM90]). Hierdurch sind zufa¨llig gewa¨hlte algebraische Zahlko¨rper
mit großem Absolutbetrag der Diskriminante im Allgemeinen fu¨r die von uns vorgestellten NF-
Kryptosysteme unbrauchbar; denn ein großer Regulator la¨sst keinen eﬃzienten Gleichheitsentscheid
in der Klassengruppe zu; zudem wu¨rde eine kleine Klasenzahl erfolgreiche Angriﬀe auf die NF-
Kryptosysteme zulassen (vollsta¨ndiges Durchprobieren oder (p-1)-Methode, siehe Abschnitt 4.1).
Wir werden in diesem Abschnitt aufzeigen, dass es unendliche Familien von Zahlko¨rpern mit
kleinen Regulatoren und somit großen Klassenzahlen gibt. In den darauf folgenden Abschnitten
werden wir sehen, dass diese Zahlko¨rperfamilien auch die ansonsten fu¨r die Eﬃzienz und Sicherheit
der NF-Kryptosysteme geforderten Eigenschaften erfu¨llen.
Wir betrachten kurz den Spezialfall quadratischer Zahlko¨rper. Imagina¨r-quadratische
Zahlko¨rper haben immer den Regulator R = 1 und somit große Klassenzahlen h, sofern die
Diskriminante dem Betrage nach groß gewa¨hlt wird. Wir zeigen in [BBHM99] (siehe auch
[Ham02]), weshalb ihre Maximalordnungen fu¨r kryptographische Anwendungen geeignet sind.
In [BBHM99] geben wir auch Beispiele fu¨r Maximalordnungen reell-quadratischer Zahlko¨rper,
welche die Bedingungen aus Abschnitt 4.2 erfu¨llen.
In der vorliegenden Arbeit bescha¨ftigen wir uns mit Zahlko¨rpern vom Grad > 2, weil wir ausnut-
zen wollen, dass die Komplexita¨t der kryptographisch-algorithmischen Probleme mit wachsendem
Ko¨rpergrad exponentiell wa¨chst.
Im Folgenden stellen wir kryptographisch geeignete Familien von Ordnungen algebraischer
Zahlko¨rper der Grade 3, 4, 6 vor. Im letzten Unterabschnitt pra¨sentieren wir auch Zahlko¨rper
deutlich gro¨ßerer Grade, fu¨r die man große Primteiler in der Klassenzahl explizit angeben kann.
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4.3.1 Stender-Ko¨rper
Stender [Ste75] betrachtet algebraische Zahlko¨rper
K = Q( n
√
Dn ± d), (4.8)
mit erzeugendem Polynom f(x) = xn − (Dn ± d), wobei n ∈ {3, 4, 6}, D, d ∈ Z>0, und d
eine weitere Bedingung erfu¨llt. Wir nennen diese Zahlko¨rper Stender-Ko¨rper. Stender bestimmt
explizit ein System von Fundamentaleinheiten von K. Dies fu¨hrt zum exakten Wert des Regulators.
In Abschnitt 4.3 werden wir sehen, dass die Klassenzahlen der Stender-Ko¨rper (zumindest im
Spezialfall d = 1) groß sind, wa¨hrend ihre Regulatoren klein sind. Fu¨r Stender-Ko¨rper weisen
wir in Abschnitt 4.4.2 zudem unter gewissen plausiblen Annahmen theoretisch und experimentell
nach, dass die Klassenzahl hinreichend große Primteiler entha¨lt.
In Stender-Ko¨rpern vom Grad n = 3 lassen sich die NF-Kryptosysteme besonders eﬃzient
implementieren. Insbesondere kann die Gleichheit zweier gegebener Idealklassen sehr eﬃzient ent-
schieden werden; hier empfehlen wir den Parameter d = 1, was wir in Abschnitt 4.4.1 begru¨nden
werden.
4.3.2 Buchmanns Zahlko¨rper vom Grad 4
Sei K = Q( 4
√−D), D = 4k4 + d, k ∈ Z>0, d ∈ Z wobei 0 < |d|  4k. Wir betrachten die
Ordnung O = Z[ 4√−D] von K.
Wir empfehlen die Wahl des Parameters d = 1; denn dies ermo¨glicht den eﬃzientesten Gleich-
eitstest, wie wir in Abschnitt 4.4.1 sehen werden.
4.3.3 Reelle kubische Zahlko¨rper
Sei ρ die eindeutig bestimmte reelle Wurzel des irreduziblen Polynoms f(X) = X3 + X − 1
( ∈ Z1), und sei K = Q(ρ). Dann ist  := 1ρ eine Fundamentaleineit von K ([Lou95]), und
es gilt  <  <  + 1.
Wir wa¨hlen  so, dass 32   und p2  ∆ = 43 +27 fu¨r alle Primzahlen p  5. Ein geeignetes
 liegt beispielsweise vor, wenn der Absolutbetrag ∆ der Diskriminante von K prim ist. Gema¨ß
[Lou95] ist O = Z[] die Maximalordnung von K.
4.3.4 Total-imagina¨re Zahlko¨rper vom Grad 4
Sei K = Q(i,
√
δ), wobei δ = m2 + 4i quadratfrei in Z[i], m = a + ib ∈ Z[i] mit a > b  0 und
a ≡ b mod 2. Sei D := |δ|2.
Geeignete Instanzen dieser Ko¨rper ﬁnden wir beispielsweise, indem wir eine Primzahl p > 2
wa¨hlen mit 5  p2 + 1 und a := 2p, b := p, m := a + ib, δ := m2 + 4i setzen.
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4.3.5 p-te Kreisko¨rper
Seien p eine Primzahl und ζp eine primitive p-te Einheitswurzel (z.B. ζp = e2iπ/p), dann heißt
K = Q(ζp) p-ter Kreisko¨rper (pth cyclotomic ﬁeld). Seine Diskriminante ist ∆ ∈ {±pp−2}. Der
Grad von K ist ϕ(p) = p− 1. Die Klassenzahl von K ist
hp = h−p · h+p ,
wobei die Relativklassenzahl h−p ∈ Z>0 groß und eﬃzient berechenbar ist und h+p ∈ Z>0 klein und
schwierig zu berechnen ist ([Was97], siehe auch Abschnitt 4.4.1).
Wir schlagen die Wahl von p ∈ {367, 373, 431, 443, 457, 461, 491} vor; denn wir wissen, dass
die entsprechenden Kreisko¨rper eine hinreichend große Klassenzahl und einen hinreichend großen
Primteiler besitzen (siehe Abschnitt 4.4.1). Der Primteiler ist hier explizit bekannt genau wie
ein sehr großer Faktor der Klassenzahl. Die Situation ist hier also durchaus vergleichbar mit der
Situation der Punktegruppe einer kryptographisch geeigneten elliptischen Kurve.
Fu¨r p > 491 gibt es viele weitere Beispiele p-ter Kreisko¨rper mit guten kryptographischen
Eigenschaften. Da aber der Grad dieser Zahlko¨rper p− 1 ist, werden entsprechende Implementie-
rungen der NF-Krpytosysteme mit wachsendem Grad immer ineﬃzienter. Da die Klassenzahl (bzw.
ein kleines Vielfaches) explizit bekannt ist, ko¨nnen hier auch die u¨blichen Signaturverfahren und
sonstigen kryptographischen Protokolle angewendet werden, die die Kenntnis der Gruppenordnung
voraussetzen.
Heute kann zwar niemand in Kreisko¨rpern vom Grad p − 1  366 so eﬃzient rechnen, dass
kryptographische Anwendungen hier fu¨r die Praxis interessant wu¨rden. Allerdings scheinen Op-
timierungen der Arithmetik in Kreisko¨rpern auf Grund deren reichen Struktur (siehe [Was97])
mo¨glich. Diese sind Gegenstand ku¨nftiger Forschung.
4.4 Nachweis der kryptographischen Eignung
In diesem Abschnitt zeigen wir, dass die in Abschnitt 4.3 vorgeschlagenen Klassengruppen Cl(K)
algebraischer Zahlko¨rper K mit Diskriminante ∆, Regulator R(K) und Klassenzahl h(K) krypto-
graphisch geeignet sind. Dazu haben wir alle in Abschnitt 4.2 aufgefu¨hrten Eigenschaften nach-
zuweisen:
|∆| groß. Der Nachweis einer großen Diskriminante ist trivial, da wir die Diskriminante im kon-
kreten Fall einfach ausrechnen ko¨nnen. Die Parameter des Zahlko¨rpers wa¨hlen wir jeweils
so, dass |∆| die gewu¨nschte Gro¨ßenordnung hat. Mit dieser Bedingung werden wir uns im
Folgenden nicht weiter bescha¨ftigen.
R(K) klein. Wir hatten oben bereits erla¨utert, dass R(K)h(K) ∼√|∆|. Großer Absolutbetrag
der Diskriminante und kleiner Regulator R(K) implizieren somit große Klassenzahl h(K).
Wir weisen diese Forderung anhand theoretischer Analysen nach und untermauern unsere
Ergebnisse durch experimentelle Untersuchungen (Abschnitt 4.4.1).
Große(r) Primteiler. In Abschnitt 4.4.2 weisen wir nach, dass die Klassenzahl jeweils mit sehr
großer Wahrscheinlichkeit hinreichend große Primteiler besitzt. Zuna¨chst fu¨hren wir unter
gewissen Annahmen und unter Verwendung der Heuristik von Cohen-Martinet den theore-
tischen Nachweis (Unterabschnitt 4.4.2.1). Hierzu vergleichen wir die Wahrscheinlichkeit,
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dass die Klassenzahl nur Primteiler unterhalb einer Schranke B hat, mit der entsprechenden
Wahrscheinlichkeit fu¨r eine ganze Zufallszahl aus der Gro¨ßenordnung der Klassenzahl. Wir
fu¨hren die entsprechende Analyse beispielhaft an kubischen Stender-Ko¨rpern. Unsere ex-
perimentellen Untersuchungen aus Unterabschnitt 4.4.2.2 sta¨rken unsere zuvor theoretisch
gewonnenen Einsichten.
4.4.1 Sehr kleiner Regulator und sehr große Klassenzahl
In diesem Abschnitt zeigen wir, dass die von uns vorgeschlagenen Klassengruppen einen sehr
kleinen Regulator besitzen. Mit wachsendem Absolutbetrag der Diskriminante wa¨chst damit die
Klassenzahl.
Die Berechnung der Klassenzahl h(K) oder diskreter Logarithmen in einem algebraischen
Zahlko¨rper K ist ein sehr schwieriges Berechnungsproblem. Die Komplexita¨t dieses Berechnungs-
problems ist subexponentiell in der bina¨ren La¨nge der Diskriminante und exponentiell im Grad
des Zahlko¨rpers ([BP97]). Im Spezialfall imagina¨r-quadratischer Zahlko¨rper ist die Berechnung
der Klassenzahl oder diskreter Logarithmen mindestens so schwierig wie das Faktorisieren ganzer
Zahlen, die Produkt zweier großer Primzahlen sind ([Sch82], siehe auch Abschnitt 3.1.7).
Wir haben in Abschnitt 4.3 bereits erwa¨hnt, dass die Diskriminante ∆, die Klassenzahl h und
der Regulator R eines algebraischen Zahlko¨rpers K vom Grad n u¨ber die analytische Klassenzahl-







Hierbei ist κ der Wert der ζ-Funktion von K an der Stelle 1; w ist die Anzahl der Einheitswurzeln
in K (typischerweise haben wir w = 2); r und s sind positive ganze Zahlen mit r+2s = n; dabei
ist r die Anzahl der reellen Einbettungen, 2s die Anzahl der komplexen Einbettungen von K in C.
Imagina¨r-quadratische Zahlko¨rper Imagina¨r-quadratische Zahlko¨rper haben immer Re-
gulator R = 1, somit hinreichend große Klassenzahl, sofern der Betrag der Diskriminante groß
ist. Tatsa¨chlich gilt h ∼ √|∆| fu¨r kryptographisch relevante Gro¨ßenordnungen der Diskriminan-













ln |∆| . (4.10)
Detaillierte Analysen zu imagina¨r-quadratischen Zahlko¨rpern ﬁnden sich in [Ham02].
4.4.1.1 Stender-Ko¨rper
Wir betrachten die Stender-Ko¨rper K = Q( n
√
Dn ± d) vom Grade n ∈ {3, 4, 6}, wobei D ∈ Z>16,
so dass Dn ± 1 quadratfrei ist; sei d ∈ {±1}. Stender [Ste75] bestimmt explizit ein System von
Fundamentaleinheiten von K. Somit kann explizit der Regulator von K berechnet werden. Im
Anhang A der vorliegenden Arbeit bestimmen wir in geschlossener Form obere Schranken fu¨r die
Regulatoren der Stender-Ko¨rper und leiten hieraus explizite untere Schranken fu¨r die Klassenzah-
len her. Die entsprechenden Ergebnisse listen wir in Tabelle 4.1 auf. Fu¨r kubische Stender-Ko¨rper
98 Auswahl kryptographisch geeigneter Klassengruppen
Grad Obere Schranke fu¨r Regulator Untere Schranke fu¨r Klassenzahl





ln3(3 · (D3 ± 1))





n = 6 R < 9324 · ln(2D) h > c
35812448 · π2 ·
D10
ln(2D)
Tabelle 4.1: Schranken fu¨r Regulator und Klassenzahl von Stender-Ko¨rpern, d = 1,D > 16
Fall # reduzierter Hauptideale in O
d = 1 1
d > 1 2
k  2 und d = −1 2
k  2 und d < −1 und d | 4k 4
Tabelle 4.2: Anzahl reduzierter Hauptideale in Buchmanns Zahlko¨rpern vom Grad 4
zitieren wir dabei das Ergebnis von Louboutin ([Lou95]), der mit einem anderen Ansatz explizite
Schranken angeben kann. Die positive Konstante c aus Tabelle 4.1 la¨sst sich eﬀektiv berechnen
([Sta74]). Man erkennt, dass die Klassenzahlen mit wachsendem Absolutbetrage der Diskriminan-
te hinreichend schnell wachsen, wa¨hrend die Regulatoren verha¨ltnisma¨ßig klein bleiben. Unsere
expliziten Berechnungen aus Abschnitt 4.4.2.2 stu¨tzen unsere theoretischen Resultate und zeigen,
dass man in Tabelle 4.1 die Konstante c  109 setzen kann.
Fu¨r den in Abschnitt 4.3 fu¨r kubische Stender-Ko¨rper empfohlenen Parameter d = 1 ist die
Periodenla¨nge der Maximalordnung mit der Ausnahme sehr weniger, einfach zu pru¨fender Fa¨lle
exakt 1 (d.h. O ist das einzige reduzierte Hauptideal), wenn D ≡ 0 mod 3 gewa¨hlt wird ([Wil90]).
4.4.1.2 Buchmanns Zahlko¨rper vom Grad 4.
Sei K = Q( 4
√−D), D = 4k4 + d, k ∈ Z>0, d ∈ Z wobei 0 < |d|  4k. Wir betrachten die
Ordnung O = Z( 4√−D) von K.
In Abha¨ngigkeit der Werte von d und k berechnete Buchmann [Buc87a] die Fundamentaleinheit
von O sowie die Menge aller Minima von O. Buchmanns Resultat ist aus folgenden Gru¨nden
wertvoll fu¨r uns: Erstens ko¨nnen wir mit der Kenntnis der Fundamentaleinheit von O nachweisen,
dass der Regulator von O sehr klein, die Klassenzahl folglich sehr groß ist. Zweitens sind die
Inversen der Minima gerade die Erzeuger der reduzierten Hauptideale; gema¨ß [Buc87a] ist die
Anzahl der reduzierten Hauptideale in allen Fa¨llen sehr klein, wie Tabelle 4.2 zeigt:
Der Regulator R ist proportional zur Anzahl der reduzierten Hauptideale; daher ist der Regul-
tator hier hinreichend klein. Bei Benutzung der Ordnung O des vorgestellten Zahlko¨rpers ko¨nnen
wir also einfach den Zyklus der reduzierten Hauptideale in O berechnen und somit eﬃzient die
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Gleichheit von Idealklassen entscheiden. Oﬀensichtlich erlaubt die Wahl des Parameters d = 1
einen besonders eﬃzienten Gleichheitstest fu¨r Idealklassen.
4.4.1.3 Reelle kubische Zahlko¨rper
Sei ρ die eindeutig bestimmte reelle Wurzel des irreduziblen Polynoms f(X) = X3 + X − 1
( ∈ Z1), und sei K = Q(ρ). Wenn  wie in Abschnitt 4.3 angegeben gewa¨hlt wird, erhalten wir
mit  := 1ρ die Maximalordnung O = Z[], und nach [Lou95] erhalten wir fu¨r Diskriminanten




was gewa¨hrleistet, dass die Klassenzahl hinreichend schnell mit wachsender Diskriminante wa¨chst.
4.4.1.4 Total-imagina¨re Zahlko¨rper vom Grad 4
Sei K = Q(i,
√
δ), wobei δ = m2 + 4i quadratfrei in Z[i], m = a + ib ∈ Z[i] mit a > b  0 und
a ≡ b mod 2. Sei D := |δ|2. Aus [Lou94] erhalten wir fu¨r D  2 · 109:
R  ln(
√






Es gilt |∆| = 16D. Daher wa¨chst die Klassenzahl hinreichend schnell mit wachsendem Parameter
|δ|.
4.4.1.5 p-te Kreisko¨rper
Seien p eine Primzahl und ζp eine primitive p-te Einheitswurzel, dann betrachten wir den p-ten
Kreisko¨rper K = Q(ζp). Dieser besitzt die Diskriminante ∆ ∈ {±pp−2} und den Grad ϕ(p) = p−1.
Die Klassenzahl von K zerfa¨llt in ein Produkt
hp = h−p · h+p ,
wobei die Relativklassenzahl h−p ∈ Z>0 groß und eﬃzient berechenbar ist und h+p ∈ Z>0 klein (im
Allgemeinen 1, in allen Beispielen der Tabelle  8) und schwierig zu berechnen ist ([Was97]).





Lehmer und Masley [LM78] berechneten die Relativklassenzahlen der p-ten Kreisko¨rper fu¨r die
Primzahlen p mit 200 < p < 521. Daru¨ber hinaus fu¨hrende Berechnungen ﬁnden sich in [Sho99].
Die entsprechenden Relativklassenzahlen und damit auch die Klassenzahlen haben gute krypto-
graphische Eigenschaften. Die Tabelle 4.3 zeigt einige Beispiele kryptographisch geeigneter p-ter
Kreisko¨rper. Sie besitzen eine große Relativklassenzahl, welche jeweils einen sehr großen Primteiler
entha¨lt. Sowohl Relativklassenzahl als auch großer Primteiler sind explizit bekannt und ko¨nnen in
[LM78] nachgelesen werden. Aus Platzgru¨nden drucken wir die Zahlen nicht explizit in Tabelle 4.3
ab, sondern geben nur deren Gro¨ßenordnung an.
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p h−p Gro¨ßter Primteiler
367 ∼ 1091 ∼ 1057
373 ∼ 1093 ∼ 1054
431 ∼ 10114 ∼ 1078
443 ∼ 10119 ∼ 1093
457 ∼ 10124 ∼ 1075
461 ∼ 10125 ∼ 1092
491 ∼ 10137 ∼ 1068
Tabelle 4.3: p-te Kreisko¨rper, Relativklassenzahlen und gro¨ßter Primteiler
4.4.2 Hinreichend große Primfaktoren in der Klassenzahl
In diesem Abschnitt zeigen wir, dass die Klassenzahl der in Abschnitt 4.3 fu¨r die NF-Kryptographie
vorgeschlagenen Klassengruppen und Zahlko¨rper hinreichend große Primfaktoren entha¨lt. Dieses
ist von entscheidender Bedeutung, um den Erfolg eines Pohlig-Hellman-Angriﬀes auf die NF-
Kryptoverfahren zu verhindern (siehe Abschnitte 4.2, 4.1.2).
Am Anfang dieses Kapitels haben wir erkla¨rt, wann wir eine ganze Zahl B-glatt nennen fu¨r
eine positive Zahl B. Bislang gab es weder theoretische noch praktische Untersuchungen u¨ber
die Glattheitswahrscheinlichkeit von Klassenzahlen algebraischer Zahlko¨rper vom Grade gro¨ßer als
2. Hamdy scha¨tzt in [Ham02, Kap.5] und [HM00] die Wahrscheinlichkeit ab, dass die Klassen-
zahl eines imagina¨r-quadratischen Zahlko¨rpers B-glatt ist. Hamdys Analyse basiert allerdings auf
einigen wenig plausiblen Annahmen. Die so durch Hamdy erhaltene Abscha¨tzung fu¨r die Glattheits-
wahrscheinlichkeit von Klassenzahlen stimmt nicht sonderlich gut mit experimentellen Resultaten
u¨berein (siehe [Ham02, S.63]).
In einem ersten Unterabschnitt zeigen wir unter Verwendung der Cohen-Martinet-Heuristik
[CM87, CM90], dass Klassenzahlen mit a¨hnlicher Wahrscheinlichkeit B-glatt sind wie Zufallszah-
len (aus der Gro¨ßenordnung der Klassenzahlen). Fu¨r die Wahrscheinlichkeit, dass eine Zufalls-
zahl B-glatt ist, kennt man eine gute Approximation. Dies fu¨hrt zu einer Abscha¨tzung fu¨r die
Glattheitswahrscheinlichkeit von Klassenzahlen. Diese Wahrscheinlichkeit scheint gema¨ß unserer
Analyse hinreichend klein zu sein.
Unsere theoretischen Argumente basieren auf der Gu¨ltigkeit einiger unbewiesener3 Annahmen.
Daher untersuchen wir die Glattheitswahrscheinlichkeit von Klassenzahlen in einem zweiten Un-
terabschnitt auch experimentell. Wir werden sehen, dass die praktischen Resultate hervorragend
mit den zuvor getroﬀenen Abscha¨tzungen u¨bereinstimmen.
4.4.2.1 Theoretischer Nachweis
Sei S ∈ Z>0 beliebig. Wir betrachten die Menge aller kubischen Stender-Zahlko¨rper K =
Q( 3
√
D3 ± 1), D ∈ Z>16 mit Diskriminante ∆, fu¨r die |∆|  S gilt. Aus [Coh95, Theorem
6.4.13] folgt: Diese Menge ist endlich. Aus dieser Menge wa¨hlen wir einen Zahlko¨rper K zufa¨llig
aus.
3obgleich plausibler
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In diesem Unterabschnitt werden wir folgendes zeigen: Die Wahrscheinlichkeit, bei in
diesem Sinne zufa¨lliger Wahl eines kubischen Stender-Ko¨rpers K eine sehr glatte Klas-
senzahl (d.h. eine Klassenzahl mit ausschließlich kleinen Primteilern) zu erhalten, ist sehr
gering. Unsere Analyse basiert auf geeigneten Annahmen, die wir weiter unten schildern.
Die wichtigste Annahme ist, dass die von Cohen und Martinet in [CM90] u¨ber algebraische
Zahlko¨rper getroﬀenen Hypothesen fu¨r kubische Stender-Ko¨rper korrekt sind. Dann na¨mlich
scheint die Cohen-Martinet-Heuristik [CM87] fu¨r komplex-kubische Zahlko¨rper und damit fu¨r










1− p−k) , p prim
HK der Nicht-3-Anteil von Cl(K): Untergruppe von Cl(K), die alle
Elemente mit Ordnungen z entha¨lt, wobei z ∈ Z beliebig mit 3  z.
Kubische Stender-Ko¨rper sind komplex-kubische Zahlko¨rper (d.h. es gibt r1 = 1 reelle Ein-
bettung, 2r2 = 2 komplexe Einbettungen in den Ko¨rper der komplexen Zahlen). Wir nehmen an,
dass die Heuristik von Cohen und Martinet [CM87] korrekt ist. Diese besagt in unserem Kontext



















Zudem nehmen wir an: Fu¨r zwei verschiedene Primzahlen p1, p2 = 3 ist die Wahrscheinlichkeit,
dass p1 die Klassenzahl teilt, unabha¨ngig von der Wahrscheinlichkeit, dass p2 die Klassenzahl teilt.
Formal treﬀen wir folgende Annahme:
Annahme 4.4.2
Sei S ∈ Z>0 beliebig. Wir betrachten die Menge aller kubischen Zahlko¨rper K = Q( 3
√
D3 ± 1)
mit Diskriminante ∆, fu¨r die |∆|  S gilt. Aus dieser Menge wa¨hlen wir einen Zahlko¨rper



















Unser zentrales Resultat in diesem Unterabschnitt lautet:
Satz 4.4.3
Sei S ∈ Z>0 eine Schranke. Sei ρ(u) R>0= 1u
∫ u
u−1 ρ(t)dt .
4 Fu¨r einen zufa¨llig gewa¨hlten kubischen
Stender-Ko¨rper K mit Diskriminante ∆, |∆|  S und die Glattheitsschranke B = S 0.45u mit
4Dickmannsche ρ-Funktion. Es gilt ρ(u) = u−u+o(1).
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Zum Beweis des Satzes gehen wir folgendermaßen vor:
1. Wir wenden die Cohen-Martinet-Heuristik [CM87] auf kubische Stender-Ko¨rper an.
In [CM87] ﬁnden sich nur Aussagen (in wenig konstruktiver Form) u¨ber Teilbar-
keitseigenschaften der Ordnung der Untergruppe HK von Cl(K), wa¨hrend wir an
Teilbarkeitseigenschaften von h(K) = |Cl(K)| (in konstruktiver Form) interessiert sind.
Wir weisen daher zuna¨chst nach, dass fu¨r h(K) = |Cl(K)| abgesehen vom Teiler 3 exakt
die gleichen Teilbarkeitseigenschaften gelten wie fu¨r |HK |.
2. Dann setzen wir die Wahrscheinlichkeit, dass die Klassenzahl h(K) B-glatt ist, in Bezug zur
Wahrscheinlichkeit, dass eine Zufallszahl x aus der Gro¨ßenordnung von h(K) B-glatt ist.
3. Anschließend zitieren wir die aus der Literatur bekannte Wahrscheinlichkeit, dass Zufalls-
zahlen B-glatt sind.
4. Die Kombination von 2. und 3. liefert uns die Wahrscheinlichkeit (in geschlossener Form),
dass die Klassenzahl B-glatt ist, d.h. nur Primteiler unterhalb einer Schranke B besitzt.
Aus Annahme 4.4.1 folgt fu¨r Primzahlen p = 3:
Pr
[





Hier werden Aussagen u¨ber Teilbarkeitseigenschaften der Ordnung der Untergruppe HK von
Cl(K) gemacht, wa¨hrend wir an Teilbarkeitseigenschaften von h(K) = |Cl(K)| interessiert sind.
Es ist HK = Cl(K), falls 3  h(K) = |Cl(K)|; ansonsten ist HK = Cl(K). Wir zeigen:
Lemma 4.4.4
Eine ganze Zahl m, die kein Vielfaches von 3 ist, teilt die Klassenzahl h(K) genau dann,
wenn m die Ordnung |HK | teilt. Die Gleichungen (4.11) und (4.14) gelten demnach unter
der Annahme der Gu¨ltigkeit der Cohen-Martinet-Heuristik fu¨r komplex-kubische Zahlko¨rper
entsprechend fu¨r die Klassenzahlen h(K).
Beweis: Sei S3 die Menge aller Elemente von Cl(K), deren Ordnung eine Potenz von 3 ist
(einschließlich 30 = 1). S3 selbst ist dann eine Untergruppe von Cl(K) mit Ordnung 3r, r ∈ Z0.
(S3 heißt 3-Sylow-Gruppe oder 3-Anteil von Cl(K).) Als endliche Abelsche Gruppe la¨sst sich
Cl(K) schreiben als direktes inneres Produkt Cl(K) = S3HK , wobei HK genau die Elemente
mit zu 3 teilerfremder Ordnung entha¨lt.5 Wegen |S3| = 3r ist
h(K) = |Cl(K)| = 3r · |HK | .
5Es gilt 3  |HK |.
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Hieraus folgt unmittelbar die Behauptung. 
Wir werden spa¨ter die Wahrscheinlichkeit aus (4.14) nach oben abscha¨tzen mu¨ssen. Wir be-
weisen folgendes
Lemma 4.4.5
Fu¨r Primzahlen p gilt:
1− (p)∞
(p)1




















1− xk) la¨sst sich als Potenzreihe






























































































































































Die zweite Behauptung ergibt sich durch einfache Umformung der ersten Behauptung. 
Vergleich der Teilbarkeitseigenschaften von Klassenzahlen und Zufallszahlen
Wir ﬁxieren eine beliebige Schranke S ∈ Z>0. Wir betrachten die Menge aller kubischen Zahlko¨rper
K = Q( 3
√
D3 ± 1) mit Diskriminante ∆, fu¨r die |∆|  S gilt. Wir wa¨hlen aus dieser Menge
zufa¨llig einen Zahlko¨rper K aus. Dann ﬁxieren wir eine zufa¨llige Glattheitsschranke B ∈ Z>0
mit B < |∆|0.45. Nun vergleichen wir die Wahrscheinlichkeit, dass die Klassenzahl h(K) bei in
diesem Sinne zufa¨lliger Wahl eines kubischen Zahlko¨rpers K = Q( 3
√
D3 ± 1) B-glatt ist, mit der
Wahrscheinlichkeit, dass eine aus der Gro¨ßenordnung von h(K) gewa¨hlte Zufallszahl x ∈ Z>0
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B-glatt ist. Die Schranke S lassen wir gegen unendlich gehen. Unsere Experimente zeigen (siehe
Abschnitt 4.4.2.2), dass wir die Klassenzahl in der Gro¨ßenordnung |∆|0.45  S0.45 erwarten du¨rfen.
Daher wa¨hlen wir die Zufallszahl x zufa¨llig aus {1, . . . , S0.45}.









]  c2(S) . (4.16)
Mit der Kenntnis geeigneter c1(S), c2(S) ko¨nnen wir die Wahrscheinlichkeit abscha¨tzen, dass
die Klassenzahl h(K) B-glatt ist; denn wir ko¨nnen die Glattheitswahrscheinlichkeit fu¨r zufa¨llig
gewa¨hlte Zahlen x gut approximieren, wie wir spa¨ter sehen werden.
Lemma 4.4.6
In obigem Kontext gilt:








]  u . (4.17)
Beweis: Wir wa¨hlen eine Glattheitsschranke B := S
0.45
u , deren Gro¨ße wir u¨ber eine reelle Zahl


































B<pS0.45 (1− Pr[ p | h(K) ])∏





1− Pr[ p | h(K) ]
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p2 − p− 1

























































































eγ · 0.45 · lnS
eγ · 0.45u · lnS
= u =: c2(S) (4.20)
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= 0.5772156649 . . .
([HW79]). Es ist eγ ≈ 1.781. Bei der obigen Anwendung des Mertens-Theorems vernachla¨ssigen
wir den zweiten Summanden, weil dieser asymptotisch keine Rolle spielt. 
Illustration des Zusammenhangs zwischen Teilbarkeitseigenschaften von Klassen-
zahlen und Zufallszahlen:
Fu¨r |∆|  S = 2404, d.h. die Schlu¨ssella¨nge eines NF-Kryptoverfahrens wa¨re 404 Bits6, fu¨hrt
Lemma 4.4.6 fu¨r die Glattheitsschranke B = S
0.45









 2 · Pr[ x ist B-glatt ] .
Wa¨hlen wir die Schranke S mindestens in der Gro¨ßenordnung 2404, so ist fu¨r die Glattheitsschranke
B = S
0.45
u die Wahrscheinlichkeit dafu¨r, dass h(K) B-glatt ist, ho¨chstens u mal so groß wie die
Wahrscheinlichkeit, dass x B-glatt ist.
Wir beweisen nun Satz 4.4.3.
Beweis: Die Wahrscheinlichkeit, dass eine Zufallszahl x  S0.45 B-glatt ist, ko¨nnen wir gema¨ß





















Hierbei ist B  2,  > 0 und 1  u  exp((lnB)3/5−); die O-Konstante ist nur von  abha¨ngig.
Der Audruck ln(u+1)lnB ist positiv und fu¨r große Glattheitsschranken B fast 0. Wir vernachla¨ssigen
diesen Ausdruck daher. Durch Einsetzen von (4.22) in Lemma 4.4.6 erhalten wir die Behauptung.

Fu¨r betragsma¨ßig sehr große Diskriminanten |∆|  S und die Glattheitsschranke B = u√h(K)










Analog kann man vorgehen, um die Glattheitswahrscheinlichkeit von Klassenzahlen der an-
deren in Abschnitt 4.3 fu¨r die NF-Kryptographie vorgeschlagenen algebraischen Zahlko¨rper ab-
zuscha¨tzen. Man hat hier jeweils mit der (4.11) entsprechenden Formel fu¨r den betreﬀenden
Zahlko¨rper aus der Cohen-Martinet-Heuristik [CM87] zu starten.
6entspricht der Sicherheit von RSA-1024 Bit
7Es gilt ρ(u) = u−u+o(1)
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Tabelle 4.4: Diskriminanten kubischer Stender-Ko¨rper mit |∆| 0.45u -glatter Klassenzahl, wobei











1.5 0.70634 0.59453 [0.59453, 0.91070]
2.0 0.46825 0.30685 [0.30685, 0.63105]
2.5 0.25397 0.13033 [0.13033, 0.33734]
3.0 0.07937 0.04861 [0.04861, 0.15201]
3.5 0.02381 0.01623 [0.01623, 0.05962]
4.0 0 0.00491 [0.00491, 0.02075]
4.5 0 0.00137 [0.00137, 0.00656]
5.0 0 0.00035 [0.00035, 0.00187]
5.5 0 0.00009 [0.00009, 0.00053]
6.0 0 0.00002 [0.00002, 0.00013]
6.5 0 0.00000 [0.00000, 0.00000]
4.4.2.2 Experimenteller Nachweis
Wir haben die Klassenzahlen und deren Primfaktorzerlegung von kubischen Stender-Ko¨rpern mit
1479 zufa¨llig gewa¨hlten Diskriminanten aus dem Bereich 265  |∆|  2169 berechnet (siehe An-
hang). Hiervon waren 203 Diskriminanten betragsma¨ßig gro¨ßer als 2124. Die Tabellen 4.4 und 4.5
zeigen fu¨r verschiedene Werte von u (erste Spalte) den Anteil der Diskriminanten mit B = |∆| 0.45u -
glatter Klassenzahl (zweite Spalte). Die dritte und vierte Spalte dienen zum Vergleich unserer
experimentellen Resultate mit den im vorangegangenen Unterabschnitt hergeleiteten Schranken
fu¨r die Glattheitswahrscheinlichkeit von Klassenzahlen: Spalte 3 zeigt den Wert der Dickmann-
schen ρ-Funktion als Approximation fu¨r die Wahrscheinlichkeit, dass eine zufa¨llig in der gleichen
Gro¨ßenordnung gewa¨hlte ganze Zahl x B-glatt ist; Spalte 4 gibt das theoretisch vorausgesagte
Intervall fu¨r die Glattheitswahrscheinlichkeit von Klassenzahlen an. Tabelle 4.4 beschra¨nkt sich
auf Stender-Ko¨rper mit Diskriminanten ∆ mit 2124 < |∆| < 2169. Tabelle 4.5 beru¨cksichtigt alle
untersuchten Stender-Ko¨rper mit Diskriminanten ∆ mit 265 < |∆| < 2169, wobei hier der Groß-
teil der Diskriminanten (86 %) betragsma¨ßig kleiner als 2124 gewa¨hlt wurde. In beiden Tabellen
verwenden wir in der vierten Spalte die Schranke S = 2404, so dass diese Spalte jeweils auch
die Glattheitswahrscheinlichkeit von Klassenzahlen von Stender-Ko¨rpern mit Diskriminanten der
Gro¨ßenordnung −2404 voraussagt, welche real in der Kryptographie zum Einsatz kommen ko¨nnten.
Das Verwenden einer exakteren Schranke S fu¨r die tatsa¨chlich in den Experimenten verwendeten
Diskriminanten wu¨rde nur zu marginalen Vergro¨ßerungen der oberen Intervallgrenzen in der vierten
Spalte fu¨hren; die obere Intervallgrenze hat etwa den Wert u · ρ(u).
Die Tabellen zeigen:
• Die experimentell ermittelten Glattheitswahrscheinlichkeiten von Klassenzahlen kubischer
Stender-Ko¨rper stimmen in Tabelle 4.5 bereits recht gut mit den theoretisch vorausgesagten
Intervallen u¨berein; denn der Anteil B-glatter Klassenzahlen liegt fu¨r u < 3.5 innerhalb des
vorausgesagten Intervalls und fu¨r 3.5  u unmittelbar oberhalb der rechten Intervallgren-
ze. (Der Anteil 0 fu¨r die B-glatten Klassenzahlen mit u = 6.0 stimmt ebenfalls mit der
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Tabelle 4.5: Diskriminanten kubischer Stender-Ko¨rper mit |∆| 0.45u -glatter Klassenzahl, wobei











1.5 0.79716 0.59453 [0.59453, 0.91070]
2.0 0.50372 0.30685 [0.30685, 0.63105]
2.5 0.28330 0.13033 [0.13033, 0.33734]
3.0 0.14266 0.04861 [0.04861, 0.15201]
3.5 0.06085 0.01623 [0.01623, 0.05962]
4.0 0.02231 0.00491 [0.00491, 0.02075]
4.5 0.01014 0.00137 [0.00137, 0.00656]
5.0 0.00406 0.00035 [0.00035, 0.00187]
5.5 0.00068 0.00009 [0.00009, 0.00053]
6.0 0 0.00002 [0.00002, 0.00013]
6.5 0 0.00000 [0.00000, 0.00000]
Voraussage u¨berein, da wir 1479 Datenpunkte betrachten und 0.00013 · 1479 < 0.5.)
• Die fu¨r betragsma¨ßig gro¨ßere Diskriminanten (2124 < |∆| < 2169) experimentell bestimmten
Glattheitswahrscheinlichkeiten liegen fu¨r alle Glattheitsschranken B (d.h. fu¨r alle Werte u)
innerhalb der theoretisch vorausgesagten Intervalle. (Der Anteil 0 fu¨r die B-glatten Klassen-
zahlen mit u  4.0 stimmt ebenfalls mit der Voraussage u¨berein, da wir 203 Datenpunkte
betrachten und 0.00491 · 203 < 0.5.)
• Der Vergleich der zweiten Spalten der Tabellen 4.4,4.5 zeigt, dass die (relative) Glatt-
heitswahrscheinlichkeit von Klassenzahlen mit zunehmender Gro¨ße des Absolutbetrages der
Diskriminante abnimmt. Dies la¨sst darauf schließen, dass sich Klassenzahlen von fu¨r die
Kryptographie relevanten Diskriminanten (≈ −2404) bzgl. ihrer Glattheitswahrscheinlichkeit
tatsa¨chlich noch viel gu¨nstiger verhalten als in unseren Experimenten. In der Tat scheinen
Klassenzahlen von Stender-Ko¨rpern mit betragsma¨ßig großer Diskriminante mit a¨hnlicher
Wahrscheinlichkeit B-glatt zu sein wie Zufallszahlen der gleichen Gro¨ßenordnung.
Bemerkung zu p-ten Kreisko¨rpern p-te Kreisko¨rper bilden eine Ausnahme bei unseren
Betrachtungen, da hier jeweils explizit die Existenz eines hinreichend großen Primteilers der Klas-
senzahl nachgewiesen werden kann. Fu¨r Details verweisen wir auf Abschnitt 4.3.
4.5 Auswahl kryptographisch relevanter Schlu¨ssella¨ngen
(Wahl der Diskriminante)
In Abschnitt 4.1 haben wir Buchmanns Klassengruppenalgorithmus [Buc89] als den eﬃzientesten
allgemeinen Angriﬀ auf die NF-Kryptosysteme identiﬁziert. Zudem haben wir fu¨r kleine Diskri-
minantenla¨ngen die tatsa¨chliche Laufzeit dieses Algorithmus gemessen. In diesem Abschnitt ex-
trapolieren wir zuna¨chst die gemessenen Laufzeiten, um die Schlu¨ssella¨ngen zu bestimmen, die
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zum Erreichen des gewu¨nschten Sicherheitslevels verwendet werden mu¨ssen. Anschließend wer-
den wir unsere Schlu¨ssella¨ngen fu¨r NF-Kryptosysteme mit Schlu¨ssella¨ngen traditioneller Public-
Key-Kryptosysteme vergleichen. Hierzu wenden wir das weithin anerkannte Modell [LV01] von
A. Lenstra und Verheul auf die NF-Kryptosysteme an.
Extrapolation
Fu¨r gegebene Diskriminante ∆ mu¨ssen L(|∆|)[12 ,
√
2+ o(1)] viele Bitoperationen ausgefu¨hrt wer-
den, um das Berechnungsproblem zu lo¨sen (z.B. Berechnung eines Vielfachen der Klassenzahl
h(∆)), um also die NF-Kryptosysteme aus Kapitel 3 zu brechen.
Die Laufzeiten des schnellsten Algorithmus fu¨r das Berechnungsproblem ko¨nnen bei Verwen-
dung von Diskriminanten in kryptographisch relevanter Gro¨ßenordnung nicht praktisch gemessen
werden. Um die Laufzeiten vorherzusagen und mit Laufzeiten zum Brechen traditioneller Krypto-
verfahren vergleichbar zu machen, gehen wir vor, wie in vergleichbaren Situationen u¨blich (siehe
z.B. [LV01], [Ham02]):
• Wir stellen fest, dass fu¨r variierende Eingabegro¨ßen (Diskriminanten variieren, Zahlko¨rper-












• Wir ignorieren in der subexponentiellen Laufzeitfunktion aus (4.24) den o(1)-Term.
• Wir berechnen die Konstante c bei ﬁxem Zahlko¨rpergrad als arithmetisches Mittel der
Quotienten aus (4.24), wobei wir die Diskriminantenla¨ngen so klein wa¨hlen, dass wir die
tatsa¨chlichen Laufzeiten auf einem Computer messen ko¨nnen (siehe Anhang B). Mit Hilfe
der PARI/GP-Implementierung [BBB+02] des Buchmann-Algorithmus [Buc89] haben wir
die Klassenzahlen von Stender-Ko¨rpern K = Q(ω) mit ω = n
√
Dn − 1 der Grade n ∈ {3, 4}
bestimmt (D ∈ Z>3). Die Laufzeit des Algorithmus wurde dabei jeweils aus Sun-Solaris-
Workstations mit UltraSparc II-Prozessoren und 450 MHz Taktfrequenz gemessen. Wir ha-
ben bei unseren Experimenten als Stackgro¨ße 900 MB realen physischen Speicher verwendet.
Bei Laufzeitmessungen in 2500 Stender-Ko¨rpern vom Grad 3 ergibt sich somit:
c = 1.5 · 109
Bei Laufzeitmessungen in 110 Stender-Ko¨rpern vom Grad 4 erhalten wir:
c = 2.4 · 108







liefert uns die in Tabelle 4.6 angegebenen extrapolierten Laufzeiten: Fu¨r die Diskriminan-
tenla¨nge aus Spalte 1 entha¨lt Spalte 2 (bzw. Spalte 4) die auf einer 450 MHz-UltraSparc
II-Workstation erwartete Laufzeit in Jahren bei Verwendung eines Stender-Ko¨rpers vom Grad
3 (bzw. vom Grad 4).
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• Wir wollen die prognostizierten Laufzeiten rechnerunabha¨ngig ausdru¨cken, um den Aufwand
zum Brechen von NF-Kryptoverfahren vergleichbar mit dem Aufwand zum Brechen tradi-
tioneller Public-Key-Kryptoverfahren zu machen. Hierzu verwenden wir wie in [LV01] die
Maßeinheit 1 MIPS fu¨r die Rechengeschwindigkeit eines Computers oder einer CPU. Eine
1 MIPS-CPU fu¨hrt eine Million Operationen pro Sekunde aus. In der Arbeit [HM00] wurde
per Benchmark ermittelt, dass eine Sun-Solaris-Workstation mit UltraSparc I-Prozessor mit
170MHz Taktfrequenz 100 MIPS schnell ist (d.h. 100 Millionen Operationen pro Sekunde
ausfu¨hrt). Daher erscheint es vernu¨nftig – pessimistisch aus der Sicht der Benutzer der NF-
Kryptosysteme – anzunehmen, dass unsere UltraSparc II-Prozessoren 400 MIPS schnell sind,
d.h. sie fu¨hren 400 Millionen Operationen pro Sekunde aus. Die Laufzeit eines Algorithmus
dru¨cken wir rechnerunabha¨ngig in MIPS-Jahren aus. Ein MIPS-Jahr ist die Anzahl der Ope-
rationen, die eine 1 MIPS-CPU in einem Jahr ausfu¨hren kann, also 3.1535·1013 Operationen.
Der Einfachheit halber nehmen wir an, eine Operation entspreche einer Bitoperation.
Die Anzahl der MIPS-Jahre (#MY(|∆|)), die zum Brechen eines NF-Kryptosystems durch
Lo¨sen des zugrunde liegenden Berechnungsproblems bei gegebener Diskriminante ∆ inve-
stiert werden muss, berechnen wir wie folgt (in [Ham02] wird implizit die gleiche Formel
verwendet):
#MY(|∆|) = t∆ · < MIPS− Rate PC >1MY = t∆ ·
400 · 106s−1
3.1535 · 1013 (4.26)
Hierbei ist t∆ die auf einem Computersystem erwartete Laufzeit des Angriﬀes gema¨ß Glei-
chung (4.25). Als MIPS-Rate desselben Computersystems haben wir die unserem Computer
entsprechenden 400 MIPS, d.h. 400·106 Operationen pro Sekunde, eingesetzt. In Tabelle 4.6
entha¨lt Spalte 3 (bzw. Spalte 5) den aus dieser Formel resultierenden Berechnungsaufwand
bei Verwendung von Stender-Ko¨rpern vom Grad 3 (bzw. vom Grad 4) mit entsprechender
Diskriminantenla¨nge.
Anwendung des Modells von Lenstra und Verheul
Wir vergleichen nun die zum Brechen der NF-Kryptosysteme notwendige Zeit mit der Zeit, die
zum Brechen heute in der Praxis verwendeter Public-Key-Kryptosysteme notwendig ist.
A. Lenstra und Verheul entwickelten in ihrer Arbeit [LV01] ein weit akzeptiertes Modell, um
Mindestschlu¨ssella¨ngen von Kryptosystemen anzugeben, die in der Zukunft ein gewu¨nschtes Si-
cherheitsniveau gewa¨hrleisten. Die Arbeit setzt Schlu¨ssella¨ngen von symmetrischen Kryptoverfah-
ren mit denen von Public-Key-Verfahren wie RSA oder Elliptischen Kurven-Verfahren sicherheits-
technisch in Bezug.
Wir wenden das Modell auf NF-Kryptosysteme an und machen gema¨ß [LV01] folgende An-
nahmen:
1. Das symmetrische Kryptoverfahren DES (Data Encryption Standard) war fu¨r kommerzielle
Anwendungen hinreichend sicher bis zum Jahr 1982. Daher betrachten wir den Berech-
nungsaufwand zum Brechen des DES durch Brute-Force-Attacke, also 0.5 · 106 MIPS-Jahre
gema¨ß [LV01], als in der Praxis nicht durchfu¨hrbar bis zum Jahr 1982.
2. Alle 18 Monate verdoppelt sich die Rechenpower, die man fu¨r einen festen Geldbetrag (z.B.
1 US-Dollar) erwerben kann.
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log |∆| #Jahre 450MHz, Grad 3 #MY, Grad 3 #Jahre 450MHz, Grad 4 #MY, Grad 4
256 87.8 3.5 · 104 548.7 2.2 · 105
348 4.6 · 105 1.9 · 108 2.9 · 106 1.2 · 109
512 2.3 · 1011 9.2 · 1013 1.4 · 1012 5.8 · 1014
640 1.8 · 1015 7.3 · 1017 1.1 · 1016 4.6 · 1018
768 6.7 · 1018 2.7 · 1021 4.2 · 1019 1.7 · 1022
896 1.4 · 1022 5.5 · 1024 8.7 · 1022 3.5 · 1025
1024 1.8 · 1025 7.1 · 1027 1.1 · 1026 4.4 · 1028
1280 9.8 · 1030 3.9 · 1033 6.1 · 1031 2.4 · 1034
1536 1.7 · 1036 6.9 · 1038 1.1 · 1037 4.3 · 1039
1792 1.3 · 1041 5.1 · 1043 7.9 · 1041 3.1 · 1044
2048 4.7 · 1045 1.9 · 1048 2.9 · 1046 1.2 · 1049
2560 1.2 · 1054 4.9 · 1056 7.7 · 1054 3.1 · 1057
3072 6.1 · 1061 2.4 · 1064 3.8 · 1062 1.5 · 1065
3584 8.3 · 1068 3.3 · 1071 5.2 · 1069 2.1 · 1072
4096 4.0 · 1075 1.6 · 1078 2.5 · 1076 1.0 · 1079
Tabelle 4.6: Schlu¨ssella¨ngen und Laufzeit zur Klassenzahlberechnung in Jahren auf einer 450
MHz UltraSparc II-Workstation bzw. Aufwand in MIPS-Jahren
3. Alle 10 Jahre verdoppeln sich die ﬁnanziellen Mittel, die Angreifer bereit und in der Lage
sind, zum Brechen von Kryptosystemen zu investieren.
4. Es wird keine substanziellen Fortschritte bei der Kryptoanalyse von NF-Kryptosystemen
geben.
Die Autoren machen die Hypothesen 1 bis 3 in [LV01] plausibel und illustrieren deren Folgerungen.
Sie treﬀen die Annahme 4 fu¨r Signaturverfahren vom Typ DSA und Schnorr (DL-Probleme in
Untergruppen mit Primzahlordnung) und fu¨r Elliptische Kurven-Verfahren.
Folgt man unseren Annahmen, so berechnen wir zuna¨chst fu¨r ein Jahr y den Berechnungsauf-
wand in MIPS-Jahren, der gema¨ß [LV01] als praktisch nicht investierbar gilt:
IMY(y) = 0.5 · 106 · 22(y−1982)/3 · 2(y−1982)/10
Der resultierende Wert IMY(y) wird benutzt, um die Schlu¨ssella¨ngen zu bestimmen, die bis zum
Jahr y hinreichende Sicherheit bieten. Fu¨r die NF-Kryptosysteme u¨ber Zahlko¨rpern der Grade 3
und 4 berechnen wir hierzu die betragsma¨ßig kleinste Diskriminante ∆ mit L(|∆|)[12 ,
√
2+o(1)] 
IMY(y), wobei wir den o(1)-Term vernachla¨ssigen.
In den resultierenden Tabellen 4.8 und 4.9 ﬁndet man sicherheitstechnisch a¨quivalente
Schlu¨ssella¨ngen fu¨r RSA, Elliptische Kurven-Kryptosysteme (ECC) und fu¨r NF-Kryptosysteme8
u¨ber Zahlko¨rpern der Grade 3 und 4. Wenn man heute einen Text verschlu¨sselt, der mindestens
bis zum Jahr 2010 geheim bleiben soll, genu¨gt es demnach, einen 1369 Bit-RSA-Key, einen
457 Bit-NF-Kryptosystem-Key bei Verwendung eines Zahlko¨rpers vom Grad 3, einen 434
8in der Tabelle mit NF-Krypto bezeichnet
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Jahr RSA IQ-DSA NF-Krypto, Grad 3 NF-Krypto, Grad 4 #MY
1994 768 540 358 337 4.3 · 108
2001 1024 687 404 382 2.0 · 1010
2014 1536 958 483 459 9.8 · 1012
2023 2048 1208 550 525 1.4 · 1015
2040 3072 1665 668 641 4.6 · 1018
2050 4096 2084 769 740 2.8 · 1021
Tabelle 4.7: Vergleich der Schlu¨ssella¨ngen von RSA mit IQ-DSA und RDSA
Bit-NF-Kryptosystem-Key bei Verwendung eines Zahlko¨rpers vom Grad 4 oder einen 146
Bit-ECC-Key zu verwenden.
Lenstra und Verheul erla¨utern in ihrer Arbeit [LV01], welche Modiﬁkationen man in den Ta-
bellen vorzunehmen hat, wenn man einzelnen Annahmen, insbesondere Annahme 1, in der oben
formulierten Fassung nicht folgen mo¨chte. Diese Ausfu¨hrungen gelten auch fu¨r unseren Kontext.
Tabelle 4.7 listet u¨blicherweise verwendete Schlu¨ssella¨ngen der Public-Key-Verfahren RSA und
IQ-DSA 9 mit den sicherheitstechnisch a¨quivalenten Schlu¨ssella¨ngen von NF-Kryptosystemen wie
RDSA10 fu¨r die Grade 3 und 4 auf. Die Schlu¨ssella¨nge wird als sehr wichtiger Designparame-
ter moderner Public-Key-Kryptosysteme angesehen. In diesem Sinne sind NF-Kryptosysteme den
anderen in der Tabelle dargestellten Public-Key-Kryptosystemen u¨berlegen.
Folgerungen und oﬀene Fragen
Wir haben die Sicherheit von Kryptosystemen u¨ber algebraischen Zahlko¨rpern untersucht, die auf
dem Wurzelproblem oder dem diskreten Logarithmusproblem basieren. Fu¨r festen Zahlko¨rpergrad







wa¨hrend man bislang die beste bewiesene obere Schranke der Laufzeit L(|∆|)[12 , 1.7 + o(1)]
([Buc89]) auch fu¨r die tatsa¨chliche Laufzeit hielt. Wurzelproblem und diskretes Logarithmus-
problem u¨ber algebraischen Zahlko¨rpern vom Grad > 2 scheinen daher noch schwieriger zu
sein als die entsprechenden Probleme u¨ber imagina¨r-quadratischen Zahlko¨rpern (Komplexita¨t
L(|∆|)[12 , 1 + o(1)], siehe [HM00]), das diskrete Logarithmusproblem u¨ber endlichen Ko¨rpern










siehe [LV01]). Durch Messen von Laufzeiten fu¨r kleinere Diskriminantenla¨ngen und Extrapolation
zeigten wir zum ersten Mal, wie Schlu¨ssella¨ngen fu¨r NF-Kryptosysteme11 zu wa¨hlen sind, um das
gewu¨nschte Sicherheitslevel zu erreichen. Dabei haben wir das Modell von Lenstra und Verheul
9IQ-DSA ist im Wesentlichen die Implementierung von DSA in Klassengruppen imagina¨r-quadratischer
Zahlko¨rper, siehe [HM00]
10in der Tabelle mit NF-Krypto bezeichnet
11in Zahlko¨rpern vom Grad 3 oder 4
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Jahr RSA NF-Krypto, Grad 3 NF-Krypto, Grad 4 ECC #MY
1982 417 284 265 105 5.0 · 105
1984 463 295 276 108 1.5 · 106
1986 513 306 287 111 4.2 · 106
1988 566 318 298 114 1.2 · 107
1990 622 330 309 117 3.5 · 107
1991 652 336 315 119 6.0 · 107
1992 682 342 321 120 1.0 · 108
1993 713 348 327 121 1.7 · 108
1994 744 354 333 123 2.9 · 108
1995 777 361 339 124 5.0 · 108
1996 810 366 345 126 8.5 · 108
1997 844 373 351 127 1.5 · 109
1998 879 379 357 129 2.5 · 109
1999 915 385 363 130 4.2 · 109
2000 952 391 369 132 7.1 · 109
2001 990 398 375 133 1.2 · 1010
2002 1028 405 382 135 2.1 · 1010
2003 1068 411 388 136 3.5 · 1010
2004 1108 417 395 138 6.0 · 1010
2005 1149 424 401 139 1.0 · 1011
2006 1191 430 408 141 1.7 · 1011
2007 1235 437 414 142 2.9 · 1011
2008 1279 444 421 144 5.0 · 1011
2009 1323 451 427 145 8.5 · 1011
2010 1369 457 434 146 1.5 · 1012
2011 1416 464 441 148 2.5 · 1012
2012 1464 471 448 149 4.2 · 1012
2013 1513 478 454 151 7.1 · 1012
2014 1562 485 461 152 1.2 · 1013
2015 1613 492 468 154 2.1 · 1013
2016 1664 499 475 155 3.5 · 1013
2017 1717 506 482 157 6.0 · 1013
2018 1771 514 489 158 1.0 · 1014
2019 1825 521 496 160 1.7 · 1014
Tabelle 4.8: Schlu¨ssella¨ngen verschiedener Signaturverfahren fu¨r gleiches Sicherheitsniveau
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Jahr RSA NF-Krypto, Grad 3 NF-Krypto, Grad 4 ECC #MY
2020 1881 528 503 161 2.9 · 1014
2021 1937 535 510 163 5.0 · 1014
2022 1995 543 518 164 8.5 · 1014
2023 2054 550 525 166 1.5 · 1015
2024 2113 558 532 167 2.5 · 1015
2025 2174 565 539 169 4.2 · 1015
2026 2236 573 547 170 7.1 · 1015
2027 2299 580 554 172 1.2 · 1016
2028 2362 588 562 173 2.1 · 1016
2029 2427 595 569 175 3.5 · 1016
2030 2493 603 577 176 6.0 · 1016
2032 2629 619 592 179 1.7 · 1017
2034 2768 634 607 182 5.0 · 1017
2036 2912 650 623 185 1.5 · 1018
2038 3061 666 639 188 4.2 · 1018
2040 3214 683 655 191 1.2 · 1019
2042 3371 699 671 194 3.5 · 1019
2044 3533 716 687 197 1.0 · 1020
2046 3700 732 704 200 3.0 · 1020
2048 3871 749 720 203 8.5 · 1020
2050 4047 766 737 206 2.5 · 1021
2056 4608 819 788 289 6.0 · 1022
2061 5120 863 832 303 8.5 · 1023
2070 6144 947 914 328 1.0 · 1026
2079 7168 1033 1000 354 1.2 · 1028
2086 8192 1103 1068 374 4.9 · 1029
2094 9216 1185 1149 396 3.4 · 1031
2100 10240 1248 1212 413 8.2 · 1032
2107 11264 1324 1286 433 3.4 · 1034
2113 12288 1390 1352 450 8.1 · 1035
2118 13312 1447 1408 464 1.2 · 1037
2124 14336 1516 1476 481 2.8 · 1038
2129 15360 1574 1534 495 4.0 · 1039
2134 16384 1634 1593 509 5.6 · 1040
Tabelle 4.9: Schlu¨ssella¨ngen verschiedener Signaturverfahren fu¨r gleiches Sicherheitsniveau
(Forts.)
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([LV01]) angewendet, in dem die Schlu¨ssella¨ngen der NF-Kryptosysteme sicherheitstechnisch mit
Schlu¨ssella¨ngen traditioneller Public-Key-Verfahren in Bezug gesetzt werden.
Oﬀen bleibt die Frage, wie man die passenden Schlu¨ssella¨ngen der NF-Kryptosysteme fu¨r
gro¨ßeren Zahlko¨rpergrad als 4 bestimmt. Man ist hier mit dem praktischen Problem konfrontiert,
dass man nicht genu¨gend viele Zeitmessungen vornehmen kann, da Buchmanns Algorithmus bereits
fu¨r sehr kleine Eingabeparamter sehr ineﬃzient ist. Bislang vermutet man, dass die Laufzeit des
Buchmann-Algorithmus exponentiell im Zahlko¨rpergrad wa¨chst ([BP97]).
Kapitel 5
Eﬃziente NF-Arithmetik
Die von u¨blichen Computeralgebrasystemen wie PARI/GP, KANT/KASH und LiDIA zur Verfu¨gung
gestellten Datenstrukturen und Algorithmen fu¨r Ideale algebraischer Zahlko¨rper sind nicht hinrei-
chend eﬃzient fu¨r den praktischen kryptographischen Gebrauch. LiDIA ist diesbezu¨glich wenigstens
so eﬃzient wie die Systeme PARI/GP und KANT/KASH (siehe [Nei02]). Unsere erste Implemen-
tierung des Signaturverfahrens RDSA in Stender-Ko¨rpern benutzte die von LiDIA zur Verfu¨gung
gestellten Datenstrukturen und Algorithmen. Eine RDSA-Signatur in einem kubischen Stender-
Ko¨rper mit 501-Bit-Diskriminante beno¨tigte auf einer UltraSPARC-III-Maschine mit 333 MHz
etwa 91 Sekunden ([HMNP99]). Dies war einerseits der grundlegende Nachweis, dass man u¨ber-
haupt kryptographische Verfahren in algebraischen Zahlko¨rpern implementieren kann. Andererseits
wurde jedoch deutlich, dass eine eﬃzientere Arithmetik fu¨r Zahlko¨rper und ihre Objekte erfunden
und implementiert werden musste sowie ggf. weitere Eﬃzienzoptimierungen bei der Implementie-
rung der kryptographischen Verfahren erzielt werden mussten.
In diesem Kapitel stellen wir eine eﬃziente Arithmetik fu¨r algebraische Zahlko¨rper vor. In Ab-
schnitt 5.1 beschreiben wir zuna¨chst, wie man gema¨ß unseres Vorschlages die mathematischen
Objekte im Rechner darstellen soll. Im anschließenden Abschnitt 5.2 formulieren wir die Algo-
rithmen fu¨r diese Objekte, welche man zur Implementierung der kryptographischen Verfahren aus
Kapitel 3 beno¨tigt. Viele der von uns vorgeschlagenen Algorithmen sind deutlich zeiteﬃzienter
als die traditionellen Algorithmen. In Abschnitt 5.3 beschreiben wir Details unserer Implemen-
tierungen fu¨r kryptographische Protokolle u¨ber algebraischen Zahlko¨rpern. Wir pra¨sentieren die
Laufzeiten unserer Verfahren und vergleichen diese mit den Laufzeiten von RSA als Stellvertreter
traditioneller Verfahren.
Die Ausfu¨hrungen in diesem Kapitel lehnen sich teilweise an unserer Vero¨ﬀentlichung [MNP01]
an.
5.1 Darstellung der mathematischen Objekte
5.1.1 Darstellung von Zahlko¨rpern, Ordnungen und Klassengruppen
Wir mu¨ssen algebraische Zahlko¨rper und Ordnungen im Computer darstellen. Algebraische
Zahlko¨rper stellen wir durch ihr irreduzibles monisches erzeugendes Polynom f dar. Die
Darstellung im Computer ist das n-Tupel der Koeﬃzienten (ganze Zahlen) des Polynoms, wobei
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n der Zahlko¨rpergrad ist. (Den ho¨chsten Koeﬃzienten des Polynoms speichern wir nicht, da er
immer 1 ist.) Berechnungen im Zahlko¨rper ko¨nnen dann mittels Polynom-Arithmetik modulo f
durchgefu¨hrt werden. Daher ko¨nnen wir eine algebraische Zahl α durch ein Polynom modulo f
im Computer repra¨sentieren, d.h. wir haben α = 1d
∑n−1
i=0 aix
i mit d, ai ∈ Z. Durch Speicherung
des Polynoms f deﬁnieren wir implizit die Ordnung Z[x]/(f), die aus den algebraischen Zahlen
mit Nenner d = 1 besteht. Wir wollen in der Regel allerdings in einer anderen Ordnung,
der Maximalordnung, rechnen. Die Maximalordnung kann nicht immer auf die genannte Art
repra¨sentiert werden. Daher speichern wir fu¨r Ordnungen zusa¨tzlich eine Transformationsmatrix
T ∈ Zn×n und einen Nenner d, um die Ordnung mit Z-Basis (ω0, . . . , ωn−1) = (1, x, ..., xn−1) · 1dT
zu repra¨sentieren, wobei ωi ∈ Z[x]/(f). Fu¨r Ordnungen mit T = In speichern wir zusa¨tzlich eine
Multiplikationstabelle; diese beschreibt, wie zwei Elemente der Basis multipliziert werden, d.h. wir
speichern wi,j,k, 0  i, j, k < n, mit ωi · ωj =
∑n−1
k=0 wi,j,kωk. Eine solche Multiplikationstabelle
deﬁniert bereits vollsta¨ndig die Ordnung oder den Zahlko¨rper. Daher empfehlen wir fu¨r Zahlko¨rper
oder Ordnungen im Falle T = In, auf die oben geschilderte Darstellung durch Speicherung eines
Polynoms, Nenners und einer Transformationsmatrix zu verzichten. Zu beliebiger gegebener
Ordnung eines Zahlko¨rpers ist in eindeutiger Weise die Klassengruppe der Ordnung deﬁniert.
Statt eine Klassengruppe im Rechner darzustellen, stellen wir ihre Ordnung im Rechner dar. Um
also die Klassengruppe eines algeraischen Zahlko¨rpers im Rechner darzustellen, stellen wir die
Maximalordnung des Zahlko¨rpers dar.
Erzeugen der Objekte Zahlko¨rper, Ordnung und Klassengruppe
Das Objekt Zahlko¨rper erzeugen wir im Rechner durch Wahl und Fixierung des erzeugenden
irreduziblen monischen Polynoms f vom Zahlko¨rpergrad n. Hiervon ausgehend erzeugen wir das
Objekt Ordnung im Computer, indem wir zusa¨tzlich eine unimodulare Matrix T ∈ Zn×n und
einen Nenner d ∈ Z>0 ﬁxieren. (Anschließend berechnen wir ggf. die Multiplikationstabelle zu
der entsprechenden Ordnung und lo¨schen f , d und T .) Die Klassengruppe der entsprechenden
Ordnung ist somit ebenfalls im Rechner dargestellt.
5.1.2 Darstellung von algebraischen Zahlen
Wir speichern algebraische Zahlen als Koeﬃzientenvektoren mit Referenz auf eine Z-Basis und
einen Nenner, wobei alle Koeﬃzienten und der Nenner ganze Zahlen sind. Wir repra¨sentieren
α = 1d
∑n−1
i=0 aiωi im Computer also als n-Tupel (d, (a0, . . . , an−1)). Addition und Subtraktion
ko¨nnen dann komponentenweise durchgefu¨hrt werden, sobald wir einen gemeinsamen Nenner fu¨r
die beiden involvierten algebraischen Zahlen gefunden haben. Algebraische Zahlen ko¨nnen durch
Benutzung von Polynomarithmetik oder durch Verwenden der Multiplikationstabelle (siehe oben)
multipliziert und dividiert werden.
5.1.3 Darstellung von Idealen.
Darstellung in anderen Computeralgebrasystemen Andere Computeralgebrasysteme
repra¨sentieren ein (gebrochenes) Ideal a durch einen Nenner d ∈ Z und eine n× n-Matrix Ma in
Hermite-Normalform, welche eine Z-Basis (α1, . . . , αn) des Ideals da repra¨sentiert. Die Eintra¨ge
der Matrix Ma sind ganze Zahlen und dem Betrage nach kleiner oder gleich |∆|. Die Spalten von
Ma sind die Koeﬃzientenvektoren zur Darstellung der n algebraischen Zahlen α1, . . . , αn ∈ O
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bzgl. einer ﬁxierten Ordnung mit Z-Basis (ω1, . . . , ωn):
a = α1Z + . . . + αnZ (αi ∈ O)
= ((ω1, . . . , ωn)Ma)Z
Ma =
⎛
⎜⎝ a11 · · · a1n... ...
an1 · · · ann
⎞
⎟⎠ ∈ Zn×n
Diese Darstellung von Idealen nennen wir im Folgenden Z-Basis-Darstellung.
Unsere Darstellungen Je nach Kontext wa¨hlen wir eine der beiden folgenden zeit- und
platzeﬃzienteren Varianten: die LiDIA-Darstellung (Abschnitt 5.1.3.1) oder die Zwei-Element-
Darstellung von Idealen (Abschnitt 5.1.3.2).
5.1.3.1 LiDIA-Darstellung von Idealen
Zur Darstellung des (gebrochenen) Ideals a = α1Z + . . . + αnZ berechnen wir bei gegebener
Z-Basis-Darstellung mit Darstellungsmatrix Ma = (aij)i,j eine positive Zahl m ∈ Z mit mO ⊂ a.
(Die kleinste Zahl mit dieser Eigenschaft heißt Exponent von a.) Wegen
a + mO ⊆ a+ a ⊆ a
gilt a = α1Z + . . . + αnZ + mO
Daher hat a die Darstellungsmatrix
M ′A =
⎛
⎜⎝ a11 · · · a1n m 0... ... . . .





⎜⎝ a11 mod m · · · a1n mod m m 0... ... . . .





⎜⎝ a˜11 mod m · · · a˜1r mod m m 0... ... . . .
a˜n1 mod m · · · a˜nr mod m 0 m
⎞
⎟⎠ ∈ Zn×(n+r) (1  r  n)
︸ ︷︷ ︸
A¯
Wir repra¨sentieren das gebrochene Ideal durch (m, A¯). Die Matrix A¯ mit Eintra¨gen in Z/mZ
entsteht also aus der Darstellungsmatrix Ma durch komponentenweise Reduktion modulo m.
Wir speichern A¯ als reduzierte Matrix mit so wenig Spalten wie mo¨glich (Details siehe [Nei98,
Nei02]). Diese Darstellung ist nicht eindeutig. Die geschilderte Darstellung von Idealen nennen
wir im Folgenden LiDIA-Darstellung ([LiD01]). Experimentelle Untersuchungen zeigen, dass die
LiDIA-Darstellung in der Praxis platzeﬃzienter als die Z-Basis-Darstellung ist ([Nei02]). Um zu
u¨berpru¨fen, ob zwei Ideale gleich sind, bestimmen und vergleichen wir die Exponenten beider
Ideale und berechnen und vergleichen jeweils die eindeutige Darstellung des Moduls, der von den
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Spalten von A¯ erzeugt wird (Details siehe [How86]). Die LiDIA-Darstellung ist unsere Standard-
Darstellung von Idealen. Die im Folgenden beschriebene Zwei-Element-Darstellung verwenden wir
nur fu¨r Primideale (eigener Unterabschnitt, siehe unten) und fu¨r Ideale, von denen wir wissen, dass
wir spa¨ter ein Ideal in LiDIA-Darstellung damit multiplizieren mu¨ssen. Beispielsweise berechnen




, . . . in
Zwei-Element-Darstellung.
5.1.3.2 Zwei-Element-Darstellung von Idealen
Jedes gebrochene Ideal a der Maximalordnung O von K besitzt eine Darstellung der Form
a = aO + αO ,
wobei a ∈ Z>0 ∩ a und α ∈ a ([PZ89]). Eine solche Darstellung nennen wir Zwei-Element-
Darstellung des Ideals. In der Zwei-Element Darstellung beno¨tigen wir nur n + 1 ganze Zahlen,
um ein Ideal im Computer darzustellen, wa¨hrend man in der Z-Basis-Darstellung n2 ganze Zahlen
und in der LiDIA-Darstellung n · r  n2 ganze Zahlen (1  r  n) beno¨tigt.
Berechnung von Zwei-Element-Darstellungen Zu gegebenem Ideal a in LiDIA-
Darstellung mu¨ssen wir in der Praxis ha¨uﬁg eine Zwei-Element-Darstellung berechnen. Hierzu
dient Algorithmus 5.1.
Algorithmus 5.1 Berechnung einer Zwei-Element-Darstellung eines Ideals
Eingabe: Ein Ideal a in LiDIA-Darstellung.
Ausgabe: {a, α} mit a = aO + αO oder Error.
1: Berechne Z-Basis-Darstellung von a: a = α1Z + . . . + αnZ
2: Berechne a := N(a).
3: for α ∈
{∑n−1
i=0 eiαi : ei ∈ {−1, 0, 1}
}
do
4: if N(aO + αO) = N(a) then return {a, α}
5: end for
6: return Error
Die Vorgehensweise im Algorithmus ist die folgende:
Nach Berechnung einer Z-Basis-Darstellung a = α1Z + . . . + αnZ wird die positive ganze Zahl
a = N(a) als erster Erzeuger gewa¨hlt. Anschließend wird ein zweiter Erzeuger α geschickt geraten:
Fu¨r alle α ∈
{∑n−1
i=0 eiαi : ei ∈ {−1, 0, 1}
}
wird getestet, ob aO+αO = a. In diesem Fall kann
der Algorithmus mit der Ausgabe zweier Erzeuger abgebrochen werden. Wegen aO + αO ⊆ a
genu¨gt es hier zu pru¨fen, ob N(aO + αO) = N(a).
Der Algorithmus ist zwar probabilistisch, terminiert in unseren Experimenten aber bei zufa¨llig
gewa¨hlten Idealen a fast immer (Wahrscheinlichkeit > 99.9%) mit Ausgabe einer Zwei-Element-
Darstellung. Die Zwei-Element-Darstellung von Idealen verwenden wir insbesondere zur Speiche-
rung vorberechneter 2-Potenzen bei der Exponentiation einer Idealklasse.
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5.1.4 Darstellung von Primidealen.
Wenn wir in unseren NF-Kryptoverfahren mit Primidealen rechnen, so mu¨ssen wir in der Regel
Potenzprodukte einer großen Anzahl von Primidealen berechnen. Hierfu¨r wa¨hlen wir die Zwei-
Element-Darstellung, die sich als besonders platz- und zeiteﬃzient erweist. Wir stellen ein Prim-
ideal p dar durch ein Paar (p, α), wobei p ∈ Z prim und α eine algebraische Zahl in unserer
Ordnung O ist. Die Ordnung O merken wir uns implizit u¨ber α. Es ist p = pO + αO.
5.1.5 Darstellung von Idealklassen.
Wir stellen Idealklassen durch ein beliebiges LLL-reduziertes Ideal a der Klasse (siehe unten) dar.
Eine Idealklasse wird also im Computer repra¨sentiert durch ein Paar (e, A¯), wobei e eine positive
ganze Zahl ist mit eO ⊂ a. (In der Regel wa¨hlen wir die kleinste positive Zahl (den Exponenten)
mit dieser Eigenschaft, und es gilt 1  e  |∆|.) Die Matrix A¯ ist eine n× r-Matrix (1  r  n)
mit Eintra¨gen in Z/eZ. Die LLL-reduzierten Ideale nehmen fu¨r Idealklassen etwa die Rolle der
kleinsten positiven Reste von Restklassen ein, also bei Berechnungen modulo einer ganzen Zahl. Im
Gegensatz zum kleinsten positiven Vertreter einer Restklasse ist der LLL-reduzierte Idealvertreter
allerdings nicht eindeutig bestimmt, denn es gibt viele LLL-reduzierte Vertreter einer Idealklasse.
5.2 Eﬃziente Algorithmen
Sei K ein algebraischer Zahlko¨rper vom Grad n mit Maximalordnung O, Diskriminante ∆, Klas-
sengruppe Cl(K) und Klassenzahl h(K). Seien a, b zwei Ideale von O. (Die folgenden Algorithmen
lassen sich auch auf Nichtmaximalordnungen anwenden.)
5.2.1 Bestimmen der Maximalordnung
Im Allgemeinen mu¨ssen wir in den NF-Kryptoverfahren in der Maximalordnung rechnen. Im Falle
der kubischen Stender-Ko¨rper ist die Maximalordnung explizit bekannt (siehe Abschnitt 4.3). In
allen anderen Fa¨llen wenden wir zur Bestimmung der Maximalordnung eines Zahlko¨rpers den
Round 2-Algorithmus an (siehe [Coh95]).
5.2.2 Die Gruppenoperation
Wie in Unterabschnitt 5.1 geschildert repra¨sentieren wir Gruppenelemente (Idealklassen) durch ein
reduziertes Ideal der Idealklasse. Wir realisieren die Gruppenoperation [a] · [b] durch Multiplikation
der beiden repra¨sentierenden Ideale a, b und LLL-Reduktion des Idealproduktes ab.
5.2.2.1 Reduktion eines Ideals.
Folgendermaßen reduzieren wir ein Ideal a: Wir berechnen Minkowskis Einbettung, d.h. fu¨r die
Elemente einer Z-Basis des Ideals berechnen wir die (vereinfachten) Konjugiertenvektoren. So
erhalten wir ein Gitter im Rn. Mit dem LLL-Algorithmus berechnen wir einen kurzen Vektor dieses
Gitters. Diesen kurzen Gittervektor interpretieren wir als LLL-reduziertes Ideal in der Idealklasse
[a].
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5.2.2.2 Idealmultiplikation.
Zur Idealmultiplikation benutzen wir in Abha¨ngigkeit vom Kontext unterschiedliche Algorithmen.
Diese schildern wir im Folgenden.
Mit den Methoden zur Multiplikation von Idealen und der LLL-Reduktion des Idealproduktes
ko¨nnen wir die ga¨ngigen generischen Algorithmen zur eﬃzienten Exponentiation in Klassengruppen
anwenden (siehe [MOV97]).
Potenzierung von Primidealen. Potenzen von p = pO + αO ko¨nnen wir leicht mittels der
folgenden Gleichung bestimmen: pk = pk/zO + αkO. Hier bezeichnet z den Ramiﬁzie-
rungsindex von p in p (siehe [Coh95]).
Ideal · Primideal. Wir multiplizieren ein Ideal a in LiDIA-Darstelung mit einem Primideal p =
pO + αO, indem wir die Ideale pa und αa addieren.
Ideal · Ideal. Zur Multiplikation von Idealen, die kein Primideal sind, verwenden wir in
Abha¨ngigkeit vom Kontext unterschiedliche Algorithmen.
Ideal in LiDIA-Darstellung · Ideal in LiDIA-Darstellung
Algorithmus 5.2 zeigt auf, wie wir zwei Ideale in LiDIA-Darstellung miteinander multiplizie-
ren. Der Korrektheitsbeweis fu¨r Algorithmus 5.2 ﬁndet sich in [Nei02, S.69].
Algorithmus 5.2 Multiplikation zweier Ideale in LiDIA-Darstellung
Eingabe: Zwei ganze Ideale a = (, A¯) = (, (a1, . . . , ar1)) und b = (m, B¯) = (m, (b1, . . . , br2))
in LiDIA-Darstellung.
Ausgabe: Ein ganzes Ideal c in LiDIA-Darstellung mit c = ab.
1: Berechne c := ( ·m, (a1b1, . . . , a1br2, . . . , ar1b1, . . . , ar1br2 ,ma1, . . . ,mar1 , b1, . . . , br2)).
2: return [c]
Ideal in LiDIA-Darstellung · Ideal in Zwei-Element-Darstellung
Seien ein Ideal a in LiDIA-Darstellung (e, A¯) und ein Ideal b = bO + βO in Zwei-Element-
Darstellung gegeben. Dann berechnen wir das Idealprodukt ab in LiDIA-Darstellung folgen-
dermaßen:
ab = a · b + a · β .
Eine detailliertere Beschreibung unserer Vorgehensweise bietet Algorithmus 5.3. Zur
Hermite-Normalformberechnung (HNF) verwenden wir die optimierten Versionen aus
[The00]. Einfache Algorithmen zur HNF-Berechnung werden beispielsweise in [Coh95]
beschrieben. Fu¨r eine technisch noch exaktere Beschreibung zu der von uns verwendeten
Multiplikation ganz-algebraischer Zahlen mit Idealen und zur Addition von Idealen verweisen
wir auf [Nei98, Nei02].
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log |∆| D LiDIA ∗ LiDIA LiDIA ∗ Zwei-Elt Faktor
358 ∼ 5.26 · 1017 1.49 ms 0.37 ms 4.03
404 ∼ 1.07 · 1020 1.79 ms 0.42 ms 4.25
550 ∼ 2.27 · 1027 2.92 ms 0.63 ms 4.67
668 ∼ 1.89 · 1033 4.02 ms 0.86 ms 4.70
769 ∼ 2.21 · 1038 5.27 ms 1.13 ms 4.65
Tabelle 5.1: Laufzeiten der Idealmultiplikation in Stender-Ko¨rpern vom Grad 3
Algorithmus 5.3 Multiplikation Ideal in LiDIA-Darstellung mit Ideal in Zwei-Element-
Darstellung
Eingabe: Ideal a = (e, A¯) in LiDIA-Darstellung und b = bO + βO in Zwei-Element-
Darstellung.
Ausgabe: Ein Ideal c in LiDIA-Darstellung mit c = ab.
1: // Berechne a · b:
2: Multipliziere alle Eintra¨ge von A¯ und den Modul e mit der ganzen Zahl b.
3: // Berechne a · β:
4: Multipliziere die ganz-algebraische Zahl β mit allen Spalten des Z-Erzeugendensystems
( A¯︸︷︷︸
r
| e · In︸ ︷︷ ︸
n
) von a.
5: Berechne die HNF der resultierenden Matrix mit n+r Spalten (fu¨hrt zu einer Matrix mit
ho¨chstens n Spalten).
6: // Berechne a · b + a · β:
7: Konkateniere die Spalten der Darstellungen von a · b und a · β.
8: Berechne die HNF der resultierenden Matrix aus ho¨chstens n+ r Spalten (fu¨hrt zu einer
Matrix mit ho¨chstens n Spalten).
9: Interpretiere das Ergebnis als LiDIA-Darstellung eines Ideals c und return [c]
Die Tabellen 5.1, 5.2, 5.3 vergleichen die Laufzeiten fu¨r die Multiplikation zweier Ideale
in LiDIA-Darstellung mit den Laufzeiten fu¨r die Multiplikation der gleichen Ideale, wobei
eins in LiDIA-Darstellung und das zweite Ideal in Zwei-Element-Darstellung gegeben ist.
In den Experimenten verwenden wir LLL-reduzierte Ideale zufa¨llig gewa¨hlter Idealklassen in
Klassengruppen von Stender-Ko¨rpern der Grade n = 3, 4 und 6:
K = Q( n
√
Dn + 1) D ∈ Z>0
Die erste Spalte gibt Aufschluss u¨ber die bina¨re La¨nge der Diskriminante ∆, die zweite Spalte
u¨ber die Gro¨ße(nordnung) des Parameters D; die letzte Spalte zeigt den Beschleunigungs-
faktor unserer neuen Methode zur Multiplikation von Idealen (
”
LiDIA-Darst. ∗ Zwei-Elt.-
Darst.“, vierte Spalte) verglichen mit der in LiDIA implementierten Methode (
”
LiDIA-Darst.
∗ LiDIA-Darst.“, dritte Spalte). Alle Laufzeiten sind in Millisekunden angegeben und u¨ber
100 Iterationen gemittelt. Die Tabelle 5.8 gibt Aufschluss u¨ber die Systemumgebung, in der
alle in diesem Kapitel genannten Laufzeiten gemessen wurden. Die Laufzeiten zeigen, dass
unsere neue Methode zur Idealmultiplikation im Vergleich mit der in LiDIA implementier-
ten Methode zu einem Beschleunigungsfaktor von 4.5, 8 bzw. 14 fu¨r die Zahlko¨rpergrade
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log |∆| D LiDIA ∗ LiDIA LiDIA ∗ Zwei-Elt Faktor
335 ∼ 1.69 · 108 4.11 ms 0.56 ms 7.39
379 ∼ 2.03 · 109 4.76 ms 0.63 ms 7.52
521 ∼ 1.11 · 1013 7.63 ms 0.90 ms 8.51
636 ∼ 5.06 · 1015 10.57 ms 1.28 ms 8.27
741 ∼ 2.95 · 1018 13.81 ms 1.66 ms 8.32
Tabelle 5.2: Laufzeiten der Idealmultiplikation in Stender-Ko¨rpern vom Grad 4
log |∆| D LiDIA ∗ LiDIA LiDIA ∗ Zwei-Elt Faktor
336 1880 14.18 ms 1.05 ms 13.48
379 5090 16.56 ms 1.19 ms 13.89
528 159465 26.39 ms 1.87 ms 14.13
634 1846389 36.35 ms 2.54 ms 14.31
738 36392991094 47.92 ms 3.39 ms 14.12
Tabelle 5.3: Laufzeiten der Idealmultiplikation in Stender-Ko¨rpern vom Grad 6
3, 4 bzw. 6 fu¨hrt. Allerdings sind Ideale ha¨uﬁg a priori nicht in Zwei-Element-Darstellung,
sondern in LiDIA-Darstellung gegeben (z.B. nach der Wahl eines Vertreters einer zufa¨lligen
Idealklasse oder nach LLL-Reduktion eines Ideals). Unsere Experimente zeigen: Wenn zwei
Ideale nur in LiDIA-Darstellung vorliegen, ist die Berechnung einer Zwei-Element-Darstellung
fu¨r ein Ideal mit anschließender Anwendung unserer neuen Multiplikationsmethode (
”
LiDIA-
Darst. ∗ Zwei-Elt.-Darst.“) ineﬃzienter als die sofortige Multiplikation der beiden Ideale in
LiDIA-Darstellung.
Dennoch ko¨nnen wir unsere neue Multiplikationsmethode gewinnbringend in Situationen
einsetzen, in denen man viel Zeit fu¨r Vorberechnungen hat (in deren Rahmen wir die
Zwei-Element-Darstellungen fu¨r spa¨ter zu verwendende Ideale berechnen) und wenig Zeit
fu¨r anschließende Operationen (Idealmultiplikation). Bei der Implementierung unserer NF-
Kryptosysteme berechnen wir beispielsweise parallel zur Schlu¨sselerzeugung LLL-reduzierte




, . . . in Zwei-Element-Darstellung. Die spa¨teren zeit-
krischen Exponentiationen [g]k (z.B. bei der Erstellung oder Veriﬁkation einer Signatur)
werden dann bei Benutzung unserer neuen Multiplikationsmethode deutlich eﬃzienter.
Die in anderen Computeralgebrasystemen (PARI [BBB+02] und KANT [Poh02]) verwendete
klassische Idealmultiplikation unter Verwendung von Z-Basis-Darstellungen der Ideale ist
ineﬃzienter als unsere Methode zur Multiplikation von zwei Idealen in LiDIA-Darstellung
(siehe [Nei02] zum Vergleich von Laufzeiten).
Implementierung der neuen Idealmultiplikation – Erweiterung von LiDIA
Primideale werden in LiDIA durch eine eigene Klasse prime_ideal dargestellt. LiDIA repa¨sen-
tiert alle anderen Ideale als Instanzen der Klasse alg_ideal. Wegen der engen mathematischen
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Verwandtschaft zwischen Idealen und Ordnungen (Ideale sind spezielle Ordnungen) ist die Klasse
alg_ideal von der Klasse order abgeleitet; letztere repra¨sentiert Ordnungen. Die Datenelemen-
te der Klasse alg_ideal sind dabei genau die Datenstrukturen, die wir in Abschnitt 5.1.3 als
















void compare(const module&, bool &, bool &) const;
// internal routine for comparisons
public:
// Contructors & destructor:
...
}





Zur eﬃzienten Implementierung der Zwei-Element-Darstellung erweiterten wir die LiDIA-
Klasse alg_ideal folgendermaßen:
1. Neue Datenelemente fu¨r Klasse alg_ideal
bigint gen1; // first generator of the ideal
alg_number gen2; // second generator of the ideal
int max_2exp; // 2^max_2exp is the maximal exponent for which
// the power is stored at the moment
// 2-powers are stored whenever max_2exp > 0
bigint* p_gen1; // pointer to first generators of the
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// 2-powers of the ideal class
alg_number* p_gen2; // pointer to second generators of the
// 2-powers of the ideal class
2. Neue Elementfunktionen fu¨r Klasse alg_ideal
module & operator =(const module & A)











// {multiply(*this, A, alg_ideal_cast(order(A.which_base())));}
const bigint & first_generator() const { return gen1; }
const alg_number & second_generator() const { return gen2; }
void set_first_generator( const bigint & future_gen1 )
{ gen1 = future_gen1; }
void set_second_generator( const alg_number & future_gen2 ) {
// Test: Do the current ideal and future_gen2 belong to




// return the maximal precomputed 2-power
const int & get_max_2exp() const { return max_2exp; }
const bool powers_are_available() const {
if ( max_2exp > 0 ) return (true); else return (false); }
// if 2-power ideal^{2^two_exp} available return first generator
// of that ideal
const bigint & first_generator_2power( const int & two_exp );
// if 2-power ideal^{2^two_exp} available return second generator
// of that ideal
const alg_number & second_generator_2power( const int & two_exp );
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// given the ideal in standard LiDIA representation compute two
// generators
void compute_generators();
// compute all 2-powers of ideal until 2^upper_bound
void compute_2powers( int upper_bound );
// multiply ideal in LiDIA representation with ideal in two element
// representation
friend void multiply_two_elt(alg_ideal &, const alg_ideal &,
const alg_ideal &);
// determine a representative of the ideal class [A]^k using
// left-to-right exponentiation; use 2-element representation
// whenever possible
friend void power_reduce(alg_ideal &, const alg_ideal &, const bigint &);
// determine a representative of the ideal class [A]^k using
// fixed based windowing exponentiation; use 2-element representation
// whenenver posible
friend void power_reduce_fbw(alg_ideal &, const alg_ideal &, bigint &,
const short & );
// transform a LiDIA representation of an ideal to a 2-element repres.
friend void zbasis_2_2elt( int, bigint &, alg_number &,
const alg_ideal &);
// output
friend ostream& operator<<(ostream &, const alg_ideal &);
void full_output();
5.2.3 Addition von Idealen und Division durch Ideale
Die von uns verwendete Addition und Division von Moduln und Idealen in LiDIA-Darstellung (und
somit auch die Invertierung von Idealen) sind detailliert in [Nei02, S. 67ﬀ.] beschrieben.
5.2.4 Test der Gleichheit zweier Gruppenelemente
Seien zwei Gruppenelemente [a], [b] in der Klassengruppe eines algebraischen Zahlko¨rpers K vom
Grad n gegeben. Die Entscheidung, ob diese beiden Elemente gleich sind, erweist sich als nicht-
triviales Problem, welches fu¨r betragsma¨ßig große Diskriminanten u¨berhaupt nur in Klassengrup-
pen algebraischer Zahlko¨rper mit sehr kleinem Regulator eﬃzient gelo¨st werden kann. Allerdings
haben beliebig gewa¨hlte algebraische Zahlko¨rper im Allgemeinen einen sehr großen Regulator
([Coh95]). In den NF-Kryptoverfahren aus Kapitel 3 muss der Beweiser bzw. Veriﬁzierer bei vielen
Identiﬁkations- bzw. Signaturverfahren eﬃzient entscheiden, ob zwei Gruppenelemente gleich sind
oder nicht. In Kapitel 4 haben wir daher fu¨r die NF-Kryptographie nur Familien von Zahlko¨rpern
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mit sehr kleinem Regulator vorgeschlagen. Fu¨r diese erweist sich die im Folgenden geschilderte
Vorgehensweise zum Entscheid der Gleichheit zweier Gruppenelemente als eﬃzient.
Quadratische Zahlko¨rper (n = 2) Wenn K imagina¨r-quadratisch ist, so ist der Regulator
R(K) = 1, es gibt genau ein reduziertes Ideal in jeder Klasse, und es existiert ein Polynomzeital-
gorithmus zur Reduktion der Ideale. Gleichheit wird wie folgt entschieden: Reduziere zwei beliebige
Vertreter a, b der gegebenen Idealklassen. Es gilt [a] = [b] genau dann, wenn die reduzierten Idea-
le gleich sind. Alternativ ko¨nnte man auch die fu¨r andere Zahlko¨rper gewa¨hlte Vorgehensweise
(Hauptidealtest, siehe unten) anwenden: Es gilt [a] = [b] genau dann, wenn [ab−1] = [O], d.h.
wenn ab−1 ein Hauptideal αO mit α ∈ K ist.
Wenn K ein reell-quadratischer Ko¨rper ist, dann ko¨nnen alle reduzierten Ideale, die a¨quivalent
zu O sind, berechnet werden, sofern der Regulator R(K) klein ist (siehe z.B. [Coh95]). Gleichheit
wird dann entschieden, indem das Ideal ab−1 reduziert wird und getestet wird, ob das Ergebnis
mit einem der zu O a¨quivalenten reduzierten Ideale (d.h. mit einem reduzierten Hauptideal)
u¨bereinstimmt.
Zahlko¨rper vom Grad n > 2 Wir gehen wie fu¨r reell-quadratische Zahlko¨rper vor. Allerdings
erweist es sich nun als viel schwieriger, alle reduzierten Hauptideale zu berechnen. Wir beschreiben
im Folgenden Buchmanns Algorithmus [Buc87b]. Dieser stellt eine geometrische Verallgemeinerung
des Kettenbruchalgorithmus von Lagrange dar. Der Algorithmus wurde urspru¨nglich entworfen,
um Fundamentaleinheiten in Zahlko¨rpern zu bestimmen. Wir erla¨utern Pfahlers Modiﬁkationen,
dessen Optimierungen und Implementierung [Pfa03] zur Berechnung aller reduzierten Ideale einer
Idealklasse. Die Implementierung und damit der Gleichheitsentscheid erweisen sich in der Praxis
nur als eﬃzient, wenn der Regulator R(K) sehr klein ist ([Pfa03]). Zahlko¨rper mit nur einem
reduzierten Hauptideal erlauben eine hinsichtlich des Gleichheitsentscheids besonders eﬃziente
Implementierung der NF-Kryptoverfahren.
Wir diskutieren nun den Algorithmus zur Entscheidung der Gleicheit zweier Idealklassen. Dabei
gehen wir wie folgt vor: Zuna¨chst fu¨hren wir die notwendigen Begriﬀe ein. Anschließend erkla¨ren
wir die grundlegende Vorgehensweise im Algorithmus; wir werden sehen, dass man im Wesentli-
chen einen sog. Minimazyklus in [O] zu berechnen hat. Anschließend erla¨utern wir, mit welchen
Schwierigkeiten man bei der Implementierung zu ka¨mpfen hat. Wir schildern Pfahlers Lo¨sungen
hierzu. Schließlich berichten wir u¨ber Pfahlers praktische Erfahrungen u¨ber Zeit- und Platzeﬃ-
zienz. Wir orientieren uns im Folgenden eng an der Darstellung [Pfa03]. Wir betrachten einen
algebraischen Zahlko¨rper K vom Grad n > 2 mit Signatur (r, s) und eine Ordnung O von K.
5.2.4.1 Minima, reduzierte Ideale und Einheiten
In diesem Unterabschnitt fu¨hren wir die notwendigen Begriﬀe ein.
Minima Sei a ein Ideal in O. Eine algebraische Zahl µ ∈ a − {0} heißt Minimum von a,
wenn es keine algebraische Zahl α ∈ a − {0} gibt mit |α|i < |µ|i fu¨r alle 1  i  r + s. Zwei
Minima µ, ν von a heißen benachbart, wenn es keine algebraische Zahl α ∈ a − {0} gibt mit
|α|i < max {|µ|i, |ν|i} fu¨r alle 1  i  r + s. Ein maximales System nichtassoziierter Minima
eines Ideals a heißt Minimazyklus von a. Alle Minimazyklen von a sind endlich; sie besitzen die
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gleiche Kardinalita¨t, die nach oben durch cR beschra¨nkt ist, wobei R der Regulator von K ist
und die positive Konstante c nur von der Signatur von K abha¨ngt ([Buc87b, Buc87c]).
Reduzierte Ideale Ein Ideal a in O heißt reduziert, wenn 1 ein Minimum von a ist. Die Menge
aller reduzierten Ideale in der Klasse von a heißt Zyklus der reduzierten Ideale von a. Ihre Anzahl
ist endlich und heißt Periodenla¨nge von a.
Zusammenhang zwischen Einheiten, Minima und reduzierten Idealen In einem
reduzierten Ideal sind alle Einheiten Minima. Somit gibt es einen engen Zusammenhang zwischen
der Berechnung von Fundamentaleinheiten und der Berechnung von Minima in Idealen. Thiel
beschreibt und analysiert in [Thi95] die folgende Methode zur Idealreduktion: Finde ein Minimum
im Ideal und dividiere das Ideal durch dieses Minimum. Genauer gilt sogar ([Buc87b, Buc87c]):
Die reduzierten Ideale in der Klasse von a sind genau die Ideale µ−1a, wobei µ einen Minimazyklus
von a durchla¨uft. Die Periodenla¨nge von a stimmt mit der La¨nge eines beliebigen Minimazyklus
von a u¨berein.
Die Gleichheit zweier Idealklassen [a], [b] entscheiden wir, indem wir ein reduziertes Ideal in
der Klasse von ab−1 berechnen und pru¨fen, ob es mit einem der reduzierten Ideale der Klasse [O]
u¨bereinstimmt. Die reduzierten Ideale in [O] bestimmen wir durch Berechnung eines Minimazyklus
{1, µ2, . . . , µk} von [O]: Die Menge aller reduzierten Ideale in [O] ist dann {O, µ−12 O, . . . , µ−1k O}.
5.2.4.2 Berechnung eines Minimazyklus nach Buchmann
Den Minimazyklus eines reduzierten Ideals a kann man berechnen, indem man zu jedem schon
bekannten Minimum von a (am Anfang kennt man das Minimum 1) die endliche Menge aller
benachbarten Minima berechnet und u¨berpru¨ft, ob man echt neue Minima erhalten hat, also solche
Minima, die nicht assoziiert zu bereits bekannten Minima sind. Diesen Schritt wiederholt man so
lange, bis keine echt neuen Minima mehr gefunden werden. Diese Nachbarnsuche funktioniert, weil
der ungerichtete Graph, der durch Verbinden der benachbarten Minima (nichtassoziierte Minima
sind Knoten des Graphen) mit Kanten entsteht, zusammenha¨ngend ist ([Pfa03]).
Fu¨r benachbarte Minima µ, ν in a ist νµ−1 Nachbar von 1 im reduzierten Ideal µ−1a und
umgekehrt ([Pfa03]). Somit kann man die Suche nach allen Nachbarn eines Minimums µ im Ideal
a auf die Suche nach allen Nachbarn von 1 in reduzierten Idealen µ′−1a zuru¨ck fu¨hren:
Zuna¨chst berechnet man alle Nachbarn von 1 in a. Zu jedem Nachbarn µ, der den bislang
ermittelten Minimazyklus vergro¨ßert, bestimmt man dann im reduzierten Ideal µ−1a alle Nachbarn
von 1. Dieser Schritt wird fu¨r alle auf dem Minimazyklus neu gefundenen Minima so lange wieder-
holt, bis keine echt neuen Minima (also solche, die nichtassoziiert zu bereits auf dem Minimazyklus
gefundenen Minima sind) gefunden werden.
Wir geben nun den exakten Algorithmus zur Berechnung eines Minimazyklus nach Buchmann
[Buc87b] in der Darstellung nach [Pfa03] an:
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Algorithmus 5.4 Berechnung eines Minimazyklus
Eingabe: Ein reduziertes Ideal a.
Ausgabe: Ein Minimazyklus von a.
1: k := 1, p := 1, b1 := a, µ1 := 1
2: while k  p do
3: Berechne die Menge N aller Nachbarn von 1 in bk
4: for η ∈ N do
5: b := η−1bk, µ := ηµk
6: if b = bj fu¨r alle j ∈ {1, . . . , p} then p := p + 1, bp := b, µp := µ
7: end for
8: k := k + 1
9: end while
10: return {µ1, . . . , µk}
Wir haben noch zu erkla¨ren, wie man alle Nachbarn von 1 in einem reduzierten Ideal berechnen
kann. Wir erkla¨ren Buchmanns Methode [Buc87b], die auf dem Begriﬀ der minimalen Teilmengen
eines Ideals basiert.
Minimale Teilmengen, Expansionen und Kompressionen Sei S eine endliche nicht-
leere Teilmenge des Ideals a. Wir deﬁnieren:
1. Fu¨r i ∈ {1, . . . , r + s} sei
|S|i = max{|α|i | α ∈ S}
S(i) = {α ∈ S | |α|i = |S|i und |α|j < |S|j fu¨r 1  j  r + s, j = i} .
2. S heißt minimale Teilmenge (von a), wenn S = {α ∈ a | 0 < |α|i  |S|i fu¨r 1  i  r + s}
und wenn es kein α ∈ a− {0} gibt mit |α|i < |S|i fu¨r 1  i  r + s}.
3. Zu jeder minimalen Teilmenge S und jedem Index i ∈ {1, . . . , r + s} gibt es genau eine
minimale Teilmenge S′, so dass |S′|j = |S|j fu¨r 1  j  r + s, j = i und S′(i) nichtleer.
S′ wird i-te Expansion von S genannt, in Zeichen S′ = ei(S).
4. Fu¨r i ∈ {1, . . . , r + s} heißt ki(S) = {α ∈ S | |α|i < |S|i} die i-te Kompression von S.
Sofern ki(S) nichtleer ist, ist ki(S) auch minimale Teilmenge.
Alle Elemente einer minimalen Teilmenge S eines Ideals a sind Minima in a. Außerdem ist mit
µ ∈ S auch µξ ∈ S fu¨r alle Einheitswurzeln ξ.
Unterprogramm zur Nachbarnsuche der 1 In einem reduzierten Ideal a gibt es zu jedem
Nachbarn µ von 1 eine minimale Teilmenge S von a, die 1 und µ entha¨lt. Um alle Nachbarn von 1
zu bestimmen, genu¨gt es daher, alle minimalen Teilmengen von a zu berechnen, die 1 enthalten.
Buchmann beweist in [Buc87b] folgenden Zusammenhang: Je zwei minimale Teilmengen S
und S′ von a sind durch eine endliche Folge S = S1, S2, . . ., Sk = S′ von minimalen Teilmengen
verbunden, wobei Sj entweder eine Expansion oder eine Kompression von Sj−1 ist (2  j  k).
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Insgesamt erha¨lt man also alle benachbarten Minima der 1 in einem reduzierten Ideal durch eine
geeignete Folge von Expansionen und Kompressionen einer minimalen Teilmenge des Ideals.
Wir geben nun den exakten (Unter-)Algorithmus zur Berechnung aller Nachbarn der 1 in einem
reduzierten Ideal gema¨ß [Buc87b] in der Darstellung nach [Pfa03] an:
Algorithmus 5.5 Berechnung aller Nachbarn von 1
Eingabe: Ein reduziertes Ideal b.
Ausgabe: Die Menge aller Nachbarn von 1 in b.
1: S1 := {α ∈ b | 0 < |α|i  1 fu¨r 1  i  r + s}
2: p := 1, k := 1
3: while k  p do
4: for 1  i  r + s do
5: S := ei(Sk)
6: if S = Sj fu¨r alle 1  j  p then p := p + 1, Sp := S
7: if |Sk|i > 1 then
8: S := ki(S)
9: if S = Sj fu¨r alle 1  j  p then p := p + 1, Sp := S
10: end if
11: end for





Bei Eingabe von b = O ist die in Schritt (1) zu berechnende Menge S1 gerade die Menge
der Einheitswurzeln in K ([Pfa03]). Diese ko¨nnen einfach im Computer berechnet werden (siehe
[Coh95]).
Die Korrektheit und Terminierung der von uns angegebenen Algorithmen werden in [Buc87b]
bewiesen.
5.2.4.3 Pfahlers Implementierung und Optimierungen
Pfahler [Pfa03] implementierte die beschriebenen Algorithmen 5.4 und 5.5 und lo¨ste die dabei auf-
tretenden Schwierigkeiten. Zudem optimierte er Algorithmus 5.5 bei der wiederholten Berechnung
aller benachbarten Minima der 1 in reduzierten Idealen.
Implementierungsprobleme und Pfahlers Lo¨sungen Die Hauptschwierigkeiten bei der
Implementierung der angegeben Algorithmen lauten wie folgt: Man muss algebraische Zahlen mit
kleinen archimedischen Bewertungen ﬁnden. Ferner hat man zu entscheiden, welche Gro¨ßenrela-
tion (<,=, >) zwischen zwei Bewertungen algebraischer Zahlen gilt. Hierzu gibt es keine direkte
Lo¨sung. Pfahler lo¨st diese Schwierigkeiten durch Anwendung der Minkowski-Abbildung auf die
algebraischen Zahlen des Zahlko¨rpers, d.h. durch U¨bertragen des Problems in den Rn. 1 Reelle
Zahlen ko¨nnen im Computer aber nur approximiert werden. Pfahler analysiert insbesondere, wie
1Diese Idee wurde bereits in [Buc88] formuliert und in [Thi95] komplexita¨tstheoretisch untersucht. Pfahler
[Pfa03] verfeinert die Gu¨te der notwendigen Approximationen.
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genau diese Approximationen sein mu¨ssen, damit die Algorithmen garantiert korrekte Resulta-
te liefern. Pfahler gibt in Computern direkt implementierbare Algorithmen an, insbesondere zur
Kompression und Expansion minimaler Teilmengen von reduzierten Idealen.
Pfahlers Optimierungen Pfahler optimiert den beschriebenen Buchmann-Algorithmus bei
der wiederholten Berechnung aller benachbarten Minima der 1 in reduzierten Idealen:
1. Pfahler vereinfacht drastisch die wiederholte Berechnung der minimalen Teilmengen redu-
zierter Ideale, mit denen im Teilalgorithmus 5.5 jeweils begonnen wird. Pfahler gelingt es
hier, bereits gesammelte Berechnungsergebnisse bei spa¨teren Anwendungen von Algorithmus
5.5 auszunutzen.
2. Pfahler beweist Rechenregeln fu¨r etliche Kombinationen aus Kompressionen und Expansio-
nen minimaler Teilmengen eines Ideals und reduziert durch deren Anwendung den Rechen-
aufwand betra¨chtlich.
5.2.4.4 Experimentelle Resultate
Wir geben nun einige experimentelle Resultate fu¨r Pfahlers Implementierung [Pfa03] wieder. Wir
schlu¨sseln Laufzeiten und den Speicherplatzbedarf fu¨r den Algorithmus auf und geben die berech-
nete Periodenla¨nge von O an. Die Untersuchungen wurden auf einem Intel Pentium III mit 600
MHz Taktfrequenz durchgefu¨hrt. Als Compiler kam GNU egcs-1.1.2 zum Einsatz.
Wir betrachten Stender-Zahlko¨rper K = Q( n
√
a) mit a = Dn + d, d ∈ {±1}, D ∈ Z>0,
n ∈ {3, 4, 6}.
Tabelle 5.4 entha¨lt die experimentellen Resultate. Die ersten vier Spalten speziﬁzieren den
untersuchten Stender-Ko¨rper: Zahlko¨rpergrad (erste Spalte), Bitla¨nge der Diskriminante (zweite
Spalte), Parameter D und d (dritte und vierte Spalte). Die fu¨nfte Spalte entha¨lt die Periodenla¨nge
von O. Die sechste Spalte gibt die Laufzeit zur Berechnung aller reduzierten Hauptideale an.
(Hierbei schließen wir nicht die Zeit zur Berechnung einer Ganzheitsbasis der Maximalordnung
ein, denn diese wird zur Durchfu¨hrung der kryptographischen Protokolle ohnehin beno¨tigt.) Die
letzte Spalte gibt den im Arbeitsspeicher beno¨tigten Speicherplatz an. Das Programm selbst nimmt
knapp 2MB ein. Die Tabelle zeigt folgendes:
1. Stender-Ko¨rper sind hinsichtlich eines eﬃzienten Gleichheitsentscheids fu¨r Idealklassen sehr
geeignet, da die Periodenla¨nge von O jeweils sehr klein ist. In Pfahlers Experimenten war
die Periodenla¨nge fu¨r den Grad 3 stets kleiner als 3, fu¨r den Grad 4 stets kleiner als 6 und
fu¨r den Grad 6 stets kleiner als 40.
2. Pfahlers Implementierung der Berechnung aller reduzierten Hauptideale einer Ordnung ver-
hilft zu einem Gleichheitsentscheid fu¨r Idealklassen, der fu¨r kryptographische Anwendungen
hinreichend eﬃzient ist, sofern mit geeigneten Zahlko¨rpern gearbeitet wird: Die Programm-
laufzeiten sind hinreichend kurz, (insbesondere fu¨r die Grade 3,4), und auch fu¨r betragsma¨ßig
große Diskriminanten wird wenig Speicherplatz beno¨tigt.
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n log |∆| D d P t M
3 364 1056636907677369006 +1 1 <1s <2MB
3 364 1056636907677369006 -1 2 <1s <2MB
3 412 270499048365406465526 +1 1 <1s <2MB
3 412 270499048365406465526 -1 2 <1s <2MB
3 494 4835703278458516698824748 +1 1 <1s <2MB
3 494 4835703278458516698825342 -1 2 <1s <2MB
3 566 19807040628566084398385988822 +1 1 <1s <2MB
3 566 19807040628566084398385988540 -1 2 <1s <2MB
3 692 41538374868278621028243970633762338 +1 1 <1s <2MB
3 692 41538374868278621028243970633771020 -1 2 <1s <2MB
3 806 217780 . . .
71482940061661655974875633165548252 +1 1 <1s <2MB
3 806 217780 . . .
71482940061661655974875633165539168 -1 2 <1s <2MB
3 1160 125542034707733615276715 . . .
78846415332832204710888928069042566 +1 1 1.9s <3MB
3 1160 125542034707733615276715 . . .
78846415332832204710888928069037094 -1 2 2.5s <3MB
4 336 169103741 +1 3 <1s <3MB
4 336 169103756 -1 4 <1s <3MB
4 379 2026954653 +1 3 <1s <3MB
4 379 2026954658 -1 4 <1s <3MB
4 455 163443381348 +1 5 1s <3MB
4 455 163443381348 -1 4 1s <3MB
4 528 11082382755514 +1 5 1s <3MB
4 528 11082382755514 -1 4 1s <3MB
4 634 5055119662503616 +1 5 1s <3MB
4 634 5055119662503620 -1 4 1.2s <3MB
4 733 2054272581141342540 +1 5 2s <3MB
4 738 2054272581141342534 -1 4 1.4s <3MB
4 1062 275719798533486641868378984 +1 5 3s <3MB
4 1062 275719798533486641868378978 -1 4 2.3s <3MB
6 336 1880 +1 33 36s <3MB
6 379 5090 +1 33 39s <3MB
6 455 29517 +1 39 49s <3MB
6 528 159465 +1 39 54s <3MB
6 634 1846389 +1 39 61s <3MB
6 738 20412387 +1 39 70s 3.1 MB
6 1062 36392991094 +1 33 106s 3.5 MB
Tabelle 5.4: Gleichheitstest fu¨r Idealklassen, experimentelle Resultate
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5.2.5 Zufa¨llige Auswahl eines Gruppenelementes
In den meisten der NF-Kryptoverfahren muss man Gruppenelemente (Idealklassen) zufa¨llig und
gleichverteilt auswa¨hlen. Bis jetzt war unklar, wie dies von statten gehen soll. Algorithmus 5.6
beschreibt unsere Lo¨sung dieses Auswahlproblems.
Algorithmus 5.6 Zufa¨llige und gleichverteilte Wahl einer Idealklasse
Eingabe: Ein algebraischer Zahlko¨rper K.
Ausgabe: Eine zufa¨llig und gleichverteilt ausgewa¨hlte Idealklasse [a].
1: Vorberechnung: Berechne als Erzeugendensystem von Cl(K) die Menge {p1, . . . , pk} der
Primideale (exakt: Klassen der Primideale) mit Norm  12 ln2 |∆|.
2: Wa¨hle einen zufa¨lligen Exponentenvektor (e1, . . . , ek) mit 1  ei  |∆| (1  i  k).








Wir zeigen, dass man mit Algorithmus 5.6 ein Gruppenelement in Cl(K) zufa¨llig und
”
fast“
gleichverteilt auswa¨hlen kann. Dazu beweisen wir zuna¨chst den folgenden Satz.
Satz 5.2.1
Seien G ein Erzeugendensystem von Cl(K), [a] ∈ Cl(K). Dann ist die Anzahl der Exponen-
tenvektoren r = (r([p]))[p]∈G ∈ {1, 2, . . . , |∆|}|G| mit
∏
[p]∈G[p]




wobei εa ∈ R, |εa| < h(K)|∆|−h(K) < 1. Fu¨r hinreichend großes |∆| gilt |εa|  ln 2, d.h. 0.5 
exp(εa)  2..
In Satz 5.2.1 erga¨be sich eine Gleichverteilung, wenn die Anzahl der Exponentenvektoren r
nicht von der speziellen Wahl einer Idealklasse [a] ∈ Cl(K) abha¨ngen wu¨rde. Die Abweichung
unserer Verteilung von der Gleichverteilung wird durch die Konstante exp(εa) ausgedru¨ckt. Diese
ha¨ngt von der speziellen Wahl von [a] ab. Je na¨her exp(εa) an 1 liegt, umso mehr na¨hert sich die
Verteilung bei unserer Auswahl eines Gruppenelementes der Gleichverteilung.
Beweis: Der Beweis des Satzes 5.2.1 erfolgt vollkommen analog zum Beweis von [LP92, Theo-
rem 5.2], welches die Formulierung des Satzes 5.2.1 fu¨r den Spezialfall imagina¨r-quadratischer
Zahlko¨rper ist. 
Korollar 5.2.2
Algorithmus 5.6 wa¨hlt in Polynomzeit ein Gruppenelement pseudozufa¨llig aus der Klassen-
gruppe aus. Die Abweichung der Verteilung von der Gleichverteilung ist wie folgt charakteri-
siert: Sei [a] ∈ Cl(K) beliebig. Dann ist die Anzahl der Exponentenvektoren r = (r([p]))[p]∈G ∈




wobei εa ∈ R, |εa| < h(K)|∆|−h(K) < 1. Fu¨r hinreichend großes |∆| gilt |εa|  ln 2, d.h. 0.5 
exp(εa)  2..
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Beweis: Bach [Bac90] zeigt unter Annahme der verallgemeinerten Riemannschen Vermutung,
dass die Menge der Primideale mit Norm  12 ln2 |∆| ein Erzeugendensystem der Klassengruppe
Cl(K) ist. Satz 5.2.1 liefert nun unmittelbar die Behauptung. 
Parameterwahl in der Praxis. In der Praxis verfolgen wir bei der Auswahl eines Gruppen-
elementes die konkurrierenden Ziele Qualita¨t des Pseudozufalls und Eﬃzienz:
1. Je kleiner wir die Menge der Primideale machen, umso eﬃzienter ko¨nnen wir ein Potenzpro-
dukt bilden, also ein Gruppenelement auswa¨hlen; jedoch wird die Auswahl weniger zufa¨llig,
denn die Wahrscheinlichkeit, nur einen Teil (eine echte Untergruppe) der Klassengruppe zu
erzeugen, wird immer gro¨ßer.
2. Je kleiner wir die Exponenten ei wa¨hlen, umso eﬃzienter bilden wir das Potenzprodukt zur
Auswahl eines Gruppenelementes; jedoch wird die Auswahl weniger zufa¨llig, denn die Wahr-
scheinlichkeit, auf diese Weise nur einen Teil aller Elemente der Klassengruppe auswa¨hlen
zu ko¨nnen, wird immer gro¨ßer.
Zu 1. In Abha¨ngigkeit von der Signatur des Ko¨rpers sind bessere Schranken als  12 ln2 |∆| fu¨r die
Norm bekannt, wenn es um die Auswahl der Primideale fu¨r ein Erzeugendensystem der Klas-
sengruppe geht. Beispielsweise genu¨gt im Falle von imagina¨r-quadratrischen Zahlko¨rpern die
Wahl aller Primideale mit Norm  6 ln2 |∆|. In der Praxis ko¨nnen wir sogar viel kleinere
Normschranken benutzen, um ein Erzeugendensystem zu bilden: Die Experimente von Neis
[Nei02] zeigen, dass die Wahl von Normschranken in der Gro¨ßenordnung ln1.5 |∆| fu¨r Klas-
sengruppen von Zahlko¨rpern der Grade 3, 4, 6 genu¨gt.
Zu 2. Bei der Wahl der Exponenten genu¨gt es fu¨r die theoretische Analyse, Exponenten in der
Gro¨ßenordnung der Klassenzahl (also ≈ |∆|0.45 fu¨r kubische Stender-Ko¨rper, siehe Abschnitt
4.4.2.2) zu wa¨hlen. In der kryptographischen Praxis genu¨gt es nach heutigem Kenntnisstand,
deutlich kleinere zufa¨llige Exponenten zu wa¨hlen.
5.3 Implementierung und Laufzeiten der NF-Kryptoverfahren
In diesem Abschnitt beschreiben wir zuna¨chst einige Besonderheiten unserer Implementierung
von Kryptoverfahren u¨ber Klassengruppen algebraischer Zahlko¨rper. Dann untersuchen wir die
Komplexita¨t der NF-Kryptoverfahren und deren Laufzeiten.
5.3.1 Implementierung
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2. Verschlu¨sselungsverfahren
(a) Diﬃe-Hellman Integrated Encryption Scheme (DHIES)
3. Identiﬁkationsverfahren
(a) R-Fiat-Shamir (R-FS)
Wir verwendeten dabei die Programmiersprachen C und C++ sowie das Computeralgebrasystem
LiDIA [LiD01], welches wir zur Eﬃzienzsteigerung erweiterten.
Als Hashalgorithmus benutzten wir RIPEMD-160 (siehe [MOV97, S. 349ﬀ.]), welches fu¨r kryp-
tographische Zwecke als geeignet angesehen wird. Zur Durchfu¨hrung einer eﬃzienten Exponentia-
tion in den Klassengruppen (notwendig fu¨r RDSA, DSA-No-Subgroup, Guillou-Quisquater, DHIES,
nicht aber fu¨r R-Feige-Fiat-Shamir und R-Fiat-Shamir) kombinierten wir unser neues Verfahren zur
Idealmultiplikation mit der bekannten Exponentiationsmethode Fixed Base Windowing zur Basis
16 (siehe [MOV97]). Hierzu berechneten wir alle beno¨tigten 16-Potenzen des Basiselementes (Ide-
alklasse) γ vor und speicherten jeweils den LLL-reduzierten Vertreter der entsprechenden Ideal-
klasse in Zwei-Element-Darstellung. Somit nutzten wir zum Aufmultiplizieren unsere neue eﬃziente
Methode zur Idealmultiplikation (siehe Abschnitt 5.2.2.2). Zur LLL-Reduktion der Ideale wen-
deten wir die Schnorr-Euchner-Variante [SE91] des LLL-Algorithmus an. Die geschilderte schnel-
le Exponentiationsmethode fu¨r Idealklassen haben wir als Elementfunktion power_reduce_fbw
der C++-Klasse alg_ideal in LiDIA implementiert (siehe Unterabschnitt 5.2.2). Fu¨r die mei-
sten Idealmultiplikationen (> 70%) steht uns dabei ein Ideal in Zwei-Element-Darstellung zur
Verfu¨gung, so dass wir unsere schnelle Idealmultiplikationsmethode nutzen ko¨nnen. Fu¨r die restli-
chen Idealmultiplikationen wenden wir den Standard-LiDIA-Algorithmus an (siehe Unterabschnitt
5.2.2.2).
Wir analysieren die Komplexita¨t der Fixed Base Windowing-Exponentiationsmethode zur Be-
rechnung von γk fu¨r ein gegebenes Element γ ∈ G und einen Exponenten k ≈ 2m:
Sei b ∈ Z2 die verwendete Basiszahl. Die durchschnittliche Anzahl an Gruppenoperationen (ave-
rage case) betra¨gt b−1b logb k+b−3. Hierbei kann in b−1b (logb k−1) vielen Gruppenoperationen
unsere neue Idealmultiplikation angewendet werden, fu¨r die restlichen b−1b + b − 3 Gruppenope-
rationen muss die Standard-Multiplikationsmethode angewendet werden. Die maximale Anzahl
an Gruppenoperationen (worst case) ist logb k + b − 3. Hiervon kann in logb k − 1 vielen
Gruppenoperationen unsere neue Idealmultiplikation angewendet werden, fu¨r die restlichen b− 2
Gruppenoperationen muss die Standard-Multiplikationsmethode angewendet werden. Es mu¨ssen
jeweils logb k viele Gruppenelemente gespeichert werden.
In den meisten der von uns implementierten kryptographischen Protokolle mu¨ssen wir Potenzen
von Gruppenelementen mit unterschiedlich großen Exponenten berechnen. Beispielsweise mu¨ssen
wir im RDSA-Signaturverfahren eine Exponentiation eines Gruppenelementes mit einem Exponen-
ten k ≈ 2160 · |G| und eine Exponentiation mit einem Exponenten λ ≈ 2160 durchfu¨hren. Bei
Implementierung des RDSA-Verfahrens in Stender-Ko¨rpern vom Grad 3 (bzw. vom Grad 4) ent-
spricht eine Diskriminante ∆ ≈ −2404 (bzw. ∆ ≈ −2382) sicherheitstechnisch einem RSA-1024
Bit-Modulus (siehe Abschnitt 4.5). Fu¨r Stender-Ko¨rper vom Grad 3 mit 404-Bit-Diskriminante
(bzw. Stender-Ko¨rper vom Grad 4 mit 382-Bit-Diskriminante) erwarten wir die Klassenzahl in
der Gro¨ßenordnung h ≈ |∆|0.45 ≈ 2182 (bzw. h ≈ |∆|0.41 ≈ 2157). Zur Erstellung einer RDSA-
Signatur muss man also in Stender-Ko¨rpern vom Grad 3 mit 404-Bit-Diskriminante (bzw. in
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Tabelle 5.5: Komplexita¨tsanalyse Fixed Base Windowing mit Exponent k ≈ 2342
Basis- Durchschnittl. #Gruppenop. Maximale #Gruppenop. Speicherpl.
zahl #total #LiDIA·2Elt.#total #total
#LiDIA·2Elt.
#total (#Elemente)
2 170 100% 341 100% 342
4 129.25 98.6% 172 98.8% 171
8 104.75 94.4% 119 95.0% 114
16 93.63 85.1% 99 85.9% 86
32 95.84 68.7% 98 69.4% 69
64 117.11 47.1% 118 47.5% 57
Stender-Ko¨rpern vom Grad 4 mit 382-Bit-Diskriminante) neben der 160-Bit-Exponentiation ei-
ne 342-Bit- (bzw. 317-Bit-)Exponentiation durchfu¨hren. Die beiden Tabellen 5.5, 5.6 geben in
Abha¨ngigkeit von der gewa¨hlten Basiszahl b Aufschluss u¨ber die Komplexita¨t der Fixed Base
Windowing-Methode bei einer 342-Bit und einer 160-Bit-Exponentiation (mit zufa¨llig gewa¨hl-
tem Exponenten in der entsprechenden Gro¨ßenordnung). In der ersten Spalte ﬁndet sich jeweils
die Basiszahl b, die zweite Spalte entha¨lt die durchschnittlich notwendige Anzahl auszufu¨hrender
Gruppenoperationen, die dritte Spalte entha¨lt den Anteil an Gruppenoperationen, bei denen un-
sere neue Idealmultiplikationsmethode anwendbar ist. Die vierte und fu¨nfte Spalte enthalten die
entsprechenden Werte fu¨r die maximal notwendige Anzahl an Gruppenoperationen. Die sechste
Spalte gibt die Anzahl der Gruppenelemente an, die zur Ausfu¨hrung des Algorithmus gespeichert
werden mu¨ssen. Die Tabellen zeigen, dass fu¨r die beiden Exponentiationen bei Wahl der Basis-
zahl b = 16 in der Fixed Base Windowing-Exponentiationsmethode durchschnittlich am wenigsten
Gruppenoperationen durchzufu¨hren sind. Wir empfehlen daher die Wahl von b = 16. Tabelle 5.7
gibt bei Verwendung von b = 16 Aufschluss u¨ber die Komplexita¨t einer Fixed Base Windowing-
Exponentiation mit dem Exponenten k, dessen Bitla¨nge durch die erste Spalte ausgedru¨ckt wird.
Der u¨brige Aufbau der Tabelle stimmt mit den Tabellen 5.5, 5.6 u¨berein. Bei einer 342-Bit-
Exponentiation ko¨nnen die Gruppenoperationen durchschnittlich in 85.1% der Fa¨lle mit unserer
neuen Methode zur Idealmultiplikation kombiniert werden. Bei einer 160-Bit-Operation betra¨gt
der Anteil der Gruppenoperationen, bei denen die neue Idealmultiplikationsmethode angewendet
werden kann, 72.4%.
In der Praxis erhalten Benutzer des RDSA-Signaturverfahrens2 den o¨ﬀentlichen Schlu¨ssel des
Senders einer signierten Nachricht sowie die vorberechneten 16-Potenzen des Basiselementes γ.
Jeder Benutzer rechnet in der gleichen Klassengruppe G = Cl(K), mit dem gleichen Basiselement
γ und mit den gleichen 16-Potenzen von γ zur Erstellung eigener Signaturen.
5.3.2 Komplexita¨t und Laufzeiten
In diesem Abschnitt analysieren wir zuna¨chst die Komplexita¨t einiger Kryptoverfahren u¨ber Klas-
sengruppen algebraischer Zahlko¨rper. Anschließend untersuchen wir experimentell deren Laufzei-
2sowie anderer Signaturverfahren, bei denen der Signierer eine Exponentiation mit mo¨glicher Teilvorberech-
nung durchzufu¨hren hat
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Tabelle 5.6: Komplexita¨tsanalyse Fixed Base Windowing mit Exponent k ≈ 2160
Basis- Durchschnittl. #Gruppenop. Maximale #Gruppenop. Speicherpl.
zahl #total #LiDIA·2Elt.#total #total
#LiDIA·2Elt.
#total (#Elemente)
2 79 100% 159 100% 160
4 61 97.1% 81 97.5% 80
8 52.25 88.8% 59 89.8% 54
16 50.5 72.4% 53 73.6% 40
32 60 50.0% 61 50.8% 32
64 87.58 29.2% 88 29.5% 27
Tabelle 5.7: Komplexita¨tsanalyse Fixed Base Windowing mit Basiszahl 16 und variablem
Exponenten k




160 50.5 72.4% 53 73.6% 40
160+0.41 · 337 ≈ 299 83.3 83.3% 88 84.1% 75
160+0.41 · 382 ≈ 317 88.0 84.2% 93 84.9% 80
160+0.45 · 358 ≈ 322 88.9 84.3% 94 85.1% 81
160+0.45 · 404 ≈ 342 93.6 85.1% 99 85.9% 86
160+0.41 · 525 ≈ 376 101.1 86.2% 107 86.9% 94
400 106.8 86.9% 115 87.6% 100
160+0.45 · 550 ≈ 408 108.6 87.2% 117 87.8% 102
160+0.41 · 641 ≈ 423 112.4 87.6% 119 88.2% 106
160+0.41 · 740 ≈ 464 121.8 88.6% 129 89.1% 116
160+0.45 · 668 ≈ 461 121.8 88.6% 129 89.1% 116




RDSA Bei der Durchfu¨hrung der Operationen dominieren die Gruppenoperationen (Exponen-
tiationen) zeitlich. Andere Operationen (z.B. Anwenden einer Hashfunktion) fallen zeitlich
nicht ins Gewicht. Die Berechnung einer RDSA-Signatur erfordert zwei Exponentiationen
in der zugrunde liegenden Gruppe (Klassengruppe), wobei eine 160-Bit-Exponentiation und
eine Exponentiation mit einem Exponenten k ≈ 2160 · |G| durchgefu¨hrt wird. Zur Veriﬁkati-
on einer Signatur mu¨ssen drei Exponentiationen durchgefu¨hrt werden, wobei hier eﬃziente
Algorithmen zur simultanen Exponentiation angewendet werden ko¨nnen (siehe [MOV97]).
Zudem mu¨ssen zur Veriﬁkation zwei Gruppenoperationen und ein Tabellen-Look-Up fu¨r
einen Gleichheitsentscheid durchgefu¨hrt werden.
Bei Verwendung einer Diskriminante ∆ ≈ −2404 eines kubischen Stender-Ko¨rpers
(bzw. einer Diskriminante ∆ ≈ −2382 eines Stender-Ko¨rpers vom Grad 4) 3 ist
h = |G| ≈ |∆|0.45, also |G| ≈ 2182 (bzw. h = |G| ≈ |∆|0.41 ≈ 2157), so dass wir
hier zur Signaturberechnung eine 160-Bit- und eine 342-Bit-Exponentiation (bzw. eine
160-Bit- und eine 317-Bit-Exponentiation) durchzufu¨hren haben. Den Tabellen 5.5, 5.6
und 5.7 entnehmen wir, dass zur Signaturerstellung bei Verwendung der Fixed Base
Windowing-Exponentiationsmethode mit Basiszahl 16 durchschnittlich 144.1 (bzw. 138.5)
viele Gruppenoperationen durchzufu¨hren sind, wobei in 80.6% (bzw. 79.9%) der Fa¨lle unsere
neue eﬃziente Idealmultiplikationsmethode angewendet werden kann. Im ungu¨nstigsten
Fall (worst case) sind hier 152 (bzw. 146) viele Gruppenoperationen durchzufu¨hren,
wobei in 81.6% (bzw. 80.8%) der Fa¨lle unsere neue eﬃziente Idealmultiplikationsmethode
angewendet werden kann. Insgesamt beno¨tigen wir Speicherplatz fu¨r 86 (bzw. 80)
Gruppenelemente. (Bei beiden Exponentiationen wird die gleiche Idealklasse als Basis
verwendet!)
DSA-No-Subgroup Auch beim Signieren oder Veriﬁzieren einer Signatur gema¨ß DSA-No-
Subgroup dominieren die Gruppenoperationen (Exponentiationen) zeitlich. Andere Opera-
tionen (z.B. Anwenden einer Hashfunktion) fallen zeitlich nicht ins Gewicht. Die Berechnung
einer DSA-No-Subgroup-Signatur erfordert eine 400-Bit-Exponentiation in der zugrunde lie-
genden Gruppe (Klassengruppe). Diese kann komplett vorberechnet werden, falls ein zufa¨llig
ausgewa¨hlter Exponent k vorab zur Verfu¨gung steht. Die Erstellung einer Signatur kann in
diesem Fall in einer Millisekunde durchgefu¨hrt werden. Kann der zufa¨llige Exponent erst zur
Laufzeit gewa¨hlt werden, ko¨nnen geeignete Potenzen des Basiselementes γ vorberechnet
und die Fixed Base Windowing-Methode mit unserer schnellen Idealmultiplikationsmetho-
de eingesetzt werden. Die Veriﬁkation einer DSA-No-Subgroup-Signatur erfordert zwei Ex-
ponentiationen (mit 400-Bit- bzw. 160-Bit-Exponent), eine weitere Gruppenoperation und
einen Gleichheitsentscheid (Tabellen-Look-Up). Hierbei ko¨nnen eﬃziente Algorithmen zur
simultanen Exponentiation angewendet werden (siehe [MOV97]).
Der Tabelle 5.7 entnehmen wir: Bei Verwendung der von uns empfohlenen Parameter und
Wahl des zufa¨lligen Exponenten k ∈ {1, . . . , 2400} zur Laufzeit mu¨ssen wir zur Signaturer-
stellung bei Verwendung der Fixed Base Windowing-Exponentiationsmethode mit Basiszahl
16 durchschnittlich 106.8 viele Gruppenoperationen durchfu¨hren, wobei in 86.9% der Fa¨lle
3dies entspricht der Sicherheit von RSA-1024 Bit, siehe Abschnitt 4.5
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unsere neue eﬃziente Idealmultiplikationsmethode angewendet werden kann. Im ungu¨nstig-
sten Fall (worst case) sind hier 113 viele Gruppenoperationen durchzufu¨hren, wobei in 87.6%
der Fa¨lle unsere neue eﬃziente Idealmultiplikationsmethode angewendet werden kann. Ins-
gesamt beno¨tigen wir Speicherplatz fu¨r 100 Gruppenelemente.
Guillou-Quisquater-Signaturverfahren (GQ) Die Berechnung einer GQ-Signatur erfor-
dert die Auswahl eines zufa¨lligen Gruppenelementes (Vorberechnung ist mo¨glich), zwei 160-
Bit-Exponentiationen und eine weitere Gruppenoperation. Eine der beiden Exponentiatio-
nen kann komplett vorberechnet werden, falls vorab eine zufa¨llig zu wa¨hlende Idealklasse
zur Verfu¨gung steht; andernfalls ist keinerlei Vorberechnung mo¨glich. Bei der anderen Ex-
ponentiation ko¨nnen geeignete Potenzen des privaten Schlu¨sels α vorberechnet werden, so
dass die Fixed Base Windowing-Methode mit unserer schnellen Idealmultiplikation eingesetzt
werden kann. Die Veriﬁkation einer GQ-Signatur erfordert zwei 160-Bit-Exponentiationen,
eine weitere Gruppenoperation und einen Gleichheitsentscheid. Hierbei ko¨nnen eﬃziente
Algorithmen zur simultanen Exponentiation angewendet werden (siehe [MOV97]).
Der Tabelle 5.7 entnehmen wir: Bei Verwendung der von uns empfohlenen Parameter (o¨ﬀent-
licher 160-Bit-Exponent und 160-Bit-Hashwerte) und Wahl der zufa¨lligen Idealklasse κ zur
Laufzeit mu¨ssen wir zur Signaturerstellung bei Verwendung der Fixed Base Windowing-
Exponentiationsmethode mit Basiszahl 16 durchschnittlich 262 viele Gruppenoperationen
durchfu¨hren4. Hinzu kommt der Aufwand zur Auswahl einer zufa¨lligen Idealklasse. Damit ist
klar, dass die Erstellung von GQ-Signaturen deutlich ineﬃzienter als die Signaturerstellung
gema¨ß der vorher diskutierten Verfahren ist. Daher vertiefen wir die GQ-Analyse an dieser
Stelle nicht weiter.
R-Feige-Fiat-Shamir-Signaturverfahren (R-FFS) Auch hier dominieren die Gruppen-
operationen die zeitliche Komplexita¨t (siehe die Erla¨uterungen fu¨r RDSA weiter oben). Die
Berechnung einer R-FFS-Signatur erfordert die Auswahl eines zufa¨lligen Gruppenelementes
und die Berechnung einer k-ten Potenz in der zugrunde liegenden Gruppe (Klassengrup-
pe); beides kann komplett vorberechnet werden. Zudem sind durchschnittlich m2 (im
ungu¨nstigsten Fall m) viele Gruppenoperationen durchzufu¨hren. Hierbei kann unsere neue
Idealmultiplikationsmethode angewendet werden. Zur Veriﬁkation einer Signatur muss der
gleiche Aufwand betrieben werden, wobei kein zufa¨lliges Gruppenelement auszuwa¨hlen ist
und die k-te Potenz nicht vorab berechnet werden kann.
Bei Verwendung der von uns empfohlenen Parameter m = 80 und k = 2 (bzw. k = 3) sind
folglich zur Signaturerstellung und Veriﬁkation jeweils durchschnittlich 41 (bzw. 42) und
im ungu¨nstigsten Fall 81 (bzw. 82) Gruppenoperationen durchzufu¨hren. Hinzu kommt der
Aufwand zur Auswahl einer zufa¨lligen Idealklasse. Der Signierer kann fu¨r alle bis auf eine
Gruppenoperation (zwei Gruppenoperationen fu¨r k = 3) die schnelle Idealmultiplikations-
methode einsetzen; der Veriﬁzierer kann ohne Ausnahme die schnelle Idealmultiplikations-
methode verwenden.
DHIES-Verschlu¨sselungsverfahren (DHIES) Zur Verschlu¨sselung sind zwei Exponentia-
tionen mit Exponenten in der Gro¨ßenordnung der Gruppenordnung durchzufu¨hren. Dies kann
komplett als Vorberechnung erfolgen, wobei unsere neue Idealmultiplikationsmethode ange-
wendet werden kann. Das Ableiten einer Bitsequenz aus zwei Gruppenelementen (die Routine
deriveKey, welche wir mittels des Hashalgorithmus RIPEMD-160 implementierten) sowie die
4(Berechnung der 16-Potenzen (160), zwei Exponentiationen (2 · 50.5) und eine Gruppenoperation)
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Durchfu¨hrung eines symmetrischen Verschlu¨sselungsverfahrens (3DES) und das (optionale)
Berechnen eines Message Authentication Codes sind vergleichbar einfache Bitoperationen,
die zeitlich nicht ins Gewicht fallen. Gleiches gilt fu¨r die zum Verschlu¨sseln notwendige Wahl
einer Zufallszahl. Analog wird die Entschlu¨sselung im DHIES-Verfahren durch eine Expo-
nentiation mit einem Exponenten in der Gro¨ßenordnung der Gruppenordnung dominiert.
Vorberechnung ist hier nicht mo¨glich, und unsere neue Idealmultiplikationsmethode kann
nicht eingesetzt werden.
Bei Verwendung einer Diskriminante ∆ ≈ −2404 eines kubischen Stender-Ko¨rpers (bzw.
einer Diskriminante ∆ ≈ −2382 eines Stender-Ko¨rpers vom Grad 4) 5 ist h = |G| ≈ |∆|0.45,
also |G| ≈ 2182 (bzw. h = |G| ≈ |∆|0.41 ≈ 2157), so dass wir hier zur Verschlu¨sse-
lung zwei 182-Bit-Exponentiationen (bzw. zwei 157-Bit-Exponentiationen) durchzufu¨hren
haben; zur Entschlu¨sselung ist nur eine 182-Bit- (bzw. 157-Bit-)Exponentiation notwendig.
Bei Verwendung der Fixed Base Windowing-Exponentiationsmethode mit Basiszahl 16 sind
zur Verschlu¨sselung durchschnittlich 112.3 (bzw. 101.0) viele Gruppenoperationen durch-
zufu¨hren, zur Entschlu¨sselung sind es 56.1 (bzw. 50.5) viele Gruppenoperationen. Dabei
kann in 75.2% (bzw. 72.4%) der Fa¨lle unsere neue eﬃziente Idealmultiplikationsmethode
angewendet werden.
R-Fiat-Shamir-Identiﬁkationsverfahren (R-FS) Der Beweiser A hat t Gruppenelemente
zufa¨llig zu wa¨hlen und t viele k-te Potenzen zu berechnen. Hierbei ist eine Vorberech-
nung komplett mo¨glich. Zudem hat A im Durchschnitt mt2 (im ungu¨nstigsten Fall mt) viele
Gruppenoperationen auszufu¨hren. Hier ist keine Vorberechnung mo¨glich, aber die schnelle
Idealmultiplikationsmethode kann eingesetzt werden. Der Veriﬁzierer B hat ebenfalls t vie-
le k-te Potenzen zu berechnen und im Durchschnitt mt2 (im ungu¨nstigsten Fall mt) viele
Gruppenoperationen auszufu¨hren. Zudem hat der Veriﬁzierer t viele Gleichheitsentscheide
durchzufu¨hren.
Bei Verwendung der von uns empfohlenen Parameter t = 1 und m = 20 sind folglich fu¨r k =
2 (bzw. k = 3) fu¨r Beweiser A und Veriﬁzierer B jeweils durchschnittlich 11 (bzw. 12) und
im ungu¨nstigsten Fall 21 (bzw. 22) Gruppenoperationen durchzufu¨hren. Sowohl Beweiser als
auch Veriﬁzierer ko¨nnen fu¨r alle bis auf eine (im Fall k = 3 zwei) Gruppenoperationen die
schnelle Idealmultiplikationsmethode einsetzen. Der Beweiser hat zusa¨tzlich eine zufa¨llige
Idealklasse auszuwa¨hlen.
Laufzeiten von RDSA, DSA-No-Subgroup, R-FFS, R-FS, DHIES
Wir untersuchen nun experimentell die Laufzeiten unserer Kryptoverfahren.
Ziel unserer Arbeit ist insbesondere der praktische Nachweis, dass man Kryptoverfahren in
algebraischen Zahlko¨rpern auch ho¨heren Grades implementieren kann. Daher hielten wir unse-
re Implementierung unabha¨ngig vom Zahlko¨rpergrad. Fu¨r spezielle Zahlko¨rpergrade optimierte
Implementierungen scheinen mo¨glich und sind Gegenstand ku¨nftiger Forschung. Diese werden si-
gniﬁkante Eﬃzienzverbesserungen bringen. In unserer Implementierung wird der gro¨ßte Zeitanteil
auf die Reduktion von Idealen verwendet (ca. 90%, siehe unten). Eine Beschleunigung der Idealre-
duktion wird daher unmittelbar die Durchfu¨hrung der kryptographischen Protokolle beschleunigen.
Wir pra¨sentieren einige Ideen:
5dies entspricht der Sicherheit von RSA-1024 Bit, siehe Abschnitt 4.5
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Tabelle 5.8: Systemumgebung fu¨r alle Laufzeitmessungen
CPU: Celeron-Prozessor mit Taktfrequenz 433MHz
Betriebssystem: Linux (Kernel 2.2.12)
Compiler: GNU Project C und C++-Compiler (gcc/ g++ Version 2.95)
Externe Bibliotheken: LiDIA Version 2.0 (algebraische Zahlko¨rper)
OpenSSL Version 0.9.6g (RSA, http://www.openssl.org)
Tabelle 5.9: Laufzeiten fu¨r eine Gruppenoperation
n=3 n=3 n=3 n=4 n=4 n=4
log |∆| LiDIA ∗ LiDIA LiDIA ∗ 2-Elt log |∆| LiDIA ∗ LiDIA LiDIA ∗ 2-Elt
358 14.9 ms 13.5 ms 337 40.2 ms 37.0 ms
404 17.8 ms 16.1 ms 382 47.5 ms 42.9 ms
550 28.8 ms 26.3 ms 525 75.4 ms 68.7 ms
668 39.5 ms 36.2 ms 641 104.8 ms 95.1 ms
769 52.9 ms 47.5 ms 740 138.1 ms 124.2 ms
Die Idealreduktion wird man in kubischen Zahlko¨rpern vermutlich beschleunigen ko¨nnen, in-
dem man die Voronoi-Reduktion [Vor96] (siehe auch [HW94]) anwendet. Van Sprangs FTPR-
Algorithmus [van94] der paarweisen Gauß-Reduktion ko¨nnte fu¨r kleine Ko¨rpergrade > 2 eben-
falls eﬃzienter als LLL-Reduktion sein. Fu¨r große Zahlko¨rpergrade ko¨nnte Schnorrs Block-LLL-
Reduktionsalgorithmus [KS01a, KS01b] eﬃzienter als die von uns verwendete Schnorr-Euchner-
Variante des LLL-Algorithmus sein.
Tabelle 5.8 beschreibt die Systemumgebung, in der alle in diesem Kapitel genannten Laufzeiten
gemessen wurden.
Tabelle 5.9 zeigt die Laufzeiten unserer Implementierung fu¨r eine Gruppenoperation in Klas-
sengruppen von Stender-Ko¨rpern. Die erste und vierte Spalte beschreiben die Parametergro¨ßen der
Klassengruppe: den Zahlko¨rpergrad n und die bina¨re La¨nge der Diskriminante ∆. Die Spalten 2
und 5 geben die Laufzeit fu¨r eine Gruppenoperation unter Verwendung der LiDIA-Implementierung
an; die Spalten 3 und 6 beinhalten die entsprechende Laufzeit unter Verwendung unserer neuen
Idealmultiplikation. Die Laufzeiten sind in Millisekunden angegeben und u¨ber 1000 Iterationen
gemittelt.
Die folgenden Tabellen 5.10, 5.11, 5.12, 5.13 und 5.14 zeigen die Laufzeiten unserer Imple-
mentierungen der Signaturverfahren RDSA, DSA-No-Subgroup, R-FFS, des Verschlu¨sselungsver-
fahrens DHIES und des Identiﬁkationsverfahrens R-FS in Stender-Ko¨rpern der Grade 3 und 4.
(Das GQ-Signaturverfahren ist ineﬃzienter als RDSA, DSA-No-Subgroup und R-FFS; wir werden
daher dessen Laufzeit nicht untersuchen.) In den meisten realen Anwendungen muss die Erstel-
lung von Signaturen besonders eﬃzient erfolgen; wir geben daher lediglich die Laufzeiten fu¨r die
Signaturerstellung an.
Die ersten beiden Spalten von Tabelle 5.10 geben die Bitla¨nge eines RSA-Modulus und die Zeit
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zur Erstellung einer RSA-Signatur unter Verwendung der Bibliothek OpenSSL (siehe Tabelle 5.8)
an. Die dritte Spalte (bzw. siebte Spalte) gibt die Gro¨ße der sicherheitstechnisch korrespondie-
renden Diskriminante eines Stender-Ko¨rpers vom Grad 3 (bzw. vom Grad 4) an. Die Spalten 4,5
und 6 (bzw. 8, 9 und 10) beziehen sich auf das Erstellen einer RDSA-Signatur im Stender-Ko¨rper
dritten (bzw. vierten) Grades: Spalte 4 (bzw. 8) gibt die durchschnittliche Anzahl durchzufu¨hren-
der Gruppenoperationen an. Spalte 5 (bzw. 9) beschreibt, zu welchem Anteil hierbei unsere neue
schnelle Idealmultiplikation angewendet werden kann. Spalte 6 (bzw. 10) zeigt, in welcher Zeit (in
Millisekunden) wir eine RDSA-Signatur erstellen. Dabei verwenden wir die in Abschnitt 3.3.4.1
empfohlenen Parameter, um ein beweisbares Sicherheitsniveau6 zu erlangen. Die Laufzeiten sind
u¨ber 1000 Iterationen gemittelt.
Die anschließend folgenden Tabellen 5.11, 5.12, 5.13 und 5.14 sind analog aufgebaut; sie
dru¨cken die Laufzeiten anderer von uns implementierter kryptographischer Verfahren u¨ber Stender-
Ko¨rpern der Grade 3 und 4 aus. Wir verwendeten jeweils die von uns in Kapitel 3 empfohlenen
Parameter. In Tabelle 5.13 verwenden wir bei der RSA-Verschlu¨sselung den o¨ﬀentlichen Expo-
nenten e = 216 + 1 = 65537, so dass eine Potenzierung zum Exponenten e extrem eﬃzient
erfolgt.
Einige Verfahren erfordern die zufa¨llige Auswahl eines Gruppenelementes (R-FFS, R-FS) oder
einer Zufallszahl (RDSA, DSA-No-Subgroup, DHIES). In manchen realen Einsatzszenarien ist
es mo¨glich, solche zufa¨lligen Daten vorab zu erzeugen, in anderen nicht. Bei den angegebenen
Laufzeiten gehen wir fu¨r das Signaturverfahren R-FFS und das Identiﬁkationsverfahren R-FS (op-
timistisch) davon aus, dass die Zufallsdaten bereits vorab erstellt wurden. Hingegen gehen wir bei
RDSA, DSA-No-Subgroup und DHIES (pessimistisch) vom Gegenteil aus. Wir bemerken erneut,
dass eine DSA-No-Subgroup-Signatur in einer Millisekunde durchgefu¨hrt werden kann, falls ein
zufa¨llig ausgewa¨hlter Exponent k vorab zur Verfu¨gung steht, da dann auch die Exponentiation
γk vorab erfolgen kann. A¨hnlich eﬃzient wu¨rde die Verschlu¨sselung von Texten mit DHIES er-
folgen. Die Erstellung einer RDSA-Signatur wu¨rde sich im Wesentlichen auf die Durchfu¨hrung
einer 160-Bit-Exponentiation, also auf durchschnittlich 50.5 Gruppenoperationen reduzieren. Hin-
gegen wu¨rden die Verfahren R-FFS fu¨r den Signierer und R-FS fu¨r den Beweiser unattraktiver
werden, wenn sie zur Laufzeit jeweils ein zufa¨lliges Gruppenelement erzeugen mu¨ssten. In der
Praxis wa¨ren dann alternative Verfahren wie das DSA-No-Subgroup-Signaturverfahren und das
R-Schnorr-Identiﬁkationsprotokoll (siehe Kapitel 3) zu bevorzugen.
Wir stellen fest: Kryptographie u¨ber algebraischen Zahlko¨rpern ist heute bereits ein wichtiges
Backup zu den heute in der Praxis verwendeten Verfahren RSA, DSA und auf elliptischen Kurven
basierenden Verfahren. Denn wir entnehmen den Tabellen 5.10, 5.11, 5.12, 5.13 und 5.14:
1. Auf Zahlko¨rperkryptographie basierende Identiﬁkationsverfahren sind heute bereits hinsicht-
lich ihrer zeitlichen Eﬃzienz praxistauglich. Beispielsweise beno¨tigen Beweiser wie Veriﬁzierer
im R-FS-Identiﬁkationsprotokoll auf veralteter PC-Hardware bei Verwendung von Parame-
tern, die ein hohes Sicherheitsniveau versprechen, deutlich weniger als eine halbe Sekunde.
2. Heute steht bereits eine Implementierung eines auf Zahlko¨rpern basierenden Signaturver-
fahrens (R-FFS) zur Verfu¨gung, welche auf leistungsschwacher PC-Hardware die Erstellung
einer nach heutigen Gesichtspunkten sicheren Signatur in weniger als einer Sekunde erlaubt.
6(basierend auf gewissen Annahmen)
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Tabelle 5.10: Laufzeiten fu¨r RDSA-Signaturverfahren in Stender-Ko¨rpern
RSA RSA n=3 #Gr.op. Ant. eﬀ. RDSA n=4 #Gr.op. Ant. eﬀ. RDSA
sign log |∆| Idealm. sign log |∆| Idealm. sign
768 10 ms 358 139.4 80.0% 1921 ms 337 133.8 79.2% 5041 ms
1024 15 ms 404 144.1 80.6% 2386 ms 382 138.5 79.9% 6038 ms
2048 95 ms 550 159.1 82.5% 4308 ms 525 151.6 81.6% 10606 ms
3072 308 ms 668 172.3 83.9% 6395 ms 641 162.9 82.9% 15768 ms
4096 640 ms 769 182.6 84.7% 9004 ms 740 172.3 83.9% 18339 ms
Tabelle 5.11: Laufzeiten fu¨r DSA-No-Subgroup-Signaturverfahren in Stender-Ko¨rpern
RSA RSA n=3 DSA-No-Subgroup n=4 DSA-No-Subgroup
sign log |∆| sign log |∆| sign
768 10 ms 358 1460 ms 337 3993 ms
1024 15 ms 404 1746 ms 382 4648 ms
2048 95 ms 550 2845 ms 525 7435 ms
3072 308 ms 668 3919 ms 641 8976 ms
4096 640 ms 769 5158 ms 740 13471 ms
3. Wu¨rde ein traditionelles Verschlu¨sselungsverfahren wie RSA gebrochen, stu¨nde heute be-
reits mit DHIES u¨ber algebraischen Zahlko¨rpern eine sichere Alternative zur Verfu¨gung, die
Textblo¨cke auf alter PC-Hardware in weniger als 2 Sekunden verschlu¨sselt.
4. Mit zunehmender Steigerung der Sicherheit (durch Vergro¨ßerung der Schlu¨ssella¨ngen) wird
der heute noch existente Eﬃzienznachteil der NF-basierten Verfahren im Vergleich zu RSA
immer kleiner. Wa¨hrend die Erstellung einer R-FFS-Signatur (bzw. einer RDSA-Signatur) in
kubischen Stender-Ko¨rpern fu¨r kleinere Schlu¨ssella¨ngen (RSA-768) noch um den Faktor 67
(bzw. Faktor 192) langsamer ist, verringert sich der Laufzeitunterschied fu¨r etwas gro¨ßere
Schlu¨ssella¨ngen (RSA-4096) bereits auf den Faktor 3 (bzw. den Faktor 14).
5. Durch Verwendung heute marktu¨blicher moderner PCs mit mehr als 2 GHz Taktfrequenz
reduzieren sich die Laufzeiten unserer Kryptoverfahren auf weniger als 20% der von uns in
den Tabellen angegebenen Zeiten.
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Tabelle 5.12: Laufzeiten fu¨r R-FFS-Signaturverfahren in Stender-Ko¨rpern
RSA RSA n=3 R-FFS n=4 R-FFS
sign log |∆| sign log |∆| sign
768 10 ms 358 561 ms 337 1524 ms
1024 15 ms 404 668 ms 382 1769 ms
2048 95 ms 550 1089 ms 525 2828 ms
3072 308 ms 668 1494 ms 641 3907 ms
4096 640 ms 769 1957 ms 740 5108 ms
Tabelle 5.13: Laufzeiten fu¨r DHIES-Verschlu¨sselungsverfahren in Stender-Ko¨rpern
RSA RSA n=3 DHIES n=4 DHIES
encrypt log |∆| encrypt log |∆| encrypt
768 <1 ms 358 1423 ms 337 3482 ms
1024 <1 ms 404 1896 ms 382 4390 ms
2048 3 ms 550 3918 ms 525 8932 ms
3072 6 ms 668 6341 ms 641 14522 ms
4096 12 ms 769 9492 ms 740 21327 ms
Tabelle 5.14: Laufzeiten fu¨r R-FS-Identiﬁkationsverfahren in Stender-Ko¨rpern
RSA RSA n=3 R-FS n=4 R-FS
sign log |∆| prove/ verify log |∆| prove/ verify
768 10 ms 358 148 ms 337 408 ms
1024 15 ms 404 179 ms 382 475 ms
2048 95 ms 550 294 ms 525 759 ms
3072 308 ms 668 399 ms 641 1049 ms
4096 640 ms 769 528 ms 740 1380 ms
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Das Durchfu¨hren einer Gruppenoperation in Klassengruppen algebraischer Zahlko¨rper besteht
aus einer Multiplikation von Idealen, gefolgt von der Reduktion des Idealproduktes. Unsere experi-
mentellen Untersuchungen (Proﬁling) zeigen, dass zum Durchfu¨hren einer Gruppenoperation auf
die Multiplikation der Ideale ho¨chstens etwa 10%, fu¨r die Reduktion des Idealproduktes minde-
stens etwa 90% der Gesamtzeit verwendet wird. Diese Daten beziehen sich auf Stender-Ko¨rper der
Grade 3 und 4 unabha¨ngig von der Gro¨ße der Diskriminante. Zur weiteren signiﬁkanten Steigerung
der zeitlichen Eﬃzienz von NF-Kryptosystemen muss man demnach
• die Anzahl der durchzufu¨hrenden Gruppenoperationen minimieren (z.B. durch Konstruktion
eﬃzienterer Kryptosysteme)
• oder die Idealreduktion beschleunigen.
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Anhang A
Schranken fu¨r Regulatoren und
Klassenzahlen von Stender-Ko¨rpern
In Kapitel 4.2 haben wir gesehen: NF-Kryptoverfahren beno¨tigen
1. einen kleinen Regulator, um die eﬃziente Entscheidung zu ermo¨glichen, ob zwei gegebene
Idealklassen gleich sind.
2. eine große Klassenzahl, um hinreichend sicher zu sein.
Fu¨r Stender-Ko¨rper haben wir experimentell bereits in Abschnitt 5.2.4 einen hinreichend klei-
nen Regulator und in Abschnitt 4.4.2.2 (Berechnungsergebnisse in Anhang B) eine hinreichend
große Klassenzahl nachgewiesen.
Wir diskutieren nun theoretisch die Gro¨ße der Regulatoren und Klassenzahlen von Stender-
Ko¨rpern K = Q(ω) mit ω = n
√
Dn ± 1 vom Grad n ∈ {3, 4, 6}. Sei D ∈ Z>16, so dass Dn ± 1
quadratfrei ist. Die in Tabelle 4.1 (Abschnitt 4.4.1) fu¨r kubische Stender-Ko¨rper angegebene obere
Schranke fu¨r den Regulator und untere Schranke fu¨r die Klassenzahl stammen aus der Arbeit
[Lou95]. Wir verfolgen einen anderen Ansatz, den wir analog auch fu¨r Stender-Ko¨rper der Grade
4, 6 anwendeten. Damit weisen wir die Schranken aus Tabelle A.1 nach.
Grad Obere Schranke fu¨r Regulator Untere Schranke fu¨r Klassenzahl











n = 6 R < 9324 · ln(2D) h > c
35812448 · π2 ·
D10
ln(2D)
Tabelle A.1: Schranken fu¨r Regulator und Klassenzahl von Stender-Ko¨rpern, d = 1,D > 16
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A.1 Stender-Ko¨rper dritten Grades
Sei nun n = 3, d.h. wir betrachten K = Q(ω) mit ω = 3
√
D3 ± 1, D ∈ Z>16.
Der Ko¨rper K besitzt die Fundamentaleinheit ξ3 = ±1ω−D ([Ste75]). Die Konjugierten von ω
sind
ω(0) = ω, ω(1) = 	ω, ω(2) = 	2ω,
wobei 	 primitive dritte Einheitswurzel ist. Der Ko¨rper K besitzt folglich r = 1 reelle und 2s = 2
komplexe Einbettungen in C. Der Einheitenrang von K ist r + s− 1 = 1. Demnach ist










3D) fu¨r ω = 3
√
D3 − 1 (A.2)
 2 ln(2D) (A.3)
Wir zeigen den U¨bergang von (A.1) nach (A.2). Sei e ∈ R so gewa¨hlt, dass
3
√
D3 + 1 = D + e . (A.4)
Es gilt: 3
√
D3 + 1 > D und 3
√
D3 + 1 < D + 1. (Letzteres ersieht man aus der binomischen
Formel.) Es folgt
0 < e < 1 . (A.5)
Durch Potenzieren von (A.4) mit 3 und Auswerten der binomischen Formel folgt die Existenz einer
reellen Zahl e mit 0 < e < 1, so dass
D3 + 1 = D3 + 3D2e + 3De2 + e3
= D3 + e · (3D2 + 3De + e2)
⇔ 1 = e · (3D2 + 3De + e2)
Mit (A.5) folgt:
1 < e · (3D2 + 3D + 1) . (A.6)
Wegen D  4 ist D2 > 3D + 1, also folgt aus (A.6)
1 < e · 4D2 ⇔ 1
e
< (2D)2





∣∣∣∣ < ln(2D)2 = 2 ln(2D) , (A.7)
also den ersten Teil der Behauptung (A.2). Zum Nachweis des zweiten Teils von (A.2) nimmt
man die Existenz einer positiven reellen Zahl e mit 3
√
D3 − 1 = D − e an. Anschließend verfa¨hrt
man analog.
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K = Q( n
√
Dn ± 1) Quadratischer Teilko¨rper? Normaler Ko¨rperturm?
n = 3 Nein Nein
n = 4 Ja Ja
n = 6 Ja Nein
Tabelle A.2: Stender-Ko¨rpern mit quadratischem Teilko¨rper und normalem Ko¨rperturm
Wir haben in Abschnitt 4.4.1 bereits aufgezeigt, dass die Diskriminante ∆, die Klassenzahl h
und der Regulator R eines algebraischen Zahlko¨rpers K vom Grad n u¨ber die analytische Klas-






Fu¨r die Anzahl w der Einheitswurzeln in K gilt in unserem Fall w = 2 (siehe [Coh95, S. 208]).
Die Anzahl der reellen Einbettungen von K in C ist r = 1, die Anzahl der komplexen Einbettungen
von K ist 2s = 2. Da D3 ± 1 nach Voraussetzung quadratfrei ist, gilt fu¨r die Diskriminante
∆ ∈ {−3(D3 ± 1)2,−27(D3 ± 1)2}, also 2D6 < |∆| < 32D6. Wie oben nachgewiesen gilt
R < 2 ln(2D).
Fu¨r κ, den Wert der ζ-Funktion von K an der Stelle 1, gilt gema¨ß Stark [Sta74]:
Auf Z>0 sei die Funktion g deﬁniert per g(n) = 1, falls K/Q einen normalen Ko¨rperturm besitzt,
d.h. es existieren m ∈ Z>0 und Ko¨rper Ki mit K0 = Q  K1  . . .  Km = K, so dass Ki/Ki−1
normal fu¨r i ∈ {1, . . . ,m}. Falls K/Q keinen normalen Ko¨rperturm besitzt, sei g(n) = n!. Falls
K keinen quadratischen Teilko¨rper entha¨lt, gilt
κ >
c




n · g(n) · n√|∆| (A.10)
Dabei ist c jeweils eine eﬀektiv berechenbare positive Konstante.
Um die geeignete Formel fu¨r κ gema¨ß Stark auszuwa¨hlen, mu¨ssen wir fu¨r die Stender-Ko¨rper
jeweils entscheiden, ob K einen quadratischen Teilko¨rper bzw. einen normalen Ko¨rperturm u¨ber
Q besitzt. Tabelle A.2 beantwortet diese Fragen.
Beispielsweise besitzt ein kubischer Stender-Ko¨rper (n = 3) keinen quadratischen Teilko¨rper.
Nehmen wir an, es ga¨be einen Ko¨rperturm Q  L  K mit Erweiterungsgrad [L : Q] = 2. Nach
der Gradformel gilt 3 = [K : Q] = [K : L] · [L : Q] = [K : L] ·2, Widerspruch. Aus der Gradformel
folgt auch, dass K keinen anderen echten Teilko¨rper als Q entha¨lt. K/Q ist nicht normal, da K
nicht Zerfa¨llungsko¨rper eines Polynoms aus Q[x] ist. Folglich besitzt K/Q auch keinen normalen
Ko¨rperturm.
Hieraus ergibt sich die Auswahl der richtigen Formel fu¨r κ, und wir erhalten fu¨r eine eﬀektiv
berechenbare positive Konstante c
κ >
c
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Einsetzen aller Teilresultate in (A.8) liefert die behauptete untere Schranke fu¨r h:
h >
c
36 ln(2D) · 2 ·
√
2D6








A.2 Stender-Ko¨rper vierten Grades
Fu¨r Stender-Ko¨rper vom Grade n = 4 gehen wir analog wie im Falle n = 3 vor. Wir skizzieren
daher lediglich die Eckpunkte unserer Berechnungen. Wir betrachten
K = Q(ω), ω = 4
√
D4 + 1 .
Gema¨ß Stender [Ste75] ist {ξ2 = ω+Dω−D , ξ4 = 1ω−D} ein System von Fundamentaleinheiten. Wir
haben hier r = 2, s = 1 und w = 2. Wir erhalten
R = |det
(
ln |ξ2| ln |ξ4|
ln |ξ−12 | ln | − ξ−12 · ξ4|
)
|
= ln |ξ2| · |2 ln ξ4 − ln ξ2|
< 2 ln(
√



















A.3 Stender-Ko¨rper sechsten Grades
Wir betrachten nun Stender-Ko¨rper vom Grade n = 6
K = Q(ω), ω = 6
√
D6 + 1 .
Wir gehen wie in den Fa¨llen n = 3, 4 vor. Stender [Ste75] zeigt, dass die Menge {ξ2 = ω+Dω−D , ξ3 =
ω3−D3
(ω−D)3 , ξ6 =
1
ω−D} ein System von Fundamentaleinheiten bildet. Wir haben hier r = 2, s = 2




ln |ξ2| ln |ξ3| ln |ξ6|
ln |ξ−12 | ln |(ω3 + D3) · ξ−32 · ξ36 | ln |ξ−12 ξ6|
ln
∣∣∣ ξ2ξ3ξ−36ω3+D3 ∣∣∣ ln ∣∣∣ ξ32ξ−36ω3+D3 ∣∣∣ ln ∣∣∣ ξ2ξ−16ω3+D3 ∣∣∣
⎞
⎟⎠ |
< 9324 · ln(2D)
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Aus unserer Analyse aus Kapitel 4.2 folgt: Damit NF-Kryptoverfahren hinreichend sicher sind,
muss die Klassenzahl folgende Bedingungen erfu¨llen:
1. Sie muss hinreichend groß sein.
2. Sie muss hinreichend große Primteiler enthalten1.
In den Abschnitten 4.4.1 und 4.4.2 haben wir diese Bedingungen fu¨r Stender-Ko¨rper bereits
theoretisch untersucht; die experimentellen Resultate aus Abschnitt 4.4.2.2 basieren auf den Be-
rechnungen, die wir jetzt beschreiben.
Mit Hilfe der PARI/GP-Implementierung [BBB+02] des Buchmann-Algorithmus [Buc89] haben
wir die Klassenzahlen von Stender-Ko¨rpern K = Q(ω) mit ω = n
√
Dn − 1 der Grade n ∈ {3, 4, 6}
bestimmt (D ∈ Z>3). Da zur Klassenzahlberechnung kein eﬃzienter Algorithmus bekannt ist,
gelingt diese Berechnung nur fu¨r betragsma¨ßig kleine Diskriminanten. Die Tabellen B.1, B.2, B.3
zeigen einen Auszug unserer Berechnungsergebnisse. Die erste Spalte entha¨lt jeweils den Parameter
D des Ko¨rpers, die dritte Spalte dessen Diskriminante ∆. Die zweite Spalte zeigt die Laufzeit des
Buchmann-Algorithmus in Millisekunden auf. In der vierten Spalte ﬁndet sich die Klassenzahl h,
in der letzten Spalte jeweils deren Primfaktorzerlegung (PFZ).
Alle hier vorgestellten Laufzeiten wurden auf Sun-Solaris-Workstations mit UltraSparc II-
Prozessoren und 450MHz Taktfrequenz gemessen. Wir haben bei unseren Experimenten als Stack-
gro¨ße 900 MB realen physischen Speicher verwendet.
1Bei der Formulierung aus Abschnitt 4.2 impliziert die zweite Bedingung bereits die erste. Daher wird die
erste Bedingung nicht explizit aufgefu¨hrt.
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D Zeit [ms] ∆ h PFZ(h)
100000000 227115240 −2700000000000000000000 . . . 22876215012952840529280 27 · 35 · 5 · 19 · 41 · 557 . . .
0054000000000000000000000027 ·339004348763
101000000 33162160 −1884355296924852071005 . . . 872509132905029152128 27 · 36 · 900971 . . .
9208176366863905325443787 ·10378191289
102000000 123610150 −3378487257792000000000 . . . 10909388643314172055398 2 · 35 . . .
006367248000000000000000003 ·22447301735214345793
103000000 120074670 −3223941200628300000000 . . . 33863632579481546571048 23 · 36 · 11 · 307 . . .
0059007258000000000000000027 ·1719431851159357
104000000 4845170 −3226510259745514199015 . . . 64179151907758199712 25 · 34 · 11104207 . . .
7219773937730027454547 ·2229828323
105000000 59546210 −4020286921875000000000 . . . 20833968479283545002056 23 · 34 · 83 · 283 . . .
006945750000000000000000003 ·1368776275057273
106000000 194054890 −3830001603091200000000 . . . 24531955075114399337400 23 · 34 · 52 · 2536273 . . .
0064314864000000000000000027 ·597064359599
107000000 62098650 −5558260562403703703703 . . . 1230821483920012917720 23 · 36 · 5 · 157 . . .
7127780962962962962962963 ·268848672363331
108000000 30773690 −9715557079248979591836 . . . 2544527586491656335720 23 · 38 · 5 · 29 · 7114573 . . .
7501189224489795918367347 ·46992689
109000000 258012780 −4528170299270700000000 . . . 27062014909481186357286 2 · 37 · 19 · 47 · 3299 . . .
0069931566000000000000000027 ·2100136755727
110000000 88216150 −5314683000000000000000 . . . 11470163822658367964730 2 · 35 · 5 · 232 · 131 . . .
007986000000000000000000003 ·68113999131089
111000000 56261090 −5611243656483000000000 . . . 26147536790056774474572 22 · 34 · 1777 · 5197 . . .
008205786000000000000000003 ·8738675806687
112000000 123932900 −5329321249996800000000 . . . 52643592368705327051448 23 · 38 · 137 · 77093 . . .
0075866112000000000000000027 ·94962027731
113000000 91967810 −6245855257827000000000 . . . 11212668984559060940832 25 · 36 · 173 . . .
008657382000000000000000003 ·2778339999900653
114000000 62025020 −6584917871808000000000 . . . 23042537629861547596842 2 · 34 · 1572017 . . .
008889264000000000000000003 ·90481137674773
115000000 231273820 −6245264067187500000000 . . . 35216930684230809440976 24 · 36 · 7 · 9157 · 20261 . . .
0082127250000000000000000027 ·2324833531
116000000 66478410 −9023690084503703703703 . . . 1314768070461520540944 24 · 35 · 13 · 353 . . .
7152658962962962962962963 ·2249981 · 32751107
117000000 100711910 −7695492605307000000000 . . . 23556940734500616104064 27 · 34 · 13 . . .
009609678000000000000000003 ·174775498089540421
118000000 109690030 −7288796213164800000000 . . . 52265734616132492289552 24 · 39 · 101 · 277 · 3359 . . .
0088723728000000000000000027 ·1766016013
119000000 63937170 −8519282565843000000000 . . . 23023344603873650102028 22 · 36 · 192 · 39551 . . .
010110954000000000000000003 ·552988657853
120000000 53756520 −8957952000000000000000 . . . 26030587886692983711810 2 · 34 · 5 · 7 · 11 · 577 . . .
010368000000000000000000003 ·20794981 · 34783549
166 Klassenzahlberechnung fu¨r Stender-Ko¨rper
D Zeit [ms] ∆ h PFZ(h)
121000000 200990970 −8473756617146700000000 . . . 43157407888333487359728 24 · 36 · 13 · 2281 . . .
0095664294000000000000000027 ·124778340020459
122000000 95744800 −9891911877312000000000 . . . 18274138365026534236812 22 · 38 · 29 · 16361 . . .
010895088000000000000000003 ·29147 · 50350661
123000000 305331590 −1038847797506700000000 . . . 23302006184484309948174 2 · 34 . . .
0011165202000000000000000003 ·143839544348668579927
124000000 142234800 −9815080708915200000000 . . . 54735902786679345977544 23 · 34 · 12473 . . .
0102957696000000000000000027 ·6772146699423761
125000000 4279390 −1321298094174985616970 . . . 8674677689054698872 23 · 38 · 546391 . . .
486787615735328703747 ·302475209
126000000 95991820 −1200451242412800000000 . . . 35025701587214165258472 23 · 36 · 139 · 283 . . .
0012002256000000000000000003 ·53113 · 2874532741
127000000 172557150 −1132885686966030000000 . . . 53089013114232114620952 23 · 38 · 132 · 59877737 . . .
00110612682000000000000000027 ·99952243
128000000 240688950 −1319413953331200000000 . . . 15572477122753685539644 22 · 39 · 853 · 4229503 . . .
0012582912000000000000000003 ·54823663
129000000 132554540 −1382482098816300000000 . . . 28971604843104123785052 22 · 37 · 13 . . .
0012880134000000000000000003 ·254753656599346873
130000000 181663820 −1303238430000000000000 . . . 66051469392925419779760 24 · 35 · 5 · 29 · 24793 . . .
00118638000000000000000000027 ·821039 · 5755663
131000000 102750896 −3094232537314897959183 . . . 2947553773942454482680 23 · 38 · 5 · 7 · 2988019 . . .
67622215224489795918367347 ·536970359
132000000 108648440 −1586955840307200000000 . . . 29586624507332131214304 25 · 36 · 7 · 3257 . . .
0013799808000000000000000003 ·55629110381657
133000000 141150820 −1494423230517630000000 . . . 93875130982406650026240 28 · 36 · 5 · 2749 . . .
00127042398000000000000000027 ·75307 · 485962739
134000000 31602150 −2382442987167078189300 . . . 750715822100010589524 22 · 39 · 13 . . .
4135029662551440329218107 ·733467598063939
135000000 74159430 −1816033542187500000000 . . . 29788193902198949556840 23 · 36 · 5 · 137 · 8243 . . .
0014762250000000000000000003 ·904587923539
136000000 159465320 −1708430099742720000000 . . . 67731150771676739821608 23 · 37 · 67 · 1579 . . .
00135834624000000000000000027 ·36592556470511
Tabelle B.1: Klassenzahlberechnung fu¨r Stender-Ko¨rper vom Grad 3
167
D Zeit [ms] ∆ h PFZ(h)
362 599100 −20256426746168999255612857839812 2237020611256 23 · 1951 · 2879 · 49783
363 424870 −1340045256670285102269833099757568 14142099343680 26 · 32 · 5 · 72 · 112 · 828209
364 189660 −21640963631871531467845798939652 4562494382700 22 · 32 · 52 · 19 · 173 · 1033 · 1493
365 692330 −1431378003147579197051917955680256 15613256355840 212 · 33 · 5 · 11 · 13 · 197453
366 435340 −23111759847186750270427232879812 5739733633536 29 · 34 · 7 · 17 · 31 · 37517
367 771000 −1528384893224869923100664248076288 6105859072000 213 · 53 · 41 · 145433
368 271050 −24673673610538888750009781321732 2382115061920 25 · 5 · 11 · 37 · 593 · 61687
369 1227090 −1631384603637026801948093865330688 20160777781248 215 · 3 · 13 · 15775849
370 201610 −26331808027575116468930099320004 12518154035712 29 · 35 · 13 · 67 · 71 · 1627
371 568850 −1740711829745318993684625432823808 8068161708032 213 · 131 · 7518191
372 220240 −28091522002847359753503816403972 7099648618944 26 · 3 · 7 · 83 · 1093 · 58229
373 1386000 −1856717997313408762735523989833728 4887030816000 28 · 32 · 53 · 292 · 20177
374 233350 −29958441574579041968151070990532 9409013916804 22 · 32 · 532 · 4373 · 21277
375 671010 −1979772001805236816421437500000256 26644600065024 210 · 32 · 31 · 127 · 734347
376 470540 −31938471686500760298397946134532 2734502365568 27 · 31 · 41 · 53 · 103 · 3079
377 455460 −2110260976111968702797609316681728 14411208187904 213 · 11 · 29 · 107 · 51539
378 203930 −34037808411121990142498477131972 9591805638912 28 · 3 · 72 · 61 · 4178431
379 1366640 −2248591087639954334225884754167808 6278593727232 28 · 33 · 811 · 1120051
380 323740 −36262951639197332390445416320004 7684684416720 24 · 34 · 5 · 47 · 353 · 71479
381 4266280 −2395188365716974290198388725106688 12347002060800 218 · 3 · 52 · 11 · 37 · 1543
382 232120 −38620718250545728407805976513732 3416226582528 212 · 33 · 83 · 372173
383 1477220 −2550499560299915582344098404108288 13570685829120 215 · 3 · 5 · 7 · 79 · 49927
384 1293530 −41118255781789599661096653815812 7963396875776 29 · 83 · 97 · 941 · 2053
385 635920 −2714993032993444865476240259680256 21237215232000 215 · 3 · 53 · 23 · 163 · 461
386 257170 −43763056606998162313757190163652 4448146726296 23 · 33 · 7 · 13 · 23 · 61 · 101 · 1597
387 641780 −2889159681416237574572956117485568 25808613408768 218 · 3 · 223 · 147163
388 311030 −46562972647645361958996890487812 3421567260400 24 · 52 · 701 · 3167 · 3853
389 960740 −3073513897978886177248410678806528 7896260740096 210 · 17 · 23 · 103 · 191473
390 230590 −49526230628728111596854812920004 21833723759400 23 · 32 · 52 · 7 · 157 · 11037167
391 711710 −3268594564165758768520076147591168 11442795970560 217 · 3 · 5 · 233 · 24979
392 223080 −52661447898334940161763559129092 4898407652064 25 · 34 · 17 · 19 · 53 · 101 · 1093
393 992310 −3474966081441819809397441454901248 19202014511104 216 · 41 · 1607 · 4447
394 605250 −55977648828408914020644025655492 3076989956616 23 · 3 · 31 · 83 · 1399 · 35617
395 1197510 −3693219439934767229330726838880256 14669692668928 210 · 11 · 232 · 2461913
396 453720 −59484281814911926057727782407172 9923593961216 28 · 13 · 17 · 43 · 89 · 45833
398 352420 −63191236896070303927127656109252 8250840494336 28 · 112 · 292 · 367 · 863
399 38690 −172671708173629868287854592 14847082496 215 · 53 · 83 · 103
400 211750 −67108864007864320000307200000004 14430081361920 211 · 3 · 5 · 7 · 29 · 599 · 3863
401 55116150 −4425602836733530372236909286197248 6157491404800 215 · 52 · 23 · 281 · 1163
402 258040 −71247991896416741209964224890052 9490549572864 28 · 33 · 179 · 7670693
403 2695190 −4697864854170411018882747674052608 9981551878976 26 · 17 · 61 · 151 · 643 · 1549
404 303890 −75619947707438189683495224429572 9324760838400 28 · 32 · 52 · 72 · 37 · 89293
168 Klassenzahlberechnung fu¨r Stender-Ko¨rper
D Zeit [ms] ∆ h PFZ(h)
405 815690 −4985402692860437923136277226080256 46648522902720 26 · 3 · 5 · 79 · 1249 · 492467
406 233330 −80236577273399948607171659985092 6471314242560 210 · 33 · 5 · 17 · 277 · 9941
407 629130 −5288991585274774101723777980008448 15049071378432 214 · 34 · 7 · 13 · 29 · 4297
408 381150 −85110266119628097563281488396292 10383422988288 213 · 3 · 7 · 19 · 43 · 73877
410 193580 −90253961211046654599284291320004 16267643106144 25 · 3 · 401 · 1117 · 378317
411 662190 −5947601028310840831661815946364928 22610388331776 28 · 3 · 7 · 1879 · 2238319
412 266550 −95681193461841897056526594116612 6293059920720 24 · 33 · 5 · 37 · 78741991
413 705300 −6304353908651630824209537332922368 14634369057792 210 · 3 · 11 · 61 · 7099541
414 259190 −101406101030875389823660527738052 15209712291906 2 · 34 · 112 · 71 · 10928543
415 628570 −6680625484342007945299554794080256 31678654279680 212 · 34 · 5 · 19096411
416 291320 −107443453426239629893211319697412 7732618005504 210 · 3 · 7 · 23 · 73 · 79 · 2711
417 491940 −7077381802185944859750732122687488 22162740469760 213 · 5 · 11 · 89 · 131 · 4219
418 1043480 −113808676442927783192414941428932 6137514058240 29 · 5 · 17 · 163 · 281 · 3079
419 2158640 −7495631729838942353473024536332288 10121982835776 26 · 3 · 7 · 179 · 263 · 159977
420 309920 −120517877958177908540072603520004 59849222620896 25 · 34 · 23 · 59 · 131 · 193 · 673
421 849610 −7936428634757072385668397193054208 29825110149120 211 · 32 · 5 · 11 · 13 · 2263099
422 347730 −127587874609652500771075926808772 5894522050200 23 · 3 · 52 · 7 · 232 · 73 · 36343
423 197060 −100583950389330491630566279168 78436761600 217 · 3 · 52 · 79 · 101
424 758870 −135036219382226308711381972860932 5008185664928 25 · 31 · 107 · 137 · 479 · 719
425 2301350 −8890109821828229021431306300000256 74464685457408 221 · 32 · 89 · 97 · 457
426 268270 −142881230129779363548949498024132 56111830034592 25 · 3 · 29 · 59 · 10753 · 31769
427 2532880 −9405339260991518921596176399484928 14849377337344 215 · 11 · 317 · 129959
428 277620 −151142019059028160637175528967172 8218646539456 26 · 1787 · 2083 · 34499
429 725220 −9947809765813745268401378130577408 35130416058624 28 · 3 · 17 · 41 · 43 · 379 · 4027
430 486570 −159838523203076145937531456120004 11234378963190 2 · 3 · 5 · 37 · 109 · 1609 · 57709
431 565380 −10518824452512316703069128950745088 14480193110016 214 · 3 · 83 · 3549401
432 212440 −168991535913025241860223162646532 55755283723776 29 · 35 · 7 · 13 · 4924571
433 1190860 −11119742274400170496116847952857088 17744875487232 224 · 3 · 41 · 8599
434 326360 −178622739396663282558467116758212 7832335271712 25 · 3 · 7 · 457 · 827 · 30839
435 584530 −11751980138578239553288697885280256 376809750331392 216 · 3 · 7 · 23 · 11904059
436 564560 −188754738333928093803752691125252 6328219824220 22 · 5 · 7 · 83 · 1667 · 326693
437 713120 −12417015092508766697879900859680768 80657621581824 217 · 32 · 7 · 31 · 487 · 647
438 1339860 −199411094599547727122159004451012 14594092738560 211 · 33 · 5 · 37 · 67 · 107 · 199
439 1199180 −13116386582437709085770337941424128 15407558885376 216 · 33 · 7 · 503 · 2473
440 250300 −210616363123968223294708971520004 28857488793600 213 · 3 · 52 · 172 · 331 · 491
441 2395750 −13851698785680458291545604563437568 30058709696512 214 · 7 · 19 · 43 · 149 · 2153
442 230120 −222396128924405419698406520989892 17527389886330 2 · 5 · 17 · 149 · 691961701
443 1022620 −14624623018831939718316944394242048 15988975430400 28 · 35 · 52 · 7 · 23 · 63857
444 13970 −2810994185158174759265710852 70904882176 210 · 192 · 59 · 3251
445 754540 −15436900224009860410710803075680256 41742789713088 26 · 3 · 31 · 277 · 1151 · 21997
446 4298850 −247786873494574540584508114840772 6466822092232 23 · 109 · 3967 · 1869443
447 1012870 −16290343535288459079933378092075008 83490378088448 218 · 331 · 449 · 2143
169
D Zeit [ms] ∆ h PFZ(h)
448 316930 −261454523050571790918047601000452 10661786204160 211 · 3 · 5 · 7 · 13 · 23 · 79 · 2099
449 1174850 −17186840927529588281771778303592448 35996999270400 214 · 34 · 52 · 7 · 232 · 293
450 388040 −275810094239904712969242075000004 99703568605824 27 · 32 · 29 · 83 · 35956891
451 1003620 −18128357949868338433316840714651648 19721729920000 210 · 54 · 172 · 106627
452 656040 −290884921256529135087298860878852 6859367235840 28 · 3 · 5 · 7 · 23 · 193 · 57487
454 238290 −306711617017729787045591767115972 13491710319648 25 · 3 · 11 · 2999 · 4260167
455 647850 −20154717964761056499483434781280256 71907493968384 29 · 3 · 2389 · 19595971
456 349850 −323324119341248216033607704690692 20464759979008 210 · 2579 · 7749173
457 1864400 −21243905760022212989115695384987648 19784369307648 217 · 3 · 11 · 67 · 233 · 293
458 689110 −340757738574986523346122031415492 8869620632040 23 · 32 · 5 · 75 · 17 · 53 · 1627
459 1047840 −22386808888021289110184243611322368 191377183116288 210 · 3 · 132 · 41 · 71 · 126631
460 346000 −359049206718278073942860494720004 23024247375360 29 · 3 · 5 · 7 · 112 · 19 · 311 · 599
461 908140 −23585824898999258284142485107427328 50155539474432 211 · 3 · 7 · 251 · 4646179
462 1083470 −378236728074584657045528001033412 27094491112000 26 · 53 · 13 · 192 · 271 · 2663
464 888550 −398360031476363303635397185896452 8763959522208 25 · 3 · 11 · 131 · 63352703
465 587210 −26162268594139412525006089296480256 129789229793280 220 · 3 · 5 · 37 · 83 · 2687
466 374400 −419460424123745300101156755875012 12637565855298 2 · 32 · 877 · 1249 · 640957
470 490390 −464765932464367856958698761720004 31547071592448 211 · 3 · 29 · 199 · 889727
4000 102476930 −6710886400 . . . 111206 . . . 25 · 32 · 17 · 15359 . . .
0000786432000000003072000000000004 92422162508128 ·147886142077
4001 384717510 −430786992940 . . . 50207 . . . 220 · 34 · 72 · 37 · 131 . . .
0404557177280312646042288177154048 28236178407424 ·248893
4002 89352670 −67512626 . . . 43150 . . . 2 · 3 · 72 · 11 · 1409 · 4013 . . .
327828391976922122355214914491923652 67604464452374 ·235975783
4003 45647260 −4333781851625 . . . 72729 . . . 213 · 32 · 17 · 103 · 1163 · 3929 . . .
057195693298535696134867674974208 09697405722624 ·12329
4004 74180220 −67918614350 41241 . . . 28 · 7 · 10267 · 84751 . . .
246972707581981233446595230010372 81690341925632 ·2644913
4005 227104110 −4359836574637 265308 . . . 28 · 3 · 7 · 127 · 257 · 63103 . . .
058094620842277045170867536480256 54105006811392 ·2396101
4006 1162044490 −68326839215 23761 . . . 2 · 32 · 72 · 13 · 29 · 184463 . . .
211251509762700219009124850948292 09517310109854 ·38738897
Tabelle B.2: Klassenzahlberechnung fu¨r Stender-Ko¨rper vom Grad 4
170 Klassenzahlberechnung fu¨r Stender-Ko¨rper
D Zeit [ms] ∆ h PFZ(h)
20 994790 −782757850848954231029789 . . . 4968439007463360 26 · 38 · 5 · 11 · 132 · 17 · 103 · 727
859840233280000729
21 542350 −267301472236310148231799 . . . 21122368533161280 26 · 38 · 5 · 72 · 112 · 47 · 79 · 457
8438652709891500032
22 18217010 −136586561538501349775498 . . . 13013228295547200 26 · 34 · 52 · 7 · 47 · 972 · 163 · 199
49090416797949465625
23 4025090 −331697804923285773196095 . . . 144848398311751680 219 · 310 · 5 · 72 · 132 · 113
8935611375333254400000
24 4901280 −229392794540196141003599 . . . 23367812373255168 210 · 310 · 72 · 13 · 19 · 37 · 863
0518976447130107913
25 19761830 −404676300763640096783638 . . . 325288176416686080 215 · 37 · 5 · 13 · 17 · 19 · 149 · 1451
27857971248359375046656
26 2634480 −205082203223044962000831 . . . 583050699312979968 213 · 310 · 7 · 19 · 29 · 47 · 61 · 109
3301903929111386236953
27 439588040 −502730708010031338168075 . . . 267229554127683840 28 · 311 · 5 · 7 · 112 · 41 · 33937
3256334065070342400000
28 2741450 −189438598946141826978379 . . . 1534041665028642816 211 · 39 · 67 · 167 · 227 · 14983
58406365668059104465625
29 405212780 −347414101889792829438126 . . . 1772239759560972288 211 · 38 · 172 · 312 · 474899
1435852873405721119598592
30 6028910 −185302020156117017651284 . . . 1125090245805020928 28 · 38 · 97 · 101 · 349 · 409 · 479
4057829690032805000009
31 72789060 −256896578299886819047351 . . . 5526788146661488896 28 · 310 · 73 · 41 · 53 · 139 · 3529
48710419304982277000251392
32 2518420 −665896686609715716449338 . . . 24927161265457920 28 · 36 · 5 · 73 · 3191 · 24407
70288529834602060625
33 31740160 −206938206802093619495218 . . . 6344909399284558848 210 · 39 · 59 · 61 · 1783 · 49057
3119010518892056403200000
34 7860880 −641349914224698669463342 . . . 8776119630994329600 212 · 38 · 52 · 72 · 31 · 967 · 8893
7578423023937778408073753
35 16741930 −979374594486160627075136 . . . 84452474948163033600 29 · 310 · 52 · 73 · 151 · 2157341
374613447978089611855046656
36 32318440 −439863102836554915163158 . . . 8113665855451910400 28 · 37 · 52 · 191 · 41047 · 73939
078558498455063994159113
37 562989860 −518751332354377607712726 . . . 88244684888594909184 211 · 311 · 31 · 83 · 239 · 395537
7892098637115559792185600000
38 1172130 −747380735497824731354980 . . . 9307954540995840 28 · 36 · 5 · 31 · 103 · 109 · 28661
3545099607086365625
39 160151960 −310713909074294744237046 . . . 131555800011551956992 213 · 37 · 73 · 17 · 37 · 43 · 181 · 4373
749170839927039550895327232
171
D Zeit [ms] ∆ h PFZ(h)
40 19734930 −840479777884367736115306 . . . 153384721856385610752 210 · 34 · 7 · 29 · 47 · 137 · 9839 · 143791
105527745904654929920000729
41 3344380 −189685973140816553407670 . . . 12241396136180736 210 · 312 · 72 · 103 · 4457
068658499886783383552
42 59682780 −448457427946954421134676 . . . 161559155307653222400 212 · 39 · 52 · 23 · 43 · 73 · 521 · 2131
42277395802083085189815625
43 19403900 −301398539855873575281968 . . . 3273983468673408000 210 · 39 · 53 · 3727 · 348671
80334690327936521509120000
44 35792350 −146658697353715492214062 . . . 673962288838815744000 215 · 310 · 53 · 9973 · 279407
64500435078988658263340110553
45 143553690 −227403893891974203434809 . . . 596395366686819779328 28 · 314 · 173 · 7937 · 354727
21600939559025934696095000576
46 44471540 −556496553490068825224701 . . . 633305539506682224000 27 · 35 · 53 · 7 · 13 · 19 · 250703 · 375779
96221739520274746254041763353
Tabelle B.3: Klassenzahlberechnung fu¨r Stender-Ko¨rper vom Grad 6
172 Klassenzahlberechnung fu¨r Stender-Ko¨rper
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adaptive chosen message attack, siehe attack
adaptive-chosen-ciphertext attack, siehe attack,
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blind signatures, 65, 66
Blinde Signaturverfahren, 65, 66
Blob, 27




chosen-ciphertext attack, siehe attack
chosen-message attack, siehe attack





















DHP, siehe Diﬃe-Hellman-Problem, 35

















DH (Diﬃe-Hellman), siehe DH, Eﬃzienz
DHIES, siehe DHIES, Eﬃzienz
DSA-No-Subgroup, siehe DSA-No-
Subgroup, Eﬃzienz
GQ, siehe GQ, Eﬃzienz
R-FFS, siehe R-FFS, Eﬃzienz



































Empfehlung zur Parameterwahl, 32
Protokoll, 31
Sicherheit, 31–32





























































keine verwertbare Informationen, 25
key-only attack, siehe attack
Klassengruppe
einer Ordnung, 11












known-message attack, siehe attack
known-plaintext attack, siehe attack
Konferenzschlu¨sselaustauschverfahren, 39
Konjugiertenvektor, 9
konvertierbare nichtabstreitbare Signaturen, 51
LiDIA-Darstellung eines Ideals, 118
Maximalordnung, 9
minimale Teilmenge eines Ideals, 129
i-te Expansion, 129
i-te Kompression, 129
Minimazyklus eines Ideals, 127














no-message attack, siehe attack
non-adaptive-chosen-ciphertext attack, siehe
attack





Number Field Sieve, NFS, 3
OP, siehe Ordnungsproblem





























DH (Diﬃe-Hellman), siehe DH, Protokoll
DHIES, siehe DHIES, Protokoll
DSA-No-Subgroup, siehe DSA-No-
Subgroup, Protokoll
GQ, siehe GQ, Protokoll
R-FFS, siehe R-FFS, Protokoll












Eﬃzienz (Parallele Version), 73
Empfehlung zur Parameterwahl (Parallele
Version), 73
Protokoll (Basisversion), 70
Protokoll (Parallele Version), 71
Sicherheit (Basisversion), 71
Sicherheit (Parallele Version), 72
R-Schnorr-Identiﬁkationsverfahren
Eﬃzienz, 76
Empfehlung zur Parameterwahl, 76
Protokoll, 74
Sicherheit, 75
Random Oracle Model, 22–23, 32, 46
RDSA-Signaturverfahren
Eﬃzienz, 46

































selectively convertible undeniable signatures, 52




DH (Diﬃe-Hellman), siehe DH, Sicherheit
DHIES, siehe DHIES, Sicherheit
DSA-No-Subgroup, siehe DSA-No-
Subgroup, Sicherheit
GQ, siehe GQ, Sicherheit
Identiﬁkationsverfahren, 25, 26
Pseudozufallszahlengenerator, 27
R-FFS, siehe R-FFS, Sicherheit









existenzielle, 20, 32, 48
universelle, 20
forgery
existential, 20, 32, 48
universal, 20










































vernachla¨ssigbar, 20, 35, 46, 48
Verschlu¨sselungsverfahren






Wurzelproblem, 15, 32, 46
Zero-Knowledge, 25
Zufallsorakel, 22–23, 32, 46
Zwei-Element-Darstellung eines Ideals, 119
Zyklus der reduzierten Ideale, 128
