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Abstract
Deep learning, particularly convolutional neural networks for image
recognition, has been recently used in meteorology. One of the promis-
ing applications is developing a statistical surrogate model that converts
the output images of low-resolution dynamic models to high-resolution
images. Our study exhibits a preliminary experiment that evaluates the
performance of a model that downscales synoptic temperature fields to
mesoscale temperature fields every 6 hours. The deep learning model
was trained with operational 22-km gridded global analysis surface winds
and temperatures as the input, operational 5-km gridded regional analysis
surface temperatures as the desired output, and a target domain covering
central Japan. The results confirm that our deep convolutional neural
network (DCNN) is capable of estimating the locations of coastlines and
mountain ridges in great detail, which are not retained in the inputs, and
providing high-resolution surface temperature distributions. For instance,
while the average root-mean-square error (RMSE) is 2.7 K between the
global and regional analyses at altitudes greater than 1000 m, the RMSE
is reduced to 1.0 K, and the correlation coefficient is improved from 0.6
to 0.9 by the surrogate model. Although this study evaluates a surrogate
model only for surface temperature, it probably can be improved by aug-
menting the downscaling variables and vertical profiles. Surrogate models
of DCNNs require only a small amount of computational power once their
training is finished. Therefore, if the surrogate models are implemented
at short time intervals, they will provide high-resolution weather forecast
guidance or environment emergency alerts at low cost.
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1 Introduction
High-resolution dynamic models require much greater use of computational re-
sources than low-resolution models. Therefore, downscaling procedures have
been in demand for meteorological or climatological simulations to infer high-
resolution variables from low-resolution fields. Statistical downscaling is prefer-
able to dynamic downscaling, especially when computational time or resources
are limited, because statistical downscaling does not need to directly use high-
resolution dynamic models. For example, weather forecast services have often
used linear regression or simple machine learning as postprocessing guidance to
obtain detailed, or town-by-town, forecasts (cf. Glahn et al. 2009). Climate
researchers have also used statistical downscaling to predict regional climate
change with lower computational cost (cf. Gutirrez et al. 2018).
On the other hand, as machine learning techniques have evolved, a new,
promising method has emerged: a statistical downscaling algorithm, that is,
single-image super resolution (SISR), which originally estimates high-resolution
images from low-resolution counterparts using powerful deep neural networks
(cf. Yang et al. 2019; Wang et al. 2020). Recently, SISR has been used for
the climatological or daily estimation of precipitation (e.g., Weber et al. 2020;
Bao-Medina et al. 2020). The advantage of SISR is the ability to construct
high-resolution gridded values, not only values at specific points (cities or ob-
servatories). Therefore, if the SISR downscaling calculation is performed with
a short time interval (hours), the calculation continuously provides gridded me-
teorological fields available for numerical weather prediction (NWP). That is a
surrogate model capable of simulating mesoscale or microscale advection, diffu-
sion, deposition, cloud physics, and land surface processes (cf. Reichstein et al.
2019).
However, to the best of our knowledge, the SISR algorithm has never been
publicly applied to mesoscale surrogate modeling to simulate meteorological
gridded fields. Only one exception is the conference presentation by Kern et
al. (2020). Generally, low-resolution (or synoptic-scale) dynamic models can
never adequately simulate high-resolution (or mesoscale) advection, diffusion,
and deposition fields over complex terrain, as shown by Sekiyama et al (2015;
2017) and Sekiyama and Kajino (2020). Fundamentally, low-resolution models
do not retain information on complex terrain below their resolution. Therefore,
we will benefit greatly from downscaling surrogate modeling to compensate for
the missing information on complex terrain and terrain-driven weather patterns.
SISR downscaling will provide high-resolution gridded meteorological analyses,
which can drive pollutant transport models. These low-cost downscaling models
are especially beneficial for prompt responses to local environmental emergencies
such as nuclear power plant accidents.
In this study, we show a preliminary experiment of such a downscaling sur-
rogate model from the synoptic scale to the mesoscale. The SISR downscaling
algorithm was applied to estimate 5-km gridded surface temperature fields from
22-km gridded surface temperature and wind fields. This was a simplified case of
surrogate modeling for NWP in the planetary boundary layer. The estimation
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was performed at 6-hour intervals, not daily averaged or seasonal intervals, as in
previous studies for climatology. The estimation domain covered central Japan,
which contains mountains, highlands, basins, valleys, peninsulas, water bodies,
and small islands. We demonstrate the downscaling performance of SISR, or
deep convolutional neural networks (DCNNs), over complex terrain.
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Figure 1: Model domains and resolutions for (a) the 22-km gridded inputs and
(b) the 5-km gridded outputs. The colors indicate the elevations represented in
each analysis.
2 Data and Methods
Prior to performing SISR downscaling, we prepared input and desired output
files of meteorological analyses. The input file consists of temperatures at a
height of 2 m (hereafter, called T2), zonal winds at a height of 10 m and merid-
ional winds at a height of 10 m (hereafter, called U10 and V10, respectively).
The inputs are fixed-size 18 18 pixel images with a 0.25 0.20 degree (approx-
imately 22 km) horizontal resolution covering longitudinally from 137.00 ◦E to
141.25 ◦E and latitudinally from 34.60 ◦N to 38.00 ◦N (Fig. 1a). The inputs
are 6-hourly data extracted from the Japan Meteorological Agency (JMA) op-
erational global analysis (cf. World Meteorological Organization 2015) without
any interpolation. The desired output file consists of only temperature data
(T2), which are constructed into 72 72 pixels with an exactly 5-km horizontal
resolution in the Lambert coordinate system covering almost the same area as
the inputs but slightly smaller (Fig. 1b). The desired outputs are 6-hourly data
extracted from the JMA operational mesoscale analysis (cf. Honda et al. 2005)
without any interpolation.
Both the inputs and desired outputs are separated into a 4-year training
period (April 1, 2015 March 31, 2019) and a 1-year test period (April 1, 2019
March 31, 2020). All meteorological fields (i.e., T2, U10, and V10 for the inputs
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and T2 for the desired outputs) are snapshotted four times per day at 00:00,
06:00, 12:00, and 18:00 UTC according to the operational global analysis cycle.
The local time (LT) is 9 hours ahead of UTC. The bias in the input T2 and
desired output T2 data are removed by subtracting the 31-day running mean
temperature of the input T2 averaged over the 18 18 pixels horizontally and for
the same day and time from April 2015 to March 2020. The unbiased T2 values
are normalized by setting the maximum value to +12 K and the minimum value
to -12 K, dividing by 24 K, and adding 0.5. The final values of T2 range from
0 to 1, where the maximized or minimized pixels are 0.04 % in total for the
input and 0.5 % in total for the desired output. The inputs U10 and V10 are
normalized by using a logistic sigmoid function with a gain of 0.2 that makes
the sigmoid curve nearly linear between -10 ms−1 and +10 ms−1.
SISR downscaling models were constructed by using a progressive upsam-
pling framework (cf. Chapter 3 of Wang et al. 2020) of DCNNs and large-scale
image recognition (cf. Simonyan and Zisserman 2015), as shown in Fig. 2.
There are two upsampling cascades, each of which magnifies an input image
by 2 2 times. Therefore, 18 18 pixel inputs become 72 72 pixel outputs
obtained through the two-stage progressive upsampling procedure. The model
source codes were written in TensorFlow 2.2.0 (Ababi et al. 2015) and Keras
2.3.1 (Chollet 2015) via Python. The application programming interface (API)
parameters of TensorFlow and Keras were set to the default values if not other-
wise specified in this section. All the convolutional layers, except for the output
layer, had a kernel size of 3 3, a stride of 1, the same padding, and the rectified
linear unit (ReLU) activation function. The output layer was constructed by
using a convolutional layer with the same settings as the other convolutional
layers, except the standard sigmoid activation function was. All the dropout
layers had a dropout rate of 25 %. The weights and biases in the DCNN were
optimized by employing the mean of the absolute errors as the loss function and
by using the Adam optimizer (Kingma and Ba 2014) with a learning rate of
0.001. The models were trained with a batch size of 128 and 100 epochs. These
hyperparameters were tuned through trial and error without test data.
We prepared three SISR models by varying the number of filters (output
channels) of the main convolutional layers, as shown in Fig. 2. One has 64
filters, one has 128 filters, and the other has 256 filters for each convolutional
layer. Hereafter, we call them Model-64, Model-128, and Model-256, respec-
tively. Then, we performed two types of experiments to evaluate the effect of
wind fields on temperature fields. One experiment involves only temperature
(T2) fields in the inputs, and the other involves not only temperature (T2)
but also wind (U10 and V10) fields. Hereafter, we call them 1-Variable and 3-
Variable, respectively. In addition, we performed two types of training methods
to evaluate the effect of the time slot of the inputs/outputs. One method uses
all-day time slots for simultaneous training, but the other uses each time slot
(00:00, 06:00, 12:00, or 18:00 UTC) separately.
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Table 1: Statistics for the 1-year test period of the 22-km gridded inputs and
5-km gridded outputs using the 1-Variable or 3-Variable Model-256.
Input
1-Var.
Output
3-Var.
Output
RMSE [K]
Total 1.89 1.02 0.98
Water bodies 1.46 0.94 0.90
Lowlands 1.57 1.01 1.01
Midlands 1.97 1.04 1.00
Highlands 2.69 1.15 1.04
Bias [K]
Total 0.29 -0.09 0.12
Water bodies 0.08 -0.18 -0.03
Lowlands 0.73 0.09 0.30
Midlands -0.07 -0.07 0.21
Highlands 1.36 -0.15 0.00
Correlation
Total 0.73 0.87 0.88
Water bodies 0.83 0.94 0.94
Lowlands 0.73 0.81 0.82
Midlands 0.70 0.84 0.86
Highlands 0.64 0.85 0.88
3 Results
In this study, the root-mean-square errors (RMSEs) and biases were evaluated
by calculating a snapshot RMSE or bias spatially over the 72 72 pixel outputs
at each time/day and then averaging the snapshots over the test period. In
contrast, the correlation was evaluated by calculating the Pearson correlation
coefficient temporally for the test period for each pixel and then averaging the
correlation coefficients over the 72 72 pixel outputs. The statistics of the
low-resolution inputs were estimated by nearest-neighbor interpolation on the
high-resolution output coordinate system. The RMSEs were calculated not only
for the entire model domain but also for each terrain, i.e., lowlands, midlands,
highlands, and water bodies. Water bodies were identified by a water/land ratio
greater than 0.5 in the 5-km gridded model. We defined lowlands as areas at less
than 100 m elevation, highlands as areas at more than 1000 m, and midlands
as areas with elevations between 100 m and 1000 m in the 5-km gridded model
(cf. Fig. 1b). As a result, we had 1633 pixels of water bodies, 773 pixels of
lowlands, 2052 pixels of midlands, and 726 pixels of highlands.
We performed 4-year model training and 1-year test evaluation three times
for each model (1- or 3-Variable and Model-64, 128, or 256) with various random
seeds. The test results are shown in Fig. 3, indicating that there was a significant
difference between the model outputs. Note that the RMSE of the model inputs
was 1.89 K for the 1-year test period (cf. Table 1). The difference between
the model outputs (approximately 0.2 K) was smaller than the improvement
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Table 2: RMSEs [K] for each time slot.
Input
1-Var.
Output
3-Var.
Output
Water bodies
00:00 UTC 1.38 0.99 0.91
06:00 UTC 1.68 0.95 0.96
12:00 UTC 1.28 0.88 0.84
18:00 UTC 1.43 0.96 0.88
Lowlands
00:00 UTC 1.36 1.02 1.03
06:00 UTC 1.45 0.99 1.00
12:00 UTC 1.77 0.99 0.96
18:00 UTC 1.66 1.05 1.04
Midlands
00:00 UTC 1.85 1.00 0.98
06:00 UTC 1.91 0.99 0.98
12:00 UTC 1.89 1.00 0.96
18:00 UTC 2.20 1.17 1.06
Highlands
00:00 UTC 2.53 1.11 1.03
06:00 UTC 3.23 1.05 0.98
12:00 UTC 2.47 1.13 1.01
18:00 UTC 2.46 1.29 1.14
from the model inputs (approximately 1 K). Nevertheless, the best performance
was clearly presented by Model-256 with a small spread of the three ensemble
members. Hereafter, we illustrate only the best member of 1- or 3-Variable
Model-256.
Details of the statistics for the 1-year test period are tabulated in Table
1. The RMSEs indicated that (1) the scores of the input data substantially
deteriorated as the elevation increased, (2) but the scores of the output data
were almost equalized, (3) and consequently, the score was improved by 1.7 K
for the highlands, although it improved by only 0.5 K for the water bodies. The
bias of the input data was relatively large, especially in the highlands (1.4 K),
while the bias in the output data was relatively small (less than 0.3 K). The
correlation for the input data slightly deteriorated as the elevation increased. In
contrast, for the output data, the correlation slightly improved as the elevation
increased. The correlation coefficient was improved from 0.60.7 to 0.80.9 on
land by the model.
We divided the RMSEs into four time slots (Table 2). Generally, the tem-
poral variability in the RMSE was relatively small except for the input data
for the highlands. In the highlands, the worst performance occurred in the
afternoon local time (06:00 UTC = 15:00 LT) for the input data but late at
night local time (18:00 UTC = 03:00 LT) for the output data. Conversely, the
best performance occurred late at night for the input data but in the afternoon
for the output data. Comparing the 1-Variable and 3-Variable model outputs,
improvement was negligible for the water bodies, lowlands, and midlands. How-
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Table 3: RMSEs [K] for each season.
Input
1-Var.
Output
3-Var.
Output
Water bodies
DJF 1.59 0.98 0.98
MAM 1.38 0.80 0.81
JJA 1.37 0.99 0.90
SON 1.51 1.00 0.88
Lowlands
DJF 1.77 1.10 1.11
MAM 1.36 0.86 0.85
JJA 1.42 1.01 0.95
SON 1.68 1.06 1.11
Midlands
DJF 2.04 1.14 1.11
MAM 1.68 0.88 0.85
JJA 1.99 1.06 0.98
SON 2.13 1.09 1.03
Highlands
DJF 3.02 1.24 1.14
MAM 2.59 0.93 0.87
JJA 2.45 1.18 1.07
SON 2.69 1.22 1.07
ever, the 3-Variable model was clearly superior to the 1-Variable model for the
highlands, especially at night local time (12:00 and 18:00 UTC = 21:00 and
03:00 LT, respectively).
We divided the RMSEs into four seasons (Table 3): December, January, and
February (DFJ; winter), March, April, and May (MAM; spring), June, July,
and August (JJA; summer), and September, October, and November (SON; au-
tumn). Improvement from the 1-Variable to the 3-Variable model was negligible
except for the highlands, although the 3-Variable model was slightly superior for
the water bodies in summer (JJA) and autumn (SON). Additionally, the effect
of time-slot training is shown in Table 4. Unfortunately, no improvement was
achieved through time-slot training. Instead, the scores became slightly worse
in all areas.
Finally, examples of the diurnal temperature (T2) distributions are demon-
strated in Fig. 4. These snapshots (at 00:00, 06:00, 12:00, and 18:00 UTC
on December 29, 2019) were chosen by their moderate RMSEs (close to the
averages) and the distinct diurnal change in temperature on land. Note that
the inputs cannot represent borders between land and water bodies when the
contrast was faint. While the inputs could represent principal mountains in cen-
tral Japan, any valleys and basins in the mountains are not represented at all.
Consequently, we can hardly distinguish the shape of central Japan in the input
maps. In contrast, the model outputs clearly drew the landscape of Japan as
the desired outputs did. Although any small islands, peninsulas, or bays do not
exist in the input maps, they emerge in the model output maps (Tokyo Bay, for
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Table 4: RMSEs [K] for the all-day trained result and the time-slot trained
result using 3-Variable Model-256.
All-day
trained
Time-slot
trained
Water bodies
00:00 UTC 0.91 0.94
06:00 UTC 0.96 0.97
12:00 UTC 0.84 0.88
18:00 UTC 0.88 0.91
Lowlands
00:00 UTC 1.03 1.03
06:00 UTC 1.00 1.00
12:00 UTC 0.96 1.02
18:00 UTC 1.04 1.03
Midlands
00:00 UTC 0.98 1.01
06:00 UTC 0.98 0.99
12:00 UTC 0.96 1.05
18:00 UTC 1.06 1.09
Highlands
00:00 UTC 1.03 1.04
06:00 UTC 0.98 1.01
12:00 UTC 1.01 1.14
18:00 UTC 1.14 1.20
instance). Since detailed mountain ridges are represented in the model outputs,
we can identify small valleys and basins that do not exist in the inputs.
4 Discussion
Concerning the design of our SISR models, the effect of layer-size augmentation
on model performance was significantly positive, as shown in Fig. 3. However,
the effect seemed very small and almost saturated near 256 filters per layer.
On the other hand, our SISR models did not appropriately work when reducing
the depth of neural networks to or upsampling cascades. Previous studies such
as those by Yang et al. (2019), Weber et al. (2020), and Wang et al. (2020)
recommend using neural networks as deep as ours or deeper for large-scale image
recognition. Fortunately, our model results seemed adequate enough to convert
synoptic-scale analyses to mesoscale analyses. In Fig. 4, the model outputs
were not calculated from the training data; they were calculated from the test
data. However, the locations of coastlines and mountain ridges were identified
consistently with the desired outputs. When the sea surface temperature (SST)
was much higher than the land surface temperature (LST), the coastlines were
easily identified, as seen on the northwest coast of central Japan in Fig. 4c or
4d. However, even if the SST was very close to the LST, the coastlines seemed
precisely reproduced, for example, on the south coast of central Japan, as shown
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in Fig. 4a, 4b, 4c, or 4d. The model performance, i.e., RMSE ≈ 1 K, bias ≈ 0
K, and correlation ≈ 0.9, would be worth using for operational weather forecast
guidance (cf. Glahn et al. 2009) or real-time air pollution alerts. Temperature
is one of the most important factors of atmospheric chemical reactions.
As shown in Table 1, the RMSEs and biases of the inputs significantly de-
teriorated as the elevation increased. This finding is reasonable because tem-
perature strongly depends on elevation, and there is a large discrepancy at high
elevations between low resolutions and high resolutions over complex terrain.
For example, Mt. Fuji does not exist in the 22-km gridded inputs. In contrast,
the RMSEs of the outputs rarely depended on the elevation. This finding in-
dicates that the SISR model was evenly well trained. Note that these scores
were also improved in water bodies, which might be caused by (1) the improve-
ment in the reproducibility of the coastlines by high-resolution pixels and (2)
the difference between the nature of the input analysis and the nature of the
desired output analysis. The difference between the 1-Variable model and the
3-Variable model seemed small in these scores. The wind dependency will be
much weaker than the elevation dependency for temperature, while the tem-
perature dependency for wind is large in general. In addition, since remarkable
wind-dependent phenomena, such as foehn winds, are not common, they might
not be well trained or not be detectable when averaged.
Time dependency was relatively small for the water bodies, lowlands, and
midlands, as shown in Table 2. The inputs at the highlands deteriorated in the
afternoon (06:00 UTC = 15:00 LT) and improved late at night (18:00 UTC =
03:00 LT). In other words, the elevation dependency of temperature was proba-
bly larger in the afternoon. This phenomenon might be caused by solar radiation
heating maximization at noon. In contrast, the outputs for the highlands (and
probably for the midlands) slightly deteriorated late at night (18:00 UTC =
03:00 LT), probably because the surface air often cools at night and gathers in
valleys or basins. This temperature gradient is in the direction opposite to the
regular gradient along the elevation. Nevertheless, relatively large improvements
by the 3-Variable model were observed late at night in the midlands/highlands.
This finding perhaps indicates that the night cooling tends to be influenced by
surface winds. In addition, radiation cooling at night strongly depends on the
weather. Therefore, augmentation of the input variables (e.g., cloud coverage
or cloud height) will be needed in future studies.
The seasonal change in performance was small for both the inputs and out-
puts (Table 3). In addition, only the inputs presented a poor performance in
winter (DJF) for the highlands. This phenomenon might be caused by snowfall
that is never well reproduced by low-resolution dynamic models. The 3-Variable
slightly improved the downscaling performance in summer (JJA) and autumn
(SON) for the water bodies (Table 3), which is probably due to typhoons and
monsoons coming to Japan mainly in these seasons. In Table 4, time-slot train-
ing slightly worsened the downscaling performance, which was probably caused
by a shortage of training samples. Since the number of time-slot samples was
one-fourth of the total, we might need 16-year-long inputs and desired outputs
for fairness. However, it is not easy to obtain mesoscale analysis data with the
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16-year-long coherent quality and bias of a dynamic model and a data assimi-
lation system.
Note that the desired outputs are not observations but the computational
results of a mesoscale dynamic model. Hence, our SISR models imitate not the
real world but the mesoscale dynamic model. Nevertheless, the imitation of the
dynamic model is our very objective in this study because gridded analyses are
definitely needed to drive nested models, such as pollutant transport models.
Furthermore, such nested models require meteorological variables and vertical
profiles other than the surface temperature. Therefore, our SISR models will be
augmented to include vertical multilayers (e.g., not only the surface but also 900,
850, and 700 hPa) and multiple variables (e.g., wind, pressure, precipitation, and
cloud coverage). In addition, recurrent neural networks (cf. Lipton et al. 2015)
might be beneficial to meteorological downscaling because weather changes are
temporally sequential.
5 Conclusions
We have described an experiment for a surrogate model to downscale surface
temperature fields every 6 hours from the synoptic scale to the mesoscale. We
used deep convolutional neural networks (DCNNs) known as single-image super
resolution (SISR). We found that the SISR technique was capable of downscaling
the temperature correctly enough for surrogate modeling. While we downscaled
only the surface temperature in this study, future experiments will be performed
with other prognostic variables and vertical profiles. Generally, DCNNs do
not require much computational power once training is finished. Therefore,
SISR surrogate models can be used for short time intervals or in emergency
situations. They will enable high-resolution weather forecasts or environmental
emergency responses (EERs). Thus, we like to implement pollutant transport
models (PTMs) by inputting the meteorological variables downscaled by the
surrogate models. Moreover, some pioneering studies have developed DCNN
models to directly predict plume advection and diffusion (de Bzenac et al. 2017;
Tompson et al. 2017). This implies that the surrogate models might have the
ability to directly simulate air pollution as high-resolution PTMs.
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Figure 2: Schematic diagram of the neural network for our SISR models.
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Figure 3: Root-mean-square errors of the model outputs over the entire model
domain. The open circles/triangles indicate the maximum and minimum scores
of each model. The filled circles/triangles indicate the median scores of each
model.
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Figure 4: Unbiased surface temperature (T2) snapshots from December 29,
2019, at (a) 00:00 UTC or 09:00 local time, (b) 06:00 UTC or 15:00 local time,
(c) 12:00 UTC or 21:00 local time, and (d) 18:00 UTC or 03:00 local time. The
snapshots are taken from the inputs of the test data (left), the model outputs
using 3-Variable Model-256 (middle), and the desired outputs of the test data
(right).
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