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Abstract
In this dissertation we consider the problem of developing distributed control strategies for space-
craft formation flying. In light of possible interferometric applications, the study is conducted in
two different contexts: formation acquisition and keeping, and attitude synchronization. Among
others, elements of Graph and Lyapunov stability theory are employed to modellize the formation
dynamics and to establish analytically basic convergence properties for the proposed control
laws.
In the case of formation acquisition and keeping, the related strategy is designed to asymp-
totically cancel the spacecraft relative velocities, so that they may reach fixed values for their
relative distances. Previously applied with success to spacecraft travelling along transfer orbits
to Lagrangian points, we consider it here in two different situations. First, in order to clarify
the dependence of the control’s performance from the Newtonian differential acceleration, we
employ the strategy in a toy model consisting of a formation orbiting around a primary and
being subject only to its gravitational pull. Then, we exploit the informations obtained to design
a mission objective suitable for an optimal application of our control. The latter builds upon
the scientific goals of the LISA Pathfinder mission and corresponds to periodic visits of the
Earth-Moon-Sun saddle point, with the control employed in a neighborhood of this point to
maintain a rigid formation.
For attitude synchronization instead, a numerical framework is developed to complement
rigorous stability analyses on the associated controls. We show that, in the case of a time-invariant
network topology, by employing a hierarchical graph structure for the formation it is possible to
conduct computationally fast Monte Carlo simulations to describe a control’s parameter space
and its dependence from the formation dimension and relative initial conditions. The method is
then exploited to compare the performance increase given by a novel adaptive gains design when
applied to a PD-like control with constant ones.
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Chapter 1
Introduction
1.1 Preface
As an example of multi-agent system, a formation of spacecraft, intended as a group of satellites
operating in close proximity and in the context of the same mission, offers a variety of control
challenges related to its dimensionality and to the inherent cross-states coupling. This is
complicated further by aspects that pertain to the most disparate fields, ranging from propulsion
and architecture techniques to the correct modellization of the spacecraft natural dynamics.
Thus, while the primary concern of this dissertation lies in the development of adaptive,
distributed and efficient formation control strategies, equal importance is given to the tools
employed to analyze this controls, which have to be simple but also capable of capturing the
different aspects mentioned in the previous paragraph. Consequently, this thesis is characterized
by a predilection for developing numerical frameworks that can be reused to analyze different
controls, regardless of the induced closed-loop dynamics, and that act as a complement to more
rigorous stability analyses (in general and for those performed here).
In order to understand what aspects need to be considered, in the present chapter we offer an
historical review of the literature associated to the concept of spacecraft formation flying and
the means through which this can be realized (Section 1.2). The review is then extended to the
literature pertaining the development of distributed controls, starting from aspects common to
different fields (Section 1.3.1) and proceeding to outline more recent contributions specific to
spacecraft formation flying (Section 1.3.2). Finally, in Section 1.4, we present the outline of the
thesis, pointing out its specific contributions and their location in different scientific outputs.
1.2 Spacecraft formation flying
One of the main reasons behind the interest in the dynamics and control of multi-agent sys-
tems lies in the belief that the latter, whether in a natural or artificial context, can surpass the
performance and possess enhanced characteristics with respect to one composed of a single unit.
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Focusing for the moment on human-made structures, the key point behind the previous
statement lies in the possibility of dividing the payload and the tasks among the agents that
comprise the system, which leads to several advantages. First of all, since the total payload is
being divided among several units it is possible to employ simpler and cheaper designs, which
provide not only an inherent economical advantage but also allow to parallelize the agents
manufacturing, thus significantly speeding up this process.
A second point shared by all the possible applications of multi-agent systems is related
to the enhanced task stability offered by this paradigm. In fact, differently from the case of
single monolithic agents, losing one in a formation does not necessarily compromise the entire
endeavour. Again, this is due to the fact that the payload is being divided among the agents of
the system.
Finally, the use of multiple agents in a cooperative formation opens up new application
possibilities, with examples foreseen in a vast array of fields like surveillance missions, demining,
planetary exploration, coordinated attack and so on. Some of these have already been successfully
implemented in ground robots [1], unmanned air vehicles [2], autonomous underwater ones [3]
and satellites [4]. It is this last field that is of interest for the present thesis.
In particular, one of the most important exclusive operations associated with formations of
spacecraft is given by the construction of distributed interferometric arrays [5], where the data
collected by the different sources is superimposed to obtain a coherent and upgraded output.
Since the accuracy of such a structure is determined by the baseline, that is by the distance
between the sources, it is easy to understand how employing a formation would allow to extend
the aperture of the interferometer far beyond the capabilities of a single connected spacecraft. A
first utilization of these structures is given by the life components detection in extra solar planets,
like envisioned for the Stellar Imager Concept [6] and the Terrestrial Planet Finder [7].
Similarly, multi-aperture telescopes have been proposed [8], and, in addition to what dis-
cussed above, offer the advantage of being easily maintainable and upgradable with additional
modules when the formation is in close proximity to the Earth.
The last examples associated with interferometric superimposition of multiple homogeneous
waves include on one side the synthetic aperture radar (SAR) missions for Earth imaging and
remote sensing [9, 10], which exploit multiple small antennas (distributed among the various
spacecraft) to intercept the reflection of electromagnetic wavefronts from the Earth, and on the
other missions for improved measurements of Earth’s magnetosphere through the acquisition of
simultaneous measurements at different locations separated by a few kilometers [11].
The previous are all practical examples of spacecraft formation flying. Instead, if we want
to formally describe this concept, we can start by looking at the words of Scharf, Hadaegh and
Ploen [12], who describe a formation as “a set of more than one spacecraft whose dynamic states
are coupled through a common control law. In particular, at least one member of the set must
1) track a desired state relative to another member, and 2) the tracking control law must at the
minimum depend upon the state of this other member.”
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While accurate enough for what we are going to discuss in the present thesis, the previous
definition may be a little bit too restrictive, since it does not apply to several different means of
realizing a formation (in the sense described in the previous section). In particular, there is not
always need to track a desired relative state in order to accomplish the mission, since this can be
realized more simply by maintaining the agents in a bounded region or even by applying some
structural limitation which does not require any tracking at all.
A first way to avoid coupling the agents through a control is given by systems provided with
multiple actuations possessing some level of coordination, which degree is determined by the
particular architecture of the system. An easy example for this case is given by multiple actuators
and sensors related to an actively controlled architecture [13].
A similar kind of structural constraint can be found in thetered systems [14], with the tethers
linking the different agents of the formation, thus naturally imposing kinematic constraints on
the spacecraft. Obviously, this implies that the state evolution of one vehicle depends on those of
some of the others.
Finally, different agents of a formation may be linked without an active form of control
through their actuation. This is done for example in electromagnetic formation flying [15], where
electromagnetic forces are used to control the relative motion of multiple spacecraft. Obviously,
when these forces are switched off, the formation is naturally decoupled. But if more than one
vehicle activates them, then the states of some of the agents will end up depending on those of
some of the others.
Regarding these controls, in the literature we can find roughly two approaches. On one side,
we have the leader-follower one [16, 17], where every agent of the formation (follower) simply
traces the state of a central unit (leader), thus reducing the problem of controlling the follower to
a well known tracking one and allowing a direct exploitation of the natural dynamics (and this is
true both for attitude and translational controls). Of course, the downside of such an approach
lies in the fact that the leader becomes a single point of failure for the entire mission. From this
observation arises the second approach, where the formation is driven towards a certain state
through local information exchanges among the agents, and which is often referred in the space
community as behavioural approach [18, 19]. The algorithms generated by the latter, which we
refer to as distributed consensus algorithms, represent the focus of this thesis and offer a plethora
of different techniques to analyze and classify.
1.3 Distributed consensus algorithms
1.3.1 General overview
As we have mentioned in the previous chapter, distributed consensus algorithms are iterative
procedures through which neighboring agents exchange informations on their respective dynami-
3
cal state in order to reach an agreement on the value of some function of these states, with or
without the support of a central unit.
Also known as the alignment or agreement problem [20], consensus was early studied in a
coherent and general manner by Tsitsiklis [21, 22], although works about biological multi-agent
systems [23, 24] can be easily found in the same time period and even before [25]. In later years,
the subject gathered increasing attention due to its wide range of applications which, besides the
already mentioned development of coordination techniques for autonomous agents [26–31] and
understanding of flocking phenomena in different dynamical systems [32, 33], include fields like
parallel computing [34–36] and data fusion [37–42]. On a more theoretical side, it is interesting
to note that a good portion of the literature is dedicated to reconduct these phenomena to the
self-synchronization dynamics of coupled oscillators [43–49].
Distributed consensus algorithms, linear and nonlinear, have been studied both in continuous
and discrete form, and are generally constructed in order for the associated dynamical system to
reach consensus either on a certain state or on its derivative. While the first have been proved
robust with respect to changes in the connectivity of the network and possessing a bounded state
value [50], the latter offer instead resilience to propagation delays or coupling noise [51, 52].
A good survey for state converging algorithms, both continuous and discrete, can be found for
example in [53, 54] and references therein, while those converging on the state derivative are
well studied in [47, 48, 55–57].
The above offers a first level of separation among the various algorithms. A second one comes
from all the possible characteristics associated with the network topology, as constructed starting
from the communication links among the agents. In general, these describe a synchronous
algorithm, that is one where the agents update their state always at the same time instant. Albeit
not considered in this thesis, it is worth noticing that there exist also asynchronous algorithms,
like the so called gossip algorithm [58–60], where, for every time instant, a randomly chosen
single node wakes up and broadcast its state to the rest of the network according to certain rules.
For synchronous algorithms, the most widespread structure in the literature is given by a time
invariant and symmetric topology [38, 61], where every link between the nodes is bidirectional
and does not change with time. The first aspect has been dropped either by subjecting the
topology to a randomized presence/absence of links [31, 62, 63] or, as done in [50], by making
it switching, that is deterministically selecting at every time instant a topology extracted from
a finite known set. In addition, these changing topologies have been considered even in the
presence of time delays [50, 50, 64] and under the effect of additive noise [40, 65, 66].
As for topologies derived from unidirectional or mixed links, due to the difficulties in
analyzing non-symmetric structures, we find generally less examples than the symmetric case.
Still, similarly to the case of symmetric topologies, much work has been done with random [49,67
–69] or time-varying [70,71] directed structures, and with adaptive/robust consensus strategies [72,
73] over such topologies.
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1.3.2 In spacecraft formation flying
The aspects that we have previously described characterize any distributed consensus algorithm,
regardless of the field to which the latter refers to. However, oftentimes these algorithms are
shaped in forms that depend on the natural dynamics that one is trying to influence. For example,
we have mentioned that such algorithms may converge to a certain state or derivative of one
such. Yet, similar effects derived from these kind of convergences can be achieved with slightly
different techniques. If we limit ourselves to spacecraft formation flying, these algorithms can,
for example, take the form of virtual structure approaches [74], where a virtual copy of the system
is defined for the latter to follow, or generalizations of sliding mode techniques [75], where
trajectories move across regions determined by different discrete control modes, or they can even
be shaped via the use of artificial potential functions [76], where a series of of acctractive and
repulsive fields is used to lead the formation towards a desired state.
Although not really specific for formation flying, many of these control techniques involve
the use of time-varying gains which, most of the time, are designed simply in order to improve
the consensus rate of a given algorithm [77–81]. However, their role can be extended by allowing
them to decay smoothly towards zero [82, 83], reached at a certain threshold for the inter-agents
distance, in such a way that the spacecraft are able to automatically deal with changes in time of
the network topology due to communication breaks or similar reasons.
The use of adaptive gains that we have just described is strictly related to the dynamics
that is being influenced by the algorithm, since these gains are usually designed as functions
of the relative distances among some states of the spacecraft. While of course it is possible
to design different kind of gains for the translational and rotational dynamics with all their
possible declinations, in recent years there has been an effort to define a unified framework for
all the dynamical influences of the spacecraft [83, 84], via an Euler-Lagrange formulation of the
equations of motion [85], in order to simplify the process of constructing advantageous adaptive
topologies for spacecraft formations.
Of course, this leads to a very complex and nonlinear formulation of the dynamics [86],
which therefore require sophisticated tools for a stability analysis as complete as possible. One
classical approach to this analysis is given by Lyapunov Function Theory [87], which is based
on the construction and study of appropriate energy-like functions used to derive informations
on the asymptotical behaviour of the dynamics. Similar in some of its aspects, and often used in
combination with the Euler-Lagrange networks of before, is the so called Contraction Theory [88],
whose main result provide sufficient conditions for a vector field to be “contracting” and that it
is often used to analyze stability of multiple trajectories with respect to one another. Finally, a
third approach is given by the so called Input-to-State stability analysis [89], which provides an
useful framework to formulate stability notions with respect to input perturbations. Of course,
besides other analysis frameworks, the previously mentioned have been extended in order to
accommodate for communication time delays [90, 91] and different kind of disturbances [87].
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1.4 Thesis outline and contributions
As previously stated, the focus of this thesis is the development and analysis of adaptive
distributed consensus algorithms for spacecraft formation flying. Both translational and rotational
dynamics of the formation are considered, and they are either treated separately or, when coupled,
will see one relying on strict assumptions in order to study specific derived effects on the other.
The analysis conducted to evaluate the algorithms has a twofold purpose: it is developed in order
to derive a description as global as possible of the closed loop dynamics induced by the proposed
procedures and, as a consequence, a quantitative description of the advantage given by these
algorithms in the associated context. Besides the present introduction, the thesis is developed in
five additional chapters.
Chapter 2 is devoted to construct an analytical frame of reference for the rest of the thesis.
In particular, we first review some basic concepts of Algebraic Graph theory and its matricial
formulation, which are used throughout the field to modellize the information exchange among
the spacecraft and to derive informations on how this affects the performance of different
distributed control strategies. Secondly, with the help of the notions just introduced, we present
an organic review of the most important results associated with distributed systems, starting from
classical, linear single and double integrators and arriving to more modern results on nonlinear
systems.
In Chapter 3 we introduce the main tools employed in this thesis. First, in light of the
results discussed in the previous chapter, we consider a specific translational double integrator
model, whose features are exploited in later chapters to develop our control strategies. Then,
we introduce some notions of Lyapunov Function theory, which is one of the main frameworks
used in the literature to analyze nonlinear distributed systems, and that is employed extensively
in Chapter 5 to derive informations for the construction of a suitable attitude synchronization
strategy.
Chapter 4 concerns the translational problem of formation acquisition and maintenance for a
group of spacecraft. Following a previous work [92], we show how it is possible to translate the
model of the previous chapter in a fully fledged control for the purpose at hand. Furthermore,
we improve on the analysis started in that paper by outlining how the efficiency of the proposed
control depends strongly on the differential vector field in which the relative dynamics takes
place. This information is first extrapolated by considering a formation orbiting around a primary,
and then exploited when designing an optimal application of the control in the context of periodic
visits of the Earth-Moon-Sun saddle point from a group of spacecraft. Part of the results given
in this chapter have been presented at the 2013 International Astronautical Congress held in
Beijing, China [93].
Chapter 5 instead is dedicated to the rotational problem of attitude synchronization in a
formation of spacecraft, where we want to drive those towards a common value of attitude and
spin rate. The first novelty of this chapter lies in the construction of an adaptive design derived
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from the model introduced in Chapter 2, and that we prove improving on the performance of a
baseline PD-like control for formations floating in free space and with a three-axis stabilized
leader. To derive this conclusion, we complement a rigorous stability analysis via Lyapunov
Function theory with numerical simulations based on averaging and that exploit particular
network topologies for increased computational performance and analytical bounds on the results
obtained. This represents the second contribution of this chapter which, along with the previous
one, is the subject of two conference papers [94, 95].
Finally, the previous chapter concludes with an expansion of the previous study that considers
formations with a leader subject to a time varying trajectory. In particular, in light of the results
of Chapter 4, the formations are assumed synchronizing while orbiting a primary, thus being
subject to a non-vanishing keplerian acceleration.
To conclude this thesis, in Chapter 6 we summarize the results obtained and we outline future
research directions to expand on the ones presented here. A similar overview, albeit reduced in
scope, can be found in [96].
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Chapter 2
Analytical background (I)
2.1 Introduction
The present chapter is devoted to the construction of an analytical framework of reference for the
rest of the thesis, which has the double purpose of highlighting the main techniques and results
associated with distributed consensus strategies, and to infer from these, in terms of derived or
complementary results, the tools used in the next chapters to construct our control strategies.
In particular, in Section 2.2 we introduce some important notions of Algebraic Graph theory,
which are commonly used to modellize the information exchange of a distributed system in
an easily readable graph. Furthermore, we describe how these informations can be encoded in
matrix form by exploiting the Adjacency and Laplacian matrices associated with the graph, and
we outline the associated spectral properties useful to construct distributed control algorithms.
Secondly, in Section 2.3 we discuss distributed consensus algorithms for single-integrator
dynamics, starting from a basic linear consensus model for time-invariant communication graphs,
and we present necessary and sufficient conditions over the Laplacian eigenvalues in order to
achieve consensus. Subsequently, we show how these can be translated in terms of connectivity
of the underlying graph. Finally, we consider this basic algorithm in a series of interesting
situations from a control point of view (different control objectives, time-varying graph, . . . ) and
we show how it can be extended in order to achieve consensus even in these situations.
In Section 2.4 instead, we tackle the problem of designing distributed consensus algorithms
for double-integrator dynamics which, within some limits, can be seen as an extension of its
equivalent for single-integrator dynamics. Similarly to Section 2.3, we define a basic algorithm
(which encompasses the one presented in the next chapter) and we discuss some associated
convergence results, showing how they generalize those discussed in Section 2.2 and what
it is they lose in the process. Furthermore, we point out why attitude dynamics represent a
particular example of double-integrator system for which the analysis developed here is not
directly applicable.
Finally, in Section 2.5 we complement the analysis done in the previous two sections by
9
Figure 2.1: Weighted graphs topologies: undirected connected (left) and directed with a spanning
tree (right).
discussing results concerning the convergence velocity of the algorithms presented, whether they
arise from the spectral properties of the matrices involved or from advantageous communication
graph designs.
2.2 Algebraic Graph theory
2.2.1 Graphs and connectivity
In the present subsection we recall the notion of graph along with some related concepts which
we use throughout the thesis, and that offer a natural way to model interactions among multiple
agents. A graphical example encompassing most of these notions is given in Figure 2.1, while
a more extensive treatment of these concepts (along with those of the next subsection) can be
found for example in [97].
First, we define a graph as a pair (X ,Ω), where X is a finite non-empty set of indexed nodes
(the agents) and Ω = X ×X is a set of pairs of nodes, which we call edges (the links determining
the communication structure of the formation). These edges can have positive weights associated
with them in order to specify the strength of each link in the graph. When this happens, we speak
of a weighted graph. The following concepts are applicable to both kind of graphs, thus we draw
no distinction and we continue using the graph denomination, albeit from now on we work only
with weighted graphs. We also point out that, while a graph can be a time-varying structure, the
following concepts still apply instantaneously. Therefore, without loss of generality, we can
assume that our graph is time invariant.
That said, in an undirected graph the edges satisfy a symmetry property, that is if the nodes
xi and xj are connected by an edge, then both nodes are passing informations to the other. In
contrast, in a digraph (directed graph) every edge has a direction determined by the order of the
pair (e.g., (xi, xj) means that xi is passing information to xj but not vice versa).
We say that a graph possesses a path if there exists a subset of Ω comprised of consecutive
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edges, that is there exists an ordered subset of edges (xi1 , xi2) , (xi2 , xi3) , . . . ,
(
xiN−1 , xiN
)
, with
{i1, . . . , iN} denoting the indexes of the distinct nodes connected by the edges and where the
order relation is determined by the first (parent) node of every edge being equal to the second
(child) of the preceding one (with the possible exception of the first parent and the last child).
We refer to this path as directed (undirected) if the corresponding graph is directed (undirected).
Furthermore, we define as root the first parent of the path.
Starting from the concept of path it is possible to identify several ways in which informations
spread across the graph. In particular we say that a directed (undirected) communication graph is
strongly connected (connected) if there is a directed (undirected) path between any distinct pair
of nodes. Moreover, we call directed tree a digraph where every node has exactly one parent,
except for the root which we assume to have none. Finally, we say that a directed spanning tree
of a digraph is a directed tree formed by edges that connect all the nodes in the graph. Such a
structure is also a subgraph of the directed graph, that is a graph whose nodes set is a subset of
the digraph one, and whose edges set equals that of the digraph restricted to the previous subset.
Note that having a directed spanning tree is a weaker condition than being strongly connected,
while in the case of an undirected graph the existence of an undirected spanning tree is actually
equivalent to the graph being connected.
2.2.2 Matricial formulation
In the previous subsection we have seen how to use graphs to modellize interactions among
multiple agents. However, in order to catch in an unitary fashion all the informations contained
in a graph and to see how they affect consensus, it is useful to see things from a matricial point
of view.
In particular, if N ∈ N indicates the number of nodes of a weighted graph GN , then we
define the Adjacency matrix AN = (aij) of GN as the matrix whose entries are the weights
assigned to the edges of the graph. The rows correspond to the parent nodes and the columns
to the child ones, with the order following the nodes indexation. Furthermore, we define the
Laplacian matrix LN = (lij) associated to a weighted graph as the matrix with diagonal entries
lii =
∑
j 6=i aij and out-of-diagonal ones lij = −aij .
As we are going to see in the next sections, the Laplacian matrix is an important informations
repository when dealing with distributed consensus algorithms, and these informations are all
encoded in its spectral properties. According to the Geršgorin circle theorem [98], in the complex
plane the eigenvalues of the Laplacian LN are located inside discs with centers lii and radii given
by the row sums
∑
j 6=i |lij|. Since the diagonal entries of LN are nonnegative and the row sums
equal exactly these values, the Geršgorin circles lie on the right side of the plane and are tangent
to the origin. Therefore, the eigenvalues of LN have always nonnegative real parts and lie in a
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complex circle of radius
d+M = max
i∈{1,...,N}
d+i = max
i∈{1,...,N}
∑
j 6=i
aij, (2.1)
where the row sums d+i are often referred in the literature as the out-degrees of the graph (with
the in-degrees corresponding to the column sums).
Now, since LN · 1N = 0N , with 1N = [1, . . . , 1] ∈ RN and similarly for 0N , we know that
LN has at least one zero eigenvalue with eigenvector 1N . If the graph is undirected, then the
Laplacian is positive semidefinite, its eigenvalues are real and therefore can be arranged as
0 = λ1 ≤ λ2 ≤ · · · ≤ λN ≤ d+M . (2.2)
Furthermore, the algebraic multiplicity of λ1 which, as we are going to see in the next sections,
determines whether consensus is reached or not, is one if and only if the undirected graph is
connected [99]. In turn, this implies that the Laplacian LN is irreducible, that is it does not exists
a permutation making it similar to a block upper triangular matrix with more than one block of
positive size.
The case of a digraph is a little bit more complex. First, the Laplacian is not symmetric.
Yet, a necessary and sufficient conditions for λ1 to be an eigenvalue of algebraic multiplicity
one still exists, and it is that the digraph possesses a directed spanning tree [100]. However, the
necessary and sufficient condition for the Laplacian being irreducible is different and requires for
the associated graph to be strongly connected [99]. As we are going to show, in certain situations
this implies a different behaviour of a given algorithm.
To conclude, let us note that in the previous statements we have implicitly assumed that the
Laplacian was operating on RN , with the vectors components living in R. The latter is in general
not true, thus, while the previous statements continue to hold regardless of the space dimension,
a different notation must be adopted to describe what follows in the next sections. That is, let
x denote the column vector x = [x1, . . . , xN ], where xi ∈ Rm. Then, under the conditions
previously mentioned, (L⊗ Im)x = 0 if and only if x = 1N ⊗ α (i.e, x1 = · · · = xN = α),
with α ∈ Rm and 1N = [1, . . . , 1] belonging to RN , and where⊗ denotes the Kronecker product.
The latter, if A is a m×n matrix and B is a p× q matrix, is defined by the mp×nq block matrix
A⊗B =

a11B . . . a1nB
... . . .
...
am1B . . . amnB
 . (2.3)
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2.3 Consensus for single integrator dynamics
2.3.1 Time invariant topology
The continuous case
Single integrator or first order differential systems are used to represent dynamical models where,
given a set of describing coordinates, we are interested only in the values of these coordinates
and not on that of their derivatives (i.e., for a set of moving particles we would be interested only
in their positions and not their velocities). In continuous time, and without the presence of any
external force, these systems can be described by the equations of motion
x˙i (t) = ui (x, t) , i = 1, . . . , N, (2.4)
where the states xi and the control inputs ui both belong to Rm, t ∈ R+ and x denotes the column
vector x = [x1, . . . , xN ] (with N being the dimension of the formation).
One of the simplest consensus algorithms for the previous system is given by the linear
equation [50]
ui = −
N∑
j=1
aij (xi − xj) , i = 1, . . . , N, (2.5)
where the gains aij = aij (x, t) ≥ 0 represent the (i, j) entries of the Adjacency matrix
AN (x, t) ∈ RN × RN at time t. Thus, as seen at the end of the previous section, we can
write the previous equations in matrix form as
x˙ = − [LN (x, t)⊗ Im]x, (2.6)
where LN denotes the Laplacian matrix at time t, Im the m-dimensional identity matrix and ⊗
the Kronecker product. We say that consensus for system (2.6) is achieved if, for all x (0) and
(i, j) ∈ {1, . . . , N}2, ‖xi (t)− xj (t) ‖2 → 0 for t→∞.
Assuming a time invariant communication graph, in light of the results on the Laplacian
eigenvalues presented in the previous section, it is convenient to split our analysis of consensus
with respect to the structure of the graph. In particular, for a digraph we have [101]
Theorem 1. Suppose that AN is a time invariant matrix and the associated graph GN is directed.
Then system (2.6) achieves consensus if and only if GN possesses a directed spanning tree.
Furthermore, xi (t) →
∑N
j=1 νjxj (0) as t → ∞, where νj ≥ 0 for all j, 1TN · ν = 1 and
LNν = 0.
The convergence to a consensus value can be proved to be exponential [54] and it follows
from the properties of the solution x (t) = e−LN tx (0) of system (2.6). The undirected connected
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case is similar and it can actually be posed as a corollary of the directed one [50], giving the
result
Theorem 2. Suppose that AN is a time-invariant matrix and the associated graph GN is
undirected. Then system (2.6) achieves consensus if and only if GN is connected. Furthermore,
xi (t)→ 1N
∑N
j=1 xj (0) as t→∞.
As you can see, in the case of an undirected connected graph, the consensus value is defined
and it corresponds to the average of the initial states. Thus, in the literature this condition is often
referred to as average consensus.
In the direct case the values of the νj’s, which in turn determine the consensus one, are
directly related to the connectivity of the graph. For example, if there exists a node k in GN
without an incoming edge (and since GN has a spanning tree, only one node of this kind can
exist), then it will result x˙k (t) = 0 and therefore xk (t) = xk (0) for all t ∈ R+. Thus, all nodes
will converge to xk (0), that is νk = 1 and νj = 0 for all j.
On the other side of the spectrum, given a digraph it is still possible to reach average
consensus, but the graph has to be strongly connected and balanced [54] (that is
∑N
j=1 aij =∑N
j=1 aji for all i). Intuitively, if there is no path from node i to node j it is impossible for xj (t)
to be influenced by xi (t). Thus, in order for every agent to be influenced by every other, the
digraph has to be strongly connected. The latter also implies that the consensus value is given by(
γTx (0)
)
/
∑N
i=1 γi, where γ is the left eigenvector of LN corresponding to the null eigenvalue
(which is also simple). If the graph is balanced then γi = 1, which in turn implies average
consensus. Finally, with a counterexample [50] it can be shown that balance is also a necessary
condition.
We conclude this analysis with a remark on the consensus velocity of algorithm (2.5). We
have mentioned before that the convergence is exponential. In Section 3.1 we are going to see
that, for an undirected connected graph (or a strongly connected, balanced digraph) and a double
integrator system, the consensus velocity, defined through a deviation function from average
consensus, is at least of the order of O
(
e−λ2t
)
. The same [50] can be proved for system (2.6) (of
course, for a general digraph things are much more complicated). A well known observation
regarding λ2 for the undirected case is that this eigenvalue is relatively large for dense graphs
and relatively small for sparse ones [102]. Thus, it is sometimes referred to in the literature as
algebraic connectivity of a graph.
Extensions of the continuous case
The system (2.6) represents a fundamental model for consensus in single integrator dynamics.
However, depending on the application, this may be extended to deal with different situations.
Here we discuss three such extensions which are often encountered in formation control.
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In the first case, instead of states being equal at consensus one may want for their differences
to reach certain desired values, that is xi (t)− xj (t)→ ∆ij (t), with ∆ij = ∆ij (t) denoting the
requested time-varying distance. To reach this state, one can consider the algorithm [101]
ui = δ˙i −
N∑
j=1
aij [(xi − xj)− (δi − δj)] , i = 1, . . . , N, (2.7)
where δi − δj = ∆ij . Do note that algorithm (2.6) can be seen as a particular case of (2.7) where
∆ij (t) = 0 for all t ∈ R+ and i 6= j. In particular, one can reconduct (2.7) to (2.6) by imposing
xˆi (t) = xi (t)− δi (t) and consequently derive
˙ˆxi = −
N∑
j=1
aij (xˆi − xˆj) , i = 1, . . . , N. (2.8)
By applying theorems 1 and 2 one can conclude, under conditions appropriate for those results,
that xˆi (t)→ xˆj (t) for every i and j, and therefore that xi (t)− xj (t)→ ∆ij (t).
Another situation often encountered when controlling a formation of artificial agents, is given
by the presence of perturbations in the dynamics. Thus, under these perturbations, system (2.6)
becomes [101]
ui = −
N∑
j=1
aij (xi − xj) + wi, i = 1, . . . , N, (2.9)
where wi = wi (t) ∈ Rm denotes the perturbation term for agent i. Under the previous signal,
and with the usual notation for w, the model (2.4) can be rewritten in matrix form as
x˙ = − [LN ⊗ Im]x+ 1N ⊗ w. (2.10)
If the perturbations are all equal, that is wi = wj for all i 6= j, then it can be proved that [101]
Theorem 3. Suppose that AN is constant and that GN is directed. Then algorithm (2.9) achieve
consensus asymptotically if and only if GN has a directed spanning tree. In particular xi (t)→∑N
i=j νjxj (0) +
∫ t
0
w (τ) dτ as t→∞, where νj ≥ 0 for all j, 1TN · ν = 1 and LNν = 0.
The previous result follows from the fact that the solution for (2.10) is given by x (t) =(
e−LN t ⊗ Im
)
x (0) +
∫ t
0
(
e−LN (t−τ) ⊗ Im
)
(1N ⊗ w (τ)) dτ . Thus, similarly to what said for
theorem 1, one can exploit the properties of the Laplacian exponential matrix to prove consen-
sus [101].
The general case can be reconducted to the previous one by imposing x˜ = [x12, . . . , x1N ]
and w˜ = [w12, . . . , w1N ], where xij = xi − xj and similarly for wij , which leads to (2.4)
becoming
˙˜x = − [Q⊗ Im] x˜+ 1N ⊗ w˜, (2.11)
15
where Q ∈ R(N−1) × R(N−1) is constant. This is a linear time invariant system, therefore
asymptotical stability (which follows from the previous theorem) implies bounded input, bounded
state stability [101], that is, if w˜ is uniformly bounded, so is x˜. This is equivalent to state that
if ‖wi − wj‖ is uniformly bounded, then the same is true for ‖xi − xj‖. Do note that, as in the
case of wi = wj for all i 6= j, there cannot be a steady state, since the perturbation vector w is
assumed to be non vanishing.
The final modification of model (2.6) that is of interest for practical applications happens
when there are time delays in the information exchanges between the agents. If we denote with
τij the information delay between agents i and j, and we assume that τij = τji for all i and j,
then algorithm (2.5) becomes [50]
ui (t) = −
N∑
j=1
aij (xi (t− τij)− xj (t− τij)) , i = 1, . . . , N. (2.12)
Thus, if we consider system (2.4) equipped with control (2.12), after a Laplace transform of both
sides the former can be written for every i as
sXi (s)− xi (0) =
∑
j
aijhij (s) (Xj (s)−Xi (s)) , (2.13)
with Xi (s) denoting the Laplace transform of xi (t). In a matricial form, the previous equation
gives
X (s) =
(
sI + L? (s)−1
)
x (0) , (2.14)
where L? (s) denotes the Laplacian associated with the Adjacency matrix A? (s) = [aijhij (s)]
and hij (s) the transfer function of edge (i, j).
The discussion on time-delayed systems is rather involved, thus we limit ourselves to consider
the simplest case possible, where the time-varying graph is undirected and connected and the
time delay in all communications is equal to τ > 0. The first consequence of these assumptions
is, similarly to the non-delayed undirected connected case, that the sum of the signals (2.12) is
zero and therefore the average 1
N
∑N
j=1 xj (t) is time invariant [103]. In addition, the Laplacian
L? (s) becomes
L? (s) = e−τsLN , (2.15)
with LN denoting the Laplacian associated to the undirected connected graph. With these
observations in mind one can prove that [50]
Theorem 4. Consider the system (2.4) equipped with control (2.12), where τij = τ for all
(i, j) ∈ {1, . . . , N}2. Additionally, assume that the underlying graph is time invariant, undirected
and connected. Then consensus is achieved if and only if one of the following conditions is
satisfied:
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• τ ∈ (0, τ ?) with τ ? = pi
2λN
and λN = λmax.
• The Nyquist plot of Γ (s) = e−τs
s
has a zero encirclement around −1
λk
, ∀k > 1.
Moreover, for τ = τ ? the system has a globally asymptotically stable oscillatory solution with
frequency ω = λN .
Leaving aside the second condition, let us focus on the consequences of the first one. The
latter is saying that the time delay cannot be greater that a certain quantity in order to achieve
global consensus. This bound can be further refined by observing that, for the Geršgorin Circle
theorem, λN ≤ 2d+M (GN), where d+M (GN) is again the maximal outdegree of graph GN . Thus,
we have the sufficient condition
λN ≤ pi
4d+M (G)
(2.16)
This means that if the nodes have relatively high outdegrees, they cannot stand relatively high
communication time delays. On the other hand, let A˜ = kA be the Adjacency matrix of the
new graph G˜, with k > 0. Similarly, denote with L˜N the associated Laplacian, and observe that
λ(L˜N) = kλ (LN). Thus, for any arbitrary delay τ > 0, there exists a sufficiently small k > 0
such that τ < pi/ (2kλN). Therefore, in principle, one could rescale the weights of the graph
in order to tolerate any delay τ > 0. The problem is that the value of λ2, which determines the
consensus velocity, degrades by a factor of 1/k > 0. Therefore, in the presence of time delays
there appears to be a tradeoff between the robustness of a protocol and its performance.
The discrete case
When interaction among vehicles occurs at discrete time instants, the information state is updated
using a difference equation. In particular, fundamental algorithm (2.5) becomes [101]
xi [k + 1] =
N∑
j=1
aij [k]xj [k] , (2.17)
where k ∈ {0, 1, . . . } denotes the discrete time and where AN [k] is assumed to be a row-
stochastic matrix (that is
∑N
j=1 aij = 1 for all i) satisfying aii > 0 for all i ∈ {1, . . . , N}
(besides aij > 0 whenever i and j are connected by an edge and aij = 0 otherwise). We
remark that the model (2.17) is actually slightly more general than a real discretization of
(2.6), since it allows the contribution of xi [k] to be arbitrarily rescaled. Similarly, given a time
invariant nonnegative matrix, it can be made row-stochastic by rescaling the gains of the rows by
‖∑Nj=1 aij‖2.
In a manner formally equal to the continuous case, one may rewrite the previous system in
matrix form and define consensus for it. In order to derive connectivity conditions to achieve the
latter with algorithm (2.17), we first need to observe some things about the spectral properties of
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nonnegative matrices (with some of them having been discussed in Section 2.1.2). Assuming
that the associated graph is directed, we have [101]
Lemma 1. If a nonnegative matrix A = [aij] ∈ RN × RN has the same positive constant
row sums given by µ > 0, then µ is an eigenvalue of A with associated eigenvector 1N and
the spectral radius ρ (A) actually equals µ. In addition, the eigenvalue µ of A has algebraic
multiplicity one if and only if the underlying digraph has a directed spanning tree. Finally, if
aii > 0 for all i ∈ {1, . . . , N}, then |λ| < µ for every other eigenvalue of A.
From the previous lemma, we know that, in the presence of a spanning tree, a row-stochastic
matrix with a positive diagonal has as largest (and simple) eigenvalue 1. It can be proved [101],
as a consequence of more general properties, that this implies limm→∞Am = 1NνT , where ν
satisfies ATν = ν and 1TNν = 1. Similarly to the continuous case, the previous properties allow
to state the consensus result [101]
Theorem 5. Suppose thatAN is a time-invariant matrix and the associated graphGN is directed.
Then system (2.17) achieves consensus if and only if GN possesses a directed spanning tree.
Furthermore, xi [k]→
∑N
i=1 νixi [0] as k →∞, where νi ≥ 0 for all i, 1TN ·ν = 1 and ANν = ν.
Results similar to the continuous case can be obtained for balanced digraphs and undirected
connected ones, in terms of necessarity and sufficiency for consensus achievement (for the latter)
and convergence to average consensus (for both of them) [54]. Note that in the reference given,
in order to make the spectral radius of the Adjacency matrix a simple eigenvalue, the digraph is
assumed to be strongly connected (which, as we have seen before, is equivalent to ask for an
irreducible matrix). Of course, this is a weaker condition than the one asked here.
To conclude, we want to remark that, in system (2.17) we have implicitly assumed that the
discretization step h of the method equalled one. If we write xi [k] = xi (kh), then we can
consider the more general algorithm [54]
xi [k + 1] = xi [k] + h
∑
j 6=i
aij [k] (xi [k]− xj [k]) = [(IN − hLN)x [k]]i , (2.18)
where in the last equation we have dropped the Kronecker product notation for commodity. Do
note that here we are assuming aii = 1 for every i, but we are not yet imposing any hypothesis
on the Perron matrix P = I − hL. The importance of the previous algorithm lies in the fact that
some properties of P , sufficient to achieve consensus, depend on the size of the discretization
step h with respect to the maximal outdegree d+M of the graph. In particular [54]
Lemma 2. Let GN be a digraph with maximal outdegree d+M . Then, if the discretization step h
of the Perron matrix satisfies h ∈
(
0, 1
d+M
]
, it results
• P is a row-stochastic matrix
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• If GN is a balanced graph, then P is also column-stochastic
• If GN is strongly connected, then P is also primitive, that is there exists k ∈ N such that
the entries of P k are all positive
Thus, as long as the discretization step is properly bounded, one can recover the same results
of (2.17). Furthermore, again following a path similar to that of the continuous case, if the graph
GN is strongly connected and balanced, and as long as the previous bound on h remains true,
average consensus can be proved [54].
2.3.2 Dynamically changing topology
In this subsection we consider the problem of achieving consensus for system (2.4) under the
effects of a time varying graph. More specifically, in a control context, this means that the
distribution of the edges and/or the associated gains vary with time (either deterministically
or stochastically), while the nodes remain the same. Roughly speaking, in the deterministic
approach one tries to limit the set of the possible states that a graph can assume by imposing
bounds on some relevant quantities, up to defining a priori the states themselves. Conversely,
in the stochastic approach the graph is usually assumed to vary according to some probability
distribution, thus making the states random variables and the system stochastic.
Now, in a deterministic modelling the starting point is usually the frequency with which
the graph changes its structure. This observation standing, the continuous system (2.4) can be
rewritten as [101]
x˙ (t) = − [LN (ti)⊗ Im]x (t) , t ∈ [ti, ti + τi) , (2.19)
where τi > 0 denotes the dwell time [104], that is the period between two consecutive switchings,
and t0, t1, . . . is the infinite time sequence such that ti+1 − ti = τi. Do note that, since AN is
assumed constant between switchings, then both AN (t) and LN (t) are piecewise continuous
functions. This kind of topologies are aptly known in the literature as switching topologies.
By limiting ourselves to discuss only the general case of a digraph, consensus for the model
(2.19) can be described by the following result
Theorem 6. Suppose that AN (t) ∈ RN × RN is piecewise continuous and that its positive
entries are both uniformly lower and upper bounded, that is aij ∈ [
¯
a, a¯] (0 <
¯
a < a¯) if i and j are
connected by an edge, and aij = 0 otherwise. Let t0, t1, . . . be the time sequence corresponding
to the times at which AN switches, where, for all i, it is assumed that ti − ti−1 ≥ tL, with tL
being a positive constant. Continuous time algorithm (2.5) achieves consensus asymptotically
if there exists an infinite sequence of contiguous, nonempty, uniformly bounded time intervals[
tij , tij+1
)
(j ∈ N) starting at ti0 = t0, with the property that the union of directed graphs GN (t)
across each such interval has a directed spanning tree.
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The previous theorem is telling us that a sufficient requisite for consensus is that the system
does not switch “infinitely” fast, both in time (with the switching times having a minimum
distance) and in the gains value (which cannot change too drastically). Furthermore, the union
of the graphs derived by considering GN on the intervals
[
tij , tij+1
)
has to present a directed
spanning tree often enough. This is required in the proof [105] in order for the zero eigenvalue
of the Laplacian to present algebraic multiplicity one often enough, which, as we have seen in
the previous sections, is a fundamental requirement in the time invariant case.
In line with what we have seen in the latter case, different, mainly stronger, conditions can
be asked to the union of the graphs GN (t) in order to achieve consensus. For example, in [26]
undirected graphs are considered and it is shown, as consequence of a slightly more general
result, that a sufficient condition for consensus is for this union (and not necessarily the single
graphs) to be connected “often” enough, so that the Laplacian remains irreducible for a sufficient
amount of time. On the side of digraphs, irreducibility is exploited also in [50], where hypotheses
stronger than those of the theorem above are made. In particular, not only the graph has always
to be strongly connected and balanced, but also, at every time instant, it is assumed to belong to
a finite set of predefined topologies. Clearly, this result is weaker than the one presented in [26]
(due to the requirement on the topologies set), which in turn can be seen as a particular case of
Theorem 6. We remark that these results can be readily extended to the discrete case and these
extensions can be found in the corresponding works mentioned before. In what follows we are
going to mention a discrete version of Theorem 6 (with slightly different hypotheses), and we
use it to draw a comparison with some results associated with random networks.
Speaking of the latter, the underlying idea behind their study lies in the fact that when one
tries to control a formation of automated vehicles, there are several “random” factors that may
cause the communication graph to change, of which mechanical or electronic failures in the
agents are the primary example. As we have mentioned at the beginning of the subsection, these
imply that the Adjacency matrix AN becomes random and therefore the states xi [k] can be seen
as random variables. Although here we limit ourselves to treat only the discrete case, it should be
noted that, by considering models similar to (2.19), it is possible to introduce random elements
also for continuous control algorithms [106].
The first thing to observe is that the consensus objective can be now better phrased in terms of
almost sure convergence, that is we say that system (2.17) achieves consensus if x [k] converges
almost surely to a certain vector xˆ or equivalently
Pr
{
lim
k→∞
x [k] = xˆ
}
= 1. (2.20)
We remark however that sometimes it is more convenient to rephrase consensus in a different
manner or ask for a weaker condition. Thus, we have the two following definitions
Definition 1. We say that x [k] converges to xˆ in the mean square sense if
lim
k→∞
E
[‖x [k]− xˆ‖22] = 0. (2.21)
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and
Definition 2. We say that x [k] converges to xˆ in probability if, for any δ > 0,
lim
k→∞
Pr [‖x [k]− xˆ‖2 > δ] = 0. (2.22)
Do note that both almost sure and mean square convergence imply the probability one, and
that mean square convergence can be in principle generalized to an r-th mean convergence.
In the continuous time, switching topology case, we have seen that it is not necessary for
the connectivity properties to hold always but only often enough. This remains true also in the
discrete case, where the following theorem can be stated [107]
Theorem 7. Consider the deterministic sequence of row-stochastic Adjacency matrices {AN [k]}+∞k=0.
Then algorithm (2.17) solves the consensus problem if and only if there exits a finite positive
integer number K such that, for k ∈ N, the graphs G¯N (k) = GN (k) ∪ GN (k + 1) ∪ · · · ∪
GN (k +K − 1) all possess a directed spanning tree. Furthermore, if the Adjacency matrices
are also column stochastic, then the consensus problem is automatically solved.
Similarly to the continuous case, the requested connectivity conditions over a definite time
window guarantee that information travels, possibly with some time delay, from at least one
node to any other node infinitely many times. Still, the convergence rate defined in the proof is
based on a worst case scenario, thus making this theorem not very practical to employ in the
analysis of real systems.
The previous result has been stated by several authors, oftentimes with some modifications
attached. One of the different directions considered is in finding tighter bounds on the rate of
convergence while adding only general constraints on the topology of the underlying graph or on
the numerical values of the edges (as it has been done for example in the references mentioned
before). Of course, another one concerns the search for a similar result when random sequences
of stochastic matrices are used. In this context, Theorem 7 can be restated as [108]
Theorem 8. Consider a random sequence of independent and identically distributed row-
stochastic matrices {−LN [k]}+∞k=0, drawn according to some probability distribution from
a given set, along with their expectation L¯N = E [−LN [k]]. If the graphs GN [k], for all
k, and G¯N all possess a directed spanning tree, then the probabilistic consensus problem
is solved. Furthermore, the rate of convergence in the mean square sense, defined as ρ =
supx(0) lim supk→∞ (E [‖x [k]− x [∞] ‖2])
1
k , is bounded by
esr
((
L¯N
)2) ≤ ρ ≥ sr (E [LN [k]T ΩLN [k]]) , (2.23)
where Ω = IN − 1N 11T , while esr (P ) and sr (P ) denote respectively the essential and spectral
radius of P , that is their smallest and largest eigenvalue respectively. In addition, if the
Laplacians LN are double stochastic, then the average consensus problem is solved.
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As it can be seen, similarly to Theorem 7, convergence to consensus is guaranteed if the
graph is connected on average. However, differently from the same result, the randomized
framework provides tighter bounds on the rate of convergence. Finally, the previous result can
be further extended in the sense of weakening the i.i.d hypothesis to simple ergodicity [109] or
adding additional hypotheses on the entries of the Laplacians [110].
To conclude this subsection, we look briefly at models where “randomness” takes a slightly
different form with respect to what discussed up to now. Due to the increasing distance from the
main problems of the thesis, no results are given and we limit ourselves to point out the relevant
literature of the respective fields. The first extension that we present concerns consensus processes
subject to quantization [111], and in particular quantized communications. Quantization can
be described as a nonlinear process applied to physical quantities in order to represent them
numerically. A practical application of this concept can be found in wireless sensor networks,
which are exposed not only to power constraints to reduce the energy consumption, but also to
bandwidth constraints, which lead to the common practice of quantizing the information before
transmitting it. Analytically, a quantizer is usually a staircase function ψd : R→ Qd, with Qd
being a finite or countable set, that transforms a continuous set of values into a discrete one by
rounding these values to their nearest unit or quantization level (thus, a simple quantizer is given
by the integer part). Consequently, one can rewrite for example the consensus model (2.17) as
[112]
xi [k + 1] =
N∑
j=1
ψd (aij [k]xj [k]) , i = 1, . . . , N. (2.24)
The main problem of these systems is that quantization acts similarly to noise by introducing
an error between the original and the quantized data, which in turn destabilizes the consensus
matrices, thus making convergence no longer guaranteed. Yet, when it is, these systems act
similarly to the corresponding time invariant ones, with the convergence speed being almost
the same as long as the quantization step is much smaller than the distance from consensus
[113]. Consequently, we can find research directions similar to those presented here for time
invariant systems, ranging from the inclusion of noise into the model [65] to the modification of
quantization in a probabilistic sense [114], up to the introduction of random link failures [115].
A second variation comes from consensus scenarios subject to lossy communication, that is
scenarios where communication scheduled between two nodes fails due to random interference
or noise. Although this instance may fit the randomized framework of Theorem 8 above, it also
requires a compensation mechanism when the packet is lost. A simple example of the latter (but
several others have been proposed [63, 116, 117]) consists in replacing the lost value xj from
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node j with the self value of the receiver xi. This can be written formally as [116]
xi [k + 1] =
(
aii [k] +
∑
j 6=i
(1− γij [k]) aij [k]
)
xi +
∑
j 6=i
γij [k] aij [k]xj [k] , i = 1, . . . , N,
(2.25)
where γij [k] is a Bernoulli random variable. At time k, transmission success between nodes i
and j is denoted by 1. In general, packet loss does not affect convergence to consensus, but it can
reduce the convergence speed and change the final consensus value with respect to the “perfect”
case of γij = 1 at every time instant.
Finally, in the same manner of what done in Section 2.3.1 for the continuous case, one can
study a model of a discrete system subject to additive noise. In its simplest form this obviously
reads as [65]
x [k + 1] = A [k]x [k] + w [k] . (2.26)
Differently from the previous case, here also convergence itself is an issue, and the main objective
lies in modifying the standard consensus algorithm in order to avoid noise accumulation. The
general approach is to design adaptive algorithms aimed to dampen the effect of neighbours
noise [118, 119], but there exist also alternative strategies (for example, in [120] the noise is
decreased through the use of error correcting codes of increasing length).
2.4 Consensus for double integrator dynamics
In this section we consider distributed consensus algorithms for double integrator dynamics, that
is for systems where the motions of the states and their derivatives are both taken into account.
Similarly to what done in the single integrator context, we consider a baseline model in order to
describe the relevant features of this kind of systems. However, differently from what done in the
previous section we do not extend this model in order to take into account different consensus
objectives. Instead, we focus on showing how the model the we present here can be seen as a
natural extension of (2.6) and what are the differences between the two. As a consequence, it
will be perfectly clear how to adapt the different modifications of (2.6) to the new model and its
characteristics.
The prototype for a double integrator system is given by the equations
x˙i = vi, v˙i = ui, (2.27)
where xi ∈ Rm denotes the information state, vi ∈ Rm its derivative and ui ∈ Rm the control
input associated with the i-th agent. Most often, (2.27) is what one encounters when controlling
the translational dynamics of a group of particles moving in free space. Furthermore, under the
appropriate parametrization, attitude dynamics can be described by a similar set of equations.
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However, as we are going to see, not only the inherent nonlinearity of the dynamics reflects itself
in the equations, but it also prevents a direct application of the following discussion.
Coming back to (2.27), in order to understand the differences with the single integrator case,
we introduce the general linear control algorithm [101]
ui = −
N∑
j=1
aij (t) [(xi − xj) + γ (t) (vi − vj)] , (2.28)
where the notations of the single integrator case still holds and γ (t) > 0.
The most important difference between consensus algorithms for single and double integrator
dynamics comes from the proliferation of possible consensus objectives that one can achieve. In
fact, if in the single integrator case one could only have the states converging to the same value
(a change in control is required to achieve some definite relative distances), for the model (2.27)
not only one has to take into account the consensus behaviour of the states derivative, but also
how the latter interacts with the states themselves (as we are going to see, this mechanism is
exploited in the construction of the control considered in the next two chapters).
Here we limit ourselves to consider only the more educational consensus objectives. As a first
step, we say that consensus is achieved if, for all (i, j) ∈ {1, . . . , N}2, it results ‖xi−xj‖2 → 0
and ‖vi − vj‖2 → 0.
Now, following the notation of the previous section, we write system (2.27), equipped with
algorithm (2.28), in matrix form as x˙
v˙
 = (Θ⊗ Im)
 x
v
 , (2.29)
where the matrix Θ is defined as  0n In
−Ln −γ (t)Ln
 . (2.30)
We remark that here we are implicitly assuming that the underlying graph and the associated
weights are the same for the states and their derivatives, but generally they may differ.
In order to proceed with the analysis of system (2.29), we need to remember an important
fact. Assuming that both AN and γ are constant, let’s consider the block matrix
M =
A B
C D
 . (2.31)
Then it is known that the determinant is given by det (M) = det (AD −BC) if A and C
commute. In our case, it is convenient to try and describe the dynamics of the system in terms
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of the eigenvalues of Θ, which leads us to solve the equation det (λI2N −Θ) = 0 for the
characteristic polynomial of Θ. Thus, the previous observation leads us to the chain of equalities
det (λI2N −Θ) = det

λIN IN
LN λIN + γLN

 = det (λ2IN + (1 + γλ)LN) (2.32)
Furthermore, since
det (λIN + LN) =
N∏
i=1
(λ− µi) , (2.33)
with µi denoting the i-th eigenvalue of LN , by exploiting additivity and multiplicativity of the
determinant, one can show that the eigenvalues of Θ are given by
λ±i =
γµi ±
√
γ2µ2i + 4µi
2
. (2.34)
Since we know that −LN has at least one zero eigenvalue with associated eigenvector 1N (see
previous sections), then we also know that Θ has at least two zero eigenvalues which, without
loss of generality, we will suppose being λ+1 and λ
−
1 . Furthermore, all the non-zero eigenvalues
have negative real parts. Therefore, we have the following necessary and sufficient condition for
achieving consensus under system (2.27) [101].
Lemma 3. Algorithm (2.28) asymptotically achieves consensus if and only if Θ has exactly
two zero eigenvalues and all the other eigenvalues have negative real parts. Specifically,
xi (t) →
∑N
j=1 pjxj (0) + t
∑N
j=1 pjvj (t) and vi (t) →
∑N
j=1 pjvj (0) for large t, where
p = [p1, . . . , pN ] ≥ 0, 1TNp = 1 and LNp = 0.
Now, if all of the nonzero eigenvalues of −LN are real and hence negative, it is straightfor-
ward using (2.34) to verify that all nonzero eigenvalues of Θ have negative real parts. Thus, we
can state that [101]
Lemma 4. If −LN has a simple zero eigenvalue and all other eigenvalues are real and hence
negative, then algorithm (2.28) achieves consensus asymptotically for any γ > 0.
In turn, if we look back to the conditions required for single integrator dynamics, the previous
lemma implies [101]
Corollary 1. Suppose that the underlying graph is undirected. Then algorithm (2.28) achieves
consensus asymptotically for any γ > 0 if and only if the graph is also connected.
If the graph is not undirected, things become a little bit more complicated. On the obvious
side, we still depend on the multiplicity of the zero eigenvalue of LN . For example, if the graph
has two or more disconnected subgroups, then obviously −LN has at least two zero eigenvalues,
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and therefore Θ has at least four of them. The same situation happens if there are two or more
graph nodes that possess only outgoing edges, since then the Laplacian −LN will have two or
more rows with all zero entries.
Yet, we can observe that when we are at consensus, by Lemma 3 the matrix Θ has exactly
two zero eigenvalues, which in turn implies that −LN has exactly one of this kind. Thus, GN
has a directed spanning tree and the following result can be stated [101]
Theorem 9. If algorithm (2.28) achieves consensus asymptotically, then directed graph GN has
a directed spanning tree.
Do note that in the single integrator case, the existence of a directed spanning tree is also a
sufficient condition for consensus achievement. For double integrator dynamics however, since
we know that consensus is achieved if ad only if Θ has only two zero eigenvalues and all the rest
have a negative real part, we have to check when these conditions hold for the eigenvalues (2.34).
For these, the following result is fundamental ([101], with the case α = 0 first treated in [121])
Lemma 5. Let
ρ± =
γµ− α±
√
(γµ− α)2 + 4µ
2
, (2.35)
where ρ, µ ∈ C. If α ≥ 0, Re (µ) < 0, Im (µ) > 0 and
γ >
√√√√ 2
|µ| cos
[
tan−1
(
Im(µ)
−Re(µ)
)] , (2.36)
then Re (ρ±) < 0, where Re (·) and Im (·) represent respectively the real and imaginary part of
a number.
To conclude, in light of the previous result, one has the following sufficient condition to
achieve consensus in double integrator systems subject to algorithm (2.28) [101].
Theorem 10. For all i ∈ {1, . . . , N} let µi be the i-th eigenvalue of −LN . Algorithm (2.28)
asymptotically achieves consensus if the underlying digraph has a directed spanning tree and
γ > γ¯, (2.37)
where γ¯ = 0 if all n− 1 nonzero eigenvalues of −LN are negative and
γ¯ = max
{µi|Re(µi)<0 and Im(µi)>0}
√√√√ 2
|µi| cos
[
tan−1
(
Im(µi)
−Re(µi)
)] (2.38)
otherwise.
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2.5 Consensus velocity
2.5.1 Spectral approaches
Although the consensus velocity of the algorithms presented in this thesis is overshadowed by
more important aspects of the treated problems, it still pops up here and there. So, in this subsec-
tion and the next one we give a brief review of previous results that concern the convergence
speed of common algorithms for single and double integrator dynamics. In particular, here we
consider analysis approaches that focus on the spectral properties of the “influence” matrix, be it
a Laplacian or some other one. We remark that some of these results appear again, obviously
in a more detailed fashion, in Section 3.1. Finally, we limit ourselves to treat the case of fixed
topologies, which are those considered in this thesis.
Of course, when we speak of spectral properties, due to the linearity of the model considered,
we refer to the values of the matrices eigenvalues. A well known result from graph theory states
that the algebraic connectivity of an undirected graph, that is the second smallest eigenvalue λ2
of the Laplacian matrix, reflects the degree of connectivity of the graph, meaning that a more
connected graph has a larger λ2 [102]. Furthermore, for many linear Laplacian based models
(included those presented up to now), λ2 can be seen as a measure of the algorithm convergence
speed [50]. Thus, it is only natural that many algorithms have been designed with the idea of
maximizing the value of λ2. In the next subsections we see how this can be achieved by different
means.
For weighted graphs, things are usually more complicated and additional hypotheses have to
be made. As an example, Olfati-Saber and Murray [50] managed to prove that if (and only if) a
digraph GN with associated Laplacian LN is balanced, then the matrix
LˆN =
LN + L
T
N
2
(2.39)
is a valid (symmetric) Laplacian for the mirror graph GˆN of GN , that is the undirected graph
with the same set of nodes of GN and (symmetric) Adjacency matrix
AˆN =
AN + A
T
N
2
, (2.40)
where AN denotes the Adjacency matrix of GN . More importantly, it can be proved that the
Laplacian disagreement functions of the two graphs coincide, that is
xTLNx = x
T LˆNx (2.41)
for all x ∈ RN . With the appropriate control algorithm ((2.5) is an example, as is the Cucker-
Smale model of the next chapter), and if the Laplacian L is symmetric, estimates of the corre-
sponding Laplacian disagreement functions lead to a convergence rate of O
(
e−λ2t
)
, where t
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denotes the time. An instance of this kind of calculation can be found in Section 3.1 for the
Cucker-Smale model [122].
The approach of maximizing the value of λ2 has been used for example in [123], where it has
been coupled with concepts related to small world networks, that is graphs where the number of
edges connecting two nodes is at most O(logN), in order to obtain very fast consensus velocities.
A similar strategy has been employed in [124] to design both the topology and the weights to be
assigned to each edge.
For the discrete model (2.17), Kar and Moura [125] observed that the following inequality
can be stated for an undirected connected graph
‖x [k]− x¯‖2 ≤ ‖x [0]− x¯‖2γk2 . (2.42)
Here x¯ stand for the average consensus value, while
γ2 =
1− γ
1 + γ
, (2.43)
where γ = λ2/λN . Thus, instead of maximizing simply λ2, the authors focus on maximizing the
ratio γ. The same kind of observations have led the authors of [61] to offer a global description
of average consensus for system (2.17) in terms of an asymptotic convergence factor and the
associated convergence time, which are defined respectively as
ra = sup
x[0] 6=x¯
lim
k→∞
(‖x [k]− x¯‖2
‖x [0]− x¯‖2
) 1
k
(2.44)
and
τa =
1
log (1/ra)
, (2.45)
where the relation with (2.42) is crystalline. Similarly, the previous quantities can be restricted
to describe the per step behaviour as
rs = sup
x[k] 6=x¯
‖x [k + 1]− x¯‖2
‖x [k]− x¯‖2 (2.46)
and
τs =
1
log (1/rs)
. (2.47)
Based on the per step convergence factor above, the authors propose a method to obtain
the optimum Adjacency matrix that achieves the average consensus in time invariant, balanced
topologies as the solution of a semi-definite convex programming problem. The particular aspect
of this matrix is that it is allowed to have negative entries, and it is considered optimum in terms
of the minimization of ρ (AN − JN), where JN is an N dimensional square matrix whose entries
all equal 1
N
and ρ denotes the second largest eigenvalue of the matrix. A time varying case is
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addressed in [126], where the mean square convergence rate is considered as the optimization
criterion to assign the optimum weights in random networks with correlated links.
As we have said before, (2.17) is a particular case of (2.18), and spectral analyses like the
ones above can be conducted also for other instances of the latter. For example, in [127], the
author considers the particular Perron matrix PN defined by the entries
(PN)ij =

h, j ∈ Ni
1− h|Ni|, i = j
0, otherwise
(2.48)
in such a way that the model (2.18) becomes
xi [k + 1] = xi [k] + h
∑
j∈Ni
(xi [k]− xj [k]) , (2.49)
whereNi denotes the set of agents linked to agent i. Albeit here we briefly consider only the case
with a constant and positive h, it must be remarked that the previous model have been extended
to cover different cases. For example, in the presence of additive noise, [128] introduces a
decreasing link weight in order to reduce the variance of the consensus value, and a similar
approach is employed in [66]. Finally, [67] studies the consensus with link weights that are not
necessarily positive.
That said, it can be shown that the eigenvalues of PN are related to those of the corresponding
Laplacian L through the equality
λi (PN) = 1− hλN−i+1 (LN) . (2.50)
In light of the discrete results of Section 2.3.1, consensus is then achieved as long as h ∈ (0, 2β),
where
β = min
i=2,...,N and λi(LN )6=0
Re [λi (LN)]
λ2i (LN)
. (2.51)
Thus, for example, if the graph is undirected and connected, it will result β = 1
λN (LN )
, since the
eigenvalues of LN are all real and nonnegative. Similarly to what done for the restriction (2.17),
one focuses on minimizing the quantity ρ (PN − JN), and therefore maximizing the second
smallest eigenvalues λ2 (LN) of the graph Laplacian.
Since the eigenvalues of PN are real (of course, this may be obtained also with a digraph), its
second largest eigenvalue in magnitude will be the maximum between λN−1 (PN) and −λ1 (PN)
or, expressed in terms of the Laplacian,
ρ (PN − JN) = max {1− hλ2 (LN) , hλN (LN)− 1} , (2.52)
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with h ∈
(
0, 2
λN (LN )
)
. Therefore, one can explicitly find the optimum link weight minimizing
ρ (PN − JN) as
h? =
2
λ2 (LN) + λN (LN)
, (2.53)
which is attained at the intersection of two lines [61, 129]. Furthermore, one can restrict the
living domain of h to
(
0, 1
N−1
]
(this still satisfies the convergence criterions since d+M ≤ N − 1
and λN (LN) ≤ 2d+M [102]), so that the choice of h guaranteeing consensus depends only on
the knowledge of the number of nodes (albeit in this case the convergence time would not be
minimized).
2.5.2 Topology designs
In the previous subsection we have seen that, for linear consensus algorithms, it is possible to
define the consensus velocity by maximizing or minimizing the appropriate eigenvalues of the
influence matrix, and therefore the values of the graph edges. However, there exists scenarios
where it is possible to design the graph topology (and not just defining the edges weights) in
such a way to achieve high convergence velocity.
Of course, this possibility becomes increasingly important when the number of nodes, and
thus the formation dimension, reaches very high values. The latter represent just one instance
of the fact that, in many situations, the definition of an appropriate graph topology is more
important than the actual choice of the weights. For example, Xiao et al. [65] studied consensus
over random geometric graphs [130] and compared optimal designs (like those considered in
the previous subsection) with “suboptimal” decentralized strategies involving adaptive gains
(in particular, the so called Metropolis weights [129]). What they found can be resumed by
observing that not only the difference in convergence time is far from being dramatic as the
number of nodes increases, but also that for large graphs this difference tends to shrink very fast
with the number of edges considered.
Although other examples like the previous one exist, ultimately asking what is the best graph
in terms of consensus speed without any further constraint is fruitless, since one can just take a
complete graph where every pair of nodes is connected by an edge [106]. More interesting, and
this is something that is usually asked in computer science, is what have been asked by Delvenne
et al. [131], that is what is the best graph under the constraint that each agent is a child for at
most ν edges at each iteration (i.e., GN has a bounded in-degree). The answer is given by a
family of graphs known as de Bruijn graphs, which are capable of achieving average consensus
in a finite time t¯, and with t¯ being the smallest possible consensus time with the constraint on the
number of edges.
This kind of performance is certainly one of the most useful traits when dealing with large
networks, especially when compared with other, more common classes of graphs. An example is
given by the Abelian Cayley graphs [132], which are grids on d-dimensional tori, and whose
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algebraic structure (a generalization of circulant matrices) allows to compute the eigenvalues of
the influence matrix Q and to prove that esr (Q) ≥ 1− cN ν+1, where ν denotes the degree of
the nodes and c is a positive scalar independent of the graph. The problem with the previous
inequality lies in the observation that, for N → ∞, esr (Q) → 1, which in turn implies a
severely slowed down convergence.
Yet, what we have just stated is not always the case. Besides the de Bruijn graphs that
we have mentioned before, there exists another interesting class of graphs, aptly referred to as
expander graphs [133], such that esr (Q) is bounded away from 1 when N → ∞. A similar
property, that is a small diameter despite a small in-degree, holds for the so called small-world
graphs, which are considered a basic model for many social interactions (including those on the
Internet); as we have seen in the previous subsection, in the context of consensus algorithms they
have been extensively studied by Olfati-Saber [134] and Tahbaz-Salehi et al. [135].
The difference in performance between Abelian Cayley graphs and the rest lies in the
combined smallness of the neighbours number and in their forced “local” position in a geometric
sense, which reflects in the fact that symmetric graphs scale badly with the number of the nodes.
It should be remarked however, that this kind of graphs are still important from a representation
point of view, since they modellize well many of the geometrical constraints to which the nodes
may be subject to in a realistic setting.
To conclude, we come back for a moment to the random geometric graphs mentioned at
the beginning of the subsection. These are undirected graphs obtained by randomly generating
points in the Euclidean space according to a Poisson point process, that is the number of points
in any bounded region is a Poisson random variable with average proportional to the area and
their position is uniformly distributed in the region. Subsequently, an edge is drawn between
two nodes if and only if their relative distance is within a predefined radius r. Thus, although
they may be an overshoot for autonomous vehicle control, where dynamical constraints and
adjustments are always exploitable, they still represent a step forward (with respect to Abelian
graphs) to a more realistic and less structured family of graphs.
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Chapter 3
Analytical background (II)
3.1 The Cucker-Smale model
3.1.1 The undirected connected case
Equations of motion
In this subsection we introduce the Cucker-Smale model as was originally described in [122], that
is as a translational consensus model for point-mass agents subject to an all-to-all communication
topology. Additionally, we discuss the analytical results presented there and how they relate to
our problem.
This model has been inspired by studies done on flocks of animals like birds or fishes, which
have been observed to converge to a state where all the animals are moving with the same
velocity. In particular, the postulate at the base of the Cucker-Smale system is that any agent of
the flock adjust its velocity by adding to it weighted differences between this velocity and those
of the other agents. That is, following the notation of Cucker and Smale (v (t) = v (th)), at time
t ∈ N and for a step h ∈ N, for agent i we have
vi (t+ 1)− vi (t) = h
N∑
j=1
aij (vj (t)− vi (t)) , (3.1)
where vi and vj denote the three-dimensional velocities of agents i and j in a flock of N com-
panions, while the gains aij determine the weights associated to the underlying communication
graph. In particular, these gains are defined as
aij = η
(‖xi − xj‖2) , (3.2)
where xi and xj stand for the three-dimensional position of agents i and j respectively, ‖ · ‖
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denotes the standard Euclidean norm and the non-increasing function η : R+ → R+ is given by
η (y) =
K
(σ2 + y)β
, (3.3)
where K > 0, σ2 > 0 and β ≥ 0 are a given set of constants. Scaling the weights with respect
to the relative distances between the agents ensures that every agent pays more attention to its
closest companions (since ‖xi (t)− xj (t) ‖ ≤ ‖xi (t)− xk (t) ‖ implies aij ≥ aik). Additionally,
the term σ2 helps avoiding singularities, while β is used to control the rate of decay of the gains
with respect to the relative distances and, as we are going to see, is a fundamental parameter to
determine whether consensus is reached unconditionally or if additional hypotheses are required.
In order to proceed with the analysis, we need to do a couple of remarks. The first concerns
the underlying communication graph. Specifically, we can see that the sum adopted in (3.1)
spans the entire formation, and this obviously implies an all-to-all communication structure,
which in turn corresponds to an undirected connected graph. Although in a later work [136] this
has been generalized to accommodate for a general undirected connected structure (furthermore,
with gains satisfying aij ≥ η (‖xi − xj‖2)) we find the original results more descriptive and
easier to understand.
The second, necessary to proceed with an analysis of the consensus process induced by this
model, is that the equations (3.1) can be rewritten matricially as
vi (t+ 1)− vi (t) = −h
N∑
j=1
aij (vi (t)− vj (t)) = h
(
−
(
N∑
j=1
aij
)
vi (t) +
N∑
j=1
aijvj (t)
)
=
= h (− [(DN ⊗ I3) v (t)]i + [(AN ⊗ I3) v (t)]i) = −h [(LN ⊗ I3) v (t)]i ,
(3.4)
where v = (v1, . . . , vN) ∈ R3N , DN denotes the diagonal matrix with entries dii =
∑N
j=1 aij , I3
the three dimensional identity matrix, while AN and LN stand respectively for the Adjacency
and Laplacian matrices as defined in the previous section. Do note that in the last equation we
have implicitly taken advantage of the Kronecker product associativity. Furthermore, in order to
lighten the writing, from now on we will drop the Kronecker product notation.
That said, following the previous series of equalities, (3.1) can be rewritten as
v (t+ 1) = (IN − hLN) v (t) . (3.5)
By adding the natural equation for the positions
x (t+ 1) = x (t) + hv (t) , (3.6)
we obtain a complete discrete dynamical model, which can then be translated naturally to
continuous time as
x˙ = v, v˙ = −LNv. (3.7)
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Besides the Kronecker product, in the previous equation we have also dropped the time depen-
dence in order to improve readability even further. We remark that for spacecraft formation
flying both (3.1) and (3.7) are important, since, depending on the task at hand, both continuous
and discrete propulsion systems can be employed.
The continuous case
As a first step for the analysis of the model’s properties, we are going to discuss what happens
with the continuous system (3.7). If we denote with Γ (t) and Λ (t) the quantities
Γ (t) =
1
2
∑
i 6=j
‖xi − xj‖2 and Λ (t) = 1
2
∑
i 6=j
‖vi − vj‖2, (3.8)
then we can state the following theorem
Theorem 11. Assume that, for some K > 0, σ > 0 and β ≥ 0, for system (3.7) it holds
aij =
K
(σ2 + ‖xi (t)− xj (t) ‖2)β
. (3.9)
Assume also that one of the following three hypotheses hold true
• β < 1
2
• β = 1
2
and Λ0 <
(
(νK)2 /8
)
• β > 1
2
and
[(
1
2β
) 1
2β−1
−
(
1
2β
) 2β
2β−1
](
(νK)2
8Λ0
) 1
2β−1
> 2Γ0 + σ
2. (3.10)
Then there exists a constant B0 (independent of t and specific for any case) such that
Γ (t) ≤ B0 for all t ∈ R+. In addition, Λ (t)→ 0 for t→∞ and there exists xˆ ∈ X such
that x (t)→ xˆ for t→∞.
At a first glance, the previous result is telling us three things. First, since Λ (t)→ 0, we know
that the agents velocities need to converge asymptotically to the same value. As a consequence,
the relative distances between the agents should reach a fixed value determined by xˆ. Of
course, these results imply that asymptotically the formation will move as a sort of single rigid
body, with the relative distances remaining bounded during the entire process. This is achieved
unconditionally, that is independently from the formation initial conditions, for β < 1
2
, while it
requires additional constraints in the other cases.
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The last point to discuss in regards to the theorem stated above concerns the definition and
role of the factor ν appearing in the second and third case. This factor ν originates from the
inequality
ν‖x‖2 ≤ ‖x‖2Q ≤ ν¯‖x‖2, (3.11)
where ν and ν¯ are positive quantities, x ∈ ∆⊥ = {x = (x1, . . . , xN) ∈ R3N |xi = xj, ∀i, j}⊥
and ‖‖Q denotes the norm induced by the form Q : R3N → R defined as
Q (u, v) =
1
2
N∑
i,j=1
〈ui − uj, vi − vj〉. (3.12)
This form is bilinear, symmetric and, when restricted to ∆⊥ ×∆⊥, definite positive. Although
we do not discuss in detail the definition of this form (or the reduction to ∆⊥), we remark that
the possibility of defining it is at the base of the approach adopted by Cucker and Smale, and it
is exclusive for the case of an undirected connected graph.
The bound (3.11) is useful to prove several stepping stones leading to the main theorem (11),
but the most important point lies in the lemma
Lemma 6. For all N ≥ 2, ν = ν (N) ≥ 1/ (3N) and ν¯ = ν¯ (N) ≤ 2N (N − 1),
which put into relation the factor ν and ν¯ with the dimension of the formation through the
symmetric form Q. To understand the importance of the previous lemma, the latter has to be
considered in relation with the propositions
Proposition 1. Let Φt = minτ∈[0,t] φτ , with φ being the smallest non-zero eigenvalue of LN
(also referred to as the Fiedler number of the associated Adjacency matrix). Then, for all t ≥ 0,
it results
Λ (t) ≤ Λ (0) e−2tΦt . (3.13)
and
Proposition 2. Let A be a non-negative symmetric matrix, L its Laplacian, φ the former Fiedler
number and µ = mini 6=jaij . Then, φ ≥ 12νµ. Furthermore, if aij = η (‖xi − xj‖2) then
φ ≥ 1
2
νη (Γ (t)) . (3.14)
If we now consider a time interval [0, t], putting together the three results yield
Λ (t) ≤ Λ (0) e−2tΦt ≤ Λ (0) e−2t
νK
2(σ2+Γ(t?))β , (3.15)
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where t? indicates the point maximizing Γ in [0, t]. The previous result follows from
Φt = min
τ∈[0,t]
φτ ≥ min
τ∈[0,t]
νK
2 (σ2 + Γ (τ))β
=
νK
2 (σ2 + Γ (t?))β
. (3.16)
Additional results allow to obtain an estimate which is independent of t, but from the previous
points we can already obtain some interesting informations. In particular, the bound (3.15) arises
directly from the properties of the Laplacian, with the convergence rate and the presence of
the factor ν in the exponential being a direct consequence of the Laplacian being a symmetric
positive definite matrix, while the other factors are related to the definition of the weights aij .
Since the first property follows from the communication graph being undirected and connected,
this seemingly indicates that the dependence of the convergence process from the initial relative
conditions and the dimension of the flock are connaturated in the way in which the spacecraft
exchange information, and has therefore a very loose connection with the dynamics or the
control.
As a final remark for the continuous case, we want to point out that, as discussed in [92], the
bounds on ν and ν¯ can be made exact by observing that the inner product Q can be written as
uTQv, with the matrix Q defined as
Q =

N − 1 −1 −1 . . .
−1 N − 1 −1 . . .
−1 −1 N − 1 . . .
...
...
...

⊗ I3. (3.17)
From this representation it is straightforward to prove ν = ν¯ = N
2
.
The discrete case
A result similar to Theorem 11 can be proved for the model (3.1). In particular, we have
Theorem 12. Assume that, for some constants σ > 0, β ≥ 0 and K < σ2β/
(
(N − 1)√N
)
it
results
aij =
K
(σ2 + ‖xi (t)− xj (t) ‖2)β
(3.18)
Assume also that one of the following hypotheses hold true
• β < 1
2
• β = 1
2
and ‖v (0) ‖ ≤ νK/
(
2ν¯
1
2h
)
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• β > 1
2
and
(
1
a
2
α−1
)[
1
α
2
α−1 − 1
α
α+1
α−1
]
> ν¯
(
V 20 + 2V0
(
(αa)−
2
α−1 − σ2
)
ν¯−
1
2
)
+ b, (3.19)
where α = 2β, V0 = h‖v (0) ‖,
a =
2ν¯
1
2
νK
V0 and b = ν
1
2‖x (0) ‖+ σ. (3.20)
Then there exists a constant B0 (independent of t and different for the various cases) such that
‖x (t) ‖ ≤ B0 for all t ∈ N. In addition, ‖v (t) ‖ → 0 when t→∞. Finally, there exists xˆ ∈ ∆⊥
such that ‖x (t) ‖ → xˆ for t→∞.
As it can be seen, the previous result has the same main characteristics of the one proved
for the continuous case, with the notable exception of the hypothesis K < σ2β/
(
(N − 1)√N
)
.
The latter has the function of giving an exact bound on ‖LN‖ as specified in the following lemma.
Lemma 7. For all x ∈ ∆⊥
‖LN‖ < 2 (N − 1)
√
NK
σ2β
. (3.21)
In particular, if K < σ2β/
(
(N − 1)√N
)
, then ‖LN‖ < 2.
What is interesting to note about the previous bound is that seemingly it is not needed due to
the approach adopted by the authors, but it is instead an at least sufficient requirement to obtain
consensus, as explained in the following example (discussed in greater detail in [122]).
Example 1. For β > 0, consider K > σ2β and γ =
√
K
1
β −σ2
2
> 0, so that
K
(σ2 + 4γ2)β
= 1. (3.22)
For β = 0 instead, let K = σ2β = 1 and γ > 0 be arbitrary. Furthermore, assume h = 1.
Now, consider the case of two agents moving on a line, that is N = 2 and with R3 reducible
to R. If we assume that x (0) = (−γ, γ) and v (0) = (2γ,−2γ), then it results
Ax(0) =
0 1
1 0
 and Lx(0) =
 1 −1
−1 1
 . (3.23)
It can be verified that ‖LN‖ = 2. Correspondingly, the equations of motion become
x (1) = x (0) + v (0) =
−γ
γ
+
 2γ
−2γ
 =
 γ
−γ
 (3.24)
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and
v (1) = I2 − Lx(0) =
0 1
1 0

 2γ
−2γ
 =
−2γ
2γ
 (3.25)
It is easy to check that, by iterating the map (3.1), for every r ∈ N, besides ‖Lx(r)‖ = 2, we have
on one side
x (2r) = (−γ, γ) and v (2r) = (2γ,−2γ) , (3.26)
while on the other, at time 2r + 1, the exact opposite values of the previous ones. Thus, we can
conclude that v (r) does not asymptotically converge to 0, since it results ‖v (r) ‖ = 4γ for all
r ∈ N.
3.1.2 The directed case: hierarchical leadership
The continuous case
In this subsection we summarize the work of J. Shen [137], where some aspects of the Cucker-
Smale model are investigated further and which represent the second keystone work taken into
account in this thesis.
The main contribution of this work, at least for what concerns this thesis, lies in considering
a different graph structure for the Cucker- Smale model. In particular, standing the notations of
the previous subsection, we can rewrite equations (3.7) in a more general form as
x˙i = vi, v˙i = −
∑
j∈L(i)
aij (vi − vj) , (3.27)
where the sets L (i) = {j|aij > 0}, to which from now on will refer to as leadership sets,
individuate the agents that are passing informations to agent i. Instead, the weights aij are
defined as in (3.2), with σ2 being equal to one.
For the original Cucker-Smale model it obviously results #L (i) = N . The structure
considered by Shen instead, represent a particular example of a digraph with a spanning tree,
and it abides to the conditions
aij 6= 0⇒ j < i, ∀i > 0, L (i) 6= ∅.
These conditions define a hierarchical leadership for the flock in the following sense. If we
look at the second condition, this is saying that every element in the flock has to communicate
with someone. However, consider the natural order induced by the indexation of the flock as
[0, 1, . . . , N ]. Then, according to the first condition, every element i in the flock can communicate
only with the elements j such that j < i. Note that this is not true for the element 0 which,
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according to the second condition, acts independently from the rest of the flock, thus justifying
the name of hierarchical leadership. When coupled, these conditions obviously imply that graph
is directed (due to the unidirectionality of the hierarchy) and that there exists a spanning tree,
whose root is exactly the leader of the formation.
From a control point of view, the importance of a hierarchical leadership is twofold: on one
side, the presence of a leader, either real or virtual, ensures that a predefined trajectory for the
formation to follow can be defined (see next theorem); on the other, due to the reduced number
of connections required for every agent, it allows the formation to reach consensus with a low
computational load for every spacecraft.
Of course, given a hierarchical leadership, convergence of the agents to a consensus state can
be proved, and this is true both for the continuous model (3.7) and its discrete version (3.1). In
particular, for the continuous model (3.27) we have
Theorem 13. Let [0, 1, . . . , N ] be a Cucker-Smale flock acting under hierarchical leadership
with β < 1
2
. Then for some B > 0 which depends only on the initial configuration and all the
system parameters, it results
max
0≤i,j≤N
‖vi (t)− vj (t) ‖ = O
(
e−Bt
)
, t > 0. (3.28)
The previous result quantifies the rate of convergence towards a consensus state in the case of
a non-accelerating leader, thus describing a rigid body-like formation moving around a predefined
trajectory defined by the leader’s velocity (or lack thereof). But what happens instead if the
leader is accelerating, thus possibly changing this predefined trajectory? A first answer is offered
by the following theorem
Theorem 14. Consider anN+1 elements flock subject to the Cucker-Smale continuous dynamics
(3.27), with the exception of agent 0, which, for t > 0, acts according to the equations of motion
x˙0 = v0, v˙0 = f (t) . (3.29)
Assume that β < 1
2
and
‖f (t) ‖ = O ((1 + t)−µ) , µ > N. (3.30)
Then the flock reaches consensus at the rate
max
0≤i,j≤N
‖vi − vj‖ (t) = O
(
(1 + t)−(µ−N)
)
. (3.31)
There are a series of observation that need to be done with respect to the previous result.
First, as already observed by Shen, intuitively speaking, if the leader changes continuously its
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velocity (up to the extreme hypothesis of a drunken leader following some Brownian motion) it
will be naturally more difficult for the rest of the flock to synchronize with its movement.
This difficulty in synchronization is also reflected in the fact that the decaying constraint
µ > N depends on the dimension of the flock. This means that the larger the formation, the less
degree of free-will the leader will be able to exercise. This is because, given a hierarchy, for
large formations the agents at the end of the indexation have to wait for the information flow to
pass through several agents before being able to act.
Finally, keeping in mind the previous comments, this theorem hints at the possibility of
steering the formation mid-flight without compromising its rigid body state and, by acting solely
on the leader, without the need of defining a computationally expensive control law for the rest
of the flock.
The discrete case
Similarly to what described for the case #L (i) = N , consensus for discrete time can be proved
even under a hierarchical leadership. In this case, following the notation introduced by Shen,
fixed a time step h > 0 we can write the equations of motion as
x [k + 1] = x [k] + hv [k]
v [k + 1] = S [k] v [k] ,
(3.32)
where x [k] = x (kh), v [k] = v (kh) and S [k] = Sh [k] = Id− hLk, with Lk = Lx[k].
In order to state the theorem previously mentioned, we first need to review the concept of
dominant matrix along with an associated result. In particular
Definition 3. We say that a matrix B = (bij) is dominated by a matrix C = (cij) of the same
size if
|bij| ≤ cij, ∀i, j. (3.33)
In that case we write B ≺ C.
The previous definition allows us to state the following proposition, which establishes a
bound on the elements of S [k] (acting on the reduced space R3(N+1)/∆, with ∆ defined in the
previous section) as a function of the iteration step h.
Proposition 3. For 0 < h < 1
2NK
, Sij [k] ≥ 0 for any i and j. Furthermore
max
i,j
Sij [k] ≤ 1− hd∗ := ρh, ∀k ≥ 0. (3.34)
41
Here d∗ is defined as
d∗ =
K
(1 +Bh)
β
, (3.35)
where Bh represent an uniform bound on the vector x [k] = [(xi − x0) [k]]i=1,...,N , in the sense
that
‖x [k] ‖2 ≥ Bh, ∀k ≥ 0. (3.36)
This is the same Bh which we find at the base of the results of Cucker and Smale, and similarly
to that case its definition is related to a critical threshold in the value of β. As explained in the
next theorem, this threshold is what separate this result from that of Cucker and Smale.
Theorem 15. Given an N + 1 flock acting according to the discrete Cucker-Smale equations of
motion and subject to a hierarchical leadership, for any sufficiently small step h (as defined in
Proposition 3) there exists some ρh ∈ (0, 1), under conditions similar to Theorem 12 but with
β <,=, or > βc = 12N , such that
Πkl=0S [l] ≺ O
(
ρkhk
N−1)T, (3.37)
where T denotes the N × N triangular inferior matrix with non-zero entries equal to 1. In
particular, it results
‖v [k] ‖ ≤ O (ρkhkN−1) ‖v [0] ‖, ∀k ≥ 0. (3.38)
Again, although not explicitly stated, given the adaptive character of the model and the
approach adopted, some sufficient-like conditions on the parameters and initial conditions need
to be defined. Of course, these are all aimed to show that it is possible to control the growth rate
of the iterated map S[n] . . . S[0].
To conclude, we remark that the critical value 1
2N
for the parameter β has been subsequently
improved to 1
2
by Dong and Cucker [138]. In particular the following result holds
Theorem 16. Let {0, 1, . . . , N} be an Hl-flock with β < 1
2
. Furthermore, assume that the
marching step h satisfies the same condition of Proposition 3. Then, there exist P,Q > 0
(dependent on h, the initial conditions and the parameters K and β) such that
max
0≤i,j≤N
‖vi [k]− vj [k] ‖ ≤ Qe−Pk. (3.39)
Furthermore, for all β > 1
2
there exists an initial state (x [0] , v [0]) whose orbit under the
dynamics fails to converge to a common velocity.
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3.1.3 Further developments
In this subsection we summarize briefly some of the improvements that have been introduced for
the Cucker-Smale model over the years, but that are not considered in this thesis. In particular,
we focus on those that cover aspects relevant for Astrodynamics, starting from extensions or
alternative approaches to the study of the model, and then proceeding in order with works
related to collision avoidance, robustness with respect to time-varying communication graphs
and extensions of the particle model to the continuum case.
Notations may change slightly with respect to the previous subsections in order to facilitate
the comparison with the references given. Furthermore, we remark that, albeit by means of direct
application the following analysis is more appropriate for the control presented in Chapter 4, most
of these modifications can be translated with some work to the context of attitude synchronization.
Extensions of the Cucker-Smale model
Here we mention just a couple of extensions for the original Cucker-Smale model (3.7) which,
like the Shen’s one considered in the previous subsection, primarily aim to extend the validity of
the associated results to more general graph structures and influence functions. As we are going
to see, the last one offers also an approach to prove consensus seemingly alternative to those that
we have discussed in this section and in Chapter 2.
As a first step, we mention again the extension of the Cucker-Smale model considered by
the eponymous authors in [136]. The main result of that work concern the extension of the
results given for (3.7) to the general undirected connected case, without requiring an all-to-all
communication. This is proved to be true also for a time-varying undirected graph, as long as the
latter remains connected for all t ≥ 0 (in the author’s words, this has also a discrete equivalent in
Theorem 1 of [26]), and in both cases flocking is unconditional for β < 1
2
. Furthermore, these
results have been proved to hold with gains aij satisfying
aij ≥ η
(‖xi − xj‖2) , (3.40)
with η defined in (3.3). We remark that these results can also be reconducted to the analysis of
double-integrator systems outlined in [101].
The second extension that we take into account here is given by [139], where the authors
consider the CS model written in a slightly different form as
x˙i = vi, v˙i = α
N∑
j=1
aij (vj − vi) , (3.41)
where α is a positive constant and
∑N
j=1 aij ≤ 1 (which of course can always be obtained with a
proper rescaling of α). Differently from [122], there is no symmetry requirement on the gains,
that is aij 6= aji. However, they still require an all-to-all communication in the flock, which,
differently from Shen’s hierarchy, represents a strongly connected digraph.
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The main point of this work lies in their approach for proving consensus, which relies on the
concept of active set, where the latter, fixed an arbitrary constant θ > 0, is defined for agent i as
the set
Λi (θ) = {j|aij ≥ θ} , (3.42)
that is the set of agents which directly influences agent imore than θ. By considering intersections
of the different Λi, one can easily generalize the notion to more than one agent (e.g., for two
agents we have Λij (θ) = Λi (θ) ∩ Λj (θ)).
With the notion above, the authors are able to bound the rate of consensus as
d
dt
dX (t) ≤ dV (t) , d
dt
dV (t) ≤ −αmin
i,j
λ2ij (θ) θ
2dV (t) , (3.43)
where dX (t) = maxi,j |xi (t) − xj (t) | and dV (t) = maxi,j |vi (t) − vj (t) |. If one defines
Λ (θ) = ∩Ni=1Λi (θ) as the global active set, then Λ (θ) ⊂ Λi (θ) for all i, and therefore λ (θ) ≤
λij (θ) for all i and j. Thus
d
dt
dV (t) ≤ −αλ2 (θ) θ2dV (t) . (3.44)
In the particular case of (3.41), a judicious selection of θ allows one to prove flocking under the
condition
dV (0) ≤
∫ ∞
dX(0)
φ2 (r) dr, (3.45)
where aij = φ (‖xj − xi‖) (here φ denotes a general influence function). Furthermore, flocking
results unconditional as long as
∫∞
φ2 (r) dr = ∞, which is a slightly more restrictive result
than the original CS model, where the authors argue it is sufficient for the influence function φ to
satisfy
∫∞
φ (r) dr =∞.
The importance of the previous result lies in the fact that it allows to prove consensus without
resorting explicitly to the spectral properties of the Laplacian matrix, which in turn may be useful
for intrinsic nonlinear dynamics (i.e.,attitude synchronization) where sophisticated nonlinear
stability tools are usually required. However, as it is, its uselfuness is limited by the assumption
of an all-to-all communication, which may be too strict when analyzing consensus for robotic
systems.
Collision avoidance
As it is, the Cucker-Smale model can be readily translated to a translational control. However, it
should be noted that, without proper modifications, it cannot deal with some important aspects
of formation control. Prominent among these is the fact that while asymptotic consensus of the
velocities ensures that eventually the formation will behave as a rigid body-like structure, it does
not say anything about possible collisions among the agents during the interphase.
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In the literature, this problem is tackled through the addition of additional terms aimed to
take care of the collision avoidance part. An example is given in [140] where, albeit collision
avoidance is not formally proved, it is argued by the authors that it follows naturally from the
structure of the possible equilibrium configurations generated by their control. For every agent i
in a formation of N elements, the latter reads as
x˙i = vi, v˙i =
λ
N
N∑
j=1
aij (vj − vi) + f (x, v) , (3.46)
where λ is a positive constant. As it can be seen, this control is actually the sum of a Cucker-Smale
term and an inter-particle bonding force defined as
f (x, v) =
σ
N
N∑
j=1
(
K1
2‖rij‖2 〈vi − vj, xi − xj〉 (xj − xi) +
K2
2rij
(rij − 2R) (xj − xi)
)
, (3.47)
where rij = ‖xj − xi‖2, the K’s and σ are positive constants, and R ∈ R+ is a predefined value
used to control the inter-particle distances. The idea behind this model is to drive the distance
e = 2R− rij to zero when the system is subject to an all-to-all communication structure. This
is possible in the case N = 2 (in fact the control is derived by differentiating twice e in this
instance). For larger dimensions the interparticle distances satisfy the uniform bound
sup
0≤t<∞
‖xi − xj‖2 < 2R +
√
4NE (0)
σK2
, (3.48)
whereE (0) is the initial value of an appropriate energy functional. Still, the authors subsequently
show numerical evidence that for N > 2 distances are generally smaller than 2R, and that this is
related with the equilibrium configurations that the agents tend to assume (themselves seen as
local minimizers of E (t)).
More formally, in [141], the authors manage to prove analytically flocking with collision
avoidance for their extension of the CS model, unconditionally for β ≤ 1
2
and conditionally
otherwise. The model that they used is defined as
x˙i = vi, v˙i =
N∑
j=1
aij (vj − vi)− Λ (v)
∑
j 6=i
f
(‖xj − xi‖22) (xj − xi) , (3.49)
where Λ (v) =
√
1
N
∑
i>j ‖vi − vj‖22. The function f : (d0,∞)→ [0,∞) is a differentiable one
satisfying, for all d1 > d0 > 0, the conditions∫ d1
d0
f (r) dr =∞ and
∫ ∞
d1
f (r) dr <∞. (3.50)
Intuitively, the conditions above guarantee respectively collision avoidance (with a time-independent
d > d0) and convergence to alignment, while the alignment measure Λ (v) is used to moderate
the repelling force.
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These results have later been extended by the same authors to a more general flocking model
with collision avoidance [142, 143]. The latter can be described by the equations
x˙i = vi, v˙i =
N∑
j=1
φ (‖xi − xj‖2)G (vj − vi) + Λ (v)2α−1
∑
j 6=i
f
(‖xj − xi‖22) (xi − xj) ,
(3.51)
where Λ and f satisfy the same conditions of before, the strength function φ is nonincreasing
and the coupling one G satisfies
• For all w ∈ R3, we have G (w) = −G (−w) and 〈G (w) , w〉 ≥ 0,
• There exist constants C and α (both in [1, 3
2
]
) such that∑
1≤i,j≤N
〈G (vi − vj) , vi − vj〉 ≥ CΛ (v)2α . (3.52)
However, differently from the Cucker-Smale model with collision avoidance, the more general
(3.51) brings the velocities to alignment only if the initial conditions satisfy some bounds. In
particular it must result ‖xi (0)− xj (0) ‖22 > d0 > 0 (so the particles do not start too close) and
C
2
∫ ∞
Γ(x(0))
φ
(
2
√
r
)
dr >
Λ (v (0))3−2α
3− 2α +
1
2
∑
i>j
∫ ∞
‖xi(0)−xj(0)‖2
f (r) dr, (3.53)
with Γ (x) =
√
1
N
∑
i>j ‖xi − xj‖22. In practice, the previous formula constrains the initial
conditions so that positions are not too spread and the differences in the velocities too high.
Robustness under a time-varying topology
Another aspect relevant for an application to Astrodynamics lies in how to allow the formation
to deal with different kinds of inner perturbations (that is not related to environmental effects
like those caused by third body perturbations or solar radiation pressure). As we have seen in
the Introduction, one of the most common problems is given by the possible loss of some of the
communication links, which reflects itself in a time varying communication graph.
Many of the approaches adopted in the Astrodynamics community can be found also in
works related to the Cucker-Smale model (or other biology-derived systems). Here we mention
just two, which cover the different topologies considered for the CS model considered here.
The first one, authored by F. Dalmao and E. Mordecki [144], consider the discrete Cucker-
Smale model under hierarchical leadership (3.32), but with the gains aij chosen semi-randomly
at every time step, as long as the conditions
h ≤ 1
N − 1 and 0 ≤ aij ≤ 1 (3.54)
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remain satisfied (h denotes again the time step). In particular, the gains are subject to the
inequality
E (aij [t+ 1] |Ft) ≥ p
(1 + ‖xi [t]− xj [t] ‖)α , (3.55)
where p ∈ (0, 1], j ∈ L (i) for all i and E denotes the conditional expectation over the past state
of the system Ft = {x [0] , v [0] , . . . , x [t] , v [t]}. Flocking follows and it is proved unconditional
for α < 1.
A simple, interesting model satisfying the previous conditions can be constructed by allowing
the gains aij to be constant and to take as values either p or 0 with probability
P (aij [t+ 1] = p|Ft) = 1− P (aij [t+ 1] = 0|Ft) = 1
(1 + ‖xi [t]− xj [t] ‖)α . (3.56)
As in other models, the interesting point here lies in the fact that the probability that agents i and
j actually communicate depends on their distance, and it shrinks down to zero when the latter
goes to infinity, thus simulating the difficulty in communicating for two very distant agents.
A second work worth mentioning is given again by S. Motsch and E. Tadmor [145]. The
authors pick up the general model introduced in [139], but this time focus on showing how tight-
knit subgroups of the formation which barely communicate with each other lead asymptotically
to the formation of clusters, characterized by different consensus states. More formally, consider
the first order model (similar results hold for second order ones, even for a discrete dynamics)
x˙i =
N∑
j=1
aij (xj − xi) , aij = 1
σi
φ (‖xi − xj‖) , (3.57)
where the influence function φ is compactly supported by [0, R] and σi satisfiesσi = N, if aij = aji for all j,σi = ∑j 6=i aij, otherwise. (3.58)
A cluster C = C (t) ⊂ {1, . . . , N} is dictated by the finite diameter of the influence function φ
according to the conditions
• maxi,j∈C(t) ‖xj (t)− xi (t) ‖ ≤ R,
• mini∈C(t),j /∈C(t) ‖xj (t)− xi (t) ‖ > R.
Do note that if R >> x (0), then the dynamics is global and the formation can be seen as one
giant cluster. Now, given a solution x (t) of (3.57) which possesses a bounded time-variation∫ ∞
‖x˙ (s) ‖ds <∞, (3.59)
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then x (t) asymptotically approaches a solution xˆ which is partitioned in K clusters {Ck}Kk=1
(that is, {1, . . . , N} = ∪Kk=1Ck). Furthermore, either
xi (t)→ xˆCk , for all i ∈ Ck (3.60)
or
‖xˆi − xˆj‖ > R, if i ∈ Ck, j ∈ Cl, with k 6= l. (3.61)
Additionally, these clusters are countable. In fact, their number equals exactly the geometrical
multiplicity of the unitary eigenvalues of the Adjacency matrix A = {aij}. Thus, when there is
only one such eigenvalue we recover the cases treated in [139], where a key role is played by
the global connectivity of the graph. However, for the local models that we have just described,
which do not rely on a defined topology but instead see it determined by the profile of the
influence function φ, the authors show through different numerical simulations that an influence
function φ increasing over the distances ‖xj − xi‖ may actually reduce the number of clusters up
to global consensus for the formation, and that the steeper the increase over its compact support
is, the smaller is the number of clusters formed.
Extension to a continuum model
The last aspect of the CS model that we want to discuss concerns its applicability to very large
and very dense formations (like those that are planned to be used in conjunction with chipsats or
spacecraft of similar dimensions and capabilities [146]). Several authors have pointed out how
in this case the particle formalism employed in the previous subsections should be dropped in
favor of a kinetic or hidrodynamical formulation, in large part due to the fact that it is no longer
economical keeping track of every single particle in the system.
Staying close to the Cucker-Smale model we mention only [147] (itself partly a continuation
of [148]), where a continuum version of the equations is presented and results similar to the
particle formulation are obtained. Without going into too many details, the starting point is to
consider the N -particle distribution function
f˜N (x1, v1, . . . , xN , vN , t) , (xi, vi) ∈ Rd × Rd, i = 1, . . . , N (3.62)
and the corresponding one-particle marginal distribution
fN (x1, v1, t) =
∫
R2d(N−1)
f˜N (x1, v1, x˜, v˜) dx˜dv˜, (3.63)
where x˜ = (x2, . . . , xN) and similarly for v˜. Through specific formal techniques based on the
Liouville equation (see [148], Section 3.1), it can be proved that the discrete Cucker-Smale
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model (3.1) can be translated as
∂tf˜
N +
N∑
i=1
vi · ∇xi f˜N +
λ
N
N∑
i=1
∇vi ·
(
N∑
j=1
r (xi, xj) (vj − vi) f˜N
)
= 0, (3.64)
where r (xi, xj) = r (‖xi − xj) denotes a non-increasing influence function. By integrating the
terms of (3.64) with respect to dx˜dv˜ one can study the behaviour of the marginal distribution
fN (x1, v1, t).
If we assume f˜N symmetric with respect to its phase-space arguments, that is
f˜N (. . . , xi, vi, . . . , xj, vj, . . . , t) = f˜
N (. . . , xj, vj, . . . , xi, vi, . . . , t) , (3.65)
after some computations one can consider the mean-field limit N → ∞, which leads to the
equation
∂tf + v1 · ∇x1f + λv1 ·
(∫
R2d
r (x1, x2) (v2 − v1) gdx2dv2
)
= 0, (3.66)
where f = limN→∞ fN (x1, v1) and g = limN→∞ gN (x1, v1, x2, v2), with gN denoting the
two-particle marginal density. Assuming g satisfies the independence hypothesis
g (x1, v1, x2, v2, t) = f (x1, v1, t) f (x2, v2, t) (3.67)
and relabeling (x1, v1)→ (x, v) and (x2, v2)→ (y, v?), the continuum CS model can be written
as
∂tf + v · ∇xf + λv ·Q (f, f) = 0
Q (f, f) (x, v, t) =
∫
R2d
r (x, y) (v? − v) f (x, v, t) f (y, v?, t) dydv?.
(3.68)
It can be shown, in a manner similar to the particle-based Cucker-Smale model, that system
(3.68) admits the Lyapunov functional [148]
Λ (f) (t) =
∫
R2d
|v −m|2f (x, v, t) dxdv, (3.69)
where
m (f) =
∫
R2d
vf (x, v, t) dxdv. (3.70)
In [148] the authors managed to prove that the previous functional converges subexponentially
to zero for β ≤ 1
4
but, differently for what happens in the particle case, couldn’t give an uniform
bound for the spatial support of the density. These results have to be complemented with those
given in [149], where the authors characterize rigorously the gap between the particle and kinetic
CS model, and also discuss a particular class of solutions for the latter. Finally, these works have
later been extended in [147], where the main result lies in the exponential decay of Λ towards
zero for the entire range β ≤ 1
2
.
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3.2 Lyapunov stability
3.2.1 Definitions
As we have seen before, a desirable consensus process for applications should be characterized
by the asymptotical convergence of the agents states towards a particular one, which is then kept
indefinitely. Thus, since this state can be characterized as an equilibrium one, when analyzing
these processes it is natural to check the (asymptotical) stability of this state as a first step.
In this subsection we are going to review the concept of stability (in the sense of Lyapunov)
for autonomous non-linear systems, along with the associated results which are exploited in this
thesis. We remark that, albeit here it is enough to limit ourselves to the previous kind of systems,
in spacecraft formation flying we can find also non-autonomous ones (typically as a consequence
of the controls adopted or of some particular perturbations). Furthermore, it is not uncommon
to consider linearized dynamics to describe operations that are fairly contained in terms of the
spacecraft relative distances (for example, reconfiguring a formation orbiting around a central
body). We remark that the results presented in this section are treated in a deeper fashion inside
[87].
That said, in the present work we work with stability both for points and regions of space.
In the following, N denotes the set of natural numbers, R that of the reals and Rn (n ∈ N) the
n-dimensional Euclidean space. Additionally, x ∈ Rn denotes a column vector of dimension n,
i.e. x = [x1, ..., xn] with xi ∈ R, x˙ = dxdt the corresponding first time derivative and x¨ the second
time one.
Now, consider the autonomous dynamical system
x˙ = f (x) , (3.71)
with f : D → Rn being a locally Lipschitz map from a domain D ⊂ Rn to Rn. Suppose x¯ ∈ D
is an equilibrium point for f (f (x¯) = 0). As usual, for commodity one can shift this equilibrium
to the origin of Rn by imposing y = x− x¯ (of course, as long as x¯ 6= 0), so that it results
y˙ = x˙ = f (x) = f (y + x¯) . (3.72)
By imposing f (y + x¯) = g (y), we have that g (0) = 0. Therefore, without loss of generality,
we can always assume f (0) = 0 and study the stability of x = 0 according to the following
definition.
Definition 4. The equilibrium point x = 0 of (3.71) is
• stable if, for every  > 0, there exists δ = δ () > 0 such that
‖x (0) ‖ < δ ⇒ ‖x (t) ‖ < , ∀t ≥ 0 (3.73)
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• unstable if it is not stable
• asymptotically stable if it is stable and we can choose δ such that
‖x (0) ‖ < δ ⇒ lim
t→∞
x (t) = 0. (3.74)
As we are going to see in the next subsection, due to the complicated forms that formation
flying controls can take, sometimes it is easier to reason in terms of sets instead of points. In
particular, let x (t) be a solution of (3.71). A point p is said to be a positive limit point of x (t)
if there exists a sequence {tn}, with tn → ∞ when n → ∞, such that x (tn) → p as n → ∞.
Correspondingly, the set of all the limit points of x (t) is called the positive limit set of x (t).
Furthermore, a set M is said to be invariant with respect to (3.71) if
x (0) ∈M ⇒ x (t) ∈M, ∀t ∈ R. (3.75)
That is, if a point is in M then it stays there for any past and future time. As a particular case,
we say that a set M is positively invariant if
x (0) ∈M ⇒ x (t) ∈M, ∀t ≥ 0. (3.76)
We also say that x (t) approaches M for t→∞ if, for every  > 0, there exists T > 0 such
that
d (x (t) ,M) < , ∀t > T, (3.77)
where d denotes the distance from a point p to a set M , that is the smallest distance from p to
any point in M . Formally, this is defined as
d (p,M) = inf
x∈M
‖p− x‖. (3.78)
While we do not discuss the matter in depth, it is worth noticing that working with points
and working with sets present a fundamental difference. To understand it, let’s consider a
stable limit cycle, that is the positive limit set of every solution starting sufficiently close to it.
In an analogous manner, an asymptotically stable equilibrium point is by definition the positive
limit set of every solution starting nearby. In both cases, this near solutions will approach the
objects in question. However, in the case of a stable limit cycle, the solution is not approaching
any particular point, which means that x (t) approaching M for t → ∞ does not imply that
limt→∞ x (t) exists.
3.2.2 Theorems
In the previous subsection we have discussed stability concepts both for equilibrium points and
invariant sets. In this subsection instead, we are going to look at a classical approach to determine
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the stability type of the object in question. In particular, we focus on a partial list of results aimed
to individuate asymptotically stable items.
This approach relies, given the autonomous system (3.71), on the construction of a continuous
differentiable energy-like function V : D → R, with D ⊂ Rn. The idea is for this function to be
a non-increasing one along the solutions of system (3.71) (V˙ (x) ≤ 0, with x = x (t) being a
solution of the autonomous system). Assuming that we can restrict to a compact subset of D,
then this function will converge to some limit on the x (t) trajectory. What these results aim to
prove is that when you stop you have reached a point or a set for which the solution x (t) is at
the equilibrium that you wanted to achieve. From this follows asymptotical stability by different
means.
The main result that employ the previous approach is the so called second Lyapunov’s
theorem, which gives sufficient conditions for the origin of the system (3.71) to be stable and
asymptotically so. In particular, the theorem states that
Theorem 17. Let x = 0 be an equilibrium point for (3.71) and D ⊂ Rn a domain containing it.
Let V : D → R be a continuously differentiable function such that
V (0) = 0 and V (x) > 0, x ∈ D − {0} ,
V˙ (x) ≤ 0, x ∈ D.
(3.79)
Then x = 0 is stable. Moreover, if
V˙ (x) < 0, x ∈ D − {0} , (3.80)
then x = 0 is also asymptotically stable.
To clarify the idea previously described in the context of Theorem 17, let us consider the level
surfaces V (x) = c (for some c > 0) of the function V . The condition V˙ ≤ 0 implies that when
a trajectory crosses a level surface V (x) = c, it moves inside the set Ωc = {x ∈ Rn|V (x) ≤ c}
and can never come out again. If additionally V˙ < 0, the trajectory moves from a level surface
to an inner one with a smaller c. As c decreases, the surface V (x) = c shrinks to the origin,
showing that the trajectory approaches the origin as time progresses. Thus, if we only know that
V˙ ≤ 0, we cannot be sure that the trajectory will approach the origin, but we can conclude that
the origin is stable since the trajectory can be contained inside any ball B, as long as the initial
state x (0) lies on a level surface contained in that ball.
The previous discussion allows us to focus on an important aspect of the preceding theorem,
that is the extension of the basin of attraction of system (3.71), where the latter is defined as the
set of all points x such that a solution φ (t;x), starting at x when t = 0, is defined for all t ≥ 0
and limt→∞ φ (t;x) = 0. In particular, we focus on understanding under what conditions the
basin of attraction is given by the entire space Rn.
It will be the case if we can show that for any initial condition x, the trajectory φ (t;x)
approaches the origin as t → ∞, no matter how large ‖x‖ is. An asymptotically stable
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equilibrium point having this property is called globally asymptotically stable. Recalling what
has been said before, we can see that global asymptotic stability can be established if any point
x ∈ Rn can be included in the interior of a bounded set Ωc. For this condition to hold, obviously
it must result D = Rn. However, this is not enough, since, for example, for large c the set Ωc is
not necessarily bounded. An extra condition assuring the needed boundness is given by
V (x)→∞ as ‖x‖ → ∞, (3.81)
which usually goes under the name of radial unboundness. With this condition in tow, Theorem 17
can be restated as
Theorem 18. Let x = 0 be an equilibrium point for system 3.71 and V : Rn → R a continuous
differentiable function such that
V (0) = 0 and V (x) > 0, ∀x 6= 0,
V (x)→∞ as ‖x‖ → ∞,
V˙ (x) ≤ 0, ∀x 6= 0.
(3.82)
Then, the point x = 0 is globally asymptotically stable.
The previous result is known as Barbashin-Krasovskii theorem. Similarly to Theorem 17,
this one, albeit definitive in theory, may be of difficult application. This is due to the fact that
there exist systems (an example being the pendulum with friction) for which we can find easily a
non-increasing Lyapunov function, which is then difficult to prove being strictly decreasing.
A possible solution to this problem is to observe that, given a non-increasing Lyapunov
function V defined in some domain around the origin, if we can establish that no trajectory of
system (3.71), except for x = 0, can stay in the set of points where V˙ (x) = 0 for all times, then
the origin is asymptotically stable.
The previous idea can be seen as an application of the so called LaSalle’s Invariance Principle,
exploiting the fact that an asymptotically stable equilibrium point is not only the positive limit
set of every solution starting sufficiently close to it, but it is also clearly an invariant set. The
Invariance Principle generalizes this fact, and this generalization rests on the properties of
positive limit sets outlined in the following lemma
Lemma 8. If a solution x (t) of (3.71) is bounded and belongs to D for t > 0, then its positive
limit set L+ is a nonempty, compact and invariant set. Moreover, x (t) approaches L+ as t→∞.
With this property in tow, we are assured that our solution will arrive in a certain set.
Therefore, the first thing to do is verify that this set has the characteristics that we are looking for.
Since we know that a function V like before has a limit in a compact Ω (since it is non-increasing
and continuous) and that the trajectories along which we are evaluating it asymptotically approach
L+ (which is in Ω due to the latter being a closed set), it must result that V is constant on this set
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and consequently V˙ = 0. Thus, since L+ may be a difficult set to pinpoint, we can be happy by
enlarging ourselves to the largest invariant set for which V˙ = 0. The latter, as can be seen below,
is exactly the statement of the LaSalle’s Invariance Principle.
Theorem 19. Let Ω ∈ D be a compact set which is positively invariant with respect to (3.71).
Let V : D → R be a continuously differentiable function such that V˙ (x) ≤ 0 in Ω. Furthermore,
let E =
{
x ∈ Ω|V˙ (x) = 0
}
and M be the largest invariant set contained in E. Then every
solution starting in Ω approaches M as t→∞.
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Chapter 4
On the translational Cucker-Smale
control
4.1 Introduction
In the present chapter we consider the problem of formation acquisition and maintenance for a
group of autonomous or semi-autonomous agents, that is, given different initial conditions for
these agents, we want them to asymptotically achieve a rigid configuration, characterized by
time invariant relative distances. Furthermore, we want for this state to be kept indefinitely or at
least for a useful period of time. Although the underlying theory is valid for any group of agents
acting according to some translational dynamics, here we limit ourselves to consider the problem
in the context of spacecraft formation flying.
The main purpose of this chapter is to expand on the work done in [92], where the Cucker-
Smale model previously introduced was used as a template to design a formation flying control
aimed to achieve the objectives described in the previous paragraph. In particular, the control
was employed in that paper with three spacecraft travelling along a transfer orbit to the Sun-Earth
L2 libration point, allowing them to achieve and maintain fixed relative distances for the entire
transfer.
Thus, the expansion mentioned in the previous paragraph goes along two consecutive direc-
tions. First, we consider a simpler dynamical model with respect to [92] in order to outline what
are the aspects of the natural dynamics that more affect the application of the Cucker-Smale
control (and more in general any distributed control strategy). This model is given by a formation
acting only under the influence of a central force field (and supposedly performing different inter-
ferometric operations), with the main difference from Perea et al.’s work being the non-vanishing
character of the vector field affecting the formation dynamics.
Secondly, we exploit the informations obtained in this toy model to design a more complex
application of the Cucker-Smale strategy, showing how it can act as a fundamental wheel in a
multi-layered mission scenario. The example presented here is given by the use of the CS control
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to maintain a formation in a neighborhood of one of the Earth-Moon-Sun saddle points, which
are periodically visited by this formation as it travels along eccentric elliptic orbits having Earth
as one of the foci.
In conclusion, the chapter is organized as follows. In Section 4.2 we discuss how to adapt the
Cucker-Smale model in order to define a formation control and how to implement numerically
said control. Section 4.3 is dedicated to the study of the introductory case of a formation
achieving consensus in the presence of a single central force field. Following the results obtained,
in Section 4.4 we construct a favourable instance for the control application in the context of
a four body problem and outline the major features of the control in such a case. Finally, in
Section 4.5 we present our conclusions and summarize the results outlined in the chapter.
4.2 Methodology
4.2.1 Control definition
As previously explained, a first attempt to implement the Cucker-Smale control to spacecraft
formation flying was done in [92]. In this subsection we discuss the approach adopted in that
work, since it actually constitutes the basis for the present one. Note that the discussion presented
here is slightly more general than the one in [92]. This is required to highlight some aspects of
both the problems and the approach that are relevant for our settings and methodology.
Assume to have a formation of N satellites. If xi (t) and vi (t) denote respectively the
three-dimensional position and velocity of the i-th satellite in a given reference frame, we can
define
x = (x1, . . . , xN) , v = (v1, . . . , vN) . (4.1)
In general, given a force function f (x, v) and a control function u (x, v), the dynamics of the
fleet can be described by the continuous system
x˙ = v, v˙ = f (x, v) + u (x, v) . (4.2)
If we define the extension of the Cucker-Smale control law as
u (x, v) = −LNv + f (x0, v0)− f (x, v) , (4.3)
where (x0, v0) ∈ R3N × R3N denotes the N -replica of a reference orbit (x˜0, v˜0) ∈ R3 × R3,
system (4.2) reduces to
x˙ = v, v˙ = −LNv + f (x0, v0) . (4.4)
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This system is actually equivalent to a Cucker-Smale like one. In fact, by writing positions and
velocities as
x = x0 + ∆x, v = v0 + ∆v, (4.5)
the first of equations (4.4) can be rewritten as
d
dt
(x0 + ∆x) = x˙ = v = v0 + ∆v. (4.6)
Furthermore, if we assume that the underlying communication graph is either undirected con-
nected or directed with a spanning tree, we have that LNv0 = 0. Thus, the second equation in
(4.4) becomes
d
dt
(v0 + ∆v) = v˙ = f (x0, v0)− LNv = f (x0, v0)− LN (∆v) . (4.7)
Finally, the system defined by the last equation is equivalent to the union of the systems
x˙0 = v0, v˙0 = f (x0, v0) , (4.8)
and
d
dt
(∆x) = ∆v,
d
dt
(∆v) = −LN (∆v) .
(4.9)
By analogy between equations (3.27) and (4.9), Theorems 11 and 13 give sufficient conditions
for the system described by the latter to achieve full cancellation of the relative velocities and
converge to a flight formation.
A couple of remarks must be done on this implementation. First of all, as we are going to
discuss in greater detail in the next section, one has to take care of what is the the reference
frame where the spacecraft coordinates are taken, paying particular attention of whether eventual
fictitious forces are taken into account.
A second consideration must be done on the introduction of the concept of leadership. With
the previous paragraph in mind, let’s consider as leader of the formation a point travelling on the
chosen reference orbit. In the associated relative reference frame, this point corresponds to the
origin and therefore has null velocity. This implies that, if the procedure above is considered in
the relative frame, the control will eventually cancel the relative velocities of the other satellites
and paint (in the frame relative to the reference, of course) a cloud of fixed points (at least after a
certain amount of time). Furthermore, in case of a continuous application of the control, results
like Theorem 14 lose importance with the previous approach, since by construction the relative
accelerations are cancelled.
57
4.2.2 Numerical implementation
As already discussed in [92], the extension of the CS control presented in the previous subsection
relies implicitly on two assumptions: the possibility of exercising a continuous control and the
continuous availability of relative data (distance, velocity and acceleration) from the satellites
of the formation. Since one (or both) of these assumptions may not be feasible for a real space
mission, it is necessary to discretize the continuous control. In what follows, we present a
possible way to do this.
Let ti−1 and ti be the instants of two consecutive maneuvers and
pin = {ti−1 = ti,0, ti,1, . . . , ti,n = ti} , (4.10)
a partition of the interval defined by them, where, for each epoch ti, j , each satellite can measure
relative positions, velocities and accelerations. Then, denoting by ∆ti−1, j = ti, j− ti, j−1 the time
span between two consecutive estimates of the relative data, we can consider as approximation
for an impulsive maneuver ∆ui−1 at time ti−1 the expression
∆ui−1 =
∫ ti
ti−1
u (t) dt ≈
n∑
j=1
u (ti−1,j) ∆ti−1,j, (4.11)
where u denotes the modified control defined in equation (4.3). An easy way to improve this
approximation is to use some step-size control. That is, if x˜ (ti) is the solution of system (4.4)
and xˆ (ti) is the result of using equation (4.11) with boundary conditions xi−1 and vi−1 at time
ti−1, the difference between the two values can be used to modify the size of the interval ti− ti−1.
Note that the considerations done in this subsection and in the previous one are very general,
in the sense that they are valid for any kind of force field, not only gravitationally generated ones.
This means that the control that we are designing can be applied in a vast array of fields (for
example, it could be used to control swarms of nanobots flowing in the human organism).
4.3 Application in a central force field
4.3.1 Dynamical model
As stated in the introduction, the main goal is the design of a control law which needs to operate
in an orbital environment, that is under the presence of a central force field. Therefore, to
understand if the extended Cucker-Smale control performs well under these circumstances, it is
natural to consider a simple keplerian problem as a starting point, with the central body supposed
to be Earth and the satellites masses being neglected. For the numerical simulations that we are
going to present in the next subsections no perturbative effect (oblateness, atmospheric drag, . . . )
has been considered.
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Figure 4.1: Top-down view of the Hill’s frame for a circular reference orbit.
Still, for reference, it should be noted that their presence may alter significantly the analysis.
On one side, they will probably represent obstacles to overcome (for example, the control will
have to be able to compensate also for the J2 effect). On the other side, they may represent a
source of fuel-free implementation for the control (for example, as it as been done in [150], the
solar radiation pressure could be used in such a manner). Note that, in the last case, different
kind of propulsion tools can be used to achieve the same result, ranging from solar sails to ion
thrusters.
That said, to simplify the setting in which we are going to operate, the reference orbit (x˜0, v˜0)
is always considered to be circular. This constraint allows us to restrict our considerations solely
on the relative data of the satellites, without worrying about the position of the leader on its orbit.
Of course, this observation is relevant only when control (4.3) is applied discretely.
Thus, in light of the previous restrictions, to describe a formation’s dynamics we can introduce
the so called Hill’s reference frame, which, as shown in Figure 4.1, is nothing more than a rotating
frame which origin travels along the reference orbit with angular velocity equal to its mean
motion. The frame itself is defined by the unitary vectors
er =
rl
‖rl‖ , ec =
rl ∧ r˙l
‖rl ∧ r˙l‖ , eθ = −er ∧ ec, (4.12)
where rl denotes the vector radius of the reference point and r˙l its time derivative.
The equations of motion in this reference frame, which describe the relative motion of a
satellite (follower) with respect to another one (leader), are [151]
X ′′ − 2nY ′ − n2 (X + rl) = − µ
r3f
(X + rl) ,
Y ′′ + 2nX ′ − n2Y = − µ
r3f
Y,
Z ′′ = − µ
r3f
Z,
(4.13)
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K σ β ‖∆x0‖ (m) ‖∆v0‖ (m/s) θ (rad) φ (rad) a (km)
Baseline values 10−1 10−10 0.4 103 10−4 pi2
pi
2 42168
Intervals
[
10−10, 1
] [
10−10, 1
]
[0, 2] [50, 5000]
[
10−8, 102
]
[0, 2pi) [0, 2pi) [6778.14, 46378.14]
Table 4.1: Values for the simulation parameters (brackets denote the intervals of the parameter
values used for the simulations of Section 4.3). From left to right: control parameters (K, σ and
β), initial relative distance and velocity w.r.t. the leader, in plane and out of plane angles defining
the direction of the relative velocity vector, semi-major axis of the reference orbit.
where (X, Y, Z) denote the relative coordinates of the follower, n the mean motion of the leader,
µ the gravitational parameter while rl and rf indicate respectively the distance of the leader and
the follower from the central mass. Note that, considering our hypotheses on the setting, the
Hill’s frame seems to be a natural choice to describe the dynamics of a formation. However, it
is not the only possibility and may not be a good choice in case other hypotheses are added or
different tasks for the formation are planned.
4.3.2 Simulations design
The main goal of the simulations performed in this section is to understand how (and how well)
the extended CS control behaves under the effect of a central force field, in particular when
it is used to achieve and maintain a loose formation driven by a leader moving on a keplerian
circular orbit. To achieve this goal, the simulations have been limited to the dynamics of couples
leader-follower. This essentially means studying, in a flock under hierarchical leadership, the
dynamics of the satellites that communicate directly with the leader and that, consequently,
should offer the better performances.
Note that the extended CS control law has been designed as a stabilization law (i.e., to cancel
intervehicle velocities and accelerations). Therefore, one must be aware that, due to the process
of convergence (and the approximation previously described), there may exist variations in the
relative distances (from the initial position, between the satellites of the formation, . . . ). Part
of the purpose of the simulations lies in trying to understand how these variations respond to
different values of the parameters involved. Clearly, for a real space mission, these variations
may violate specific requirements, such as minimal/maximal intervehicle separation. To solve
this, the CS control law may be combined with other control strategies to meet the required
mission specifications.
To better evaluate the performances of the control, some additional constraints have been
imposed when performing the simulations. First of all, due to the considerable number of
parameters involved in the simulations, a baseline scenario has been selected for all them
(see Table 4.1). Depending on the purpose of the simulation performed (in particular when
running simple data propagations), some of the baseline values may have been modified. Where
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Figure 4.2: Time evolution of a coplanar triangular formation subject to a non-hierarchical
Cucker-Smale control. The reference orbit is depicted in red. (a) Output of the integration of
equations (4.4). (b) Output of the integration of equations (4.9).
appropriate, it will be remarked.
A second point comes from the time interval between two consecutive maneuvers. For the
set of experiments described in the next two subsections, this time interval has been set as 10−1
seconds (with n of equation (4.11) equal to 1), which corresponds to an idealized low-thrust
propulsion regime for the satellites of the formation. The regime is idealized in the sense that
no restriction on the thrust is imposed. While this choice may seem to be in contrast with
the observations done in the previous section, one must remember that the CS control has
been designed to operate in free space. Therefore this choice is the most natural, in terms of
performance understanding, since it allows the control to operate in a very favorable regime
(close to the continuous case), while at the same time permitting the evaluation of the impact of
a gravitational acceleration.
Finally, we arrive at the description of the simulations. In Section 4.3.2 we are going to
discuss a little bit about the geometry of the CS control by comparing our approach (based on the
presence of a leader) with the one presented in [92] and discussed in Section 4.2 (which relies
on the original work from Cucker and Smale). Instead, in Section 4.3.3 we will evaluate the
performance of the CS control with respect to a certain sets of parameters (CS control parameters,
initial relative distance, magnitude and orientation of the initial relative velocity, altitude of the
reference orbit). This analysis will be carried out by comparing the evolution of two metrics
(maximal deviation from the initial leader-follower relative distance and total thrust employed to
keep the formation) with respect to every parameter indicated previously.
4.3.3 Strategies comparison
This subsection aims to provide a comparison between the strategy presented in [92] and the
improvements previously discussed (see 3.2). In particular, we focus on how the CS control
(with and without leadership) influences the geometry of a formation.
In the previous section we have shown how to implement the CS control under the presence
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Figure 4.3: Time evolution of the same formation of Figure 4.2. The only difference is that the
reference is moved on the left side of the triangle. (a) The reference is not a leader. (b) The
reference is imposed as leader of the formation.
of an acceleration. However, a quick clarification must be done. If we look at equation (4.7)
it is obvious that working with the absolute equations of motion puts into play the effect of
the fictitious forces. This is made clear in Figure 4.2, where a triangular formation has been
selected alongside a reference orbit (indicated in red). Initial conditions have been chosen as
for the satellites to move in the plane defined by the reference orbit. The plots depict the time
evolution of the orbits of the satellites as seen in Hill’s frame (with respect to the reference).
The integration has been done both in an Earth-centered reference frame (left) and in the Hill’s
frame (right). As it can be seen, the presence of the fictitious forces causes the circularization of
the relative orbits of the satellites (with the relative circular orbits having a period close to the
reference’s one) which, however, technically achieve a flocking state (in the sense of relative
positions being constant and relative velocities being the same). More formally, we have that
rf = rl + δr, (4.14)
and therefore
d
dt
rf =
d
dt
(rl + δr) = vl +
(
d
dt
δr
)
r
+ Ω× δr, (4.15)
where in the last equation we have applied the Transport theorem (with
(
d
dt
)
r
denoting the rate
of change as observed in the Hill’s frame and Ω the angular velocity of the latter). If we consider
what said for equation (4.9), we have limt→∞ (vf − vl) = 0, and therefore(
d
dt
δr
)
r
= −Ω× δr, (4.16)
where δr remains constant and the limit notation has been dropped for commodity. A similar
computation for the accelerations proves our point. Of course, picking coordinates directly in
the rotating frame (where f (x0, v0) equals zero) gives the correct consensus behaviour (which
can be observed on the right of Figure 4.2).
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Figure 4.4: Example of formation (a) and corresponding time evolution of the control terms
(satellite on Z > 0) (b). Final integration time is 30 days.
A second point that must be clarified comes from the presence (or absence) of a leader.
In Figure 4.3 we plot the time evolution of the same formation depicted in Figure 4.2. Now
however, the reference orbit has been moved on one of the sides of the triangle formed by the
flock. On the left, one can observe what happens when the reference is not considered as a
leader and the agents communicate only between themselves. As could be expected, the flock
achieves a common velocity different from the one of the reference. Instead, if the reference is
considered as the leader of the formation (plot on the right) then the satellites achieve its velocity
and therefore follow it for the whole time interval. These plots, in combination with the ones in
Figure 4.2 (where the reference is not considered as leader, but it is conveniently placed at the
spatial barycenter of the formation) actually show that, while true that correct deployment of a
formation and choice of the reference path can substitute the presence of a leader, they actually
give a less flexible strategy since the chosen path cannot be customized (think, for example, at
the instants that follow deployment through a carrier, where the agents possess different initial
velocities).
We conclude this subsection by showing a more general example of a formation alongside
the associated behavior of the control terms. On the left side of Figure 4.4 the evolution of a
formation in a time span of 30 days (as seen in the Hill’s frame) is shown, where the red dots
denote the followers of the formation while the black one indicates the leader (the blue lines are
there to give a crystal-like aesthetic flavor to the formation). As it can be noted, when the control
can operate under favorable conditions, the satellites essentially behave as fixed points in the
Hill’s frame. Of course, as shown on the right side of the same figure, where the evolution in
time of the various components of the control is shown, this is not completely true. In fact, what
happens is that, as time goes by, the CS term of the control (in green) goes to zero as the relative
velocities are canceled, thus leaving as the only relevant term of the control the one determined
by the relative acceleration felt by the chosen follower (in red). Indeed, this is the only relevant
term for the control (blue curve) when it comes to keep the formation (while the CS term is still
present due to the sensitivity to the initial conditions of the problem, its contribution, thanks also
to the small time delay between maneuvers, is significantly smaller).
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4.3.4 Performance analysis
In this subsection we are going to analyze the performance of the modified CS control under the
effect of a central force field in terms of the relevant parameters for the chosen setting: the control
parameters (K, σ and β), the initial positions and velocities relative to the reference and the
radius (more in general, the semi-major axis) of the reference orbit. As already mentioned (see
equation (4.11) and Section 4.3.1) we will use an idealized low-thrust regime to better evaluate
the feasibility of the proposed strategy. To this end, some considerations should be done.
First of all, there is the matter of the gravitational acceleration. As already mentioned, we
analyze only the effectiveness of the control in the presence of a direct communication with
the leader. Therefore, to try and evaluate fully the impact of this acceleration, we will consider
three different leader-follower couples, all having in common the leader, the restrictions on the
control listed before and the values of the simulation parameters listed in Table 4.1. However,
the agents will be placed in different positions. The first one, displayed in dark blue in the plots,
will be placed along the relative Z axis. This allows to evaluate completely the effect of the out
of plane acceleration since, according to equations (4.13), it is actually independent from the
in-plane one, and therefore its impact can be studied separately. The other two will instead be
placed respectively on the relative X (red) and Y (dark green) axes. Do note that, while it is
not possible to completely unravel the entanglement that characterizes the in-plane motion, this
choice allows the evaluation of the difference in the control’s performance for the best placed
satellite and the worst one when their relative distances from the leader are the same. Of course,
according to the keplerian geometry, the latter will be the one placed on the X axis (where the
difference in acceleration is higher) and the former will be the one on the Y axis.
A second point comes from the radius of the leader’s orbit. The baseline quantity chosen for
this set of simulations corresponds to the geostationary ring around the Earth. Being a fairly high
orbit, the effect of the acceleration is weak enough as to limit some expected instabilities in the
control (like the ones corresponding to the parameters K and σ), both in the relative distances
and in the integral of the thrust.
Finally, let us discuss a moment about the purpose behind the selected metrics. We have seen
in the previous section that, by definition, the CS control takes some time to synchronize the
spacecraft velocities. Thus, given a certain initial position for a follower relative to the leader,
there may be some displacement from this initial state before the velocities synchronization, and
the first metric that we are considering aims to catch the maximal value of this displacement.
The thrust integral instead allows us to understand at a glance what are the most favourable
configurations for the formation. This is because, again as we have seen in the previous
subsection, after synchronization (which on average happens in a matter of seconds) the only
relevant term remaining in the control is given by the natural acceleration felt by the follower,
which in turn is determined by the leader’s radius and the leader-follower relative distance. Thus,
a lower value for the thrust integral indicates a more favourable set of conditions for the follower.
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Figure 4.5: Variation with respect to β of the maximal deviation from the initial leader-follower
distance (a) and total ∆v (b).
For the simulations presented in this subsection, the total integration time has been set to 30
days. To facilitate the reading of the results, a logarithmic scale has been applied to the y axis of
every plot. The results obtained, parameter by parameter, can be summarized as follows
• Control parameter β: in Figure 4.5 we have depicted the evolution of the two metrics
with respect to the value of β. As it can be seen, the evolution of both is similar, but there
are some notable differences. Let’s look at the maximal variation of the initial relative
distance first. The decaying character (present for all the satellites) for β ≤ 0.5 derives
from the fact that, being both σ2 << ‖x0−x1‖ << 1 (with the unit of length given by the
equatorial radius of the Earth), the smaller is the value of β, the smaller is the value of the
weights, which in turn slows down the convergence process. This decay is present also in
the fuel expenditure. However, since the convergence process for this configuration values
takes place in a matter of seconds, the CS term contribution in the modified control is very
small when compared to the relative acceleration one that, therefore, constitutes be the
major factor when determining the total fuel expenditure (thus, the seemingly flat plots).
For β > 0.5 instead, a gradual growing instability is observed in both metrics. This
happens because the initial maneuvers become increasingly large with a growing β and
stabilization happens only at great relative distances. At this point the weights are so small
that the method is no longer able to cancel the relative velocities, but only the relative
dynamics. Of course, if we approximate further the continuous case by lowering the delay
between maneuvers, this problem become less and less evident;
• Control parameters K and σ: in Figures 4.6 and 4.7 the evolution with respect to the
parameters K and σ is considered. The first thing to note is that no significant instability
is observed. This seems to be related to the weakness of the acceleration considered. In
fact, lowering the altitude of the reference orbit shows up a strict relation between the
two parameters. For small values of K and big values of σ (and therefore, overall small
gains) instabilities can be observed in both plots. However, these are related to two other
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Figure 4.6: Variation with respect to K of the maximal deviation from the initial leader-follower
distance (a) and total ∆v (b).
Figure 4.7: Variation with respect to σ of the maximal deviation from the initial leader-follower
distance (a) and total ∆v (b).
factors. First of all, relative distances must be small with respect to the value of σ, so the
latter can define the denominator in the weights. Second, if the altitude is quite high (the
geostationary ring is an example), these instabilities tend to not appear, since we are very
close to a free space environment and the baseline value of β puts us in an unconditional
convergence regime;
• Initial relative distance (norm) ‖∆x0‖: the dependence of the two metrics from the
initial relative distance is essentially linear for all the couples (Figure 4.8). This is easily
explainable by looking at the equations (4.13). In fact, with a very high orbit, the variation
of the relative acceleration tends to become linear with the relative distance (for all the
three axis);
• Leader’s semimajor axis (radius) a: a reasoning similar to the previous one can be
applied for the variation of the metric with respect to the radius of the reference orbit
(Figure 4.9), where the decay is actually cubic in shape. Note, however, that for very high
orbits the shape for the satellites placed on the tangential direction tends to become flat
due to the closeness of the follower and leader orbits;
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Figure 4.8: Variation with respect to initial relative distance ∆x0 of the maximal deviation from
the initial leader-follower distance (a) and total ∆v (b).
Figure 4.9: Variation with respect to radius of the leader’s orbit of the maximal deviation from
the initial leader-follower distance (a) and total ∆v (b).
• Initial relative velocity (norm) ‖∆v0‖: in Figure 4.10 we plot the variation of the
metrics with respect to the initial magnitude of the relative velocities for three different
sets of angles. The zero value for the angles is assigned to the positive X (θ) and Z (φ)
semiaxes, with the increment for the first going counterclockwise and for the second going
clockwise instead. The selected values for the plots ((θ, φ) ∈ {(0, pi
2
)
,
(
pi
2
, pi
2
)
, (0, 0)
}
)
corresponds to the directions for increasing relative acceleration along the three axis.
As could be expected, for every set of angles, the satellite that suffers more (in terms
of variation from the initial distance) the increase in the initial relative velocity is the
one placed on the axis corresponding to the direction of this variation. Still, despite the
logarithmic scale, the difference with the other two is quite low and tend to reduce further
as the magnitude of the initial relative velocity increases. It is interesting to note that the
thrust integral variation is almost independent from the direction of the initial relative
velocity. Again, this is due to the fast convergence of the control and the discretization
adopted which assign a greater role to the relative dynamics for this kind of computation.
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Figure 4.10: Variation with respect to the Euclidean norm of the initial follower velocity for
the maximal deviation from the initial leader-follower distance (left) and total ∆v (right). The
values of (θ, φ) are:
(
0, pi
2
)
(a),
(
pi
2
, pi
2
)
(b) and (0, 0) (c).
4.4 The planar bicircular problem
4.4.1 Introduction
In the previous sections we have first established how the Cucker-Smale dynamical model can be
translated into a formation control, and then we have outlined its strengths and shortcomings by
evaluating its performance for uncoupled pairs leader-follower orbiting around a central mass.
As we have seen, the efficacy of the method strongly depends on the magnitude of the
leader-follower relative vector field, which in the previous context is expressed mainly through
the leader’s semi-major axis and the leader-follower relative distance.
Thus, in this section we want to evaluate the performance of the Cucker-Smale control when
the magnitude of the relative vector field is low enough to not alter significantly the performance
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of the control (particularly in terms of ∆V ). To this end, we employ this control as part of
a larger mission scenario, where, in light of the associated objectives and some methodology
restrictions, “low magnitude” corresponds roughly to anything below 10−4 m/s2.
The scenario previously mentioned, along with the associated absolute equations of motion,
is described in Section 4.4.2. This description is then expanded in Section 4.4.3, where the
leader-follower relative motion for the scenario at hand is described through a generalization of
the equations (4.13). Instead, in Section 4.4.4 we describe how the objectives of the scenario are
reached, focusing mainly on an useful application of the Cucker-Smale control. The efficacy
of the latter is subsequently evaluated in Section 4.4.5 through the use of metrics similar to
those employed in the previous section. Finally, in Section 4.4.6 we present our conclusions and
outline some future research directions associated with the scenario presented in this section.
4.4.2 Mission design and dynamical model
The scenario that we are considering in this section is that of periodical visits of the saddle point
of the Earth-Moon-Sun system from a formation of spacecraft. Here the saddle point is defined
as the zero of an appropriate inertial vector field describing the motion of a massless particle
under the gravitational influences of Earth, Moon and Sun. The interest in this scenario builds
upon some of the scientific objectives of the LISA Pathfinder extended mission, in particular the
experimental test of Modified Newtonian Dynamics, which requires a gravitational acceleration
below 10−10 m/s2 [152], thus making the SP an ideal location for this or a similar mission. In
light of the results of the previous section, it is clear how the CS control can be employed in this
to facilitate interferometric activities from the part of a formation.
To clarify the scenario above, let us first describe what is the model of reference and what is
the dynamics of our target within this model. Since we are considering as primaries the Earth,
Sun and Moon, we are actually working with a four body problem. The simplest model to
describe this problem is given by the so called bicircular model, where the Earth and Moon
are revolving in circular orbits around their center of mass, which in turn is moving along its
own circular trajectory around the the Sun-Earth-Moon barycenter (as does the Sun itself). We
remark that this model is not coherent, in the sense that the positions of Sun, Earth and Moon
as computed below, do not satisfy Newton’s equations [153]. Yet, due to its simplicity, it is
functional for our goal, while still providing a good approximation of the dynamics. A further
simplification comes from limiting ourselves to consider the planar case of this model (in the
sense that the three main masses move on the same plane).
As we have said, the tree primaries move in circular orbits around specific points. In particular,
under a standard normalization of the units of mass, let µ denote the mass of the Moon, 1− µ
the mass of the Earth and mS the mass of the Sun. Furthermore, let us also normalize the unit of
distance in such a way that the Earth-Moon distance is exactly 1. If we denote with (X, Y, Z)
the coordinates of a point with respect to the Earth-Moon barycenter B, then the motions of the
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primaries are described by the equations
XE = µ cos t, XM = (µ− 1) cos t, XS = aS cos (nSt) ,
YE = µ sin t, YM = (µ− 1) sin t, YS = aS sin (nSt) ,
(4.17)
where aS and nS denote respectively the distance between B and the Sun, and the mean motion
of the latter around the system barycenter (with a3Sn
2
S = 1). Of course, since we assumed the
problem to be planar, it results (ZE, ZM , ZS) = (0, 0, 0). An extension taking into account
aspects like the Moon’s displacement with respect to the ecliptic is given in [154].
Due to the motion of the barycenter B, the coordinates (X, Y, Z) do not refer to an inertial
frame. Yet, if we denote with (Xi, Yi, Zi) the coordinates referring to such a system (centered in
the Sun-Earth-Moon barycenter), then the two sets are related by the equations
Xi = X − mS
1 +mS
aS cos (nSt)
Yi = Y − mS
1 +mS
aS sin (nSt)
Zi = Z,
(4.18)
which imply the dynamical relationship
X¨i = X¨ − mS
a2S
cos (nSt)
Y¨i = Y¨ − mS
a2S
sin (nSt)
Z¨i = Z¨.
(4.19)
Note that in the previous equations we have implicitly used the equality
mSaSn
2
S
1 +mS
=
mS
a2S
. (4.20)
To conclude the model’s description, it remains only to state the standard equations of motion of
a particle moving in the gravitational fields generated by multiple primaries. If we denote with(
X¯?, Y¯?, Z¯?
)
the coordinates of the primaries in the inertial frame, the spacecraft’s motion in the
latter is governed by the equations
X¨i = −
(
Xi − X¯E
)
(1− µ)
r3PE
−
(
Xi − X¯M
)
µ
r3PM
−
(
Xi − X¯S
)
mS
r3PS
Y¨i = −
(
Yi − Y¯E
)
(1− µ)
r3PE
−
(
Yi − Y¯M
)
µ
r3PM
−
(
Yi − Y¯S
)
mS
r3PS
Z¨i = −Zi (1− µ)
r3PE
− Ziµ
r3PM
− ZimS
r3PS
,
(4.21)
where the denominators denote the distances of the particle from the the three primaries. In what
follows we will limit ourselves to study the movement of a particle coplanar with the three main
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masses (see Figure 4.11 for a visual representation of the problem’s geometry). Thus, the last
equation can be safely ignored. Finally, in the numerical implementation of the equations above,
the following basic values have been used [155]
µ = 0.012150298, mS = 328900.12, nS = 0.07480132816. (4.22)
All the other values can be derived by exploiting the relations introduced before.
Besides the equations of motion presented above, in what follows we need also the first order
variational equations associated to (4.21), since we make extensive use of shooting methods and
root finding algorithms. These define the differential system
A˙ = DF · A, (4.23)
where
A : R→ L (R4,R4)
t→ A (t)
(4.24)
and A (0) = I4. Do note that above we have implicitly exploited the fact that we are working
with a planar problem, and thus we can uncouple the planar and vertical modes of the particle.
As a consequence, the Jacobian matrix DF can be also reduced to
DF =

0 0 1 0
0 0 0 1
g11 g12 0 0
g21 g22 0 0

, (4.25)
where, noting that g12 = g21, the components gij equal
g11 = −(1− µ)
r3PE
− µ
r3PM
− mS
r3PS
+
3
(
Xi − X¯E
)2
(1− µ)
r5PE
+
3
(
Xi − X¯M
)2
µ
r5PM
+
3
(
Xi − X¯S
)2
mS
r5PS
,
g12 =
3
(
Xi − X¯E
) (
Yi − Y¯E
)
(1− µ)
r5PE
+
3
(
Xi − X¯M
) (
Yi − Y¯M
)
µ
r5PM
+
3
(
Xi − X¯S
) (
Yi − Y¯S
)
mS
r5PS
,
g22 = −(1− µ)
r3PE
− µ
r3PM
− mS
r3PS
+
3
(
Yi − Y¯E
)2
(1− µ)
r5PE
+
3
(
Yi − Y¯M
)2
µ
r5PM
+
3
(
Yi − Y¯S
)2
mS
r5PS
.
(4.26)
With the reference equations laid down, we can define our target within the model they describe.
In particular the saddle point of the Earth-Moon-Sun system is defined as the point where the
gravitational contributions of the primaries cancel each other. Thus, it can be easily located
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Figure 4.11: Geometry of the planar bicircular problem and leader’s relative motion. The
unitary vector rˆ points along the radial direction of particle P (with respect to the Earth-Moon
barycenter), while tˆ remains perpendicular to rˆ.
numerically (for example via a Newton method) as a zero of the equations (4.21), and its (partial)
trajectory can be found in Figure 4.12, given in dark green in the plot on the left. One can notice
that, albeit circular in shape, its trajectory is quite bumped. This is actually due to the sharp
influence of the Moon, as it can be seen in the plot on the right where the saddle point distance
from the Earth is plotted against time.
4.4.3 Equations of relative motion
Similarly to what done in the case of an Earth orbiting formation, it is convenient to introduce
relative equations of motion to perform part of the necessary computations and, eventually,
search for invariant structures useful to improve on the strategy adopted.
In light of the fact that we want both a precise estimate of the fuel consumed in our strategy
and flexible equations that may be adapted in the future to different reference orbits, we consider
the most general formulation for the relative equations of motion. It can be shown (see for
example [156]) that they can be reduced to more recent approximate formulations, like the
Hill-Clohessy-Wiltshire for circular reference orbits [157, 158], linearization of the equations
used in the previous section, or the de Vries/Tschauner-Hempel for elliptical ones [159, 160].
In particular, if we consider the orbit drawn by the formation’s leader in the non-inertial
frame centered in the Earth-Moon barycenter, we can define a rotating reference frame with
origin corresponding to the leader’s position and instantaneously described by the unitary vectors
rˆ =
r
r
, tˆ = nˆ ∧ rˆ, nˆ = r ∧ r˙‖r ∧ r˙‖ , (4.27)
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where the versors
(
rˆ, tˆ, nˆ
)
indicate respectively the radial, transversal and normal direction, r
and r˙ denote the leader’s position and velocity in the Earth-Moon frame, and finally a variable is
not bolded when its Euclidean norm is considered. Do note that, since the reference orbit is no
longer necessarily circular, the transversal direction may not be the one indicated by r˙.
Since the frame defined before is rotating not necessarily in an uniform manner, we need
expressions for both the angular velocity and acceleration, which, if h denotes the leader’s
angular momentum, read respectively as
ω =
r
h
(r¨ · nˆ) rˆ + r˙ · tˆ
r
nˆ (4.28)
and
ω˙ =
r
h
[
r˙
r
(r · nˆ)− 2 r
h
(
r¨ · tˆ) (r¨ · nˆ) + (...r · nˆ)] rˆ + 1
r
[(
r¨ · tˆ)− 2‖r˙‖
r
(
r˙ · tˆ)] nˆ. (4.29)
With the previous expressions in tow, we can derive the last term relevant for a description of the
dynamics in our non-inertial frame, that is the centripetal acceleration. If we denote with ρ the
vector difference ∆r = r1 − r as seen in the rotating frame, where r1 indicates the follower’s
vector distance from the Earth-Moon barycenter, then we can write the previous acceleration as
ω × (ω × ρ) =
[(
r˙ · tˆ) (nˆ · ρ)
h
+
( r
h
)2
(r¨ · nˆ) (rˆ · ρ)
]
(r¨ · nˆ) rˆ
+
[(
r˙ · tˆ) (nˆ · ρ)
r2
+
(r¨ · nˆ) (rˆ · ρ)
h
] (
r˙ · tˆ) nˆ− [( r˙ · tˆ
r
)2
+
( r
h
)2
(r¨ · nˆ)2
]
ρ.
(4.30)
As well known, the follower’s acceleration r¨1 can be expressed in a rotating frame as
r¨1 = r¨ + ρ¨+ 2ω × ρ˙+ ω˙ × ρ+ ω × (ω × ρ) , (4.31)
where, following the notation in [156], we use the expedient of denoting the derivatives of the
relative position with two different symbols depending on the frame in which they are taken.
Thus, since we have imposed ∆r as ρ in the rotating frame, in the previous equation (and in the
rest of the subsection) we have ∆r˙ 6= ρ˙ and ∆r¨ 6= ρ¨, since the derivatives on the left hand sides
are taken in the frame of the Earth-Moon barycenter, while those on the right hand sides are
taken in the leader-centered rotating frame.
If we now substitute equations (4.28), (4.29) and (4.30) in (4.31), we obtain the expression
∆r¨ = ρ¨− (A+B)ρ+D (rˆ × ρ) + E (nˆ× ρ) + L (nˆ× ρ˙) +M (rˆ × ρ˙)
+ [C (nˆ · ρ) +B (rˆ · ρ)] rˆ + [A (nˆ · ρ) + C (rˆ · ρ)] ,
(4.32)
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where the capital letters stand for the scalar coefficients
A =
(
r˙ · tˆ)2
r2
, B =
( r
h
)2
(r¨ · nˆ)2 , C =
(
r˙ · tˆ) (r¨ · nˆ)
h
,
D =
[
r˙ · rˆ
h
− 2
( r
h
)2 (
r˙ · tˆ)] (r¨ · nˆ) + r
h
[
nˆT (∇r¨) r˙] ,
E = − 2
r2
(r˙ · rˆ) (r˙ · tˆ)+ r¨ · tˆ
r
, L =
2
r
(
r˙ · tˆ) , M = 2 r
h
(r¨ · nˆ) .
(4.33)
If we indicate with ∆N and ∆P the differential gravitational acceleration and perturbation
experienced by the follower with respect to the leader, then we can write the relative equations
of motion as
∆r¨ = r¨1 − r¨ = ∆N + ∆P. (4.34)
Of course, in our case one can derive the difference ∆N (∆P is not present) from equation
(4.21) by evaluating it for the leader and the follower, and then taking the difference.
If we now denote with (x, y, z) the coordinates of the follower in the rotating frame, we
obtain
ρ = xrˆ + ytˆ+ znˆ
ρ˙ = x˙rˆ + y˙tˆ+ z˙nˆ
ρ¨ = x¨rˆ + y¨tˆ+ z¨nˆ,
(4.35)
and therefore the expressions
rˆ × ρ = ynˆ− ztˆ
rˆ × ρ˙ = y˙nˆ− z˙tˆ
nˆ× ρ = xtˆ− yrˆ
nˆ× ρ˙ = x˙tˆ− y˙rˆ.
(4.36)
Finally, by first substituting the previous terms in (4.32) and then the latter in (4.34), we obtain
the relative equations of motion in the rotating frame, which read componentwise as
x¨ = Ax+ Ey − Cz + Ly˙ + (∆N)x + (∆P)x + Tx
y¨ = −Ex+ (A+B)y +Dz − Lx˙+Mz˙ + (∆N)y + (∆P)y + Ty
z¨ = −Cx−Dy +Bz −My˙ + (∆N)z + (∆P)z + Tz.
(4.37)
Do note that in the equations above the additional term T accounts for any control thrust that
one may want to apply to the follower.
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Figure 4.12: Mission scenario considered within the bicircular model (a). The orbits are drawn
in the Earth-Moon barycenter frame and they are: the leader’s one (red), the saddle point’s one
(green), Earth (blue) and the Moon (purple). The latter’s sharp effect on the SP trajectory is
visible in the time evolution of its distance from the Earth (b). Finally, the SP trajectory is drawn
in a Sun-synchronous rotating frame centered in the Sun-Earth-Moon barycenter (c).
4.4.4 Spacecraft orbits and control application
As we have said before, our objective is to periodically visit the Earth-Moon-Sun saddle point
and, in a neighborhood of this point, apply the Cucker-Smale control in order to keep a rigid
formation. This is achieved by exploiting eccentric elliptic orbits having Earth as one of the
foci and with apogee located exactly at the saddle point. Suitable maneuvers are performed at
the corresponding perigees in order to meet again the saddle point at a subsequent time. It is
important to note that the one employed is only a baseline strategy aimed to show the potential
and low cost of the Cucker-Smale control (thus, the encounter with the saddle point after every
revolution). Later on we will discuss future research directions aimed to better flesh out the
overall approach.
For what concerns exclusively the design of the spacecraft orbits in the Earth-Moon barycenter
frame, the overall strategy can be summarized as follows
• We consider as initial position for the leader the Sun-Earth-Moon saddle point location at a
certain epoch (t = 0 in the plots), and we take its velocity in order to achieve an elliptical,
bounded orbit. For the plots at hand, we have derived this velocity from the vis-viva
equation, starting with osculating semi-major axis a ≈ 0.685 (in normalized units).
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• We determine the perigee corresponding to the previous orbit as the intersection between
the latter and the line joining the leader’s initial position and the origin of the non-rotating,
non-inertial frame, subsequently propagating the spacecraft’s orbits until the leader reaches
this point.
• If we denote with T the period of the leader’s osculating orbit and tp its arrival at perigee,
then we compute via a shooting method the maneuver bringing the leader to encounter the
saddle point at time tp + T2 (of course, starting from its conditions at tp).
• In parallel, at time tp we compute the maneuvers bringing each follower into achieving a
specified relative position at a given time t1. The latter corresponds to the instant in which
the magnitude of the inertial vector field associated with the leader goes below a threshold
selected a priori. Let t2 denote the instant where this threshold is passed again.
• Finally, the spacecraft’s orbits are propagated from tp after the previous maneuvers are
performed. At t1 the followers start applying the Cucker-Smale strategy, and they interrupt
it at t2. Furthermore, at tp + T2 the new perigee is computed and the procedure is repeated
starting from the second step.
As for the aspects pertaining to the Cucker-Smale control, we have already determined, for
every encounter with the SP, the initial and final time of application. In light of the results
obtained in the previous section, we can safely apply it in its discrete form, since the relative
vector field remains weak thanks to the choices that we made when designing the leader’s orbit.
Similarly to the analysis already performed, we consider only a single couple leader-follower
for the simulations of this section, since this allows us to extrapolate a basic level of efficiency
for the control when applied in a favourable situation. Of course, given how we have designed
our orbits, small variations in the performance of the control follow from considering different
relative positions at the times t1 (here we consider only the transversal direction, with a baseline
distance of 100 meters).
For the same reason, instead of using the Cucker-Smale design for the control gains, we limit
ourselves to consider constant ones. This choice is motivated by the fact that the variations in
the relative distance born while the algorithm converges are minimal and that determining the
optimal regime for the control becomes much easier with only one parameter to define. However,
with a slight abuse of nomenclature, we refer to this new control again as Cucker-Smale control.
In conclusion, we want to remark that the previous observations imply the possibility of
employing formations like the one used in Figure 4.4, that is formations where every follower
communicates directly with the leader. As we are going to point out in the conclusions, in the
future we will consider more layered formations.
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4.4.5 Numerical results
In the context of an Earth-bound circular reference orbit we have seen that the major factor
that affect the cost of the (hierarchical) Cucker-Smale method is given by the magnitude of the
leader-follower relative vector field. In turn this express itself in the dependencies of the total
cost from the leader-follower relative distance and the leader’s orbit semi major axis (see Figure
4.8 and 4.9 respectively).
In the case of the bicircular problem instead, the magnitude above is set a priori, in the sense
that, as already said before, we enter in a Cucker-Smale application regime when the inertial
vector field experienced by the leader of the formation is below a certain threshold. Analogously,
we exit from this regime when the same threshold is surpassed again. Of course, this is possible
because our orbits have as apogee the saddle point, that is a point where the inertial vector field
vanishes.
Together with the relative distance that we impose the follower to recover, this allows us to
determine almost completely the cost of the Cucker-Smale application. We will see later that the
latter is also a matter of the number of maneuvers and gains that we use during the Cucker-Smale
phase. Yet, if we fix the number of maneuvers and scale the gains accordingly, it is possible to
describe the cost of the Cucker-Smale method when in an optimal regime.
In Figure 4.13, we plot on the left the total ∆v expended to apply the CS method over 18
encounters with the SP with respect to the magnitude of the leader’s vector field and the relative
distance leader-follower, with the former ranging from 10−9 to 10−7 m/s2 and the latter going
from 10 meters to 1 kilometer. As it can be seen, the plot is quite uniform in the threshold
direction, with only the relative distance causing a linear increase in the expenditure (see relative
equations). Of course, this depends on the fact that we are very close to the SP and the application
interval is very small (see plot in the middle), thus the cubic terms at the denominators impose
very small acceleration coefficients.
Do note that, for what concerns the evolution of the application interval amplitude with
respect to the entrance threshold, the value of this interval is not constant in a single threshold,
and this seems to be due to the dynamics of the problem (with minimum and maximum appearing
always at the same encounter). However, it is not completely clear what is the source of this
behaviour.
Finally, on the right of Figure 4.13 we plot the time evolution, in the CS application intervals,
of relative velocity and position for an entrance threshold of 10−7 m/s2 and a relative distance
of 1 km, that is the worst possible situation within the ranges considered. On one side, we can
see the quick recovery of a null relative velocity, which in turn leads to a variation in the relative
distance (with respect to the one imposed at entrance) which is well below the meter.
Similar plots have been done for the interval [10−6, 10−4]m/s2 in order to evaluate a scenario
with a more useful time span for exploiting the benefits of a rigid formation. Of course, in this
case also the magnitude of the threshold selected for the vector field plays a role, and this can be
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Figure 4.13: Metrics values for the CS starting threshold interval [10−9, 10−7] m/s2: total ∆v
expended for the CS method as a function of the leader’s vector field magnitude and the follower
relative distance (expressed over a 100×100 uniformly spaced grid) (a), corresponding evolution
of the CS application interval amplitude with respect to the threshold value (b) and example of
time evolution of the relative velocity and distance norms in the CS application areas (threshold
10−7 m/s2, relative distance 1 km) (c).
observed in the heat map at the right side of Figure 4.14.
In fact, the main difference with the the interval [10−9, 10−7] m/s2 lies in the fact that, for
high relative distances, we can observe that on the rightmost part of the heat map the cost of
application of the CS control starts to become significant (albeit still viable). This is related to
the fact that, with the values of the gain and number of maneuvers selected, the control manages
to adjust the relative velocity of the follower only up to a certain degree. In turn, this causes the
spacecraft to arrive to the new starting point for the CS application with a velocity greater in
magnitude, and this process is exacerbated further the more encounters one does with the SP.
Consequently, the expended ∆v gets higher due to the higher entry velocity, and furthermore it
becomes increasingly more difficult to asymptotically recover a zero relative velocity and thus
fix a relative distance (rightmost plot in Figure 4.14).
We remark that, in the plots above the value of the gain employed for the follower varies
according to a law of the form 106/x or 103/x, where x varies from 1 to 100, with 1 corresponding
to the minimum threshold (respectively 10−9 and 10−6) and 100 to the maximum (10−7 and
10−4). This scaling is actually necessary, since for every value of the threshold magnitude
(and thus every value of the ∆t determined by the discretization process (4.11)) there is only a
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Figure 4.14: Metrics values for the CS starting threshold interval [10−6, 10−4] m/s2: total ∆v
expended for the CS method as a function of the leader’s vector field magnitude and the follower
relative distance (expressed over a 100×100 uniformly spaced grid) (a), corresponding evolution
of the CS application interval amplitude with respect to the threshold value (b) and example of
time evolution of the relative velocity and distance norms in the CS application areas (threshold
10−4 m/s2, relative distance 1 km) (c).
bounded set of gains that will actually bring the two spacecraft to consensus.
As an example, in Figure 4.15 (a), we consider an entrance threshold of 10−4 m/s2 and an
entrance relative distance of 100 meters, and we plot the value of the total ∆v expended as a
function of the number of maneuvers and the gain employed for the follower. The actual range
for the latter goes up to 103, but only a small amount of gains actually bring leader and follower
to consensus. In fact, the points not plotted cause problems to the procedure that can be classified
in one of two ways. Either the value of the gain is too high, thus leading to a cumulative increase
of the norm of the relative velocity and therefore a similar variation for the relative distance (see
plot (b) where these two values are plotted in the areas of application of the CS method), or it is
too low, thus causing the same phenomena but in a manner similar to Figure 4.14 (c).
4.4.6 Expansion of the overall strategy
The previous results show that the performance of the Cucker-Smale control (with constant gains)
employed in this Section is quite remarkable, although one has to be smart in the ways he applies
it. Of course, in light of what discussed in Section 4.4.4, the same conclusion can be drawn for
the more general Cucker-Smale control that we have employed in the rest of the chapter (albeit
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Figure 4.15: Value of the total ∆v expended for the CS application with a threshold of 10−4
m/s2 and a relative distance of 100 m, taken as a function of the number of maneuvers and the
value of the gain (a). Time evolution of the follower’s relative velocity and position for K = 51
(b) and K = 1 (c).
the specific numbers may vary slightly). Furthermore, among the places of application one can
naturally find equilibrium points of different systems, which are natural locations for employing
formations to achieve different scientific objectives.
As for the strategy that we have used in the bicircular problem, it has been designed to show
the potential of the CS control, but in its current state needs some improvement. In order to
better understand where we can make it better, the computations and observations provided in
this subsection have been done by approximating the bicircular model with a Kepler problem
(Earth as focus). In this way all the calculations under scrutiny can be done analytically, and
some preliminary estimates and observations can be provided.
The main aspect in need of improvement is the total cost of the maneuvers done around
the perigees by the leader and follower both, which is greater than 103 m/s. This is mainly a
consequence of keeping a relatively low perigee for the orbits considered. In fact, let us suppose
of having fixed the distances of both apogee and perigee for our leader’s orbits (we’ll see in a
moment about the validity of this choice, particularly for the apogee). If we evaluate the total
cost of the maneuvers done around the perigee for this reference orbit, we can see (left of Figure
4.16) that this cost decreases dramatically with the increase of the perigee altitude.
In the previous plot the apogee distance is fixed at 258850 km, while the apses lines of the
various orbits are rotated with respect to one another by an angle η = 2pi
365
T , where T denotes the
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Figure 4.16: Total ∆V expended by a spacecraft to sequentially switch among 18 mutually
inclined orbits within a Kepler problem as a function of the orbits perigee. The orbits apogees
are all located at a 258850 km altitude and their apses lines are inclined with an angle η = 2pi
365
T ,
where T denotes the period of the orbits (a). Said apogees (for a 250000 km perigee altitude)
time evolution superimposed on the Earth-saddle point distance within the bicircular model (red
dots). Dots in blue represent a similar sequence of apogees, but with three of them having a
different altitude (by the definition of η, the subsequent are slightly shifted in time) (b).
period of the orbits. The latter is of course always the same, since apogee and perigee distances
are kept fixed. Furthermore, for this same reason, our procedure (and therefore the associated
results) remains independent of the phase of the initial orbit.
As shown on the right of Figure 4.16, where, on top of the time evolution of the Earth-saddle
point distance, we plot in red the apogees corresponding to a 250000 km perigee altitude, the
previous observation allows us to shift the initial phase in order to maximize the number of
encounters with the saddle point (as long as the apogee distance is correctly chosen). Of course,
regardless of the shift applied, some of the apogees will end up in the “valleys” caused by the
Moon’s passage. This appears not to be a problem, since in these instances one can simply vary
the apogee distance, as done for example with the blue dots of Figure 4.16 (which represent
a corrected version of the red ones). As long as the perigee distance remains high enough the
variation in the ∆V remains minimal (although this observation requires further analysis in order
to be properly quantified).
We also observe that the previous strategy covers the needed cost reduction only for the
leader’s orbit (although is has to be integrated within the complete bicircular model). However,
for a single follower at close distance and with similar apogee and perigee altitudes, we have
seen in the previous section that the relative dynamics becomes quite mild. Thus, while this has
not yet been verified, we expect that it is possible to continue employing the shooting strategy
associated to the Cucker-Smale control and achieve a ∆V similar to the one in Figure 4.16.
Do note however that it is by applying this control at every encounter with the saddle point
that we are able to achieve “small” relative distances for the shooting phase. Thus, depending on
mission requirements, it may be worth to better explore the dynamics of the relative motion in
such a way to cover for the eventual lack of the CS control and/or to facilitate the insertion of
additional spacecraft within the formation (while the orbits are elliptical, and thus the relative
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motion is naturally bounded, the amplitudes of the relative orbits are of the order of tens or
hundreds of kilometers).
4.5 Conclusion
In the present chapter we have expanded on the study of a novel translational control built to
allow a formation of autonomous agents to achieve and maintain a structure characterized by
zero relative velocities, and therefore asymptotically fixed relative distances.
In order to evaluate the efficacy of the control and the dynamical aspects affecting it, we
have first employed the algorithm in the presence of a central force field determined by the
gravitational pull of a primary (Earth for the simulations considered here). Putting aside the
effect of the control parameters, which follows the behaviour outlined by the theorems of Chapter
2, by studying the relative motion of different couples leader-follower, we have shown that
the applicability and the cost of the proposed control depend strongly on the magnitude of the
spacecraft differential field. In our case, this is determined mainly by the semi-major axis of
the leader’s orbit and the distance leader-follower, which in turn affect the relative acceleration
between the spacecraft that the control is designed to cancel and replace with appropriate terms.
In light of these conclusions, we have designed a more favourable instance for the application
of our control. In particular, starting from the scientific objectives of the LISA Pathfinder mission,
we have considered the scenario of a spacecraft formation visiting periodically the saddle point
of the Earth-Moon-Sun system, with the spacecraft travelling along Earth-bound elliptical orbits.
The control defined has been then employed to maintain a rigid configuration for the formation
in a neighborhood of the saddle point, where the differential field is naturally low in magnitude
thanks to the gravitational contributions balancing out. Thus, we have managed to evaluate the
dependence on the inherent parameters of the control, that is number of maneuvers done in the
application interval and gains employed, showing how the control designed offers a reliable a
cheap strategy to maintain a spacecraft formation in a rigid configuration.
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Chapter 5
On attitude synchronization for
formation flying
5.1 Introduction
In the present chapter we consider the problem of attitude synchronization for a group of
autonomous or semi-autonomous agents. This means that we want them to asymptotically
achieve the same attitude and the same spin rate, and eventually maintain this synchronized state
indefinitely. While the underlying theory is valid for every kind of synchronizing formation, the
assumptions made in this chapter strictly refer to the limitations encountered when performing
these operations with spacecraft.
That said, two are the main goals of this chapter. On one side, we aim to complete the analysis
of the factors that affect the performance of the consensus strategies considered in this thesis. In
Chapter 4 we have seen how, in a translational, orbital context, the geometry and magnitude of
the vector field under which a formation is operating characterize a consensus control up to the
point of practical inapplicability. As we are going to see, for several reasons these factors are not
a problem in a rotational context. Therefore, we can focus on understanding the dependence of
the controlled dynamics from the parameters inherent in a formation: dimension, initial relative
conditions and communication graph structure.
On the other side, since we are no longer burdened by a heavily characterizing vector field,
we consider again the adaptive design of Cucker and Smale introduced in Chapter 3 and we
transpose it to the attitude synchronization context in order to evaluate its effectiveness over
existing control laws, and thus its suitability as an adaptive synchronization control. Of course,
this approach is motivated by the will of investigating if elements of the consensus dynamics can
be exploited in the control design to improve on the consensus process.
After laying down some necessary theoretical notions at the beginning of Section 5.2, in
the same section we present a baseline control law, flexible enough to accommodate for all the
features that we want, and we modify it in an adaptive sense following the same idea of Cucker
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and Smale. Furthermore, we derive analytical sufficient conditions over the graph structure and
the control gains in order for the spacecraft to achieve attitude synchronization under the effect
of these control laws.
In Section 5.3 we first extend numerically the previous discussion in order to outline aspects
that are not treated in depth in this thesis or that lack a complete analytical support. Then, in
order to compare the controls previously introduced, we present a numerical and statistical
approach aimed to quantify the dependencies outlined in the second paragraph. Furthermore, we
show how the numerical complexity of this approach can be cut down significantly by exploiting
a hierarchical communication graph, and how the latter provides at the same time analytical
informations on the convergence speed of consensus algorithms. Finally, we employ the previous
tools to study the dynamics of a formation synchronizing in free space under the direction of a
three-axis stabilized leader.
The previous analysis is extended in Section 5.4, where the leader’s attitude is now changing
with time. First we consider the case of a spin stabilized leader, which is therefore rotating with
a constant angular velocity, where we obtain results similar to those presented in the previous
Section. Secondly, we consider formations trying to synchronize with a leader subject to a
non-vanishing acceleration. In particular, the latter is considered travelling along an elliptical
keplerian orbit and rotating with the corresponding angular rate, so that we are effectively
simulating the synchronization of an interferometric array orbiting around a primary.
Finally, in Section 5.5 we summarize the results shown in this Chapter and present our
conclusions.
5.2 Attitude dynamics and control
5.2.1 Formalism and dynamics
In this subsection we introduce some minimal concepts and notations regarding attitude dynamics
to be used in the rest of the chapter. In order to present this concepts in an geometrically
understandable way, we omit the algebraic considerations needed to wrap up everything in a
formal fashion. For the interested reader, a classical review of the formalism can be found in any
book of spacecraft control theory (like [161]) and it can be extended with some of its applications
in the context of orbital dynamics [162].
According to Euler’s rotation theorem, any rotation or sequence of rotations of a rigid body
(equivalently, a reference frame) about a fixed point is equivalent to a single rotation by a given
angle θ about a fixed axis running through this point (commonly known as Euler axis), which
we suppose individuated by a certain versor uˆ. A simple way to work with this axis-angle
representation is to encode it within an unitary quaternion, that is a versor of four components
that we can use to apply the corresponding rotation to any vector in R3 and thus to the point of
the rigid body that this vector individuates.
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If we denote with (i, j,k) the basis for our fixed frame, then we can write our versor uˆ in
components as
uˆ = (ux, uy, uz) = uxi + uyj + kuk. (5.1)
This allows us, through an extension of the Euler’s formula, to define the quaternion associated
to the (θ, uˆ) rotation as
q = e
θ
2
(uxi+uyj+kuk) = cos
θ
2
+ (uxi + uyj + kuk) sin
θ
2
, (5.2)
or equivalently by denoting it as q = (q¯, qˆ), where q¯ = cos
(
θ
2
)
denotes its scalar part and
qˆ = uˆ sin
(
θ
2
)
the vectorial part.
If we indicate with r = (rx, ry, rz) the vector that we want to rotate, then it can be proved
that this rotation can be obtained by evaluating the conjugation of r by q
r′ = qrq−1, (5.3)
where r′ denotes the rotated vector. In the previous expression, after extending r to a quaternion
with a null scalar part, we have implicitly employed the Hamilton product among quaternions,
which, if p and q denote two unitary quaternions, reads as
qp = q¯p¯− qˆ · pˆ, q̂p = q¯pˆ+ p¯qˆ + qˆ × pˆ, (5.4)
and it describes the composition of two rotations (abiding to standard rules of associativity, but
not commutativity).
It is important to note that the same rotation can be obtained in two different ways. Intuitively,
let’s say that if our line of sight points along the direction individuated by uˆ, then we have to
rotate by an angle θ. This is the same of looking in the same direction of −uˆ and rotating with
angle 2pi − θ. In terms of quaternions, this means that the rotation described by the quaternion q
is individuated also by its opposite q˜, defined as
q˜ = (−q¯,−qˆ) =
(
cos
(
pi − θ
2
)
, (−uˆ) sin
(
pi − θ
2
))
. (5.5)
This duality gives birth to unwanted phenomena like unwinding [163]. Still, to establish
uniqueness, one can simply restrict θ to the interval 0 ≤ θ ≤ pi so that q¯ ≥ 0 [164].
Finally, to describe the inverse rotation of the one individuated by the quaternion q, it is
enough to consider the conjugate of q, that is the quaternion q? = (q¯,−qˆ). It is easy to convince
oneself that the previous statement is true by looking at the product of q and q?, which actually
gives q?q = qq? = q I , where q I = (1, 0, 0, 0) identifies the identity rotation. Furthermore,
given two quaternions q and p, one can consider the conjugate of their Hamilton product, thus
ending up with (qp)? = p?q?.
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As a concluding remark for quaternions kinematics (and more in general for attitude), it
should be noted that there exists another duality that one should be aware of, although it does not
really enter in what we are going to discuss in the chapter. This duality sprouts from considering
either a vector rotation, that is an operation that changes the orientation of the vector within the
same reference frame, or a vector transformation, that is an operation which represents the vector
in a different reference frame without actually changing its orientation. These two operations can
be seen as inverse operations, in the sense that, given a vector in a certain frame, if we rotate it
by a given angle and then transform it with the same angle, the new vector will have, within the
rotated frame, the same coordinates than the original one has within the starting frame. While
this is something that one should be aware of when actually reading the values of a quaternion,
in abstract terms it is of no concern since the associated kinematics remains the same.
The latter, when the dynamics of the body is also included, can be described by the equa-
tions [164]
˙¯q = −1
2
ω · qˆ, ˙ˆq = −1
2
ω × qˆ + 1
2
q¯ω,
Iω˙ + ω × Iω = τ,
(5.6)
where I denotes the tensor of inertia of the spacecraft, ω its angular velocity and τ the torque due
to external and control forces. The dynamical equations are the so called Euler’s equations, which
describe the dynamics of the spacecraft in its own principal frame, a rotating frame centered
on the center of mass of the spacecraft and with axes parallel to its principal axes of inertia. In
what follows, we assume that, where appropriate, all the vectors have been transformed and
represented in the same coordinate frame.
5.2.2 Controls and synchronization under an undirected
connected graph
We present here the distributed attitude control laws adopted and the conditions required for a
group of spacecraft to asymptotically achieve attitude synchronization under these laws.
Our starting point is given by the PD-like control law [165] defined via the i-th control torque
τi = ωi × Iiωi − Ii
N∑
j=0
gij
[
aij q̂?j qi + bij (ωi − ωj)
]
, (5.7)
where the weights aij and bij are real positive constants, while gij = 1 if agents i and j are
connected by an edge and gij = 0 otherwise. The control above is model dependent (i.e.,
depends from the Ij’s) and, given different control objectives and circumstances, can be easily
replaced with other laws (see [165] for an example list). However, it is also the “minimal” control
achieving attitude synchronization which is flexible enough to accommodate for all the features
that we need (in particular, numerical evidence shows that it is still viable for a spin-stabilized or
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mildly accelerating leader). Therefore, it allows us to develop our analysis framework without
having to change the baseline control law. Furthermore, the induced closed-loop dynamics is as
structurally close as possible to the Cucker-Smale model, so to make easier to bridge the gap
between the two.
Now, following the idea of Cucker and Smale of adjusting the gains by scaling them with
respect to some metric, we can define our adaptive design by imposing
bij = bij (t) = Kω
(
σ2 + φ2 (qi, qj)
)β (5.8)
where Kω > 0, σ2 > 0 and β ∈ R are constants, while φ (qi, qj) = 2 arccos (|qi · qj|) denotes
the geodesic distance between spacecraft i and j [166]. As shown in the previous reference, this
is not the only metric on SO(3) that one can use, but it is certainly the most natural. It is possible
that slightly different results may be obtained for different metrics, but such a study is outside
the scope of this thesis.
Given this appropriate alternate concept of relative distance, for β < 0 one can recognize the
same structure of the Cucker-Smale gains. But one can also see that we have chosen to extend
the range of this parameter to the entire real line. This choice stems from the fact that when we
think of a formation we think of it as comprised of simple spacecraft, which are limited in the
magnitude of the control torque that they can apply in every direction. Thus, for a positive β,
the gains bij grow bigger for larger distances. This should help offset the oscillatory behaviours
related to torque accumulation by simply slowing down the motion for large angle maneuvers (in
place of taking large swings, which are difficult to recover due to the threshold on the magnitude
of the applicable torque).
Of course, a formation acting under one of the controls defined before achieves synchroniza-
tion (as long as some other conditions are satisfied). Before stating the related theorem however,
we need a preliminary lemma [165] in order to justify some of the computations. The proof of
the theorem relies on the construction of a Lyapunov function, and this lemma is useful for this
construction.
Lemma 9. If (qi, ωi) and (qj, ωj) satisfy the quaternion kinematics defined in (5.6), then also
(q?i qj, ωi − ωj) satisfies it. In addition, consider Vq = ‖q?i qj − q I‖2. Then V˙q = (ωi − ωj) · q̂?j qi.
With this lemma in tow, we are ready to prove asymptotic convergence for our controls. We
want to point out that the following theorem, albeit only for constant gains, has been stated
already in [165]. Here we just observe how it allows to prove asymptotic convergence also for
certain adaptive controls, thus eliminating the need to modify the baseline law. Of course, also
the proof can be found in [165], but we repeat it here for the sake of completeness. Assuming
q = q (t) = (q0, . . . , qN) and ω = ω (t) = (ω0, . . . , ωN), the theorem states
Theorem 20. Consider the equations of motion (5.6), with the control torque defined by equation
(5.7). For every couple (i, j), let aij be a positive constant and bij = bij (q, ω) > 0. Furthermore,
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assume that the underlying communication graph is undirected and connected. Then, there exist
q˜ and ω˜ such that qi → q˜ and ωi → ω˜, ∀i ∈ {0, . . . , N}.
Proof. The proof rests on the LaSalle’s invariance principle. Consider the Lyapunov function
candidate
V =
1
2
N∑
i,j=0
gijaij‖q?j qi − q I‖2 +
1
2
N∑
i=0
‖ωi‖2. (5.9)
By keeping in mind Lemma 1 and the equations of motion (5.6), the derivation of the function
above yields
V˙ =
1
2
N∑
i,j=0
gijaij (ωi − ωj)T · q̂?j qi +
N∑
i=0
I−1i
[
ωTi · (τi − ωi × Iiωi)
]
. (5.10)
If we now substitute in the previous equation the expression of the control torque (5.7), we obtain
V˙ =
1
2
N∑
i,j=0
gijaij (ωi − ωj)T · q̂?j qi −
N∑
i=0
ωTi ·
[
N∑
j=0
gijaij q̂?j qi + bij (ωi − ωj)
]
. (5.11)
Do note that, given the definition of the control torque τi, the terms ωi × Iiωi cancel each other.
Still, it is also true that ωTi · (ωi × Iiωi) = 0. Thus, we do not strictly need the term −ωi × Iiωi
in (5.7). However, we prefer to keep it in order to have the closed-loop dynamics be as similar as
possible to the Cucker-Smale model. Now, since we have
1
2
N∑
i,j=0
gijaij (ωi − ωj)T · q̂?j qi =
1
2
N∑
i=0
ωTi
(
N∑
j=0
gijaij q̂?j qi
)
−
1
2
N∑
j=0
ωTj
(
N∑
i=0
gijaij q̂?j qi
)
=
1
2
N∑
i=0
ωTi
(
N∑
j=0
gijaij q̂?j qi
)
+
1
2
N∑
j=0
ωTj
(
N∑
i=0
gjiajiq̂?i qj
)
=
N∑
i=0
ωTi
(
N∑
j=0
gijaij q̂?j qi
)
,
(5.12)
due to the fact that q̂?j qi = −q̂?i qj and both aij = aji and gij = gji (since the graph is undirected),
it results
V˙ = −1
2
N∑
i,j=0
gijbij‖ωi − ωj‖2 ≤ 0. (5.13)
Let Γ =
{
(qi, ωi)i=0,...,N |V˙ = 0
}
. Also, let Γ¯ be the largest invariant set contained in Γ. On Γ¯
it results V˙ = 0, which in turn implies ωi = ωj , ∀i, j. This follows from the weights bij being
strictly positive and the connection hypothesis that we made. As a consequence, we see that
ω˙i = ω˙j , and therefore the vector ω˙ = (ω˙0, . . . , ω˙N) must belong to span {1⊗ η}, for some
η ∈ R3.
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Since ωi = ωj , it follows from the controlled equations of motion that
ω˙i = −
N∑
j=0
gijaij q̂?j qi, i = 0, . . . , N. (5.14)
We also know that
N∑
i=0
ηT · ω˙i = −
N∑
i=0
ηT ·
(
N∑
j=0
gijaij q̂?j qi
)
= 0, (5.15)
since the graph is connected and q̂?j qi = −q̂?i qj . Therefore, since ω˙ is orthogonal to 1 ⊗ η, it
results that ω˙i = 0,∀i.
As a consequence we can state that
N∑
j=0
gijaij q̂?j qi = 0, i = 0, . . . , N. (5.16)
It is easy to see [167] that the previous expression can be rewritten in matrix form as
(L⊗ I3) qˆl = 0, (5.17)
with qˆl = (qˆ0, . . . , qˆN) and L = (lij) denoting the Laplacian with diagonal entries lii =∑N
j=0 gijaij q¯i and out of diagonal ones lij = −gijaij q¯i. From our hypotheses (and the unitarity
of the quaternion) follows directly qi = qj,∀i, j. Finally, the thesis follows by applying the
LaSalle’s invariance principle.
The previous proof rests heavily on the Laplacian L being a symmetric positive-semidefinite
matrix, which is a consequence of the graph being undirected and connected. Similarly to what
seen in Chapter 3 for the CS model, these characteristics can also be exploited to derive some
informations on the convergence rate towards the consensus state. In particular, the derivative V˙
of the Lyapunov function considered satisfies
V˙ = −1
2
N∑
i,j=0
gijbij‖ωi − ωj‖2 = −〈Lωω, ω〉, (5.18)
where Lω denotes the Laplacian associated to the Adjacency matrix defined by the gains bij and
a proof of the equality can be found in [99]. Following the idea of Cucker and Smale described
in Chapter 3, we reduce ourselves to consider the agents angular velocities in the space
X =
(
R3
)N+1
/∆ = ∆⊥, (5.19)
where ∆ = {(ω¯, . . . , ω¯) |ω¯ ∈ R3} defines the diagonal of (R3)N+1 (of course, being in ∆ brings
us back to the situation described in the proof). Furthermore, we consider this space as equipped
89
with the standard norm induced by the modulo structure (note that ∆ is closed in (R3)N+1), that
is
‖ [ω] ‖(R3)N+1/∆ = infω¯∈∆ ‖ω − ω¯‖, (5.20)
and, with an abuse of notation, continue to indicate the previous norm as ‖‖.
Since Lω is a positive definite matrix in ∆⊥, it follows [98]
V˙ = −〈Lωω, ω〉 ≤ −λmin (Lω) ‖ω‖22, (5.21)
where λmin (Lω) denotes the smallest eigenvalue of the Laplacian Lω.
Therefore, for any t ∈ R+, we can state that
ln [V (τ)] |t0 =
∫ t
0
V˙
V
dτ ≤ −
∫ t
0
λmin (Lω) ‖ω‖22
V
dτ = −
∫ t
0
2λmin (Lω) (V − f (q))
V
dτ,
(5.22)
where f (q) = 1
2
∑N
i,j=0 gijaij‖q?j qi − q I‖2. By continuity of V and from the fact that we are in
∆⊥ (and therefore at least one of the ‖ωi‖2 must be different from zero), V−f(q)V is bounded from
below in [0, t] by some positive constant Ct = min[0,t]
V−f(q)
V
. Thus, we can say that
ln [V (τ)] |t0 ≤ −
∫ t
0
2λmin (Lω) (V − f (q))
V
dτ ≤ −2CtΦtt, (5.23)
where Φt = min[0,t] λmin (Lω). As a consequence, for any t ∈ R+, we have
V (t) ≤ V (0) e−2CtΦtt. (5.24)
Now, Ct 6= 0 for all t ∈ R+ and it asymptotically goes to 1. Considering that V−f(q)V = 1− f(q)V ,
this follows from the fact that
0 < 1− f (q)
V (0)
< 1− f (q)
V
≤ 1, (5.25)
which in turn concludes the argument, since in ∆⊥ it results limt→∞ V (t) = 0, and therefore the
same happens to f (q). This is because the induced norm of ω is zero when ω ∈ ∆, and therefore
at consensus the term ‖ω‖2 in V (t) equals zero. Additionally, the chain of inequalities (5.25)
stands thanks to the fact that V˙ < 0 in ∆⊥, which in turn implies both V (t) < V (0) for all
t ∈ R+ (thus the second inequality) and 0 ≤ f(q)
V (0)
< 1 (thus the first inequality), with the latter
a consequence of the former if one decomposes V (t) in f (q) + ‖ω‖2 and brings the second
addendum to the right hand side in the rightmost inequality.
In conclusion, Ct can be globally bounded from below by some other constant C¯ ∈ (0, 1],
and therefore, from Proposition 2 in Chapter 2, we know that
λmin (Lω) ≥ 1
2
νµt, (5.26)
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with µt = mini 6=jbij in [0, t] and ν = N2 (see [92]). If the gains bij are constant this leads us to
the final inequality
V (t) ≤ V (0) e− C¯Nµ2 t, (5.27)
since µt = µ and λmin (Lω) are constant in time. Of course, the previous inequality holds also if
the gains bij vary with some time-dependent quantity. In particular, for the gains design (5.8),
one can trivially observe that
µt = min
i 6=j
Kω
(
σ2 + φ2 (qi, qj)
)β ≥ Kωσ2β. (5.28)
Of course, the previous is just a trivial estimate and a deeper analysis is needed in order to
understand how the geodesic distance affects the exponential estimate.
The previous arguments allow us to completely describe consensus under control (5.7) in
the undirected connected case. However, in Chapters 2 and 3 we have seen that asymptotic
convergence can be proved also for non-symmetric Laplacian matrices. In the next Sections, we
discuss what happens when a particular instance of this kind of Laplacian is considered for the
problem at hand.
5.3 Hierarchical synchronization: three-axis stabilized
leader
5.3.1 Introduction
In the present subsection we lay down some notions necessary to understand the simulations
performed in this Section and in the next one. As previously stated, these are aimed to under-
stand the closed-loop dynamics of a formation of spacecraft acting in free space or in other
environments under the control law (5.7), with and without the adaptive modification given by
equation (5.8), in such a way that a comparison as global as possible can be drawn between the
two. Additionally, we restrict the analysis of the controlled dynamics to the case in which the
spacecraft are subjected to a limitation in the magnitude of the applicable torque.
In particular, the formations considered are comprised of standard 3U-cubesats (10× 10× 30
cm, 4 kg) equipped with “ ideal ” reaction wheels. That is, we suppose them unbreakable and
capable of applying in every direction a maximal torque of 10−3 Nm.
The initial conditions for the spacecraft are generated in the same manner for every plot.
Specifically, the associated quaternions are selected randomly on the rotation group SO(3)
according to a uniform distribution. To do so, first we choose three independent values u1, u2
and u3 uniformly generated in the interval [0, 1]; then, we define the quaternion as [168]
q =
(√
u1 cos 2piu3,
√
1− u1 sin 2piu2,
√
1− u1 cos 2piu2,√u1 sin 2piu3
)
.
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Additionally, in order to respect the antipodal identification for rotations, given a quaternion q
such that q¯ < 0, we substitute it with its opposite −q. As for the angular velocities, we impose
them all to zero (of course, non-zero velocities act only as perturbations on the plots that we
are going to show). For every plot, the only exception is given by the first spacecraft of the
formation, which is supposed to be three-axis stabilized, that is again with zero initial angular
velocity but also aligned with the inertial frame of reference. For the analysis conducted in the
next subsection, some dispensations to these rules will be necessary. Where appropriate, we will
point them out.
Finally, we assume that the spacecraft have reached a synchronized state when, for every i, it
results φ (qi, q0) < 10−4 rad and ‖ωi − ω0‖∞ < 5× 10−5 rad/s. Do note that this ensures that
we are truly close to the wanted state, and not in some oscillatory one where we are still moving
with a significant angular velocity.
In what follows, as a first step we are going to expand numerically the discussion started in
the previous section regarding the graph structures needed for a formation to synchronize under
the proposed control laws. In particular, we are going to show how there is strong evidence that
consensus for the closed-loop dynamics is reached also when a hierarchical graph is considered.
Secondly, we are going to analyze, under certain assumptions, the parameter spaces of the
proposed controls in search for their optimal regimes. Once this is done, we are going to compare
how the respective closed-loop dynamics in these regimes behave with respect to the dimension
of the formation, the relative conditions of the spacecraft and the structure of the communication
graph. Finally, following some results of this analysis, we are going to see what happens in the
case of two spacecraft.
Before concluding, we want to remark that, while this study is conducted in the context of
attitude synchronization, it is easy to extend to similar control laws for translational dynamics.
However, as shown in the previous chapter, particular attention must be paid to the vector field
acting on the spacecraft, since a strong gravitational pull may very well render impossible the
application of certain control techniques.
5.3.2 Preliminary remarks
In this subsection we briefly expand the discussion on the conditions required over the com-
munication graph for a formation to synchronize under the control law (5.7) and its adaptive
modification (5.8). Additional details will be given in the next section.
Previously, we have seen that synchronization can be obtained if the graph is undirected
and connected. Although we do not have an analytical proof, we believe that there is enough
material to claim that synchronization can be obtained also for a hierarchical graph, as defined
for the Cucker-Smale model, and therefore to employ these graphs in the study of the consensus
processes. Of course, as already stated, we could have just modified the baseline control law in
order to fit such an hypothesis, but that would have contrasted with the objective of defining a
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Figure 5.1: Time evolution (up to synchronization time) of functions µ (q) (a) and ν (ω) (b) for
35 sets of initial conditions associated to a 20 spacecraft formation acting under a hierarchical
graph (Figure 5.3, 5P ) and with a three-axis stabilized leader. Control (5.7) is the one employed
and the gains are selected as aij = 0.5 and bij = 1 for every couple (i, j).
rotational equivalent of the Cucker-Smale model.
From a numerical point of view, it is easy to convince oneself of the goodness of the
previous claim. In fact, let’s define the two non-negative functions µ (q) =
∑N
i=1 ‖qi − q0‖2 and
ν (ω) =
∑N
i=1 ‖ωi−ω0‖2, where the variables have the same meaning that they have in Theorem
20. Since these functions are non-negative, if they become zero the spacecraft have respectively
the same attitude and the same angular velocity, which correspond to those of the root.
These allow us to do plots like those of Figure 5.1, where the time evolution of these functions
(for control (5.7)) is considered up to the threshold defined in the previous subsection. This is
done for 35 different sets of initial conditions associated to a 20 spacecraft formation, with the
leader three-axis stabilized and the angular velocities of the follower generated uniformly over a
sphere of radius 0.2 rad/s. The spacecraft are allowed to communicate with the first 5 preceding
them in the indexation or with the maximal number of spacecraft available. As it can be seen,
both functions go asymptotically to zero with a minimum amount of oscillations. Of course, this
happens also by employing control (5.8) and, as far as we know, for different initial conditions
and different hierarchical graphs.
From an analytical point of view instead, some guidelines can be derived from the approach
adopted by Shen in [137]. In particular, if we limit ourselves to the baseline control (5.7), one
can observe that the latter reduces to a standard quaternion feedback control in the case N = 2.
Then, assuming a proof by induction over the dimension, since in a N spacecraft formation the
last agent only receives informations (due to the hierarchy), the first N − 1 will asymptotically
achieve attitude synchronization for the inductive hypothesis. So, in a sense, the last spacecraft
will end up again in the case N = 2, tracking approximately the same state, with gains obtained
from the sum of those associated with the different edges. Therefore, it is a matter of proving
that, under a suitable metric, the last agent gets asymptotically closer and closer to the rest of the
formation. Of course, as done for the Cucker-Smale model, in the case of an adaptive control
there may be need of establishing some preliminary properties in order to make the proof valid.
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Figure 5.2: Time evolution (up to synchronization time) of functions µ (q) (a) and ν (ω) (b) for
the same situation of Figure 5.1, with the exception that the formation leader is spinning with
angular velocity ω0 = (0, 0, 0.2).
A natural follow-up of the previous analysis lies in asking what is the applicability range of
the control with respect to the leader’s dynamics. That is, if we assume as true synchronization
under hierarchical graphs and with a three-axis stabilized (or anyway fixed) leader, then we can
ask if, similarly to what has been proved by Shen, synchronization can still be obtained with a
spin-stabilized or accelerating one.
Do note that, as we have formalized it, the leader is always applying a braking term−ω0×Iω0.
For practical uses however, one may want to understand what happens with an uncontrolled
leader (real or virtual), so that the formation is able to reach autonomously as many states as
possible with the same control law. As far as we are aware, as long as the angular velocity of
the leader is mild in magnitude, there is no problem in achieving a spin-stabilized state (which
corresponds to a leader moving with a constant angular velocity). For example, in Figure 5.2
we consider the same situation of Figure 5.1, but we make the leader rotate around its axis of
minimum inertia with a velocity of 0.2 rad/s. As you can see, albeit it obviously takes more
time, control (5.7) is still able to achieve attitude synchronization (at least given the threshold
that we imposed). Similar results can be obtained with its adaptive modification (5.8).
The discussion for the case of a free-spinning leader is naturally a little bit more complicated,
due to the fact that in principle several accelerating signals can be defined. However, this number
can be easily cut down by sticking to real mission scenarios. We will see how, along with a more
in depth treatment of the spin-stabilized case, in the next section, after developing in this one the
necessary framework to discuss these cases.
5.3.3 Optimal control regimes
In this subsection we analyze, under certain assumptions, the parameter spaces associated with
the control (5.7) and its adaptive modification (5.8). This is done with the goal of individuating
the optimal parametrical regimes for both controls in order to be able to compare them when
they are at their best.
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For this analysis we limit ourselves to consider hierarchical graphs as defined for the Cucker-
Smale model. Besides being an example of a digraph with a spanning tree, and therefore
inherently more interesting since the presence of a leader ensures that we can define a priori the
asymptotical state for the formation, there are several other reasons to consider this particular
graph. Where appropriate, they will be discussed more in depth.
For the moment we can say that hierarchical graphs are useful to simulate formations that are
stretched over long distances and that therefore see their own agents unable to communicate with
every single one of their neighbours. As an example, consider a group of spacecraft that are trying
to synchronize in order to build an interferometer. To precisely determine the synchronized
state, one could consider a leader at the center of the formation with different unconnected
hierarchical structures sprouting from it. This would give rise to several anular levels, each
one corresponding to different levels of the hierarchies considered. With this arrangement, the
aperture of the interferometer would be as large as one would want, but with the advantage of
reducing the synchronization problem to several formations smaller than the entire one. This
offers not only a reduced computational load for every spacecraft but also, as we are going to see
in the next subsection, a reduced synchronization time for the entire formation.
Of course, we have to keep in mind that we are relying on the well functioning of a leader.
For a single hierarchical structure, the failure of a leader can be compensated by simply noticing
that this brings along a reduced formation dimension. Thus, given a certain graph structure, one
can pass down the leadership along the hierarchy and consider the same graph restricted to the
lower dimension. More in general, one may define a multi-leader formation, with the different
hierarchies attached to one and only one leader. Thus, if one of the latter fails, the associated
hierarchy can be attached to one of the surviving leaders, which for the latter translates to passing
information to an additional spacecraft.
Coming back to the analysis mentioned at the beginning, as a first step, for a given baseline
configuration of the formation and certain communication graphs, in Figure 5.3 we plot the
average synchronization time for a 20 spacecraft formation, acting under control (5.7), as a
function of the gains aij and bij . The average is done on 500 different sets of initial conditions
and a maximum of 50 sets are allowed to surpass a time threshold of 600 seconds (i.e., if more
than 50 sets fail to synchronize within this threshold, the average is not computed). Obviously,
this is done to catch extreme conditions that float around our time threshold.
Before continuing with the study of the results, let us clarify some points. First, the gains are
assumed equal for all the agents and thus we can refer to them in a general manner as aij and bij .
Also, we said that we work with particular examples of hierarchical graphs. Specifically, they
are constructed in such a way that each spacecraft receives information from a fixed number of
agents preceding it in the indexation (7, 5, 3 or 1; correspondingly referred to as 7P , 5P , 3P and
1P in the figure) or from the maximal number available if this fixed quantity cannot be reached.
Finally, in order to construct our baseline configuration, every set of initial conditions is arranged
in ascending order with respect to the geodesic distances of the spacecraft from the leader.
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Figure 5.3: Average synchronization time for a 20 spacecraft formation as a function of the gains
aij and bij (equal for all the agents) via control (5.7), with a 100× 100 uniformly spaced grid
(from 10−1 to 5 in both directions). The graph structures are 7P (a), 5P (b), 3P (c) and 1P (d).
We can now look at the plots themselves. In particular, for all the graph structures considered,
we can observe that both an excessive acceleration (high aij) and an excessive braking (high bij)
are cause of a very long synchronization time, which instead tends to take the lowest values in
the lower left corner of the plots. Furthermore, we can also observe that the synchronization
time gets higher seemingly the more sparse the communication graph becomes where, from now
on, for sparseness of a graph we roughly intend the number of edges. This apparent behaviour
is obviously not good, since a more sparse graph, which means less communication links per
spacecraft, means also a reduced computational load for the agents. Do note that, while in what
follows we will refer to this concept in an independent fashion, other authors have shown that it
can be codified in the behaviour of appropriate matrices eigenvalues (like what seen with the
Laplacian of the Cucker-Smale model).
Before going onward, we give the first additional reason to work with hierarchical graphs,
which is related to the following remark
Remark 1. Let 1 and 2 denote the numerical thresholds determining consensus according to
what said in Section 5.3.1 (respectively, φ (qi, q0) < 1 and ‖ωi − ω0‖∞ < 2 for every agent of
the formation). Furthermore, let T1 denote the convergence time associated to these thresholds
for a formation of N spacecraft synchronizing under a hierarchical graph. Then, if we extend
this formation by adding further spacecraft to the tail of the hierarchy (and leaving the other as
they were), the time T2 of this extended formation satisfies T1 < T2.
96
Figure 5.4: Average synchronization time for a 20 spacecraft formation as a function of the
parameters β and σ2 (equal for all the agents) via control (5.8), with a 100×100 uniformly spaced
grid (with β ∈ [10−2, 0.5] and σ2 ∈ [0.005, 10−1]) and baseline values Kq = 0.5 and Kω = 1.
The graph structures are 7P (a), 5P (b), 3P (c) and 1P (d). Initial conditions correspond to
those of Figure 5.3.
The previous statement stands true thanks to the fact that, due to the hierarchy, the torque
applied by the first N spacecraft remains the same, whether they act independently or embedded
in a larger formation. Thus, since in both cases we are going towards the same equilibrium
point, the synchronization time of the extended formation has to be greater or equal to that of the
restricted one. Furthermore, it is clear that the statement continues to hold if we consider the
average synchronization times over multiple sets of initial conditions.
In practice, the remark above tells us that the values plotted in Figure 5.3 actually constitute
an upper bound for the average synchronization times of formations of dimension less than
the plotted one (20 in this case) and that are comprised of the same initial conditions in the
same indexation spots (e.g., the average synchronization time for a formation of 10 spacecraft is
computed on the sets corresponding to the first 10 agents of the 20 spacecraft formation).
We remark that the previous argument is not valid for an undirected connected graph, since a
larger dimension means additional data for at least one of the torques (due to the connection) and
more generally a different equilibrium altogether. In a similar fashion, the argument cannot be
extended as it is to a general digraph with a spanning tree, since in this case a new spacecraft may
also pass information; therefore, the closed-loop dynamics of some of the previous spacecraft
may be different due to the additional data.
Now, starting from the pictures above, which give us an idea of the maximum capability of
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control (5.7), we can perform an analysis similar to the previous one for the proposed adaptive
modification, and for which the same considerations apply. If we define aij = Kq we can search,
at parity of Kq and Kω (see (5.8)) with respect to control (5.7), for values of β and σ2 which
improve the synchronization times obtained for that control. Again, the constants are assumed
equal for all the agents. Do note however that, due to the term φ2 (qi, qj), in this case the final
gains will obviously result being different from agent to agent.
In Figure 5.4 we plot the results of this analysis conducted with the baseline values Kq = 0.5
and Kω = 1, which of course lie in the optimal parametric zone of control (5.7), and the same
surrounding conditions of Figure 5.3. Similarly to that Figure we can see how the results tend to
get worse as the communication graph grows more sparse. However, for every graph, we can
always find a set of (β, σ2) combinations which improve on the synchronization time obtained
with constant gains, although the number of combinations and the advantage that they offer
shrink down with the sparseness of the graph, seemingly indicating that not much can be done if
there is not a sufficient number of links. These are the regions that we were searching for, and
we analyze them in greater detail in the next subsection.
5.3.4 Formation configuration effects
Through the previous two analyses we have managed to obtain, at parity of surrounding condi-
tions, a set of “ optimal ” gains which we can use to derive some information on the dependence
of the controlled dynamics from the dimension of the formation and the initial relative conditions.
However, a remark on this analysis is necessary. As already stated, some relevant parameters
are equal for all the agents. Therefore, we may not be working in a real optimal region for the
controls defined. While this is not a problem for the adaptive control (after all, for the purpose of
the next analysis, we just need a couple (β, σ2) that fastens the synchronization time definitely
with respect to the dimension, and not necessarily the best in absolute terms), it may very well
be for control (5.7) since, by considering gains equal across the agents, we may be preventing
a better choice of parameters to arise. Thus, in a similar manner to what happens with the
denseness of the graph, starting from an optimum parametrical situation for control (5.7) may
very well weaken the improvement of our adaptive modification.
Furthermore, we have to remember that the analysis of the parameter spaces is conducted
with a particular baseline formation configuration. Obviously, optimal parameters tied to this
configuration may not be so if initial conditions are arranged in another way.
With these considerations in mind we can proceed to Figure 5.5, where, for each of the
graphs considered before, we plot the average synchronization time against the dimension of
the formation. In particular, starting from the exact 20 spacecraft formation considered in the
previous subsection, to study lower dimensions we simply remove the conditions associated to the
spacecraft that are no longer there. Additionally, for every dimension, we consider 400 shuffles
of the baseline formations determined in this way (or the maximal number of permutations
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allowed by the dimension), but we keep the leader fixed. Then, for every permutation, we
compute again the average synchronization time. In the plots we indicate the results for the
baseline configuration in black (for both controls), while the differently colored error bars denote
the largest interval containing the synchronization times associated with the shuffles.
Before discussing the results contained in these plots, we remark that the simulations gener-
ating them are computationally quite heavy. This is because, given a general graph structure,
one has to propagate the controlled equations of motion for every dimension under analysis,
thus ending up integrating N ! equations (with N denoting the highest dimension). However,
besides the fact that the propagations can be easily parallelized, the cost of the simulations can
be lowered significantly by exploiting the hierarchical graph structure that we are giving to our
formations. The starting point is given by the following lemma
Lemma 10. Let G1 and G2 denote the hierarchical communication graphs associated to two
formations of dimensions N1 + 1 and N2 + 1, with N1 < N2 and G1 being a subgraph of G2
having the same firstN1 +1 nodes. Furthermore, if {q0i , ω0i }i=0,...,N1 and
{
q0j , ω
0
j
}
i=0,...,N2
denote
the rotational initial conditions of the spacecraft for the formations G1 and G2, assume that
q0i = q
0
j and ω
0
i = ω
0
j for all i = j, with i = 0, . . . , N1. Then, if we indicate with φ (q
0
?, ω
0
?; t) the
flow associated with the equations (5.6) (subject to the control (5.7)) and derived from the initial
conditions (q0?, ω
0
?), it results
φ
(
q0i , ω
0
i ; t
)
= φ
(
q0j , ω
0
j ; t
)
, ∀i = j, i ∈ {0, . . . , N1} , (5.29)
and for all t ∈ R.
Proof. It is enough to observe that, due to the hierarchical structure of the graph G2, the flows
φ
(
q0j1 , ω
0
j1
; t
)
(with j1 ∈ {0, . . . , N1}) do not depend in any way from the states (qj2 , ωj2), with
j2 ∈ {N1 + 1, . . . , N2}. The thesis then follows from G1 being a subgraph of G2 having the
same first N1 + 1 nodes.
In essence, the previous result is saying that, due to the hierarchy and the way in which we
expand the initial conditions with respect to the formation dimension, the torque applied by every
spacecraft depends only on the data received by the agents preceding it in the indexation. Thus,
the synchronization time obtained at a certain dimension will stay the same when the same group
of spacecraft is embedded in a formation of higher dimension. This allows to integrate only the
maximal number of equations N and check when the single dimensions have reached consensus.
Of course, disparities in the synchronization times among dimensions are no problem, since
the spacecraft are being driven towards a (supposedly) asymptotically stable equilibrium. This
means that when lower dimensions have reached consensus and we continue integrating in order
to synchronize the higher ones, the spacecraft already under the consensus threshold cannot do
anything else than getting even closer to the equilibrium (as long as the threshold is sufficiently
strict). Also, do note that this lemma is at the base of the remark in the previous section. Finally,
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Figure 5.5: Synchronization time against formation dimension for 400 permutations of the
baseline configurations considered in the plots of the previous subsection. For every picture, we
plot in red the results obtained with control (5.7), in green those given by the adaptive design (5.8)
while in black we indicate the corresponding results obtained with the baseline configuration.
As for the gains parameters, we have Kq = 0.5 and Kω = 1. Instead, β and σ2 are different for
every graph: β = 0.18 and σ2 = 0.051 (7P , a), β = 0.225 and σ2 = 0.088 (5P , b), β = 0.205
and σ2 = 0.097 (3P , c), β = 0.015 and σ2 = 0.096 (1P , d).
it is easy to observe how the previous lemma is valid for any controlled dynamics (not just
rotational), as long as one employs the correct distributed consensus algorithms.
Obviously, the previous argument cannot be applied to an undirected graph since new
spacecraft mean new contributions to the torque of the preceding ones and thus a different
equilibrium altogether. Similarly, it cannot be extended directly to a general digraph with a
spanning tree, since the lack of a hierarchy may imply the addition of the same contributions of
the undirected connected case.
Now, if we look at Figure 5.5, we can immediately see that, regardless of the permutation,
our adaptive design performs definitely better than control (5.7). In particular, for the first
two communication graphs, not only the average synchronization time is lower, but also the
increasing rate seems to be much smaller. However, in line with what has been observed in the
previous plots, the advantage tends to disappear the more sparse the graph becomes. It is also
interesting to note that, with the exception of 1P and 3P for the adaptive control, the selected
baseline configuration is not exactly the best performing permutation, despite the fact that the
“ good ” parameters have been chosen with regard to this indexation. We remark however that,
since strictly speaking they are not optimal parameters (being extracted from a discrete set), this
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Figure 5.6: Difference between the maximal and minimal synchronization times of Figure 5.5
plotted against the dimension of the formation. Every relevant data corresponds to the equivalent
of Figure 5.5.
may cause some differences in the plots.
While the previous discussion may not appear important at first glance, in Figure 5.6 we
plot the difference between the maximum and minimum synchronization times achieved for a
certain dimension. We can see that these differences, particularly for the adaptive case, tend to
grow with the dimension N . This seems a reasonable behaviour, since on one side the number
of possible permutations, with fixed leader, increases as (N − 1)! and on the other, when we
increase the formation dimension, we just add the missing initial conditions instead of replacing
the entire set. Still, with the exception of 1P , the increments are not that dramatic. Of course,
the number of permutations considered are just a minimal part of the possible ones, particularly
for the highest dimensions. Therefore, one may wonder if the real increment is far greater than
the plotted one.
In order to check this, in Figure 5.7 we plot the average synchronization times for some of
the permutations of Figure 5.5 against the number associated to these permutations. This is done
for N = 13 and, from left to right, for the graphs 7P , 3P and 1P (5P is excluded from this
analysis, since the corresponding results are very similar to those associated to 7P ). Additionally,
these plots and those that follow are done only for control (5.8). In fact, the behaviour that we
are going to describe seems associated only to this control.
What we can see is that for the most dense graph, the computed average times distribute
themselves along different lines. However these lines first crack (3P ) and then seems to disappear
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Figure 5.7: Average synchronization times corresponding to the various permutations of Figure
5.5. The dimension considered is N = 13, while the graphs are 7P (a), 3P (b) and 1P (c).
Figure 5.8: Average synchronization times corresponding to the various permutations of Figure
5.5. The graph considered is 3P , while the dimensions are N = 10 (a), N = 13 (b) and N = 16
(c).
(1P ) the sparser the graph becomes. What’s interesting about this result is that if we check the
configurations adopted for the times which can be said to belong to the same line (say, they are
within a time strip of the order of 10−1 seconds), then we can see that the second agent is always
the same. Of course, this statement is quite clear for the graph 7P where these “ lines ” are well
drawn. However, for the sparser graphs, these strip tend to stretch and intermingle, thus this
behaviour results much less clear.
Furthermore, it seems to depend not only from the sparseness of the graph, but also on how
the latter relates to the dimension of the formation considered. For example, if we look at Figure
5.8 (where the same kind of plot of Figure 5.7 is done for the 3P graph and, from left to right,
N = 10, N = 13 and N = 16), we can see similar results to those of Fig 5.7. These and the
previous plots seem to expose a sort of asymptotic behaviour, that is, for a given dimension, the
closer a hierarchical graph is to a full triangular inferior matrix, the more solid these lines appear.
Of course, this is just a possible conclusion and further study is needed to unravel this behaviour.
As a final comment, we only want to remark that this kind of disposition (with the number of
lines equal to the number of agents) actually imbue our statistical analysis with some deterministic
value, in the sense that the plots of Figure 5.5 and Figure 5.6 are practically exact approximations
of the initial relative conditions effect, at least for the more dense graphs and control (5.8), since
every agent can be found indexed as second at least in one of the permutations.
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Figure 5.9: (a) Average synchronization time for a leader-follower formation as a function
of the gains a10 and b10 via control (5.7), with a 200 × 200 uniformly spaced grid on the
interval [10−1, 15]. (b) Corresponding average synchronization time for control (5.8) as a
function of β, with σ2 = 3.9× 10−2 and different values of (Kq, Kω) associated to the different
colors: (0.5492462311558, 0.9984924623116) [red], (0.2, 1.2) [dark green], (0.6, 0.2) [dark
blue], (0.1, 1.55) [purple] and (1, 10−1) [olive green]. The dashed lines correspond to the times
achieved by control (5.7) with the same baseline values.
5.3.5 The case N = 2
The analysis that we have conducted in the previous subsections has given us a global view on the
dependence of our control strategies from the parameters affecting the formation synchronization
dynamics and it has shown how the adaptive design that we have introduced performs definitely
better than an isoparametrized PD-like control law. Furthermore, despite being statistical in
nature, it has provided us with a certain measure of deterministic results (seemingly related with
the class of graphs analyzed). However, not only it rests on some assumptions that weaken its
globality, but it has also shown how the improvement previously mentioned seems not to be true
for the case N = 2. Thus, in the present subsection we analyze what happens in the latter case,
where we are not burdened by the assumptions made and we can therefore obtain a more precise
description of the controls behaviour.
Following the guidelines introduced earlier, in Figure 5.9 (left) we do a plot similar to those
of Figure 5.3, but for a two spacecraft formation in a leader-follower situation. What we find is
a behaviour similar to that of Figure 5.3, but with better times. Due to the reduced number of
spacecraft to synchronize, this seems to be a reasonable behaviour.
Now, starting from this plot, we perform the same search for improving parameters (β, σ2)
that we have done in subsection 5.3.3. The search is done on a 200 × 200 uniformly space
grid (with β ∈ [−10−1, 10−1] and σ2 ∈ [5× 10−4, 10−1]) and it is limited to the baseline
parameters Kq and Kω (rounded up to the twelfth digit) corresponding to the minimal average
synchronization time. Since our main goals here are to see if there is any reason to employ our
adaptive design for a two spacecraft formation and at the same time to understand its behaviour
a little bit more, we do not plot the results here.
Instead, given the couple (β, σ2) which offers the best performance, we plot (Figure 5.9,
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right) the average synchronization time given by our adaptive control as a function of β, for σ2
fixed as the optimal one. The result is then compared with the average synchronization time
obtained with the baseline Kq and Kω. Finally, by keeping the same σ2, the plot is repeated for
four other couples (Kq, Kω) hand-picked to represent the different colored zones.
The first thing that we see is that on average our adaptive design has a parabolic behaviour
with respect to the parameter β. Secondly, while for couples (Kq, Kω) which are far from the
optimal zone of control (5.7), our adaptive design offers always some sort of increasing, for a
couple which is in the optimal region, the minimum synchronization time achieved by the control
(5.8) is so close to the one given by control (5.7) to be practically the same (the difference is of
the order of 10−3 seconds).
Thus, as a final remark, from the previous analysis one can infer that in the tracking case, if
we look only at the average synchronization time, employing the adaptive design is not advisable
unless the gains are for some reason chosen very badly.
5.4 Hierarchical synchronization: rotating leader
5.4.1 Spin-stabilized leader
In the previous section we have established a numerical approach aimed to derive quantitative
informations over the synchronization of a formation. In particular, we have considered forma-
tions acting under a hierarchical leadership and with the leader being three-axis stabilized. But
we have also seen in Chapter 3 that a consensus process is characterized by the dynamics of the
leader, when it is present. Therefore, in this Section we consider the closed loop dynamics of the
previous one under a leader subject to a time-changing rotational trajectory. As a first step, in
this subsection we consider it as a spin-stabilized agent, that is one that is rotating with constant
angular velocity about one of its principal axes of inertia.
The main goal is to understand if and in what magnitude a non-zero angular velocity affects
the average synchronization time for controls (5.7) and (5.8), thus also discussing whether the
latter improves on the former also in this instance (with the assumptions outlined in Section 5.3.1
still standing).
To simplify things, for the formations considered in this subsection, we impose that the leader
is spinning around its z-body axis. Since the rotational energy is conserved and we are spinning
around the axis of minimum inertia, this represents a stable configuration (albeit, as the case of
the Explorer-1 teaches, it can become unstable in the presence of dissipation).
Following the methodology introduced in the previous section, we begin our analysis by
studying the parameters spaces of control (5.7) corresponding to the graphs that we have
introduced in the previous section. This investigation is conducted for multiple values of the
initial angular velocity of the leader (in particular, we have ω0 (0) ∈ {0.05, 1, 1.5, 2}, where the
unit is always rad/s) and with the maps corresponding to the different graphs computed on a set
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Figure 5.10: Average synchronization time for a 20 spacecraft formation as a function of the
gains aij and bij (equal for all the agents) via control (5.7), with a 50 × 50 uniformly spaced
grid (from 10−1 to 5 in both directions) and the different graphs indicated in red (7P ), green
(5P ), blue (3P ) and purple (1P ). The values of the leader’s angular velocity ω0 (0) (in rad/s)
are respectively 0.05 (a), 1 (b), 1.5 (c) and 2 (d).
of 50× 50 uniformly spaced values of the gains aij and bij . The intervals, as well as the other
conditions are the same of Figure 5.3. We also remark that the reduction in the number of values
considered has been necessary due to computational time reasons.
Similarly to the plots shown in Figure 5.3, in Figure 5.10 we can see that when one of the
gains is much greater than the other the average synchronization time tends to get higher, and
this remains true for every one of the graphs considered. Furthermore, as the graph becomes
more sparse, the different surfaces tend to “fold” towards high values of bij and low ones of aij ,
while concurrently their differences in the average synchronization time remain pretty much
bounded. Finally, it is interesting to note that in pictures (d) and (c), when the gains values are
far from the optimal region, a more sparse graph offers better synchronization times.
From the previous plots, for every graph and every value of ω0 (0), we extract the couples
(Kq, Kω) that give us the minimum value of the respective average synchronization times and
we employ them as baseline values to explore the (β, σ2) parameters spaces of control (5.8), in
a similar fashion to what has been done for Figure 5.4. Again, for computational reasons, the
exploration is limited to a 50× 50 version of the uniformly spaced grid of Figure 5.4.
The results are plotted in Figure 5.11, where again we can observe that the average synchro-
nization time gets higher for higher values of β. Furthermore, with the exception of the last
picture, we find that for these values of β the smallest synchronization time is obtained for the
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Figure 5.11: Average synchronization time for a 20 spacecraft formation as a function of the
parameters β and σ2 (equal for all the agents) via control (5.8), with a 50× 50 uniformly spaced
grid (with β ∈ [10−2, 0.05] and σ2 ∈ [0.005, 10−1]) and the different graphs indicated in red
(7P ), green (5P ), blue (3P ) and purple (1P ). The values of the leader’s angular velocity ω0 (0)
(in rad/s) are respectively 0.05 (a), 1 (b), 1.5 (c) and 2 (d). Initial conditions correspond to those
of Figure 5.10, while the values of (Kq, Kω) can be looked upon in Figure 5.12.
sparsest graph, while the behaviour is reversed in the more optimal zones. Still, similarly to
what happens in Figure 5.4, we always find a couple (β, σ2) that improves on the corresponding
synchronization time obtained in Figure 5.10 (albeit in this case the gain seems to be pretty
minimal).
Starting from the optimal values of the previous plots, in Figure 5.12 we plot the evolution of
the average synchronization time with respect to the magnitude of the initial angular velocity,
both for control (5.7) (left) and (5.8) (right). Every plot corresponds to a different graph, going
from 7P in the upper part to 1P in the lower one, and it contains this evolution as computed
for the previously mentioned optimal values. Here we can clearly notice two facts that we have
already mentioned: on one side the minimal improvement in time that we obtained with our
adaptive control (remember that the advantage offered by every couple of gains must be evaluated
at specific values of the initial angular velocity), while on the other the fact that for higher values
of ω0 (0) (and more sparse graphs) one must also steadily increase the values of the gains.
To conclude this subsection, in the same fashion of Figure 5.5, in Figure 5.13 we consider
again the evolution of the average synchronization time with respect to the dimension of the
formation and for different permutations of the baseline configurations considered in the other
plots of this section. In this case, the plots bear differences both in the communication graph
106
Figure 5.12: Average synchronization time for a 20 spacecraft formation as a function of the
initial angular velocity of the formation’s leader, both for control (5.7) (left) and (5.8) (right).
The graphs are ordered from top to bottom as 7P (a), 5P (b), 3P (c) and 1P (d). For every plot,
the optimal gains associated to the different values of ω0 (0) are indicated by the different colors:
red (0.05), dark green (0.1), dark blue (0.15) and purple (0.2).
structure (indicated by different letters) and in the value of ω0 (0) (denoted by the different colors
in the single plots). Again, we can see an advantage in employing the proposed adaptive design
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Figure 5.13: Synchronization time against formation dimension for 400 permutations of the
baseline configurations considered in Figures 5.10 and 5.11, both for control (5.7) (left) and
(5.8) (right). For every picture, different colors correspond to different leader’s initial angular
velocities: 0.05 (red), 0.1 (dark green), 0.15 (dark blue) and 0.2 (purple). The graph considered
are, going from (a) to (d), 7P , 5P , 3P and 1P , while the gains are indicated in the plots. For the
adaptive case, the baseline Kq and Kω are equal to those of the constant one.
(particularly in the rate of increase of the plots). Still, unless the value of ω0 (0) gets very high
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or the graph becomes sparser, the gain obtained is not that significant. Of course, the latter is
welcome news, since this may indicate the possibility of effective usage of less computationally
expensive graph topologies.
5.4.2 Time varying spinning rate
In the present subsection we go a step further with respect to the previous one and we consider
the closed loop dynamics induced by controls (5.7) and (5.8) for formations acting under a
hierarchical leadership with a leader spinning at a time varying rate. The primary reason to
conduct such an analysis is to understand if the controls that we have considered can effectively
be applied in a real life scenario without the need of adding terms to compensate for the leader’s
dynamics. Of course, this is only a first step, since a rotating leader is not the only thing to take
into account and its effect must be coupled with those generated by different perturbations acting
on the formation.
On a very general level, one can define whatever acceleration signal one desires. In order
to bring this work closer to reality, the reference scenario considered in this subsection is a
keplerian one, where the formation orbiting a given primary is also trying to synchronize in order
to form and maintain an interferometric array. What we want for this array is to rotate (in terms
of attitude) with the same magnitude of the angular velocity of a reference keplerian orbit, in
such a way that a strip defined by the array dimension and composition can be continuously
observed either on the primary or on the surrounding space (depending whether we are looking
inside or outside).
Since in this chapter we are considering only the attitude dynamics of the spacecraft, some
hypotheses have to be made in order for the previous scenario to make sense:
• Assuming that we place the formation’s leader on the (natural) reference orbit, it has to be
possible to control it in such a way that it spins according to the previous requirements, so
that the rest of the formation can track its motion via the controls defined in Section 5.2;
• It has to be possible to control the orbital motion of the other spacecraft in such a way
that, in a frame relative to the leader and rotating with the angular velocity of the reference
orbit, their velocities are zero, so that the interferometer structure is kept in time.
While the first hypothesis can be achieved with any attitude tracking control law, the second
requires more specialized controls. As an example, in the proper time interval, one can exploit
the Cucker-Smale control defined in Chapter 4.
To better describe the situation, we need to define some reference frames. In light of planned
future expansions for this work, the model that we are going to introduce is taken from the work
of Misra and Panchenko [169] and it takes into account elements that we do not need here, but
that will be useful in the future. Therefore we describe it in its most encompassing case, pointing
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Figure 5.14: Reference frames adopted for the scenario of Sections 5.4.2 and 5.4.3.
out where appropriate how it restricts to the situation considered in this subsection. A graphical
depiction of the situation can be found in Figure 5.14.
First, let us assume that the primary is rotating around one of its axis of inertia with angular
speed Ω and let us fix as inertial a frame (I,J,K) with axes parallel to the body’s axes of inertia
as given at a certain epoch (aligned respectively with the smallest, intermediate and largest one).
Then, let us define a rotating frame (I′,J′,K′) attached to the body, and therefore rotating with
angular velocity ΩK with respect to the inertial system. Of course, since in this subsection we
are considering keplerian motion, this implies that Ω = 0 and that the two frames coincide.
Now, along the reference orbit in the orbital plane (the equatorial one in our case), let us
define a rotating frame (O1,O2,O3) with the axes defined similarly to the Hill’s frame of
Chapter 3: O3 points towards the center of mass of the primary, O1 in the direction tangent to
the orbit while O2 is defined as O2 = O3 ×O1 according to the right hand rule. In particular
this frame is rotating with respect to the inertial one with an angular speed equal to the derivative
η˙ of the true anomaly.
Finally, for the leader of the formation, which is travelling along the reference orbit by
hypothesis, we define a body fixed frame (b1,b2,b3) to describe its attitude with respect to
the inertial one (similar frames are defined implicitly for the other spacecraft). In particular,
throughout this subsection, we assume that the leader is spinning around its b2 body axis with the
same angular velocity of the orbital frame (in accordance with the second hypothesis mentioned
before).
It is well known that in the keplerian motion the main factors that determine the instantaneous
orbital velocity are the mass M of the primary, the semi-major axis a of the orbit and its
eccentricity e. Thus, in line with what we have discussed in the previous subsection, it is only
natural to ask in what amount these quantities affect the synchronization process of a formation
defined as before.
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Figure 5.15: (a) Value of CT,20 for a 20 spacecraft formation (under the dynamics induced by
(5.7)) considered as a function of the reference orbit’s semi-major axis a and the primary massM ,
for an eccentricity of e = 0.9 and an integration time of one orbital period. (b) Time evolution of
the reference radius r (top) and metric µ (q) (bottom) for the point (a,M) = (3500, 4× 1025) up
to one orbital period T . The formation is always inserted at η = 3
2
pi while the gains are defined
as Kq = 0.5 and Kω = 1.
To check this, in Figure 5.15 (a) we plot the maximal geodesic distance
CT,N = max
t∈[0,T ]
(
max
i=1,...,N
φ (q0, qi)
)
, (5.30)
where T denotes the orbital period of the reference orbit. The latter is supposed having an
eccentricity of 0.9, while the formation considered is the same 20 spacecraft one used as baseline
in the previous subsections, with the leader inserted at η = 3
2
pi with inertial angular speed equal
to η˙K. The graph considered for the formation is 7P .
As you can see on the right of Figure 5.15, where we plot the time evolution of the reference or-
bit radius r and the metric µ (q) defined in Section 5.3.2 for the point (a,M) = (3500, 4× 1025),
the only problem that the formation is having is in the passage at the periaxis, where the angular
speed may increase so much that the formation breaks and subsequently recovers synchronization.
Leaving aside for the moment the intervals of a and M employed, in the heat map we can
distinguish areas with different behaviours. Points that are not plotted (white region) correspond
of course to situations where the formation has not synchronized within the requested thresholds
(which, differently from Section 5.3.1, have been relaxed to 10−2 rad and 5 × 10−3 rad/s
respectively) for the entire orbit. Points in the dark purple region correspond instead to situations
where the synchronization happens roughly after the passage at the periaxis, so that the maximal
value computed is exactly that of the threshold (after that consensus is just refined further).
Finally, the rest of the points synchronize roughly before the arrival at periaxis but, depending on
the level of synchronization achieved, suffer this passage with different degrees.
Of course, we can have border situations that depend on the spacecraft initial conditions. For
example, if we look at Figure 5.16 (a), where we plot the time evolution of the µ (q) and ν (ω)
metrics for 35 sets of initial conditions corresponding to the point (a,M) of Figure 5.15 (b), we
can see that the different orbits, although starting relatively clustered, may end up oscillating
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Figure 5.16: (a) Time evolution up to one orbital period of the metrics µ (q) and ν (ω) for
35 sets of initial conditions associated to a 20 spacecraft formation in an orbit defined by
(a,M) = (3500, 4× 1025). (b) CT,20 as a function of the simulation number for 500 sets of
initial conditions associated to the previous formation. Other conditions are the same of Figure
5.15.
Figure 5.17: (a) CT,20 as a function of the simulation number for 500 sets of initial conditions
associated to a 20 spacecraft formation in an orbit defined by (a,M) = (500, 3× 1025). (b) Time
evolution up to two orbital periods of the metric µ (q) for 4 sets of initial conditions associated
to the previous formation. Other conditions are the same of Figure 5.15.
with different amplitudes. Thus, due to the way in which we distinguish them, some of them may
be recognized as in a synchronization status after the passage at periaxis. This can be observed
clearly on the right of Figure 5.16, where the value of CT,20 for each set is plotted against the
number of this same set and where the quantity of this sets has been increased to 500. In this
plot we can see that the orbits synchronizing before the passage achieve more or less the same
maximal displacement, while the rest have a value of CT,20 in the proximity of the threshold.
The previous describes what happens in grey area defined by the purple zone. The other type
of border conditions can be found in the transition between the previous zone and the white one.
This, as shown in Figure 5.17, represents points for which most of the sets of initial conditions
(a) need more than one orbital period to synchronize (b).
Now, what is important to note about this map lies in the values considered for a and M .
What these are apparently saying is that, unless the primary is extremely small and massive,
the passage at the periaxis does not cause any significant synchronization loss in the formation.
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Figure 5.18: Value of CT,20 for a 20 spacecraft formation (under the dynamics induced by (5.7))
considered as a function of the reference semi-major axis a and the primary mass M , for an
eccentricity of e = 0.9 and an integration time of one orbital period. The graphs considered are
5P (a), 3P (b) and 1P (c).
However, we have seen in the previous section how the dimension of the formation and the graph
structure may change significantly the closed-loop dynamics. In the present scenario, the latter
does not seem to give too many problems in the sense that, if we look at Figure 5.18, where we
have plotted the same heat map of Figure 5.15 for the graphs 5P (a), 3P (b) and 1P (c), even if
the values of CT,20 for the same points are increasing, it can be guessed that no real primary is
going to lie in the problematic zones (for example, an Earth low altitude orbit consistently gives
values below 10−2 rad, as can be seen in the lower right corner of the plots).
The same happens with the dimension of the formation. To clarify, let’s look at Figure
5.19 (a), where we have plotted the value of CT,N against the dimension of the formation
(considered with only one set of initial conditions) for (a,M) = (6478.14, 5.97237× 1024) (top)
and (a,M) = (2017.72, 1.52971× 1025) (bottom). In both cases, the formation is inserted at the
apoaxis, so that we can be assured of its synchronization in rapid times (due to the low angular
velocity), and with a 7P communication graph.
The plot on the bottom, taken with clearly unrealistic values, shows us what happens
eventually to every formation considered. For low dimensions, we can observe a steady increase
in the maximal geodesic distance related with the fact that the graph structure is not changing to
compensate for the growing dimension. Sometimes, this can be preceded by a small plateau at
the selected threshold height, given by the fact that no significant desynchronization is observed
during the passage at periaxis. Another plateau is found at height pi, which is of course the
absolute maximal geodesic distance (since the rotation direction does not count). Finally, we
observe again a drop at the threshold height, where formations are now synchronizing after the
periaxis, followed by an empty region signalling formations that are not able to synchronize
within one orbital period.
While theoretically this behaviour should be observed wherever we put our formation, we
can see in the top of Figure 5.19 that in a realistic scenario the growth rate with respect to the
dimension is so small to require extremely large formations (in the case of cubesats) for the value
of CT,N to become significant. Furthermore, as we can see on the right of the same figure, where
the value of CT,N for the formation on the left is considered for different initial conditions and
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Figure 5.19: (a) Value of CT,N as a function of the dimension of the formation, with the latter con-
sidered at (a,M) = (6478.14, 5.97237× 1024) (top) and (a,M) = (2017.72, 1.52971× 1025)
(bottom), inserted at the apoaxis and evolved up to one orbital period. (b) Value of CT,N as a
function of the sets of initial conditions considered for different values of N .
different dimensions, these results appear to be independent of the initial conditions (at least at
relatively low dimensions), and therefore define a strict behaviour of the formations.
5.5 Conclusion
In this chapter we have studied the problem of attitude synchronization in spacecraft formation
flying, with the double goal of understanding some aspects of the dynamics and exploit the latter
in order to improve the performance of common control laws used for this purpose. In particular,
for this analysis we have considered a standard PD-like control law alongside a possible adaptive
modification of it. Starting from the study of the average parameters spaces of the two control
laws, with a formation moving in free space, we have derived “ optimal ” parameters for both
controls, in the sense of best performance in terms of average synchronization time, for a given
configuration of the formation. By employing these parameters, we have compared the evolution
of the synchronization time with respect to the dimension of the formation for both controls and
for different arrangements of the initial conditions within the same graph structures, included the
configuration used to derive the parameters. Finally, driven by some of the results obtained, we
have reduced the problem to the tracking case (leader-follower configuration), where we have
shaped the previous analysis in order to obtain additional informations on the behaviour of the
controls considered.
Subsequently, we have extended the previous study to the case of formations synchronizing
under a leader with a time changing trajectory. As a first step, we have considered the case
of a leader moving with constant angular velocity, where, by direct application of the method
developed before, we have managed to describe quantitavely the dependence of the average
synchronization time with respect to the magnitude of the leader’s spin rate. Secondly, we
have generalized the previous scenario by considering a leader rotating with a time-varying
rate. In particular, by considering a formation synchronizing in order to build and maintain an
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interferometer in a keplerian context, we have shown, similarly to what done in Chapter 4, the
strong dependence from the leader’s orbit semi-major axis and the mass of the primary.
The main result of this chapter lies in the numerical evidence showing the advantage, given a
hierarchical graph structure, of using the proposed adaptive design over a standard quaternion
feedback control, both for a three-axis stabilized leader and for a spin-stabilized one. At the same
time, we have established a mixed numerical and analytical approach, relying on a particular
graph structure, which has allowed us to obtain an almost global description of the closed-loop
dynamics induced by the proposed controls.
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Chapter 6
Conclusion and open problems
This Ph. D. thesis has addressed the problem of designing distributed control algorithms for
spacecraft formation flying, that is control laws where the spacecraft exchange data between
themselves in order to achieve the desired formation state. In particular, we have focused on
linear algorithms, where the spacecraft define their accelerations through linear combinations
of the states that they want to bring to consensus, that is to the same numerical value. Finally,
out of all the possible formation dynamics where these algorithms can be employed, we have
considered only those of formation acquisition and maintenance on the translational side, and
attitude synchronization on the rotational one.
In regard to the first dynamics, in Chapter 4 we have expanded on the development of
a novel distributed, adaptive control strategy (indicated as the Cucker-Smale control) aimed
to asymptotically cancel the spacecraft relative velocities, so that the relative positions may
remain fixed in time. This strategy, as it was originally introduced, was used to maintain a three
spacecraft formation travelling along a transfer orbit to the L2 Sun-Earth libration point. In order
to conserve the triangular shape selected, the control was applied under an undirected connected
communication graph.
As we observed in Section 4.3.3, employing an undirected graph with the control’s chosen
design requires a careful placement of the reference orbit around which the formation is travelling.
In particular, the velocity vector of an imaginary particle travelling along this orbit should
correspond to the sum of the spacecraft velocities normalized by the formation’s dimension,
which is exactly the velocity reached at consensus by the spacecraft. Failing to do so still allows
the spacecraft to achieve consensus, but the formation will end up in a different region of the
phase space.
Thus, our first contribution lies in observing that this problem can be easily overcome if it is
possible for the spacecraft to automatically reach the velocity of the reference by applying the
Cucker-Smale control. In light of the literature presented in Section 3.1, this is possible if the
control is applied under a hierarchical graph, that is a directed graph with spanning tree where,
assuming a natural indexation of the formation as [1, . . . , N ], each numbered spacecraft receives
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informations only from those associated to smaller numbers. This means that, for the formation
to achieve both consensus and trailing of the reference, it is sufficient to define as root of the
graph a particle (real or imaginary) travelling along this same reference orbit. It is important
to note that using a hierarchical graph is only a sufficient condition for achieving the previous
objective. Consequently, as seen in Chapter 2 for different consensus models, it is possible that
the same result can be obtained for a general digraph with a spanning tree, without requiring any
hierarchy in the formation. While such generalization was beyond the goals of the thesis, it may
be readily addressed in the future in conjuction with the other issues that we mention below.
Our second improvement has a more general scope, and lies in a deeper analysis on how the
relative dynamics of the spacecraft affects the control’s performance. This was motivated by
the fact that, over long periods of application, the main cost of the Cucker-Smale control comes
exactly from compensating for the relative dynamics and not from bringing the spacecraft to
consensus (see Figure 4.4). Thus, taking a step back from the transfer orbits mentioned before,
we have considered the simplest possible situation of a formation travelling around a primary
and applying the Cucker-Smale control in order to achieve and maintain a definite shape for
the entire operational time. By studying the dynamics in the Hill’s frame relative to a circular,
keplerian reference orbit we have observed that the in-plane and out of plane motions can be
separated, and that for the former it is trivial to define, at parity of distance from the reference,
the positions of minimal and maximal relative acceleration. Thus, we have exploited independent
and aptly placed couples leader-follower (with the leader travelling on the reference) to study the
effects of the relative accelerations in these extremal situations. This study have been conducted
by observing the time variation of two metrics (maximal variation of the intervehicle distance
and total thrust integral) with respect to control and dynamical parameters. The first metric
told us how much the relative dynamics affects the speed of consensus achievement, while the
second indicated how much the control’s cost is affected by it. The results have shown that in the
dynamical situation considered, applying the Cucker-Smale control in the suggested form is not
feasible even for moderate periods of time, due to the fact that reasonable application costs can
be reached only with the follower in the along-track direction (minimal relative acceleration),
and even then a large semi-major axis for the reference orbit and moderate relative distances
are required to achieve a low cost. Do note that the effects of these quantities are not equally
important, since a lower semi-major axis must always be compensated by a lower relative
distance, up to the point of risking collisions.
The previous conclusions seems to indicate (more on that in the next paragraph) that the
Cucker-Smale control, in its current form, can be applied under the effects of gravitation for
reasonable amounts of time only when the dominant term of the relative acceleration becomes the
relative distance (which has a linear growth) instead of the distance from the main mass (which is
cubic). Thus, in order to confirm the previous conclusions and show the potential of the proposed
control in a favourable condition, we have considered a different mission objective, which builds
upon the proposed scientific goals for the extended LISA Pathfinder mission. In particular, we
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have taken a formation travelling on elliptical orbits around the Earth and periodically visiting
the Sun-Earth-Moon saddle point (within the context of a planar bicircular model), a location
deemed suitable to perform relativity experiments with the previous mission. Furthermore, we
have supposed that, in order to perform interferometric operations, the formation’s spacecraft
apply a simplified Cucker-Smale control (constant gains instead of adaptive) in a neighborood of
the saddle point (characterized as apogee of the previous orbits) at each successive visit, with
shooting maneuvers performed at the orbits perigees in order to encounter again the saddle point
at a successive time. Limiting ourselves to consider again only couples leader-follower moving
coplanarly with the main masses, we have first analyzed the performance of the Cucker-Smale
control in terms of the neighborood “dimension”, that is the magnitude of the gravitational
acceleration of the leader, and the interveichle distance, showing that in this case the cost of the
control remains of the order of mm/s even for an operational time of roughly two years with
multiple windows of control application each spanning tens of days. Futhermore, by fixing a
value for the threshold and one for the relative distance, we have discussed the limitations of the
control in terms of number of maneuvers and magnitude of the gains, showing that too strong
or too weak a thrust causes the intervehicle distance to grow excessively, thus destroying the
formation over the course of a few orbits. Finally, we have focused on the shooting maneuvers,
showing on one side that, for the their cost to be of the same order of the control, the perigee of
the orbits should be chosen to be sufficiently high (almost approaching circularization), while on
the other that, while normally some of the visits miss the saddle point (since the latter’s distance
from the Earth changes), it is possible to adjust the semi-major axis of the orbits (in order to
always encounter the saddle point) without changing too much the total cost of the shooting
maneuvers.
If we combine toghether the results discussed in the last two paragraphs, we can infer that
areas where the Cucker-Smale control works best involve a weak gravitational field, and this
holds even for relatively large intervehicle distances. However, in the analysis performed before
no study of the vector’s field gradients has been done, thus it is not possible to draw a rigorous
estimate of the necessary balance between the two for the application of the current version of the
Cucker-Smale control. In regard to the latter, some matters about its design have to be addressed
in the future. The major one concerns the control’s dependence on the direct cancellation of
the relative accelerations terms (subsequently substituted with a consensus algorithm). This of
course restricts the control’s applicability to mission scenarios satisfying the conditions above,
thus it is only reasonable to ask if it is necessary to cancel the relative accelerations. On the
other side, when dealing with the saddle point’s visits, we have adopted a version of the control
devoid of its adaptive design, and we have shown that the relative distances remain more or
less fixed. Thus, since these distances are an integral part of the adaptive gains definition, it is
necessary to ask if and when this design should be used for the translational control. The last
matter about the control’s design that has to be addressed is its lack of robustness, primarily
against collisions between the spacecraft, and secondarily against failures of different kinds that
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may affect the time invariance of the communication graph. However, since these add additional
layers of complexity to the problem, they may be put after the other issues mentioned.
Do note that all the previous observations refer to the analytical design of the control.
Practically speaking however, there is another issue in the analysis conducted up to now, and
this is the fact that the control’s characteristics have been explored only with leader-follower
couples. Enlargening the formation is not a computational problem, since, as discussed later
in this section, we can exploit parallelization and hierarchical graphs to study formations of
very large dimensions. However, while the factors determining a possible application of the
Cucker-Smale control are probably equal (the same characteristics of the relative accelerations,
just spread over different spacecraft), this has to be verified and a proper formation for the
feasible mission objectives must be established in connection with the graph used (for example,
if a hierarchical graph is used it would make sense to work with a wedge formation, or with
circular layers corresponding to different communication levels).
Coming to Chapter 5, here we have considered the problem of distributed attitude synchro-
nization, that is the problem of designing distributed control laws for spacecraft in a formation to
achieve the same rotational state, both in terms of attitude and angular velocity. The starting goal
of this chapter has been to develop an adaptive design capable of improving the consensus rate of
standard PD-like controls with constant gains. In order to do so we have parametrized the rotation
group by using quaternions, and we have subsequently introduced a PD-like distributed control
law aimed to synchronize the attitude dynamics of the spacecraft. This control, introduced as
benchmark, has been selected among a list of possible candidates in the literature, according to
the condition of being as simple as possible (thus, no additional terms are present to deal with
perturbations, for example).
In light of the stated synchronization objective, the selected control rests of course on two
sets of gains for consensus, one for the quaternions and one for the angular velocities. The
author that first introduced this control proved consensus under it only with constant gains and
an undirected connected communication graph. Furthermore, as far as we know, there have been
in the literature no discussions about the associated rate of consensus. Thus, in order to introduce
our adaptive design, our first contribution has been to prove that consensus under this control law
can be reached even when the gains associated to the angular velocities change with time (but do
not explicitly depend by it, thus keeping the controlled system autonomous). Furthermore, we
have proved exponential convergence for this control, also explicitating its dependence from the
formation’s dimension and the gains structure. In light of these results, we have constructed our
adaptive design in a manner equivalent to the Cucker-Smale control (scaling them with respect
to their rotational distance, also adding some parameters to calibrate the gradient) and proved its
advantage under an undirected connected communication graph.
Similarly to the translational case, the interesting instance of the control lies in driving the
spacecraft towards a rotational state defined a priori through the presence of a formation’s leader,
and thus a digraph with a spanning tree. While an analytical, deterministic description has for
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the moment eluded us, overcoming this obstacle has actually brought out a different kind of
contribution from this work. Specifically, we have shown that if one reduces itself to consider
only hierarchical graphs, it is possible to conduct computationally fast MonteCarlo simulations
to explore the dynamics determined by the controlled equations of motions.
By considering multiple sets of initial conditions, we have defined the associated average
synchronization time (where the spacecraft are assumed to be synchronized if certain magnitude
thresholds for the relative quaternions and angular velocities are reached). By assuming the
control gains to be constant and, for each of the two sets, equal for all the agents, we have drawn
discrete heat maps representing these times for each gains couple and for different hierarchical
graph structures. While this has been done for a single formation dimension, we have also proved
that, thanks to the hierarchical structure of the graph, the values obtained constitute upper bounds
for formations with lower ones. Starting from the minimal value obtained, we have repeated the
simulations with our adaptive design and showed that it is always possible to adjust the control
parameters in order to achieve a better synchronization time.
However, in the experiments above we have considered a particular uniform distribution of
the initial conditions, that is, once randomly generated, we have arranged them in such a way
that the farther a spacecraft is in the indexation, the larger is its rotational distance from the
formation’s leader. Thus, in order to show more thoroughly the advantage of our adaptive design,
we have considered, for every successive, increasing formation dimension (where additional
spacecraft were added to the already existing ones), multiple sets of initial conditions constructed
by shuffling the previous one, and, for each of them, repeated the same simulations of the
previous paragraph, working with a single gains couple for all the graphs in the constant case,
and using, for each graph, the adaptive control parameters derived for the baseline configuration
at largest dimension. While at first glance numerically heavy, since for each growing set of
initial conditions one should integrate N ! equations to perform these simulations, we have shown
that by exploiting the graph’s hierarchical structure it is possible to reduce the computational
cost to O(N). Besides confirming the advantage of our adaptive control, these simulations have
given us and idea of its dependence from the formation’s dimension and initial conditions, and
this is true both for a three-axis and spin stabilized leader (where for the latter different angular
velocities have been considered and, for the gains derived by studying the baseline configuration,
also the average synchronization time dependence from this velocity has been studied). The case
of an accelerating leader has been also touched very briefly, with this acceleration supposed to
derive from the necessity of rotating the formation’s leader in order to observe a given primary.
Main objective of the section has been to check the robustness of the control under this kind of
acceleration, and the simulations performed seems to indicate that, as long as the formation is
not too large and the graph not too sparse, synchronization can still be reached.
The major shortcoming of this chapter is of course the lack of proper analytical results
supporting the simulations done. While we managed to describe completely the undirected case,
the same cannot be said for the directed one. Thus, studying analytically the latter should be
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the first priority of an eventual expansion, with a natural simplification of the problem lying
in restricting ourselves to hierarchical graphs. Similarly to the undirected connected case, this
analysis can be conducted first without assuming any limitation on the torque applicable by the
spacecraft, which however should be added as a second step in order to get closer to a more
realistic situation. This can be obtained also by extending the control to deal with different
situations (perturbations, time-varying graphs and so on), in a manner similar to what proposed
for the control of Chapter 4. Finally, each of these step should proceed in parallel with the
comparison of the proposed control and adaptive design to other already existing in the literature,
in order to understand if and what kind of advantages they offer with respect to those.
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