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ON THE EIGENVALUES OF TRUNCATIONS OF RANDOM UNITARY
MATRICES
ELIZABETH MECKES† AND KATHRYN STEWART†
Abstract. We consider the empirical eigenvalue distribution of an m×m principle sub-
matrix of an n×n random unitary matrix distributed according to Haar measure. Earlier
work of Petz and Re´ffy identified the limiting spectral measure if m
n
→ α, as n → ∞;
under suitable scaling, the family {µα}α∈(0,1) of limiting measures interpolates between
uniform measure on the unit disc (for small α) and uniform measure on the unit circle
(as α → 1). In this note, we prove an explicit concentration inequality which shows that
for fixed n and m, the bounded-Lipschitz distance between the empirical spectral measure
and the corresponding µα is typically of order
√
log(m)
m
or smaller. The approach is via
the theory of two-dimensional Coulomb gases and makes use of a new “Coulomb transport
inequality” due to Chafa¨ı, Hardy, and Ma¨ıda.
1. Introduction
Let U be an n × n Haar-distributed unitary matrix. By a truncation of such a matrix,
we mean a reduction to the upper-left m × m block, for some m ≤ n. In the case that
m = o(
√
n), the truncated matrix is close to a matrix of independent, identically distributed
Gaussian random variables (see Jiang [5]); the circular law for the Ginibre ensemble would
lead one to expect that the eigenvalue distribution was approximately uniform in a disc,
and this was indeed verified by Jiang in [5]. At the opposite extreme, namely m = n,
we have the full original matrix U . The eigenvalues of U itself are also well-understood;
it was first proved by Diaconis and Shahshahani [2] that for a sequence {Un} with Un
distributed according to Haar measure on U (n), the corresponding sequence of empirical
spectral measures converges to the uniform measure on the circle, weakly in probability. In
more recent work [6] of the first author and M. Meckes, it was shown that if µn denotes the
spectral measure of U and ν is the uniform measure on the circle, then with probability one,
for n large enough, W1(µn, ν) ≤ C
√
log(n)
n (here, W1(·, ·) is the L1-Wasserstein distance; the
definition is given at the end of this section). This result demonstrates a stronger uniformity
of the eigenvalues of such a matrix than, for example, a collection of n i.i.d. uniform points
on the circle (whose empirical measure typically has distance of the order 1√
n
from the
uniform measure).
It is thus natural to consider the evolution of the distribution of the eigenvalues of an
m×m trucation of U , as α = mn ranges from o(1) to 1− o(1). Figure 1 shows simulations
of the eigenvalues of truncations for various values of α: in it, one can see the thinning out
of the distribution in the center of the disc, as more of the original matrix is kept and the
eigenvalues move from being uniform on a disc to uniform on the circle.
† Supported in part by NSF DMS 1612589.
1
ar
X
iv
:1
81
1.
08
34
0v
3 
 [m
ath
.PR
]  
10
 A
pr
 20
19
2 ELIZABETH MECKES† AND KATHRYN STEWART†
Figure 1. The eigenvalues of an m × m truncation of a n × n Haar-
distributed unitary matrix, with mn = .25,
m
n = .75, and
m
n ≈ .99.
In fact, the exact eigenvalue distribution of an m ×m submatrix with m < n is known
(see [8]; also [7]). For our purposes, it is most natural to consider the eigenvalues of an
m×m truncation rescaled by √ nm ; under this scaling, the joint density of the eigenvalues
is supported on
{|z| <√ nm}n and has density there given by
(1)
1
cn,m
∏
1≤j<k≤m
|zj − zk|2
m∏
j=1
(
1− m
n
|zj |2
)n−m−1
,
where
cn,m = pi
mm!
( n
m
)m(m+1)/2 m−1∏
j=0
(
n−m+ j − 1
j
)−1 1
n−m+ j .
Petz and Re´ffy [7] made use of the explicit eigenvalue density to identify the large-n
limiting spectral measure, when mn → α ∈ (0, 1); it has radial density with respect to
Lebesgue measure on C (as it must, by rotation-invariance), given by
(2) fα(z) =
{
(1−α)
pi(1−α|z|2)2 , 0 < |z| < 1;
0, otherwise.
While the mathematical motivation in studying the eigenvalues of these truncations, and
particularly the evolution of the ensemble as the ratio mn ranges from o(1) to 1 − o(1), is
clear, there are also many phyical systems in which large unitary matrices play a central
role, and in which truncations of those matrices arise naturally. E.g., in chaotic scattering,
the amplitudes of waves coming into the system are related to the amplitudes of outgoing
waves by a large unitary matrix (called an S-matrix), and the so-called transmission matrix
(related to long-lived resonances of the system) is a truncation of the S-matrix. See, e.g.,
[4], where the use of random unitary matrices in this context was explored.
The purpose of this paper is to give non-asymptotic results; i.e., to describe the en-
semble of eigenvalues of truncations of U ∈ U (n) for fixed (large) n. Our main result on
approximation of the spectral measure is the following.
Theorem 1. Let n,m ∈ N with 1 ≤ m < n. Let U ∈ U (n) be distributed according to Haar
measure, and let z1, . . . , zm denote the eigenvalues of the top-left m × m block of
√
n
mU .
The joint law of z1, . . . , zm is denoted Pn,m.
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Let µˆm be the empirical spectral measure given by
µˆm :=
1
m
m∑
i=1
δzi .
Let α = mn and let µα be the probability measure on the unit disc with the density fα defined
in (2). For any r > 0,
Pn,m
[
dBL (µˆm, µα) ≥ r
]
≤ e2 exp{−Cαm2r2 + 2m log(m) + C ′αm}+ e2pi
√
m
1− αe
−m,
where Cα =
1
128pi(1+
√
3+log(α−1))2
and C ′α = 6 + 3 log(α−1).
The bounds in Theorem 1 are tight enough that we can in fact treat the evolution of the
process of spectral measures of truncations of U , as the truncation ratio α ranges from o(1)
to 1− o(1).
Theorem 2. Let U be an n× n Haar-distributed matrix in U (n) and, for 1 ≤ m < n, let
µˆm be the empirical spectral measure of the top-left m×m block of
√
n
mU . Let α =
m
n , µα be
the probability measure on the disc with density fα as in (2), and let {kn}n≥1 ⊆ N be such
that kn = o(n) and
kn
log(n)2
→∞. Then with probability 1, for n large enough,
dBL (µˆm, µα) ≤ δm
for every m ∈ {kn, . . . , n− 1}, where
δm =
48
√
2pi logm
m , m ≥ ne ;
165
√
log( n
m
) log(n)√
m
, m < ne .
Note that if m = o(n), then δm is of the order
√
log(n)2
m . The restriction on kn in the
statement of the theorem thus implies that with probability one,
sup
kn≤m≤n−1
dBL (µˆm, µα)
n→∞−−−→ 0.
Observe that, although the support of the empirical spectral measure µˆm is the disc of
radius
√
n
m , the limiting spectral measure is supported on the unit disc; the following treats
the question of how far into this intermediate regime the eigenvalues are likely to stray.
Theorem 3. Let z1, . . . , zm be the eigenvalues of the top-left m ×m block of
√
n
mU , with
joint law Pn,m, and let α = mn . Then for any  ∈
(
0, 1√
α
− 1
)
,
Pn,m
[
max
1≤j≤m
|zj | > 1 + 
]
≤ e
(
1− αm(1 + )2m)
2pi
√
nα(1− α) (1− α(1 + )2)
[(
1− α(1 + )2)(1−α)
(1− α)1−ααα
]n
.
If  ≥ 1√
α
− 1, then
Pn,m
[
max
1≤j≤m
|zj | > 1 + 
]
= 0.
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This estimate requires some effort to parse. Firstly, observe that choosing  so that
(3) (1 + )2 >
1
α
[
1− (1− α)
(α
e
) α
1−α
]
gives that
Pn,m
[
max
1≤j≤m
|zj | > 1 + 
]
≤ e
(
1− αm(1 + )2m)
2pi
√
nα(1− α) (1− α(1 + )2)e
−αn.
Note that in the non-trivial case that α(1 + )2 < 1,(
1− αm(1 + )2m)
(1− α(1 + )2) = 1 + α(1 + )
2 + ·+ (α(1 + )2)m−1 ≤ m,
so that
(4) Pn,m
[
max
1≤j≤m
|zj | > 1 + 
]
≤ e
2pi
√
m
(1− α)e
−m.
While the bound stated in Theorem 3 is formally stronger, we will use the simpler bound
(4) in the following discussion, separated into three distinct regimes.
(i) m = o(n):
For mn = α small, the lower bound on (1 + )
2 in (3) is
1
α
[
1− (1− α)
(α
e
) α
1−α
]
=
1
α
[
1− (1− α) exp
{
α
1− α(log(α)− 1)
}]
=
1
α
[
1− (1− α)
(
1 +
α
1− α(log(α)− 1) +O
((
α
1− α(log(α)− 1)
)2))]
= 2− log(α) + o(1).
If m = o(n) and m ≥ 2 log(n), then the bound in (4) tends to zero at least as
quickly as n−
3
2 , and so it follows from the Borel–Cantelli lemma that if mn is any
sequence with mn = o(n) and mn ≥ 2 log(n), then for any δ > 0, with probability
one, for n large enough the support of the empirical spectral measure µˆmn lies
within the disc of radius
√
2 + δ + log( nmn ), as opposed to the a priori support of
the disc of radius
√
n
mn
.
(ii) There are c > 0 and C < 1 such that cn ≤ m ≤ Cn:
Here the bound in (4) tends to zero exponentially with n, and in this case the
lower bound on  from (3) results in a fixed radius rm (somewhat smaller than√
n
m but still bounded away from one, in terms of c and C), such that, if mn is
a sequence with cn ≤ mn ≤ Cn for all n, then with probability one for n large
enough, µˆmn is supported in a disc of radius rmn .
(iii) mn → 1:
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The bound in (4) tends to zero exponentially with n, and for α tending to one,
1
α
[
1− (1− α)
(α
e
) α
1−α
]
= 2− α+O((1− α)2).
It thus follows from the Borel–Cantelli lemma that for any  > 0, if mn is a sequence
with mn < n for each n and
mn
n → 1, then with probability one, for n large enough,
the empirical spectral measure µˆmn is contained within a disc of radius 1 + .
Definitions and notation. Throughout the paper, U will denote a Haar-distributed
random unitary matrix in U (n) and, for 1 ≤ m < n, z1, . . . , zm will denote the eigenvalues
of the top-left m×m block of √ nmU , with associated spectral measure µˆm.
The L1-Wasserstein distance between probability measures µ and ν is given by
W1(µ, ν) = sup
f
∣∣∣∣∫ fdµ− ∫ fdν∣∣∣∣ ,
where the supremum is taken over Lipschitz functions with Lipschitz constant 1. The
bounded-Lipschitz distance between µ and ν is given by
dBL(µ, ν) = sup
f
∣∣∣∣∫ fdµ− ∫ fdν∣∣∣∣ ,
where the supremum is taken over functions which are bounded by 1 and have Lipschitz
constant bounded by 1.
We will use the following uniform version of Stirling’s approximation, which is an easy
consequence of equation (9.15) in [3].
Lemma 4. For each positive integer n,
√
2pinn+
1
2 e−n ≤ n! ≤ enn+ 12 e−n.
2. Proofs of the Main Results
We begin with Theorem 3.
Proof of Theorem 3. The form of the eigenvalue density (1), specifically the presence of the
Vandermonde determinant, gives that z1, . . . , zm form a determinantal point process on C
with the kernel (with respect to Lebesgue measure)
Kn,m(z1, z2) =
m
n
m∑
j=1
1
Nj
(m
n
z1z2
)j−1 (
1− m
n
|z1|2
)n−m−1
2
(
1− m
n
|z2|2
)n−m−1
2
× 1(0,∞)
(
1− m
n
|z1|2
)
1(0,∞)
(
1− m
n
|z2|2
)
,
where the normalization factor Nj is given by
Nj =
pi(j − 1)!(n−m− 1)!
(n−m+ j − 1)! .
Let Br denote the ball of radius r, and let  ∈
(
0, 1√
α
− 1
)
. Then the expected number
of zi outside B1+ is given by
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E[NBc1+ ] =
∫
Bc1+
Kn,m(z, z)dz
= 2pi
∫ 1√
α
1+
m∑
j=1
1
Nj
αjr2(j−1)
(
1− αr2)n−m−1 rdr
≤ 2pi (1− α(1 + )2)n−m−1 m∑
j=1
1
Nj
αj
∫ 1√
α
1+
r2(j−1)rdr
= 2pi
(
1− α(1 + )2)n−m−1 m∑
j=1
1
Nj
(
1
2j
(
1− αj(1 + )2j))
≤ 2pi (1− α(1 + )2)n−m−1 (1− αm(1 + )2m) m∑
j=1
1
(2j)Nj
.
The sum on the right can be computed using the hockey stick identity:
m∑
j=1
1
(2j)Nj
=
m∑
j=1
(n−m+ j − 1)!
2pij!(n−m− 1)!
=
1
2pi
m∑
j=1
(
n−m+ j − 1
n−m− 1
)
=
1
2pi
n−1∑
k=n−m
(
k
n−m− 1
)
=
1
2pi
[(
n
n−m
)
− 1
]
.
Then
E[NBc1+ ] ≤
(
1− α(1 + )2)n−m−1 (1− αm(1 + )2m)(n
m
)
=
(
1− αm(1 + )2m)
(1− α(1 + )2)
(
1− α(1 + )2)(1−α)n(n
m
)
.
The version of Stirling’s formula in Lemma 4 gives that, for m = αn,(
n
m
)
≤ e
2pi
√
nα(1− α)
[
1
(1− α)1−ααα
]n
.
and so by Markov’s inequality,
P
[
max
1≤j≤m
|zj | ≥ 1 + 
]
= P
[
NBc1+ ≥ 1
]
≤ e(1−α
m(1+)2m)
2pi
√
nα(1−α)(1−α(1+)2)
[
(1−α(1+)2)(1−α)
(1−α)1−ααα
]n
.
ON THE EIGENVALUES OF TRUNCATIONS OF RANDOM UNITARY MATRICES 7
If  ≥ 1√
α
− 1, then
P
[
max
1≤j≤m
|zj | ≥ 1 + 
]
≤ P
[
max
1≤j≤m
|zj | ≥ 1√
α
]
= 0,
since the eigenvalues of a principal submatrix of U necessarily have modulus bounded by 1.

We now proceed with Theorem 1. The proof is an adaptation of the approach in [1],
using the framework of Coulomb gases. Specifically, the form of the eigenvalue density
given in Equation (1) means that the zi can be viewed as the (random) locations of m unit
charges in a two-dimensional Coulomb gas with external potential, as follows. If the energy
Hn,m(z1, . . . , zm) is defined by
Hn,m(z1, . . . , zm) =
∑
j 6=k
log
(
1
|zj − zk|
)
+m
m∑
j=1
Vn,m(zj),
with the potential Vn,m(z) defined by
Vn,m(z) =
{
−n−m−1m log
(
1− mn |z|2
)
, |z| <√ nm ;
∞, otherwise,
then the Gibbs measure on Cm (taking the inverse temperature β to be 2) is
dPn,m(z1, . . . , zm) =
1
Zn,m
exp {−Hn,m(z1, . . . , zm)} dλ(z1) . . . dλ(zm),
where λ denotes Lebesgue measure on C. That is, the Gibbs measure in this Coulomb gas
model is exactly the same as the density of the eigenvalues of the top-left m ×m block of√
n
mU , and so the empirical measure of the charges z1, . . . , zm has the same distribution
as the empirical spectral measure µˆm. This was the viewpoint taken by Petz and Re´ffy in
[7] to identify the large-n limiting spectral measure; the limiting measure with density fα
as in (2) is exactly the equilibrium measure for the 2-dimensional Coulomb gas model with
potential
Vα =
{
− ( 1α − 1) log (1− α|z|2) , |z| < 1√α ;
∞, otherwise, .
It should be noted that the viewpoint here is slightly removed from the usual Coulomb
gas model, where the potential would not depend on m or n; allowing such a dependence
is possible because the approach taken here is non-asymptotic; i.e., n and m are fixed
throughout.
In recent work, Chafa¨ı, Hardy and Ma¨ıda [1] have developed an approach to studying
the non-asymptotic behavior of Coulomb gases, using new inequalities they call Coulomb
transport inequalities. Specifically, if E(µ) =
∫∫
g(x− y)dµ(x)dµ(y) is the Coulomb energy,
with
g(x) =
{
log 1|x| , d = 2;
1
|x|d−2 , d > 2
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the d-dimensional Coulomb kernel, they showed that if D is a compact subset of Rd, then
there is a constant CD > 0 such that for any pair of probability measures µ and ν supported
on D with E(µ),E(ν) <∞,
W1(µ, ν)
2 ≤ CDE(µ− ν).
When comparing to the equilibrium measure µV of the Coulomb gas model with potential
V , this leads to the estimate
(5) dBL(µ, µV )
2 ≤W1(µ, µV )2 ≤ CV [EV (µ)− EV (µV )] ,
where EV is the modified energy functional
(6) EV (µ) = E(µ) +
∫
V dµ.
The estimate (5) is the key ingredient in the proof of Theorem 1. The proof follows the
analysis in [1] closely, although their analysis does not apply directly to our potential. In
particular, certain technical lemmas in [1], e.g., Theorem 1.9, require modifications because
boundedness assumptions made there are not satisfied by Vn,m.
The central idea of the proof of Theorem 1 is the following simple application of the
bound (5). Let z = (z1, . . . , zm), and let µˆz :=
1
m
∑m
j=1 δzj . Let µα have density fα, for
α = mn . Given r > 0,
P [dBL(µˆz, µα) > r]
=
1
Zn,m
∫
dBL(µˆz,µα)>r
exp
−∑
j 6=k
log
(
1
|zj − zk|
)
−m
m∑
j=1
Vn,m(zj)
 dλn(z)
≈ 1
Zn,m
∫
dBL(µˆz,µα)>r
exp
{−m2EVn,m(µˆz)} dλn(z),
and on {z : dBL(µˆz, µα) > r}, (5) gives that
exp
{−m2EVn,m(µˆz)} ≤ exp{−cm2r2 +m2EVn,m(µα)} .
Of course, since the measures µˆz are singular, the approximate inequality above is invalid,
and so part of the argument is to mollify the empirical measures under consideration.
Since our potential Vn,m is only finite on
{|z| <√ nm}, this requires in particular that the
probability of any eigenvalues lying too close to the boundary of this disc is small, which
follows from Theorem 3. In fact,some further truncation is useful in order to obtain improved
control on the constants. Beyond that, all that is really needed is to give estimates for the
normalizing constant and the modified Coulomb energy at the equilibrium measure.
The following lemma relates the energyHn,m(x1, . . . , xm) to the modified Coulomb energy
of the mollified spectral measure.
Lemma 5. For z = (z1, . . . , zm) ∈ Cm, let µˆz = 1m
∑m
j=1 δzj . That is, µˆz is the probability
measure putting equal mass at each of the zj. For any  > 0, define
µˆ
()
z := µˆz ∗ λ,
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where λ is the uniform probability measure on the ball B. Then for z1, . . . , zm ∈ B 1√
α
−√,
with  <
(
α
4+2
√
α
)2
,
Hn,m (z1, . . . , zm) ≥ m2EVn,m
(
µˆ
()
z
)
−mE (λ)− m
2(1− α)
2α
.
Proof. Lemma 4.2 from [1] gives that
Hn,m (z1, . . . , zm) ≥ m2EVn,m
(
µˆ
()
z
)
−mE (λ)−m
m∑
i=1
(Vn,m ∗ λ − Vn,m) (zi) ,
so that the only task is to give an upper bound for (Vn,m ∗ λ − Vn,m) (zi).
Let 0 <  <
(
α
4+2
√
α
)2
, and suppose that z < 1√
α
−√. Then in particular, Vn,m(y) <∞
for |y − z| < , so that
(Vn,m ∗ λ − Vn,m) (z) =
∫
(Vn,m(z − u)− Vn,m(z)) dλ1(u).
Note that by symmetry,
∫ 〈∇Vn,m(z), u〉 dλ1(u) = 0 for fixed z. Moreover, Vn,m is convex,
so that HessVn,m is positive semi-definite; it thus follows from Taylor’s theorem that
(Vn,m ∗ λ − Vn,m) (z) ≤ 
2
2
sup
y∈R2
|y−z|≤
∫
〈Hess(Vn,m)yu, u〉 dλ1(u)
≤ 
2
2
sup
|y|< 1√
α
−√+
1
4
∆Vn,m(y).
If |y| < 1√
α
−√+ , then
∆Vn,m(y) =
4
(
1− α− 1n
)
(1− α|y|2)2 ≤
4(1− α)
(2
√
α(
√
− )− α(√− )2)2 ≤
4(1− α)
α
,
for  in the range specified above.

In the proof of Theorem 1, we will use the following version of the Coulomb transport
inequality from [1], which is an immediate consequence of Lemma 3.1 together with Theorem
1.1 of that paper. The lemma refers to an admissible external potential V ; we refer the
reader to [1] for the definition, which is satisfied for our potentials Vn,m. A key fact is that
such a potential is associated with an equilibrium measure µV , which is the unique minimizer
of the modified energy EV as defined in (6). For our potential Vn,m, the equilibrium measure
is µα for α =
m
n .
Lemma 6 (Coulomb Transport Inequality [1]). Let V be an admissible external potentialon
Rd with equilibrium measure µV . If D ⊂ Rd is compact then for any µ ∈ P(Rd) supported
in D,
dBL(µ, µV )
2 ≤W1(µ, µV )2 ≤ CD∪supp(µV ) (EV (µ)− EV (µV )) ,
where if R > 0 is such that D ∪ supp(µV ) ⊂ BR, then CD∪supp(µV ) can be taken to be
vol(B4R).
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Proof of Theorem 1. Fix r > 0. By Theorem 3 and the discussion following it, it is possible
to choose ηα > 0 such that 1 + ηα <
1√
α
and so that
Pn,m
[
max
1≤j≤m
|zj | > 1 + ηα
]
≤ e
2pi
√
m
1− αe
−m.
In particular, we may take 1 + ηα =
√
3 + log(α−1), (although when α→ 1, ηα may in fact
be taken to be any fixed positive number). Take  ∈
(
0,
(
α
4+2
√
α
)2)
as in Lemma 5, such
that also 1 + ηα <
1√
α
−√. Let
Aα,r := {(z1, . . . , zm) ∈ Cm : |zj | < 1 + ηα, j = 1, . . . , n, and dBL (µˆz, µα) ≥ r} .
The probability that the eigenvalues of the top-left m×m block of √ nmU lie in the set Aα,r
is given by
Pn,m(Aα,r) =
1
Zn,m
∫
Aα,r
e−Hn,m(z1,...,zm)
m∏
i=1
dλ(zi)
≤ 1
Zn,m
∫
Aα,r
e
−
[
m2EVn,m
(
µˆ
()
z
)
−mE(λ)−m
2(1−α)
2α
]
m∏
i=1
dλ(zi)
≤ 1
Zn,m
e
−
[
m2 infAα,r EVn,m
(
µˆ
()
z
)
−mE(λ)−m
2(1−α)
2α
] (pi
α
)m
,
(7)
by Lemma 5.
The normalizing constant Zn,m can be bounded in terms of µα as follows:
log(Zn,m)
= log
∫
· · ·
∫
e
−∑j 6=k log( 1|zj−zk|
)
+(n−m−1)∑mj=1 log(1−α|zj |2)
dλ(z1) · · · dλ(zm)
= log
∫
· · ·
∫
e
−∑j 6=k log( 1|zj−zk|
)
+(n−m+1)∑mj=1 log(1−α|zj |2)( 1
2(1− α)
)m
dµα(z1) · · · dµα(zm)
≥ −m log(2(1− α))
+
∫ −∑
j 6=k
log
(
1
|zj − zk|
)
+ (n−m+ 1)
m∑
j=1
log
(
1− α|zj |2
) dµα(z1) · · · dµα(zm)
= −m log(2(1− α))−m(m− 1)E(µα) +
(
n−m+ 1
n−m− 1
)
m2
∫
Vn,mdµα,
where the inequality is by Jensen’s inequality.
Observe that
m2 inf
Aα,r
EVn,m
(
µˆ
()
z
)
= m2 inf
Aα,r
(
EVn,m
(
µˆ
()
z
)
− EVn,m (µα)
)
+m2EVn,m (µα)
= m2 inf
Aα,r
(
EVn,m
(
µˆ
()
z
)
− EVn,m (µα)
)
+m2
[
E(µα) +
∫
Vn,mdµα
]
,
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and by Lemma 6,
inf
Aα,r
(
EVn,m
(
µˆ
()
z
)
− EVn,m (µα)
)
≥ 1
16pi(1 + ηα + )2
inf
Aα,r
dBL
(
µˆ
()
z , µα
)2
.
Since dBL(µˆ
()
z , µˆz) ≤ ,
1
2
dBL (µˆz, µα)
2 ≤ 1
2
(
dBL
(
µˆ
()
z , µα
)
+ dBL
(
µˆ
()
z , µˆz
))2
≤ dBL
(
µˆ
()
z , µα
)2
+ dBL
(
µˆ
()
z , µˆz
)2 ≤ dBL (µˆ()z , µα)2 + 2.
It follows that
inf
Aα,r
(
EVn,m
(
µˆ
()
z
)
− EVn,m (µα)
)
≥ 1
16pi(1 + η + )2
(
r2
2
− 2
)
,
and so combining the estimate in (7) with the analysis above gives that
Pn,m(Aα,r) ≤ exp
{
− m
2
16pi(1 + ηα + )2
(
r2
2
− 2
)
−mE(µα)− 2(n−m)m
2
n−m− 1
∫
Vn,mdµα
+m
(
log
(
2pi(1− α)
α
))
+
m2(1− α)
2α
+mE(λ)
}
≤ exp
{
− m
2
16pi(1 + ηα + )2
(
r2
2
− 2
)
+m
(
log
(
2pi(1− α)
α
))
+
m2(1− α)
2α
+mE(λ)
}
.
Now, the Coulomb energy of λ is
E(λ) =
∫ ∫
log
(
1
|x− y|
)
dλ1(x)dλ1(y) = − log() + E(λ1) = − log() + 1
4
= log
(
e1/4

)
,
and so
Pn,m(Aα,r)
≤ exp
{
− m
2
16pi(1 + ηα + )2
(
r2
2
− 2
)
+m
(
log
(
2pie1/4(1− α)
α
))
+
m2(1− α)
2α
}
.
(8)
Now take
 = min
{(
α
2(2 +
√
α)
)2
,
(
1√
α
− (1 + ηα)
)2
,
8
√
pi(1 + ηα)
m
, 1 + ηα,
2α
(1− α)m2
}
.
The analysis above required that  ≤
(
α
4+2
√
α
)2
and that 1 + ηα ≤ 1√α −
√
, which is
guaranteed by the first two terms in the minimum.
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For the first term in the estimate (8), first estimating the  in the denominator by 1 + ηα
and then the factor of 2 in the numerator by 8
√
pi(1+ηα)
m gives that
− m
2
16pi(1 + ηα + )2
(
r2
2
− 2
)
≤ − m
2
64pi(1 + ηα)2
(
r2
2
− 2
)
≤ − m
2r2
128pi(1 + ηα)2
+ 1.
For the second term of (8), one verifies each of the 5 possible choices of  above: in all cases,
m
(
log
(
2pie1/4(1− α)
α
))
≤ 2m log(m) +mC ′α,
where
C ′α = max
{
2 log(6) + 3 log(α−1),−2 log(1−√α(1 + ηα)),− log(α(1 + ηα))
}
+ log(2pie1/4)
≤ 2 log(6) + 3 log(α−1) + log(2pie1/4)
≤ 6 + 3 log(α−1),
since ηα > 0 and
√
αηα ≤ 1. Since we take  ≤ 2α(1−α)m2 , the final term inside the exponential
in the estimate (8) is bounded by 1. All together, then
Pn,m(Aα,r) ≤ exp
{−Cαm2r2 + 2m log(m) +mC ′α + 2} ,
where Cα =
1
128pi(1+ηα)2
≥ 1
128pi(1+
√
3+log(α−1))2
and C ′α = 6 + 3 log(α−1). 
The proof of Theorem 2 then follows from Theorem 1 and an application of the Borel-
Cantelli Lemma.
Proof of Theorem 2. If m ≥ ne , then in Theorem 1, Cα can be taken to be 11152pi and C ′α
can be taken to be 9. Choosing
δm =
√
4 logm
Cαm
= 48
√
2pi log(m)
m
,
Theorem 1 gives that
P [dBL (µˆm, µα) ≥ δm] ≤ e{2−Cαm2δ2m+2m logm+C′αm} + e
2pi
√
m
1− αe
−m
≤ e2−2m log(m)+C′αm + ne−ne ,
which is summable.
If instead m < ne , then in Theorem 1 we may take Cα =
1
128pi(1+
√
3 log(α−1))2
and C ′α =
9 log(α−1). Choosing
δm =
√
9 log n
Cαm
≤ 24(1 +
√
3 log( nm))
√
2pi log(n)√
m
≤ 165
√
log( nm) log(n)√
m
,
Theorem 1 gives that
P [dBL (µˆm, µα) ≥ δm] ≤ e{2−Cαm2δ2m+2m logm+mC′α} + e
2pi
√
m
1− αe
−m
≤ e2−7m log(m) + e
2pi
√
m
1− αe
−m,
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which is summable since m ≥ kn and knlog(n)2 → ∞. The claimed result thus follows from
the Borel-Cantelli lemma. 
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