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Abstract
For the automatic evaluation of Generative
Question Answering (genQA) systems, it is es-
sential to assess the correctness of the gener-
ated answers. However, n-gram similarity met-
rics, which are widely used to compare gen-
erated texts and references, are prone to mis-
judge fact-based assessments. Moreover, there
is a lack of benchmark datasets to measure the
quality of metrics in terms of the correctness.
To study a better metric for genQA, we collect
high-quality human judgments of correctness
on two standard genQA datasets. Using our
human-evaluation datasets, we show that exist-
ing metrics based on n-gram similarity do not
correlate with human judgments. To alleviate
this problem, we propose a new metric for eval-
uating the correctness of genQA. Specifically,
the new metric assigns different weights on
each token via keyphrase prediction, thereby
judging whether a predicted answer sentence
captures the key meaning of the human judge’s
ground-truth. Our proposed metric shows a sig-
nificantly higher correlation with human judg-
ment than widely used existing metrics.
1 Introduction
Question answering (QA) system has received con-
sistent attention in the natural language processing
community. Recently, research on QA systems has
reached the stage of generating answers, called
genQA, rather than to extract the answer from
the context for a given question. (Yin et al., 2015;
Bauer et al., 2018; Nishida et al., 2019; Bi et al.,
2019) However, a bottleneck in developing genQA
models is that there is no proper automatic metrics
to evaluate generated answer. (Chen et al., 2019)
In evaluating the genQA model, it is essential
to consider whether the generated response cor-
rectly contains vital information to answer the ques-
tion. There exist several n-gram similarity metrics
Caption : A man sits with back to an open 
and full refrigerator. After much time, he 
reaches behind him with his left hand and 
closes the refrigerator door. 
Question : What room is this in the video ?
Prediction : It appears to be a bedroom.
Correct Answer : It appears to be a kitchen.
Human Judgement : 0.266
BLEU-1 : 0.833
ROUGE-L : 0.833
ROUGE-KPQA (ours) :  0.0
Figure 1: An Example from Audio Visual Scene-aware
Dialog (AVSD) (Alamri et al., 2019) dataset where
widely used n-gram similarity metrics does not align
with human judgements of correctness. All scores are
between 0 and 1.
such as BLEU (Papineni et al., 2002) and ROUGE-
L (Lin, 2004), measuring word overlaps between
generated response and ground-truth answer; how-
ever, these metrics are insufficient to evaluate the
genQA system. (Yang et al., 2018; Chen et al.,
2019). For instance, in the example in Fig. 1 from
the AVSD (Alamri et al., 2019) dataset, the pre-
dicted answer receives a high score by BLEU-1 and
ROUGE-L (0.833 for both metrics) due to many
overlaps of words with those in the ground-truth.
However, humans, whom we hired to evaluate the
answer, assign a lower correctness score of 0.266 in
the scale from 0 to 1 due to the mismatch of critical
information. To answer the question correctly for
this example, we expect the prediction to include
the kitchen in it since the question is asking about
the specific place, what room. We find that existing
metrics often fail to capture the correctness of the
prediction considering the key information in the
question as in this example, since they evenly con-
sider the importance of each word when evaluating
answers.
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Also, we find another limitation that there is no
proper benchmark dataset to evaluate automatic
evaluation metrics for assessing the correctness of
generated response in genQA. To fill this gap, we
firstly collect human evaluations for the correctness
of generated answers obtained from state-of-the-art
models on two standard genQA datasets. By design-
ing careful instructions and filtering noisy annota-
tions, we create high-quality datasets for evaluating
the correctness in the genQA domain. With the pro-
posed datasets, we confirm that existing metrics
are poorly correlated with human judgments in the
preliminary experiment.
To overcome the shortcomings of previous met-
rics, we develop a novel keyphrase predictor, which
computes the importance weight of each word
in both predicted answer and ground-truth an-
swer when evaluating its correctness. By inte-
grating the output from the keyphrase predictor,
we propose a KPQA-metric, which assigns high
weight to an important word when assessing cor-
rectness. Our KPQA-metric is computed in two
steps: (1) Given a {question, generated answer, ref-
erence answer}, we compute importance weights
for each question-answer pair {question, generated
answer} and {question, ground-truth answer} us-
ing a pre-trained keyword prediction model; (2)
By using the importance weights, we then com-
pute a weighted similarity score by integrating it
into existing metrics. Our approach can be eas-
ily integrated into most of the existing metrics, in-
cluding n-gram similarity metrics and recently pro-
posed BERTScore (Zhang et al., 2019). We eval-
uate the proposed method on four datasets: MS-
MARCO (Nguyen et al., 2016), AVSD (Alamri
et al., 2019), NarrativeQA (Kocˇisky` et al., 2018)
and SemEval (Ostermann et al., 2018). To evalu-
ate our proposed method, we newly collect human
judgments for MS-MARCO and AVSD from the
hired annotators. For NarrativeQA and SemEval
dataset, we use the data from (Chen et al., 2019),
who also studied metrics for QA. Our experimental
results show that the proposed metric has signifi-
cantly higher correlations with human judgments
than those of the previous metrics for all of the four
datasets. Also, our importance weighting mecha-
nism has strong interpretability since the impor-
tance weights show where to focus as visualized
in Figure 3. We will release the human-annotated
benchmark dataset and pre-trained models to com-
pute KPQA-metric for the research community.
2 Preliminary: Automated Text
Evaluation Metrics
We briefly review the current automated text evalu-
ation metrics which have been used for evaluating
the genQA systems.
BLEU is a popular evaluation metric for generated
text based on n-gram precision. BLEU scores a
candidate by counting the number present in the
reference among the n-gram of the candidate. In
general, n is varied from 1 to 4, and the scores for
varying n are aggregated with a geometric mean. In
this work, we look at BLEU-1 and BLEU-4, where
n= 1 and n= 4, respectively.
ROUGE is a set of evaluation metrics used for
automatic text generation such as summarization
and machine translation. Typically, most studies
used ROUGE-L, which is a F-measure based on
the L longest common subsequence between a can-
didate and the reference. Unlike BLEU, ROUGE-L
has the advantage of not requiring the predefined
number of contiguous sequence n.
METEOR (Banerjee and Lavie, 2005) is an F1
score of a set of unigram alignments. METEOR
has a unique property that it considers stemmed
words, synonyms, and paraphrases, as well as the
standard exact word matches.
BERTScore is a recently proposed text evalua-
tion metric using pre-trained representations from
BERT (Devlin et al., 2019). BERTScore firstly
computes the contextual embeddings for given
references and predictions independently with
BERT, and then computes pairwise cosine simi-
larity scores.
3 Collecting Human judgements
To evaluate the evaluation metrics, we collect hu-
man judgement scores for two of genQA datasets.
The human scores can be used to measure the cor-
relation between human judgements and evaluation
metrics. .
3.1 Datasets
Recently, Chen et al. (2019) introduced human
judgements for genQA in two datasets, Narra-
tiveQA (Kocˇisky` et al., 2018) and SemEval 2018
Task 11 (Ostermann et al., 2018). We find that the
average lengths of the answer sentence are 4.7 and
2.5 for NarrativeQa and SemEval 2018 Task, re-
spectively, as shown in Table 1. These short an-
swers cannot be representative of genQA, because
Figure 2: Instruction for MTurk workers
Dataset avg. answerlength # samples
MS MARCO v2 NLG 13.8 183k
AVSD 10.7 76k
Narrative QA 4.7 47k
SemEval 2018 Task 11 2.5 10k
Table 1: Properties of the Generative Question Answer-
ing Dataset
the answers could be long and may deliver com-
plex meaning. To fill the gap, we collect human
judgements of correctness for model predictions on
two genQA datasets, MS-MARCO (Nguyen et al.,
2016) and AVSD (Alamri et al., 2019). We argue
that MS-MARCO and AVSD, which have longer
answers than NarrativeQA and SemEval 2018 Task
11, are more suitable for studying the metrics for
general form of genQA.
3.2 Collecting Human judgement of Answer
Correctness
We first obtain the model predictions by training
QA models for the target datasets and generating
the answers for the test sets. In the experiments,
two best performing models are employed for each
dataset, UniLM (Dong et al., 2019) and MTN (Le
et al., 2019) for MS-MARCO and AVSD, respec-
tively. We further provide detailed information on
these two models in Appendix B. To prepare the
test set, we randomly select 300 samples from the
development set of MS-MARCO and 300 samples
in the test set for AVSD. The generated responses
are evaluated by humans to annotate the correct-
ness of the predictions compared to ground-truth
answers. In the following section, we will describe
the procedure of collecting human judgements.
Instructions to Annotators We hire the workers
from Amazon Mechanical Turk (MTurk) to rate the
correctness of the generated answers from the mod-
els we trained. We assign ten workers for each sam-
ple to get reliable data. The instructions are shown
Dataset Krippendorff’s
α
# Annotators
(avg.)
MS MARCO 0.832 7.24
AVSD 0.808 7.32
Table 2: Inter annotator agreement
in Fig. 2. We request the workers to annotate the
correctness using a 5-point Likert scale (Wikipedia,
2020), where 1 means completely wrong, and 5
means completely correct.
Filtering Noisy Workers Some workers did not
follow the instructions, producing poor-quality
judgements. To solve this problem, we filter noisy
responses using z-score as in (Jung and Lease,
2011). We first compute the z-score among ten
responses for each sample. Then, we consider the
responses whose z-score is higher than 1 as noise
and remove them up to five in the order of the z-
score. As a result, all of the samples have at least
five annotations after removing the noisy responses.
The average number of annotators is shown in Ta-
ble 2. We use the average score of the annotators
for each sample as a ground-truth evaluation score
to assess the quality of the evaluation metric.
Inter-Annotator Agreement The final dataset is
further validated with Krippendorff’s alpha (Krip-
pendorff, 2011), a statistical measure of inter-rater
agreement for multiple annotators. We observe that
the Krippendorff’s α is higher than 0.8 for both
datasets, as shown in Table 2. These coefficient
numbers indicate a “near-perfect” agreement ac-
cording to one of the general guidelines (Landis
and Koch, 1977) for kappa-like measures.
4 Proposed Metric for Evaluating genQA
To build a better metric for the genQA, we first
propose a Keyphrase Predictor for Question An-
swering (KPQA). By considering the question, the
KPQA assigns different weights to each token in
the answer sentence in such a way that salient to-
Classification Layer : Fully-connected layer + Softmax
BERT
what can contruction projects suffer from    [SEP]  construction projects can suffer from preventable financial problems  
Question Full-Sentence-Answer
0 0 0 0 0 0 0 0 0 1 1 1000
0.186 0.983 0.998 0.9950.0930.1310.0720.158
KPW
0.001 0.001 0.001 0.001 0.001 0.001 0.001
Figure 3: Overall architecture of KPQA and an output example of KPW from KPQA
kens receive a high value. We integrate the KPQA
to existing metrics to make them evaluate the cor-
rectness as well.
4.1 Keyphrase Predictor for Question
Answering
For genQA, we observe that each word has dif-
ferent importance when assessing a generated an-
swer. As shown in Fig. 1, there exist keywords or
key-phrases that are considered significant while
evaluating the correctness of the answer. Also, ar-
ticles such as “a” and “the” are mostly irrelevant
to the correctness of the answer. To predict the
importance of each word we introduce Keyphrase
Predictor for Question Answering (KPQA).
As shown in Fig. 3, KPQA is a BERT-based (De-
vlin et al., 2019) classifier that can predict salient
tokens in the answer sentence depending on the
question. We regard it as a multi-class classifica-
tion task where each token is a single class. To train
KPQA, we first prepare extractive QA datasets such
as SQuAD (Rajpurkar et al., 2016), GQA (Hud-
son and Manning, 2019) and FSVQA (Shin et al.,
2016), which consist of {passage, question, answer-
span}. These datasets are transformed into pairs
of {answer-sentence, question, answer-span}. The
answer-sentence is extracted from the passage so
that it contains answer-span in it. The question
and answer-sentence are concatenated and fed into
KPQA to consider the question while classifying
the salient tokens in the answer-sentence.
4.2 KPQA Metric
Since KPQA’s training process allows KPQA to
find essential words in the answer sentence to a
given question, we use pre-trained KPQA to get the
importance weights that are useful for evaluating
the correctness of generated answers in genQA.
We describe how we combine these weights to
existing metrics to derive the KPQA-metric.
We first compute the importance weights for a
given question Q = (q1, ..., ql), predicted answer
X = (x1, ..., xm) and reference answer Xˆ = (xˆ1, ...,
xˆn) using pre-trained KPQA. We provide each
pair {question, generated answer} and {question,
ground-truth answer} to pre-trained KPQA and
get the output of the softmax layer after [SEP].
We define these parts as KeyPhrase Weight, KPW
as shown in Fig. 3. We note that KPW(Q,X) =
(w1, ..., wm) is a importance weight of prediction
X given question Q. These weights reflect the
importance of each token for evaluating the
correctness of a given full-sentence answer X
for the given question Q. We set KPW to 0 for
tokens that are stopwords, such as “a” or “the”,
to ignore them. The list of the stopwords and
other implementations details are in Appendix C.
We then compute KPQA-metric by incorporating
KPW to several existing metrics modifying the
precision and recall to compute weighted similarity.
ROUGE-L-KPQA For instance, we derive
ROUGE-L-KPQA, which is a modified ver-
sion of ROUGE-L using KPW to compute
weighted precision(PKPQALCS ), recall(R
KPQA
LCS ) and
F1(F1KPQALCS ), as follows:
PKPQALCS =
Σui=1LCS
KPQA(xˆi,X)
Σmi=1KPW
(Q,X)
i
, (1)
RKPQALCS =
Σui=1LCS
KPQA(xˆi,X)
Σni=1KPW
(Q, Xˆ)
i
, (2)
Metrics MS-MARCO AVSD NarrativeQA SemEval
r ρ r ρ r ρ r ρ
BLEU-1 0.306 0.319 0.467 0.481 0.634 0.617 0.359 0.443
BLEU-4 0.158 0.205 0.418 0.478 0.258 0.563 -0.035 0.437
ROUGE-L 0.306 0.313 0.48 0.478 0.707 0.707 0.566 0.577
METEOR 0.414 0.431 0.503 0.569 0.734 0.752 0.543 0.642
BERTScore 0.488 0.512 0.564 0.587 0.785 0.767 0.630 0.602
ROUGE-L-KPQA 0.582 0.561 0.723 0.709 0.762 0.769 0.772 0.705
BERTScore-KPQA 0.652 0.646 0.728 0.705 0.790 0.770 0.738 0.626
Table 3: Correlation between metrics and human judgments of correctness using Pearson Correlation(r), Spear-
man’s Correlation(ρ). Some of the results of NarrativeQA and SemEval are from (Chen et al., 2019).
FKPQALCS =
(1 + β2)RKPQALCS P
KPQA
LCS
RKPQALCS + β
2PKPQALCS
, (3)
where LCS is the Longest Common Subse-
quence between a prediction and a reference. The
LCSKPQA(xˆi,X) is defined as follows:
LCSKPQA(xˆi,X) = Σmi=1Ii · KPW(Q, Xˆ)i , (4)
where Ii is an indicator function which is 1 if each
word is in the LCS and 0 otherwise.
BERTScore-KPQA Similarly deriving ROUGE-
L-KPQA, we compute BERTScore-KPQA using
KPW. We first compute contextual embedding
x for a prediction X and xˆ for a reference Xˆ
using the BERT model. Then, we compute
weighted precision(PKPQABERT ), recall(R
KPQA
BERT ) and
F1(F1KPQABERT ) with contextual embedding and
KPW of each token as follows:
PKPQABERT =
Σmi=1KPW
(Q,X)
i ·maxxˆj∈xˆxiT xˆj
Σmi=1KPW
(Q,X)
i
(5)
RKPQABERT =
Σni=1KPW
(Q,Xˆ)
i ·maxxj∈xxiT xˆj
Σni=1KPW
(Q, Xˆ)
i
(6)
F1KPQABERT = 2 ·
PKPQABERT ·RKPQABERT
PKPQABERT +R
KPQA
BERT
(7)
5 Experimental Results
5.1 Implementation Details
Keyphrase Predictor We train the single
keyphrase predictor with various datasets
Dataset F1
SQuAD 57.83
GQA 99.74
FSVQA 99.61
Table 4: Performance of our keyphrase predictor in de-
velopment set of each dataset
(SQuAD (Rajpurkar et al., 2016), GQA (Hudson
and Manning, 2019), FSVQA (Shin et al., 2016))
to build a general keyphrase extractor for question
answering. For the SQuAD dataset, we select
the sentence that include a short answer span
as a full-sentence answer. For GQA dataset and
FSVQA dataset, both of the datasets provide
full-sentence answers and short answers. We
construct the trainset for KPQA by randomly
extracting 75k samples from each of the three
datasets to balance the number of samples for each
dataset. We then train a model for two epochs on
the combined dataset. The performance of our
keyword predictor in the development set, which
is randomly extracted 10k samples from each of
three datasets, is shown in Table 4.
BERTScore For BERTScore we use bert-large-
uncased-whole-word-masking-finetuned-squad,
(24 layers, 1024 hidden units, 16 heads) from (Wolf
et al., 2019) which is a BERT model fine-tuned on
QA dataset SQuAD. We observe that computing
BERTScore through this BERT model shows
slightly higher correlation with human judgements
than the BERT model without fine tuning. We use
the first layer of it after the word embedding layer
to compute the embedding. We experiment among
different layers and found that the first hidden
layer yielded the best result.
5.2 Evaluation Methods for Metrics
To compare the performance of various existing
metrics and our metric, we use the Pearson co-
efficient and Spearman coefficient. We compute
these correlation coefficients with human judge-
ments of correctness. We test with MS-MARCO,
AVSD which we collected human judgements and
also for the datasets Narrative QA and SemEval
from (Chen et al., 2019).
5.3 Performance Evaluation
Table 3 shows the correlation scores for the baseline
metrics and KPQA-augmented ones for multiple
datasets. The correlation between human judge-
ment and most of the existing metrics such as
BLEU or ROUGE-L is very low, especially for the
MS-MARCO dataset, which has longer and more
abstractive answers than the other three datasets.
Hence, most of the widely used n-gram similar-
ity metrics are inadequate to evaluate the correct-
ness of the answer for genQA especially for the
datasets that have abstractive answer. We also ob-
serve a higher correlation score for our proposed
KPQA-metric, BERTScore-KPQA and ROUGE-
L-KPQA, compared to existing metrics including
original BERTScore and ROUGE-L. We observe
that this gap of correlation is especially higher for
MS-MARCO dataset and we argue that our pro-
posed metric is especially more effective in evalu-
ating abstractive answers than existing metrics.
5.4 Comparison with IDF
The next best metric after our proposed metric is
the original BERTScore, which uses contextual
embeddings and adopt IDF (Inverse Document Fre-
quency) based importance weighting. When com-
puting the original BERTScore, we compute the
IDF dictionary with reference texts and adopt im-
portance weighting with IDF as in (Zhang et al.,
2019). One of our KPQA-metrics, BERTScore-
KPQA, which uses KPW as importance weights in-
stead of IDF, outperforms original BERTScore with
a significant gap as shown in Table 3. By comparing
BERTScore-KPQA and BERTScore, we show that
our importance weighting method using KPQA is
more effective than IDF for evaluating correctness.
Since IDF is dependent on the frequency, it assigns
a lower weight to some important words that fre-
quently occur in the reference sentence. Hence, IDF
based importance weighting might not be helpful
for some cases. On the other hand, our KPW is
computed utilizing questions so that it can assign
the weights to words in the context of the questions
in the generated answer, and this leads to better
correlation with human evaluation.
5.5 Ablation Study
To validate the effectiveness of our KPW, we per-
form several ablation studies and present results in
Table 5. For the results in the second row, we sub-
stitute KPW in BERTScore-KPQA with uniform
weight whose weight for each token is all set to
one. By doing this, we can see the effect of our
importance weighting by KPW that is conditioned
on the question. We can observe that performance
of KPQA-metric is higher than uniform weights.
This gap is especially higher for the MS-MARCO
dataset, where the average number of tokens is
longer than other datasets. In the third row in Ta-
ble 5, we can see the effect of stopword removal.
Since our KPW already assigns lower weights to
unnecessary words, the effect of setting the weight
of stopwords to zero to remove them is slight and
even negative for SemEval dataset. But it is usually
effective to make stopwords’ weight zero so that it
cannot be used completely in other three datasets.
6 Related Work
One important next steps for current QA systems
are the systems that can generate long answers
in natural language for given question and context.
Following this interests, several generative (abstrac-
tive) QA datasets (Nguyen et al., 2016; He et al.,
2017; Kocˇisky` et al., 2018), where the answer is not
necessarily in the passage, were recently released.
Since the task is to generate natural language for
the given question, the QA system is often trained
with seq2seq (Sutskever et al., 2014) objective simi-
larly to other natural generation tasks such as neural
machine translation. Hence, researchers often use
n-gram based similarity metrics such as BLEU to
evaluate the genQA systems, following other natu-
ral language generation tasks.
However, most of these n-gram metrics includ-
ing BLEU are originally developed for evaluating
machine translation and previous works (Liu et al.,
2016; Nema and Khapra, 2018; Kryscinski et al.,
2019) showed that these metrics have poor corre-
lation with human judgements in other language
generation tasks such as dialog systems. Like other
text generation systems, it is difficult to assess the
performance through n-gram metrics for genQA.
Metrics MS-MARCO AVSD NarrativeQA SemEval
r ρ r ρ r ρ r ρ
BERTScore-KPQA 0.652 0.646 0.728 0.705 0.790 0.770 0.738 0.626
- KPW 0.497 0.538 0.600 0.618 0.776 0.761 0.625 0.573
- stopwords removal 0.611 0.618 0.696 0.676 0.778 0.767 0.748 0.645
Table 5: Ablation studies for our proposed metrics with human judgements.
For genQA, n-gram similarity metrics can give high
scores to the generated answer that is incorrect but
contains a lot of unnecessary words in the refer-
ence answer. Previous works (Yang et al., 2018;
Chen et al., 2019) pointed out these problems and
studied the automated metrics in evaluating QA
systems. Inspired by these works, we focus on
studying and developing the evaluation metrics for
genQA datasets that have more abstract and diverse
answers. We analyze the problem of using existing
n-gram similarity metrics across multiple genQA
datasets and propose alternative metrics for genQA.
7 Conclusion
In this work, we study and improve the metrics for
evaluating the correctness of answers in genQA,
where the task is to generate an abstractive, free-
form answer given a question and a context. We
collected large-scale human judgements on two
genQA datasets to compare the correlation with ex-
isting metrics. We show that existing metrics have a
lower correlation with human judgement in the two
datasets. We observe that previous n-gram-based
similarity metrics cannot consider the importance
weight of the words in the sentence. Based on this
observation, we propose a new metric that can as-
sign a weight to a word depending on the impor-
tance of evaluating the correctness. To compute
this weight, we train KPQA that can predict the
importance of words in a generated answer condi-
tioned on the question. By adopting this weights for
maximum similarity matching in several existing
metrics, we propose KPQA-metric. Our new metric
has a dramatically higher correlation with human
judgements than existing metrics.
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A Datasets
MS-MARCO MS-MARCO (Nguyen et al., 2016)
is a large-scale machine reading comprehension
dataset that provides ten candidate passages for
each question. The model should consider the
relevance of the passages for the given question
and answer the question. One of the main features
of this dataset is that it contains free-form answers
that are abstractive. MS-MARCO provides two
tasks, Natural Language Generation (NLG) task
and QA task. For the NLG task, the model should
generate an abstractive summary of the passages
for given questions, which is a well-formed answer
rather than an answer span in the passage. Al-
though the QA task also provides some abstractive
answers, most of the answers are short and do not
contain the context or rationale of the question.
Hence, we use the NLG subset of MS-MARCO
dataset as a genQA dataset to study the metrics for
genQA.
Audio Visual Scene-aware Dialog (AVSD) To
study more general metrics for genQA, we also
use a multimodal genQA dataset for our work. Au-
dio Visual Scene-aware Dialog (AVSD) (Alamri
et al., 2019) is a multimodal dialogue dataset com-
posed of QA pair about Charades videos. Although
the name of the dataset contains dialog, all of the
dialog pairs are composed of questions answering
about a video. The task of this dataset is to generate
an answer for a question about a given video, audio,
and the history of previous turns in the dialog. In
other words, this task is to generate a free-form
answer for a given multimodal context, which can
be considered as a kind of genQA.
B Models
To investigate the algorithms for automatic metrics,
we gather pairs of a sentence, {answer candidate,
true-answer}. Note that each sentence is in natural
language form. Collecting high-quality answer
candidates for a given context and question is an
essential step; thus, we choose models for each
dataset from the latest research in the literature. We
describe the models to generate the answer for two
datasets we use in our work. For each dataset, we
train the model that shows the highest performance
in each dataset.
UniLM Since the publicly available code for
state-of-the-art is not available for the NLG
setting in MS-MARCO, we train the model with
UniLM (Dong et al., 2019), which is a state-
of-the-arts seq2seq model based on pre-trained
representations from BERT (Devlin et al., 2019).
UniLM, which stands for unified language model
pretraining, is a pre-trained transformer network
that can be easily fine-tuned for NLU and NLG.
UNiLM achieves higher performance for various
NLG tasks, such as abstractive summarization
and question generation. We fine-tune UniLM for
genQA similar to the way fine-tuning UniLM to
NLG, where source sequences are each question
and paragraphs, the target sequence is an answer.
We add [SEP] tokens between the question and
each paragraph. Then, we fine-tune UniLM for
three epochs with this setting.
MTN For AVSD, we train the multimodal trans-
former network and is a transformer encoder-
decoder framework (MTN) (Le et al., 2019), which
is a state-of-the-art model for this task. MTN em-
ploys multimodal attention blocks to fuse multiple
modalities such as text, video, and audio. We use
the publicly available code to train the model with
the trainset of this dataset. After training, we gen-
erate the answers for the testset released in the
DSTC7 workshop (Alamri et al., 2018).
C Stopwords Removal
Some of the words such as articles are commonly
useless for measuring the correctness of the gener-
ated answer and even harm the evaluation by the
unnecessary increase in the score. For the right
example in Figure 1, the exact match in be and a
results in a higher ROUGE or BLEU, although the
answer is incorrect. Hence, we try to filter them
when evaluating the correctness. We construct a
stopword list based on the stopwords list for En-
glish in the NLTK library (Loper and Bird, 2002).
We exclude tokens such as “no” and “not” in the
original list since those words might be important
words in genQA. By using our stopwords list, we
filter stopwords in the generated sentence by set-
ting their weights to zero when we calculate the
metric. Then, we can give more focus to the remain
words that have a higher possibility to be content
words.
