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Abstract—This paper studies the mitigation of intersymbol
interference in a diffusive molecular communication system using
enzymes that freely diffuse in the propagation environment. The
enzymes form reaction intermediates with information molecules
and then degrade them so that they cannot interfere with future
transmissions. A lower bound expression on the expected number
of molecules measured at the receiver is derived. A simple binary
receiver detection scheme is proposed where the number of
observed molecules is sampled at the time when the maximum
number of molecules is expected. Insight is also provided into
the selection of an appropriate bit interval. The expected bit
error probability is derived as a function of the current and all
previously transmitted bits. Simulation results show the accuracy
of the bit error probability expression and the improvement in
communication performance by having active enzymes present.
Index Terms—Molecular communication, intersymbol interfer-
ence, diffusion, nanonetwork
I. INTRODUCTION
Recent interest in the design of nanonetworks, where com-
municating devices have functional components that are on
the order of nanometers in size, has emerged for applications
in areas such as biomedicine, environmental monitoring, and
manufacturing; see [2], [3]. The devices themselves could
share information over potentially longer distances, on the
micrometer scale and further. This communication capability
is essential if the entire devices are very small since they
would have limited individual processing capacity. Molecular
communication is a nanonetwork design strategy where a
transmitter emits information molecules that are carried to an
intended receiver. It is a bio-inspired approach that can take
advantage of the many mechanisms in cells and subcellular
structures that already use the emission of molecules for
communication. By utilizing biological components, such as
genetically modified cells, we might hope to design networks
that are inherently biocompatible for implementation inside of
living organisms.
The simplest propagation method in molecular communi-
cation is free diffusion, which can be modeled as a random
walk. Molecules that are released by a transmitter can freely
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diffuse away without any external energy or infrastructure
requirements. Diffusion can be very fast over short distances,
and is a common means of communication in nature; many
cellular processes rely on diffusion for limited quantities of
molecules to efficiently propagate both within and between
cells, as described in [4, Ch. 16]. Many researchers have also
adopted diffusion for the design of molecular communication
networks, cf. e.g. [5]–[23].
The average distance travelled by a diffusing molecule is
proportional to the square root of the time that it takes to
diffuse. So, molecular communication systems have to deal
with increasingly longer propagation times as the receiver is
placed further away. The general lack of control over where
molecules diffuse means that a large number of molecules
is required to ensure that a sufficient number arrive at the
receiver instead of diffusing away. Furthermore, the receiver’s
ability to differentiate between the arrival of the same type of
molecule emitted at different times is reduced by how long
it takes for those molecules to leave the proximity of the
transmitter and receiver. Unless there is a mechanism in place
to remove excess information molecules from the environment,
the transmission rate between a single transmitter and receiver
is limited by the on-going proximity of previously emitted
molecules, i.e., intersymbol interference (ISI).
The current literature on diffusion-based molecular com-
munication has primarily dealt with ISI via passive strate-
gies where the transmitter must wait sufficiently long for
previously-emitted information molecules to diffuse away
before it can release more molecules, thereby limiting the
maximum transmission rate. For example, ISI has often been
ignored, as in [5]–[9], [17], or it has been assumed that
interfering molecules are released no earlier than the previous
bit interval, as in [10]–[13], [18], [19]. ISI from all previous
transmissions has been considered in 1-dimensional diffusion
environments in [20], [21] and in 2-dimensional environments
in [22], where the Viterbi algorithm is applied at the receiver
to optimally detect emissions from a transmitter that uses
molecule shift keying (though the Viterbi algorithm may be
too complex for practical implementation in small bio-inspired
devices). An upper-bound on the capacity of a 3-dimensional
diffusive environment, accounting for all ISI, was recently
derived in [23].
Communications capacity can be significantly improved
by adding a mechanism that actively transforms information
molecules so that they are no longer recognized by the re-
ceiver. In general, chemical reactant molecules could perform
this role, but then they must be provided in stoichiometric
excess relative to the information molecules, otherwise their
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Fig. 1. A sample comparison of the expected concentration of information
molecules at a receiver with and without enzymes present in the propagation
environment. In each case, the transmitter emits two impulses of molecules.
The relative quantity of ISI from the first impulse, shown as a thicker red
line, is much greater without active enzyme molecules.
capacity to transform the information molecules will degrade
over time. Catalysts, on the other hand, lower the activation
energy for biochemical reactions but do not appear in the stoi-
chiometric expression of the complete transformative reaction;
unlike reactants, catalysts are not consumed. Specifically, en-
zymes are catalytic biomolecules that can have the advantage
of very high selectivity for their substrates; see [4, Ch. 16].
Some enzymes are already used in nature for the purpose of
reducing ISI; for example, acetylcholinesterase is an enzyme in
the neuromuscular junction that hydrolyzes acetylcholine as it
diffuses to its destination, as described in detail in [24, Ch. 12].
Furthermore, another mechanism regenerates acetylcholine at
the transmitter from its hydrolyzed components so that it can
be re-used in future emissions.
We are interested in using enzymes in the propagation envi-
ronment due to their selectivity and because a single enzyme
can be recycled to react many times. No additional complexity
at either the transmitter or receiver is required. The reduction
in ISI would enable transmitters to release molecules more
often, simultaneously increasing the data rate and decreasing
the probability of erroneous transmission. There would also be
less interference from neighbouring communication links, so
independent transmitter-receiver pairs could be placed closer
together than in an environment dominated by diffusion alone.
The potential for information molecules to participate in
a chemical reaction mechanism has usually been considered
only at the receiver, as in [9], [14], [25]. Papers that have
considered information molecules reacting in the propagation
environment include [15], [16], [26]. In [15], the sponta-
neous destruction and duplication of information molecules
are treated as noise sources but were not deliberately imposed
to improve communication. In [16], the exponential decay
of information molecules was considered via simulation as
a method to reduce ISI. However, information was measured
as the total number of molecules to reach the receiver, so
the achievable information rate actually decreased when in-
formation molecules were allowed to decay. The placement of
enzymes along the boundaries of the propagation environment
with the goal of reducing ISI was proposed in [26] but
analytical results were not provided.
In this paper, we present a model for analyzing diffusion-
based molecular communication systems when there are en-
zymes present throughout the entire propagation environ-
ment. The enzymes react with the information molecules via
Michaelis-Menten kinetics, which is a common mechanism
for enzymatic reactions; see [27, Ch. 10]. We first introduced
this scenario in [1], where we showed that enzymes reduce the
“tail” created when we rely on diffusion alone. In Fig. 1, we
present a visual example of the degradation of the diffusion
“tail” when enzymes are present. It is clear that, although
enzymes reduce the expected peak concentration, significantly
less ISI can be expected due to the on-going degradation of in-
formation molecules throughout the propagation environment.
This paper expands the work presented in [1] and makes the
following contributions:
1) As in [1], we present a lower bound expression on the
expected number of information molecules observed at a
receiver due to a transmitter that uses binary modulation
to emit impulses of molecules when enzymes are present
in the propagation environment.
2) We derive the time at which the maximum number of
information molecules is expected, both with and with-
out enzymes. We also derive an upper bound expression
on the time for the expected number of molecules to
decrease from the maximum number to an arbitrary
fraction of the maximum. This analytically shows that,
for a given level of ISI, a shorter bit interval can be
achieved by adding enzymes, and provides insight into
the selection of an appropriate bit interval.
3) We design a simple detector where the receiver counts
the number of molecules observed at the instant when
the number of molecules is expected to be maximum
and the observed number of molecules is compared to
a binary decision threshold.
4) We derive the bit error rate of this scheme for the first
emission by the transmitter and then as a function of
the current and all previous emissions. This derivation
is the first to consider all ISI in evaluating the bit error
probability of a receiver in a 3-dimensional diffusive
environment.
5) As in [1], we justify a particle-based simulation frame-
work and describe its implementation in our reaction-
diffusion system.
The rest of this paper is organized as follows. In Section II,
we introduce our system model for a single transmission link
using binary modulation, including the degradation of informa-
tion molecules via Michaelis-Menten kinetics. A lower bound
expression on the expected number of observed molecules at
the receiver when enzymes are present is derived in Section III
and compared with the baseline, no-enzyme scenario. The
performance analysis of the receiver, where we calculate
the signal degradation time and derive the bit error rate for
the simple detection scheme, is presented in Section IV. In
Section V, we describe the simulation framework and pro-
vide some insight into the selection of appropriate parameter
values. In Section VI, we present and discuss numerical and
simulation results. Conclusions and the on-going direction of
our research are described in Section VII.
3II. PHYSICAL MODEL
There is a transmitter fixed at the origin of an unbounded
3-dimensional fluidic environment. The receiver is a fixed
spherical observer with radius |~rob| and volume Vob. It is
centered at location {x0, y0, z0} where ~r0 is the vector from
the origin to {x0, y0, z0}. The receiver is a passive observer;
molecules can diffuse through it as they do through the entire
environment.
There are three diffusive molecular species in the system
that we are interested in: A molecules, E molecules, and
EA molecules. A molecules are the information molecules
that are released by the transmitter. These molecules have
a natural degradation rate that is negligible over the time
scale of interest, but they are able to act as substrates with
enzyme E molecules. We apply Michaelis-Menten kinetics,
which is generally accepted as the fundamental mechanism for
enzymatic reactions (see [24], [27]), to the A and E molecules:
E +A
k1−−⇀↽−
k−1
EA
k2−→ E +AP , (1)
where EA is the intermediate formed by the binding of an
A molecule to an enzyme molecule and AP is the degraded
(product) A molecule. The reaction rate constants for the
reactions as shown are k1 in molecule−1m3 s−1, k−1 in s−1,
and k2 in s−1. We see that A molecules are irreversibly
degraded by the reaction defined by k2 while the enzymes
are released intact so that they can participate in future
reactions. AP molecules are ignored once they are formed
because they cannot participate in future reactions and they
are not recognized by the receiver (we do not consider the
re-generation of A molecules from AP molecules at the
transmitter). Throughout this paper, we refer to the three
reactions in (1) associated with k1, k−1, and k2 as the binding,
unbinding, and degradation reactions, respectively.
We use a common notation to refer to parameters of each
molecular species. We define these parameters for arbitrary
species S, which could be either A, E, or EA molecules. The
number of molecules of species S is given by NS , and its
concentration at the point defined by vector ~r and at time t in
molecule·m−3 is CS(~r, t). For compactness, we will generally
write CS(~r, t) = CS . We assume that every molecule of each
species S diffuses independently of all other molecules. We
assume that all free molecules are spherical in shape so that we
can state that each molecule diffuses with diffusion constant
DS , found using the Einstein relation as [24, Eq. 4.16]
DS =
kBT
6piηRS
, (2)
where kB is the Boltzmann constant (kB = 1.38×10−23 J/K),
T is the temperature in kelvin, η is the viscosity of the medium
in which the molecules are diffusing (η ≈ 10−3 kg·m−1s−1 for
water at 25 ◦C), and RS is the molecule radius. Thus, the units
for DS are m2/s. The diffusion of a single molecule along one
dimension has variance 2DSt, where t is the diffusing time in
seconds [24, Eq. 4.6].
Communication occurs as follows. The transmitter emits
impulses of A molecules, where the number of molecules
emitted is NAem. This is a common emission scheme in
TX RX
Venz
- Enzyme E Molecule
- Information A Molecule
- Intermediate EA Molecule
- Degraded A Molecule
Fig. 2. The bounded space Venz showing a uniform distribution of enzyme E
molecules (enzymes are shown as circles with vertical lines through them).
Venz inhibits the passage of E so that the total concentration of free and
bound E remains constant. Information A molecules (shown as red circles)
are emitted by the transmitter and can diffuse beyond Venz . Intermediate EA
molecules can form when an A molecule binds to an E molecule. When an
intermediate dissociates, it can leave the A molecule degraded (shown as a
circle with an X through it).
the molecular communication literature; see, for example, [8],
[14], [28], [29]. We deploy binary modulation with constant
bit interval TB , where NAem molecules are released at the
start of the interval for binary 1 and no molecules are released
for binary 0. This method is also known as ON/OFF keying.
NE enzyme E molecules are randomly (uniformly) distributed
throughout a finite cubic volume Venz that includes both the
transmitter (TX) and receiver (RX), as shown in Fig. 2 with
the transmitter at the center. The diffusion of the E molecules
is restricted to within Venz , such that the total concentration
of the free and bound enzyme in Venz , CETot , is constant and
equal to NE/Venz (the local concentration of free and bound
enzyme in any subregion of Venz does vary over time). Further
details on the implementation of a finite Venz in the simulation
framework are provided in Section V, but we assume in our
analysis that Venz is infinite in size.
The receiver counts the number of free (unbound) A
molecules that are within the receiver volume, without dis-
turbing those molecules. For a practical bio-inspired system,
the A molecules would need to bind to receptors on either the
receiver surface or within the receiver’s volume, but we assume
perfect passive counting in order to focus on the propagation
environment.
III. OBSERVATIONS AT THE RECEIVER
Generally, the spatiotemporal behavior of the information,
enzyme, and intermediate molecules can be described using
a system of reaction-diffusion partial differential equations.
Even though these equations are deterministic, they will enable
4stochastic simulation. In this section, we use the reaction-
diffusion partial differential equations to derive the expected
number of information molecules at the receiver.
A. Diffusion Only
Fick’s Second Law describes the motion of arbitrary S
molecules undergoing independent diffusion as [24, Ch.4]
∂CS
∂t
= DS∇2CS , (3)
for species S where DS is the diffusion coefficient of the
species. Closed-form analytical solutions for partial differ-
ential equations are not always possible and depend on the
boundary conditions that are imposed. For comparison, we
first consider the scenario of no enzyme present, i.e., NE = 0.
So, we immediately have CE = CEA = 0 ∀~r, t, and we only
consider the diffusion of A molecules. The expected scaled (by
NAem) impulse response at a distance |~r| from the transmitter
is then [24, Eq. 4.28]
CA =
NAem
(4piDAt)3/2
exp
(−|~r|2
4DAt
)
, (4)
where t is the time since the NAem information molecules
were released. Eq. (4) is the form that is typically used in
molecular communication to describe the local concentration
at the receiver (where ~r = ~r0, the vector from the transmitter
to the center of the receiver); the receiver is assumed to be a
point observer, as in [30], [31], or the concentration throughout
the receiver volume is assumed to be uniform and equal to that
expected in the center, as in [14]. Eq. (4) is the baseline against
which we evaluate our proposed system design.
B. Reaction-Diffusion
We now include active enzymes in our analysis. The general
reaction-diffusion equation for species S is [32, Eq. 8.12.1]
∂CS
∂t
= DS∇2CS + f (CS , ~r, t) , (5)
where f (·) is the reaction term. Applying the principles
of chemical kinetics (see [27, Ch. 9]) to Michaelis-Menten
kinetics in (1), we write the complete set of reaction-diffusion
equations for the species in our environment as
∂CA
∂t
= DA∇2CA − k1CACE + k−1CEA, (6)
∂CE
∂t
= DE∇2CE − k1CACE + k−1CEA + k2CEA, (7)
∂CEA
∂t
= DA∇2CEA + k1CACE − k−1CEA − k2CEA.
(8)
This system of equations is highly coupled due to the reac-
tion terms and has no closed-form analytical solution under
our boundary conditions; we must make some simplifying
assumptions:
1) We assume that the degradation reaction is relatively
very fast, i.e., k2 →∞.
2) We assume that the unbinding reaction is relatively very
slow, i.e., k−1 → 0.
From the first assumption, we can claim that CE remains
close to the total concentration of free and bound enzyme,
i.e., CETot = NE/Venz , over all time and space, since there
will never be a significant quantity of bound enzyme. Thus,
CEA remains small over all time and space. Before applying
explicit bounds on CE and CEA, it is sufficient for a solution
to assume that they are both steady and uniform (i.e., they are
constant) and it can then be shown that, in our system, (6) has
solution
CA ≈ NAem
(4piDAt)3/2
exp
(
−k1CEt− |~r|
2
4DAt
)
+ k−1CEAt,
(9)
and we ignore (7) and (8). Next, we apply the upper bound
on CE (i.e., CETot) and use the second assumption to apply
a lower bound on k−1CEA (i.e., 0) to write the lower bound
on the expected impulse response as
CA ≥ NAem
(4piDAt)3/2
exp
(
−k1CETott−
|~r|2
4DAt
)
, (10)
which is intuitively a lower bound because the actual degra-
dation due to enzymes can be no more than if all enzymes
were always unbound. The tightness of this lower bound
depends directly on the accuracy of our two assumptions about
the reaction rates. The actual expected concentration will be
between (10) and the diffusion-only case (4), but will become
closer to (10) if the two assumptions are more accurate (i.e., if
the assumptions are not accurate, then the mitigation of ISI by
adding enzymes is less than expected). In general, this lower
bound loses accuracy as EA is initially created (CE < CETot),
but it eventually improves with time for non-zero reaction rates
as all A molecules are degraded and none remain to bind with
the enzymes (CA, CEA → 0, CE → CETot , as t→∞).
An alternate solution for (6) can be derived without our
two assumptions about the reaction rate constants k−1 and
k2, where it is only assumed that CEA is constant. This is
a common step in the analysis of Michaelis-Menton kinetics;
see [27, Ch. 10] and its use when considering enzymes only at
the receiver in [9]. The resulting expression is similar to (10),
where the binding rate k1 is replaced with k1k2/ (k−1 + k2),
but it is an approximation and not a lower bound.
Eq. (10) can be directly compared with (4). The presence of
enzyme molecules results in an additional decaying exponen-
tial term. This decaying exponential is what will eliminate the
“tail” that is observed under diffusion alone. An immediate
result from (10) is that increasing either the binding rate k1 or
the total enzyme concentration CETot will result in a faster-
decaying “tail” and thus decrease ISI, albeit at the cost of also
decreasing the useful signal in the desired bit interval.
We will assume throughout the remainder of this paper
that the expected concentration of information A molecules
within the receiver is uniform and equal to that expected at
the center of the receiver. We studied the accuracy of this
assumption in [33], where we showed it is accurate for a
receiver that is sufficiently far from the transmitter. We have
already established that the receiver is able to count the number
of free A molecules that are within the receiver volume, so
we can readily convert the expected concentration into the
expected number of observed A molecules at the receiver,
5NAob(t). Using (10) with enzymes and (4) without enzymes
we can write
NAob(t) = CA(~r0, t)Vob, (11)
for the expected number of observed molecules, where ~r0 is
the vector from the origin to the center of the receiver.
IV. RECEIVER PERFORMANCE ANALYSIS
In this section, we first consider the signal degradation with
enzymes and provide a method to calculate an appropriate bit
interval TB . Then, we derive the bit error rate of the considered
receiver and provide approximations that facilitate closed-form
expressions. We design the reception mechanism such that
the receiver counts the number of free A molecules observed
within the receiver volume Vob at the instant when the expected
number of molecules is maximal (assuming that the transmitter
emits molecules at the start of the bit interval). A single
decision threshold is used for the receiver to determine whether
a binary 1 or binary 0 was sent by the transmitter. This
is a relatively simple reception mechanism that facilitates
analysis and approximates a physically realizable scheme. For
example, if a biochemical response mechanism were triggered
at the receiver when the information molecule concentration
reached a threshold level, then the threshold is most likely
to be exceeded when the maximum number of information
molecules is expected. The more realistic case, where the
threshold could be exceeded at any time, is an interesting
problem that we leave for future work.
A. Signal Degradation with Enzymes
From (10) and (11), the number of information A molecules
expected at the receiver is
NAob (t) ≥
VobNAem
(4piDAt)3/2
exp
(
−k1CETott−
|~r0|2
4DAt
)
, (12)
assuming that the transmitter releases the NAem information A
molecules at t = 0. It is straightforward to take the derivative
of (12) with respect to t to find the time, tmax, at which the
maximum number of molecules is expected, found as
tmax =
−3 +√9 + (4k1CETot |~r0|2) /DA
4k1CETot
, (13)
where we only consider non-negative finite time. The maxi-
mum number of expected molecules at the receiver, NAmax, is
then found by substituting (13) into (12). By comparison, when
there are no enzymes present, i.e., CETot = 0, we substitute
(4) instead of (10) into (11) and find that the maximum number
of molecules is expected at time
tmax
∣∣∣
CETot=0
=
|~r0|2
6DA
, (14)
and it is straightforward to show that, for all valid (i.e., non-
negative) parameter values, tmax ≤ tmax
∣∣
CETot=0
. So, when
enzymes are added, the maximum number of molecules is
expected no later than when enzymes are not added.
By inspection of (12), we also observe that, for a given
t, we expect to observe fewer A molecules when enzymes
are present, i.e., NAob (t) ≤ NAob (t)
∣∣
CETot=0
,∀ t. Thus,
we immediately have that NAmax ≤ NAmax
∣∣
CETot=0
. In
addition, when enzymes are present, the expected number
of molecules will decrease to any value sooner than when
enzymes are absent, i.e., ISI must decrease. In order to
consider the selection of an appropriate bit interval TB , we
are interested in solving for the time required for NAob (t) to
decrease to some threshold value, i.e., find tα that satisfies
NAob (tα)
NAmax
≤ α, (15)
where 0 < α < 1 is a threshold fraction of the maximum
expected number of molecules and tα > tmax. Solving (15)
presents two challenges. First, it cannot be strictly satisfied
because we only have a lower bound on NAob (t) when
enzymes are present; showing that the lower bound is lower
than αNAmax does not satisfy (15). However, we will assume
that the system parameters are such that the lower bound
(12) is met with equality; i.e., we assume that k2 → ∞ and
k−1 → 0. Second, an analytical solution to (15) using the
lower bound is not possible; further bounding will be required
to obtain a closed-form expression for tα. Alternatively, we
can solve (15) numerically using (12) without any further
bounding by initializing tα = tmax and gradually increasing
tα by increments much smaller than tmax until the inequality
in (15) is satisfied. The numerical solution enables us to assess
the accuracy of a closed-form expression.
We derive a bound for tα that satisfies (15) by first observing
that, for smaller values of tα (and over the range that we
are interested in), the decay of (12) is dominated by tα−
3
2
and not the exponential. Therefore, we propose applying an
upper bound on the exponential term by replacing it with its
maximum value. It can be shown that the exponential term
in (12) has maximum value exp
(
|~r0|
√
k1CETot/DA
)
when
tα = |~r0|/
√
4k1CETotDA. We replace the exponential term
with this maximum, substitute (12) into (15), and solve for tα
as
tα ≥ 1
4piDA
(
VobNAem
αNAmax
) 2
3
exp
(
−2
3
|~r0|
√
k1CETot
DA
)
.
(16)
In addition, we can guarantee that tα > tmax because we
used the upper-bound on the exponential term. Similarly, for
the case without enzymes present, we replace the exponential
term with its maximum value of 1 and find that
tα
∣∣∣
CETot=0
≥ 1
4piDA
 VobNAem
αNAmax
∣∣
CETot=0
 23 (17)
satisfies (15). A strict comparison between (16) and (17) is
not fair due to the challenges previously mentioned. However,
these expressions do provide some guidance in the selection
of an appropriate bit interval. We will generally assume that
the bit interval time TB is sufficiently long so that TB > tmax.
B. Error Rate at the Receiver
In our simple detection scheme, the receiver counts the
number of free information A molecules at time tmax after the
6start of the bit interval and compares that number with decision
threshold ξ. We assume that there is perfect synchronization
between the transmitter and receiver to emphasize the limita-
tions of intersymbol interference. As noted at the beginning of
this section, our proposed detector approximates a physically
realizable detector; we do not expect to easily achieve perfect
synchronization between devices. Recalling that TB is the bit
interval time, the decision sampling time for the jth bit interval
is (j − 1)TB + tmax.
Let W [j] be the jth information bit sent by the transmitter,
i.e., sent at the beginning of the jth bit interval, and let the a
priori probabilities of the transmitted bits be Pr(W [j] = 1) =
P1 and Pr(W [j] = 0) = P0 = 1 − P1, where Pr(·) denotes
probability. Let Wˆ [j] be the jth received bit at the receiver.
Thus, the reception mechanism can be written as
Wˆ [j] =
{
1 if NAob ((j − 1)TB + tmax) ≥ ξ,
0 if NAob ((j − 1)TB + tmax) < ξ.
(18)
It is clear that an error occurs if W [j] 6= Wˆ [j], and
we define the error probability of the jth bit Pe [j] =
Pr(W [j] 6= Wˆ [j]). So, we are interested in evaluating
Pr (NAob ((j − 1)TB + tmax) ≥ ξ), a function of the current
and all previous emissions by the transmitter. We begin by
considering the first bit, i.e., j = 1, and then extend the result
to any jth bit in the transmission. Generally, bits transmitted
later will have a higher probability of being detected in error
because there are more previous bits to create ISI.
Consider the first bit for the case W [1] = 1 (for the case
W [1] = 0 there are no information A molecules anywhere in
the system at the time tmax < TB and so there will be none
observed at the receiver). The lower bound on the expected
number of observed molecules is also a lower bound on the
probability density function (PDF) over all time and space
for a single molecule if we set NAem = 1 and assume that
the location and state of any one A molecule is independent
of the other A molecules. Therefore, a lower bound on the
probability Pob (t) that a given molecule is observed within
the receiver volume Vob at time t is found by integrating (10)
over Vob. However, we recall from (11) that we simplified the
integration by assuming that the concentration of molecules
within the receiver is uniform and equal to that expected at
the center of the receiver. Thus, we write
Pob (t) ≥ Vob
(4piDAt)3/2
exp
(
−k1CETott−
|~r0|2
4DAt
)
, (19)
and we will assume that (19) is met with equality, i.e., we
assume that k2 →∞ and k−1 → 0. Generally, we have NAem
information molecules, and each molecule is either inside
Vob at a given time or outside, so the number of observed
molecules follows the binomial distribution. Thus, we can
write [34, Ch. 3]
Pr(NAob (t) ≥ ξ) =
NAem∑
w=ξ
(
NAem
w
)
Pob (t)
w
(1−Pob (t))NAem−w . (20)
Eq. (20) is exact for a given Pob (t) but is difficult to
evaluate for large values of NAem. However, as noted in [10],
we can write (20) in an equivalent form as
Pr(NAob (t) ≥ ξ) = IPob(ξ,NAem − ξ + 1) , (21)
where IPob(·, ·) is the regularized incomplete beta function
based on individual probability Pob (t), i.e., [35, Eq. 8.392]
IPob(a, b) =
Pob∫
0
ta−1(1− t)b−1dt
1∫
0
ta−1(1− t)b−1dt
. (22)
Furthermore, we also note that
Pr(NAob (t) = w) = IPob(w,NAem − w + 1)
− IPob(w + 1, NAem − w) . (23)
Eqs. (21) and (23) can be evaluated numerically but the
incomplete beta function does not easily lend itself to op-
timization. For example, its derivative cannot be written in
closed form. We consider two approximations of the binomial
distribution. For infinitely large NAem and infinitely small
Pob (t), such that their product is a finite positive number,
the binomial distribution approaches the Poisson distribution
with mean NAob (t) = NAemPob (t), and we can write [34,
Ch. 3]
Pr(NAob (t)=w)
∣∣∣
Poiss
=
NAob (t)
w
exp
(−NAob (t))
w!
, (24)
and so
Pr(NAob (t) ≥ ξ)
∣∣∣
Poiss
=1− exp (−NAob (t))ξ−1∑
w=0
NAob (t)
w
w!
.
(25)
Alternatively, we can approximate the binomial distribution
with a Gaussian distribution with mean NAob (t) and variance
NAob (t) (1− Pob (t)). This approximation has been applied
by other authors for molecular communication, cf. e.g. [11],
[14], and is valid when Pob (t) is not close to one or zero and
NAob (t) is sufficiently large. Generally, this approximation
will not be as accurate as using the Poisson distribution
because we will tend to have very small values for Pob (t).
We still consider the Gaussian distribution because it does not
include any factorials and so can be more computationally
efficient than the Poisson distribution. The Gaussian approxi-
mation enables us to write
Pr(NAob (t) = w)
∣∣∣
Gauss
=
exp
(
(w−NAob(t))2
2NAob(t)(1−Pob(t))
)
√
2piNAob (t) (1− Pob (t))
,
(26)
and by using the error function [36, p. 406] we can show that
Pr(NAob (t) ≥ ξ)
∣∣∣
Gauss
=
1
2
1− erf
 ξ −NAob (t)√
2NAob (t) (1− Pob (t))
 . (27)
7To evaluate the error probability for the first bit, we use
either of (21), (25), or (27). As noted, an error in Wˆ [1] is
possible only when W [1] = 1. Thus, the probability of error
in the first bit is
Pe [1] = P1 [1− Pr(NAob (tmax) ≥ ξ)] . (28)
The probability of error of the jth bit is a function of all
of the first j bits, since information A molecules can remain
in the propagation environment from any of the previous
emissions by the transmitter. The common practice when
deriving error rates in the molecular communication literature
is to assume that information A molecules remain in the
environment for no more than two transmission intervals,
cf. e.g. [9]–[13]. We make no assumptions about how long
information molecules remain in the proximity of the receiver
in order to present a general bit error expression that includes
all ISI, which has not yet been developed in the literature
for a 3-dimensional environment. We will assume that the
number of A molecules, observed at some time t, that were
emitted at the start of the jth bit interval, are independent of
the number of molecules, also observed at that time t, that
were emitted at the start of any other bit interval. We note
that this is not strictly true because an E molecule that is
bound to an A molecule is temporarily unavailable to bind
to the A molecules of other transmissions (the mean time of
unavailability is controlled by the value of degradation rate
k2, but we have assumed for analysis that k2 →∞).
From the independence of molecules emitted at the start
of every bit interval, the number of molecules observed at
the receiver at time t is simply the sum of the number of
molecules observed due to every emission. We emphasize
that any molecule observed within the receiver volume Vob
could have been emitted during the current or any previous
bit interval. We define NAob [j] = NAob ((j − 1)TB + tmax),
i.e., all information A molecules observed at time tmax within
the jth bit interval, where TB is the bit interval time, and write
NAob [j] =
j∑
i=1
NAob [j; i] , (29)
where NAob [j; i] is the number of molecules observed at the
time tmax in the jth bit interval that were emitted at the start
of the ith bit interval (we note that NAob [j; i] = 0,∀j if
W [i] = 0). Thus, NAob [j] is a random variable that is a sum
of random variables. From [37, Ch. 5], a random variable that
is a sum of all Binomial, all Poisson, or all Gaussian random
variables is also a Binomial, Poisson, or Gaussian random
variable, respectively, and its mean is the sum of the means
of the individual variables. We can then immediately write the
expected number of molecules observed at the receiver at time
tmax within the jth bit interval as
NAob [j] = NAem
j∑
i=1
W [i]Pob ((j − i)TB + tmax) , (30)
where NAem is the number of molecules released when
W [i] = 1, and Pob (t) from (19) is the probability that a single
molecule is observed within Vob at time t after its release from
the transmitter. Given the mean NAob [j], Pr (NAob [j] = w)
can be evaluated from (24) using Poisson statistics or from (26)
using Gaussian statistics, where NAemPob (t) is replaced with
NAob [j] (it is also possible to use Binomial statistics, but the
adaptation of (23) is less straightforward so we omit the details
here). Analogously, Pr (NAob [j] ≥ ξ) can be evaluated from
(25) using Poisson statistics or (27) using Gaussian statistics.
Given Pr (NAob [j] ≥ ξ), we can immediately evaluate
Pe [j] for a given transmitter bit sequence W [i] , i ∈
{1, 2, . . . , j}. Given the transmitter sequence for all prior
intervals, i.e., i < j, the probability of error in the jth bit
is
Pe [j] = P1 Pr (NAob [j] < ξ |W [j] = 1,W [i] , i < j)
+ P0 Pr (NAob [j] ≥ ξ |W [j] = 0,W [i] , i < j) . (31)
If we have a priori knowledge of the current and all previous
bits, then the expected probability of error is found by taking
the appropriate term in (31). Generally, assuming no a priori
knowledge, we must evaluate (31) for all 2j−1 possible prior
bit sequences, though in practice we can average the expected
error probability over a subset of all possible sequences.
The common practices in the literature of either ignoring
ISI or only considering the interference caused by emission
in the previous bit interval, cf. e.g. [9]–[11], [13], can both
be evaluated as special cases of (31) by limiting the number
of terms used in finding NAob [j] in (30). Specifically, we
initialize i = j to ignore ISI and initialize i = j − 1 to only
consider ISI from the previous bit interval.
V. SIMULATION FRAMEWORK
This section describes the framework used to perform
stochastic simulations of the system of reaction-diffusion
equations described by (6)-(8), which also simplifies to the
diffusion-only case if the total enzyme concentration CETot =
0.
A. Choice of Framework
Our simulation framework uses a particle-based method,
where the precise locations of all individual molecules are
known. The primary alternative, subvolume-based methods,
divide the environment into subvolumes and each molecule
is known to be in a given subvolume. Particle-based methods
tend to be less computationally efficient than subvolume-based
methods, but they do not have to meet the latter’s well-stirred
requirement, where every subvolume should have many more
nonreactive molecular collisions than reactive collisions, as
described in [38], [39]. A general criterion for subvolume size
is that the typical diffusion time for each species should be
much less than the typical reaction time; see [40]. In order
to satisfy this criterion, we would need to use very small
subvolume sizes relative to the total size of the environment
under consideration. If we used such small subvolumes, then
we would not gain in computational efficiency and, for small
(nanoscale) environments, the subvolume size would not be
much greater than the size of individual molecules. Thus, we
proceed with a particle-based method.
Every free molecule in a particle-based method diffuses
independently along each dimension. Such methods require
8a constant global time step ∆t (the chosen value of ∆t
represents a tradeoff in accuracy and simulation time) and
there is a separation in the simulation of reaction and diffusion;
see [41]. First, all free molecules are independently displaced
along each dimension by generating normal random variables
with variance 2DS∆t, where DS is the diffusion coefficient
of arbitrary species S. Next, potential reactions are evaluated
to see whether they would have occurred during ∆t. For
bimolecular reactions, a binding radius rB is defined as how
close the centers of two reactant molecules need to be at the
end of ∆t in order to assume that the two molecules collided
and bound during ∆t. For unimolecular reactions, a random
number is generated using the corresponding rate constant to
declare whether the reaction occurred during ∆t.
B. Simulating Reactions
All three reactions in (1) have an enzyme E molecule as
a reactant and an intermediate EA molecule as a product
(or vice versa). Thus, we must jointly consider the two
unimolecular reactions with EA as the reactant, and we must
take care when modeling the binding and unbinding reactions
so that the binding reaction does not occur when not intended.
The probability of the unbinding reaction (k−1) occuring
is a function of both the unbinding and degradation rate
constants, written as [41, Eq. 14]
Pr(Reaction k−1) =
k−1
k−1 + k2
[1− exp (−∆t (k−1 + k2))] ,
(32)
and the degradation reaction (k2) has an analogous expression
by swapping k−1 and k2. A single random number uniformly
distributed between 0 and 1 can then be used to determine
whether a given EA molecule reacts, and, if so, which reaction
occurs.
The bimolecular binding reaction (i.e., the binding of an
enzyme E molecule and an information A molecule at rate
k1 to form an intermediate EA molecule) is reversible, so we
must be careful in our choice of binding radius rB , time step
∆t, and what we assume when EA reverts back to E and
A molecules. If the E and A molecules are not physically
separated when the unbinding reaction (k−1) occurs, and rB
is much larger than the expected separation of the E and
A molecules by diffusion in the following time step, then
the binding reaction will very likely occur in the next time
step regardless of the actual value of rB . Therefore, we must
consider the root mean square of the separation of E and A
molecules in a single time step, given as [41, Eq. 23]
rrms =
√
2 (DA +DE) ∆t, (33)
where DA and DE are the constant diffusion coefficients of
the A and E molecules, respectively. In general, an unbinding
radius that is larger than rB is defined to separate the two
molecules as soon as the reversible unbinding reaction occurs.
The objective in doing so is to prevent the automatic re-
binding of the same two molecules in the next time step
and more accurately model the reaction kinetics; see [41].
However, if rrms  rB , i.e., if the expected separation of
the two molecules in one time step is much larger than the
binding radius, then an unbinding radius is unnecessary and
it is sufficient to keep the A and E molecules at the same
coordinates when the unbinding reaction occurs. If ∆t is
sufficiently large, then we can define rB as [41, Eq. 27]
rB =
(
3k1∆t
4pi
) 1
3
, (34)
and this expression is only valid if rrms  rB . Thus, if we are
careful with our selection of k1 and ∆t, such that rrms  rB
with rB given by (34), then we can legitimately use (34) to
define rB . If rrms  rB is not satisfied, then rB must be
found using numerical methods; see [41]. In our simulations,
we ensure that the use of (34) is justified.
When a pair of A and E molecules are within rB of
each other, we move both of them to the midpoint of the
line between their centers and re-label them as a single EA
molecule. If the corresponding unbinding reaction occurs in a
later time step, then the molecule is re-labeled as separate A
and E molecules and we do not change their locations until
they diffuse in the following time step.
C. Simulating the Transmitter and Receiver
We simulate emissions at the transmitter by initializing
NAem A molecules centered at the origin and with a separation
of 2RA between adjacent molecules so that together they form
a spherical shape. The receiver can make observations only at
integer multiples of the time step ∆t, so for detection we round
tmax to the nearest multiple of ∆t. When an observation is
made, all free A molecules whose centers are within Vob are
counted.
D. Simulating an Unbounded Environment
We noted in Section II that the physical environment is
unbounded but the movement of enzyme E molecules is
restricted to the large volume Venz . We force the enzymes
to stay within Venz by reflecting them off of the boundary
of Venz if diffusion carries them outside. In doing so, we
simulate a uniform enzyme concentration using a finite number
of molecules. However, we do not restrict the diffusion of
information A molecules. If an intermediate EA molecule
reaches the boundary of Venz , then we probabilistically de-
compose the molecule using the probabilities for the unbinding
and degradation reactions as calculated by (32). As long as
Venz is sufficiently large, such that its boundary is far away
from the receiver, then the impact of these forced reactions
on the observations made at the receiver is negligible. In
our simulations, we ensure that the side length of Venz is at
least three times greater than |~r0|, i.e., the distance from the
transmitter to the center of the receiver, and this is sufficient to
ignore the behavior at the boundary of Venz given the system
parameter values that we use.
E. Selecting Component Parameters
Most enzymes are proteins and are usually on the order of
less than 10 nm in diameter; see [4, Ch. 4]. From (2), smaller
9molecules diffuse faster, so we favor small molecules as in-
formation molecules. Many common small organic molecules,
such as glucose, amino acids, and nucleotides, are about 1 nm
in diameter. In the limit, single covalent bonds between two
atoms are about 0.15 nm long; see [4, Ch. 2].
Higher rate constants imply faster reactions. Bimolecular
rate constants can be no greater than the collision frequency
between the two reactants, i.e., every collision results in a
reaction. The largest possible value of k1 is on the order
of 1.66 × 10−19 molecule−1m3 s−1; see [27, Ch. 10] where
the limiting rate is listed as on the order of 108 L/mol/s.
k−1 and k2 usually vary between 1 and 105 s−1, with values
as high as 107 s−1. In theory, we are not entirely limited
to pre-existing enzyme-substrate pairs; protein and ribozyme
engineering techniques can be used to modify and optimize
the enzyme reaction rate, specificity, or thermal stability, or
modify enzyme function in the presence of solvents; see [4,
Ch. 10].
VI. NUMERICAL AND SIMULATION RESULTS
We present simulation results for an environment with a
viscosity of 10−3 kg · m−1s−1 and temperature of 25 ◦C.
We compare three sets of system parameters, as described
in Table I. The chosen values of time step ∆t are selected
large enough so that the root mean square separation between
any two enzyme and information molecules in a single time
step, rrms, is much greater than the binding radius, rB (we
include the values of rrms and rB calculated for each system
in Table I), and small enough so that a given information A
molecule is unlikely to enter and exit the receiver without
being observed (the root mean square displacement of a
single A molecule in a single time step along one dimension,√
2DAt, is always less than rrms, and rrms is about half of
the radius of the receiver). System 3 is identical to System 1
except for a larger value of NAem. NE is chosen so that the
enzyme concentration in all systems is equivalent to 166µM
(i.e., micromolar), which is high for a cellular enzyme; see
[42]. In comparison to the limiting values of reaction rate
constants discussed in the previous section, the reaction rate
constants k1 and k2 for Systems 1 and 3 are relatively high
due to the small size of the environments. The numbers of
molecules NAem and NE and the size of the environments
are kept deliberately low in order to ease computation time.
A. Accuracy of Expected Number of Molecules
In Fig. 3, we compare the observed number of molecules for
Systems 1 and 2 due to a single transmission. The observed
number of A molecules via simulation is averaged over at
least 6000 independent emissions of NAem molecules by the
transmitter at t = 0. We measure the number of information
molecules observed over time, in comparison to the lower
bound expression (12) and the expected number without
enzymes in the environment as given by (12) for CETot = 0.
We clearly see in Fig. 3 that the receivers in Systems 1
and 2 have the same lower bound on NAob (t), the expected
number of observed information molecules, when we account
for System 2’s longer diffusion time as its receiver is placed
TABLE I
SYSTEM PARAMETERS USED FOR NUMERICAL AND SIMULATION RESULTS.
THE VALUES FOR rrms AND rB ARE CALCULATED FROM (33) AND (34),
RESPECTIVELY.
Parameter System 1 System 2 System 3
Venz [µm3] 1 37 1
NAem 5× 103 5× 103 2× 104
NE 10
5 3.7× 106 105
k1 [ m
3
molecule·s ] 2× 10−19 1.79× 10−20 2× 10−19
k−1 [s−1] 104 900 104
k2 [s−1] 106 9× 104 106
|~r0| [nm] 300 1000 300
|~rob| [nm] 45 150 45
RA [nm] 0.5 0.5 0.5
RE [nm] 2.5 2.5 2.5
REA [nm] 3 3 3
∆t [µs] 0.5 5 0.5
rrms [nm] 22.9 72.4 22.9
rB [nm] 2.88 2.77 2.88
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Fig. 3. Assessing the accuracy of the lower bound on the expected number
of observed information molecules for Systems 1 (above) and 2 (below). The
two systems have the same lower bound on the expected number of observed
molecules when we account for System 2’s longer diffusion time (the receiver
is placed further away), but this bound is more accurate for System 2.
further away. The simulated number of observed molecules of
both systems over time is close to the derived lower bound
curve; the lower bound expression is accurate for describing
the reduction in NAob (t) in comparison to not having enzymes
present. However, the simulated value of NAob (t) for System
2 is visibly closer to the analytical lower bound expression
10
10−2 10−1 100
101
102
103
Fraction of NAmax, α, observed at tα
t
α
(µ
s)
 
 
Time to Decay Found Numerically
Time to Decay Found Using Upper Bound
With Enzyme
No Enzyme
Fig. 4. Solving (15) for System 1 to determine how long it would take
after a transmitter’s single emission for the expected number of information
molecules to decay to threshold fraction α. The inequality is solved both
numerically and by using upper bounds (16) and (17) for System 1 having
enzymes present and absent, respectively.
than that for System 1. Further study of the effect of the
environmental parameters (including chemical reactivity and
the number of molecules) on the accuracy of the analytical
lower bound expression can be found in [33].
For most of the remaining results, we focus on System 1
because it has a less accurate lower bound on the expected
number of observed molecules and also because it has overall
fewer molecules in the environment so that its simulations can
be executed more efficiently.
B. Selection of Bit Interval
From (13) and (14) (or by observation of Fig. 3), we
calculate that the maximum number of expected molecules for
System 1 should be observed at times tmax = 25.68µs and
tmax
∣∣
CETot=0
= 34.36µs with and without active enzymes,
respectively. At these times, the expected number of observed
molecules is NAmax = 2.92 and NAmax
∣∣
CETot=0
= 5.20,
respectively. We are interested in solving (15) to get a sense of
how long we should wait after an emission from the transmitter
before sending another bit.
In Fig. 4, we solve (15) for the cases of enzymes present and
absent by using upper bounds (16) and (17), respectively. We
also solve (15) numerically. We see that the bound (16), for
enzymes present, is quite accurate if the fraction of molecules
expected at the end of the interval is between 30% and 80%
of the expected maximum (representing between 1 and 2.3
molecules expected on average), whereas the bound (17), for
enzymes absent, improves with time as fewer molecules are
expected.
Whether comparing the bounds or the numerical solutions,
Fig. 4 shows that the transmitter can emit much more fre-
quently with less risk of ISI if enzymes are present. For
example, we may desire to have no more than 30% of NAmax
within the receiver at the end of the bit interval TB . Using
the numerical solution, we see that we would need to wait
about 170µs if there were no enzymes present, but only
about 70µs with enzymes present. This result suggests that we
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Fig. 5. Evaluating the detection probability for the first bit in System 1, i.e.,
Pr(Wˆ [1] = 1|W [1] = 1), as a function of decision threshold ξ.
can increase the data rate by about 150% with a comparable
level of relative ISI. For lower levels of ISI , the numerical
solutions suggest even higher increases in data transmission.
We emphasize that solving (15) is insufficient in evaluating
the ISI for a given set of system parameters, but it allows us
to get a sense of what an appropriate TB might be.
C. Detection Probability of One Bit Interval
Before we consider the bit error rate over a lengthy data
transmission, we consider the detection probability for the
first emission by the transmitter. This enables us to focus
on evaluating the accuracy of our expressions derived for the
probability of the observed number of molecules being equal
to or above some threshold; namely, we consider the binomial
distribution (20), which is exact for a given Pob (t) (recall
that we have (19), a lower bound on Pob (t)), and the Poisson
and Gaussian approximations (25) and (27), respectively. We
evaluate the detection probabilities at time tmax ≈ 25.5µs
since we have to make observations at multiples of ∆t
(∆t = 0.5µs for System 1), and we compare with the number
of A molecules observed via simulation as averaged over 6000
independent emissions by the transmitter at t = 0. The results
are presented in Fig. 5 for 1 ≤ ξ ≤ 5.
In Fig. 5, we see that the detection probability can be kept
above 0.5 for ξ ≤ 3, which we expect since NAmax = 2.92.
The binomial distribution based on Pob (t) from (19) returns
detection probabilities that are comparable to those found
via simulation; for ξ = 2, the detection probability found
via simulation and via the binomial distribution are both
about 0.8. We also see that the Poisson approximation is
indistinguishable from the binomial distribution, whereas the
Gaussian approximation has a notable loss in accuracy.
D. Bit Error Rate of Multiple Intervals
We now assess the bit error probability for System 1
transmitting multiple bits by comparing the evaluation of (31)
with simulation results. We choose the Poisson approximation
for evaluating the expected Pe [j] because of its high accuracy
to the binomial distribution for System 1. We also select either
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Fig. 6. Evaluating the error probability of System 1 over time with bit
interval TB = 120µs and a known transmission sequence; five 1s followed
by five 0s.
TB = 50µs or TB = 120µs. For TB = 120µs, we see from
Fig. 4 that the expected number of molecules at the end of a
bit interval due to a single emission of molecules is less than
20% of the maximum when enzymes are present but more
than 40% of the maximum when there are no enzymes. For
TB = 50µs, the expected ISI is even higher.
First, we consider a known data sequence in order to com-
pare the accuracy of missed detection (incorrectly detecting a
1 instead of a 0) versus false alarm (incorrectly detecting a 0
instead of a 1). The transmitter emits molecules according to a
sequence of five consecutive 1s followed by five consecutive
0s. In Fig. 6, we track the receiver error probability Pe [j]
over time for TB = 120µs, where the simulation results
are averaged over 35000 independent transmissions. Receiver
errors within the first five bit intervals are missed detections,
whereas errors within the last five bit intervals are false alarms.
We evaluate the error probability using only knowledge of the
current bit, using knowledge of the current and previous bits,
and using knowledge of the current and all previous bits (up to
nine). We set decision threshold ξ = 1 as we will later see that
it is the optimal threshold for System 1 when TB = 120µs.
In Fig. 6, we see via both simulation and evaluation of (31)
that the error probability reaches a floor on missed detection
with repeated 1s and tends to zero on false alarm with repeated
0s, which is an intuitive result. Note that, when the transmitted
bit changes at interval 6, the error probability assuming no
ISI immediately drops to zero whereas all other curves spike
sharply upwards, showing a high probability of false alarm
when a 0 is transmitted after a 1. The error probability using
knowledge of only the current and previous bits drops to zero
by interval 7, even though the error measured via simulation
and evaluated by considering the current and all previous bits
shows a non-negligible error probability of about 1%. All
evaluations of (31) appear to over-estimate missed detection
and under-estimate false alarm; this makes sense since the
underlying probability of observing an information molecule
is a lower bound. Thus, the accuracy of the expected error
probability, even when considering all previous bits, becomes
quite poor when consecutive zeros are transmitted. However,
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Fig. 7. Evaluating the error probability of System 1 as a function of the bit
decision threshold ξ at the receiver for bit interval TB = 50µs and TB =
120µs with enzymes and TB = 120µs without enzymes. The transmission
is a sequence of 50 randomly generated bits.
we will next see that this does not have a noticeable effect on
the average bit error probability for a random transmission in
System 1.
We now assess the mean receiver error probability, P e, as
a function of the bit decision threshold where we generate
a long random source transmission (50 bits). We assume no
a priori knowledge of the transmitted data when calculating
the expected error probability Pe [j] from (31), where all prior
bit intervals are considered and we average Pe [j] over 1000
random bit sequences, and P e is evaluated by averaging Pe [j]
over all j. The results are presented in Fig. 7 for TB = 50µs
and TB = 120µs where we set the a priori bit probabilities
P1 = P0 = 0.5. We also consider TB = 120µs when there
are no enzymes present. Simulation results are averaged over
6000 independent transmissions.
We see that in Fig. 7 the optimal decision threshold for
System 1 and TB = 120µs is ξ = 1 with enzymes and
ξ = 5 without enzymes, whereas the optimal threshold when
TB = 50µs is ξ = 2. These differences make intuitive
sense; when the bit interval is shorter or enzymes are not
present, there is more ISI from previous bits such that a lower
decision threshold can result in many more false alarms. The
minimum error probability is much lower for TB = 120µs
with enzymes; just over 0.05 versus over 0.12 for TB = 120µs
without enzymes and for TB = 50µs.
The error expected by the evaluation of (31) with enzymes
is much more accurate than what we might expect from Fig. 6
alone; a long sequence of consecutive zeros is unlikely in a
random transmission, and the slight over-estimation of missed
detection is on averge balanced by the under-estimation of
false alarm. The primary observation in Fig. 7 is that, by
adding enzymes, the data transmission rate can be significantly
increased (more than doubled here) while maintaining the
same expected error probability, or the bit error probability
can be significantly improved for the same data transmission
rate.
Finally, we note that the error probabilities presented in
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Fig. 8. Evaluating the error probability of System 3 as a function of the bit
decision threshold ξ at the receiver for bit interval TB = 120µs.
this section are not very low in the context of information
transmission. By deliberately selecting a system with a low
number of molecules, we were limited by a low expected
maximum number of information molecules NAmax. For
contrast, we consider System 3, for which we can expect
NAmax = 11.69 molecules to be observed at tmax = 25.68µs
when there is a single emission. We evaluate the average error
probability P e when the transmitter in System 3 emits a stream
of 50 bits with TB = 120µs. The results are plotted in Fig. 8,
where we see that for the optimal threshold ξ = 4, the expected
error probability is about 1.5 × 10−3, much less than those
observed for System 1, and the observed error probability
is about 10−3. The larger deviation between expected and
simulated results for System 3 relative to System 1 is because
the lower bound expression on the PDF (19) is not as tight
for System 3; the over-estimation of missed detection and the
under-estimation of false alarm are more evident for System
3 than they are for System 1 as shown in Fig. 7.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we expanded upon the physical system model
that we developed in [1] for the transmission of impulses of
molecules being released into a propagation environment that
contains diffusing enzymes. We derived a lower bound expres-
sion on the expected number of information molecules at the
receiver. We showed how the expected signal degradation can
be used to predict an appropriate bit interval length. We then
derived the expected error rate for a simple receiver scheme as
a function of the current and all previous emissions. Our results
showed that the expected probability of error can be accurately
represented by the Poisson approximation and agrees with the
error probabilities observed via simulation. The presence of
enzymes was shown to enable a decrease in the probability of
error or an increase in the data transmission rate.
Our on-going work includes considering the impact of
flow, external noise sources, and multiuser interference on a
diffusive communication link. We are studying the design of
practical diffusive detectors and comparing their performance
to that of the optimal detector. We are also formalizing
tractable optimization problems to minimize the probability
of error when selecting the bit decision threshold and other
transmission parameters.
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