We present a data-adaptive time-frequency representation that obtains high resolution of signal components in time-frequency. This representation overcomes the often poor resolution of the traditional short-time Fourier transform, while avoiding the nonlinearities that make the Wigner distribution and other bilinear representations difficult to interpret and use. The new method uses adaptive Gaussian windows, with the window parameters varying at different timefrequency locations to maximize the local signal concentration in time-frequency. Two methods for selecting the Gaussian parameters are presented a parameter estimation approach, and a method that maximizes a measure of local signal concentration.
INTRODUCTION
The short-time Fourier transform, defined as s(~,w) = j x(T)w(z-t)e-j0Kdz , (1) in which x(t) is the signal and w(r) is the window function, has been widely used in time-frequency analysis for a number of years. More recently, bilinear time-frequency representations (most notably, the Wigner distribution) have been developed or revived as possible high-resolution alternatives to the short-time Fourier transform. The Wigner distribution has a number of properties, including high signal concentration in time-frequency, that are very desirable in a time-frequency representation. However, the Wigner distribution is highly nonlinear; it creates cross-terms between multiple signal components in time-frequency. These cross-terms can obscure other components or even closely-spaced auto-components, and they can also be mistaken for true signal components. Only the short-time Fourier transform has achieved widespread use in applications, even though it is considered to have less resolution than the bilinear representations, because the bilinear representations are so difficult to interpret when applied to realistic multi-component signals. A need exists for a high resolution time-frequency representation that avoids the cross-terms associated with the Wigner distribution and other bilinear representations. 
WINDOW EFFECTS
Many researchers have found that the choice of the window dramatically affects the time-frequency resolution and the appearance of the short-time Fouriy transform. The optimality of the matched filter (w(t) =x,(r)) is well known for detection purposes, where x&) is the signal component of interest. Barber and Stegun have determined the optimal bandwidth of the window for a certain class of received functions [l] , and Dudgeon has demonstrated the value of matching the chirp rate of a window to that of the signal [2]. More recently, it has been shown that the window maximizing the concentration of localized signal comeonents in timefrequency is the matched window (w(t) = x, (--t)), and that the effective resolution of the matched signal component in the short-time Fourier transform is at least equal to that in the Wigner distribution [4] .
The short-time Fourier analysis at a single point can be perceived as a projection, or inner product, of the signal X(T) onto a function 4(t,W) = w(T-t)e-Jw' that is centered and concentrated at the point ( t ,~) in time-frequency. This projection, then, is a measure of the content of the signal at that point in time-frequency. Ideally, the projection function, or modulated window, should be an impulse in time-frequency. However, the time-frequency uncertainty principle precludes the existence of such functions, so we choose a window that is closest in some sense to an impulse in time-frequency. The Gaussian function e''', Re[c] 10 has been shown to be the function most closely approximating an impulse in timefrequency according to several measures [3, 51; hence, timeshifted and frequency-modulated Gaussian functions appear to be the best choice in a projection-based time-frequency representation, such as the short-time Fourier transform.
IDEA BEHIND THE NEW METHOD
The proper choice of the window function is of great importance in short-time Fourier analysis; poor resolution in the short-time Fourier transform is due primarily to poor window choice, rather than to a fundamental limitation of the technique itself. The proper window depends on the data, and the best window differs for different signal components. These facts suggest the use of a data-adaptive window that varies at different time-frequency locations to achieve good performance for any signal component at any location in time-frequency.
For the reasons described in the previous section, we choose Gaussian windows centered at the time-frequency location (t,w). However, this leaves a two-parameter class (Re [c] and Zm [c] ) of functions that are equivalent in terms of their natural time-frequency concentration. They differ, though, in the time-frequency concentration they provide for a particular signal component. We use these two degrees of freedom to achieve high concentration of the locally dominant signal component in time-frequency. The new time-frequency representation can be expressed as which is like a short-time Fourier transform with a Gaussian window, except that the window may vary at different locations in time-frequency. All that remains is to determine the appropriate parameters cf,,,.
It is important to note that, for given c~,~ the new representation is linear with respect to the signal, and thus it avoids the cross-terms associated with the Wigner distribution and other bilinear representations. Also, linearity allows simple least squares techniques to be used to reconstruct the signal from the modified transform.
CHOOSING THE WINDOW PA
We attempt to determine window parameters that maximize concentration of local signal components in timefrequency, on the assumption that concentrated components will in general overlap or interfere with other nearby components as little as possible and thus enhance resolution. We approach this problem in two different ways. In the first method, we note that matching the window to the signal gives high time-frequency concentration, as mentioned above. We choose the Gaussian parameters so that the resulting Gaussian function resembles the dominant local component, thus attempting to match the window to the data in the hopes of achieving high time-frequency signal concentration. In the second approach, we define a measure of local concentration and then search for the Gaussian parameters maximizing this local concentration. This approach more directly achieves the desired goal and appears to work better than the first approach, but it currently involves much more computation.
Parameter Estimation Approach
We observe that for any discrete Gaussian signal a , b , and c complex, the Gaussian parameter c can be determined from,
This function serves as an estimate of the Gaussian parameters most closely matched to the signal at any time location n . In practice, we average several nearby estimates to produce the window parameter that is actually used. The above estimate is accurate only for a single signal component at any time location. For multi-component signals, a Gaussian bandpass filter e@' is applied to retain only the dominant component at the current frequency of interest. The filtered signal is then analyzed as in (3) to obtain a Gaussian parameter for the time-frequency location (n,o). This parameter has been biased by the Gaussian filter, but for a Gaussian signal the bias can be removed from the Gaussian parameter cfof the filtered signal by computing
Concentration Measure Approach
The second approach applies more directly the concept of signal concentration. For a signal with a single concentrated component, the most concentrated representation is the least spread out in time-frequency. If the representation is scaled to have a maximum value of unity, the most concentrated representation is reasonably defined as the one with the minirnum integral, or volume, of the scaled representation over the time-frequency plane. The optimal Gaussian parameter is the one that satisfies where S, is the short-time Fourier transform with the Gaussian window with parameter c . It can be shown analytically that for Gaussian signals, this technique yields the matched window, which is what we expect.
The above scheme is appropriate for a single component and returns only one parameter. For signals with multiple components, a technique that locally selects the parameter to provide maximum concentration for the dominant component at each location in time-frequency is needed. We achieve this by defining a local measure of time-frequency signal concentration and then selecting the parameter maximizing this at each location in time-frequency. The concentration measure in (5) is turned into a local concentration measure by multiplying the squared magnitude of the short-time Fourier transform by a localization weighting function centered at ( t ,~) .
The localization weighting function causes only nearby components in time-frequency to influence the measure of concentration. The localization weighting function is a function of the window parameter c to avoid biasing the local concentration measure. The factor k detemlines the tightness of the localization function; k = 0 results in no localization, and large k 's give high localization but reduce the sensitivity of the concentration measure with respect to c . We generally choose k from 0.1 to 0.25.
Applying the localization function to the concentration measure in (5) The parameters ct,@ are then applied as in ( 2 ) to compute the values of the time-frequency representation. It can be shown analytically that, for a Gaussian signal, minimization of this local concentration measure yields the correct (matched) window parameter at all locations in time-frequency. For sampled signals, this process is computed by generating discrete short-time Fourier transforms and localization weighting functions on a time-frequency grid fine enough to yield a good approximation to the integral and the maximum in (7). The search grid for c can be fairly coarse, since concentration is relatively insensitive to small errors in c .
PERFORMANCE ON REALISTIC DATA
The performance of the new techniques are evaluated here by applying them to realistic data. The data plotted in Figure (1) is 256 samples of a synthetic waveform generated by Art Baggeroer from a sophisticated model of the acoustic propagation channel under Arctic ice. This data contains a large chirped modal component from about sample 100 to sample 190 which is dispersive in that higher frequencies arrive later in time. Earlier in time is a jumbled waveform consisting of several overlapping higher-order modal components which are less dispersive than the dominant mode, and following the dominant mode is a non-dispersive bottom arrival. Figure ( 2) contains a contour plot of the Wigner distribution of the analytic signal from Figure (1) . All of the contour plots are normalized to have a maximum value of Odb and have five contours in 5db increments from -25db to -5db. The signal components in the Wigner distribution are highly concentrated, but the cross-terms between the various components obscure the higher-order modal components and make this plot difficult to interpret.
The next three figures contain short-time Fourier transforms of the data using three different windows. In Figure (3) , a traditional length-64 Hamming window is used. None of the components are very concentrated, and little detail can be seen in the region containing the overlapping higher-order components. In Figure (4) , a narrower-in-time truncated Gaussian window is used. Much more detail can be seen in the higher-order modal components, since this window is more closely matched to these, but the dominant mode and the bottom arrival are much less concentrated than in Figure 2 . A chirp Gaussian window that is approximately matched to the dominant dispersive component is applied in the shorttime Fourier transform in Figure (5 ). This component is now highly concentrated, but the other modes are obscured, and the non-dispersive bottom arrival appears to be dispersive due to the bias intrcduced by the chirp window. Figures ( Z ) , (3) , and (4) illustrate both the importance of proper window selection and the impossibility of obtaining high concentration of all components in the same short-time Fourier transform. Furthermore, the wrong window may introduce bias into the results which may mislead the interpreter. The adaptive techniques presented in this paper in essence compute a composite of all short-time Fourier transforms with Gaussian windows by choosing at every point in time-frequency the "best" short-time Fourier transform according to a rational measure of goodness.
In Figure ( 6), an adaptive window short-time Fourier transform is displayed. A single Gaussian parameter is estimated at each time using the estimate in (3) averaged over the nearest 15 samples. The Gaussian window is generated, applied to the data, and the frequency points are computed using the FFT. This method works well when only one component exists at a single time, as for the dominant modal component. The procedure is less successful on the higher-order overlapping modes and in the transition between the dominant mode and the bottom arrival. In Figure (7) , a bandpass filter is applied at each frequency before computing the Gaussian parameters, thus yielding frequency selectivity. This technique works fairly well. Because the window varies with frequency, the FFT cannot be used, so this technique is computationally much slower when frequency selectivity is added. Figure (8) contains the time-frequency representation computed using the concentration measure in (7) with k = 0.1. This method gives the best performance of any timefrequency technique known to us, but it currently requires a tremendous amount of computation. We hope to find ways to decrease the required computation.
CONCLUSION
The new adaptive time-frequency representations presented here obtain high resolution and concentration in time-frequency of all signal components. By adapting the window parameters, these methods overcome the limitations of short-time Fourier transforms with fixed windows, The new representations also avoid the cross-terms associated with the Wigner distribution and other bilinear representations.
Some of these methods perform quite well on complicated, realistic test data, and they appear to be robust enough to work well in challenging practical applications with real data. The method based on a local measure of concentration has the best performance and appears to be the most robust, but it requires the most computation. The parameter estimation techniques work fairly well and require much less computation, so they may be useful in situations with relatively simple signals, in applications in which computing time is important, and when the absolute maximum performance is not required, 
