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Abstract
We construct a modification of the Poisson bracket which is suitable for a
canonical analysis of space-time noncommutative field theories. We show that
this bracket satisfies the Jacobi identities and generates equations of motion. In
this modified canonical formalism one can define the notion of the first-class
constraints, demonstrate that they generate gauge symmetries, and derive an
explicit form of these symmetry transformations.
1 Introduction
Among all noncommutative field theories (cf. reviews [1]) the theories with space-
time noncommutativity have a somewhat lower standing since it is believed that they
cannot be properly quantised because of the problems with causality and unitarity
(see, e.g., [2]). Such problems occur due to the time-nonlocality of these theories
caused by the presence of an infinite number of temporal derivatives in the Moyal
star product. However, it has been shown later, that unitarity can be restored [3] (see
also [4]) in space-time noncommutative theories and that the path integral quantiza-
tion can be performed [5]. This progress suggests that space-time noncommutative
theories may be incorporated in general formalism of canonical quantization [6].
Indeed, a canonical approach has been suggested in [7].
Apart from quantization, there is another context in which canonical approach is
very useful. This is the canonical analysis of constraints and corresponding gauge
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symmetries [6]. The problem of symmetries becomes extremely complicated in
noncommutative theories. Already at the level of global symmetries one see phe-
nomena which never appear in the commutative theories. For example, the energy-
momentum tensor in translation-invariant noncommutative theories is not locally
conserved (cf. pedagogical comments in [8]). At the same time all-order renor-
malizable noncommutative φ4 theory is not translation-invariant [9]. A Lorentz-
invariant interpretation of noncommutative space-time leads to a twisted Poincare
symmetry [10]. It is unclear how (and if) this global symmetry can be related to
local diffeomorphism transformations analysed, e.g., in [11]. Proper deformation
of gauge symmetries of generic two-dimensional dilaton gravities remains on open
problem (cf. footnote 2). Solving (some of) the problems related to gauge symme-
tries in noncommutative field theories by the canonical methods is the main moti-
vation for this work.
We start our analysis from the very beginning, i.e. with a definition of the
canonical bracket. Our approach is based on two main ideas. First of all, we sepa-
rate implicit time derivatives (which are contained in the Moyal star), and explicit
ones (which survive in the commutative limit). Only explicit derivatives define the
canonical structure. As a consequence, the constraints and the hamiltonian become
non-local in time. Therefore, the notion of same-time canonical brackets becomes
meaningless. We simply postulate a bracket between canonical variables taken at
different points of space (x and x′) and of time (t and t′):
{qa(x, t), p
b(x′, t′)} = δbaδ(x− x
′)δ(t− t′) (1)
This bracket is somewhat similar to the one appearing in the Ostrogradski formalism
for theories with higher order time derivatives (see, e.g., [12] for applications to field
theories and [7] for the use in space-time noncommutative theories), but there are
important differences (a more detailed comparison is postponed until sec. 4).
Of course, the proposed formalism means a departure from the standard canon-
ical procedure. Nevertheless, we are able to demonstrate that the new bracket sat-
isfies such fundamental requirements as antisymmetry and the Jacobi identities.
These brackets generate equations of motion. Moreover, one can define the notion
of first-class constraints with respect to the new bracket and show that these con-
straints generate gauge symmetries of the action. We shall derive an explicit form
of the symmetry transformation and see that they look very similar to the commu-
tative case (the only difference, in fact, is the modified bracket and the star product
everywhere).
2
2 Canonical bracket
Consider a space-time manifoldM of dimension D. Consider the Moyal product
of functions onM
f ⋆ g = f(x) exp
(
i
2
θµν
←−
∂ µ
−→
∂ ν
)
g(x) . (2)
In this form the star product has to be applied to plane waves and then extended
to all (square integrable) functions by means of the Fourier series. θ is a constant
antisymmetric matrix. We impose no restrictions on θ, i.e. we allow for the space-
time noncommutativity.
The Moyal product is closed,∫
M
dDxf ⋆ g =
∫
M
dDxf × g (3)
(where × denotes usual commutative product), it respects the Leibniz rule
∂µ(f ⋆ g) = (∂µf) ⋆ g + f ⋆ (∂µg), (4)
and allows to make cyclic permutations under the integral∫
M
dDxf ⋆ g ⋆ h =
∫
M
dDxh ⋆ f ⋆ g (5)
The phase space on M consists of the variables rj which can be subdivided
into canonical pairs q, p and other variables α which do not have canonical partners
(these will play the role of Lagrange multipliers or of gauge parameters). We define
a bracket (rj, rk) to be ±1 on the canonical pairs,
(qa, p
b) = −(pb, qa) = δ
b
a (6)
and zero otherwise (e.g., (α, p) = (pa, pb) = 0). With this definition the bracket
(1) reads: {ri(x), rj(x′)} = (ri, rj)δ(x − x′). Note, that we are not going to use
brackets between two local expressions (see discussion below).
Now we can define canonical brackets between star-local functionals on the
phase space. We define the space of star-local expressions as a suitable closure of
the space of free polynomials of the phase space variables rj and their derivatives
evaluated with the Moyal star. Such expressions integrated over M we call star-
local functionals.
Locality plays no important role here, since after the closure one can arrive at
expressions with arbitrary number of explicit derivatives (besides the ones present
implicitly through the Moyal star). It is important, that all expressions can be ap-
proximated with only one type of the product (namely, the Moyal one), and no
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mixed expressions with star and ordinary products appear. One also has to define
what does “suitable closure” actually mean, i.e. to fix a topology on the space of
the functionals. This question is related to the restrictions which one imposes on
the phase space variables. For example, the bracket of two admissible functionals
(see (8) below) should be again an admissible functional. This implies that all inte-
grands are well-defined and all integrals are convergent. Stronger restrictions on the
phase space variables mean weaker restrictions on the functionals, and vice versa.
Such an analysis cannot be done without saying some words aboutM (or about its’
compactness, at least)1. We shall not attempt to do this analysis here (postponing it
to a future work). All statements made below are true at least for r ∈ C∞ and for
polynomial functionals (no closure at all).
Obviously, it is enough to define the bracket on monomial functionals and ex-
tend it to the whole space by the linearity. Generically, two such monomial func-
tionals read:
R =
∫
dDx ∂κ1r1⋆∂κ2r2⋆. . . ∂κnrn , R˜ =
∫
dDx ∂κ˜1 r˜1⋆∂κ˜2 r˜2⋆. . . ∂κ˜m r˜m (7)
κj is a multi-index, ∂κj is a differential operator of order |κj|. The (modified) canon-
ical bracket of two monomials is defined by the equation
{R, R˜} =
∑
i,j
∫
dDx ∂κj
(
∂κj+1rj+1 ⋆ . . . ∂κj−1rj−1
)
(rj , r˜i)
⋆∂κ˜i
(
∂κ˜i+1 r˜i+1 ⋆ . . . ∂κ˜i−1 r˜i−1
)
(−1)|κj |+|κ˜i| . (8)
In other words, to calculate the bracket between two monomials one has to (i) take
all pairs rj , r˜i; (ii) use cyclic permutations under the integrals to move rj to the
last place, and r˜i – to the first; (iii) integrate by parts to remove derivatives from
rj and r˜i; (iv) delete rj and r˜i, put the integrands one after the other connected
by ⋆ and multiplied by (rj, r˜i); (v) integrate over M. Actually, this is exactly
the procedure one uses in usual commutative theories modulo ordering ambiguities
following from the noncommutativity.
The following Theorem demonstrates that the operation we have just defined
gives indeed a Poisson structure on the space of star-local functionals.
Theorem 2.1 Let R, R˜ and Rˆ be star-local functionals on the phase space. Then
(1) {R, R˜} = −{R˜, R} (antisymmetry),
(2) {{R, R˜}, Rˆ}+ {{Rˆ, R}, R˜}+ {{R˜, Rˆ}, R} = 0 (Jacobi identity).
Proof. We start with noting that since we do not specify the origin of the canonical
variables, the time coordinate does not play any significant role, and the statements
1Some restrictions onM follow already from the existence of the Moyal product, which requires
existence of a global coordinate system at least in the noncommutative directions.
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above (almost) follow from the standard analysis [6]. However, it is instructive to
present here a complete proof as it shows that one do not need to rewrite the star
product through infinite series of derivatives (so that the ⋆ product indeed plays a
role of multiplication). Again, it is enough to study the case when all functionals are
monomial ones. Then the first assertion follows from (8) and (rj, rk) = −(rk, rj).
Let
Rˆ =
∫
dDx ∂κˆ1 rˆ1 ⋆ ∂κˆ2 rˆ2 ⋆ . . . ∂κˆp rˆp . (9)
Consider {{R, R˜}, Rˆ}. The first of the brackets “uses up” an rj and an r˜i. The
second bracket uses a variable with hat and another variable either from R or from
R˜. Consider first the terms in the repeated bracket which use twice some variables
from R. All such terms combine into the sum
∑
i,k,j 6=l
(−1)|κ˜i|+|κˆk|(rj, r˜i)(rl, rˆk)
∫
dDx ∂κl+1rl+1 ⋆ . . . ∂κj−1rj−1
⋆∂κj+κ˜i
(
∂κ˜i+1 r˜i+1 ⋆ . . . ∂κ˜i−1 r˜i−1
)
⋆ ∂κj+1rj+1 ⋆ . . . ∂κl−1rl−1
⋆∂κl+κˆk
(
∂κˆk+1 rˆk+1 ⋆ . . . ∂κˆk−1 rˆk−1
)
This complicated expression is symmetric with respect to interchanging the roles
of the variables with hats and the variables with tilde. Therefore, it is clear that
the terms having two brackets with r in {{Rˆ, R}, R˜} have exactly the same form
as above but with a minus sign. No such terms (with two brackets with r) may
appear in {{R˜, Rˆ}, R}. Therefore, this kind of terms are cancelled in {{R, R˜}, Rˆ}+
{{Rˆ, R}, R˜} + {{R˜, Rˆ}, R}. By repeating the same arguments for rˆ and r˜ one
proves our second assertion. ✷
One can define a canonical bracket between functionals and densities (star-local
expressions) by the equation:
{R, h(r)(x)} :=
δ
δβ(x)
{
R,
∫
dDy β(y) ⋆ h(r)(y)
}
. (10)
To construct brackets between two densities (i.e., to give a proper extension of (1)
to nonlinear functions) one has to define star-products with delta-functions which
may be a very non-trivial task. We shall never use brackets between densities.
To use the canonical bracket in computations of variation we need the following
technical Lemma.
Lemma 2.2 Let pa and qb depend smoothly on a parameter τ . We assume that the
variables α(x) (these are the ones which do not have canonical conjugates) do not
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depend on τ . Let h(r(τ)) be a star-local expression on the phase space. Then
∂τ
∫
dDxβ ⋆ h(r(τ)) =
∫
dDx
(
(∂τqa) ⋆
{∫
dDyβ ⋆ h(r), pa(x)
}
−(∂τp
a) ⋆
{∫
dDyβ ⋆ h(r), qa(x)
})
(11)
Proof. Obviously, it is enough to prove this Lemma for β = 1. Let us consider first
the case when just one of the canonical variables (say, pb for a just single value of b)
depends on τ , and when h(r) = h1(r)⋆∂κpb ⋆h2(r) where neither h1 nor h2 depend
on pb. Then
∂τ
∫
dDxh(r) =
∫
dDxh1 ⋆ ∂κ(∂τp
b) ⋆ h2 = (−1)
|κ|
∫
dDx ∂κ(h2 ⋆ h1) ⋆ ∂τp
b .
(12)
On the other hand, by using (8), one obtains
{∫
dDxh(r),
∫
dDy β(y) ⋆ qb(y)
}
= −(−1)|κ|
∫
dDx ∂κ(h2 ⋆ h1) ⋆ β . (13)
Next we use (10) to see that the statement of this Lemma is indeed true for the
simplified case considered. In general case one has to sum up many individual
contributions to both sides of (11) from different canonical variables occupying
various places in h. Each of this contributions can be treated in the same way as
above. ✷
As an application, consider a noncommutative field theory described by the ac-
tion
S =
∫
(pa∂tqa − h(p, q, λ))d
Dx =
∫
pa∂tqad
Dx−H , (14)
where h is a star-local expression, it contains temporal derivatives only implicitly,
i.e. only though the Moyal star. Note, that due to (3) the star between pa and ∂tqa
can be omitted. If one takes into account explicit time derivatives only, one can
write pa = δS/(δ∂tqa). Then, H = S −
∫
p∂tqd
Dx.
The equations of motion generated from the action (14) by taking variations
with respect to q and p can be written in the “canonical” form:
∂tp
a + {H, pa} = 0 , ∂tqa + {H, qa} = 0 (15)
This can be easily shown by taking q(τ) = q + τδq and p(τ) = p + τδp and
using Lemma 2.2. No explicit time derivative acts on λ. In a commutative theory λ
generates constraints.
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3 Constraints and gauge symmetries
Let us specify the form of (14):
S =
∫ (
pa∂tqa − λ
j ⋆ Gj(p, q)− h(p, q)
)
dDx (16)
We shall call Gj(p, q) a constraint, although due to the presence of the Moyal star it
cannot be interpreted as a condition on a space-like surface. Dirac classification of
the constraints can be also performed with the modified canonical bracket. We say
that the constraints Gj(p, q) are first-class if their brackets with h(p, q) and between
each other are again constraints, i.e.,
{∫
dDxαi ⋆ Gi,
∫
dDxβj ⋆ Gj
}
=
∫
dDxC(p, q;α, β)k ⋆ Gk , (17){∫
dDxαi ⋆ Gi,
∫
dDxh(p, q)
}
=
∫
dDxB(p, q;α)k ⋆ Gk . (18)
By Theorem 2.1(1) the structure functions are antisymmetric, C(p, q;α, β)j =
−C(p, q; β, α)j. Further restrictions on C and B follow from the Jacobi identities
(cf. Theorem 2.1(2)).
Theorem 3.1 Let Gi(p, q) be fist-class constraints (so that (17) and (18) are satis-
fied). Then the transformations
δpa =
{∫
dDxαj ⋆ Gj , p
a
}
(19)
δqb =
{∫
dDxαj ⋆ Gj , qb
}
(20)
δλj = −∂tα
j − C(p, q;α, λ)j − B(p, q;α)j (21)
with arbitrary αj are gauge symmetries of the action (16).
Proof. To prove this Theorem we simply check invariance of (16) under (19) -
(21). Let f(p, q) be an arbitrary star-local expression depending on the canonical
variables p and q only. Then, by (19) and (20),
δ f(p, q) =
{∫
dDxαj ⋆ Gj , f(p, q)
}
(22)
It is now obvious that that the transformations of G and h in the action (16) are
compensated by second and third terms in δλ respectively. The remaining term in
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the action transforms as
δ
∫
dDx pa∂tqa =
=
∫
dDx
({∫
dDyαj ⋆ Gj, p
a(x)
}
⋆ ∂tqa + p
a ⋆ ∂t
{∫
dDyαj ⋆ Gj , qa(x)
})
=
∫
dDx
({∫
dDyαj ⋆ Gj, p
a(x)
}
⋆ ∂tqa − (∂tp
a) ⋆
{∫
dDyαj ⋆ Gj, qa(x)
})
=
∫
dDxαj ⋆ ∂tGj = −
∫
dDx∂t(α
j) ⋆ Gj (23)
Here we used integration by parts and Lemma 2.2. The last term in (23) is compen-
sated by the first (gradient) term in the variation (21). Therefore, the action (16) is
indeed invariant under (19) - (21).✷
Example. Consider a two-dimensional topological noncommutative theory de-
scribed by the action
S =
∫
tr (Φ ⋆ F ) =
∫
d2x tr (Φ ⋆ F01) (24)
F is a field-strength two-form with the components: F01 = ∂0A1−∂1A0+[A0, A1].
All commutators are taken with the Moyal star. The scalar field Φ and the vector
potential Aµ are matrix-valued. They can be expanded over generators the TJ of
a Lie group taken in an appropriate representation, Φ = ΦJTJ , Aµ = AJµTJ . If
the gauge group is U(1, 1) this model is equivalent to a noncommutative version
[13] of the Jackiw-Teitelboim gravity [14]2. We suppose that the quadratic form
ηIJ = −tr(TITJ) is non-degenerate, and that the algebra is closed with respect to
commutators and anti-commutators:
[TI , TJ ] = fIJ
KTK , [TI , TJ ]+ = TITJ + TITJ = dIJ
KTK . (25)
The action (24) can be rewritten as
S =
∫
d2x
(
−ηIJΦ
I ⋆ ∂0A
J
1 − A
I
0ηIJ ⋆
(
∂1Φ
J +
1
2
dKL
J [AK1 ,Φ
L]
+
1
2
fKL
J [AK1 ,Φ
L]+
))
(26)
2 This model is the only two-dimensional dilaton gravity so far which has a noncommutative
counterpart. It is an interesting and important task to deform other 2D gravities [15] as well. Con-
structing and appropriate classical action with right number of gauge symmetries seems to be the
most hard part of the problem. Quantization goes then [16] as in the commutative case [17], at least
for the model [13].
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According to this action, the canonical variables are qI = AIi and pI = −ηIJΦJ .
Lagrange multipliers AI0 generate the constraints:
GI = ηIJ
(
∂1Φ
J +
1
2
dKL
J [AK1 ,Φ
L] +
1
2
fKL
J [AK1 ,Φ
L]+
)
. (27)
The structure functions
C(α, β)L = −
1
2
(
dIJ
L[αI , βJ ] + fIJ
L[αI , βJ ]+
) (28)
do not depend on the canonical variables. The gauge transformations (cf Theorem
3.1)
δΦJ = −
1
2
dLI
J [ΦL, αI ]−
1
2
fLI
J [ΦL, αI ]+ (29)
δAJµ = −∂µα
J −
1
2
dLI
J [ALµ , α
I ]−
1
2
fLI
J [ALµ , α
I ]+ (30)
are just infinitesimal versions of usual noncommutative gauge transformations Φ→
eαT ⋆Φ⋆e−αT , Aµ → e
αT ⋆∂µe
−αT+eαT ⋆Aµ⋆e
−αT
. The exponentials are calculated
with the star-product.
In a space-space noncommutative theory similar calculations were done in [18].
4 Conclusions
In this paper we have suggested a modification of the Poisson bracket which is de-
fined on fields at different values of the time coordinate. In this modified canonical
formalism, only explicit time derivatives (i.e., the ones which are not hidden in the
Moyal multiplication) define the canonical structure. Although this means serious
deviations from standard canonical methods, the resulting brackets still satisfy the
Jacobi identities (Theorem 2.1) and generate classical equations of motion. Our
main result (Theorem 3.1) is that we can still define the notion of fist-class con-
straints, which generate gauge symmetries, and these symmetries are written down
explicitly3.
Let us compare the technique developed here to the Ostrogradski formalism for
theories with higher time derivatives. In this formalism [12, 7] new phase space
variables P (t, T ) = p(t + T ) and Q(t, T ) = q(t + T ) are introduced. Then t is
interpreted as an evolution parameter, while T labels degrees of freedom (number
3Just existence of the symmetries does not come as a great surprise in the view of the analysis
of [19] which is valid for theories with arbitrary (but finite!) order of time derivatives. An impor-
tant feature of the present approach is rather simple explicit formulae similar to that in the case of
commutative theories with 1st order time derivatives.
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of degrees of freedom is proportional to the order of temporal derivatives). Then
a delta-function δ(T − T ′) appears naturally on the right hand side of the Poisson
brackets between Q and P calculated at the same value of t. By returning (naively)
to the original variables q and p one obtains (1). In the approach of [7] one proceeds
in a different way. The resulting dynamical system is interpreted as a system with an
infinite number of second-class constraints. Additional first-class constraints would
lead to considerable complications in this procedure. It may happen that these two
approaches are equivalent, but this requires further studies.
As for the prospects of the formalism developed in the present paper one should
mention first of all applications to particular physical systems briefly outlined above.
A more formal development would be to construct a classical BRST formalism
starting with our brackets. Anyway, it is important to restore the reputation of
space-time noncommutative theories. This is required by the principles of sym-
metry between space and time, but also by interesting physical phenomena which
appear due to the space time noncommutativity (just as an example we may mention
creation of bound states with hadron-like spectra [20]).
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