Abstract. Cell detection in microscopy images is an important step in the automation of cell based-experiments. We propose a machine learning-based cell detection method applicable to different modalities. The method consists of three steps: first, a set of candidate cell-like regions is identified. Then, each candidate region is evaluated using a statistical model of the cell appearance. Finally, dynamic programming picks a set of non-overlapping regions that match the model. The cell model requires few images with simple dot annotation for training and can be learned within a structured SVM framework. In the reported experiments, state-of-the-art cell detection accuracy is achieved for H&E-stained histology, fluorescence, and phase-contrast images.
Introduction
Automatic cell detection is a subject of interest in a wide range of cell-based studies, as it is the basis of many automatic methods for cell counting, segmentation and tracking. The broad diversity of cell lines and microscopy imaging techniques require that cell detection algorithms adapt well to different scenarios. The difficulty of the problem also increases when the cell density of the sample is high, as in this case the cell size can vary and cell clumping is usual. Moreover, in some applications different cell types or other similar structures can be present in the same image, and in this case the algorithm is required to detect only the cells of interest, posing a barrier hard to overcome with classical image processing techniques.
In this paper we propose a learning-based method that is general enough to perform well across different microscopy modalities. Rather than invoking computationally-intensive segmentation frameworks [1, 9] , or classifying all image patches in a sliding-window manner [15] , it uses a highly-efficient MSER region detector [8] to find a broad number of candidate regions to be scored with a learning-based measure. The non-overlaping subset of those regions with high similarity to the class of interest can then be selected via dynamic programming, while the learning can be done within the structured output framework [12] .
The new method is evaluated on three data sets (Figure 1 ), which are annotated with dots; a dot is placed inside each cell. Given only this minimalistic annotation, the method is able to learn a model that achieves state-of-the-art detection accuracy, in our evaluation, despite all the variation between the data sets. 
Learning Non-overlapping Extremal Regions
The model operates by first producing a set of candidate extremal regions, and then picking a subset of those regions based on a learned classifier score and subject to a non-overlap constraint. We discuss the components of the method, namely the detection of candidate regions, the inference, and the structured learning, next. Extremal regions of the grey-value image I are defined as connected components of a thresholded image I >t = {I > t} for some t. In other words, a region is extremal if the image intensity everywhere inside of it is higher than the image intensity at its boundary. Our approach thus builds on the fact that in many microscopy modalities, cells show up as bright or dark blobs in one of the intensity channels, and therefore can be closely approximated by extremal regions of this intensity channel. An important property of extremal regions is their nestedness, i.e. the fact that for the same image I two extremal regions R and S can be either nested or non-overlapping (R ⊂ S or R ⊃ S or R ∩ S = ∅. See Figure 2 ). The number of extremal regions can be combinatorial, so in practice we consider only regions that are maximally stable in the sense of [8] , i.e. the speed of their area variation w.r.t. changing threshold t is a local minimum and is below a separate stability threshold. We thus use a popular and efficient maximally stable extremal region detector (MSER) [8] to find a representative subset of all extremal regions. To boost the recall for cell detection, we set the stability threshold to a very high value, so that the MSER-detector produces a manageable but very large (thousands) number of candidate regions. Our inference procedure then determines which of those candidates correspond to cells. Inference under the non-overlap constraint. Let R 1 , R 2 , . . . R N be the candidate set of N extremal regions detected in an image. Let us assume that each region R i is assigned a value V i , which is produced by a classifier and indicates the appropriateness score of this region to the class of cells we want to detect. Our method then picks a subset of extremal regions so that the sum of scores of the picked regions is maximized, while the picked regions do not overlap (the non-overlap constraint).
To formalize this task, we define a set of binary indicator variables y = {y 1 , y 2 , . . . y N } so that y i = 1 implies the region R i being picked. Let Y be a set of those region subsets that do not have region overlap, that is, Y = {y | ∀ i, j :
Then, the optimization task faced by the model is:
For an arbitrary set of regions, maximizing (1) over y ∈ Y is NP-hard (equivalent to submodular maximization). Fortunately, the nestedness property of extremal regions permits fast and exact maximization of (1). The idea is to organize the extremal regions into trees according to the nestedness property, so that each tree corresponds to a set of overlapping extremal regions ( Figure 2b ). The exact solution of (1) can then be obtained via dynamic programming on those trees [11] after an appropriate variable substitution (see implementation details). Learning formulation. As discussed above, our method relies on machine learning to score each region for the detection task. A suitable scoring can be learned in a principled fashion from the dot-annotated training data as follows. . To obtain the score for each region, we use a linear classifier so that the value V j i for the region R j i is computed as a scalar product (w · f j i ) with the weight vector w. The goal of learning is then to find a weight vector so that the inference procedure tends to pick regions with n j i = 1, and also to ensure that for each dot a region is picked that contains it. In this way, the produced set of regions tends to be in a one-to-one correspondence with the user-placed dots. Learning via binary classification. The simplest way to learn w, and one that already produces competitive results in our comparisons, is to learn a binary classifier. For this, all regions in the training images are considered, and those with n j i = 1 are assigned to the positive class while all others are assigned to the negative class. Training any linear classifier, e.g. via a support vector machine algorithm, then produces a desired w. Structured learning. Learning via binary classification does not take into account the non-overlap constraint. A more principled approach is to use a structured SVM [12] that directly optimizes the performance of the inference procedure on the training set. Consider the configuration y j ∈ Y j defining the set of non-overlapping regions for the image I j . It is natural to define an error measure (the loss) associated with y j as the deviation from the one-to-one correspondence between the user-placed dots and the picked regions:
U j (y j ) denotes the number of user-placed dots that are not covered by any region R j i with y j i = 1 (i.e. have no correspondence). To perform the learning, the "ground truth" configurationȳ j = {ȳ
is defined for each training image by assigning a unique extremal region to each dot (see implementation details). The structured SVM method [12] then finds the optimal weight vector w by minimizing the following convex objective:
where the first term is a regularization on w, C is a scalar regularization parameter, and the maximum inside the sum represents a convex (in w) upper bound on the loss (2) , that the inference (1) incurs on the jth training image [12] . The objective (3) can be optimized with a standard cutting-plane algorithm [12] provided that it is possible to perform the loss-augmented inference, which corresponds to finding maxima inside the second term of (3) for a fixed w. Thus, one needs to solve:
We then note that under the non-overlap constraint, the number of un-matched dots U j (y j ) can be rewritten as
, where D j is the total number of dots in the jth training image. After substituting U (y j ) and omitting the terms independent of y j , an equivalent optimization problem is obtained:
which has exactly the same form as (1) with
. Thus, we can perform loss-augmented inference exactly via dynamic programming on trees, and get an optimal w through the cutting-plane procedure [12] . Implementation details. We use the MSER implementation from [14] . The feature vector for each region in a grayscale image is 92-dimensional, and consists of several concatenated histograms: (a) a 10-dimensional histogram of intensities within the region (separate histograms are computed for color images), (b) two 6-dimensional histograms of differences in intensities between the region border and a dilation of it for two different dilation radii (these histograms capture the spatial context of the region), (c) a shape descriptor represented by a 60-dimensional histogram of the distribution of the boundary of the region on a size-normalized polar coordinate system, and, finally, (d) the area A of the region represented by a 10-dimensional binary vector with the entry log A set to 1.
To generate the ground truth configuration for the structured learning, we first score all regions using the weight vector w bin learned through a binary SVM. Then, for each dot, we include into the ground truth configuration the region that contains only this dot and has the highest score.
The dynamic programming within the inference (1) can be implemented via the following variable substitution: each y is mapped to a new set of binary variables z = {z 1 , z 2 , . . . , z N }, so that z i = 1 iff the y-variable for either the ith node or any of its ancestors in the MSER-tree is 1. The tree-structured graphical model on z-variables is defined for each region tree. For the root node i, the cost for z i = 1 is set to V i . For every edge in the tree connecting nodes i (parent) and j (child), the cost for z i = 0 and z j = 1 is set to V j , while the cost for z i = 1 and z j = 0 is set to −∞. The latter restricts inference to only those z-configurations that correspond to y ∈ Y. All other costs within pairwise and unary terms are set to 0. A standard max-product algorithm is run in each tree and the optimal z-variables are mapped back to y-variables.
The learning is done via the SVM struct code [5, 13] . In general, detecting cells on a 400-by-400 pixel HeLa image takes 30 seconds on an i7 CPU (dominated by our unoptimized MATLAB code for feature computation).
Experiments
Evaluating the model. Although the algorithm produces a set of regions, our aim is to optimize the detection accuracy (and not the segmentation) w.r.t. the Three data sets for cell detection have been used to validate the method (Figure 1) . Firstly, the ICPR 2010 Histopathology Images contest [4] , which consists of 20 images of stained breast cancer tissue. It is required to detect lymphocyte nuclei, while discriminating them from breast cancer nuclei having very similar appearance. The second data set comes from [1] and contains 12 fluorescence microscopy images of human embryonic kidney (HEK) cells, where the detection task is challenging due to the significant intensity variation between cells across the image, fading boundaries, and frequent cell clumping. The third data set contains 22 phase-contrast images of cervical cancer cell colonies of the HeLa cell line, which presents a high variability in cell shapes and sizes.
Three variations of our method are evaluated: (I) direct classification (DC), which evaluates all MSERs with a w vector learned via a binary classifier and chooses the region with the highest score in every set of overlapping regions with positive scores, (II) binary SVM + inference (B+I), which does the full inference (1) based on the weight vector learned through binary classification, and (III) structured SVM + inference (S+I), which uses inference with the weight vector learned by the structured SVM (3). The histopathology and the HeLa datasets were split into halves for training and testing, whereas the HEK data was evaluated in a leave-one-out fashion in order to test on the entire set and be able to fully compare results with [1] . Figure 4 shows the precision-recall curves for the three variations of our method. The curves were obtained by varying a constant τ added to the score of each region. It can be seen that enforcing the non-overlap constraint increases the accuracy of the method considerably, especially when w is learned within the structured SVM framework.
Comparison with state of the art. Table 1 compares our experimental results (S+I method) on the histopathology data set to the methods presented in the ICPR 2010 contest, and to [6] and [1] , published since then. The overall comparison is favourable to our method, with a considerable improvement on precision and recall over all other methods. Figure 4 includes the results of the method [1] on the HEK and HeLA data sets, kindly provided by its authors. Overall, on the HeLa data set our method was uniformly better (Figure 4(c) ) (despite [1] requiring masking out the homogeneous areas of the images to remove the phantom detections), and achieves higher precision but lower recall on the HEK data set.
Summary
We have presented a method for cell detection in microscopy images that is able to achieve state-of-the-art performance across different scenarios. It is tolerant to changes in image intensities, cell densities and cell sizes, whilst being specific to the structures of interest. The in-built non-overlap constraint, which is taken into account during learning, allows the method to perform well even in the presence of cell clumping.
