Estimation of the mean of skewed distributions using systematic statistics by McElhone, Donald Hughes
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1970




Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Statistics and Probability Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation




McELHONE, Donald Hughes, 19M-2-
ESTIMATION OF THE MEAN OF SKEWED DISTRIBUTIONS 
USING SYSTEMATIC STATISTICS. 
Iowa State University, Ph.D., 1970 
Statistics 
University Microfilms, Inc., Ann Arbor, Michigan 
THIS DISSERTATION HAS BEEN MICROFILMED EXACTLY AS RECEIVED 
ESTIMATION OP THE MEAN OP SKEWED DISTRIBUTIONS 
USING SYSTEMATIC STATISTICS 
by 
Donald Hughes McElhone 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of 
The Requirements for the Degree of 
DOCTOR OP PHILOSOPHY 
Major Subject: Statistics 
Approved ; 
in 
Head of Major/Apartment 
Iowa State University 
Ames, Iowa 
1970 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
PLEASE NOTE: 
Some pages have indistinct 
print. Filmed as received. 
UNIVERSITY MICROFILMS. 
il 
TABLE OP CONTENTS 
Page 
CHAPTER I. INTRODUCTION AND LITERATURE REVIEW 1 
CHAPTER II. WEIBULL ORDER STATISTICS 22 
CHAPTER III. ASYMPTOTIC MOMENTS FOR THE WEIBULL 1^ .0 
CHAPTER IV. THE EXPONENTIAL DISTRIBUTION 53 
CHAPTER V. ESTIMATION AND TESTING IN THE WEIBULL 
DISTRIBUTION 62 
CHAPTER VI. MOMENTS OP SYMMETRIC DISTRIBUTIONS 
FROM THEIR HALF DISTRIBUTIONS 99 




CHAPTER I. INTRODUCTION AND LITERATURE REVIEW 
In this thesis we will study testing and estimation for 
the mean of a class of skewed distributions. The estimators 
used will be systematic statistics, defined to be linear 
combinations of the order statistics of the sample. Let 
be the observations in a sample of size n. If they are put 
in increasing order, we shall denote the i-th largest order 
statistic by x^ ^^ . Then x^ j is greater than or equal to 
*(i-l)*  ^review of the literature is provided later in 
this chapter. In Chapter II we will develop a procedure 
for numerical calculation of expected values and covariances 
(including variances) of Weibull order statistics. In 
Chapter III, the asymptotic case is considered and asymptotic 
expected values and covariances for the highest order sta­
tistics are developed. Chapter IV considers the special 
case of the exponential distribution. Chapter V investigates 
comparative efficiency of several estimates of parameters of 
the Weibull. In addition we have studied three tests of 
departure from the exponential where the alternative is the 
Weibull distribution. In Chapter VI we will develops a 
combinatorial form which generates the moments of a symmetric 
distribution from those of the related half distribution. In 
particular, tables of the expected values and expected cross 
products of the double Weibull are given. 
2 
A, Literature Review 
For a discussion of the properties of order statistics, 
see Wilks (48, ^9). The book edited by Sarhan and Greenberg 
(37) covers the general topic of order statistics by presenting 
many of the important papers on the subject including general 
theory and several articles on particular distributions. 
The following result in Renyi (32) plays an important 
role in this thesis. If X is an exponential random variable 
with parameter b, that is, f(x) = b let be the 
ordered random variables for a sample of n independent 
observations, Renyi presents a heuristic proof that the 
random variables 
Zjç = (n"k+l)(X^ j^ " X^ ^^ ^^ ) ksl, 2, . . , , n (1,1) 
where X^ q)= 0, are Independent, identically distributed as 
exponential with parameter b. We present an elementary non-
heuristic proof of this important result. 
It is known that the Joint density of the order sta­
tistics of a sample of size n is 
f(x(i), X(2)' • • • ' ^(n))= ' f(*(n))' 
(1.2) 
For the exponential density this becomes 
-n -1 n 
f(xfl), x,2\, ... , X, .)= n: b exp(-b Z: x ). 
 ^ (n) 1=1 (i) 
(1.3) 
Consider the transformation of Equation 1.1. 
Zi = n X (1) 
Zg = (n-l)(X(2) - %(!)) 
Zk = (n-k+l)(X(%) -
n^ = (X(n) - X(n-l))• 
The inverse transformation is 
X(l) = %l/* 
X(2) ~ Z^ /n + Zg/(n-l) 
(^k) ~ Q^^ /n + Zg/(n-l) + ... + Zj^ (n-k+l) 
X(n) ~ 2^ /n + ZgAn-l) + .., + , 
The Jacobian of the transformation is given by 
(1.4) 
n 0 0 0 . . .  
n n-1 0 0 ••• 0 
è ° ••• 0 
— -JL ïr. —i*- • • «0 
n n-1 n-2 n-3 
1 1 1 1  




Therefore the Joint density of the is given by 
f(z-j^ , Zg, •••J = f(—'**  ^ i^/(ri-i +1)) 
1"®! 
= b""exp(-b"^ z^ /n) ... exp(-b"^  ? zi/(n-i)) 
i=l 
= b-*exp(-b"l(z^  + Zg + ... + z^ )) 
= (b~lexp(-b"^ z^ )) . (1.6) 
Therefore the random variables are independent and 
identically distributed as exponential with parameter b. 
Furthermore since Z^ /(n-ifJ),X^ j^ is independent 
of Z% if j < k. 
Waloddi Weibull, a Swedish engineer, in 1939 (46), 
developed a distribution for the study of breaking strengths. 
This distribution has come to be known by his name. There 
are many equivalent forms of the distribution, but we shall 
write it as 
l/a 
P(t;a,c) = 1 - exp(-(t/c) ) ^ 0,a>0,c>0 . (1.7) 
Normally the shape parameter of the Weibull is the reciprocal 
of the manner in which we will use it. The density function Is 
1/a-l 
f(t;a,c) = exp(-(t/c)^ '^ }^ t > 0 
= 0 otherwise . 
The parameter c is called the scale parameter or char­
acteristic life and is the 100(l-e~^ ) percent point of the 
5 
distribution. We call the parameter a the shape parameter. 
As a decreases, the mode of the density approaches c and, in 
the limit the density becomes degenerate at c. 
An often used function when studying the Weibull is the 
reliability function R(t) = l-P(t). Johns and Lieberman (25) 
present a technique for contructing confidence intervals for 
R(t) based on a transformed distribution. Consider a 
reparameterization of Equation 1.7 by letting c = e^ . The 
distribution function becomes 
Piji(t;a,v) = 1 - exp(-exp( ( log t - v)/a)) . 
Let tg be the time at which the reliability is to be estimated 
and let T' = T/tg. Hence 
Prp,(t;a,v) = 1 - exp(-exp((log t -(v - log to)/a))) 
= P»r(t; V - log tQ,a) 
so that T' is a Weibull variate. Let m = v - log tg, then 
P^ ,(t;a,m) = P^ (t;a,m) and R(tQ) = exp(-exp(-m/a)). Thus, 
finding a lower confidence bound for m/a is equivalent to 
finding a lower confidence bound for R(to). Let Y = log T', 
then 
P(Y < t) = P(T' < e^ ) = 1 - exp(-exp((t-m)/a)) . 
Let = log T(i) - log tQ be the order statistics of the 





where r = 1, = 0, and r is a constant percent amount 
of censoring. Johns and Lieberman (25) give tables of the 
and such that the quantities 
= è(Za - ») 
-  è ^ b  
have joint distribution which is parameter free and asymp­
totically normal. Define L(t) so that for fixed y, 0 < y < 1 
P(L(t) < tV^  - V*) = Y 
for all t. 
Suppose P(V^  > 0) = 1, then L(t) is a monotone increasing 
function of t and ?{L{ZQ/Z^ ) < m/a) =» Y. Therefore L(Z^ Zb) 
is a lower confidence bound for m/a having confidence co­
efficient Y. Hence for the Weibull, the corresponding lower 
confidence bound for Rftg) is 
L*(zyz^ ) = exp(-exp(-L(Z^ /Zb))). 
The procedure, then, is to compute Z^ /Z^ j from the sample 
data and given the confidence coefficient Y; use the tabular 
values of L*(Zg^ /Zjj) to find the lower confidence bound. A 
point estimate for the reliability is given by R* (tg) = 
7 
exp(-exp(-Z^ /Z^ )). 
Mann (30) has shown that If the first m of n sample 
values are observable then, for the Weibull, the set of the 
first m order statistics is minimally sufficient. Further­
more, for m greater than two, no joint complete sufficient 
statistics exist and, therefore, no unique minimum variance 
unbiased estimates for the parameters exist under the 
Lehman-Scheffe theorem. Mann gives estimators based on just 
the first two order statistics. 
If we consider the standardized Weibull by letting z = 
t/c, we have 
z^  ~ ^ 1/^  
g(z;a) = -g— exp(-z ), z > 0, (1.9) 
= 0 otherwise. 
The^ distribution function is given by 
G(z;a) = 1 - exp(-z^ /^ .^ 
Splitstone (40) shows that for the above density function, 
the curve has a maximum at (l-a)* and inflection points at 
 ^ _ 3(l-a) - / (5-a)(l-&)^  
i^nfl 2 
and discusses four cases for the parameter a. We will be 
primarily Interested in the case where the shape parameter a..is 
greater than one. In this case the density function is con­
vex over its entire domain. The second case is for a equal 
to one which is the usual exponential density. Case three 
8 
is for a in the half closed interval [1/2,1). In this 
case the density has a mode and is concave below the mode 
and convex for z greater than the mode. Finally, for a 
less than one-half the density has a mode and an inflection 
point on either side of the mode. 
The median of the density is at t = c(log 2) , where 
log will denote the natural logarithm throughout this thesis. 
The moments of the distribution are found in the usual 
manner. 
E(tM) =  ^( t^ t^  exp(-(t/c) ^  )/ac )dt » 




E(t"^ ) = c" r (am+1) (1.10) 
T" is the gamma function. In particular, for q an integer 
r(q+i) = q!' 
There is a great volume of literature available on the 
Weibull distribution. We begin the discussion of estimation 
by considering the maximum likelihood estimators (MLE). Let 
b = c^ '^  then we write the ' density as 
t^  - ^  1/a 
f(t;a,b) = -gjp- exp(-t A)) • (l.ll) 
9 
The log-likelihood function is then 
1 , 1 1/a 
log L = -n log a - n log b + S(--l) log  ^3 t^  . 
Taking the partial derivatives with respect to a and b and 
setting them equal to zero we have the MLE of a and b as the 
solution of 
 ^ = n S t^  ^ (1.12) 
A 1 l/â 1 
' ^ nïï ^  ^ i I08 = - 2 log ti . 
The estimator for c is then 
It has been shown that the maximum likelihood estimators 
are consistent, asymptotically normal, and asymptotically 
efficient. Methods for solution are given by Harter and 
Moore (22) for both the censored and noncensored cases using 
initial estimates as starting points. Halperin (19) discusses 
a general procedure for a constant percentage of censoring 
leading to estimates with the same properties as the MLE. 
l/a 
Menon (31) uses the transformation w = (t/c) to get to 
the standard exponential variate and arrives at the estimate 
for a 
& = (^ (Z: log tf - (z log ti)^ /n)/(n-l))^ ^^  
10 
which has asymptotic efficiency of about 55 percent. For 
the case of a known scale parameter he gives an unbiased 
estimator of a which has symptotic efficiency of approxi­
mately 84 percent. Menon's procedure does not use order 
statistics and is not applicable to the case of censored 
samples. 
In the area of least square estimation applied to order 
statistics, Lloyd (27) studied distributions which are 
dependent on location and scale parameters only. If the 
expectations and covariances (and variances) of the order 
statistics are known, then generalized least squares performed 
on the order statistics give minimum variance, unbiased linear 
estimates. Let y^ , i = 1, 2, ..., n, be a sample of n inde­
pendent observations and y^ ^^  be the ordered observations. 
Let be a standardized observation with 
expectation E(u^ j^ j) = and Cov(u^ u^^ jj) = w^ j. The 
0(1 and *1 j are dependent on the parent distribution, but not 
on u or a. Then in terms of the original observations 
= and Covfy^ iyy^ j^ ) = If we write 
these equations in matrix notation by letting Y be the 
vector of ordered observations, then 
E(Y) = ul + Pa » pO 
where a is the vector of a^ .  ^is a vector of ones, p = 
(l,a), and hence ©' = (p,e). Furthermore 
E(y(i)) 
11 
V(Y) = A 
where w is an nxn positive definite, symmetric matrix with 
typical element w^ j. The estimator is given by 
0 = (p'w'^ p)"^ p'w~^ Y 
and 
V(8) = o^ (p'w"^ p)"^  , 
Lloyd further shows that the variance of the location parameter^  
V(^ ) - o^ /n. Sarhan (36) uses Lloyd's procedure to derive the 
particular estimates for the rectangular, triangular, double, 
and single exponential distributions. 
Blom (2) considers a class of estimates which he calls 
"nearly best estimates". These are estimates with nearly 
minimum variance. Let Z be a random variable with a known 
continuous distribution» P( (z-a)/b), and let Z(i) be the ordered 
random variables.from a sample of n.~Sôppo8ô the expectations and 
COvariances of the ordered random variables are not known. 
Blom suggests making a transformation such that the trans­
formed variables are approximately distributed as functions 
of uniform random variables. The expected values and co-
variances of the order statistics of the transformed vari­
ables as well known. He then performs least squares on the 
transformed variables and uses the results to give estimates 
for the parameters of the original distribution. 
12 
We concern ourselves now with censored estimation. In 
this thesjswe shall say that» an estimate is. censored if the 
extreme observations are not used in estimation whether they 
are available or not. However, the size of the whole sample 
is always known. 
David and Johnson (4) make an expansion to approximate 
the moments of the ordered observations. Unfortunately, the 
expansion fails for the highest and the lowest order statistics. 
Their procedure is satisfactory for percentile censoring al­
though the formulas are rather complex. A best linear sys­
tematic statistic is derived by performing least squares on 
the order statistics of the sample. We denote the best linear 
systematic statistic by BLSS. Sarhan and Greenberg (38) use 
the BLSS to study the normal distribution for sample sizes 
up to ten which are singly and double censored. They give 
tables of the expectations and covariances for the estimator. 
For the noncensored ease the estimator gx^  the usual 
mean, is the BLSS. The estimators are of the form 
n-rg 
where r^  and r^  are the amounts of censoring. Tables of the 
covariances of the estimates of location and scale parameters 
are given. Dixon (5), in studying the normal distribution, 
suggests the estimate 
13 
A 
m + ... + (r+l)x^ _^y^ )/(n+fi-l) (1.13) 
where a is chosen to make the estimate unbiased and r is 
number of observations censored. Note that Equation 1.13 
is used only for censoring the large observations even though 
the distribution is symmetric. 
The estimator above is similar to those suggested by 
Epstein and Sobel (l4, 15) for life testing situations. A 
life test is an experiment in which the observations occur in 
order and the experiment is terminated after the (n-r)-th 
failure or at some particular time, or some combination of 
both. Initially they studied the one parameter exponential 
distribution and gave the estimator for b 
A. n-r 
E = ( r x/.v + r X, )/(n-r) . (1.14) 
1=1 In-r) 
The probability density function of the first n-r of n 
ordered observations is 
f(X(l).X(2), •••. X(n.r):b) = gh-r exp(-(^ Z^ %(i) + 
<1-15) 
and Ej, maximizes Equation 1.15. Hence E^  is the maximum 
likelihood estimate (MLE) for b. The estimate Ep has the 
same precision as the mean based on a sample of size (n-r). 
In Chapter IV we shall show that is unbiased. Let us 
compute the Cramer-Rao lower bound l/E(a log f/ôô)^ , where f 
is given by Equation 1.15. We write Equation 1.15 as 
14 
f(x(i),X(2), X(n_r);b) = ^ ,^ n-r exp(-(n-r)Ep/b ) 
log f = log (nî) - log (rl) - (n-r) log (b) - (n-r)Ep/b 
b2 
Hence 
= E(-(s^) + 
= (n-r)®E(i + - !!=:) 
b b^  bj 
= (n-r)/b^ . 
Therefore the Crauner-Rao lower bound is b^ /fn-r). But as 
will be shown in Chapter IV, the variance of the estimator 
is b2/(n-r). Hence Ej, is minimum variance and efficient 
since any other unbiased estimate based on the first n-r 
of n order statistics has variance at least b^ /(n-r). Using 
the reindom variable defined in Equation 1.1 we write the 
estimate as 
A n-r 
Ep = Z z,/(n-r) (1.17) 
i=l 
where the observations are independent exponentials with 
parameter b. The characteristic function of the Z^  is 
-1 gg^  (t) - (1-itb) 
15 
hence the quantity p = 2(n-r)Ep/b has characteristic function 
gp{t) = 
Which is a chi-square variate with 2(n-r) degrees of freedom. 
Epstein and Sobel's second paper (15) discusses a life test 
to be terminated at the (n-r)-th failure or a preset time,T, 
where the underlying distribution is exponential. Epstein 
(ll) investigated the two parameter exponential which has 
distribution function P(x) = x > A, and suggested 
as an estimate of the location parameter A 
A = X(i) -
and developed an P test for A. 
Bartholomew (l) studied the exponential distribution 
and estimated the parameter by 
b =  ^ r (a^ ti + (l-a.)T.) 
i=l  ^ 1 
where the are prechosen failure times for the i-th experi­
ment. The observations tj^  are known if and only if they 
fail before their termination time T^ . Hence t^  - T^ . 
Finally a^  = 1 if ti - and a^  = 0 otherwise, and k = 
E Then the tj_ are not order statistics in the strictest 
sense. The usual case would be for T^  = T for all i. The 
estimate is asymptotically normally distributed. Searles 
(39) extended this estimate to more general distributions. 
l6 
Jackson (24) developed a test to measure departures 
from the exponential. Letting e^  be the expected value of 
the 1-th standard exponential order statistics, he suggests 
as a test statistic T where 
T = 2 eiX(i)/z: x(i). (1.18) 
It is easily seen that T is independent of the parameter b. 
He used the results of Renyi to write T as 
T = S c^ z^ /n (1.19) 
where c^  = 1 and c^  = 1 + e^  ^for i = 2, 3, n. He 
finds the distribution function of the test as 
P(x) = S ((x-Cj^ )""VTr (Cj-c )) (1.20) 
k j=l J K 
jfk 
which is dependent on the sample size. Furthermore, for 
sample sizes greater than 30 a normal approximation is satis­
factory and T is asymptotically normal with mean two and 
variance n~^ . Jackson presents the results of a Monte 
Carlo study giving the empirical power of the T test testing 
Ho:f(x) = e"^  versus the alternative H2^ ;f(x) = xe"*. At 
the five percent level this power is .40 for a sample of 
size 10 and .56 for a sample of size 20. He suggests that 
similar results would occur for other alternatives. The 
test statistic is expanded to include the censored case. He 
A 
uses the estimate and the statistic 
17 
n-r  ^
Tp = 2 , (1.21) 
We shall discuss a similar test in a later chapter. 
/ \ A 
Harter and Moore (23) used the estimator for esti­
mating the scale parameter of type II extreme value distri­
butions. If T is an exponential random variable with 
1/k 
parameter b then Y = T~ has type II asymptotic distri­
bution for largest values with scale parameter v^  = 
shape parameter:k>û and distribution function given by 
Pl(y;vi,k) =» exp(-(y/v^ )"^ ). The MLE of v^ , if the shape 
parameter is known, is 
A A l/i, n-r _l/k 
Vi = (Ey) / = (( Z t(i) + rt(y))/(n-r)) 
= ((n-r)/V 
The type II asymptotic distribution for smallest values is 
derived from the exponential by the transformation X = 
.rp-l/k and has distribution function PgfxjVgjk) = 1 -
exp(-(x/v2)"^ ). The estimator in this case is derived by 
the symmetry of the distribution of largest values and 
hence v^  = - Vg. The estimate of Vg is 
,-k . Vo ~ — ( ( n -r)/ r  + r(x(n.r))-k)) 
The estimators v^  and vg are MLE since they are one-to-one 
functions of the MLE E^ . Somewhat earlier Harter and 
18 
Moore (23) had considered the Weibull distribution with a 
known shape parameter. From Equation 1.7 let X = then 
the random variable X is distributed exponentially with 
l/a A JUy'f 
parameter c ' . Hence Epstein's estimator E^ f + 
rx/ X),based on the transformed variables estimates (n-r)  ^
(jl/a^  Therefore (E^ )* is the maximum likelihood estimate 
A 4 
of c. An unbiased estimate for c based on E^  is c = 
((n-r)* r(n-r)/ r(n-r+a))Ep. 
A similar type estimator developed by Charles Winsor 
and studied by Tukey with McLaughlin (43) and Dixon (6) is 
called the Winsorized mean. This estimate censors the s 
smallest and the r largest observations and replaces them 
with and rcBPGCtively. Then 
- S<(3+l)x(s+i) + *(8+2) + ••• X(n-r-l) + (r+lixfn-r))' 
A 
Tukey, McLaughlin^  and Dixon studied gW^  for symmetric dis­
tributions, primarily the normal distribution. For symmetric 
Winsorization a t-type test was developed. 
t* = (pWj. - m)/ / S (x^ j-^ W^ )2/n(n-l) 
where m is the hypothesized center of the symmetric distri­
bution. They suggest no criterion for preselecting the 
amount of censoring, rather they suggest the comparison of 
several amounts of censoring with the "best" result being 
chosen. The comparison procedure assumes that all of the 
19 
observations are available. 
For skewed distributions we shall Investigate censoring 
from only the long tailed side. In particular, for the 
A 
Weibull, we consider the Wlnsorlzed mean which we shall 
A 
write as W . Then 
r 
Wr = è(V X(i) + . 
Note that Wp Is related to by Ep. 
Splltstone's thesis (40) reiterates the graphical tech­
niques for estimation In the Weibull as well as other approaches 
on an easily understood level. He and many others have In­
vestigated a transformation technique In which the logarithms 
of the observations are taken. If we write the Weibull density 
as 
and let 
X = log T 
c^  = log c 
where T is the Weibull random variable then X is distributed 
as the extreme value distribution with density function 
h(x;a,c^ ) =  ^exp(2L^ )exp(-exp(^ Z^^ ) ) 
20 
It is seen that the parameters of h are of the location and 
scale types. Lieblein and Zelen (26) derive weights for 
the order statistics which give best linear unbiased estimates 
of the parameters of the extreme value distribution for both 
censored and noncensored samples up to size six. White (4?) 
uses Lloyd's least square procedure to derive estimators 
>v n-r 
a = s a^ x^  J 
and 
A n-r 
0^  = s 
for censored samples with psO,-;*. ,«•-!. and gives the coefficients 
for samples up to size 20. Tables of the expected values 
and covariances of these estimators are given. Downton (8) 
also uses the logarithmic transformation of the Weibull and 
notes that 
E(log T) = c^  - 6a 
and 
V(log T) = "^ 2^ 
D 
where 6 is Euler's constant. He further suggests an estimate 
based on the original data. He defines random variables V 
and W with realizations v and w such that 
n 




w = "(1) 
where are the order statistics of the Weibull. He 




n(n-l) log 2 ^  ^n(n-l) log 2 w 
and 
n(n-l) log 2  ^
2 6 
and computes the covariances of the estimates. Downton was 
not able to show asymptotic normality of his estimates. 
Finally, as a single source, Mann (30) provides a short 
discourse on most methods of estimation of the parameters of 
the Weibull and a very complete bibliography. 
22 
CHAPTER II. WEIBULL ORDER STATISTICS 
A. Expected Moments of Weibull Order Statistics 
Consider the Weibull density of the form of Equation 
1.11 
f(y;a,b) =  ^y^  exp( -y^ '^ /^b), y > 0, b > 0, a > 0 
(2.1) 
= 0 otherwise . 
The transformation X = is one to one, order preserving, 
and the random variable X is distributed as an exponential 
with parameter b. Then if are the order statistics 
drawn from the distribution of Equation 2.1, 
We have previously shown m the literature review that 
= (n-k+l)(X(j^ ) - (2.2) 
Ic — 1, 2, ..9, n 
are independent and identically distributed as exponential 
with parameter b. Furthermore, is Independent of X^ jj if 
1 is greater than j. Now the moment generating function for 
the exponential is given by 
mgf2^(t) = (l-tb)-l . (2.3) 
The m-th moment of the exponential may be found by taking 
derivatives with respect to t. 
23 
E{Z^) = r(m+l)b"^ (2.4) 
where P is the Gamma function. Suppose we set b equal to 
unity and rewrite Equation 2.2 as 
X(k) = %(k-l) + . (2-5) 
Prom Equation 2.5 since =0 
E(X^^^) =  E((Z^/n)"^) .  ( 2 . 6 )  
Now evaluating the right-hand side of Equation 2.6 using 
Equation 2.4 we have for m a positive integer. 
E(X^^j) = m! (i)"^ . ( 2 . 7 )  
Continuing and using the binomial theorem we have 
E(x"2)) - E((X(i) + Zg/Cn-l))"") 
= E(J^ (5») (ZaAn-i))""^) 
but and Zg are independent so we have 
m 
E(X^g)) = S (5) E((Z2/{n-l)") . 
Now using Equations 2.6 and 2.7 :<e have 
E(xf2)) = m! 1 {IF ( 1 (2.8) 





E(x" ) = m! S ... 
±1=0 ±2=0 
(sifes''"-'(ïïi?r>""A• (=.9) 
Let S(n,k,m) be the sum on the right hand side of 2.9. Hence 
E(X(|^))= miS(n,lc,m). Now, using the assumption of 2,9, we 
find the expected moments of the (k+l)-st order statistic . 
E(X(^:^)) = E((X(,) + ^)") (2.10) 
= z (l)E((JS±l)^)E(X('fc)) 
1=0 n-k ^ ' 
= i!o IT&ÏT: 
E(X(^)«'-4/(m.i): (2.ioa) 
"• lio(iàlT (ïïèîf)^ n.-i)!S(n,k,M-i) 
m! î (-^)^S(n,k,in-l) 
1=0 
= m! S(n,k+l,m) 
which is the desired result. Hence Equation 2.9 is the 
general formula for computing a particular expected value. 
For evaluation of an entire table for k = 1, 2, ... n. 
25 
it is computationally more efficient to use the relationship 
from Equation 2.10a 
Equation 2.11 has been evaluated for n = 1, 2, ..., 25; k = 
1, 2, .n; and m = 1, 2, 10 by McElhone and Larsen 
in (28) and a portion of that table appears here as Table 1. 
The table is used in the following manner. Recall that if Y 
is a Weibull random variable with shape parameter a, 
where X is an exponential random variable. Hence the value 
of E(Y^^^) is found in the aq-th column of the table. Because 
of space restrictions, the sixth through the tenth columns 
appear directly below the first through fifth columns. For 
example, the value of the second moment of the third order 
statistic of a Weibull with shape parameter two from a sample 
of size five is I.7871. If the shape parameter were five in 
the above case the value would be'.5%6^31E+02 = 56^,31 . 
Relaxing the condition that b be unity, it is seen 
that for X's distributed exponentially with parameter b, the 
moments are given by 
E(X^jç)) = mJb™S(n,k,m) . (2.13) 






















Moments of the K-th order statistic of a sample 




















































































































































































































































































































































































































































































































































































parameter a and scale parameter b is found by multiplying 
the associated unit scale tabular value by b®*^. 
The closed form for the expected values of exponential 
order statistics is known and is given in Equation 4.5. Our 
computed values for the exponential are in the first column 
of Table 1. The tabular values agree to the fifth significant 
digit with the values calculated from Equation 4.5. 
From Equations 2.12 and 2.13 
E{Y(^)) = aJ b^ S(n,k,a) 
e(y(J^)2) = (2a)! b2^S(n,k,2a) . (2.15) 
(2.14) 
The variance is then 
(2 .16)  
In terras of the exponential variates we have 
Now from Equation 1.10 unordered Weibull variates have 
expectation 




B. Expected Crossproducts of 
Weibull Order Statistics 
Prom Equation 2.5 we write, for J k 
%(k) = X(k-l) + n-k+1 
\-l Zk 
%(k) " %(k-2) n-k+2 + n-k+1 
""(k) = (^k_j) +  ^. 
j 
Let Zjç_j^^^/(n-k+i). Then 
%(k) - %(k-j) + J (2.19) 
2 
"k,J = Wk,J-l + (2-20) 
n-k+j 
. \ ,0  = ° ' 
Taking the expected values of the m-th power of Equation 
2.20 using the binomial theorem 
m 
^^\,J-l^^n-k+j^ (2.21) 
We are now able to generate the moments of the crossproducts 
by using Equation 2.19. In fact the computational formula 
is (2.22). 
31 
The terms in the summation are precalculated from Equations 
2.9 and 2.21. For b not unity, multiply the right-hand side 
of Equation 2.22 by b"^. From the above and Equation 2.9, we 
have the covariances as 
ij)) = (^(*(kf(j))'') -E(*(k))E(4j)). 
(2 .23)  
Equation 2.23 has been evaluated for the same values of n 
and k as the expected value table. The entire table is 
presented in (28) and a portion of it appears here as Table 
2. The covariance of a Weibull variate with shape parameter 
a is found in column a of the table. For example, if a 
equals three then CfY^^^/Y^gyjfor a sample of size five is 
0.14866. 
The closed form for the covariances of exponential 
order statistics is known and is given in Equation 4.6. 
Our computed values for the exponential are in the first 
column of Table 2. When compared to the exact results , 







































Covarlances of the K-th and J-th order statistics of 
a sample of size N from the Welbuil distribution 
with shape paramet,er^ M 
Shape parameter 
K J M=1 2 3 4 • 5 
1 1 2. 50C0E- 01 1 .250CE+0C 1 .06882+01 1 .55252+02 3. 52972+03 
I 2 2. 5000E-01 2 .2500E+00 2 .75632+01 5 .0625E+02 1. 3514E+04 
2 2 1. 250CE + C0 3 .4250E+01 1 .30222+03 7 .8320E+04 7. 1981E+06 
1 1 1. llllE-01 2 .4691E-01 9 .38272-01 6 .0576E+00 6. 1210E+01 
1 2 1. llllE-•01 3 .9506E-01 1 .93832+00 1 .4486E+01 1. 5975E + 02 
1 3 1. llllE-•01 6 .9136E-01 5 .27162+00 5 .66252+01 8. 4790E+02 
2 2 3. 6111E-•01 2 .79322+00 2 .8515E+01 4 .4494E+02 1. 0401E + 04 
2 3 3. 6112E- 01 4 .64502+00 6 .8001E+01 1 .3707E+03 3. 8428E+04 
3 3 1. 3611E+00 4 .54972+01 1 .8721E+03 1 .1590E+05 1. 0753E+07 
1 I 6. 2500E-•02 7 .81252-02 1 .6699E-01 6 .06442-01 3. 44702+00 
I 2 6. 2500E-02 1 .19792-01 3 .19342-01 1 .30702+00 7. 9466E+00 
1 3 6. 2501E-02 1 .82292-01 6 .53322-01 3 .31872+00 2. 3699E+01 
1 4 6. 2501E- 02 3 .0729E-01 1 .74322+00 1 .34362+01 1. 4102E+02 
2 2 1. 7361E-•01 6 .3985E-01 3 .0540E+00 2 .19192+01 2. 3268E+C2 
2 3 1. 7361E- 01 9 .4772E-01 5 .8455E+00 4 .95762+01 5. 86242+02 
2 4 1. 7361E-01 1 .56352+00 1 .4725E+01 1 .79872+02 2. 91982+03 
3 3 4. 2362E-01 4 .35982+00 5 .1105E+01 8 .49912+02 2. 04162+04 
3 4 4. 2362E-01 6 .90602+00 1 .15362+02 2 .50482+03 7. 3195E+04 
4 4 1. 4236E+00 5 -48692+01 2 .40442+03 1 .52602+05 1. 4282E+07 
1 1 4. OOOOE- 02 3 .20002-02 4 .37762-02 1 .01742-01 3. 70112-01 
1 2 4. OOOOE- 02 4 .80002-02 8 .04962-02 2 .0819E-01 8. 02832-01 
1 3 4. OOOOE-02 6 .93332-02 1 .48662-01 4 .55242-01 1. 97562+00 
1 4 4. OOOIE-•02 1 .01332-01 2 .94092-01 1 .15452+00 6. 15992+00 
1 5 4. OOOIE-•02 1 .65332-01 7 .57772-01 4 .60522+00 3. 75162+01 
2 2 1. 0250E- 01 2 .22122-01 6 .17992-01 2 .56392+00 1. 56182+01 
2 3 1. 0250E- 01 3 .15122-01 1 .09302+00 5 .21052+00 3. 46312+01 
2 4 1. 0250E-•01 4 .54632-01 2 .09142+00 1 .24282+01 9. 81372+01 
2 5 1. 0250E- 01 7 .33622-01 5 .23192+00 4 .68282+01 5. 44002+02 
3 3 2. 1361E-01 1 .10286+00 6 .29752+00 4 .9650E+01 5. 52672+02 
3 4 2. 1361E-01 1 .55882+00 1 .14272+01 1 .07492+02 1. 35082+03 
3 5 2. 1361E- 01 2 .47072+00 2 .72212+01 3 .68012+02 6. 38572+03 
4 4 4. 6361E-01 5 .87232+00 7 .69682+01 1 .3543E+C3 3. 33842+C4 
4 5 4. 6361E-01 8 .99482+00 1 .66702+02 3 .8502E+03 1. 16632+05 
5 5 1. 4636E+00 6 .29482+01 2 .90602+03 I .8852E+05 1. 7786E+07 
1 1 2. 7778E- 02 1 .54322-02 1 • 46602—02 2 .36622-02 5. 9775E-02 













































TABLE 2. (CONTINUED) 
1 3 2. 7778E-02 3. 2099E-02 4 .6119E-02 9 .5168E-02 2. 7978E-01 
1 4 2. 7778E-02 4. 4444E-02 8 .1767E-02 2 .0447E-01 6. 98926-01 
1 5 2. 7778E- 02 6. 2962E-02 1 .5607E-01 5 .0669E-01 2. 1827E+00 
1 6 2. 7778E- 02 9. 9999E-02 3 .8801E-01 1 .9605E+00 1. 3123E+01 
2 2 6. 7777E- 02 9. 6913E-02 1 .77C8E-01 4 .8029E-01 1. 9040E+00 
2 3 6. 7777E-02 1. 3439E-01 3 .0057E-01 9 .2389E-01 3. 9578E + 00 
2 4 6. 7777E- 02 1. 8437E-01 5 .2065E-01 1 .9037E+00 9. 2800E+00 
2 5 6. 7777E-02 2. 5933E-01 9 .7546E-01 4 .5555E+00 2. 7398E+01 
2 6 6. 7777E- 02 4. 0926E-01 2 .3839E+00 1 .7052E+01 1. 5592E+02 
3 3 1. 3028E- 01 4. 0917E-01 1 .4021E+00 6 .5425E+00 4. 2545E+01 
3 4 1. 3028E-01 5. 5396E-01 2 .3488E+00 1 .2699E+01 9. 1251E + C1 
3 5 1. 3028E- 01 7. 7114E-01 4 .2815E+00 2 .8851E+01 2. 4789E+02 
3 6 1. 3028E-01 1. 2055E+00 1 .0197E+Û1 1 .0268E+02 1. 2963E+03 
4 4 2. 4139E- 01 1. 5959E+00 1 .0539E+01 9 .0260E+01 1. 0506E+03 
4 5 2. 4139E- 01 2. 1851E+00 1 .8378E+01 1 .8860E+02 2. 5009E+03 
4 6 2. 4139E- 01 3. 3635E+00 4 .1931E+01 6 .1616E+02 1. 1315E+04 
5 5 4. 9139E-01 7. 3096E+00 1 .0514E+02 1 .9449E+03 4. 9131E+04 
5 6 4. 9139E-01 1. 0921E+01 2 .2039E+02 5 .3659E+03 1. 6779E+05 
6 6 1. 4914E+0C 7. 0073E+01 3 .3819E+03 2 .2374E+05 2. 1267E+07 
1 1 2. 0408E- 02 8. 3299E-03 5 .8139E-03 6 .8942E-03 1. 2795E-02 
1 2 2. 0408E-02 1. 2217E-02 1 .0276E-02 1 .3396E-02 2. 6137E-02 
I 3 2. 0408E-02 1. 6882E-02 1 .7430E-02 2 .5951E-02 5. 5247E-02 
1 4 2. 0408E-02 2. 2713E-02 2 .9184E-02 5 .1211E-02 1. 2346E-01 
1 5 2. 0408E-02 3. 0487E-02 4 .9854E-02 1 .0698E-01 3. 0549E-01 
1 6 2. 0408E-02 4. 2149E-02 9 .2104E-02 2 .5746E-01 9. 3806E-01 
1 7 2. 0408E-02 6. 5472E-02 2 .2158E-01 9 .62816^01 5. 4904E+00 
2 2 4. 8186E- 02 4. 8921E-02 6 .32 97E-02 1 .2122E-01 3. 3834E-01 
2 3 4. 8186E- 02 6. 6889E-02 1 .0475E-01 2 .2547E-01 6. 7622E-01 
2 4 4. 8186E-02 8. 9349E-02 1 .7229E-01 4 .3118E-01 1. 4422E+00 
2 5 4. 8185E-02 1. 1929E-01 2 .9032E-01 8 .7830E-01 3. 4301E+00 
2 6 4. 8185E-02 1. 6421E-01 5 .3030E-01 2 .0687E+00 1. 0170E+01 
2 7 4. 8185E- 02 2. 54C5E-01 1 .2620E+00 7 .5755E+00 5. 7488E+01 
3 3 8. 8185E-02 1. 8722E-01 4 .3045E-01 1 .3373E+00 5. 7443E+00 
3 4 8. 8185E- 02 2. 4770E-01 6 .9130E-01 2 .4521E+00 1. 1518E+01 
3 5 8. 8184E- 02 3. 2834E-01 1 .1433E+00 4 .8245E+00 2. 5950E+01 
3 6 8. 8184E-02 4. 4929E-01 2 .0556E+00 1 .1026E+01 7. 3244E+01 
3 7 8. 8183E-•02 6. 9120E-01 4 .818ÛE+00 3 .9192E+01 3. 9388E+02 
4 4 1. 5068E- 01 6. 2268E-01 2 .5274E+C0 1 .3076E+01 9. 0357E+01 
4 5 1. 5068E-01 8. 1685E-01 4 .0676E+00 2 .4463E+01 1. 8833E+02 
4 6 1. 5068Ê-01 1. 1081E+00 7 .1446E+00 5 .3439E+01 4. 9372E+02 
4 7 1. 5068E-01 1. 6906E+00 1 .6365E+01 1 .8150E+02 2. 4578E+03 
5 5 2. 6179E- 01 2. 0983E+00 1 .5638E+01 1 .4412E+02 1. 7487E+03 
5 6 2. 6179E-01 2. 8070E+00 2 .6439E+01 2 .9241E+02 4. 0679E+03 














































TABLE 2. (CONTINUED) 
6 6 5 .1179E- 01 8 .6692E+00 I .3496E+02 2. 6112E+03 6. 7493E+04 
6 7 5 .1179E-01 1 -2703E+01 2 .7546E+02 7. 0219E+03 2. 2590E+05 
7 7 1 .5118E+00 7 •6466E+01 3 .8359E+03 2. 5831E+05 2. 4726E+07 
1 1 1 .5625E-02 4 .8828E-03 2 .6092E-03 2. 3689E-03 3. 3662E-03 
1 2 1 .5625E-02 7 .1150E-03 4 .5599E-03 4. 53586-03 6. 7602E-03 
1 3 1 . 5625E- 02 9 .7191E-03 7 .5680E-03 8. 5228E-03 1. 3761E-02 
1 4 1 .5625E-02 1 .2844E-02 1 .2232E-02 1. 5971E-02 2. 876CE-02 
1 5 1 .5625E-02 1 .6750E-02 1 .9711E-02 3. 0541E-02 6. 3223E-02 
1 6 1 .5625E-02 2 .1959E-02 3 .2612E-02 6. 1924E-02 1. 5331E-01 
1 7 1 .5624E-02 2 .9771E-02 5 .8555E-02 1. 4469E-01 4. 59616-01 
1 8 1 .5624E-•02 4 .5396E-02 1 .3681E-01 5. 2328E-01 2. 6063E+00 
2 2 3 .6034E-02 2 .73346-02 2 .63 79E-02 3. 7613E-02 7. 8012E-02 
2 3 3 .6034E- 02 3 .7014E-02 4 .2907E-02 6. 83846-02 1. 51846-01 
2 4 3 .6033E-02 4 .8631E-02 6 .8366E-02 1. 2497E-01 3. 0591E-01 
2 5 3 .6033E- 02 6 .3151E-02 1 .0898E-01 2. 3434E-01 6. 5237E-01 
2 6 3 .6033E-02 8 .2511E-02 1 .7876E-01 4. 67536-01 1. 5417E+00 
2 7 3 .6033E-02 1 .1155E-01 3 .1858E-01 1. 0771E+00 4. 5161E+00 
2 8 3 .6033E- 02 1 .6963E-01 7 .3886E-01 3. 84036+00 2. 5013E+01 
3 3 6 .3811E-02 9 .7947E-02 1 .62C8E-01 3. 60726-01 1. 1043E+00 
3 4 6 .3811E-02 1 .2773E-01 2 .5354E-01 6. 38456-01 2. 1243E+00 
3 5 6 .3811E-02 1 .6495E-01 3 .9852E-01 1. 1668E+00 4. 3554E+00 
3 6 6 .3810E-02 2 .1459E-01 6 .4629E-01 2. 2786E+00 9. 9471E+00 
3 7 6 .3810E-02 2 .8904E-01 1 .14C5E+00 5. 1510E+00 2. 8246E+C1 
3 8 6 .3809E-02 4 .3794E-01 2 .6193E+00 1. 8018E+01 1. 5153E+02 
4 4 1 .0381E- 01 2 .9576E-0I 8 .2002E-01 2. 8696E+00 1. 32746+01 
4 5 1 .0381E- 01 3 .7912E-01 1 .2645E+00 5. 0644E+00 2. 5812E+01 
4 6 1 .0381E-01 4 .9028 E-01 2 .0188E+00 9. 60156+00 5. 6230E+01 
4 7 1 .0381E-•01 6 .5702E-01 3 .5140E+00 2. 1136E+01 1. 5281E+02 
4 8 1 .0381E-01 9 .9049 E-01 7 .9596E+00 7. 1952E+01 7. 83056+02 
5 5 1 .6631E-01 8 .5181E-01 3 .9816E+00 2. 25626+01 1. 6492E+02 
5 6 1 .6631E-01 1 .0921E+00 6 .2124E+00 4. 0951E+01 3. 3530E+02 
5 7 I .6631E-01 1 .4526E+00 1 .0595E+01 8. 66C4E+01 8. 5256E+C2 
5 8 1 .6631E-01 2 .1735E+00 2 .3504E+01 2. 8280E+02 4. 0685E+03 
6 6 2 .7742E-01 2 .5990E+00 2 .  1470E+01 2. 1121E+02 2. 6639E+03 
6 7 2 .7742E-01 3 .4151E+00 3 .5402E+01 4. 1801E+02 6. 0716E+03 
6 8 2 .7742E- 01 5 .047iE+00 7 .5829E+01 1. 2708E+03 2. 5596E+04 
7 7 5 .2741E-•01 9 .9549E+00 1 .6598E+02 3. 3443E+03 8. 8326E+04 
7 8 5 .2741E-01 1 .4360E+01 3 .3131E+02 8. 7955E+03 2. 90326+05 
8 8 1 .5274E+00 8 .2274E+01 4 .2708E+03 2. 9230E+05 2. 8163E+07 
I 1 1 .2346E- 02 3 .0483E-03 1 .2871E-03 9. 23276-04 1. 0366E-03 
1 2 1 .2346E- 02 4 .4200E-03 2 .2301E-03 1. 7484E-03 2. 0555E-C3 
1 3 1 .2346E-02 5 .9877E-03 3 .64396-03 3. 2143E-03 4. 07366-03 
1 4 1 .2346E-02 7 .8167E-03 5 .75C5E-03 5. 8170E-03 8. 14136-03 














































TABLE 2. (CONTINUED) 
6 1. 2346E-•02 1 .2755E-02 1 .3949E-02 1 .9544E-02 3. 5801E-02 
7 1. 2345E-•02 1 .6413E-02 2 .2460E-02 3 .8517E-02 8. 4768E-02 
8 1. 2345E-•02 2 .1900E-02 3 .9342E-02 8 .7529E-02 2. 4758E-01 
9 1. 2345E-•02 3 .2873E-02 8 .9566E-02 3 .0677E-01 1. 3591E+00 
2 2. 7971E- 02 1 «6462E—02 1 .2310E-02 1 .3585E-02 2. 1777E-02 
3 2. 7971E-02 2 .2135E-02 1 .9775E-02 2 .4295E-02 4. 1583E-02 
4 2. 7971E- 02 2 .8755E-02 3 .0835E-02 4 .3065E-02 8. 0647E-02 
5 2. 7971E-02 3 .6698E-02 4 .7496E-02 7 .6767E-02 1. 6103E-01 
6 2. 7971E-02 4 .6627E-02 7 •3614E—02 1 .4054E-01 3. 3907E-01 
7 2. 7970E- 02 5 .9866E-02 1 .1785E-01 2 .7399E-01 7. 8886E-01 
8 2. 7970E-02 7 .9723E-02 2 .0537E-01 6 .1656E-01 2. 2673E+00 
9 2. 7970E- 02 1 .1944E-01 4 .6510E-G1 2 .1391E+00 1. 2239E+01 
3 4. 8379E-02 5 .6270E-02 7 .0354E-02 1 .1793E-01 2. 7101E-01 
4 4. 8379E-•02 7 .2653E-02 1 .0808E-01 2 .0374E-01 5. 0673E-01 
5 4. 8379E-•02 9 .  2313E-02 1 .6463E-01 3 .5591E-01 9. 8136E-01 
6 4. 83 79E- 02 1 .1689E-01 2 .5290E-01 6 .4095E-01 2. 0136E+00 
7 4. 8378E- C2 1 .4965E-01 4 .0189E-01 1 .2322E+00 4. 5802E+00 
8 4. 8378E-02 1 .9880E-01 6 .9578E-01 2 .7381E+00 1. 2894E+01 
9 4. 8378E- 02 2 .9709E-01 1 .5651E+00 9 .3761E+00 6. 8102E+01 
4 7. 6156E-02 1 .5925E-01 3 .2224E-01 8 .1802E-01 2. 7263E+00 
5 7. 6156E-02 2 .0119E-01 4 .8374E-01 I .3919E+00 5. 0773E+00 
6 7. 6156E- 02 2 .  5361E-01 7 .3454E-01 2 .4530E+00 1. 0071E+Ol 
7 7. 6155E-•02 3 .2351E-01 1 .1560E+00 4 .6290E+00 2. 2229E+01 
8 7. 6154E-02 4 .2836E-01 1 .9838E+00 1 .0114E+01 6. 0852E+01 
9 7. 6155E- 02 6 .3804E-01 4 .4227E+00 3 .4028E+01 3. 1205E+02 
5 1. 1615E-01 4 .1697E-01 1 .3519E+00 5 .2537E+00 2. 6012E+01 
6 1. 1615E- 01 5 .2245E-01 2 .0204E+00 8 .9871E+00 4. 9267E+01 
7 1. 1615E-01 6 • 6309E-01 3 .1369E+00 1 .6526E+01 1. 0428E+02 
8 1. 1615E- 01 8 .7405E-01 5 .3184E+00 3 .5257E+01 2. 7434E+02 
9 I. 1615E- 01 1 .2960E+00 1 .17C8E+01 1 .1569E+02 1. 3483E+03 
6 1. 7865E-01 1 .0895E+00 5 .7432E+00 3 .5285E+01 2. 7164E+02 
7 1. 7865E-01 1 .3727E+C0 8 .7413E+00 6 .2438E+01 5. 4041E+02 
8 I. 7865E-01 1 .7975E+00 1 .4552E+01 1 .2848E+02 1. 3380E+03 
9 1. 7865E-01 2 .6469E+00 3 .1427E+01 4 .0566E+02 6. 1541E+03 
7 2. 8976E- 01 3 .0922E+00 2 .7925E+01 2 .9129E+02 3. 8085E+03 
8 2. 8976E- 01 4 .0054E+00 4 .5102E+01 5 .6432E+02 8. 5241E+03 
9 2. 8976E- 01 5 .8319E+0C 9 .4302E+C1 1 .6672E+03 3. 4906E+04 
8 5. 3976E-01 1 .1172E+01 1 .9788E+02 4 .1369E+03 1. il49E+05 
9 5. 3976E- 01 1 .5907E+C1 3 .8751E+02 1 .0669E+04 3. 6052E+05 
9 1. 5398E+00 8 .7604E+01 4 .6888E+03 3 .2574E+05 3. 158CE+07 
1 1. OOOOE- 02 2 .0000E-03 6 .8400E-04 3 .9744E-04 3. 6144E-04 
2 1. OOOOE- 02 2 .8889E-03 1 .1773E-03 7 .4620E-04 7. 0969E-04 
3 I. OOOOE-•02 3 -8889E-03 1 .9011E-03 1 .3495E-03 1. 3786E-03 













































TABLE 2. (CONTINUED) 
1 5 1. OOOOE-02 6 .3651Ê-03 4 .47C8E-03 4 .15942-03 5. 2036E-03 
1 6 1. OOOOE-02 7 .9651E-03 6 .7293E-03 7 .30222-03 1. 03892-02 
1 7 1. OOOOE-•02 9 .9651E-03 1 .0227E-02 1 .31682-02 2. 1791E-02 
1 8 9. 9998E-•03 1 .2632E-C2 i .6092E-02 2 .52882-02 5. 0350E-02 
1 9 9. 9996E- 03 1 .6632E-02 2 .7588E-02 5 .6018E-02 1. 4330E-01 
1 10 9. 9996E- 03 2 .4632E-02 6 .1380E-02 1 .90722-01 7. 6212E-01 
2 2 2. 2346E-•02 1 .0502E-02 6 .2669E-03 5 .5132E-03 7. 0388E-03 
2 3 2. 2346E-•02 1 .4047E-C2 9 .9716E-03 9 .7373E-03 1. 3247E-02 
2 4 2. 2346E-•02 1 .8098E-02 1 .5308E-02 1 .6885E-02 2. 5001E-02 
2 5 2. 2346E-•02 2 .2824E-02 2 .3035E-02 2 .9087E-02 4. 7765E-02 
2 6 2. 2346E-•02 2 .8495E-02 3 .4468E-02 5 .0516E-02 9. 3774E-02 
2 7 2. 2347E-•02 3 .5585E-02 5 .2136E-02 9 .02892-02 1. 9391E-01 
2 8 2. 2345E- 02 4 .5037E-02 8 .1696E-02 1 .72062-01 4. 4248E-01 
2 9 2. 2345E-02 5 .9215E-02 1 .3954E-01 3 .78472-01 1. 24482+00 
2 10 2. 2345E-•02 8 .7572E-02 3 .09262-01 1 .27892+00 6. 5386E+00 
3 3 3. 7970Ê- 02 3 .4650E-02 3 .3922E-02 4 .44292-02 7. 9578E-02 
3 4 3. 7970E-02 4 .4414E-02 5 .1433E-02 7 .54142-02 1. 45752-01 
3 5 3. 7970E- 02 5 .58C6E-02 7 .6677E-02 1 .27772-01 2. 7165E-01 
3 6 3. 7970E- 02 6 .9476E-02 1 .13912-01 2 .18962-01 5. 22392-01 
3 7 3. 7972E-•02 8 .6563E-02 1 .7128E-01 3 .87042-01 1. 0613E+00 
3 8 3. 7970E-•02 1 .0935E-01 2 .67032-01 7 .30532-01 2. 3844E+00 
3 9 3. 7969E-•02 1 .4352E-01 4 .54022-01 1 .59272+00 6. 6109E+00 
3 10 3. 7969E-•02 2 .1187E-C1 1 .00132+00 5 .33172+00 3. 41872+01 
4 4 5. 8379E-02 9 .3608E-02 1 .44712-01 2 .79522-01 7. 0560E-01 
4 5 5. 8378E- 02 1 .1708E-01 2 .13252-01 4 .63842-01 1. 2755E+00 
4 6 5. 8378E- 02 1 .4524E-01 3 .13902-01 7 .81522-01 2. 3899E+00 
4 7 5. 8381E-•02 1 .8044E-01 4 .6846E-01 1 .36202+00 4. 7474E+00 
4 8 5. 8378E-•02 2 .2738E-01 7 .25682-01 2 .53932+00 1. 0454E+01 
4 9 5. 8377E- 02 2 .9778E-01 1 .2265E+00 5 .47352+00 2. 8443E+01 
4 10 5. 8377E-•02 4 .3859E-01 2 .6883E+00 1 .81012+01 1. 4413E+02 
5 5 8. 6156E- 02 2 .2992E-01 5 .5059E-01 1 .56942+00 5. 6534E+00 
5 6 8. 6156E-•02 2 .8391E-01 8 .0083E-01 2 .58642+00 1. 0241E+01 
5 7 8. 6160E-•02 3 .51412-01 1 .18342+00 4 .42392+00 1. 9749E+01 
5 8 8. 6155E-•02 4 .4141E-01 1 .8176E+00 8 .11342+00 4. 2340E+01 
5 9 8. 6155E- 02 5 .7639E-01 3 .0480E+00 1 .72232+01 1. 1230E+02 
5 10 8. 6155E-•02 8 .4638E-01 6 .6254E+00 5 .60322+01 5. 5356E+02 
6 6 1. 2615E-•01 5 .4682E-01 2 .0258E+00 8 .6401E+00 4. 5540E+01 
6 7 1. 2616E- 01 6 .7337E-01 2 .95312+00 1 .4401E+01 8. 4295E+01 
6 8 1. 2615E-01 8 •4212E-01 4 .4822E+00 2 .5810E+01 1. 7404E+02 
6 9 1. 2615E-•01 I .0952E+00 7 .4342E+00 5 .3615E+01 4. 4513E+02 
6 10 1. 2615E-01 1 .60142+00 1 .59722+01 1 .70412+02 2. 1088E+03 
7 7 1. 8866E-•01 1 .33132+00 7 .78752+00 5 .14382+01 4. 15422+02 
7 8 1. 8866E- 01 1 .65422+00 1 .16132+01 8 .90712+01 8. 10712+02 
7 9 1. 8866E-•01 2 .13862+00 1 .89462+01 I .79032+02 1. 96102+03 
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TABLE 2. (CONTINUED) 
10 7 10 1. 8866E-01 3. 1074E+00 3. 9988E+01 5. 4894E+02 8. 7301E+03 
10 8 8 2. 9976E-01 3. 5746E+00 3. 4910E+01 3. 8400E+02 5. 1919E+03 
10 8 9 2. 9976E-01 4. 5763E+00 5. 5407E+01 7. 3021E+02 1. 1432E+04 
10 8 10 2. 9976E-01 6. 5800E+00 1. 1347E+02 2. 1039E+03 4. 5614E+04 
10 9 9 5. 4976E-01 1. 2327E+01 2. 3042E+02 4. 9825E+03 1. 3687E+05 
10 9 10 5. 4976E-01 1. 7359E+01 4. 4382E+02 1. 2628E+04 4. 3603E+05 
10 10 10 1. 5497E+00 9. 2537E+01 5. 0918E+03 3. 5867E+05 3. 4978E+07 
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computation was executed in single precision and there is 
evidence of round off error. 
Consider the summation in Equation 2.9. The form 
S(n,n,m), for the largest order statistic, is monotone 
increasing in m. This follows since the difference S(n,n,k)-
S(n,n,m-l) is made up of the sum of all of the possible 
products of (1/2]^^0-/3)^. .. (l/nj^'^uch that = m. Each of 
«J 
these products is less than (l/2)"^. Now we count the number 
of these products. We are dealing with n-1 fractions. First 
we count the products made up of a single fraction. There 
are of type (l/i)"^. Now there are ("2^) ways to pick 
the products of pairs of fractions. There are 2! 
products of the type (l/i)™ ^ (l/j) since we must permute the 
power; that is,either the (l/i) or the (l/j) may have the 
power m-1. There are also 2J('^2^) products of the type 
(l/i)"^~^(l/j)^. The highest power can decrease to where 
is the largest integer function. Therefore, the number 
of products of the type (l/i)"^"^( l/j)^ is 21 Now 
looking at the products of three fractions we see that these 
number less than or equal to 3.' This procedure 
is continued until we count the single product (1/2)(1/3) ... 
(l/n). Adding these we see that the total number of products 
is less than or equal to 
n + Z [j) ii (^1^) . 
i=2 ^ ^ 
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n-2 
Hence S(n,n,m) - 8(n,n,m-l) - (l)"^(n + s [E] i.' (^7^)) 
2 1=2 1 ^ 
For a fixed n this difference approaches zero as m increases. 
The values of S(n,k,in) were computed in conjunction with 
Table 1. The values of S(n,n,m) were found to converge 
rapidly as the moments increased and became stablized by 
m = 10 for all values of n up to 25. Hence we are able to 
write the higher moments of the largest exponential order 
statistic as 
E(X(JJ)) = mJ S(n,n,10) (2.24) 
for m greater than ten. The values of S(n,n,10) are in Table 
20 3 for sample sizes of five to 25. Hence E(X^^j) in a sample 
of size five is given by 20! (2.7661). 
Table 3. 
Values of S(n,n,10) 
n S n S n S 
5 2.7661 12 3.9668 19 4.6185 
6 3.0096 13 4.0796 20 4.6918 
7 3.2188 14 4.1843 21 4.7616 
8 3.4019 15 4.2820 22 4.8283 
9 3.5648 16 4.3737 23 4.8920 
10 3.7114 17 "4.4599 24 4.9531 
11 3.8446 18 4.5413 25 5.0018 
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CHAPTER III. ASYMPTOTIC MOMENTS FOR THE WEIBULL 
Recall the transformation X = which takes the 
Weibull variate, Y, with shape parameter a and scale parameter 
b into the exponential with scale parameter b. In this 
chapter we will investigate the asymptotic properties of the 
exponential order statistics and use the results to obtain 
the asymptotic moments of the order statistics of the Weibull. 
Let the index k be associated with the order statistic 
X(n_k+i) of a sample of size n drawn from the distribution 
P(x) which has f(x) as the density function. Gumbel (l6) 
defines u^ to be the k-th characteristic 
% = 1-#) (3.1) 
that is, ujj is the value such that P(X < ujç) = ^ ~ H * 
Hence u^ is the 100 (n-k)/n percentage point of the distri­
bution. Furthermore call m(x) the intensity function and 
the extremal intensity where 
m(x) = f(x)/(l-F(x)) (3.2) 
and 
"k = E f(V • (3.3) 
Finally call the random variable the k-th reduced extreme 
where 
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"k - ^^(n-k+D-^k) (3.1) 
Where the x's are the order statistics. The reader should 
note that the first reduced extreme is associated with the 
largest order statistic. For the exponential distribution 
with parameter b, F(x) = 1 - e~^/^ and f(x) = b"^ e. 
Hence F~^(y) = - b log (l-y) and 
U]^ = -b log (1-(1- k/n) ) (3.5) 
= b log (n/k) 
m(x) = _ b-lg-Vb 
l.(l.e-Vb) 
= 
= ï(b-le-b' (b ("A))) 
= ^ b-lg-log (n/k) 
k 
b"^ D. k 
k n 
b-i 
"k = ''"^^tn-k+l) - k 1°8 ("A)) 
= b-]% (n-k+1) - (n/k) 
where log is the natural logarithm. 
Fisher and Tippett (17) introduced three types of 
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asymptotic distributions for the largest observation of a 
sample. Gumbel, in (37), quotes from an article written 
in French by the Russian probabilitist B. V. Gnedenko in 
which Gnedenko showed that these are the only possible 
limiting forms and gave necessary and sufficient conditions 
for memberships in each class based on the initial distri­
bution of the random variable X. 
One of these limiting forms is the extreme value dis­
tribution 
The condition for this limiting form of the largest obser­
vation is that 
Equation 3.7 holds for all n for the exponential since 
u^ = b log (n) 
and since P(X > r) = 1 - P(r) we have 
Limit nP(X > b log n + bx) 
P(z) = exp(-exp(-z)) (3.6) 
Limit nP(X > u^ + x/vj) = exp(-x) 
n -» 00 
(3.7) 
n -» ® 
Limit n(exp(- ^  (b log n + bx))) 
rt  ^m 0 n «
Limit n(exp(-log n) exp(-x)) 
n -» m 
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= Limit n(^ exp(-x)) 
= exp(-x) . 
Fisher and Tippett (17, p. I83) gave another criterion which 
leads to the limiting form of Equation 3.6. 
"Any frequency distribution such that fl-p)exp(x/c) 
approaches one, has limiting form exp(-nAexp(-x/c)) 
where p = P(X < x) and l/c = - d(log (l-p))/dx" 
For the exponential distribution 
l/c = - 35 (log (l-(l-e-%/b))) 
= - ^ (log (e~*/b)) 
= - (- l/b) 
= l/b . 
Hence c = b and 
(l-p)exp(x/b) = exp(-x/b)exp(x/b) = 1 
then the conduction is exact for all values of n for the 
exponential distribution. The limiting form is then 
exp(-nexp(-x/b)). A third condition, given by Dodd (7), is 
that if F(X) is a continuous distribution function such that 
P(x) is less than one for all finite values of X, has two 
derivatives, and if d = 0, then 
n  »  d x  ^  \  '  n- « ®  
P(vi(X(n) - u^) - w) = exp(-exp(-w)) for all real numbers w. 
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The quantities m(x), vj, and u^ are defined by Equations 3.1. 
3.2, and 3.3. Again the exponential distribution meets the 
condition exactly. The asymptotic form we will work with is 
then 
P(wi) = exp(-exp(-w^)) (3.8) 
where w^ is the first reduced extreme as defined in Equation 
3.4. The asymptotic density is given by 
f(w]^) = exp(-w^)exp(-exp(-w2)). (3.9) 
We substitute for w^ using Equation 3.5 to arrive at the 
asymptotic distribution in terms of the exponential variates, 
for the largest observation 
P(x(n)) = exp(-n exp(-x/b)) (3.10) 
and the density function 
f(x(j^)) = nb"l exp(-x/b)exp(-n exp(-x/b)) • (3.11) 
A. Asymptotic Moment Generating Function 
for the Largest Observation 
The moment generating function is derived in the usual 
manner. In terms of the reduced extreme 
Gu (t) = J exp(tw)exp(-w)exp(-exp(-w))dw 
•i —CO 
which, through the transformation z = exp(-w), leads to 
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00 / \ 
f z exp(-z)d z  =  r z ' ^ e x p ( - z ) d z  
*^0 0 
which is a gamma function. The moment generating function 
is then 
Prom Equation 3.5 we make the transformation from the reduced 
extreme to that of the largest order statistic of the expo­
nential distribution. It is known that if a random variable 
Z has moment generating function Ggft) then the random 
variable Y = pZ + q has large sample moment generating function 
Qy(t)s elcp(qt)G2(pt). Hence 
We are able to get the asymptotic moments by the differen­
tiation of Equation 3.13. It is necessary to take the 
derivatives of the gamma function. It is known that 
Gw^(t) = r(i-t) . (3.12) 
Gv. .(t) = exp(bt log n) V(l-bt) . 
(n; 
(3.13) 
r(în)(x) = exp(-z)z*"^(log z)'^dz (3.14) 
where derivative of the gamma function. 
For our situation Equation 3.14 becomes 
r(m)(i_bt) = (-b)^ exp(-z)z"bt(iog z)'"dz • (3.15) 
This occurs since 
00 
r(l-bt) = JQ exp(-z)exp(-bt log z)dz 
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^ r(l-bt) = ^ exp(-z)exp(-bt log z)dz 
m 
= J exp(-z)(-b log z)exp(-bt log z)dz , 
Hence 
r(l)(i_bt) = (-b) r exp(-z)exp(-bt log z)log zdz . 
0 
Now taking the second derivative 
afr'^'d-bt) = 
CO 
(-b) r exp(-z)(-b log z)exp(-bt log 2) log zdz 
0 
r(2)(i-bt) = (-b)^ exp(-z)exp(-bt log z)(log z)^ dz 
and the result of Equation 3.15 can be shown by mathematical 
induction. Now Equation 3.15 is* in itself, difficult to 
evaluate. However, for the moments, the derivative is 
/ \ 
evaluated at t equal to zero and we have p (l) where 
r ("^(1) = (-b)"^ / exp(-z)(log z)"^ dz (3.16) 
0 
The integral of Equation 3.I6 can be evaluated by using psi 
functions. Prom (44) the psi function is ^{z) = r^^^(z)/ 
riz). Hence r^^^(z) = f(z) r(z). Taking derivatives and 
setting 2 equal to one, we have 
1=0 ^ 
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Now *(^^(1) = (-1)^^^ n! z(n+l), where z(s) = s is 
k=l 
the Riemann zeta function. The gamma, psi, and zeta functions 
are all tabulated in (44). A partial table of values of the 
integral is found in Table 4. In the table the notation En 
represents the n-th power of ten. 
Note that is one. Furthermore, notice that the 
sign of (-b)^ is always the same as the sign of the integral 
so that Equation 3.16 represents a positive quantity for all 
values of m. 
Table 4. 
00 
Values of I(m)=jJ^ e~^ log*" z dz 
m I (m) m i(m) 
1 .577216EO 6 .715067E3 
2 .19781IEI 7 .501985E4 
3 .544487E1 8 .402436E5 
4 .23561522 9 .362526E6 
5 .117839E3 10 .362704E7 
B. Generating Functions for Lower Order Statistics 
Now recall the relation of Equation 2.2 which we shall 
write as 
Zn-k+l = •'(''(n-lc+i) - ^ (n-k)) (3-17) 
k — 1^ 2^ •••J n 
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Now write Equation 3.17 for k equal to one 
X(n) = X(n-l) + \ • (3.18) 
Since and are independent we are able to write 
the moment generating function of the largest observation 
as 
Gx(n.i)+Z„(t) = 
Since is an exponential variate it has moment generating 
function 
Gz (t) = (l-bt)-l (3.20) 
n 
and Equation 3.19 becomes 
Ox, ,(t) = ,(t) (l-bt)-l. (3.21) 
*(n) *(n-l) 
Multiplying Equation 3.21 by (1-bt) gives us the moment 
generating function for X^^ in terms of the moment 
generating function of 
Gx,(t) = G (t) (1-bt). (3.22) 
(n-1) *(n) 
Prom Equation 3.13 for 6^^ ^(t) we have 
G„ (t) = exp(bt log n) r(l-bt)(l-bt) . (3.23) 
X(n-l) 
The method above is easily extended, for k small with respect 
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to n, to obtain the asymptotic moment generating function 
for X(n-k) as 
k 
Gv (t) = exp(bt log n) r(l-bt) tt (l- -|t) (3.24) 
^(n-k) J=1 j 
Taking derivatives we have 
g'""' (t) = Z (?) Qi°"f (t) h{l,k,t) (3.25) 
(n-k) 1=0 (n) 
k = 1, 2, 
where 
and 
h(l,k , t) -
C. Asymptotic Moments 
Prom Equation 3.13 we find the approximate asymptotic 
moments of the largest observation as 
E*(X/"\) = b* z (Î) (log n)m-l 1(1) (3.27) 
i-0 
where l(l) are the absolute values of the integral in Table 
4 with 1(0) = 1. The notation E*(X) will be used to denote 
the asymptotic expectation of X. 
To find the asymptotic moments of lower order statistics 
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we use Equation 3.25 evaluated at t equal to zero. Letting 
b equal one we have 
=*(*(n-k))= Jgti' h(l , k , 0 ) E*(X(nj^) . (3.28) 
There is some difficulty in evaluating 'h(i,k,0) . 
Note that 
S (1-t/j) = (l-t)(l-t/2)(l-t/3)...(l-t/k) 
j=l 
which is a polynomial of degree k in the variable t. Hence 
there are at most k nonzero derivatives of tt ( 1-t/j), and 
i=l 
h (i ,k,0)= 0 for i > k. Individual values may be found 
recursively using 
h(i,k+l,0)= h(l-l^k,0)-h(l,k,0) (3.29) 
(3.29) 
i ^ 1; 2; ••• Ic — 1^2^ ••• 
k+1 
since TT ( 1-t/j) = (l- t—rr (1-t/j). Several values appear 
j=l J=»l 
in Table 5. 
If the condition that b = 1 is relaxed the right side 
of Equation 3.28 must be multiplied by b^. 
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Table 5. 
Values of h(i,k,0) 
10 1 2 3 4 5 
k 
1 1 -1 0 0 0 0 
2 1 -3/2 1 0 0 0 
3 1 -11/6 12/6 -10 0 
4 1 -25/12 35/12 -30/12 1 0 
D. Asymptotic Crossproducts 
In Chapter II we used the relation j = 
X(k)^ where X is an exponential random variable and = 
^k,J-1 to find the moments of the cross-
products of two exponential order statistics. The are 
the exponential varlates defined in Equation 2.2. The 
moments of the ^ are given by the recursive relation 
E(wS,j) = m; (^rVii 
Hence the asymptotic moments of the crossproducts are 
(3.30) 
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Then the approximate asymptotic covariances are given by 
(3. 
* 
where C denotes the asymptotic covariance. 
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CHAPTER IV. THE EXPONENTIAL DISTRIBUTION 
The exponential distribution is a Weibull distribution 
with a shape parameter of one. The exponential density is 
given by 
g(x;b) = b"^exp(-x/b) x > 0, b > 0 (4.1) 
= 0 otherwise. 
Furthermore 
E(X) = b, V(X) = b^. (4.2) 
Prom Equation 2.7, the expected value of the k-th order 
statistic is 
E(X(j^)) = b8(n,k,l) (4.3) 
and has as its variance 
V(X(k)) = b2(S(n,k,2) - s2(n,k,l)) . (4.4) 
Sarhan (36) has written these relations as 
E(X(^)) = b l/(n-j+l) (4.5) 
and 
,2 k 
V(X(^)) = b<= Z l/{n-J+l)' . 
Furthermore, if k is less than 1, the covariance is 
(4.6) 
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('(^(k)/(l)) = (4.7) 
The values for Equations 4.5 and 4.7 may be found In the 
first columns of Table 1 and Table 2. 
Considering the asymptotic case we have from Equation 
3.27, setting m equal to one 
E*(X(n)) = b(log n + l(l)) = b(log n + .5772) 
(4.8) 
This is not surprising since it is known that = 
1 ^ 
log n. Hence log n approximates the sum of the reciprocals 
n 
S l/t. Values of Equation 4.8 for b = 1 are compared with 
the finite form of Equation 4.3 with k = n, in Table 6. The 
asymptotic formula is a close, simple, approximation to the 
exact value. The error is about 4 percent at n = 5 and de­
creases to about one percent for n = 100. 
To compute the lower asymptotic expectations, we use 
Equation 3.28 
E ^X(n-k)) = 1/J (4.9) 
= b (log n + 1(1) - S 1/j) 
j=l 
k — 1, 2, ...^ 1 
The error of the approximation is a constant and equal 













Comparison of the finite and asymptotic forms of the 
expected value of the largest exponential order statistic 
E*(X(n)) E*(X(n))-E(X(n)) n E*(X(n)) E*(X(n))-E(X(n)) 
2.3800 .0967 55 4.5845 .0087 
2.9783 .0493 60 4.6715 .0083 
3.3512 .0330 65 4.7516 .0076 
3.6225 .0248 70 4.8257 .0071 
3.8358 .0198 75 4.8947 .0066 
3.9784 .0165 80 4.9592 .0062 
4.1275 .0142 85 5.0198 .0058 
4.2661 .0124 90 5.0770 .0055 
4.3838 .0110 95 5.1311 .0052 
4.4892 .0099 100 5.1824 .0049 
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statistic. Prom Equation 3.27 and. setting b equal to one we 
have the second asymptotic moment of the largest order 
statistic of an exponential distribution as 
E*(X^n)) = log^n + 2l(l) log n+ 1(2) 
= log^n + 1.1544 log n + 1.9781 . (4.10) 
The I(i) are from Table Equations 4.8 and 4,10 give us the 
asymptotic variance of the largest observation. 
V*(X(n)) = E*(X^n)) " E*2(X(n)) 
= (log^n + 21(1) log n + 1(2)) - (log^n 
+ 21(1) log n + (1(1))2) 
= 1(2)  -  (1(1))^.  
Prom (44) , it is known that 1(2) - (l(l))^= TT^/6. Hence 
Equation 4.11 is independent of sample size. We note that 
from Equation 4.6 
V(X(k)) = jZ^l/(n-j+l)2 
which can be written for k = n as 
V(X( ,) = s l/j2. (4.12) 
^ ' J=1 
Now if we let n increase without bound it is known that 
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Limit S l/j^ = Tt^/6 (4.13) 
n — m j=l 
which is exactly the same as Equation 4.11. If the 
asymptotic value is compared to the values in Table 2 we 
see that the error of approximation is only about two per­
cent at n equal to 25. 




= [Et(X(n)) - 2E*(X(n))| - [f(X(n)) - if 
= E*(X(2)) -Ï?2(X(„)) - 1 
= T^(X(n)) - 1" (t.l") 
Continuing this procedure we find that 
v'(X(n-k)) = l/j2 (4.15) 
= # - l/j' 
which is exactly the value we would expect based on Equation 
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4.6. The use of the asymptotic expression as an approximation 
for the variance of an exponential order statistic has a 
constant error over the whole sample and that error is 
= ? 14" . 
i=n+l 
Hence the percent error for the largest statistic is 
00 
(100 T. 1/1^)/(tt^/6) . The asymptotic forms developed 
l=n+l 
above for expectations and variances give us close approxi­
mations for values outside the range of Tables 1 and 2. 
These results give us a quick test value based on the larger 
asymptotic variances. Furthermore, it is interesting that 
the theory based on the asymptotic properties for the largest 
order statistic fits so well over the whole sample value 
range. 
A. Censored Estimation of the Mean 
We shall next consider a special class of estimators of 
the mean, b, of an exponential distribution. Consider the 
random variables defined in Equation 1.6. Since the 
are independently and identically distributed as exponential 
with parameter b, their characteristic function is given by 
g- (t) = (l-ltb)-l. (4.16) 
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Consider a sum of the Zp. It is seen that 
Zj = X(i) + X(2) +X(n"r-l)+rX(n-r) 
Let fejç=(n-k •4-1) the observed values of and 
w = Z z./D (4.18) 
J=1 J 
where D is a suitably chosen constant denominator. The 
characteristic function of w is then 
g&(t) = (l-itb/b)-(n-r) (4.19) 
SO that its expectation is 
E(w) = (n-r)b/D . (4.20) 
Let h = w-b. The random variable h has as its characteristic 
function 
gh(t) = exp(-itb)(l-itb/b)"(""^) (4.21) 
and expectation 
E(h) = b(^""p^'°) . (4.22) 
The right-hand side of Equation 4.22 is exactly the bias of 
the statistic w for estimating b. Furthermore, the second 
derivative of Equation 4.21 gives the mean square (MSE) of 
^ for estimating b. 
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MSE(w) = b2(i-2((n-r)/D) + ((n-r)/b2) (4.23) 
+ ((n-r)/b)2) 
Consider the following special cases of the estimator w. 
X = r ZJn (4.24) 
J=1 ^ 
A n-r , V 
E_ = r zy(n-r) (4.25) 




W_ = T Zi/n (4.26) 
J=1 
Mr Zi/(n-r+l) (4.27) j=l ^ 
A 
Equation 4.24 is the usual mean estimator. Ej^ is the esti­
mator discussed earlier which was developed by Epstein and 
A A 
Wj, is the Winsorized mean. The estimator Mp Is developed 
by minimizing Equation 4.23 with respect to D and is thus 
the minimum MSE of this class of estimators for the 
exponential. The expected values of these estimators are 
E(X) = b (4.28) 
E(Ep) = b 
E(Wj.) = b(l-r/n) 
E(Mp) = b(l-CL/(n-r+l)) . 
Note that Y and Ej, are unbiased and all of the estimators 
are consistent for fixed r. The MSE of the estimates are 
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MSE(X) = bVn (4.29) 
MSE(E^) = (b2/n)(l+r/(n-r)) 
MSE(Wp) = (b^/n)(l+r(r-l)/n) 
MSE(Mr) = (b2/n)(n-(n-r)/(n-r+l))) 
If we define relative efficiency with respect to mean of 
the estimators as MSE(Z)/MSE(W) and denote this by REM, then 
the REM of the three estimators are given by 
REM(E^) = (n-r)/n (4.30) 
REM(W^) = n/(n+r(r-l)) 
REM(Mp) = (n-r+l)/n 
Note that in the case of the exponential, the maximum likeli­
hood estimate for b is Y. The values of REM will be tabu­
lated for the Weibull distribution in the next chapter. We 
A 
note that is the minimum mean square error estimate for 
the parameter of the exponential and REM(M^) = (n+l)/n which 
is greater than one and therefore, more efficient than the 
usual mean. 
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CHAPTER V. ESTIMATION AND TESTING IN THE 
WEIBULL DISTRIBUTION 
For convenience, we have chosen to write the Weibull 
distribution in this paper as 
A. Maximum Likelihood Estimation for the Mean 
In Chapter I the maximum likelihood estimates (MLE) for 
the parameters of the Weibull distribution were developed. 
Prom Equation 1.12 the MLE are the solutions of 
Furthermore the mean of the Weibull as derived in Equation 
1.10 is 
y > 0, a > 0, b > 0 
0 otherwise (5.1) 
(5.2) 
E(Y) m c r(a+l). (5.3) 
where b^ = c. Hence the maximum likelihood estimate of m is 
m = c r (2+1) (5.4) 
where c = ( —2y 
n 
By a two parameter Taylor series 
expansion 
/s 
m - m 
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= r(a+l)(c - c) + c r^^^(a+l)(â - a) . (5.5) 
It is known that the MUS ôf the Weiball distribution are con­
sistent, asymptotically efficient, and asymptotically normal 
Hence 
E. (m - m) = 0 (5.6) 
and 
V*(m) = ( r(a+l))2 v*(c) + c^C T ^ ^ ^(a+l) ) V(a) 
+  2 c r (a+l) r ( l )(a+l)C*(2,o) (5.7) 
where E*, V*, and C* represent the asymptotic expected 
values, variances, and covariances. It is known^that the 
limiting covariance matrix of the MLE of the parameters c 
and a is given by 
1.1087(ca)2 -.2570ca ^  \ 
I  (5.8)  
^-.2570032 .6079a ^  J 
Substituting into Equation 5.7 we have 
n V*(m) = 1.1087 (r(a+l)ca)^ + .6079 (T^^^a+Dc a.f 
- .5l4or(a+l)l"(l)(a+l)o2a2 . (5.9) 
Prom Equation 1.10 we have 
E(Y) = c r(a+1) (5.10) 
E(y2) = c2 r (2a+l) 
1 
n 
^Tho derivation of this result is given in the Appendix, 
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and therefore 
V(Y) = c2( r(2a+l) - ( r(a+l))^) . (5.11) 
Then from Equations 5.10 and 5.11 the mean square error (MSE) 
of the estimate of the mean Y = ^  ? Yi is given by 
2 
MSE(y) = |(r(aa+l) - (r(a+l))2) . (5.12) 
If we compare the approximate asymptotic variance of the 




1.1087(r(a+l)a)^+.6079(r^^\a+l)a f- .514 r(a+l)r^^^a+l)a^ 
r(2a+l) - (r(a+l))^ 
(5.13) 
1.1087a^+.6079(»(a+1) a)^-.514 $(a+l)a^ 
r(2a+l) " ( r(a+l))2 -
where * (a+l) = f ^ ^^(a+l)/ r(a+l). Note that Equation 5.13 
is independent of the scale parameter. In Table 7 we compare 
this efficiency for several values of the shape parameter. It 
is seen that as the shape parameter increases beyond one the 
relative efficiency decreases, that is the MLE becomes more 
efficient with respect to y. Study of Equation 5.13 shows 
why this reduction occurs since P(2a+l) is clearly the 
dominate tenm as the shape parameter increases. Hence, for 
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Table 7. _ 
Asymptotic relative efficiency V (m)/^SE(y) 
Shape parameter.5 1.0 2.0 3.0 4.0 5.0 
Efficiency .99795 1.0000 ,922^.0 . 68068 .3988^ .17563 
larger values of the shape parameter, the maximum likelihood 
estimator provides large gains in efficiency. The gains 
increase from about 10 percent for a = 2 to over 5 00 percent 
at a — 5. 
B. Censored Estimation 
In the previous chapter we studied the class of esti­
mators 
n-r 
w = ( % 7(1) + ry(n-r)^/^ (5.14) 
for the mean of the exponential distribution. We propose 
to now investigate this class of estimators for estimation 
of the mean of the Weibull distribution. We have defined 
in Chapter IV the relative efficiency (REM) of the class of 
estimators defined by w as being the mean square error of 
the mean, y, divided by the mean square error of w. For a 
given sample size n let 
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A' = ...0) (5.15) 
be a Ixn vector giving the linear combination of the order 
statistics of the estimator w. Let Y be the nxl vector of 
ordered observations. Then 
w = A'Y/D (5.16) 
and the expectation is 
E(w) = b^A'€/D (5.17) 
where S is an nxl vector of the expected values of the 
Weibull variates with scale parameter one. These values 
were computed in Chapter TI for samples up to size ten. A 
table for samples up to 25 is found in (28). Now 
V(A'Y/D) = b^^ A'^A/D^ (5.18) 
where ^  is an nxn matrix of covariances of the Weibull with 
unit scale parameter. A partial table of these values is 
found in Chapter II. Now the squared bias of the estimator 
is given by 
Bias^(w) = b^^(A'E - Da!)^/D^ . (5.19) 
Hence the mean square error of w is 
2a 
MSE(W) = (A'$A + (A'E - Dal)^) (5.20) 
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Using Equation 5»12 the relative efficiency with respect to 
the mean is 
REM(w) = (-—) ((2a)l - (al)^)_ (.^.21) 
A»:^A + (A'£ -Dal)2 
Recall from Chapter IV that we have introduced three 
cases of the estimator w; Wj,, the Winsorized mean; the 
Epstein mean; and the minimum mean square estimator of 
this class for the exponential. The relative efficiencies 
for these estimators are given in Table 8 for samples of 
size two to 25, shape parameters of one through five, and 
for the censoring indicated by r. For r equal to zero 
the relative efficiencies are all equal to one. 
Prom the empirical results of Table 8, we see that 
for all amounts of censoring, the REMs for the exponential 
are less than those for the corresponding estimator for 
the Weibulls with shape parameter greater than one. More 
importantly, as the shape parameter increases, the efficiency 
increases. Note however, that as censoring increases 
beyond two, the efficiency decreases for a given shape 
parameter. The gains in efficiency are quite large for 
large shape parameters. For the once censored case in a 
sample of size 2^, the gains range from 20 percent for 
a = 2 up to 1000 percent at a = The largest gains in 
efficiency for the once censored samples occur when the 
sample size is small. 
Table 8, 
REMs of r of n censored estimators of the mean 
of a Weibull with integer shape parameter 
Shape parameter 1 ^ ^ g ^ ^ ^ 
n r Wr. Er, Mr, W„ M„ E, 











































































































































































































































































































































































































































































































































































































































































































































Table 8. (Continued) 
Shape parameter 1^.2^^ 
n r Wj, Êp Mp 
18 3 0.75 0.83 0.89 0.97 1.16 1.09 1.90 2.09 
18 4 0.60 0.78 0.83 0.79 1.02 0.95 1.64 1.84 
19 1 1.00 0.95 1.00 1.29 1.26 1.29 2.26 2.21 
19 2 0.90 0.89 0.95 1.18 1.26 1.22 2.20 2.30 
19 3 0.76 0.84 0.89 0.96 1.15 1.09 1.86 2.04 
19 4 0.61 0.79 0.84 0.78 1.01 0.95 1.60 1.79 
20 1 1.00 0.95 1.00 1.28 1.25 1.28 2.22 2.17 
20 2 0.91 0.90 0.95 1.17 1.25 1.22 2.15 2.25 
20 3 0.77 0.85 0.90 0.96 1.14 1.08 1.82 2.00 
20 4 0.62 0.80 0.85 0.78 1.01 0.94 1.57 1.75 
20 5 0.50 0.75 0.80 0.65 0.89 0.82 1.39 1.57 
21 1 1.00 0.95 1.00 1.27 1.24 1.27 2.18 2.14 
21 2 0.91 0.90 0.95 1.16 1.24 1.21 2.11 2.21 
21 3 0.78 0.86 0.90 0.96 1.14 1.08 1.79 1.96 
21 4 0.64 0.81 0.86 0.78 1.01 0.94 1.53 1.72 
21 5 0.51 0.76 0.81 0.65 0.88 0.82 1.36 1.53 
22 1 1.00 0.95 1.00 1.26 1.24 1.26 2.15 2.11 
22 2 0.92 0.91 0.95 1.16 1.24 1.20 2.08 2.18 
22 3 0.79 0.86 0.91 0.91 1.04 1.00 1.67 1.78 
22 4 0.65 0.82 0.86 0.76 0.95 0.89 1.47 1.62 
22 5 0.52 0.77 0.82 0.64 0.85 0.79 1.31 1.47 
23 1 1.00 0.96 1.00 1.25 1.23 1.25 2.11 2.07 
23 2 0.92 0.91 0.96 1.15 1.23 1.19 2.04 2.13 
23 3 0.79 0.87 0.91 0.95 1.12 1.07 1.73 1.89 
23 4 0.66 0.83 0.87 0.78 1.00 0.94 1.48 1.66 
23 5 0.53 0.78 0.83 0.65 0.88 0.82 1.30 1.47 
24 1 1.00 0.96 1.00 1.24 1.22 1.24 2.08 2.05 
24 2 0.92 0.92 0.96 1.14 1.22 1.19 2.01 2.10 
24 3 0.80 0.87 0.92 0.95 1.12 1.06 1.70 1.86 
24 4 0.67 0.83 0.87 0.78 1.00 0.93 1.46 1.63 
24 5 0.55 0.79 0.83 0.65 0.88 0.82 1.28 1.45 
25 1 1.00 0.96 1.00 1.24 1.22 1.24 2.05 2.02 
25 2 0.93 0.92 0.96 1.14 1.21 1.18 1.98 2.07 
25 3 0.81 0.88 0.92 0.95 1.11 1.06 1.68 1.83 
25 4 0.68 0.84 0.88 0.78 0.99 0.93 1.48 1.60 
25 5 0.56 0.80 0.84 0.65 0.88 0.82 1.26 1.42 







M. W i ^4. 
2.02 4.99 5.21 5.13 15.57 15.86 15.75 
1.78 4.56 4.77 4.71 14.85 15.10 15.02 
2.26 5.14 5.02 5.14 14.15 13.77 14.15 
2.25 5.41 5.54 5.47 16.00 16.19 16.09 
1.98 4.81 5.02 4.95 14.88 15.16 15.06 
1.74 4.39 4.59 4.53 14.16 14.41 14.34 
2.22 5.00 4.88 5.00 13.64 13.30 13.64 
2.20 5.24 5.37 5.30 15.37 15.56 15.47 
1.94 4.65 4.86 4.78 14.26 14.54 14.44 
1.70 4.23 4.43 4.37 13.55 13.79 13.72 
1.52 3.96 4.14 4.09 13.14 13.33 13.28 
2.18 4.86 4.76 4.86 13.18 12.87 13.18 
2.16 5.08 5.21 5.15 14.80 14.99 14.90 
1.90 4.51 4.71 4.64 13.71 13.98 13.88 
1.66 4.09 4.29 4.23 12.99 13.23 13.16 
1.49 3.82 3.99 3.95 12.57 12.76 12.72 
2.15 4.78 4.68 4.78 12.78 12.47 12.78 
2.11 4.39 4.38 4.39 13.15 13.08 13.12 
1.74 4.24 4.37 4.32 12.99 13.17 13.11 
1.58 3.92 4.08 4.03 12,43 12.64 12.58 
1.43 3.67 3.83 3.79 12.05 12.23 12.18 
2.11 4.63 4.54 4.63 12.37 12.11 12.37 
2.09 4.82 4.93 4.87 13.81 13.99 13.90 
1.83 4.26 4.45 4.38 12.74 12.99 12.90 
1.61 3.84 4.03 3.98 12.02 12.25 12.19 
1.43 3.57 3.74 3.70 11.60 11.79 11.74 
2.08 4.52 4.44 4.52 12.01 11.77 12.01 
2.06 4.70 4.81 4.75 13.38 13.55 13.47 
1.81 4.15 4.33 4.26 12.32 12.56 12.48 
1.58 3.74 3.92 3.87 11.60 11.83 11.76 
1.41 3.47 3.63 3.59 11.17 11.36 11.32 
2.05 4.42 4.35 4.42 11.68 11.46 11.68 
2.03 4.59 4.70 4.64 12.98 13.15 13.06 
1.78 4.04 4.22 4.16 11.98 12.17 12.08 
1.55 3.64 3.82 3.77 11.21 11.43 11.37 
1.38 3.37 3.53 3.49 10.78 10.97 10.92 
1.25 3.19 3.33 3.30 10.52 10.67 10.64 
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For a given shape parameter, if the values in Table 8 
are multiplied by the corresponding values from Table 7, we 
have an indication of relative efficiency of the censored 
estimates with respect to the maximum likelihood estimate. 
That is 
MSE(x) _ V*(m) 
MSE(x) MSE(Q) ~ MSE(«) ' 
For the once censored case with a sample size of 25> these 
values are all greater than or equal to one. That is, 
once censored estimators of this type have a lower mean 
square error than does the maximum likelihood estimate. 
The gains in efficiency for the once censored case range 
from about 1^ percent for a = 2 to over 300 percent for 
a = 5. From the results of Splits tone (1|0) on the variances 
of the maximum likelihood estimators of the parameters of 
the Weibull for finite samples we know that the asymptotic 
variance differs fron the finite result by less than six 
percent for a sample size of 25* For example Splitstone's 
estimate of the variance of the estimated shape para­
meter of the Weibull based on a sample of size 2^ is .102 
while the asymptotic result is .096 . Of course the 
difference decreases as the sample size increases. This 
result suggests that for moderate sized samples, since the 
asymptotic variance of the shape parameter approximates that 
the true variance, the use of the asymptotic form in place 




In Chapter IV we considered the estimate M^, the 
minimum mean square error estimate of the mean of the 
exponential distribution 
MSE(M^) = (-Ar)^ (nr(2a+l) - (n-1) ( r(a+l) )^). 
0 n+1 
Recalling that MSS(x) =n^c^( r(2a+l) - (("(a+1))^), note that 
as the sample size increases we see that REM(MQ) approaches 
unity quite rapidly. Therefore the use of the REM instead 
of the relative efficiency based on Mq does not have a 
significant effect on the values of Table 8. 
C. Estimation of the Sura of the Largest Order Statistics 
We now consider the estimation of the expected value 
of the sum of the largest two order statistics, E(Y, _. + (n-1; 
Y, \). We shall compare the two estimators Y, ,. + Y, . (n) (n-1) (n) 
and 2Y . This study will allow us to make some specific 
(n-1) 
statements about the once censored estimators for the mean 
based on a sample of n observations which are discussed 
above. We must first develop some preliminary results. 
We will show that for Weibull order statistics, ^ (i) 
with integer shape parameter, a, larger than one that 
con-
sidering the exponential random variable X such that = 
Y^^j. In Chapter IV we have stated that for the exponential 
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distribution ^(*(n-j)'^(n)^ = ^^^(n-j)'^(n-l)^ since 
^^^in-j)'%(n-k)) == V(X(n_j)) if n-j < n-k. We now show for a>l 
that > C(X(n_j)'%(n-l))' Equation 2.19 
we have 
%(n) = %(n-j) + Wn,j (5.22) 
X(n-l) = X(n-j) + "n-l.j-l 
and from Equation 2.22 
E((X(„.J)X(„))-) = E(X(„.J) r (f) (5.23) 
1=0 
= Jo (i) 
Hence 
C(4n-j)'4n)) = Jo (l) 
(5.24) 
= s (p E(X^ ;ij))E(W^ :^ )-E(X^ „.j))l(f-)E(xi„._,))E{W^ ;^ j) 




Hence C(y{„.j),Y(„p > C(Y(„.j),Y(„.iP If -
> 0' but 
^n,j = X(n) - X(n-J) ^  %(n-l) ' %(n-j) = 
(5 .26)  
since Therefore we have the desired result , 
Jiemma ; For Y a Weibull random variable with integer 
s h a p e  p a r a m e t e r  a > l  
<='^(n-J)'ï(n))>C(ï(n-J)'ï(n-l)' (5.27) 
for j ^  1. 
From Equation 5.27 we write 
= (^(n-j)'ï(n) - ï(n-l)) ^  0 J > ^  • <5.28) 
That is,the covariance of any lower Weibull order statistic 
with the difference " ^ (n-l) positive. 
We now investigate the variance of certain linear 
combinations of order statistics. To facilitate the dis­
cussion we introduce the nxl vectors 
= (1, ..., 1,1,1) (5.29) 
= (1, ..., 1,2,0) 
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A' = (0, ...,0,-1,1) 
B { = (0, ...,0,1,1) 
= (0 , . . . ,0 ,2 ,0)  
D' = (1, . . .,1,0,0) . 
Then = Ag + A^, = Bg + A^, A^ = D + B, and Ag = D + Bg. 
Let Y be the nxl vector of Welbull order statistics and recall 
V(Y) = $ and E(Y) = 6. The nxn matrix ^  and the nxl vector 
£ are known from the results of Chapter II. Hence 
A^y = "s Y(i) + Y(„) (5.30) 
^2^ = ^(1) + ^ (n-1) 
Biï = ï(n-l) + \n) 
Bàï = 2ï(n-l) 
n-2 
D'Y = Z Y(I) . 
It can be easily shown by using the matrices of Equation 
5.29 and the result in Equation 5.28 that for Weibulls with a>l 
0 < V(Y(n-l) + ?(n)) -V(2Y(n-i:><V(VY(i) + Y(„)) 
- V(VY(i) +Y(„.i)) . (5.31) 
We will estimate the mean of the Weibull by estimating the 
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withY(2)+ ... + sumY + ... 
+ of observations is unbiased fort,E(2 We will 
compare the mean square errors of the two estimates. Now 
MSsCl\^) +ï(„)) - MSE(Vy(i) + Y(n.i)) = 
- A^IAG - ((AG-A^)'S)2 (5.32) 
= (Ag + A3) 'i(Ag + A3) - A^^Ag - (A^e)2 
=. A^^Aj + 2A^^Aj - (A^lf . 
We estimate the sum &^Y^^ ij*^^(n)) sum 
y(n_i) +Y(n) observations is unbiased for ^(n))' 
We will compare the mean square errors of the two estimates. 
MSE(Y(n_i) + Y(n)) - MSE(2 Yf^.i)) = 
B^tBi - - ((Bg (5.33) 
= (Bg + A3) '^(Bg + A3) - B^^Bg - (A^£)^ 
= A^^A3 + 2B^^3 - (A'S)2 . 
Hence the difference of the left-hand sides of Equations 
5.32 and 5.33 is 2(A2 -Bg) '^3. But 
2(A2 -B2)'^3 = 2P'^A3 
= 20("Ë Y(i),ï(„) - Y(n-i)) . 
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Prom Equation 5.28 this covariance is positive. Then we 
have 
MSE(Y(n_i) H- ï(n)) * < MSE{Vy(i) + Y(„)) 
n—1 
- MSE( r ï( i )  +  ï ( n - i ) )  •  ( 5 . 3 4 )  
We would wish to show that the difference in Equation 
5-33 is positive. Unfortunately this result is extremely 
difficult to prove. The covariance is positive from 
Equation 5.28 for a > 1. If > (A^8)^ we would have 
the desired result. That is if > (E(Y(n) -
Y(n_i))^ we would have the difference in 5.33 being positive. 
Under this assumption we would have, taking the square root 
of both sides yv(Y(n) - Y(n-l))/G(Y(n) " Y(n-l)) > But 
this is exactly the coefficient of variation of Y(n) - Y^^-i))-
Hence if the coefficient of variation were greater than one 
the right-hand side of Equation 5.33 would be positive. For 
the exponential distribution it is known that the coefficient 
of variation is one. Now for the Weibull with shape parameter a>l 
it is heuristicly clear that the difference ~ ^ n-l) 
would be more variable than since the distri­
bution is more skewed and hence the coefficient of variation 
would be greater than one. This is verified for small samples. 
Now we are able to show that the left-hand side of 
Equation 5.34 is positive for the larger sample sizes. 
We shall do this using the asymptotic theory developed in 
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Chapter III. In particular we use a special case of Equation 
3.28, namely 
E*(X(S-1)) = (5.35) 
Now we have already stated that Y(n-l) ^(n) estimates 
Y^npunbiasedly. However S.y^^-l) biased for 
E(Y(^_1j+ and the bias is 
S'(X(n.l)  -  = E«(X|„. ,))  -  Enxf„))  (5.36) 
= E'(X(n))- - E*(xf„)) 
= -aE*(Xf-j) 
(Bias (2y(n,i)))® = . (5-37) 
Next we find the asymptotic variance of the random 
variable 2Y(n-i) 
v'(2Y(n-l)) = V*(2X(n-l)) = 4(E*(X(*_1)) -S'^(X(n_i))  (5.38) 
= 4(E*(X^*)) - 2aE*(X^^j^) - (E*(X^n)) -ai*(X^;j))^) 
= 4E*(X(*)) - 8aE'(X^^)l)m4E'^(X^^)) 
-4a2E*^(X^;^) + 8aE*(X(„))E*(X^-)) . 
Hence the asymptotic mean square error of 2Y(f^_3^) is 
MSE»(2Y(n.i)) = 4E*(X(^)  - SaB^xf^^j^) - 4E*?X(n) ) 
- 3a^E'^(x|--^) + 8aE*(X(^))Ef(X^-j) . (5.39) 
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Now the approximate asymptotic variance and thus the mean 
square error of Y(n-l) "'"^(n) 
MS2*(Y(n_i) +ï(n)) = V*(X(n.l)) +V(X(„)) + 2C*(X^n.i).X(n)) 
(5.40) 
+ 2(E*(xtn-l)X{„)) - E*(X^„j)E*(X^„.3^,)) 
= 2E*(X(*)) - 2aE''(X^^)l) - tE^X^n)) ' 
+ 4aE%X^n))E!(X^-|) + 2E*(X(^.i)X^n)) . 
Prom Equation 3.30 and using the fact that = (a-l)l 
we have 
E'(X(n-l)X(n)' = Zff ) (5.41) 
= r If (E*(X(-;f) - (a+i)E*(xf;f-i)) . 
Now the highest two indices of 5.41 contain the highest 
moments of X^^). Substituting 5.41 into Equation 5.40 we 
write 
MSE*(Y(n-l) + Y(n)) = tE*(X^^)) - 4aE*(x|^jl) (5.42) 
- 2(2a-l)E*(X^^j2) _ 4E*%(„)) - aV(X^-j) 
+ 4aE*(X^r.))E*('^f;)) 
+ 2a!V (E*(X^+|) - (a+l)f (X^+^-l))/l: 
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Now taking the difference of Equations 5.41 and 5.42 
MSE*(Y(n_i) + Y(n)) " MSE*(2Y(n_i)) (5.43) 
= 4aE*(X(n)^) - (4a-2)E*(x2a-2) + 2a^E^(X^-^) 
- 4aE*(X^^^)E*(x|'-J) + 2a! V(E*(X^+i) 
- (a+i) E*(X|-+|-l))/iI 
The difference has, as we would expect, a value of zero 
for a equal to one. Substituting Equation 3.27 into 
Equation 5.43 we see that the difference MSE*(Y^n_i) + 
Y(^)) - MSE*(2Y^j^_2)) is expressible as a polynomial in 
log n since E*(X^^p = Z (^) (log n)^-! i(i). Study of 
Equation 5.43 shows us that the highest possible degree of 
this polynomial is 2a-l. However if we separate the two 
terms of this degree, letting R(i) be a polynomial of 
degree i in log n, we have 
4a(E*(X^^)l) - E*(X^^))E*(X^-j)) = 4a((log 
+ (2a-l)l(l)(log n)2a-2 + R(2a-3) - ((log n)^ 
+ al(l)(log n)&"l + R(a-2))((log n)^"^ 
+ (a-l)l(i)(log n)^"^ + R(a-3)) 
= 4a((log n)2a-l + (2a-l)l(l)(log n)2a-2 _ g^g n)^^-! 
- al(l)(log n)2*-2 _ (a-l)l(l)(log + R(2a-3)) 
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= 4a(R(2a-3)) 
where R(2a-3) = 0 If 2a-3 < 0. 
Hence the degree of the polynomial Is 2a-2. Collecting 
the terms In 5.43 which have degree 2a-2 , we have-
-(4a-2)E*(X(*j2) + Sa^E^X^'j) + 2a(a-l)f(x|^)2) = 
(4a^ - 6a + 2)(log n)2a-2 ^  R(2a-3). 
Then we are able to write Equation 5.43 as 
MSE-(Y(„.l) +Y(^)) - MSE*(2Y(n_i)) = 
(4a^ - 6a + 2)(log n)2a-2 + R(2a- 3) (5.44) 
where Y Is a Welbull with shape parameter a. Now due to 
the binomial form of E we know that the terms of 
R(2a-3) are of the form (log n)^®""^"^, 1 = 1, 2 , . . . ,  
2a-2 where are polynomials In a and the constants l(j). 
The values of I^j) are In Table 4. Hence the right-hand 
side of Equation 5.44 Is a continuous function in a. The 
derivative of this function is 
(8a-6)(log n)2a-2 + 2(4a-6a+2)(log(log n))(log n)^^ ^  
2a-2 
dâ °1 (log • (3.^5) 
Since the leading coefficient of the right-hand side 
of Equation 5.43 is positive for a > 1 and the leading 
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coefficient of the derivative is positive for a > 1 we 
conclude that Cor large sample sizes, the difference in 
Equation 5.^3 is an increasing function in a and is positive 
for a > 1. We are only able to check integer values of a, 
for example for a = 2 
MSE*(Y(N.I) +Y(„)) - MSE*(2Y(„.I)) = 
- aE*(X^^j)+ 8 (E&(X(n)) - E*(X(n))' 
= 6 (log n)^ + 25.27 log n + 32.8 > 0 .  
Now from Equations 5.44 and 5.^5 we conclude that 
+ Y(n)) - MSE*(2Y(^_i)) > 0 (5-46) 
for a > 1. Therefore from Equation 5.34 
«SE(VY(I) + Y(N.I)) <MSE(VY(I) +Y(„)) 
and 
MSE(W^) < M8E(Y) (5.4?) 
for large n. We have already shown that 5.47 is true for 
samples of size up to 25. Hence we conclude that 5.47 is 
true for all values of n. 




«=.' • ss;, • - ' ' «•« 
since the MSE(Wj^) is positive and expressible using Equations 
3.27 and 3.28 as a polynomial in log n of degree 2a. Hence 
the quotient on the right-hand side of Equation 5.48 approaches 
zero as n increases without bound since the highest power of 
log n in the numerator is 2a-2. We have already noted that 
equality also occurs if a is equal to one. 
D. Tests for Departure from the Exponential 
It is known that the distribution of the k-th order 
statistic in a sample of size n from a distribution with 
distribution function P and density function f is 
fy (x) = k (%)P(x)k-l(i_p(x))n-kf(x)dx (5.49) 
*(k) " 
Hence the distribution of the k-th order statistic of a 
standard exponential is 
fx (x) = k (k)(l-e-%)k-le-x("-k)e-%dx (5-50) 
(k )  
Using the binomial theorem on Equation 5.50 gives us 
= k Q (5.51) 
Now from Puller (l8) if & is a small number 
J%(l+A)e-a%dx = / (a-ly)l+Ae-ya-ldy 
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where y = ax. Hence 
= a-2-At-(2+4) .  (5.52) 
Furthermore if we expand the result of Equation 5.52 as a 
linear function of A we have 
a-2-Af-(2+&) = a-2r(2) - a-2(iog a)r(2)A +a-2r(l)(2)A 
(5.53) 
where f" Is the gamma function. Hence f"(2) = 1 and r(^^(2) = 
.4227. Prom Equation 5.52 the expected value of the k-th 
standard exponential order statistic to the power 1+A is 
E(X(%)) = J x^+^f^ (x)dx (5.54) 
= k(2) V(^)(-l)^(i+n-k+l)-2-^r(2+A) . 
i=0 
Using the approximation of Equation 5*53 we write Equation 
5.54 as 
1+A. „ k-1 
E(X(j,))= k(^) ^ M^I^)(-l)^((i+n-k+l) -2 
(1+ (- log(i+n-k+l) + .4227)6)) . (5.55) 
Letting 
k-1 




= k(v) z (k:l)(-l)l(i+n-k+l)"2 log (i+n-k+l) 
^ i=0 ^ 
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so we write Equation 5.55 as 
E(X(^j) = + (.4227A^ - Bk)A . (5-56) 
Recall Equation 1.1 and consider the random variables 
(n-k+l)(X(n_%+2) ~ ^ (n-k)^ (5.57) 
to be approximately uncorrelated. Then 
E(Z%) ± 1 + (.4227 + Dk)A (5.58) 
where 
Dk ~ -(n-k+l)(B% - B^^^) 
The Djç are Increasing with k and sum to zero. The values 
for Djç for sample sizes from 2 to 30 are found in Table 9. 
Suppose there is an initial estimate for a say &Q. Write 
the variables as 
1/9-0 
Zk = (n-k+l)(Y(^) - ï(k.i)) (5.60) 
where Is understood to be zero. Now let = 
(Va)(l+A) and hence from Equation 5.58 
1/ag 
E(Zjç) = c + (.4227 + D%)o A . (5.61) 
Therefore It is possible to estimate c^/®" and c^^®" A by the 
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Coefficients for the T 
N VALUES i,2,...,N 
2 -6.9315E-C1 6.9315E-01 
3 -1.CSE6E+00 1.1778E-Ci 
4 -1.3863E+00 -2.3557E-01 
5 -1.6094E+00 -4.9372E-01 
6 -1.7918E+00 -6.9783E-01 
1.3545E+CC 
7  -1.9459E+CC - e .6686E-Cl 
9.4253E-Û1 1.4232E+0C 
8 -2.0794E+00 -1.0112E+0C 
6.8CC9E-01 1.C3C0E+00 
9 -2.1972E+00 -1.1372E+00 
4.8146E-01 7.7941E-01 
10 -2.3026E+00 - 1.2490E + 0G 
3.1977E-01 5.8926E-01 
11 -2.3979E+00 -1.3495E+00 
1.8265E-01 4.3403E-01 
1.6025E+OC 
12 -2.4849E+0C -1.4408E+CC 
6.3248E-02 3.0205E-01 
1.2584E+00 1.6337E+0C 
13 -2.5649E+00 -1.5244E+00 
-4.2682E-02 1.8683E-C1 
1.0398E+00 1.2981E+0C 




statistic for a sample of size N 
9.8083E-01 
4.7113E-01 1.1507E+00 
1.5167E-01 b.8411E-01 1.2674E+00 
-8.550CE-02 3.8883E-C1 8.3175E-G1 
-2.7527E-C1 1.6752E-C1 5.5481E-01 
•4.3385E-01 -1.G961E-02 3.4601E-01 
1.4793E+00 
•5.7G24E-C1 -1.61C8E-G1 1.76o8E-01 
1.1016E+00 1.5266E+00 
6.89S7E-C1 -2.9087E-01 3.36C3E-02 
8.6090E-01 1.16I8E+00 1.5671E+GC 
•7.9671E-01 -4.0530E-01 -9.0599E-02 
6.7796E-01 9.2951E-C1 1.2134E+0C 
-8.93C5E-C1 -5.0771E-C1 -2.CC49E-C1 
5.2831E-01 7.5279E-01 9.8842Ë-01 
•9.8084E-01 -6.0042E-01 -2.9912E-C1 
4,0G8CE-01 b.0800E-01 8.1713E-Û1 
1.6617E+00 
-1.0615E+00 -6.8513E-01 -3.8864E-01 
2.8928E-01 4.8444E-C1 6.7o65E-01 
1.3336E+00 1.6869E+00 
15 -2.7081E+C0 -1.6732E+GC -1.1361E+00 —7«6314E—01 -4.7062E-01 
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1.1994E+Û0 1.3216E+0C 1.4631E+C0 1.6413E+00 1.9157E+CC 
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use of ordinary regression of on D^. If these estimates 
are dg and d^ then A = d^/dg and 
a = aQ(l+î) (5.62) 
Equation 5.62 can be iterated for a better estimate. If ag 
is the true value of the parameter then A is a ratio of 
linear combinations of independent exponential random 
variables. 
Define the statistic 
n n 
T = Z D^Z^/r Z^ (5.63) 
The statistic is a monotone function of /\ and is clearly 
independent of the scale parameter. Furthermore, the T 
statistic is appealing for testing the hypothesis Hgca = a^ 
versus H^:a+aQ. The distribution of the T statistic under the 
qull hypothesis is given by 
m (D , . 
P(T > r) = z ) (5.64) 
- Oj' 
J^n-i+l 
where D„ „ < r < D Note that Equation 5.64 is identical, 
n-m n-m+i 
except for the coefficients, to the distribution of the test 
suggested by Jackson (24) in Equation 1.20. The critical 
values for Equation 5.64 which we shall call Puller's T, 
are given in Table 10. Puller's T may be written in terms 
of the original variates as 
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TABLb 10. 
Critical values of the T statistic based on a sample of size N 
P(T > VaJ.«e)=C 
N C=.99 .975 .95 .90 .10 .05 .0?S .01 
2 -. 6792H -.65848 -.62383 -.55452 .55452 .62838 .65849 .67928 
3 -. 93957 — « 84714 -.74928 -.59568 .55719 .68127 .76901 .84686 
4 -1 .0078 -.87258 -.73906 -.57083 .53013 .65816 .75928 .86267 
5 -1 .0094 -.85491 -.71215 -.54238 .50743 .63015 .73156 .84126 
6 -. 98776 -.82605 -.68245 -.51729 .48500 .60402 .70282 .81212 
7 -. 95844 -.79551 —.65453 -.49485 .46461 .57956 .67572 .78 305 
B -. 92741 -.76624 -.62892 —.47466 .44627 .55734 .65067 .75559 
9 -. 89705 -.73896 -.60 556 -.45653 .42978 .53724 .62783 .73013 
10 86825 -.71378 — •5 8444 -.44021 .41492 .51905 .60702 .706 70 
11 .40146 .50253 .58806 .68519 
12 .38922 .48746 .5707 1 .66542 
13 .37803 .47367 .55479 .64 721 
14 .36775 .46099 .54013 .63038 
15 .35828 .44929 .52658 .61480 
16 .34951 .43844 .51401 .60032 
17 .34137 .42836 .50231 .58682 
18 .33377 .41895 .49139 .57241 
19 .32655 .41014 .48114 .56236 
20 66712 -.54599 -.44638 -.33662 .32000 .40188 .47155 .55126 
21 .31374 .39411 .46252 .54081 
22 .30784 .38679 .45400 .53094 
23 .30227 .37987 .44596 .52160 
24 .29699 .37331 .43831 .51275 
25 .29182 .36692 .43090 .50416 
26 .28723 .36119 .42419 .49635 
27 .28270 .35556 .41764 .48 8 74 
28 .27838 .35018 .41137 .48145 
29 .27427 .34507 .40541 .47454 
30 -. 55661 -.45669 -.37401 -.28287 .27032 .34016 .39969 .46789 
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(5.65) 
where = (n-k+l)Dj^. - (n-k^D^^^. Now from Equation 5.63, 
assuming the null hypothesis is true 
since E(Z%) is the same for all k and the sum of the is 
zero. 
It has been suggested by Puller (l8) that the T statistic 
tributed as N(0,l). Hence the critical values of Puller's T 
for n = 30 multiplied by /nVs = 4.51, should be approxi­
mately equal to the corresponding critical values of the 
normal distribution. The results in Table 11 suggest that 
the use of a normal approximation for small sample sizes 
would be somewhat inaccurate. Jackson (24) suggests that 
for his similar test, given in Equation 1.21, the approach 
to normality is rather slow, it appears that the normal 
approximation to Fuller's T would be satisfactory for large 
samples, especially for two tailed tests. 
White (47)' and others suggest transformed estimators 
based on the extreme value distribution as discussed in 
Chapter I. The transformation is the natural logarithm 
n n 
E(SDkZk) = SDi^(Zjç) = 0 (5.66) 
2 2 is approximately normal with variance S D%. /n . For n = 30, 
the sum of squares is 44.16 and the square root is 6.65. It 
is known that if X is distributed N(0,a^) then ^  x is dis-
Table 11. 
Comparison of T to normal 
for n = 30 
Level .99 .975 .95 .90 .10 .05 .025 .01 
Normal -2.33 -1.96 -1.64 -1.28 1.28 1.64 1.96 2.33 
T -2.51 -2.06 -1.68 -1.28 1.22 1.54 I.80 2.12 
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of the observations. That is if X is a Weibull random vari­
able then if Y = log X the distribution of Y is 
F(y) = P(Y < y) = P(log X < y) (5.67) 
= P(X < e^) 
= 1 - exp(-(e^'^o)^/a) 
= 1 - exp(-exp(a-;(y - log c))). 
Let A = log c and B = a, then the reduced random variable 
U = (Y-A)/te has distribution 
P(u) = P(Y < A + Bu) = 1-e""® . (5.68) 
The estimators are given by 
A = T AIY(I), B = T. BIY(I) (5.69) 
where the coefficients Aj_ and B^ are generated using the 
least square procedure of Lloyd (27) on the reduced vari­
ables. Hence the estimates are unbiased and have minimum 
variance in the class of unbiased estimates. White then 
gives tables of the expected values, variances, and covari-
ances of the reduced log Welbull variate and develops and 
tabulates the coefficients. Finally White computes the 
variances and covariances of the estimates. 
As a test of the hypothesis Hgia = &Q versus H^: a / ag, 
we can use the statistic 
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A 
B - ao 
" = 7W 
Unfortunately little Is known about the distribution of the 
estimators and Monte Carlo techniques must be used to get 
the critical points of the test. 
Consider the likelihood ratio test of HQ:a = ag versus 
H^:a = a^. Recall the density functions 
-1/a 1 _ , 
f(y;a,c) = __ y& exp(-(y/c) ^ ) . 
The likelihood function is 
L = (5 .71)  
Hence the likelihood ratio is 
. 1 ,n _ n n i.i 1 Vs-t 
^ ^ (^) c ai n exp(- S y^ ) 
Lq ~ ; (5.72) 
% 5 V, 
ao 
From Equation 1.12 the MLE estimate for the scale parameter 
is 
(A)"=" ao S y ^ao^exp(- ; y//^) 
c = (i Z yi'^S" . 
Substituting the above into Equation 5.43 the likelihood 
ratio is 
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Therefore the test is to accept Hq if 
R = ^ 1 l/S"! - 1/&0 
l/a,l <"^l' • (5.74) 
\T 
The distribution of the test is not known so that Monte 
Carlo methods are used to determine the critical points. 
The three tests given in Equation 5.63, 5-70, and 5.74 
were compared using Monte Carlo methods. The null hypothesis 
was that the shape parameter , a, was one, that Is, that the 
underlying distribution was exponential. The alternatives invest­
igated were Weifcull with shape parameters .8, 1.2, 2.0, and 
3.0. The Monte Carlo study consisted in generating 6,000 
samples of size 5, 10, and 20. The three null test statistics 
were computed for each sample u&ing the exponential as the 
underlying distribution and then ordered in increasing magni­
tude.. Then the critical values under the null hypothesis 
were found by identifying the desired, percentage points. 
The test was then calculated using as the underlying dis­
tribution a Weibull with shape parameter equal to that of 
the alternative hypothesis. These statistics were then placed 
in increasing order. The fraction of the sample exceeding 
the previously determined critical value gave the empirical 
97 
power of the tests. For the alternative shape parameter 
larger than one the critical point for a one sided test 
with alternative hypothesis shape parameter greater than 
one was used. Conversely the power of the one sided test 
for shape parameter less than one was compared for the 
Weibull with shape parameter of .8, The results appear 
in Table 12. The likelihood test proved to be the most 
powerful since the likelihood ratio test is always a most 
powerful test. Furthermore since the underlying distri­
bution of the alternative was always that of the altern­
ative hypothesis the simple versus simple likelihood 
ratio was in its most ideal situation. Had we used a test 
statistic based on an underlying distribution with some 
other shape parameter than that given in the alternative 
hypothesis we would expect the power to be reduced. The 
power of the log Weibull based test and Puller's T were 
approximately the same. As the underlying distribution 
departs from the exponential the power of the three tests 
becomes more uniform. The power also increases rapidly 
as sample size increases. 
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Powers of tests based 
that the distribution 
distribution 
Table 12. 
on a sample of size N 
Is exponential where 
is Weibull with shape 








 Q) O .05 .025 ..01 
T W R T w K T w R T W R 
N=5 
a-'=. 8 .193 ,197 .208 .115 .119 , 157 .060 .065 ,089 .020 ,025 ,051 
1.2 .218 .226 .272 .128 .142 . 164 .076 .08 3 , 09 0 .039 ,046 ,047 
2.U .610 .678 .682 .492 .524 ,554 .372 ,405 ,420 .290 .274 ,336 
3.0 .822 .893 .897 .740 .749 .783 .643 ,684 .690 .504 ,531 ,535 
N=10 
= 
.8 .282 .282 .299 .176 .180 .214 .084 .093 ,151 ,031 .033 ,061 
1 .2 .282 .288 .308 .173 .183 .207 , 104 , 108 . 140 ,061 .062 ,086 
2 .0 .845 .884 .904 .753 .813 .821 .659 ,726 ,751 ,556 .632 , 641 
3 .0 .976 .981 .984 .959 .962 .972 .921 ,952 ,961 .876 ,911 ,926 
N = 20 
= 
.8 .421 .441 .512 .281 .286 .321 .204 . 205 ,241 .094 . 090 , 140 
1 .2 .407 .412 .548 .275 .285 .338 .185 . 187 ,231 .112 ,114 , 160 
2 .0 .980 .987 .994 .961 .977 .981 .934 ,943 ,960 .890 ,921 ,930 
3 .0 1.00 1.00 1.00 .999 1.00 1.00 .998 1,00 1.00 .996 ,999 ,999 
1 
T is Fuller's T statistic, W is White's log Weibull statistic, 
and R is the likelihood ratio test, R is simple versus simple 
where the alternative hypothesis is the alternative used to get 
power. 
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CHAPTER VI. MOMENTS OP SYMMETRIC DISTRIBUTIONS 
PROM THEIR HALF DISTRIBUTIONS 
Suppose Y is a random variable with density function 
f(y))0 for Y>0 and f(y)= 0 otherwise» Let Z be the random 
variable with density function g(z) = (l/2)f(z) if z > 0 
and g(z) = (l/2)f(-z) if z < 0. Consider the conditional 
density of z given that z > 0. We know that 
g(zlz >0) = g(z, z > 0)/P(z > 0) (6.1) 
= g(z ,z  > 0) / ( l /2)  
= 2g(&,z > 0) 
= 2{l/2)f(z) 
g(z|z >0) = f(z) . (6.2) 
Suppose a sample of size n is drawn from g(z). Let J be 
the random variable equal to the number of observations 
greater than zero. Obviously J is a binomial variate with 
parameter p = 0.5. Then the conditional distribution of the 
J = j positive values of a sample of size n from the sym­
metric density g(z) given that J = j is precisely that of a 
sample of size j drawn from the half distribution f(z). 
Similarly, the conditional distribution of the n-j negative 
observations given that J = j is precisely that of a sample 
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of size n-J drawn from the half distribution f(-z). If the 
are the ordered random variables, we are able to write 
for fixed k, 0 < k < j 
s(Z(n-k)|J = J) = fX(j_%)(Z(j-k)) (6.3) 
where ffz^j,^)) is the distribution of the (j-k)-th order 
statistic from a sample of j observations. Since there are 
n-J observations less than zero we use the same argument for 
k ^  J to write 
s(Z(n-k)|J = j) " 
where f(-z^^ j+i)^ Is the distribution of the (k-J+l)-st 
order statistic from a sample of size n-J. Then for fixed k 
E(Z(n_j^)lJ = J) = j) If 0 < k < j (6.5) 
= Of n-J) If k » j 
where the expected values on the right-hand side are based 
on samples of size j and n-J respectively. Since J is a 
random = j)). The expected value, 
E, is the sum over all the possible values of J multiplied 
by P(J = j). Hence for any k, 0 < k < n-1 




+ Z P(n,j)E(Y(j_%) of J) 
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where P(n,j) = (j)(l/2)^. 
Through a similar argument we are able to find the 
expected values of the crossproducts of order statistics 
of the symmetric distribution as 
E(Z(i)Z(k)) = jZQP(n.j)E(Y(i_j)y(k.j) of n-3) (6.7) 
+ Of of n-
+ X P{n, j-1+1)) of j) 
J—K 
where 1 < k. 
A. Moments of the Double Welbull 
In Chapter II the moments for the order statistics of 
the Welbull distribution with integer shape parameter were 
derived from the moments of a transformed random variable X 
I/o 
where X = Y and Y is the Welbull varlate. The recursive 
relation defining the moments is given by 
E{x"k)) = m! _ (6.8) 
Prom the transformation we have the q-th moment for a 
Welbull with scale parameter c and shape parameter a, 
E(Y(%)) = o'>E(X®^)) . (6.9) 
The only restriction is that aq be a positive integer. If 
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we write the density function of Y as 
1 ~ ^  ^/&/ 
f(y;a,b) = ^ y exp(-y y > 0, a > 0, b > 0 
= 0 otherwise (6.10) 
then the symmetric density related to the above density is 
given by 
1 a " 1 Va / 
f(z;a,b) = |zl exp(-lzl ^b) - « < z < « 
a > 0, b > 0 (6.11) 
We seek the moments of Z as a function of the moments of Y. 
Hence from Equations 6.6 and 6.9 we have 
= ,:oP("'J)G((-X(k-j+i))* of n-J) 
^ m 
Z^ is the q-th moment of a double Weibull with shape parameter 
a such that m = qa. The values derived from Equation 6.12 
may be multiplied by b^^ to generate the moments of Welbulls 
with nonunlt scale parameters. Figure 1, presented here, 
from (29) is for the double Weibull and we find the value 
for the q-th moment of a double Weibull with shape parameter 
a in the aq-th column of the table. For example, if Y^^^ 
is the fourth order statistic in a sample of size five with 
shape parameter two then E(Y(^)) = 0.830695 and E(y|JI|)) = 
MOMENTS OF THE KTW CROER STATISTIC 




« K 1 2 3 I 4  5  6  7  8 9  10 
2 2 7.  5000CE-01 2  .00000!;  00 5 .  62500E 00 2.  40000Ê 01 1.  13125e 02 7.20000E 02 5- 020305 03 4 .031995 04 3 .625245 05 3 .  620765 06 
3 3  1 .  1250CS 00 2 .680552 00 e- 437505 00 3 .  ,494315 01 1 .  771375 02 1.071315 03 7.  530466 03 6 .036325 C4 5  .43755= 05 5 .  44044S 06 
3 2 C.  ,C0CC0c-01 6  .330905-01 0 .  000005-01 2 .  101852 00 0 .  000002-01 1.63B12E 01 0 .  000005-01 2  .331765 02 0 .000005-•0'. 5.  20436-:  03 
4  4 1.  3054:= 00 3 .361115 00 1 •  09744S 01 4 .  589015 01 2 .  346075 02 1.423625 03 1 .  002205 04 3 .040645 04 7 .24699Ê 05 7 .  252105 06 
4  3 3 .  43750E-01 6  .363905-01 8 .  26821E-0i  2.  101855 00 4 .  92319c 00 1.63811E 01 5 .  57210E 01 2  .331765 02 1 .035942 or.  3.  25332:  03 
5  5 1 .  50354= 00 3 .993715 00 1 .  337355 01 5 .  659345 01 2 .  91205S 02 1.773 05E 03 1 .  250435 04 1 ,004132 05 9  .05439E 05 9 .  06 2 c.  72 06 
5 4  5 .  72916E-01 0 .306955-01 1 .  378035 CO 3 .  116C4E 00 8 .  213655 00 2.5C640E 01 9 .  286335 01 3  .791265 02 1 .72652E 03 C.  707:35 03 
5 3  0 .  COOOOE-01 3  .511805-01 0 .  OOOOOE-01 5 .  793595--01 0.  OCOOOc-01 2 .156525 00 0 .  000005-01 1 .42435= 01 0 .OOOCOH-Cl 1.  472142 02 
6  6 1 .  756245 00 4  .57036e 00 1.  566335 01 6 # 703 50£.  01 3 .  470635 02 2.120125 03 1.  497735 04 1 .203545 05 1 .086016 06 1.  05727';  G 7  
6  5 7 .  499905-01 1 .07045C 00 1.  924405 00 4 .  385535 CO 1.  18893e 01 3.771765 01 1 .  369415 02 5 .61564E 02 2 .56911E 03 1 .  292615 04 
6  4  2.  1S750E-01 3 .511005-01 2.  353125-•01 5.  793585-01 8.  622895-01 2.15682E 00 4 .  723072 00 1 .424055 01 4  .123025 01 1 .  4  71602 02 
7 7 1.  09947:  00 5 .120345 00 1 .  785015 01 7 .  723955 01 4.  022395 02 2.464903 03 1.  744275 04 1 .403105 05 1 .266412 06 1 .  26-3175 07 
7  6  3 .  <;: ,?73£-ci  .323505 CO 2 .  49444E 00 5.  000055 00 1 « 604145 01 5.146255 01 1.  804115 02 7 .768755 02 3  .56781C 03 1,  0079.0= 04 
7 5  3 .  328120-01 4  .378305-01 4 .  992965-•01 C.  29421S-•01 1 .  50901c 00 3.35521S 00 3 .  265362 00 2  -32847c 01 7 .21^936 01 2 .  475?7c 02 
7 4  0 .  oooooE-o:  2 .356485-01 0.  oooooe-oi  2 .  459422-01 0 .  OCOOOc-Ol 5 .509665—01 0 .  000005-01 2 .200045 00 0 .000002-01 1 .  33023E 01 
S 8  2 .  C24<>15 CO 5  .526925 00 1 .  996025 01 S.  72236E 01 4.  567545 02 2.80746 5 03 1 .  9C992E 04 1 .602175 05 1 .446652 06 1,  44D9C2 07 
C 7  1.  02350E CO .57C225 00 3 .  007105 00 7 .  35039E 00 2 .  063655 01 6 .  69390E 01 2.  469835 02 1 .023855 03 4  .71942= 03 Z -3974 7 5 04 
3 6  5 .  1699:=-01 5 .591395-01 7 .  164415-01 1.  17951Ê 00 2 .  25640= 00 5.03295c 00 1 .  269 255 01 3  .593535 01 1 .120455 02 3 .  07974';  02 
8 5 1 .  591305-01 2 .356475-01 1.  37307E-C1 2.  459415-01 2 .  633516-01 5.539665--01 C.  867615-01 2  .200035 CO 4  -646495 00 1 .  329775 01 
9 9  2 .  135785 00 6  .101515 00 2 .  200215 01 9.  700235 01 5 .  10644E 02 3.147095 03 2.  234765 04 1 .800825 05 1 .626725 06 1 .  6297::  07 
9  S 1  « 135292 00 1 .830165 00 3 .  697412 00 3 .  994005 00 2 .  56333E 01 8.402 77= 01 3 .  123375 02 1 .301435 03 6  .020615 03 3.  06: ,  162 04 
9  7 6 .  32226E-01 6  .966535-01 9 .  51013e-•01 1.  600026 00 3.  14758É 00 7.12350E 00 1 .  824C6E 01 5 .214322 01 1 .647706 02 5 .  7075-5'  02 
9 6 2.  065235-01 2 .841115-01 2.  472962-01 3 .  334835--01 4 .  74032 5-01 S.416745-01 1.  596175 00 3 .519132 00 8 .363115 00 2 .  213973 o:  
9 5 0 .  oocooe-01 1 .750685-01 0 .  000005-01 1.  30265=-•01 0 .  000005-01 2.055815-01 0 .  00000 5-01 5 .511195-01 C .00000=--01 2 .  234792 CO 
10 10 2.  23500S 00 6 .540675 00 2.  396665 01 1.  065095 02 5 .  639385 02 3.406255 03 2 .  470002 04 1 .999122 05 .  8C664E 06 1 .  310^:-V 07 
10 9  X •  235595 00 2 .077155 00 4 .  370645 00 1 •  072225 o:  3.  09944 5 01 1.026245 02 3 .  54174= 02 1 .605625 03 7 .46010= 03 3 .  S119. .2  04 
10 0 7 .  341245-01 Q .423025-01 1.  2C450E 00 2 .  001192 CO 4 .  108765 00 9.641225 00 2 .  49902 = 01 7  .21340= 01 2 .29672= 02 0 .  00017H 02 
10 7  3 .  94466£-01 3 .563065-01 3 .  595375-01 4.  77295E-01 7 .  181835-01 1.265735 00 2 .  49170= 00 5 .49779E 00 1 .333332 01 3 .  539765 o;  
-.0 6 1.  246095-01 1 .750635-01 7 .  893415-02 1.  302655-01 1 .  073035-01 2.055815-01 2.  5287:5-01 5 .511165-01 9 .064455-01 ?.. 2330'-2 00 
11 11 2 .  326725 00 6  .971705 00 2.  5S6S05 01 1 .  159955 02 6.  166645 02.  3 .322 625 03 2 .  722055 04 2 .19709E 05 1 .906392 06 1 .  99090:  07 
11 iO 326625 00 2 .313255 00 4 .  952932 00 1.252322 01 3 .  66S605 01 1.226355 02 4 .  622145 02 1 .94497E 03 9 .059072 03 4 .  63462:  C4 
11 9  C.  2597.;  5-01 9 .919Ù9E-01 1.  475335 00 2 .  617475 00 5- 373682 00 1.257415 01 3 .  299255 01 9  .61275E 01 3 .002335 02 1 .  079712 03 
11 3  4 .  093325-01 4 .431335-01 4 .  82294E-•01 6.  51097E--01 l .  01563E 00 1.818102 00 3 .  650615 00 8  .150095 00 2 .C00132 01 5 .  352 76= 01 
11 7 2 .  2S450E-01 2  .05724E-C1 1 .  44713E- 01 1 .  731415-01 1.  976405-01 2.990935-01 4 .  635975-01 8 .561885-01 1 .661685 00 3 .  637395 00 
Figure 1. Moments of the K-th order statistic from the double éxponentlal distribution. 
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3.11684. For values not In the table use the relation 
Prom Equations 6.7 and 6.9 the moments of the cross-
products are 
E((Z(i)Z(^))"') = g n-j) 
k—1 
+ S^P(n.J)E((-X(j.i+i))'° J)E((X(j_k))of n-j) 
+ S P(n,3)E(((-X(j_^^^j)(-X(j.i+i)))"" of J) (6.13) 
where 1 < j. For the double Welbull with shape parameter a, 
the q-th moment of the crossproducts is found in the aq-th 
column of Table 13. For example of a double 
Welbull with shape parameter of three in a sample of five 
is 77.428. 
Our results were compared to those of Sarhan (36) for 
the double exponential of samples up to size five and agreed 
on the fifth digit. 
The combinatorial forms of Equations 6.6 and 6.7 are 
not dependent on the distribution. Thus we are able to 
generate the moments of the order statistics of any symmetric 
distribution from the moments of the related half distribution. 
For example, we are able to get the moments of the Isoceles 
triangular from the right triangular distribution, the uni­
form (-a,a) from the uniform (0,a), and the normal from the 
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TABLE 13. 
Expected crossproducts of the i-th and j-th 
of the double Weibull with shape parameter 
sample of size n 
n i J ^  ^ ^ ^ 
2 12 0. OOOOE+00 4.0000E+00 0. OOOOE+00 
3 12 4.7222E-01 
3 1 3 -9.4444E-01 
3 2 3 4.7222E-01 
4 12 9.4444E-01 
4 13 -2.0139E-01 
4 14 -1.6875E+00 
4 2 3 2.0139E-01 
4 2 4 -2.0139E-01 
4 3 4 9.4444E-01 
5 12 1.3927E+00 
5 13 2.6403E-01 
5 1 4 -7. 1062E-01 
5 15 -2.3387E+00 
5 2 3 2. 8017E-01 
5 2 4 -1.1375E-01 
5 2 5 -7.1062E-01 
5 3 4 2.8017E-01 
5 3 5 2.6403E-01 
5 4 5 1.3927E+00 
6 12 1.8169E+00 
6 1 3 6.5102E-01 
6 14 -1.9828E-01 
6 15 -1.1569E+00 
6 1 6 -2.9297E+00 
6 2 3 4.3738E-01 
6 2 4 2.7656E-02 
6 2 5 -3.9656E-01 
6 2 6 -1.1569E+00 
6 3 4 1.7062E-01 
6 3 5 2.7656E-02 
6 3 6 -1.9828E-01 
6 4 5 4.3738E-01 
6 4 6 6.5102E-01 
6 5 6 1.8169E+00 





1.9259E + 00 -1.9176E+00 
9.4444E+00 -9.4922E+01 
6.2963E-01 1.9176E + 00 
1.9259E+00 -1.9176E+00 











































2.6316E+03 -6. 8790E + 04 
1.8083E+01 1.9505E+02 
5.8829E + 00 -9.0309E+00 
1.2044E+02 -1.4660E+03 
1.8083E+01 1.9505E+02 
8.9736E + 01 1.0848E + 03 
1.3330E+03 3.4582E+04 










3.7624E+00 1.8311E + 01 
3.5731E+01 -3.1863E+01 
3.3432E+01 3.7493E+02 









































































TABLE 13. (CONTINUED) 
1 3 1. 0019E+00 3. 8727E+00 2. 4427E+01 2. 4999E+02 3. 6688E+03 
1 4 I. 8242E-01 1. 4635E+00 3. 5740E+00 3. 7153E+01 2. 8577E+02 
1 5 —5. 8033E-01 1. 8624E+00 -5. 6878E+00 4. 5311E + 01 -3. 5833E + 02 
1 6 -1. 5678E+00 5. 8102E+00 —3. 5737E+01 3. 4628E+02 -4. 8420E+03 
1 7 -3. 4744E+00 2. 4199E + 01 -2. 8537E + 02 5. 2382E+03 -1. 4050E+05 
2 3 6. 2082E-01 1. 5456E+00 7. 2274E+00 5. 5638E+01 6. 3704E+02 
2 4 1. 8483E-01 4. 9114E-01 1. 2148E+00 6. 5164E+00 4. 5085E+01 
2 5 -1. 9424E-01 4. 2070E-01 — 3. 9476E-01 2. 7276E + 00 -5. 3675E + 00 
2 6 -6 . 6632E-01 1. 3003E+00 —3 « 9645E+00 1. 9986E+01 -1. 4152E+02 
2 7 -1. 5678E+00 5. 8102E+00 -3. 5737E+01 3. 4628E+02 -4. 8420E+03 
3 4 1. 9676E-01 2. 5669E-01 5. 9432E-01 2. 4790E+00 1. 5490E+01 
3 5 1. 3785E-02 1. 6543E-01 1. 0518E-01 6. 6606E-01 1. 8225E+00 
3 6 -1. 9424E-01 4. 2070E-01 -3. 9476E-01 2. 7276E + 00 -5. 3 6 75E+00 
3 7 -5. 8033E-01 I. 8624E+00 -5. 6878E+00 4. 5311E+01 — 3 . 5833E+02 
4 5 I. 9676E-01 2. 5669E-01 5. 9432E-01 2. 4790E+00 1. 5490E+01 
4 6 1. 8483E-01 4. 9114E-01 I. 2148E+00 6. 5164Ê+00 4. 5085E+01 
4 7 1. 8242E-01 1. 4635E+00 3. 5740E+00 3. 7152E+01 2. 8577E+02 
5 6 6. 2082E-01 I. 5456E+00 7. 2274E+00 5. 5638E+01 6. 3704E+02 
5 7 1. 0019E+00 3. 8727E+00 2. 4427E+01 2. 4999E+02 3. 6688E+03 
6 7 2. 2191E+00 I. 3445E + 01 I. 4940E+02 2. 6725E+03 7. 0861E+04 
1 2 2. 6013E+00 1. 6682E+01 1. 9148E+02 3. 4867E+03 9. 3377E+04 
1 3 1. 3307E + 00 5. 2905E+00 3. 5619E+01 3. 7421E+02 5. 6214E+03 
1 4 5. 0656E-01 1. 9008E+00 7. 5526E+00 5. 8647E+01 5. 7877E + 02 
1 5 -1. 8180E-01 1. 2493E+00 —6. 1836E-01 2. 0125E+01 -1. 1986E+01 
1 6 -9. 2315E-01 2. 6302E+00 -1. 0613E+01 7. 4376E+01 -7. 0250E+02 
1 7 -1. 9536E+00 7. 8501E+00 -5. 1588E+01 5. 1722E+02 -7. 4138E+03 
1 8 -3. 9814E+00 2. 9649E + 01 -3. 6330E+02 6. 8118E+03 -1. 8486E+05 
2 3 8. I437E-01 2. 1753E+00 1. 0722E+01 8. 4957E+01 9. 9065E+02 
2 4 3. 4825E-01 7. 2731E-01 2. 2180E+00 1. 1562E+01 8. 5291E+01 
2 5 -2. 1475E-02 3. 5669E-01 2. 3637E-01 2. 2564E+00 7. 0029E+00 
2 6 -4. 0464E-01 6. 3053E-01 -1. 1958E+00 4. 6105E+00 -2. 0689E + 01 
2 7 -9. 280IE-01 1. 9702E+00 —6« 7333E+00 3. 5361E+01 -2. 6235E+02 
2 8 -1. 9536E+00 7. 8501E+00 -5. 1588E+01 5. 1722E+02 -7. 4138E+03 
3 4 2. 7323E-01 3. 8060E-01 9. 9559E-01 4. 3791E+00 2. 8613E+01 
3 5 6. 4308E-02 1. 5324E-01 1. 8687E-01 6. 8480E-01 2. 7434E+00 
3 6 -1. 3778E-01 2. 0197E-01 -1. 3990E-01 6. 0984E-01 -9. 4102E-01 
3 7 -4. 0464E-01 6. 3053E-01 -1. 195 8E+00 4. 6105E+00 -2. 0689E+01 
3 8 -9. 2315E-01 2. 6302E+00 -1. 0613E+01 7. 4376E+01 -7. 0250E+02 
4 5 1. 3897E-01 1. 2594E-01 1. 9511E-01 5. 4364E-01 2. 2339E+00 
4 6 6. 4308E-02 1. 5324E-01 1. 8687E-01 6. 8480E-01 2. 7434E+00 
4 7 -2. 1475E-02 3. 5669E-01 2. 3637E-01 2. 2564E+00 7. 0029E+00 
4 8 -1. 8180E-01 1. 2493E+00 —6. 1836E-01 2. 0125E+01 -1. 1986E+01 
5 6 2. 7323E-01 3. 8060E-01 9. 9559E-01 4. 3791E+00 2. 8613E+01 













































TABLE 13. (CONTINUED) 
8 5. 0656E-01 1. 9008E+00 7 .5526E+00 5. 8647E+01 5. 7877E+02 
7 8. 1437E-01 2. 1753E+00 1 .0722E+01 8. 4957E+01 9. 9065E+02 
8 1. 3307E+00 5. 2905E+00 3 .5619E+01 3. 7421E+02 5. 6214E+03 
8 2. 6013E+00 1. 6682E+01 1 .9148E+02 3. 4867E+03 9. 3377E+04 
2 2. 9653E+00 2. 0049E+01 2 .3708E+02 4. 3902E+03 1. 1869E+05 
3 1. 6434E+00 6. 8931E+00 4 .8788E+01 5. 2734E+02 8. 0846E+03 
4 8. 0071E-01 2. 60155+00 1 .2152E+01 9. 2473E+01 9. 6983E+02 
5 1. 3877E-01 1. 2233E+00 2 .1492E+00 2. 0653E+01 1. 1403E+02 
6 -4. 9567E-01 1. 4875E+00 -3 .4613E+00 2. 4161E+01 -1. 4032E+02 
7 -1. 2424E+00 3. 6499E + 00 -1 .6578E+01 1. 1770E+02 -1. 1718E+03 
8 -2. 3191E+00 1. 0096E+01 -7 .0134E+01 7. 2711E+02 1. 0657E+04 
9 -4. 4563E+00 3. 5235E+01 -4 .4707E+02 8. 5503E+03 -2. 3463E+05 
3 1. 0114E+00 2. 8994E+00 1 .4963E+01 1. 2185E+02 1. 4455E+03 
4 5. 1451E-01 1. 0530E+00 3 .5379E+00 1. 8922E+01 1. 4422E+02 
5 1. 3920E-01 4. 2995E-01 7 .6825E-01 3. 4967E+00 1. 7611E+01 
6 -2. 0860E-01 4. 0049E-01 -3 .1667E-01 1. 8738E+00 -2. 7083E+00 
7 —6 « 0944E-01 9. 5984E-01 -2 .2410E+00 8. 4032E+00 -4. 2756E+01 
8 -1. 1829E+00 2. 7784E + 00 -1 .0327E+01 5. 692 8E+01 -4. 3802E+02 
9 -2. 3191E+00 1. 0096E+01 -7 .0134E+01 7. 2711E+02 -1. 0657E+04 
4 3. 7309E-01 5. 6420E-01 1 .5919E+00 7. 2839E+00 4. 8902E+01 
5 1. 4165E-01 2. 1045E-01 3 .6789E-01 1. 2271E+00 5. 6160E+00 
6 —6.  2128E-02 1. 444&E-01 2 .1887E-03 3. 4969E-01 3. 5229E-01 
7 -2. 8909E-01 3. 1698E-01 -4 .2408E-01 1. 1302E+00 —3 « 5277E+00 
8 —6 . 0944E-01 9. 5984E-01 -2 .24I0E+00 8. 4032E+00 -4. 2756E+01 
9 -1. 2424E+00 3. 6499E+00 -1 .6578E+01 1. 1770E+02 -1. 1718E+03 
5 1. 5065E-01 1. 3133E-01 2 .1092E-01 5. 8845E-01 2. 4493E+00 
6 4. 5478E-02 8. 2825E-02 6 .8626E-02 1. 8519E-01 5. 0633E-01 
7 -6. 2128E-02 1. 4446E-01 2 .1888E-03 3. 4969E-01 3. 5229E-01 
8 -2. 0860E-01 4. 0049E-01 -3 .1667E-01 1. 8738E+00 -2. 7083E+00 
9 -4. 9567E-01 1. 4875E+00 -3 .4613E+00 2. 4161E+01 -1. 4032E+02 
6 1. 5065E-01 1. 3133E-01 2 .1092E-01 5. 8845E-01 2. 4493E+00 
7 1. 4165E-01 2. 1045E-01 3 .6789E-01 1. 2271E+00 5. 6160E+00 
8 1. 3920E-01 4. 2995E-01 7 .6825E-01 3. 4967E+00 1. 7611E+01 
9 1. 3877E-01 1. 2233E+00 2 .1492E+00 2. 0653E+01 1. 1403E+02 
7 3. 7309E-01 5. 6420E-01 1 .5919E+00 7. 2839E+00 4. 8902E+01 
8 5. 1451E-01 1. 0530E+00 3 . 5379E+00 1. 8922E+01 1. 4422E+02 
9 8. 0071E-01 2. 6015E+00 1 .2152E+01 9. 2473E+01 9. 6983E+02 
8 1. 0114E+00 2. 8994E+00 1 .4963E+01 1. 2185E+02 1. 4455E+03 
9 1. 6434E+00 6. 8931E+00 4 .8788E+01 5. 2734E+02 8. 0846E+03 
9 2. 9653E+00 2. 0049E+01 2 .3708E+02 4. 3902E+03 1. 1869E+05 
2 3. 3127E+00 2. 3518E+01 2 .8586E+02 5. 3782E+03 1. 4672E+05 
3 1. 9428E+00 8. 6434E+00 6 .3892E+01 7. 0981E+02 1. 1090E+04 












































TABLE 13. (CONTINUED) 
1 5 4. 1853E-01 1. 5021E+00 4. 6283E+00 3. 0444E+01 2. 3219E+02 
1 6 -1. 6594E-01 1. 0937E+00 -4. 4953E-01 1. 3176E+01 —6 • 0467E+00 
1 7 -7. 8129E-01 1. 9890E+00 — 6. 3906E+00 3. 7209E+01 -2. 7382E+02 
1 8 -1. 5449E+00 4. 8574E+00 -2. 3829E+01 1. 7519E+02 -1. B033E+03 
1 9 -2. 6672E+00 1. 2505E + 01 -9. 1271E+01 9. 7648E+02 -1. 4612E+04 
1 10 -4. 9036E+00 4. 0918E+01 -5. 3601E+02 1. 0444E+04 -2. 8964E+05 
2 3 1. 2088E+00 3. 7069E+00 1. 9949E+01 1. 6673E+02 2. 0103E+03 
2 4 6. 8190E-01 1. 4544E+00 5. 2195E+00 2. 8874E+01 2. 2606E+02 
2 5 2. 9408E-01 5. 9085E-01 1. 3972E+00 5. 8435E+00 3. 2566E+01 
2 6 -4. 1122E-02 3. 4779E-01 1. 4877E-01 1. 6068E+00 3. 5023E+00 
2 7 -3. 8656E-01 5. 5514E-01 -8. 6209E-01 2. 8611E+00 -9. 9085E+00 
2 8 -8. 1045E-01 1. 3876E+00 —3 . 6347E+00 1. 4220E+01 -7. 6477E+01 
2 9 -1. 4311E+00 3. 7056E+00 -1. 4789E+01 8. 5400E+01 —6 . 7905E+02 
2 10 -2. 6672E+00 1. 2505E+01 -9. 1271E+01 9. 7648E+02 -1. 4612E+04 
3 4 4. 8543E-01 7. 9569E-01 2. 3809E+00 1. 1286E+01 7. 7601E+01 
3 5 2. 3278E-01 3. 1096E-01 6. 3382E-01 2. 1461E+00 1. 0308E+01 
3 6 2. 2482E-02 1. 5093E-01 1. 2517E-01 4. 6495E-01 1. 3816E+00 
3 7 -1. 8766E-01 1. 9661E-01 -1. 5673E-01 4. 3341E-01 -7. 2931E-01 
3 8 -4. 4124E-01 4. 9754E-01 —8 . 2512E-01 2. 1753E+00 -7. 7254E+00 
3 9 -8. 1045E-01 1. 3876E+00 -3. 6347E+00 1. 4220E+01 -7. 6477E+01 
3 10 -1. 5449E+00 4. 8574E+00 - 2. 3829E+01 1. 7519E+02 -1. 8033E+03 
4 5 1. 9516E-01 1. 8562E-01 3. 3327E-01 9. 9141E-01 4. 3401E+00 
4 6 6. 9200E-02 8. 2608E-02 8. 6499E-02 2. 0342 E-01 6. 1750E-01 
4 7 -4. 9409E-02 8. 3693E-02 -2. 8670E-03 1. 1227E-01 6. 1272E-02 
4 8 -1. 8766Ê-01 1. 9661E-01 — 1. 5673E-01 4. 3341E-01 -7. 2931E-01 
4 9 -3. 8656E-01 5. 5514E-01 -8. 6209E-01 2. 8611E+00 -9. 9085E+00 
4 10 -7. 8129E-01 1. 9890E+00 —6. 3906 E+00 3. 7209E+01 -2. 7382E+02 
5 6 1. 1538E-01 7. 5654E-02 8. 9094E-02 1. 8100E-01 5. 4232E-01 
5 7 6. 9200E-02 8. 2608E-02 8. 6499E-02 2. 0342E-01 6. 1750E-01 
5 8 2. 2482E-02 1. 5093E-01 1. 2517E-01 4. 6495E-01 1. 3816E+00 
5 9 —4. 1122E-02 3. 4779E-01 1. 4877E-01 1. 6068E+00 3. 5023E+00 
5 10 -1. 6594E-01 1. 0937E+00 —4. 4953E-01 1. 3176E+01 —6 • 0467E+00 
6 7 1. 9516E-01 1. 8562E-01 3. 3327E-01 9. 9141E-01 4. 3401E+00 
6 8 2. 3278E-01 3. 1096E-01 6. 33 82 E-01 2. 1461E+00 1. 0308E+01 
6 9 2. 9408Ê-01 5. 9085E-01 1. 3972E + 00 5. 8435E+00 3. 2566E+01 
6 10 4. 1853E-01 1. 5021E+00 4. 6283E+00 3. 0444E+01 2. 3219E+02 
7 8 4. 8543E-01 7. 9569E-01 2. 3809E+00 1. 12 86E+01 7. 7601E+01 
7 9 6. 8190E-01 1. 4544E+00 5. 2195E+00 2. 8874E+01 2. 2606E+02 
7 10 1. 0762E+00 3. 4863E+00 1. 7706E+01 1. 3793E+02 1. 4948E+03 
8 9 1. 2088E+00 3. 7069E + 00 1. 9949E+01 1. 6673 E+02 2. 0103E+03 
8 10 1. 9428E+00 8. 6434E+00 6. 3892E+01 7. 0981E+02 1. 1090E+04 
9 10 3. 3127E+00 2. 3518E+01 2o 8586E+02 5. 3782E+03 1. 4672E+05 
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half normal. This procedure is much more efficient than 
the usual direct integration technique used, for example, 
by Sarhan (36) to generate the moments of the double 
exponential. Sarhan gives the equation 
m ^ ® TTi 
E(X(r)) = J"+Jg fg(x(j.))dx 
where 
= (r-l)!(n-r)! )(1- g e*(r))"-r 
and 
^Mr)) = WW (1 
The functions f^ and fg above must be expanded using the 
binomial theorem and then Integrated by parts. The procedure 
as followed by Sarhan becomes intolerable as sample size and 
moments increase. 
113 
GMPTER VII. SUMMARY 
Let be the ordered random variables for a sample 
of n observations selected from an exponential with para­
meter b. Then it is known that 
= (n-k+l)(X(^) - k = 1,2,...,n (7.1) 
where = 0 are identically and independently distri­
buted as exponential with parameter b. Furthermore we 
showed that X is independent of Z, if i < j. 
( i) J 
If y is a Weibull^random variable with density 
f(y»a,b) = -l-Cy)"® ^ exp({y^''Vb) ) j > 0, a > 0, 
ab 
b> 0 (7.2) 
the mean and variance are given by 
E(y) = b*T"(a+l) 
V(y) = b^^(r(2a+l) - (r(a+l))^). 
1/a 
The transformation X = Y is one to one, order preserving 
and the random variable X is distributed as an exponential 
with parameter b. Now from 7.1 
and 
E(Y(^)) =E(X®^j) = B((X(k_i) +Zj^/(n-k+l)) ). (7.4) 
nil 
If a is an integer we use the binomial theorem to obtain 
We may rewrite Equation 7.3 as 
X(k) = (7.6) 
where W , defined in Equation 2.20, is a weighted sum 
K* J 
of Z's. Hence by the binomial theorem 
Both of the expected values contained in the expression 
on the right hand side of Equation 7.7 are known. Hence 
Equations 7.5 and 7.7 may be used to compute the variances 
and covariances of the Weibull with integer shape parameter. 
The asymptotic expectations and asymptotic covariances 
of Weibull order statistics were developed by deriving the 
asymptotic moment generating functions. Asymptotically 
the largest exponential order statistic has an extreme 
value distribution. Hence the mgf of the largest order 
statistic of an exponential distribution is 
G (t) = exp(bt log n)r(l-bt) (7,8) 
%(n) 
115 
Using the independence of and we have the ragf of the 
lower order statistics, 
k , . 
G (t) = exp(bt log n) Pd-bt) ^  (1-—)- (7.9) 
%(n-k) m ^ 
The asymptotic expectations are 
E*(Y, ,) = E*(X^ J = b^ E (*)(log n)*"^I(l) 
in; inj ^_Q 1 
(7.10) 
k = 1,2,... (7.11) 
where I(i) = if*e~^ (log z)^ dz I and h(l,k,0)=-^ TT (1-t/j) 
''o ' dt^ j=i 
evaluated at t = 0. Using Equation 7.5 the asymptotic 
expectations of the crossproducts are given by 
,a+i /..a-i (7.12) 
and asymptotic variances and covariances may be calculated 
in the usual manner. 
The expected values and covariances of the order statis­
tics of the exponential are well known. 
k 
E(X/k\) = b Z l/(n-j+l) (7.13) j=l 
V(X ) = b^ ^  l/(n-j+l)2 
(k) j=l 
0(X(J)X,^)) =V(X(^j) if 
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The asymptotic approximations are given by 
k 
E*(X, , J = log n + 1(1) - Z 1/j (7.14) (n-K) j=i 
V^\X, , J = ^  - Z 1/j^ k = 1, 2 , . . .  .  
(n-k) 6 j=:i 
Letting a = 1 in Equation 7.10 we have E"(X^^j) = b(log n + 
1(1)). The error incurred by using the asymptotic formula 
ranges from about four percent at n = 5 to 0.1 percent at 
n = 100. Also V*(X^j^j) = Tr^/6 which is independent of 
sample size and differs from V(X ) by about two percent (n) 
at n = 2^. 
The class of estimators of the mean 
w = ( , + rX. J/D (7.13) 
i=0 (n-r; 
is introduced. In terms of the random variables Z^, 




Three members of this class are studied as estimators for 
the mean of the Weibull distribution. These are i) the 
Winsorized mean where D = n, ii) the estimate due to Epstein 
where D = n-r, and iii) the member of the class derived to 
minimize the mean square error of w for the exponential 
distribution where D = n-r+1. The MSE of these estimates 
is compared to the MSE of ?. There is a large gain in 
efficiency with respect to the mean in using ^ instead of 
Y as the shape parameter increases. An argument is 
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presented to show that in large samples from a Weibull with 
shape parameter greater than one MSE(W^) MSE(Y) where 
is the once censored Winsorized mean. 
The maximum likelihood estimator of the mean of the 
Weibull is given by 
m = c r(a+l) (7.16) 
where c and a are the scale and shape parameters res­
pectively. Employing a Taylor series expansion the asymp­
totic variance of m is expressed as a function of the 
asymptotic variances and covariances of T and a. As the 
shape parameter increases above one large gains in effi­
ciency are made by using the MLE instead of ? as an 
estimator of the mean. 
Three tests for the shape parameter of the Weibull 
are investigated in a Monte Carlo study. The first test 
statistic may be written 
T = Z W/ "Z (7.17) 
where the D, are constants and 
k 
The are the Weibull order statistics and is the 
hypothesized value of the shape parameter. If the null 
hypothesis is true E(T) =0. If the true value of the 
mhape parameter differs from a^ then E(T) differs from 
11%) 
zero. Hence T is intuitively appealing for testing 
Rg: a = ag versus a # a^. The distribution of T is 
known. 
The second test is derived from the extreme value 
distribution. We know that if Y is a Weibull variate then 
log y has the extreme value distribution. The expected 
values and covariances of the order statistics of the 
extreme value distribution are known. The parameters of 
this distribution are of the location and scale type so 
that least squares may be used to obtain linear estimators 
of the parameters. A test statistic analogous to Student's 
known of the distribution of W. 
The third test investigated is the likelihood ratio 
test for Hq: a = a^ versus a = a^. The test statistic 
is 
where Hq  is accepted if R > k. The distribution of R 
is not known for this test so that Monte Carlo methods were 
used to establish critical values. 
t is 
(7.18) 
where B is the least squares estimate of a. Little is 
n 1/a^ - 1/aQ 
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When the three tests were compared using Monte Carlo 
methods the T and W statistics were found to have 
approximately the same power with W generally more power­
ful. The likelihood ratio test was the most powerful when 
the underlying distribution used for the alternative was 
Weibull with a = a^. The likelihood ratio test would be 
expected to have less power if the alternative were not 
that used in constructing the test. 
A combinatorial form is developed expressing the 
expected values and expected crossproducts of the order 
statistics of a symmetric distribution as a function of the 
expected values and expected crossproducts of the order 
statistics of the related half distribution. If Z is 
the symmetric random variable then g(z) =-^ f(z) if z > 0 
and g(z) =if(-z) if z < 0 where f(y) is the density of 
the half distribution. It is argued that the conditional 
density of the j largest observations of a sample of 
size n from the symmetric variate given that J = j of 
them are greater than zero is precisely that of a sample 
of size j from the density of the positive half distri­
bution. The number of observations greater than zero is a 
binomial random variable with parameter p = ~. The expected 
values of the order statistics of the symmetric random 
variables are then given by the summation over the random 
variable J. The form for the crossproducts is developed 
In a similar manner. In particular the expected values 
119-121 
and expected crossproducts of the double Weibull distri­
bution are tabulated. 
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APPENDIX 
Presented here is the derivation of the limiting 
covariance matrix of the maximum likelihood estimates of 
parameters c and a of the Weibull distribution. The 
maximum likelihood estimates c and a for the parameters 
of the density f(y;a,c) based on a sample of size n are 
approximately distributed, for large n, as a multivarinte 
normal with means c and a and covariance matrix given 
by 
/ a 2 
E( * 2 log f{y;n,c)) E(_* _ log f(y;a,c)) 
0 c^ </ c d a 
- 1  
i--- 1 TT 
^2 
sym. E( log f (y;a,c ) ) I 
The density of the Weibull with scale parameter c and 
shape parameter a is , 1 
-T-l a 
f(y;A,c)=-L (Z.) exp(-(y/c) ) y> o .  
ac c 
Hence ^ 
log f(y;a,c)= -log a -log c + (g^- Dlog (y/c) - (y/c)^ . 
Taking the partial derivatives we have 
JStL log f(y;a,c)=l[^- ^  (y/c)^/® -
3C2 
. log f(y;a,c)=i-^ - -^(y/c)- -^-(y/c)^ *log(y/c) 
)c 3 a a c a2c a-'c 
log f(y;a,c)=log(y/c) --§3 
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--^^(y/c) (log (y/c)) 
l/a 
Furthermore using the transformation z = (y/c) , 
we find the expected values 
E((y/o)^''®) = r(2) 
E(log (y/c))= r^^^(l)a 
E((y/c)^/* log (y/c))= r^^^(2)a 
E((y/c)l/* (log (y/c))2)= T ^^^2)a2 . 
From (i{i^) we know that f (2) = 1, T" (^^(2) = 1-.5772, 













^ +. (.1+228 
-.2570ca2 
.6079a' 
