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1. INTRODUCTION
Avec l’e´volution des parame`tres technologiques, la maıˆtrise de
l’e´volution du de´lai et de la consommation est de plus en plus diffi-
cile a` controˆler. Aujourd’hui les applications portables sont de plus
en plus complexes et ne´cessitent beaucoup de ressources de cal-
culs, ce qui implique un fort volume de donne´es a` stocker ou a`
faire transiter d’une unite´ a` une autre. Les pre´visions de l’ITRS
[1] montrent une diminution des dimensions des transistors et des
fils ce qui se traduit par une e´volution du comportement du circuit
tout particulie`rement au niveau temporel. Ainsi, le de´lai d’un fil
devient largement supe´rieur a` celui d’une porte [2]. Cette augmen-
tation est due a` l’e´volution des parame`tres re´sistif et capacitifs des
interconnexions qui tendent toujours a` augmenter. L’augmentation
des phe´nome`nes capacitifs se traduit e´galement par une augmen-
tation de la part de la consommation due aux interconnexions qui
peut repre´senter jusqu’a` 50% de la consommation totale ainsi que
de la surface occupe´e sur la puce [3].
Il devient donc indispensable de prendre en compte la consom-
mation des interconnexions lors de l’e´valuation de la consomma-
tion d’une puce. La suite de cet article pre´sentera dans un premier
temps les parame`tres a` prendre en compte lors de la mode´lisation
(de´lai et consommation) des interconnexions ainsi que les mode`les
de consommation de´veloppe´s. La troisie`me partie pre´sentera les
re´sultats expe´rimentaux obtenus sur l’e´valuation des techniques de
re´duction du crosstalk.
2. MOD ´ELISATION ET ESTIMATION DE
LA CONSOMMATION
2.1 Mode´lisation de la consommation des bus
La consommation des interconnexions est lie´e a` deux parame`tres
principaux qui sont la re´sistance et la capacite´ des lignes d’ inter-
connexions.
Les grandeurs e´le´mentaires que l’on trouve dans les DesignKit
des constructeurs permettent de calculer la re´sistance (R) ainsi que
la capacite´ (C) du fil en fonction de ses dimensions. Afin de mode´li-
ser le plus pre´cise´ment le fil, un mode`le ou` R et C sont distribue´s
sera utilise´ afin d’avoir une meilleure pre´cision au niveau du de´lai.
Ge´ne´ralement, les lignes sont regroupe´es afin d’obtenir un bus
de donne´es permettant la transmission d’information entre blocs.
Le fait d’utiliser un bus fait apparaıˆtre un autre phe´nome`ne capa-
citif qui est le couplage capacitif entre fil aussi appele´ crosstalk.
La capacite´ de crosstalk de´pend quant a` elle de la surface en re-
gard entre les fils et varie donc en fonction des dimensions techno-
Figure 1: Mode`le complet pi3 pour 3 fils avec couplage crosstalk.
logiques (e´paisseur et espacement). Le bruit duˆ au crosstalk est
relativement localise´ ; en ge´ne´ral un syste`me soumis au crosstalk
est mode´lise´ en ne´gligeant les ordres supe´rieurs au premier. La fi-
gure 1 pre´sente le mode`le physique du bus que nous avons utilise´
pour mener nos expe´rimentations.
Un des effets du crosstalk est de faire augmenter le de´lai de
propagation sur le bus, il introduit un facteur de de´lai g comme
de´crit dans le tableau 1 ou` r est le ratio de la capacite´ de crosstalk
Cc par rapport a` la capacite´ du fil Cs (capacite´ du fil par rapport au
substrat).
Dans ce tableau, ↑ repre´sente une transition montante, ↓ repre´sente
une transition descendante et − signifie qu’il n’y a pas de transi-
tion sur le fil. Dans le meilleur cas lorsque les trois fils effectuent
une transition dans le meˆme sens, le de´lai sur le fil victime (le fil
central) est le de´lai sans crosstalk (i.e. g = 1) ; mais le cycle
d’horloge doit eˆtre dimensionner en tenant compte exclusivement
du de´lai pire cas (i.e. g = 1 + 4.r) afin d’assurer une transmission
correcte des donne´es.
Le crosstalk repre´sente e´galement une source de bruit ; en effet,
a` cause de la capacite´ introduite entre les fils, une transition sur un
Table 1: Capacite´ parasite (CL) et facteur de de´lai (g) du fil
victime en fonction du type de transition.
CL Types de transition g
Cs (↑, ↑, ↑) (↓, ↓, ↓) 1
Cs + Cc (−, ↑, ↑) (−, ↓, ↓) (↑, ↑,−) (↓, ↓,−) 1+r
Cs + 2.Cc (−, ↑,−) (−, ↓,−) 1+2.r
(↑, ↑, ↓) (↑, ↓, ↓) (↓, ↑, ↑) (↓, ↓, ↑)
Cs + 3.Cc (−, ↑, ↓) (−, ↓, ↑) (↑, ↓,−) (↓, ↑,−) 1+3.r
Cs + 4.Cc (↑, ↓, ↑) (↓, ↑, ↓) 1+4.r
des fils a` pour effet de causer un pic de tension sur le fil voisin ce
qui peut conduire a` des erreurs a` la re´ception si ce pic de´passe la
tension de seuil des buffers.
2.2 Estimation de la consommation
Afin d’e´tablir nos mode`les de consommation du bus, nous avons
besoin de connaıˆtre les caracte´ristiques physiques des interconnexions.
Pour cela nous avons effectue´ les diffe´rentes expe´rimentations
avec un simulateur SPICE (ELDO 5.7) pour plusieurs technolo-
gies (130nm, 90nm et 65nm) afin d’obtenir des mode`les pre´cis
au niveau physique en terme de consommation et de vitesse de
transmission des donne´es. Au terme des expe´rimentations, nous
avons de´veloppe´ un outil qui fournit a` l’utilisateur des re´sultats
en termes de surface, de consommation (instantanne´e, moyenne
et maximale), d’activite´ des donne´es et de vitesse maximale de
transmission. Ces re´sultats permettent alors a` l’utilisateur de di-
mensionner son bus. Ils vont e´galement permettre d’analyser effi-
cacement les performances des diffe´rentes techniques de re´duction
de la consommation et du de´lai trouve´es dans la litte´rature.
3. IMPACT DES TECHNIQUES D’OPTIMI-
SATION
On trouve dans la litte´rature beaucoup de techniques qui visent a`
re´duire l’effet du crosstalk ayant pour but l’acce´le´ration de la pro-
pagation des informations et e´galement la re´duction de la consom-
mation des interconnexions. Ces techniques interviennent a` plu-
sieurs niveaux d’abstractions.
On peut citer par exemple au niveau technologique la possibilite´
de jouer sur les dimensions des fils (espacement, e´paisseur) afin
de diminuer les capacite´s parasites. La technique du blindage est
e´galement couramment utilise´e ; elle consiste a` inse´rer un fil relie´ a`
la masse (par exemple) entre deux fils adjacents de manie`re a` sup-
primer les pires cas de transition du tableau 1. C’est au niveau ar-
chitectural que l’on rencontre le plus grand nombre des techniques
[4, 5, 6, 7]. Elles consistent toutes en un codage des donne´es tel que
le montre la figure 2. Le principe du codage est de transmettre l’in-
formation sur m bits avec (m ≥ n) tel que l’activite´ des donne´es
code´es soit infe´rieure a` celle des donne´es non code´es. Le codage
des donne´es ayant pour but de supprimer les pires cas du tableau 1
(i.e. g = 1 + 4.r et/ou g = 1 + 3.r).
Figure 2: Principe du codage des donne´es.
Codeur Decodeur
n bits n bitsm bits
activité activité activité> <
Afin de confirmer la pertinence de ces me´thodes nous nous sommes
attache´s dans un premier temps a` ve´rifier leur performances en
termes de variation de l’activite´, des capacite´s parasites, de la sur-
face et de la consommation e´nerge´tique sur le bus. Ces re´sultats
sont explique´s dans [8] ou` il est fait une synthe`se des performances
de ces me´thodes. Dans un second temps nous avons regarde´ si les
transitions pire cas en temporel sont bien les meˆmes qu’en consom-
mation. Les expe´rimentations effectue´es montrent que cela n’est
pas toujours le cas. De plus, nous avons remarque´ que pour diffe´rents
flots de donne´es (image, musique, parole) la re´partition des diffe´rentes
classes de transitions montre que les techniques n’e´liminent pas les
transitions qui ont le plus fort pourcentage d’apparition.
Les expe´rimentations ont e´galement montre´ que lors d’un chan-
gement de technologie (130nm → 90nm par exemple) le de´lai
de propagation pire cas est multiplie´ par trois pour une bufferi-
sation simple de l’interconnexion. D’ou` la ne´cessite´ d’utiliser les
me´thodes d’insertion de buffer [9] afin de respecter les cadences
de fonctionnement que l’on se fixe sur le bus. Malheureusement
l’insertion de buffer est pe´nalisante puisque l’on inse`re des portes
supple´mentaires qui vont contribuer a` alourdir le budget consom-
mation.
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