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Evaluations of measurement invariance provide essential construct validity evidence.  
However, the quality of such evidence is partly dependent upon the validity of the 
resulting statistical conclusions.  The presence of Type I or Type II errors can render 
measurement invariance conclusions meaningless.   
 
The purpose of this study was to determine the effects of categorization and censoring on 
the behavior of the chi-square/likelihood ratio test statistic and two alternative fit indices 
(CFI and RMSEA) under the context of evaluating measurement invariance.  Monte 
Carlo simulation was used to examine Type I error and power rates for the (a) overall test 
statistic/fit indices, and (b) change in test statistic/fit indices.  Data were generated 
according to a multiple-group single-factor CFA model across 40 conditions that varied 
by sample size, strength of item factor loadings, and categorization thresholds.  Seven 
different combinations of model estimators (ML, Yuan-Bentler scaled ML, and 
WLSMV) and specified measurement scales (continuous, censored, and categorical) were 
used to analyze each of the simulation conditions.   
 As hypothesized, non-normality increased Type I error rates for the continuous scale of 
measurement and did not affect error rates for the categorical scale of measurement.  
Maximum likelihood estimation combined with a categorical scale of measurement 
resulted in more correct statistical conclusions than the other analysis combinations.  For 
the continuous and censored scales of measurement, the Yuan-Bentler scaled ML resulted 
in more correct conclusions than normal-theory ML.  The censored measurement scale 
did not offer any advantages over the continuous measurement scale.  Comparing across 
fit statistics and indices, the chi-square-based test statistics were preferred over the 
alternative fit indices, and ΔRMSEA was preferred over ΔCFI. 
 
Results from this study should be used to inform the modeling decisions of applied 
researchers.  However, no single analysis combination can be recommended for all 
situations.  Therefore, it is essential that researchers consider the context and purpose of 
their analyses.   
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1 
Introduction 
Simply administering the same measurement scale to different groups or at 
multiple time points does not ensure that the same construct is being measured.  For 
example, a mathematics exam developed for high school students will likely measure 
mathematics aptitude when administered to a group of high school students.  However, 
the same exam will likely “measure” random guessing when administered to a group of 
third grade students.  Comparing the mathematics aptitude of third graders and high 
school students based on their scores from this exam would not be meaningful, because 
the construct of mathematics aptitude was not actually measured for the third grade 
students.  As suggested by this example, evidence of equivalent or invariant measurement 
necessarily precedes meaningful construct-level comparisons across groups or time 
points (Brown, 2006).  Measurement invariance, then, is the conceptual and statistical 
equivalence of a latent construct being measured across multiple groups or time points 
(Vandenberg & Lance, 2000).   
Evaluations of measurement invariance are also valuable sources of construct 
validity evidence (e.g., Edwards & Wirth, 2009).  For instance, a scale that is intended to 
measure a trait (e.g., a scale that conceptualizes anxiety as a stable attribute) should 
produce scores that demonstrate measurement invariance across various conditions (e.g., 
low stress-inducing conditions versus high stress-inducing conditions; Koziol & Bovaird, 
2009).  If measurement invariance does not hold it suggests that the validity of such 
scores as measures of trait anxiety should be questioned. 
2 
The above examples strengthen the notion that evaluations of measurement 
invariance are essential to educational and psychological research.  As such, it is critical 
for measurement invariance conclusions to be based on statistically sound results (i.e., 
results that demonstrate evidence of statistical conclusion validity; Shadish, Cook, & 
Campbell; 2002).  Threats to statistical conclusion validity, such as the violation of model 
and estimator assumptions (Shadish et al., 2002), can render measurement invariance 
conclusions meaningless.   
Although it is impossible to determine whether measurement invariance truly 
holds in a given situation (because truth is unknown), it is possible to choose the most 
theoretically correct method for analyzing the data to increase the odds of making a 
correct statistical decision.  A theoretically correct method utilizes a measurement model 
and estimator that have high degrees of congruence with the characteristics of the data.  
Because different measurement models and estimators make different assumptions about 
the distributional characteristics of the data being analyzed, the most theoretically correct 
method is situation-dependent. 
In certain applied contexts, the most appropriate method of analysis may be 
unclear.  To provide a hypothetical example, say a data analyst wants to conduct an 
evaluation of measurement invariance on scores obtained from a five-option Likert scale.  
The analyst may initially think to use a measurement model appropriate for ordinal data.  
However, upon examining the distribution of the data the analyst may find that there is an 
excess of responses at the low end of the scale suggesting the data are censored (i.e., 
there is a floor effect; Tobin, 1958).  Now, the analyst may also consider using a 
3 
measurement model appropriate for censored data.  So which model should be selected?  
There is no clear answer; the ordinal model does not directly account for the censoring of 
the data, and the censored model does not directly account for the categorization of the 
data.  Further complicating this is the issue that even when there is a theoretically correct 
model/estimator, it may not always be computationally feasible to use because of 
software and computer limitations.  Likewise, less theoretically correct models/estimators 
may offer certain advantages (e.g., estimates of overall model fit) over theoretically 
correct models/estimators potentially making them more desirable.  This ambiguity in 
determining the most appropriate measurement model and estimator for a given context 
provides the motivation for the present study. 
The purpose of this study is to determine the effects of categorization and 
censoring on the behavior of the chi-square/likelihood ratio test statistic and two 
alternative fit indices under the context of evaluating measurement invariance.  Monte 
Carlo simulation was used to examine inferential decision-making based on (a) overall 
test statistic/fit indices, and (b) change in test statistic/fit indices.  Each outcome (test 
statistic and fit index) was obtained from seven different combinations of model 
estimators and measurement models to determine how the effects of categorization and 
censoring varied according to the method used in analyzing the data.  Further, each 
outcome for each method of analysis was evaluated across a number of simulation 
conditions to determine the additional influence of sample size and magnitude of item 
factor loadings.  The following sections describe the theoretical and empirical 
background underpinning the present study.  
4 
Theoretical Background 
Measurement Invariance 
The purpose of evaluating measurement invariance is to determine whether the 
parameter estimates for a particular measurement model are equivalent across groups or 
time points (Jöreskog, 1971; Meredith, 1993; Vandenberg & Lance, 2000).  For 
continuous data, such measurement parameters include factor loadings, intercepts, and 
residual variances.  For ordinal data, parameters include factor loadings and thresholds, 
and may or may not include item-level variances (for example, the weighted least squares 
mean- and variance-adjusted [WLSMV
1
] estimator in Mplus includes residual variances 
or scale factors, whereas maximum likelihood [ML] based estimators do not include 
item-level variances; Muthén & Muthén, 1998-2007).   
Although the general confirmatory factor analysis (CFA) model is discussed in 
greater detail in a later section, the parameters of the model are explained here to provide 
the context for the tests of measurement invariance.   In a CFA model, factor loadings 
represent the direct effects of the latent construct on each observed variable (Bollen, 
1989).  Assuming the latent factor has been standardized, squared loadings represent the 
proportion of the observed score variance that is due to the latent construct (Brown, 
2006).  Again, assuming the latent factor has been standardized, intercepts represent the 
expected item responses of someone with a latent factor score of zero (where zero is 
average; Bollen, 1989).  Finally, residual variances represent the proportion of the 
observed score variance that is due to error (assuming the latent factor has been 
                                                 
1
 WLSMV is a term specific to Mplus. 
2
 The recommended tests of invariance, their ordering, and their labels vary across authors 
(Vandenburg & Lance, 2000). 
3
 Metric and scalar invariance are sometimes evaluated simultaneously for ordinal data, as factor 
5 
standardized; Brown, 2006).   Each of these parameters corresponds to a test of 
measurement invariance.  The four tests of invariance typically evaluated are (in this 
order): 1) configural invariance (an overall evaluation of the model structure); 2) metric, 
or “weak” factorial, invariance (an evaluation of factor loadings); 3) scalar, or “strong” 
factorial, invariance (an evaluation of intercepts); and 4) residual variance invariance (an 
evaluation of residuals; Cheung & Rensvold, 2002; Vandenberg & Lance, 2000).
2
   
Configural invariance is demonstrated when the same factor structure holds across 
groups (i.e., the same pattern of zero and non-zero item factor loadings holds).  This is 
examined by evaluating the unconstrained measurement model separately for each group 
(within a multiple-groups analysis).  Evidence of configural invariance exists when both 
models demonstrate good fit (i.e., fail to be rejected).  This suggests that the number of 
latent constructs and the particular items reflected by the latent constructs is the same 
across groups.  Configural invariance must hold in order to proceed.   
The next step is to evaluate metric invariance—a test of whether the proportion of 
true score variance is equivalent across groups.  Equal true score variance suggests that 
the same construct is being measured in both groups (Meredith & Horn, 2001).  Metric 
invariance is tested by conducting a multiple-groups analysis and constraining the factor 
loadings ( ) to be equal across groups (  
    
  
, where   denotes group membership 
and   refers to the set of items; Vandenberg & Lance, 2000).  Evidence of metric 
invariance exists if the constrained model does not fit significantly worse than the 
configural model.  Metric invariance must hold in order to evaluate the remaining 
                                                 
2
 The recommended tests of invariance, their ordering, and their labels vary across authors 
(Vandenburg & Lance, 2000). 
6 
measurement and structural (factor means and variances) invariance tests.  If metric 
invariance does not hold, it is not meaningful to make construct-level comparisons across 
groups or time points. 
Assuming metric invariance holds, scalar invariance is subsequently evaluated.
3
  
Item intercepts ( ) or thresholds ( , for ordinal data) are constrained to be equal across 
groups,   
    
  
(Vandenberg & Lance, 2000), and evidence of scalar invariance exists if 
the constrained model does not fit significantly worse than the metric model.  Such 
evidence implies that persons from different groups with the same level of the latent 
construct are expected to provide equivalent responses.  Evidence of scalar non-
invariance may suggest some sort of response bias (Vandenberg & Lance, 2000).  Scalar 
invariance must hold in order to compare factor means, because, for example, differences 
in factor means may not be meaningful if one group has a greater tendency to respond in 
an extreme manner.   
Finally, assuming metric invariance, but not necessarily scalar invariance, residual 
variance invariance is evaluated by constraining residual variances ( ) to be equivalent 
across groups,   
    
  
 (Vandenberg & Lance, 2000).  Evidence of residual variance 
invariance exists if the constrained model does not fit significantly worse than the scalar 
model (or metric model if scalar invariance did not hold).  Residual variance invariance 
indicates that the proportion of error variance is equivalent across groups.  
 
 
                                                 
3
 Metric and scalar invariance are sometimes evaluated simultaneously for ordinal data, as factor 
loadings and thresholds both determine the shape of the item characteristic curve (Muthén & Muthén, 
1998-2007). 
7 
Fundamentals of Measurement 
Prior to evaluating measurement invariance (or conducting any sort of statistical 
analysis), levels of measurement and normality assumptions must be considered (Kline, 
2005).   
Levels of measurement. A basic concept in statistics is the classification of four 
scales of measurement: nominal, ordinal, interval, and ratio (Stevens, 1960).  
Measurement at the nominal level is the process of classifying like observations into 
groups.  Importantly, there is no inherent ordering among the groups, only qualitative 
distinctions.  An example would be classifying animals into groups of cats, dogs, and 
horses.  These groups are distinct, but they cannot be ordered on the basis of their 
classification.   
Measurement at the ordinal level is the process of rank ordering individual 
observations according to some attribute.  An example would be ordering persons by 
their feelings of sadness toward a current event.  Persons who have no sadness toward the 
event are clearly less sad than persons who feel somewhat sad toward the event.  
Likewise, persons who feel somewhat sad toward the event are less sad than persons who 
feel devastated by the event.  These persons can be logically ordered on the basis of their 
sadness, but the degree to which one person is sadder than another cannot be quantified.    
Measurement at the interval level is like measurement at the ordinal level, but it 
permits meaningful quantitative comparisons between observations.  Importantly, it does 
not permit inferences about the absolute magnitude of the entity being measured.  An 
example is comparing the number of days between two events; it is meaningful to say 
8 
that Event B occurred 60 days after Event A, but it is not meaningful to say that Event B 
occurred on the 360
th
 day.  There is no absolute zero point of reference, because we do 
not know the exact day that the earth came into existence.   
Finally, measurement at the ratio level is like measurement at the interval level, 
but it further permits inferences about the absolute magnitude of the entity being 
measured.  An example is measuring temperature on the Kelvin scale.  A temperature of 
0° K represents the complete absence, or true zero point, of thermal energy.   
Understanding the classification of measurement scales is important, because it 
defines the validity of inferences made about relationships in the data.  Each 
measurement scale permits increasingly stronger inferences.  Table 1 provides the 
measurement rules corresponding to each measurement scale (pp. 73-75; Hays, 1994).   
Table 1. 
Measurement Rules for the Scales of Measurement 
Measurement Scale Measurement Rule 
Nominal m(oi) ≠ m(oj) implies that t(oi) ≠ t(oj) 
Ordinal m(oi) > m(oj) implies that t(oi) > t(oj) 
Interval t(oi) = x if and only if m(oi) = ax + b, where a ≠ 0 
Ratio t(oi) = x if and only if m(oi) = ax, where a > 0 
Note. o = object; m(o) = numerical measurement of object; t(o) =  true value of object. 
 
Different families of models require different levels of measurement.  The family 
of general linear models assumes endogenous variables are measured on an interval or 
ratio scale (West, Finch, & Curran, 1995).  In contrast, the family of generalized linear 
models (a family that subsumes general linear models) can additionally model data that 
are measured on a nominal or ordinal scale (e.g., Skrondal & Rabe-Hesketh, 2004).  
These models remain under the realm of parametric statistics, because they still make 
distributional assumptions (e.g., assumptions of a Poisson or Bernoulli distribution).   
9 
Regardless of measurement level, all general and generalized models include 
three components: (a) a random component; (b) systematic component; and (c) link 
function (Agresti, 2002).  The random component is the probability distribution of the 
outcome variable  .  In CFA it is the probability distribution of all responses on a 
particular item.  Conversely, the systematic component is a set of variables (e.g., 
         ) that linearly combine to predict the outcome variable  .  Finally, the link 
function determines the relationship between the random and systematic components, 
where       ,                     ,      is the link function, and       4 is 
its inverse.  While all models have these components, the assumed distribution of the 
random component and particular link function used depend on the measurement level of 
the data specified by the model. 
Normality. A logical extension to the discussion of measurement scales is the 
concept of normality.  The random component of any model (i.e., the residuals and latent 
factors of a CFA model) follows a distribution that can be defined by four (primary) 
statistical moments: 1) the mean; 2) variance; 3) skew; and 4) kurtosis.  A normal 
distribution can be fully described in terms of its first two moments, as the remaining 
moments are equal to zero (Hays, 1994).  Normal-theory estimators such as ML assume 
that the residuals of a model demonstrate multivariate normality.  Multivariate normality 
requires that “(1) all the univariate distributions are normal, (2) the joint distribution of 
any pair of the variables is bivariate normal, and (3) all bivariate scatterplots are linear 
and homoscedastic” (pp. 48-49; Kline, 2005).  When data follow a normal distribution, 
                                                 
4
 Two primes are used here to distinguish the inverse link function symbol from the alternative group 
membership symbol,     used in the measurement invariance section. 
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normal-theory estimators such as ML are preferred because they are more parsimonious 
than estimators that utilize information from the third and fourth moments.  When data 
are normal, the mean and variance are sufficient statistics, and consequently the normal-
theory ML test statistic is a sufficient statistic for describing the mean and variance 
structure of a CFA model.  However, when data are non-normal, the normal-theory ML 
test statistic is not sufficient, because the distribution cannot be fully described by its 
mean and variance.  When data are non-normal, an alternative estimator that incorporates 
information from the third and fourth moments is necessary to obtain a sufficient test 
statistic (Kline, 2005).   
The issue of normality is only relevant when data are measured on an interval or 
ratio level, because nominal and ordinal data are not assumed to follow a normal 
distribution (at least not at the observed level; Flora & Curran, 2004).  Nevertheless, one 
reason for the presence of non-normality is the treatment of nominal or ordinal level data 
as continuous.  As previously indicated, the most appropriate method for dealing with 
such non-normality is to employ a different family of models (Skrondal & Rabe-Hesketh, 
2004).  Additional methods for dealing with non-normality include: 1) transformations; 
2) “corrected” normal theory estimators; 3) estimators with relaxed distributional 
assumptions; and 4) resampling methods such as nonparametric bootstrapping, 
jackknifing, and randomization tests (Kline, 2005).  The present study evaluates the 
second and third methods, and both are discussed below. 
 Corrected normal theory methods are appropriate when data are assumed to be 
continuous and normally distributed in the population, but demonstrate skewness and or 
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kurtosis in a particular sample.  The term corrected refers to the fact that, although the 
data are modeled using normal-theory ML, the chi-square test of overall model fit and 
estimated standard errors are adjusted for the presence of non-normality (i.e., additional 
information about the third and fourth moments of the distribution is included in the 
calculation of the statistics; Kline, 2005).  In Mplus (Muthén & Muthén, 1998-2007), 
these corrections are applied by specifying the estimator to be MLM, MLMV, MLR, or 
MLF.
5
  MLMV and MLM (also referred to as the Satorra-Bentler chi-square statistic) 
yield a mean- and variance-, and mean-adjusted chi-square statistic, respectively.  Both 
estimators use the same method for providing robust standard errors.  The adjusted chi-
square statistic under MLR is asymptotically equivalent to the Yuan-Bentler T2 statistic 
(Muthén & Muthén, 1998-2007; Yuan & Bentler, 2000).  MLR standard errors are 
calculated using a Huber-White “sandwich” estimator (Huber, 1967; White, 1982).  
Finally, the chi-square statistic under MLF is unadjusted, but robust standard errors are 
calculated according to first-order derivatives.  Of these corrected normal theory 
estimators, MLR is the most flexible in terms of the types of analyses and measurement 
scales it can be used with in Mplus (Muthén & Muthén, 1998-2007). 
 An alternative to the corrected normal theory method is to specify a “distribution-
free” estimator from the weighted least squares (WLS) family.  These estimators 
incorporate calculations of kurtosis into the estimation process rather than assuming its 
absence (Kline, 2005).  When data are specified as continuous, the WLS estimator is 
referred to as the asymptotic distribution free (ADF) estimator.  A mean- and variance-
                                                 
5
 These abbreviations are specific to Mplus.  MLR will be referred to as Yuan-Bentler scaled ML in all 
subsequent sections. 
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adjusted WLS estimator (WLSMV) is evaluated in the present study (Muthén & Muthén, 
1998-2007).   
As described in the previous sections, determining the most appropriate model 
and estimator for a given situation requires an evaluation of measurement levels and 
normality assumptions.  It is also important for modeling decisions to be predicated on 
the goals or research questions that initially prompted the study.  This study is concerned 
with issues of measurement invariance, and therefore a measurement model is of interest.  
Confirmatory Factor Analysis 
Confirmatory factor analysis is a method that hypothesizes the existence of an 
underlying or latent construct as a means for explaining the observed pattern of 
covariances among a set of indicators (Brown, 2006).  Each indicator is comprised of 
“true” score variance, variance that is due to the latent construct, and “error” variance, 
variance that is not explained by the latent construct.  Under the CFA framework, item 
responses are modeled as 
    
                                                                                                                     
where    
  is person  ‟s observed (or latent response; see below) for item  ,    is the 
intercept for item   or the expected response for a person with a latent factor score of 0 
(assuming the factor has been standardized),    is the factor loading reflecting the 
regression of item   onto the latent factor  ,    is person  ‟s latent factor score, and     is 
the difference between the observed and predicted response for person   on item   
(Kamata & Bauer, 2008).  In practice,    and     are not actually estimated, but rather 
their variance is estimated (Bollen, 1989).  Equation 1 represents the general form of a 
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CFA model; the specific form of a given model depends on the specified scale of the 
outcome variable.  The measurement scales/models of interest to this study are those 
based on continuous, censored, and ordinal (categorical) outcome variables.
6
   
 Linear model. The measurement model for continuous outcome variables is 
identical to the general model in Equation 1.  That is,    
  (the latent response value for 
item  ) is assumed to be equivalent to     (the observed response value for item  ).  This 
model belongs to the family of general linear models because it specifies a normally 
distributed random component, and directly models the mean of the outcome variable 
through its use of the identity link (Skrondal & Rabe-Hesketh, 2004): 
                                                                                                                            
The measurement model for continuous outcome variables makes the following 
assumptions: 1)        ; 2)        ; 3) Cov(εij,εi+1,j+1) = 0; 4) Cov(ξ,εij) = 0; 5)    
  is 
a reflection of   ; and 6)    
  is linearly related to    (Bollen, 1989). 
Censored model. The measurement model for censored outcome variables (also 
referred to as the Tobit model; Tobin, 1958) differs from the continuous model by its 
inclusion of a threshold model:  
      
                                                      
              
   
                                  
    
                                                       
               
                                            
where    and    are the lower and upper bounds of the observed data, respectively, and 
the remaining symbols are defined above (Long, 1997).  The censored model can include 
                                                 
6
 Only a single model is presented for each measurement scale, but multiple models are available (e.g., 
de Ayala, 2009), and multiple measurement types can be combined (e.g., a single factor may be measured 
by a combination of continuous and ordinal indicators; Muthén & Muthén, 1998-2007). 
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a lower bound, an upper bound, or both.  Importantly, these bounds (thresholds) are taken 
directly from the data; they are not estimated parameters.   
The threshold model illustrates the fact that    
  is not always assumed to be equal 
to     under a censored measurement scale specification.  While         
  for uncensored 
observed responses,         
  for censored responses.  Conceptually, a variable is 
censored when response values less than (or greater than) a particular threshold cannot be 
observed, even though the predictor variable is unrestricted.
7
  For example, censoring 
from below (i.e., a floor effect) would occur if an elementary teacher gave his or her 
students a test for middle school students.  Many of the elementary students would likely 
get a score of 0, but it is assumed that if these same students were given a grade-
appropriate test, the students originally at the bottom would be spread out across a 
distribution of scores.  Likewise, censoring from above (i.e., a ceiling effect) would occur 
if a middle school teacher gave his or her students a test for elementary students.   
 The random component for the censored model is the probability distribution of 
  , which is assumed to follow a normal distribution (Long, 1997).  This assumption 
follows the example above in that the residuals of the censored responses are expected to 
be normally distributed across the remaining continuum under more ideal circumstances 
(e.g., grade appropriate test items).  Like the continuous model, the censored model 
utilizes an identity link function to model the expectation of    (again, where          
  
for censored responses; Long, 1997).  The log-likelihood function for estimating the 
censored model parameters is provided in the model estimators section below.   The 
                                                 
7
 In contrast, truncation refers to a restriction of range on the outcome variable and predictor variable 
(Long, 1997). 
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censored measurement model makes the same assumptions as the continuous 
measurement model with regards to    (Long, 1997). 
Graded response model. The final model considered is the graded response 
model (one of many models available for ordinal data; Samejima, 1969).  Under a CFA 
framework (Muthén & Asparouhov, 2002), the graded response model is specified as:  
    
                 
where 
 
     
 
 
 
 
 
                          
                             
                             
                   
                                                                
                           
                
                            
                               
                                                     
and where    through    are the estimated     thresholds corresponding to the discrete 
response options 0 through   (   is set at 0 when thresholds are estimated; Muthén & 
Asparouhov, 2002).  Unlike the continuous and censored measurement models, there are 
no instances under the ordinal model in which        
 .  
 The random component and link function for the ordinal measurement model 
depend on the model estimator.  Both ML and WLSMV are used with ordinal data in the 
present study, so both frameworks are discussed here.  With ML, the random component 
for each response option is assumed to follow a Bernoulli distribution, and the 
expectation of the outcome is modeled by the logit link (Skrondal & Rabe-Hesketh, 
2004): 
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The logit link is one option for addressing the issue that the likelihood function for 
ordinal data (see the model estimators section) is rooted in probabilities, which cannot 
exceed the range of [0,1].  
Using WLSMV, the random component for    
  is assumed to follow a normal 
distribution, and the expectation of the outcome is modeled by a probit link: 
                                                                                                                    
where    is the inverse of the cumulative distribution function (Skrondal & Rabe-
Hesketh, 2004).   
Like the continuous and censored measurement models, the graded response 
model makes a set of assumptions: 1) Cov(            ) = 0| ; 2)     is a reflection of   ; 
and 3) the relationship between the latent factor and the probability of a response option 
and the options above it follows an ogival pattern (de Ayala, 2009).   
Model Estimators 
A number of estimators are available for estimating CFA measurement 
parameters.  The estimators evaluated in the present study differ according to the type of 
sample information they attempt to reproduce (the sample covariance matrix or the 
sample response patterns), the type of covariance/correlation coefficient they invoke 
(assuming the sample covariance matrix is being reproduced), the amount of information 
they use (full or limited), and the assumptions they make regarding multivariate 
normality.   
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Maximum likelihood. Maximum likelihood estimation is one of the most 
common normal-theory methods applied in structural equation modeling (West et al., 
1995).  ML is a full-information estimator that uses Pearson product-moment correlations 
and attempts to reproduce the sample covariance matrix (i.e., variances and covariances 
of the observed indicators) by minimizing the fit function 
                         
                                                         
In this equation,       is the covariance matrix implied by the estimated parameters   ,   is 
the sample (observed) covariance matrix,   is the number of observed indicators of an 
endogenous latent factor(s) (    for a simple CFA),    is the number of observed 
indicators of an exogenous latent factor(s),     is a scalar quantity representing the 
determinant of a matrix,       is the trace of a matrix, and       is the inverse of a matrix 
(Bollen, 1989).   
Importantly, maximum likelihood makes the assumption of multivariate normality 
(Muthén & Asparouhov, 2002).  When the assumption of multivariate normality is met, 
ML is a desirable estimator because its parameters are asymptotically unbiased, 
asymptotically efficient, consistent, and the sampling distribution of the parameters 
asymptotically approximates a normal distribution (Bollen, 1989).  However, when the 
assumption of multivariate normality is not met, ML-based test statistics and fit indices 
may be biased, and an alternative estimator may be more appropriate.   
Yuan-Bentler scaled maximum likelihood. The Yuan-Bentler scaled ML 
estimator is a maximum likelihood estimator and therefore minimizes the same fit 
function given above.  However, it estimates standard errors and a chi-square test statistic 
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that are adjusted for non-normality (Yuan & Bentler, 2000).  The scaled test statistic is 
described in the test statistics and alternative fit indices section.   
 Mean- and variance-adjusted weighted least squares. In contrast to the 
maximum likelihood-based estimators, WLSMV is a limited-information estimator 
because it uses a diagonal weight matrix in its estimation of measurement parameters 
(although it uses a full weight matrix in its estimation of the standard errors and chi-
square test statistic).  Like ML, WLSMV attempts to reproduce the covariance matrix of 
the y* response variables, but unlike ML, y*  .  Consequently, an alternative 
correlation coefficient to the Pearson product-moment must be used to prevent an 
attenuation of the estimated relationships among the underlying response variables.  
WLSMV uses polychoric correlations when data are specified as ordinal, which are 
correlations between two ordinal indicators both assumed to have an underlying 
continuous latent distribution.  The fit function minimized under WLSMV is 
               
 
                                                                                       
where   is a vector with only the unique information from the sample covariance matrix   
(  is symmetric about its main diagonal, so only half of the matrix contains unique 
information),        is a vector with only the unique information from the implied 
covariance matrix      , and    is the diagonal weight matrix that draws on the 
variance, but not covariance, elements of   (Bollen, 1989; Muthén, du Toit, & Spisic, 
1997).  As discussed in the section on normality, WLS-based estimators are considered to 
be “distribution-free,” and do not assume multivariate normality.  
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 Maximum likelihood and Yuan-Bentler scaled maximum likelihood for 
censored and ordinal data. Unlike the ML-based estimators for continuous data, and 
WLSMV for ordinal data, the ML-based estimators for censored and ordinal data attempt 
to reproduce sample response patterns (Wirth & Edwards, 2007).  As such, multivariate 
normality is not an assumption of the ML-based estimators for censored and ordinal data 
(although it is an assumption of the censored measurement model).  ML and Yuan-
Bentler scaled ML for censored and ordinal data are full-information estimators (as 
opposed to WLSMV), and therefore are preferred if they are computationally feasible 
(Wirth & Edwards, 2007).  Rather than minimizing a fit function, the estimators 
maximize a likelihood function that varies according to the type of model specified.  The 
log-likelihood function for censored data is  
              
    
     
 
 
 
          
 
   
      
 
       
       
 
 
        
 
   
 
   
                        
where   is the total number of persons,   is the total number of items,   is the square 
root of the residual variance,   is the probability density function,    
  is an uncensored 
response from person   on item  ,    is the factor loading for item j,    is the factor score 
for person  , Φ is the cumulative density function, and    is the lower bound for item   
(Long, 1997).   
Under an IRT framework, the log-likelihood function maximized for ordinal data 
using the graded response model is  
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where   is the total number of items,   is the total number of thresholds,     is the kth 
threshold of item  , and    is the discrimination parameter
8
 for item   that is held constant 
across the item‟s k thresholds (de Ayala, 2009).  The relative probability   of endorsing a 
particular response value (e.g., responding a 1 on a 0-2 Likert scale) is calculated as the 
difference between adjacent “absolute” probabilities    (e.g., responding a 1 or higher) 
(Embretson & Reise, 2000).  With a 0-2 Likert scale, the relative probabilities of 
endorsing each category would be 
                
      
              
          
                                                                                           
              
        
because the absolute probability of endorsing 0 or higher is 1, and the absolute 
probability of endorsing above 2 is 0.   
Test Statistics and Alternative Fit Indices 
Each of the fit functions and log-likelihood functions given above can be used to 
calculate various indices of model fit.  The fit functions for normal-theory ML, Yuan-
Bentler scaled ML, and WLSMV can be used to calculate a chi-square test of exact fit, a 
chi-square difference test, alternative fit indices (AFIs) that assume close fit, and change 
                                                 
8
 See Muthén and Muthén (2006) for a description of the relationship between IRT discrimination 
parameters and CFA factor loadings. 
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in alternative fit indices (ΔAFIs).  The particular assumptions and the values used in 
calculating these fit indices directly depend on the assumptions and fit function of the 
model estimator.   
Assuming a CFA model is overidentified (i.e., df > 0), the ML fit function can be 
used in a test of exact model fit by calculating  
                                                                                                                        
where the test statistic asymptotically approximates a chi-square distribution (Bollen, 
1989).  The model fails to be rejected when    is less than a critical value based on the 
model degrees of freedom.  In addition to evaluating the fit of a single model, it is often 
necessary to compare the fit of two nested models (i.e., models that differ only in the 
addition or subtraction of parameters, but not both).  As described in an earlier section, 
nested model comparisons are particularly relevant to the evaluation of measurement 
invariance.  The chi-square difference test is calculated as 
      
         
       
                                                                                                 
and is compared to a critical value based on the difference in degrees of freedom of the 
full and nested models (Bollen, 1989).   
Because chi-square based tests are heavily influenced by sample size (e.g., 
Meade, Johnson, & Braddy, 2008), models based on large samples can be rejected even 
when the fit discrepancy is relatively small.  In response to this criticism, alternative fit 
indices have been developed that only assume close fit.  The comparative fit index (CFI) 
examines the relative improvement in noncentrality (as the    distribution is shifted away 
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from the center under the absence of exact fit) of the estimated model as compared to a 
baseline model (a null model that assumes no relationship between the variables): 
      
    
       
     
        
                                                                                             
where     
        is the noncentrality parameter (δE) for the estimated model, and 
     
         is the noncentrality parameter for the baseline model (Kline, 2005).  Hu 
and Bentler (1999) suggested that CFI > 0.95 is indicative of good fit, although this is a 
rough guideline because there is no known sampling distribution for CFI (Cheung & 
Rensvold, 2002).   
The root mean square error of approximation (RMSEA) is another alternative fit 
index, and is defined as 
        
   
        
                                                                                                       
where     is the noncentrality parameter representing the difference between the estimated 
model chi-square value and the model degrees of freedom,     is the model degrees of 
freedom, and   is the total sample size (Kline, 2005).  Because model degrees of 
freedom are included in the denominator, RMSEA “rewards” more parsimonious models 
(hence its label as a “parsimony-adjusted index”; Kline, 2005).  Hu and Bentler (1999) 
suggested that RMSEA < .06 is indicative of good fit.   
Like the concern about the overall chi-square test statistic, it is argued that the 
chi-square difference test statistic is unduly influenced by sample size (e.g., Meade et al., 
2008).  Cheung and Rensvold (2002) suggested using the criterion  
                                                                                                      
23 
as an indication that the nested model does not fit the data significantly worse than the 
full model, while Chen (2007) suggested using the criterion  
                                                                                  
but more evidence is needed to support these criteria. 
In contrast to the normal-theory ML estimator, the Yuan-Bentler scaled ML 
estimator provides an adjusted chi-square test statistic that is defined as  
     
           
          
                                                                                              
where        is the model degrees of freedom,     is the unadjusted chi-square test 
statistic, and     and    are estimates from a long series of derivations given in Yuan and 
Bentler (2000).  When performing a chi-square difference test using a corrected normal 
theory estimator, Satorra (2000) demonstrated that it is further necessary to adjust the 
difference test statistic, because simply performing a difference test on two adjusted chi-
square test statistics produces a biased difference test statistic.  The adjusted difference 
test statistic requires three steps (Satorra & Bentler, 2001).  First, a correction factor is 
obtained for both the full and nested model  
      
       
        
                
         
          
                                                           
Then, a correction factor is obtained for the difference test 
      
                           
               
                                                                     
 
Finally, the difference test statistic is calculated as 
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and compared to a chi-square critical value for the appropriate degrees of freedom 
(               ).  The Yuan-Bentler scaled ML CFI/ΔCFI and RMSEA/ΔRMSEA are 
implicitly adjusted because their formulas include the (adjusted) chi-square test statistic.  
The adjusted chi-square test statistic and difference test statistic for WLSMV is 
similar to that of the Yuan-Bentler scaled test statistic (see pp. 2-3, Asparouhov & 
Muthén, 2006), but the degrees of freedom for the difference test are estimated as 
       
                                 
 
                                
                                                      
rather than calculated normally as                 (Asparouhov & Muthén, 2006).  
Specifying the DIFFTEST option in Mplus (Muthén & Muthén, 1998-2007) provides the 
p-value for WLSMV nested model comparisons directly, so manual calculations are not 
required.  As before, WLSMV CFI/ΔCFI and RMSEA/ΔRMSEA are adjusted 
accordingly. 
In contrast to the normal-theory ML, scaled ML, and WLSMV fit functions, 
values obtained from a likelihood function cannot be interpreted in an absolute manner 
(i.e., they cannot be used to calculate overall test statistics, and consequently, cannot be 
used to calculate alternative fit indices).  However, they can provide relative fit 
information when used in the calculation of a likelihood ratio (LR) difference test (e.g., 
de Ayala, 2009).  This test is computed as 
                                                                                                            
25 
and compared to a chi-square critical value for the appropriate degrees of freedom 
(               ).  The Yuan-Bentler ML correction factor for the deviance difference 
test is calculated in the same manner as the continuous correction factor, except the 
number of parameters estimated in the full and nested models,                  , is used 
in place of the full and nested model degrees of freedom (Muthén & Muthén, 1998-
2007).  The adjusted difference test statistic is then calculated as 
      
                     
     
                                                                                 
and again compared to a chi-square critical value.   
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Empirical Background 
Theory suggests that the validity of conclusions based on test statistics and fit 
indices depends on the degree of congruence between the estimator and measurement 
model used in calculating the statistics/indices, and the actual measurement 
characteristics of the data (level of measurement and approximation of normality).  
However, empirical studies are needed to determine the extent to which theory (based on 
asymptotic properties) corresponds to real-world outcomes.  A number of studies have 
examined the robustness of test statistics and fit indices under various conditions 
frequently encountered in structural equation modeling.  Commonly manipulated factors 
related to characteristics of the data include (a) the distribution of the underlying and 
observed variables, (b) the measurement scale of the observed variables (i.e., interval 
versus ordinal level data), (c) item-level population parameter values (e.g., the size of the 
factor loadings), and (d) sample size.  Factors related to characteristics of the modeling 
process include (a) choice of model estimator, (b) measurement model, and (c) model 
complexity.  The follow sections provide an overview of several robustness studies.  
Findings are organized by model fit index (in this order): 1) the chi-square test statistic; 
2) the chi-square/likelihood ratio difference test statistic; 3) alternative fit indices; and 4) 
change in alternative fit indices.   
Chi-Square Test Statistic 
The behavior of the chi-square test statistic under ideal and less than ideal 
conditions has been widely studied.  It has been shown repeatedly that normal-theory ML 
chi-square tests demonstrate inflated Type I error rates (and as a result, inflated power 
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rates) when based on continuous but non-normal data (Curran, West, & Finch, 1996; 
Fouladi, 2000; Lei & Lomax, 2005; Muthén, 1989; Yuan, Bentler, & Zhang, 2005).  
Curran et al. (1996) found a chi-square percentage bias of 56% for “severely” non-
normal conditions.  Likewise, Muthén (1989) and Yu (2002) obtained Type I error rates 
between .760 and .900 for the normal-theory ML chi-square test under conditions of non-
normality.  While most studies have focused on the inflation of Type I error rates, Yuan 
et al. (2005) demonstrated that the direction of bias in Type I error rates depends on the 
direction of kurtosis, with rates becoming inflated for leptokurtic (positively kurtotic) 
data, and deflated for platykurtic (negatively kurtotic) data.  Interestingly, Lei and Lomax 
(2005) found that, although Type I error rates were greatest for a severe kurtosis-only 
condition, error rates were lowest (even lower than a normal condition) for a severe 
kurtosis, severe skewness condition.  Thus, it appears that the effects of non-normality on 
normal-theory ML chi-square tests depend on the particular combination of skewness and 
kurtosis in addition to the direction of kurtosis. 
Because normal-theory ML produces biased chi-square test statistics under 
conditions of non-normality, alternative estimators such as the Tobit GLS and Yuan-
Bentler scaled ADF estimators have been investigated.  Muthén (1989) determined that 
the Tobit GLS estimator performed comparably to the normal-theory ML estimator when 
data were normal, and outperformed the normal-theory estimator when data were 
censored (with Tobit GLS chi-square Type I error rates remaining near the .05 level).  
Fouladi (2000) found that the Type I error rates for the Yuan-Bentler scaled ADF test 
statistic were much lower (average Type I error rate = .029) than for the normal-theory 
28 
ML chi-square test (average Type I error rate = .223) under conditions of non-normality.  
However, the power rates for the Yuan-Bentler scaled ADF test statistic were also much 
lower (average power rate = .382) than for the ML chi-square test (average power rate = 
.811). 
The effect of sample size on the chi-square test under varying levels of non-
normality has also been widely studied.  For continuous data following a normal 
distribution, Fan, Thompson, and Wang (1999) and Yu (2002) found that Type I error 
rates decreased with increased sample size (with rates reaching inflated levels for the 
smallest sample sizes), whereas Curran‟s et al. (1996) results showed that Type I error 
rates remained relatively stable across sample sizes.  Similarly, there have been mixed 
results on the effects of sample size on Type I error rates for data following a non-normal 
distribution.  Averaging across non-normality conditions, Lei and Lomax (2005) found 
that mean chi-square decreased as a function of increased sample size, but Curran et al. 
(1996), Fouladi (2000), and Yu (2002) found that Type I error rates for non-normal data 
increased as a function of increased sample size.  Hoogland and Boomsma (1998) 
concluded that larger sample sizes are needed for non-normal data than for normal data to 
prevent inflated Type I error rates.  Regarding alternative estimators, Type I error rates 
for the Tobit GLS test statistic were inflated for small sample sizes (N = 200; Muthén, 
1989) and Type I error rates for the Yuan-Bentler scaled ADF test statistic demonstrated 
decreasing rates for larger sample sizes (and were never inflated; Fouladi, 2000).  With 
the exception of the Yuan-Bentler scaled ADF test statistic (Fouladi, 2000), chi-square 
power has been shown to increase with increased sample size (e.g., Curran et al., 1996; 
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Fan et al., 1999; Yu, 2002).  Yu‟s (2002) results showed that power rates increased with 
increased factor loading strength. 
In addition to examining non-normal continuous data, numerous studies have 
evaluated the effects of categorization on the Type I error and power rates of the chi-
square test statistic.  When ordinal data are based on at least five response options and 
approximate a normal distribution, normal theory ML chi-square Type I error rates are 
relatively unaffected (Babakus, Ferguson, & Jöreskog, 1987; Muthén & Kaplan, 1985; 
Muthén & Kaplan, 1992; Olsson, 1979).  On the other hand, increasingly skewed and 
kurtotic ordinal distributions produce inflated Type I error rates (Babakus et al., 1987; 
Muthén & Kaplan, 1985), especially when the pattern of skewness varies across items 
(Olsson, 1979) and the data follow a leptokurtic distribution (Muthén & Kaplan, 1992).  
Lubke and Muthén (2004) also found that normal-theory ML chi-square Type I error 
rates were more inflated when factor loadings were strong and thresholds varied across 
items. 
As before, alternative estimators and measurement scales have been examined for 
ordinal data.  Muthén and Kaplan (1985) showed that the chi-square Type I error rates of 
a categorical variable methodology (CVM) estimator remained at appropriate levels even 
when the ordinal data were increasingly non-normal.  In comparing the normal-theory 
ML, Tobit, and CVM chi-square estimates for a CFA model based on real data, Ferrando 
(1999) found that the Tobit chi-square estimate was much larger than the other two 
estimates.  However, it is difficult to draw any conclusions from this study because truth 
was unknown (i.e., it is unknown whether the model was correct in the population).  The 
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WLSMV estimator (an extension of the CVM estimator) has become increasingly 
studied, and appears to be a viable option for analyzing ordinal data.  It is has been shown 
that WLSMV chi-square Type I error rates remain near .05 across conditions of non-
normality and model complexity, and across sample sizes (Beauducel & Yorck Herzberg, 
2006; Flora & Curran, 2004; Muthén et al., 1997; Yu, 2002).  However, the WLSMV 
chi-square test shows some bias when there are a greater number of response categories 
(i.e., five or more response categories; Beauducel & Yorck Herzberg, 2006), and for 
especially small sample sizes based on increasingly non-normal data (Muthén et al., 
1997; Yu, 2002).  Although the WLSMV estimator assumes that the underlying latent 
responses are normally distributed, Flora and Curran (2004) did not detect a clear effect 
of underlying non-normality on WLSMV chi-square Type I error rates. 
In terms of sample size, Babakus et al. (1987) found that normal-theory ML chi-
square Type I error rates decreased as a function of increased sample size when the 
ordinal data approximated a normal distribution, but the error rates did not show a clear 
pattern across sample sizes when the ordinal data were increasingly non-normal.  In 
contrast, Lubke and Muthén (2004) observed that Type I error rates for the normal-theory 
ML chi-square test increased as a function of increased sample size when data were 
ordinal.  As previously stated, WLSMV chi-square Type I error rates were found to 
decrease as a function of increased sample size (Muthén et al., 1997; Yu, 2002), while 
power increased as a function of increased sample size (e.g., Yu, 2002).  
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Chi-Square/Likelihood Ratio Difference Test 
The chi-square/likelihood ratio difference test has also been studied, although to a 
lesser extent and with less emphasis placed on evaluating the effects of non-normality 
and categorization.  For continuous data, French and Finch (2006) found that the Type I 
error rates of the ML chi-square difference test remained near the .05 level across model 
complexities and sample sizes, although error rates reached .07 for the condition with the 
smallest sample size and least complex model.  Power increased as a function of 
increased model complexity, sample size, and number of non-invariant items, with rates 
ranging from .291 to 1.000.  Meade and Bauer (2007) also observed that power of the 
ML chi-square difference test increased with increased sample size and model 
complexity, but additionally showed that power increased as misspecifications involved 
items with increasingly strong factor loadings.  They also showed that power was greater 
for multidirectional misspecification patterns.  Meade et al. (2008) did not find the ML 
chi-square difference test power rates to be sensitive to model complexity, but they noted 
that the ML difference test was especially sensitive to “trivial” model misspecifications 
and sample size.   
For ordinal data, mixed results have been offered regarding the behavior of the 
WLSMV chi-square difference test.  French and Finch (2006) found that Type I error 
rates increased with increased sample size and decreased numbers of items per factor (a 
maximum Type I error rate of .114 was obtained for the condition with 4 factors, 3 items 
per factor, and a sample size of 1000).  In contrast, Asparouhov and Muthén (2006) 
concluded that the WLSMV chi-square difference test adequately controlled Type I error 
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rates (error rates of .060 and .044 were obtained for sample sizes of 1100 and 2200, 
respectively).  Although the overall WLSMV chi-square test demonstrated high rates of 
power (Yu, 2002), the WLSMV chi-square difference test for ordinal data demonstrated 
relatively low rates of power compared to the ML chi-square difference test under the 
same conditions for continuous data (WLSMV power range = .026 to .479; ML power 
range = .291 to 1.000; French & Finch, 2006).  
Alternative Fit Indices 
Because of the criticism that the chi-square and chi-square difference tests are too 
heavily influenced by sample size (e.g., Meade et al., 2008), greater emphasis has been 
placed on understanding the behavior of alternative fit indices.  AFIs for overall model fit 
have been evaluated for both continuous and ordinal data.   
For continuous data, Type I error rates for normal-theory ML CFI have been 
shown to decrease with increased model complexity and decrease sharply with increased 
sample size (Cheung & Rensvold, 2002; Hu & Bentler, 1999; Yu, 2002).  For example, 
Yu (2002) found that ML CFI Type I error rates based on a cutoff of CFI < .95 were 0 for 
all sample sizes larger than 100.  West et al. (1995) and Yu (2002) observed that ML CFI 
Type I error rates were inflated under conditions of non-normality and small size (e.g., N 
= 100), but rates still approached 0 as sample size increased.  In contrast, Lei and Lomax 
(2005) did not find any effect of non-normality on ML CFI error rates.  Cheung and 
Rensvold (2002) also did not find an effect of factor variance size or strength of factor 
loadings on ML CFI Type I error rates.  Hu and Bentler (1999) and Yu (2002) showed 
that ML CFI power also decreased with increased sample size, although power increased 
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with increased model complexity.  Yu (2002) further showed that ML CFI power 
increased with increased factor loading strength and level of misspecification.  ML CFI 
power demonstrated the same pattern when data were non-normal, but overall rates were 
higher.  Meade et al. (2008) concluded that although the ML AFIs (CFI and RMSEA) 
were relatively insensitive to small degrees of misspecifications, “when the percentage of 
DF [differential functioning] items represented one third of the total freely estimated 
items, a lack of configural invariance was nearly universally detected” (p. 574). 
 Like ML CFI, ML RMSEA Type I error rates have demonstrated extreme 
sensitivity to sample size.  For example, Yu (2002) found that rates dropped from .896 to 
.000 when sample size increased from 100 to 500 (see also Hu & Bentler, 1999).  ML 
RMSEA Type I error rates have also been shown to be inflated under conditions of non-
normality and small sample size (Yu, 2002), but unlike ML CFI, ML RMSEA rates have 
not demonstrated a particular sensitivity to model complexity (Hu & Bentler, 1999; 
Cheung & Rensvold, 2002).  Also in line with the behavior of ML CFI, ML RMSEA 
power tends to decrease with increased sample size (Herzog & Boomsma, 2009; Hu & 
Bentler, 1999; Yu, 2002), although Olsson et al. (2000) showed ML RMSEA power rates 
to be stable across sample sizes.  Like CFI, ML RMSEA power has been found to 
increase with increased factor loading strength (Yu, 2002), model complexity (Hu & 
Bentler, 1999), and degree of misspecification (Herzog & Boomsma, 2009; Meade et al., 
2008; Olsson et al., 2000; Yu, 2002).  Comparing the two alternative fit indices, Meade et 
al. (2008) observed that ML RMSEA demonstrated less power than ML CFI.  In 
comparing the normal-theory ML RMSEA with a “Yuan-corrected” ML RMSEA, 
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Herzog and Boomsma (2009) found the corrected ML RMSEA to have much lower rates 
of relative bias. 
For ordinal data, AFIs have been evaluated under both normal-theory ML and 
WLSMV estimation.  In comparing across estimators, Beauducel and Yorck Herzberg 
(2006) determined that WLSMV CFI outperformed ML CFI under conditions with few 
response categories, but performed similarly to ML CFI when the number of response 
categories reached five.  Yu (2002) also examined WLSMV CFI and found that WLSMV 
CFI Type I error rates were inflated when sample size was small (N = 100), but quickly 
approached zero when sample size increased.  The same pattern held for the non-normal 
ordinal data, but overall error rates were higher.  WLSMV CFI power increased with 
increased sample size and decreased model complexity (reaching rates above .9).  Similar 
results have been found for RMSEA with ordinal data.  WLSMV RMSEA outperformed 
ML RMSEA under conditions with few response categories, but ML RMSEA performed 
better when the number of response categories was five or higher (Beauducel & Yorck 
Herzberg, 2006).  Like WLSMV CFI, Yu (2002) demonstrated that WLSMV RMSEA 
Type I error rates were inflated for small sample sizes, but approached zero as sample 
size increased.  Yu also noted that Type I error rates were more inflated under conditions 
of non-normality.  WLSMV RMSEA power increased with increased sample size and 
decreased model complexity (Yu, 2002).  
Change in Alternative Fit Indices 
While numerous studies have examined the behavior of alternative fit indices for 
evaluating overall model fit, fewer studies have examined the behavior of change in 
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alternative fit indices.  The studies that have evaluated ΔAFIs have only examined their 
behavior for continuous data.   
French and Finch (2006) and Cheung and Rensvold (2002) both examined Type I 
error rates of ML ΔCFI, but reached different conclusions.  French and Finch (2006) 
observed that the Type I error rate for ML ΔCFI decreased with increased sample size, 
increased numbers of items per factor, and increased numbers of factors, whereas Cheung 
and Rensvold (2002) concluded that ML ΔCFI was not affected by sample size and 
model complexity.  A greater number of studies have examined the power of ML ΔCFI, 
although conclusions have been mixed.  The behavior of ML ΔCFI across sample sizes is 
particularly unclear.  Studies have found that ML ΔCFI power remains stable across 
sample sizes (Meade et al., 2008), decreases with increased sample size (Fan & Sivo, 
2009), increases with increased sample size (Meade & Bauer, 2007), and decreases but 
then increases with increased sample size (French & Finch, 2006).  However, all studies 
concluded that ML ΔCFI power increased with increased levels of misspecification 
(French & Finch, 2006; Meade & Bauer, 2007; Meade et al., 2008).  Meade et al. (2008) 
noted that the ΔAFIs were not sensitive to “trivial” levels of non-invariance, but “once 
the level of DF [differential functioning] rose above trivial levels, the power curves rose 
sharply” (p. 581).  Meade and Bauer (2007) also found that power was greater under 
conditions of multidirectional non-invariance.  The influence of factor loading magnitude 
on power depended on whether non-invariance was unidirectional (stronger factor 
loadings increased power) or multidirectional (weaker factor loadings increased power). 
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The behavior of ΔRMSEA has been less studied.  Cheung and Rensvold (2002) 
recommended against using ΔRMSEA because it was correlated with overall RMSEA 
(with correlations ranging from -.108 to -.257).  Meade et al. (2008) concluded that 
power rates for ML ΔRMSEA were much more sensitive to sample size and model 
complexity than rates for ML ΔCFI, although ΔRMSEA and ΔCFI power rates 
demonstrated a correlation of .8.  Like Fan and Sivo‟s (2009) results for ΔCFI, ML 
ΔRMSEA power decreased with increased sample size, but increased with increased 
model misspecifications.  
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Present Study 
The robustness of normal-theory chi-square-based test statistics under varying 
conditions of non-normality (including non-normality that is implicit to ordinal data) has 
been widely studied.  In addition, studies examining the behavior of alternative fit indices 
have become increasingly popular.  Nevertheless, previous research is limited in two 
important ways.  First, few studies have adequately crossed the model estimator and 
measurement scale/model factors to determine the unique effect of each estimator and 
measurement scale on Type I error and power rates.  Second, studies examining the 
behavior of ΔAFIs have been limited to the analysis of continuous data.  It is unclear how 
ΔAFIs behave under the context of analyzing ordinal data.  
The purpose of this study is to determine the effects of categorization and 
censoring on the validity of statistical conclusions under the context of evaluating 
measurement invariance.  The following research questions were posed: 
1. How does the effect of categorization and censoring on the chi-square goodness 
of fit test vary as a function of the specified model estimator and measurement 
scale? 
2. How does the effect of categorization and censoring on the chi-square/likelihood 
ratio difference test vary as a function of the specified model estimator and 
measurement scale? 
3. How does the effect of categorization and censoring on alternative fit indices 
(AFIs) vary as a function of the specified model estimator and measurement 
scale? 
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4. How does the effect of categorization and censoring on the change in AFIs 
(ΔAFIs) vary as a function of the specified model estimator and measurement 
scale? 
5. How do the results from questions 1-4 vary as a function of sample size and factor 
loading strength? 
Based on past research, as well as the theoretical assumptions underlying each 
model estimator and measurement scale, the following hypotheses were formulated:  
1. The specification of a categorical scale of measurement and use of maximum 
likelihood estimation will lead to more correct statistical conclusions (fewer Type 
I and Type II errors) than other analysis combinations under the context of 
evaluating measurement invariance with censored ordinal data (cf. Beauducel & 
Yorck Herzberg, 2006; Edwards & Wirth, 2009; French & Finch, 2006; Lubke & 
Muthén, 2004; Muthén & Kaplan, 1985). 
2. Chi-square-based outcomes will lead to more correct statistical conclusions than 
AFI-based outcomes (cf. Fan & Sivo, 2009; Yu, 2002). 
3. Non-normality will lead to more incorrect statistical conclusions using a 
continuous measurement scale (cf. Olsson, 1979; Lubke & Muthén, 2004; Yu, 
2002), more correct statistical conclusions using a censored measurement scale 
(cf. Muthén, 1989), and will not affect conclusions using a categorical 
measurement scale. 
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4. The effects of sample size and factor loading strength will vary according to 
model estimator and specified measurement scale (cf. Babakus et al., 1987; Lubke 
& Muthén, 2004; Yu, 2002). 
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Method 
Data Simulation Conditions 
Multiple-group multivariate normal data were generated using the Monte Carlo 
procedure in Mplus Version 5.21 (Muthén & Muthén, 1998-2007).  Figure 1 illustrates 
the single factor, 10-item CFA model used in generating the data (the CFA structure was 
generated to be identical across the two groups, so the model is only shown once).  
Within a group (but not necessarily across groups, as described below), item parameters 
were specified to be equal across the 10 items.  Item factor loadings were manipulated 
across simulation conditions, but all item variances remained fixed at one by specifying 
the item residual variances as (e.g., French & Finch, 2006): 
           
                                                                                                           
Item intercepts were specified to be zero for all items within and across groups.  The 
latent factor was identified in each group by fixing the factor variance to one and the 
factor mean to zero.   
 
Figure 1. Multiple-group, single-factor CFA model used to generate data. 
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Table 2 summarizes the design factors and levels of the simulated data.  Three 
factors were of interest: total sample size, magnitude of item factor loadings, and 
categorization thresholds.  Total sample size was manipulated to be 400 (n1 = 200, n2 = 
200) or 1000 (n1 = 500, n2 = 500).  Under the metric invariance conditions, factor 
loadings were manipulated to be .5 in both groups, .7 in both groups, or .9 in both groups.  
Under the metric non-invariance conditions, 20% of the items (2 out of 10) were 
manipulated to be non-invariant across groups (this level of non-invariance is similar to 
that of French & Finch, 2006).  Factor loadings were set at .7 for group 1 and were 
manipulated to be .5 for 2 items for group 2, or .9 for 2 items for group 2.  The remaining 
items for group 2 were set at .7.  Based on the formula given above, residual item 
variances were set at .75, .51, and .19 for items with loadings of .5, .7, and .9, 
respectively.   
For the third and final design factor, the continuous data were categorized into 5-
option ordinal items based on 4 different sets of thresholds: 1) { } (i.e., a null set in which 
items remained continuous); 2) {-1.645, -.643, .643, 1.645} resulting in response options 
0 to 4 being endorsed by 5%, 21%, 48%, 21%, and 5% of the sample, respectively (based 
on Muthén & Kaplan, 1985); 3) {-.842, .050, .995, 1.960} resulting in response options 0 
to 4 being endorsed by 20%, 32%, 32%, 13.5%, and 2.5% of the sample, respectively; 
and 4) {.000, .527, .845, 1.290} resulting in response options 0 to 4 being endorsed by 
50%, 20%, 10%, 10%, and 10% of the sample, respectively.  See Figure 2 for a graph of 
the distributions corresponding to each set of thresholds.  The null set retained the items‟ 
normal distribution, while the second set approximated, but did not retain the items‟ 
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normal distribution (because, by definition, ordinal data do not follow a normal 
distribution).  The remaining two sets of thresholds generated increasingly censored 
(from below) distributions.  The third set was labeled „censored‟ because the items 
loosely approximated a normal distribution with the exception of the excess of responses 
at the low end of the distribution.  This is in line with Long‟s (1997) definition of a 
censored distribution.  The fourth set was labeled „L‟ because the percentage of the 
sample “endorsing” each response option dropped sharply after the first response option, 
and then quickly leveled off.  The fourth set was chosen to provide a condition of non-
normality that would violate the assumptions of the censored model.  The third and fourth 
sets of thresholds were determined by selecting frequencies (and then determining the 
corresponding thresholds) that would mirror the censored and „L‟ distributions of interest. 
Table 2. 
Simulation Design Factors and Levels 
Total sample size  Factor loadings 
(Group 1; Group 2) 
 Thresholds 
(% per response option) 
Values Code  Values Code  Values Code 
   Metric Invariance     
400 F  y1-y10 = .5; y1-y10 = .5   F  None (continuous) 0 
1000 O  y1-y10 = .7; y1-y10 =  .7   S  5, 21, 48, 21, 5 N 
   y1-y10 = .9; y1-y10 =  .9    N  20, 32, 32, 13.5, 2.5     C 
50, 20, 10, 10, 10         L 
   Metric Non-Invariance     
   y1-y10 = .7; y2, y4 = .5, rest =  .7   SF    
   y1-y10 = .7; y2, y4 = .9, rest =  .7  SN    
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Figure 2. Distributions of threshold conditions. 
 
Fully crossing each of the study‟s design factors led to a total of 40 simulation 
(generation) conditions (2x5x4).  Ten thousand samples, or as many samples as necessary 
to obtain 10,000 samples with all 5 response categories being endorsed at least once by 
both groups for all 10 items, were generated for each condition.
9
  Data generation 
required two phases.  First, as previously mentioned, multivariate normal data (y*) were 
generated in Mplus.  Total sample size and strength of item factor loadings were 
manipulated during this phase.  See Figure A1 in Appendix A for an example of the 
Mplus syntax used to generate the data.  Second, the continuous data were categorized 
into discrete response options in SAS Version 9.2 (SAS Institute, 2009) according to the 
levels of the third design factor.  Conditions that varied solely on the third factor were 
based on the same samples of underlying continuous responses (y*s), but differed in how 
the sample data were categorized (ys).  
 
 
                                                 
9
 Use of the WLSMV estimator with categorical data in Mplus requires that both groups endorse the 
same response options.  Although this requirement is limited to WLSMV, only balanced samples were 
analyzed to ensure comparability of the WLSMV estimator with the other estimators.  See Chen, Bollen, 
Paxton, Curran, and Kirby (2001) for a discussion regarding the exclusion of improper solutions. 
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Analysis Conditions 
Table 3 summarizes the study‟s analysis conditions.  Seven different 
combinations of measurement scales and model estimators were used to analyze each of 
the above simulation conditions.  All three scales of measurement (continuous, censored, 
and categorical) and two of the three estimators (ML and Yuan-Bentler scaled ML, but 
not WLSMV) were fully crossed.  The third estimator, WLSMV, was only paired with 
the categorical scale of measurement.  In Mplus, WLSMV is not available for continuous 
data, and within the context of evaluating measurement invariance, is not available for 
censored data.   
Table 3. 
Analysis Factors and Levels 
 Measurement Scale 
Estimator Continuous Censored Categorical 
ML X X X 
Yuan-Bentler Scaled ML X X X 
WLSMV   X 
 
Of the 40 simulation conditions, 30 were fully crossed with the 7 analysis 
conditions.  The 10 null threshold conditions were only crossed with the continuous 
analysis conditions—continuous ML and continuous Yuan-Bentler scaled ML.  
Combining the simulation and analysis conditions resulted in 230 study cells 
(30*7+10*2).  All 230 cells were evaluated in Mplus
10
 under each of 3 measurement 
invariance hypotheses: configural, metric, and scalar.  For the conditions in which a 
continuous or censored scale of measurement was specified, model degrees of freedom 
                                                 
10
 Automating the WLSMV condition required additional programming in SAS due to its use of the 
DIFFTEST option.  Mplus was called from SAS to analyze each replication. 
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(df) were 70,
11
 79, and 88 for the configural, metric, and scalar models, respectively.  In 
testing configural invariance, item parameters were freely estimated in both groups.  In 
testing metric invariance, factor loadings were constrained to be equal across groups 
resulting in the 9 additional df (10 constrained factor loadings minus the corresponding 
freely estimated factor variance for group 2).  In testing scalar invariance, intercepts were 
constrained to be equal across groups resulting in the final 9 df change (10 constrained 
intercepts minus the corresponding freely estimated factor mean for group 2).   
For the conditions in which a categorical scale of measurement was specified and 
the ML or Yuan-Bentler scaled ML estimator was used, model df were 30,
12
 39, and 78 
for the configural, metric, and scalar models, respectively.  Like before, item parameters 
were freely estimated in both groups under the configural invariance hypothesis.  
Constraining the factor loadings to be equal across groups resulted in 9 additional df, 
while constraining the thresholds (intercepts were always fixed at 0 for the categorical 
conditions) to be equal across groups resulted in 39 additional df.  Finally, model df were 
estimated rather than fixed for conditions in which the WLSMV estimator was used.  
Due to software requirements in Mplus, the analysis conditions required different 
syntactical specifications.  Figures A2-A5 in Appendix A provide examples of the syntax 
used to analyze the data.  The continuous measurement conditions used the identity link 
by default, and required the “grouping” option for analyzing multiple groups.  The 
                                                 
11
 With 10 items in each group there are a total of 130 (65*2) observed elements in the sample 
covariance matrix.  Estimating the item factor loadings, intercepts, and residual variances separately for 
each group results in 60 estimated parameters (30*2).  Hence, df = 130-60 = 70. 
12
 With 10 items in each group there are a total of 130 (65*2) observed elements in the sample 
covariance matrix.  Estimating the item factor loadings and thresholds separately for each group results in 
100 estimated parameters (50*2).  Therefore, df = 130-100 = 30. 
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censored measurement conditions used the identity link by default, and further required 
the options “type=mixture” and “algorithm=integration.”  The “knownclasses” option 
was used for analyzing multiple groups.  The categorical measurement conditions with 
the ML and Yuan-Bentler scaled ML estimators used the logit link by default, and 
required the same options as the censored conditions.  Lastly, the WLSMV categorical 
measurement condition used the probit link by default, and required the “grouping” 
option for analyzing multiple groups.  This condition also utilized the 
“parameterization=theta” and “DIFFTEST” options.  Theta parameterization includes the 
residual variances of the underlying variables (y*s) in the model, but omits the scale 
factors.  The DIFFTEST option is required when using WLSMV in order to attain 
appropriate chi-square difference tests. 
Summary Statistics  
 Model results were obtained from Mplus via the “SAVEDATA” command and 
subsequently summarized in SAS.  Because of the DIFFTEST option, WLSMV results 
had to be extracted individually from each of the 10,000 replications.  This process was 
automated in SAS.  In terms of outcome measures, the present study examined overall 
model fit (of the configural, metric, and scalar invariance models) and change in model 
fit (between the configural and metric invariance models, and between the metric and 
scalar invariance models).  Item parameter estimates and standard errors were not 
evaluated.  Overall model fit indices included (a) the chi-square-based tests, (b) CFI, and 
(c) RMSEA.  Change in model fit indices included (a) the chi-square/likelihood ratio 
difference tests, (b) change in CFI (ΔCFI), and (c) change in RMSEA (ΔRMSEA).  The 
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overall chi-square test, and the overall AFIs and ΔAFIs, could only be evaluated for the 
continuous measurement scale conditions and the categorical measurement scale 
condition with WLSMV estimation.  The chi-square/likelihood ratio difference test was 
evaluated for all analysis conditions.    
 Each outcome was summarized in terms of its mean, standard deviation, and 
rejection rate (except for the WLSMV condition, in which the rejection rate was the only 
meaningful statistic).  Rejection rates were based on cutoff values of χ2 α < .05, CFI < .95 
(Hu & Bentler, 1999), and RMSEA > .06 (Hu & Bentler, 1999) for the overall model fit 
outcomes, and Δχ2 α < .05, ΔCFI > .004, and ΔRMSEA < -.009 for the change in model 
fit outcomes.  CFI and RMSEA values from the Monte Carlo output were rounded to the 
third decimal place prior to being compared to the cutoff values in order to emulate 
standard Mplus output in which CFI and RMSEA values are rounded.  A cursory 
examination of the overall CFI and RMSEA rejection rates indicated that very few 
models were rejected using the criteria suggested by Hu and Bentler (1999).  For this 
reason, and because there are no widely accepted cutoffs for determining change in model 
fit based on the CFI and RMSEA indices,
13
 the .004 and .009 cutoffs were chosen 
because they represented the average 95
th
 percentile change in CFI/RMSEA values for 
metric and scalar invariance as calculated for a subset of the present study‟s conditions.  
This subset was limited to null threshold conditions using ML estimation and in which 
                                                 
13
 Although Cheung and Rensvold (2002) and Chen (2007) suggested cutoffs for ΔCFI and ΔRMSEA, 
respectively, a number of studies have used alternative cutoffs determined from study-specific 95
th
 or 99
th
 
ΔAFI percentiles (e.g., Fan & Sivo, 2009; Meade et al., 2008).  Based on the 95th percentile ΔAFIs for this 
study, cutoffs of ΔCFI   .01 (Cheung & Rensvold, 2002) and ΔRMSEA   -.01 (Chen, 2007) were deemed 
too conservative.  Although Hu and Bentler‟s (1999) overall AFI cutoffs were also deemed too 
conservative, the behavior of the AFIs based on these specific cutoffs under conditions of censoring and 
categorization was of interest. 
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metric invariance held true in the population.  The 95
th
 percentile values for this subset of 
conditions are presented in Table 4.  Because the cutoffs were derived from and 
subsequently evaluated on the same data, the absolute error rates obtained from this study 
are not intended to serve as validity evidence for these particular cutoff values.  Rather, 
the purpose is to be able to compare rejection rates across a number of conditions without 
running into floor or ceiling effects (i.e., situations in which none of the models are 
rejected or all of the models are rejected). 
Table 4. 
95
th
 Percentile Values for ΔCFI and ΔRMSEA for the Continuous Threshold Conditions 
 Normal-Theory ML ΔCFI  Normal-Theory ML ΔRMSEA 
 Metric Scalar  Metric Scalar 
FF0 0.012 0.012  0.011 0.010 
FS0 0.004 0.004  0.011 0.010 
FN0 0.001 0.001  0.011 0.011 
OF0 0.005 0.005  0.007 0.006 
OS0 0.001 0.001  0.007 0.006 
ON0 0.000 0.001  0.007 0.006 
Mean Δ 0.004 0.004  0.009 0.008 
 
In addition to calculating rejection rates, the chi-square and likelihood ratio based 
outcomes were summarized in terms of their mean relative bias as determined by the 
formula 
 
         
  
    
      
   
      
                                                                                         
where     was the estimated overall model chi-square or chi-square/likelihood ratio 
difference value, and    was the corresponding value in the population (equal to the 
overall model df or change in model df , respectively).  
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Results 
Descriptive Statistics  
Table B1 in Appendix B provides univariate and multivariate statistics describing 
the distribution of group 2 for each of the 40 simulation conditions.
14
  These values were 
calculated from the first 1,000 acceptable replications.  The total replications column in 
the table refers to the total number of samples that were generated in order to obtain 
10,000 acceptable samples.  The conditions with the censored threshold classification 
required the greatest number of generation samples.  This was due to the fact that the 
average response frequency for option 4 was set at 2.5% for the censored conditions, and 
therefore was more likely to be unobserved for a particular item in a given sample.  The 
total number of replications for the continuous threshold conditions was set equal to the 
total number of replications for the „normal‟15 threshold conditions to maintain 
comparability (even though the issue of empty response cells was not relevant to the 
continuous conditions).   
A SAS macro—%MULTNORM—was used to obtain the multivariate skewness 
and kurtosis values.  The item-level (univariate) characteristics of the data varied across 
threshold conditions, but remained relatively stable across sample sizes and strengths of 
factor loadings.  Averaging across the 10 items and across the two stable simulation 
factors, the data‟s univariate characteristics for each threshold condition were as follows: 
M = .000, SD = .998, γ (skew) = -.001, and β-3 (kurtosis) = -.002 for the continuous 
                                                 
14
 The distributions of group 1 and group 2 should be identical for the conditions in which metric 
invariance holds true in the population.  The distribution of group 1 should not be affected by the 
conditions in which metric invariance does not hold true in the population.  
15
 The ordinal threshold condition approximating a normal distribution will continue to be referred to 
in quotes to emphasize the fact that the label is not referring to a truly normal distribution. 
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condition; M = 2.000 (on a 1-5 scale), SD = .904, γ = .000, and β-3 = .023 for the 
„normal‟ condition; M = 1.467, SD = 1.034, γ = .254, and β-3 = -.585 for the censored 
condition; and M = 1.096, SD = 1.370, γ = .985, and β-3 = -.383 for the „L‟ distributed 
condition.  Univariate kurtosis was slightly affected by sample size; the larger sample 
size was associated with less positive kurtosis for the „normal‟ condition, and increased 
negative kurtosis for the censored and „L‟ threshold conditions.  Based on the Shapiro-
Wilk W-Test of univariate normality with α = .05, the ordinal threshold items (i.e., items 
from the „normal,‟ censored, and „L‟ threshold conditions) demonstrated 100% univariate 
non-normality.  Because univariate normality is a necessary (but not sufficient) condition 
of multivariate normality, the ordinal threshold items demonstrated 100% multivariate 
non-normality (even though the multivariate statistics were not always rejected).  In 
contrast, the continuous items only demonstrated univariate non-normality approximately 
5% of the time. 
Graphs of the multivariate skewness and kurtosis values are found in Figures 3 
and 4.  The continuous and „normal‟ threshold conditions maintained similar levels of 
multivariate skewness across conditions (continuous range = 219.580 to 219.863; 
„normal‟ range = 216.487 to 232.885), and lower levels than the censored and „L‟ 
threshold conditions.  The censored threshold condition was similar to the continuous and 
„normal‟ conditions when sample size was small, but not when sample size was large 
(censored range = 218.335 to 261.510).  The „L‟ threshold condition consistently 
demonstrated much greater multivariate skewness than the other three threshold 
conditions („L‟ range = 536.415 to 1203.267).  With the exception of the continuous 
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threshold condition which remained stable, multivariate skewness increased as sample 
size and factor loading strength increased. 
 
Figure 3. Average values of Mardia‟s multivariate skewness for group 2 across 
simulation conditions. 
 
 The continuous and „normal‟ conditions also maintained similar levels of 
multivariate kurtosis across conditions (continuous range = -.578 to -.352; „normal‟ range 
= -.425 to 2.885).  Except for the .5 factor loading conditions, the censored condition was 
similar to the continuous and „normal‟ conditions (censored range = -3.290 to .800).  
Finally, the „L‟ threshold condition consistently demonstrated much greater (more 
positive) multivariate kurtosis than the other conditions („L‟ range = 3.905 to 43.467).  
Multivariate kurtosis increased (became more positive) as sample size and factor loading 
strength increased, although the continuous threshold condition remained stable.   
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Figure 4. Average values of Mardia‟s multivariate kurtosis for group 2 across simulation 
conditions.  
 
 The major results from this study are presented in the following sections.  Results 
are organized according to model fit index, with chi-square/likelihood ratio results 
presented first, CFI results presented second, and RMSEA results presented last.  Within 
each of these sections, overall model fit is discussed first, and change in model fit second. 
Chi-Square Test of Overall Model Fit  
The first step in evaluating measurement invariance was to evaluate the 
hypothesis of configural invariance.  This was determined by the test of overall model fit 
of the unconstrained model.  Overall fit was only examined for the two continuous 
measurement scale conditions and the categorical measurement scale condition with 
WLSMV estimation, as those were the only conditions that produced a chi-square test 
statistic.   
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Overall ML chi-square results for the configural, metric, and scalar invariance 
models are presented in Table C1 in Appendix C.  Overall model fit is most relevant to 
testing the hypothesis of configural invariance (as metric and scalar invariance 
hypotheses are evaluated by change in model fit).  However, information about the fit of 
the other two invariance conditions is useful for providing an indication of the power of 
the overall chi-square test to reject a misspecified model.   
Under all conditions, mean relative bias was in a positive direction.  
Consequently, Type I error rates were always greater than .05, as bias and Type I error 
rates were nearly perfectly correlated.  See Figure 5 for a graph of the overall model fit 
rejection rates (p < .05) for the test of metric invariance under each of the 40 simulation 
conditions.  (The configural and scalar tests demonstrated the same pattern of rejection 
rates; therefore, the metric test is shown instead of the other two tests to illustrate rates of 
power.)  The Type I error rate for the continuous threshold condition was relatively stable 
and approached .05 (continuous range = .059 to .073).  The Type I error rates for the 
„normal‟ and censored conditions were similar, but exceeded the .1 line when factor 
loading strength was .9 („normal‟ range = .059 to .127; censored range = .064 to .120).  
The Type I error rates for the „L‟ threshold condition were consistently inflated („L‟ 
range = .229 to .931).  For all threshold conditions, Type I error rates decreased as sample 
size increased.  With the exception of the continuous threshold condition, Type I error 
rates increased as factor loading strength increased.  This pattern of Type I error rates 
across threshold conditions mirrors the pattern of multivariate skewness and kurtosis 
described above.  As expected based on its inflated Type I error rate, the chi-square test 
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for the „L‟ threshold condition also demonstrated greater power („L‟ range = .693 to .963) 
than the test for the continuous, censored, and „normal‟ conditions (in order from greatest 
to least power; continuous range = .231 to .764; censored range = .234 to .681; „normal‟ 
range = .199 to .606).  For all threshold conditions, power increased as sample size and 
factor loading strength increased. 
 
Figure 5. Metric invariance Type I error and power rates of the normal-theory ML chi-
square test with a continuous measurement scale. 
 
Yuan-Bentler scaled ML chi-square results for the configural, metric, and scalar 
invariance models are presented in Table C2 in Appendix C.  As before, mean relative 
bias was always in a positive direction.  A graph of the overall model fit rejection rates 
for the test of metric invariance is given in Figure 6.  The Type I error rates for the 
continuous, „normal,‟ and censored conditions were very similar and remained under the 
.1 rate (continuous range = .063 to .085; „normal‟ range = .061 to .085; censored range = 
.060 to .083).  Most notably, the Yuan-Bentler ML Type I error rates for the „L‟ threshold 
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condition were much smaller than the corresponding ML Type I error rates, and even 
approached the other threshold condition error rates when sample size was large („L‟ 
range = .065 to .132).  For all threshold conditions, Type I error rates decreased as sample 
size increased.  Except for the continuous threshold condition in which the opposite 
pattern held, Type I error rates increased as factor loading strength increased.  
Importantly, the Yuan-Bentler scaled ML chi-square test maintained similar levels of 
power as the normal-theory ML chi-square test for the continuous, censored, and 
„normal‟ conditions (in order from greatest to least power; continuous range = .255 to 
.772; censored range = .222 to .651; „normal‟ range = .218 to .602).  Compared to ML, 
the power of the scaled chi-square test was lower for the „L‟ threshold condition due to 
the corresponding decrease in Type I error rate, but still approached the power levels of 
the other threshold conditions („L‟ range = .203 to .583).  Again, for all threshold 
conditions power increased as sample size and factor loading strength increased. 
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Figure 6. Metric invariance Type I error and power rates of the Yuan-Bentler scaled ML 
chi-square test with a continuous measurement scale. 
 
WLSMV chi-square rejection rates for the configural, metric, and scalar 
invariance models are presented in Table C3 in Appendix C.  A graph of the overall 
model fit rejection rates for the test of metric invariance is given in Figure 7.  Contrary to 
the ML and scaled ML error rates, the WLSMV chi-square Type I error rates were 
similar across threshold conditions.  Although Type I error rates reached .1 when sample 
size was small and factor loading strength was weak, error rates approached .05 as 
sample size and factor loading strength increased („normal‟ range = .047 to .107; 
censored range = .046 to .105; „L‟ range = .080 to .050).  WLSMV power was high 
across conditions, although slightly lower for the „L‟ threshold condition („normal‟ range 
= .721 to 1.000; censored range = .747 to 1.000; „L‟ range = .590 to 1.000).  Power 
increased as sample size and factor loading strength increased. 
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Figure 7. Metric invariance Type I error and power rates of the WLSMV chi-square test 
with a categorical measurement scale. 
 
 In comparing the Type I error and power rates of the overall chi-square test across 
estimators, the Yuan-Bentler scaled ML and WLSMV estimators clearly outperformed 
the normal-theory ML estimator due to their increased stability across threshold 
conditions.  The WLSMV estimator further outperformed the Yuan-Bentler scaled ML 
estimator, as it better controlled Type I error rates under the „L‟ threshold condition, and 
demonstrated much greater power to detect model misspecification. 
Chi-Square/Likelihood Ratio Difference Test 
Evaluating metric invariance.  The second step in testing measurement 
invariance was to evaluate the hypothesis of metric invariance.  This was determined by 
the test of change in model fit between the unconstrained and constrained factor loadings 
models.  Change in model fit was evaluated for all seven analysis conditions.  See Tables 
D1-D7 in Appendix D for descriptive statistics and rejection rates.  Unlike the tests of 
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overall fit, the direction of mean relative bias varied as a function of the simulation and 
analysis conditions.     
 Continuous scale of measurement with ML estimation.  Power and Type I error 
rates of the ML chi-square difference test for a continuous scale of measurement are 
illustrated in Figure 8.  Unlike the overall ML chi-square test, Type I error rates for all 
threshold conditions fell below the .1 line (continuous range = .050 to .055; „normal‟ 
range = .051 to .058; censored range = .016 to .041; „L‟ range = .031 to .077).  Error rates 
remained relatively stable across sample sizes, but generally decreased as a function of 
increased factor loading strength (except for the „normal‟ condition, which increased 
slightly as factor loading strength increased).  Excluding the „L‟ threshold condition, the 
ML chi-square difference test demonstrated noticeably greater power to reject metric 
invariance than the overall ML chi-square test.  Greatest power occurred for the 
continuous threshold condition (continuous range = .542 to .992; „normal‟ range = .450 
to .963; censored range = .408 to .977; „L‟ range = .461 to .988).  As expected, power 
increased as sample size and factor loading strength increased for all four threshold 
conditions. 
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Figure 8. Metric invariance Type I error and power rates of the normal-theory ML chi-
square difference test with a continuous measurement scale. 
 
Continuous scale of measurement with Yuan-Bentler scaled ML estimation.  
Power and Type I error rates of the Yuan-Bentler scaled ML chi-square difference test for 
a continuous scale of measurement are provided in Figure 9.  Like the overall scaled chi-
square test, the Type I error rates of the scaled chi-square difference test were similar 
across threshold conditions and remained near the .05 level across sample sizes and factor 
loading strengths (continuous range = .052 to .059; „normal‟ range = .051 to .056; 
censored range = .048 to .054; „L‟ range = .044 to .054).  Like the normal-theory ML chi-
square difference test, greatest power occurred under the continuous threshold condition, 
but the scaled chi-square difference test had much greater power to detect metric non-
invariance under the censored threshold condition (continuous range = .549 to .992; 
„normal‟ range = .454 to .962; censored range = .524 to .990; „L‟ range = .424 to .987).  
As before, power increased with increased sample size and factor loading strength. 
60 
 
Figure 9. Metric invariance Type I error and power rates of the Yuan-Bentler scaled ML 
chi-square difference test with a continuous measurement scale. 
 
 The differences in Type I error and power rates of the ML and scaled ML chi-
square difference tests with a continuous measurement scale were not as dramatic as the 
differences in rates of the overall ML and scaled ML chi-square tests.  Nevertheless, the 
scaled ML chi-square difference test slightly outperformed the normal-theory difference 
test by demonstrating more stable Type I error rate across threshold conditions and 
greater power to detect metric non-invariance under the censored threshold condition.  
Censored scale of measurement with ML estimation.  Power and Type I error 
rates of the ML likelihood ratio difference test with a censored scale of measurement are 
illustrated in Figure 10.  Type I error rates were inconsistent across threshold conditions, 
as rates increased for the „normal‟ and censored threshold conditions with increased 
factor loading strength, while rates decreased for the „L‟ threshold condition („normal‟ 
range = .075 to .155; censored range = .060 to .098; „L‟ range = .007 to .027).  Type I 
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error rates were not generally affected by sample size.  Power rates followed a similar 
pattern, with greater power occurring under the „normal‟ and censored conditions 
(„normal‟ range = .506 to .958; censored range = .439 to .935; „L‟ range = .184 to .701).  
Power increased with increased sample size and factor loading strength for all three 
threshold conditions. 
 
Figure 10. Metric invariance Type I error and power rates of the ML likelihood ratio 
difference test with a censored measurement scale. 
 
 Censored scale of measurement with Yuan-Bentler scaled ML estimation.  
Power and Type I error rates of the Yuan-Bentler scaled ML likelihood ratio difference 
test with a censored scale of measurement are presented in Figure 11.  Like the scaled 
chi-square difference test for the continuous scale of measurement, Type I error rates 
were similar across threshold conditions and remained close to the .05 level across 
sample sizes and factor loading strengths („normal‟ range = .049 to .059; censored range 
= .048 to .054; „L‟ range = .046 to .054).  Compared to the ML chi-square difference test 
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for the censored scale of measurement, the scaled ML chi-square difference test 
demonstrated greater power to reject metric invariance for the „L‟ threshold condition 
(„normal‟ range = .395 to .919; censored range = .393 to .916; „L‟ range = .366 to .875).  
However, the scaled chi-square difference test for the censored scale of measurement had 
less power to reject metric invariance than the scaled chi-square difference test for the 
continuous scale of measurement for all three threshold conditions.  Like the other 
analysis conditions, power increased with increased sample size and factor loading 
strength. 
 
Figure 11. Metric invariance Type I error and power rates of the Yuan-Bentler scaled ML 
likelihood ratio difference test with a censored measurement scale. 
 
In comparing across the first four analysis conditions, the Yuan-Bentler scaled 
ML estimator outperformed the normal-theory ML estimator.  Type I error rates were 
more stable and less inflated for the „normal‟ and censored conditions, and the power to 
reject metric invariance was greater for the „L‟ condition.  In terms of measurement scale, 
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the Yuan-Bentler scaled chi-square difference test with a continuous scale of 
measurement outperformed the Yuan-Bentler scaled likelihood ratio difference test with a 
censored scale of measurement.  While Type I error rates were similar, the continuous 
Yuan-Bentler test was more powerful than the censored Yuan-Bentler test. 
 Categorical scale of measurement with ML and Yuan-Bentler scaled ML 
estimation.  Power and Type I error rates of the ML and Yuan-Bentler scaled ML 
likelihood ratio difference tests with a categorical scale of measurement are illustrated in 
Figures 12 and 13, respectively.  The ML and scaled ML difference tests demonstrated 
similar Type I error rates, although ML error rates decreased with increased factor 
loading strength („normal‟ ML range = .029 to .058; „normal‟ scaled ML range = .050 to 
.070; censored ML range = .032 to .057; censored scaled ML range = .049 to .064; „L‟ 
ML range = .029 to .056; „L‟ scaled ML range = .044 to .062).  Error rates were similar 
across threshold conditions.  Power rates for the ML and scaled ML likelihood ratio 
difference tests were nearly indistinguishable („normal‟ ML range = .660 to 1.000; 
„normal‟ scaled ML range = .685 to 1.000; censored ML range = .679 to 1.000; censored 
scaled ML range = .702 to 1.000; „L‟ ML range = .548 to 1.000; „L‟ scaled ML range = 
.565 to 1.000).  Both difference tests had slightly less power to reject metric invariance 
under the „L‟ threshold condition, and as expected, power increased with increased 
sample size and factor loading strength. 
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Figure 12. Metric invariance Type I error and power rates of the ML likelihood ratio 
difference test with a categorical measurement scale. 
 
 
Figure 13. Metric invariance Type I error and power rates of the Yuan-Bentler scaled ML 
likelihood ratio difference test with a categorical measurement scale. 
 
 Categorical scale of measurement with WLSMV estimation.  Power and Type I 
error rates of the WLSMV difference test with a categorical scale of measurement are 
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illustrated in Figure 14.  Compared to the ML and scaled ML difference test rates, the 
WLSMV difference test had noticeably higher rates of Type I errors when sample size 
was small, but only slightly higher rates when sample size was large („normal‟ range = 
.057 to .097; censored range = .062 to .091; „L‟ range = .059 to .077).  Error rates were 
relatively similar across threshold conditions.   
Following the same pattern as the Type I error rates, power was greater for the 
WLSMV difference test than for the ML and scaled ML difference tests when sample 
size was small, but there was no difference when sample size was large („normal‟ range = 
.804 to 1.000; censored range = .818 to 1.000; „L‟ range = .674 to 1.000).  Like ML and 
scaled ML, the WLSMV difference test had slightly less power to reject metric 
invariance under the „L‟ threshold condition.  Under all threshold conditions, power 
increased with increased sample size and factor loading strength. 
 
Figure 14. Metric invariance Type I error and power rates of the WLSMV chi-square 
difference test with a categorical measurement scale. 
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Comparing the categorical chi-square/likelihood ratio difference test Type I error 
and power rates, the ML and scaled ML estimators outperformed the WLSMV estimator. 
Type I error rates were lower for the ML and scaled ML difference tests, and although 
power was greater for the WLSMV test, it came at the cost of greater Type I errors.  
Comparing across scales of measurement, the ML and scaled ML difference tests for the 
categorical measurement scale outperformed the scaled ML difference test for the 
continuous measurement scale (which outperformed the scaled ML difference test for the 
censored measurement scale) by demonstrating greater power.   
Evaluating scalar invariance.  The third step in testing measurement invariance 
was to evaluate the hypothesis of scalar invariance.  This was determined by the test of 
change in model fit between the constrained factor loadings and constrained intercepts 
models.  Tables D1-D7 in Appendix D provide descriptive statistics and rejection rates 
for the evaluation of scalar invariance.  Unlike the evaluation of metric invariance, mean 
relative bias was always in a positive direction (although it would not have always been 
in a positive direction for WLSMV, in which rejection rates sometimes fell below .05).   
Continuous scale of measurement with ML and Yuan-Bentler scaled ML 
estimation.  Type I error rates of the ML and scaled ML chi-square difference tests with a 
continuous measurement scale are illustrated in Figures 15 and 16, respectively.  Error 
rates remained at the .05 level for all generation conditions (continuous ML range = .054 
to .058; continuous scaled ML range = .055 to .058; „normal‟ ML range = .051 to .058; 
„normal‟ scaled ML range = .051 to .059; censored ML range = .051 to .056; censored 
scaled ML range = .051 to .056; „L‟ ML range = .051 to .055; „L‟ scaled ML range = 
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.052 to .057).  Although scalar invariance rejection rates are presented for the metric non-
invariance conditions, the interpretation of these values must be qualified.  In an applied 
setting, and assuming metric invariance was correctly rejected, scalar invariance would 
not be evaluated (because metric invariance must hold in order for the test of scalar 
invariance to be meaningful).  If metric invariance was not correctly rejected, these 
graphs imply that scalar invariance would be incorrectly rejected about 5% of the time 
(continuous ML range = .053 to .058; continuous scaled ML range = .053; „normal‟ ML 
range = .050 to .056; „normal‟ scaled ML range = .050 to .056; censored ML range = 
.053 to .057; censored scaled ML range = .053 to .057; „L‟ ML range = .052 to .054; „L‟ 
scaled ML range = .052 to .055).   
 
Figure 15. Scalar invariance Type I error rates of the normal-theory ML chi-square 
difference test with a continuous measurement scale. 
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Figure 16. Scalar invariance Type I error rates of the Yuan-Bentler scaled ML chi-square 
difference test with a continuous measurement scale. 
 
Censored scale of measurement with ML estimation.  Type I error rates of the 
ML likelihood ratio difference test with a censored measurement scale are presented in 
Figure 17.  Error rates were greatest under the censored and „L‟ threshold conditions 
(near the .1 level) when factor loadings were weak, but these differences decreased with 
increased factor loading strength („normal‟ range = .052 to .059; censored range = .058 to 
.077; „L‟ range = .062 to .092).  Type I error rates were not generally affected by sample 
size.  Assuming metric invariance was not correctly rejected, scalar invariance would be 
incorrectly rejected most often for the „L‟ threshold condition and less than 10% of the 
time for the other two threshold conditions („normal‟ range = .053 to .057; censored 
range = .075 to .088; „L‟ range = .111 to .283).   
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Figure 17. Scalar invariance Type I error rates of the ML likelihood ratio difference test 
with a censored measurement scale. 
 
 Censored scale of measurement with Yuan-Bentler scaled ML estimation.  
Type I error rates of the Yuan-Bentler scaled likelihood ratio difference test with a 
censored measurement scale are illustrated in Figure 18.  Like the continuous 
measurement scale conditions, Type I error rates remained around the .05 level for all 
generation conditions („normal‟ range = .051 to .059; censored range = .05 to .058; „L‟ 
range = .051 to .055).  Assuming metric invariance was not correctly rejected, scalar 
invariance would be incorrectly rejected most often for the „L‟ threshold condition and 
around 5% of the time for the other threshold conditions („normal‟ range = .051 to .055; 
censored range = .058 to .067; „L‟ range = .075 to .220). 
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Figure 18. Scalar invariance Type I error rates of the Yuan-Bentler scaled ML likelihood 
ratio difference test with a censored measurement scale. 
 
Categorical scale of measurement with ML, Yuan-Bentler scaled ML, and 
WLSMV estimation.  Type I error rates of the ML and scaled ML likelihood ratio 
difference tests, and WLSMV chi-square difference test, with a categorical measurement 
scale are presented in Figures 19, 20, and 21, respectively.  ML, scaled ML, and 
WLSMV Type I error rates approached .05 for all generation conditions, although 
WLSMV error rates fell below .05 when sample size was small („normal‟ ML range = 
.052 to .069; „normal‟ scaled ML range = .053 to .071; „normal‟ WLSMV range = .038 to 
.054; censored ML range = .052 to .067; censored scaled ML range = .054 to .071; 
censored WLSMV range = .032 to .051; „L‟ ML range = .052 to .064; „L‟ scaled ML 
range = .052 to .062; „L‟ WLSMV range = .046 to .053).  Compared to the continuous 
and censored measurement scales, scalar invariance would be incorrectly rejected more 
often with a categorical measurement scale assuming metric invariance was not correctly 
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rejected, („normal‟ ML range = .093 to .540; „normal‟ scaled ML range = .095 to .546; 
„normal‟ WLSMV range = .106 to .569; censored ML range = .079 to .577; censored 
scaled ML range = .082 to .581; censored WLSMV range = .069 to .458; „L‟ ML range = 
.074 to .395; „L‟ scaled ML range = .074 to .395; „L‟ WLSMV range = .061 to .143).  As 
previously stated, this comparison is not particularly meaningful.  Based on Type I error 
rates for the conditions in which metric invariance held true in the population, all analysis 
combinations performed similarly except for the censored scale of measurement with ML 
estimation.  
 
Figure 19. Scalar invariance Type I error rates of the ML likelihood ratio difference test 
with a categorical measurement scale. 
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Figure 20. Scalar invariance Type I error rates of the Yuan-Bentler scaled ML likelihood 
ratio difference test with a categorical measurement scale. 
 
 
Figure 21. Scalar invariance Type I error rates of the WLSMV chi-square difference test 
with a categorical measurement scale. 
 
An overall examination of the chi-square/likelihood ratio results suggests that the 
categorical measurement scale with ML or scaled ML estimation is preferred over the 
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other combinations of scales and estimators for evaluating measurement invariance with 
censored ordinal data.  The categorical ML and scaled ML likelihood ratio difference 
tests maintained Type I error rates near .05 under all generation conditions and for both 
metric and scalar tests of invariance.  In addition, the categorical ML and scaled ML 
difference tests demonstrated greater power to detect metric non-invariance.  In testing 
the hypothesis of configural invariance, the WLSMV estimator outperformed the normal-
theory ML and Yuan-Bentler scaled ML estimators. 
Alternative Fit Indices: CFI 
Continuous scale of measurement with ML and scaled ML estimation. 
Results for ML and Yuan-Bentler scaled ML CFI with a continuous measurement scale 
for the configural, metric, and scalar invariance models are presented in Tables E1 and 
E2 in Appendix E, respectively.  Mean relative bias was not calculated, as CFI does not 
follow a known sampling distribution.  Rejection rates were based on Hu and Bentler‟s 
(1999) suggested cutoff of CFI < .95.  See Figures 22 and 23 for graphs of the ML and 
scaled ML CFI overall model fit rejection rates for the test of metric invariance.  Except 
for the .5 factor loading condition, ML and scaled ML CFI Type I error and power rates 
were at, or very near, 0 for the continuous, „normal,‟ and censored threshold conditions 
(continuous ML range = .000 to .026; continuous scaled ML range = .000 to .032; 
„normal‟ ML range = .000 to .050; „normal‟ scaled ML range = .000 to .059; censored 
ML range = .000 to .054; censored scaled ML range = .000 to .058).  ML and scaled ML 
CFI Type I error rates were inflated for the „L‟ threshold condition for the .5 factor 
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loading condition (although less so for the scaled ML CFI), but approached 0 under the 
other conditions („L‟ ML range = .000 to .288; „L‟ scaled ML range = .000 to .140). 
 
Figure 22. Metric invariance Type I error and power rates of normal-theory ML CFI with 
a continuous measurement scale. 
 
 
Figure 23. Metric invariance Type I error and power rates of the Yuan-Bentler scaled ML 
CFI with a continuous measurement scale. 
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Categorical scale of measurement with WLSMV estimation. Results for 
WLSMV CFI with a categorical measurement scale for the configural, metric, and scalar 
invariance models are presented in Table E3 in Appendix E.  See Figure 24 for a graph of 
the WLSMV CFI overall model fit rejection rates for the test of metric invariance.  Under 
all conditions, WLSMV CFI Type I error and power rates were at, or very near, 0 
(„normal‟ range = .000 to .019; censored range = .000 to .019; „L‟ range = .000 to .040).  
For all three threshold conditions, rejection rates decreased as a function of increased 
sample size and factor loading strength, although rejection rates were slightly higher for 
the „L‟ threshold condition.  Overall, the pattern of CFI rejection rates was similar across 
the ML, scaled ML, and WLSMV estimators; the only difference was that WLSMV CFI 
Type I error rates did not become inflated for the weak factor loading conditions. 
 
Figure 24. Metric invariance Type I error and power rates of WLSMV CFI with a 
categorical measurement scale. 
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Change in Alternative Fit Indices: ΔCFI 
Evaluating metric invariance: continuous scale of measurement with ML and 
Yuan-Bentler scaled ML estimation. Tables F1 and F2 in Appendix F provide mean, 
standard deviation, and rejection rate statistics for ML and scaled ML ΔCFI.  As 
explained in the method section, rejection rate cutoffs were derived from a subset of the 
study‟s conditions and resulted in ΔCFI > .004. 
Mean ΔCFI was zero for nearly every metric invariant generation condition under 
both ML and scaled ML estimation (with the exception of ML estimation when sample 
size was small and factor loadings were weak).  Power and Type I error rates of ML and 
scaled ML ΔCFI are shown in Figures 25 and 26, respectively.  Error rates were similar 
across threshold conditions, although rates were noticeably higher for the „L‟ threshold 
condition under ML estimation (continuous ML range = .000 to .186; continuous scaled 
ML range = .000 to .187; „normal‟ ML range = .000 to .202; „normal‟ scaled ML range = 
.000 to .199; censored ML range = .000 to .177; censored scaled ML range = .000 to 
.189; „L‟ ML range = .000 to .341; „L‟ scaled ML range = .000 to .220).  Rejection rates 
were particularly sensitive to sample size and factor loading strength.  While error rates 
were inflated when sample size was small and factor loading strength was weak, they 
approached zero as sample size and factor loading strength increased.  Power to reject 
metric non-invariance was similar for both ML and scaled ML ΔCFI, but like the pattern 
of Type I error rates, power was much higher for the „L‟ threshold condition under ML 
estimation (continuous ML range = .504 to .798; continuous scaled ML range = .520 to 
.805; „normal‟ ML range = .481 to .713; „normal‟ scaled ML range = .493 to .710; 
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censored ML range = .466 to .763; censored scaled ML range = .506 to .770; „L‟ ML 
range = .654 to .941; „L‟ scaled ML range = .508 to .831).  For all threshold conditions, 
power increased with increased sample size and factor loading strength.   
 
Figure 25. Metric invariance Type I error and power rates of normal-theory ML ΔCFI 
with a continuous measurement scale. 
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Figure 26. Metric invariance Type I error and power rates of the Yuan-Bentler scaled ML 
ΔCFI with a continuous measurement scale. 
 
Evaluating metric invariance: categorical scale of measurement with 
WLSMV estimation. Table F3 in Appendix F provides mean, standard deviation, and 
rejection rate statistics for WLSMV ΔCFI with a categorical measurement scale.  Mean 
WLSMV ΔCFI was 0 or .001 for all metric invariant generation conditions.   
Power and Type I error rates of WLSMV ΔCFI are shown in Figure 27.  Error 
rates were similar across threshold conditions („normal‟ range = .000 to .267; censored 
range = .000 to .261; „L‟ range = .000 to .258).  Type I error rates decreased as a function 
of increased sample size and particularly as a function of increased factor loading 
strength.  Power to reject metric non-invariance was somewhat lower for the „L‟ 
threshold condition, but was above .75 for all conditions („normal‟ range = .836 to 1.000; 
censored range = .852 to 1.000; „L‟ range = .778 to 1.000).  WLSMV ΔCFI power 
increased with increased sample size and factor loading strength.   
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Figure 27. Metric invariance Type I error and power rates of WLSMV ΔCFI with a 
categorical measurement scale. 
 
In comparing ML, scaled ML, and WLSMV ΔCFI Type I error and power rates 
for evaluating metric invariance, the scaled ML and WLSMV estimators were slightly 
preferred because they were less affected by non-normality.  However, neither of these 
were ideal because of their extreme sensitivity to factor loading strength.  Although the 
pattern of rejection rates was similar for scaled ML ΔCFI and WLSMV ΔCFI, the rates 
were higher in an absolute sense for WLSMV ΔCFI suggesting that the ΔCFI > .004 
cutoff may be too liberal for WLSMV ΔCFI.  
Evaluating scalar invariance: continuous scale of measurement with ML and 
Yuan-Bentler scaled ML estimation. Tables F1 and F2 in Appendix F provide mean, 
standard deviations, and rejection rate statistics for ML and Yuan-Bentler scaled ML 
ΔCFI with a continuous measurement scale.  Like the evaluation of metric invariance, 
mean ΔCFI was zero for nearly every generation condition under both ML and scaled 
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ML estimation.  Type I error rates for ML ΔCFI and scaled ML ΔCFI are shown in 
Figures 28 and 29, respectively.  Type I error rates for the test of scalar invariance 
demonstrated the same pattern as the rates for the test of metric invariance.  That is, rates 
were similar across threshold conditions, with the exception of the „L‟ threshold 
condition under ML estimation (continuous ML range = .000 to .186; continuous scaled 
ML range = .000 to .195; „normal‟ ML range = .000 to .200; „normal‟ scaled ML range = 
.000 to .212; censored ML range = .000 to .200; censored scaled ML range = .000 to 
.203; „L‟ ML range = .000 to .288; „L‟ scaled ML range = .000 to .241).  Rejection rates 
were sensitive to sample size and factor loading strength; Type I error rates were inflated 
when sample size was small and factor loading strength was weak, but approached zero 
as sample size and factor loading strength increased.  Assuming metric invariance was 
not correctly rejected, scalar invariance would be incorrectly rejected more often for 
small sample sizes, and particularly for non-normal data (continuous ML range = .002 to 
.094; continuous scaled ML range = .002 to .096; „normal‟ ML range = .006 to .116; 
„normal‟ scaled ML range = .007 to .117; censored ML range = .005 to .121; censored 
scaled ML range = .007 to .123; „L‟ ML range = .009 to .162; „L‟ scaled ML range = 
.019 to .165).   
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Figure 28. Scalar invariance Type I error rates of normal-theory ML ΔCFI with a 
continuous measurement scale. 
 
 
Figure 29. Scalar invariance Type I error rates of the Yuan-Bentler scaled ML ΔCFI with 
a continuous measurement scale. 
 
Evaluating scalar invariance: categorical scale of measurement with 
WLSMV estimation. Table F3 in Appendix F provides mean, standard deviation, and 
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rejection rate statistics for WLSMV ΔCFI with a categorical measurement scale.  Type I 
error rates of WLSMV ΔCFI are shown in Figure 30.  Type I error rates were similar 
across threshold conditions (slightly higher for the „L‟ threshold condition) and decreased 
as a function of increased sample size and factor loading strength („normal‟ range = .000 
to .238; censored range = .000 to .201; „L‟ range = .000 to .235).  Assuming metric 
invariance was not correctly rejected, scalar invariance would be incorrectly rejected 
more often for the „normal‟ and censored threshold conditions („normal‟ range = .130 to 
.229; censored range = .080 to .146; „L‟ range = .013 to .120).  Interestingly, there 
appeared to be a three-way interaction of threshold condition, sample size, and factor 
loading strength.  There was no change in incorrect rejections with increased factor 
loading strength for the „normal‟ and censored threshold conditions under the small 
sample size condition, but there was an increase in incorrect rejections with increased 
factor loading strength for these threshold conditions under the large sample size 
condition.  In contrast, there was a decrease in incorrect rejections with increased factor 
loading strength under both sample size conditions for the „L‟ threshold condition. 
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Figure 30. Scalar invariance Type I error rates of WLSMV ΔCFI with a categorical 
measurement scale. 
 
In comparing across estimators for the evaluation of scalar invariance, the Yuan-
Bentler scaled ML ΔCFI slightly outperformed ML and WLSMV ΔCFI based on its 
increased stability across threshold conditions.  In examining the CFI and ΔCFI results as 
a whole, scaled ML CFI/ΔCFI and WLSMV CFI/ΔCFI outperformed ML CFI/ΔCFI.    
Regardless, ΔCFI Type I error rates were particularly sensitive to factor loading strength 
for all estimators, suggesting that the utility of ΔCFI for evaluating measurement 
invariance is questionable. 
Alternative Fit Indices: RMSEA 
Continuous scale of measurement with ML and Yuan-Bentler scaled ML 
estimation. Overall model fit results for ML and scaled ML RMSEA with a continuous 
measurement scale for the configural, metric, and scalar invariance models are provided 
in Tables G1 and G2 in Appendix G, respectively.  Rejection rates were based on Hu and 
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Bentler‟s (1999) suggested cutoff of RMSEA > .06.  Figures 31 and 32 show the overall 
model fit rejection rates for ML and scaled ML RMSEA for the test of metric invariance.  
ML and scaled ML RMSEA Type I error and power rates were approximately 0 for the 
continuous, „normal,‟ and censored conditions (continuous ML range = .000 to .005; 
continuous scaled ML range = .000 to .007; „normal‟ ML range = .000 to .002; „normal‟ 
scaled ML range = .000 to .003; censored ML range = .000 to .004; censored scaled ML 
range = .000 to .003).  The ML RMSEA Type I error rate was inflated for the „L‟ 
threshold condition when sample size was small and factor loading strength was large.  
Consequently, ML RMSEA demonstrated some power when sample size was small.  
Under the remaining conditions, and for all scaled ML conditions, the rejection rate 
approached 0 („L‟ ML range = .000 to .366; „L‟ scaled ML range = .000 to .004).   
 
Figure 31. Metric invariance Type I error and power rates of normal-theory ML RMSEA 
with a continuous measurement scale. 
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Figure 32. Metric invariance Type I error and power rates of the Yuan-Bentler scaled ML 
RMSEA with a continuous measurement scale. 
 
Categorical scale of measurement with WLSMV estimation. Overall model fit 
results for WLSMV RMSEA with a categorical measurement scale for the configural, 
metric, and scalar invariance models are provided in Table G3 in Appendix G.  WLSMV 
RMSEA overall model fit rejection rates for the test of metric invariance are shown in 
Figure 33.  Like the Yuan-Bentler scaled ML RMSEA, WLSMV RMSEA Type I error 
rates were near 0 across all conditions („normal‟ range = .000 to .004; censored range = 
.000 to .003; „L‟ range = .000 to .004).  In contrast to the ML-based estimators, WLSMV 
RMSEA power increased sharply as a function of increased factor loading strength, 
especially for the larger sample size condition („normal‟ range = .185 to .806; censored 
range = .220 to .867; „L‟ range = .068 to .562).  Power was somewhat lower for the „L‟ 
threshold condition.  In comparing overall RMSEA across estimators, WLSMV RMSEA 
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outperformed ML and scaled ML RMSEA because of its sensitivity to model 
misspecification and its ability to control Type I errors.   
 
Figure 33. Metric invariance Type I error and power rates of WLSMV RMSEA with a 
categorical measurement scale. 
 
Change in Alternative Fit Indices: ΔRMSEA 
Evaluating metric invariance: continuous measurement scale with ML and 
Yuan-Bentler scaled ML estimation. Tables H1 and H2 in Appendix H provide mean, 
standard deviation, and rejection rate statistics for ML and scaled ML ΔRMSEA.  
Rejection rates were based on ΔRMSEA < -.009.  Mean ΔRMSEA was zero or negative 
for all metric invariant generation condition under both ML and scaled ML estimation.  
Power and Type I error rates of ML and scaled ML ΔRMSEA are shown in Figures 34 
and 35, respectively.  Error rates were relatively similar across threshold conditions 
(below .08), although they tended to decrease as a function of increased factor loading 
strength for the censored and „L‟ threshold conditions, but remained steady for the 
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continuous and „normal‟ threshold conditions (continuous ML range = .026 to .069; 
continuous scaled ML range = .027 to .070; „normal‟ ML range = .028 to .071; „normal‟ 
scaled ML range = .027 to .068; censored ML range = .009 to .054; censored scaled ML 
range = .016 to .058; „L‟ ML range = .000 to .066; „L‟ scaled ML range = .006 to .059).  
For all threshold conditions, Type I errors decreased with increased sample size.  For 
both ML and scaled ML, power to reject metric non-invariance was greatest for the 
continuous threshold condition and lowest for the „L‟ threshold condition (continuous 
ML range = .474 to .928; continuous scaled ML range = .483 to .927; „normal‟ ML range 
= .400 to .823; „normal‟ scaled ML range = .400 to .826; censored ML range = .345 to 
.838; censored scaled ML range = .401 to .870; „L‟ ML range = .221 to .673; „L‟ scaled 
ML range = .304 to .817).   
 
Figure 34. Metric invariance Type I error and power rates of normal-theory ML 
ΔRMSEA with a continuous measurement scale. 
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Figure 35. Metric invariance Type I error and power rates of the Yuan-Bentler scaled ML 
ΔRMSEA with a continuous measurement scale. 
 
Evaluating metric invariance: categorical measurement scale with WLSMV 
estimation.  Table H3 in Appendix H provides mean, standard deviation, and rejection 
rate statistics for WLSMV ΔRMSEA.  Mean ΔRMSEA for the metric invariant 
generation conditions was greater under WLSMV estimation (mean WLSMV ΔRMSEA 
ranged from .000 to .004) than under ML and scaled ML estimation (mean ML and 
scaled ML ΔRMSEA was at or below 0).  Power and Type I error rates of WLSMV 
ΔRMSEA are shown in Figure 36.  Error rates were similar across threshold conditions, 
but increased with increased factor loading strength and decreased with increased sample 
size („normal‟ range = .125 to .246; censored range = .125 to 261; „L‟ range = .114 to 
.263).  Power to reject metric non-invariance was slightly lower for the „L‟ threshold 
condition, but was above .8 for all conditions („normal‟ range = .911 to 1.000; censored 
range = .915 to 1.000; „L‟ range = .840 to 1.000).  Power increased with increased factor 
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loading strength and sample size.  In examining the ΔRMSEA metric invariance results, 
scaled ML ΔRMSEA and WLSMV ΔRMSEA outperformed ML ΔRMSEA because their 
power rates were more stable across threshold conditions.  The fact that WLSMV 
ΔRMSEA error rates were much higher than scaled ML ΔRMSEA simply suggests that 
the ΔRMSEA < -.009 cutoff may be too liberal for WLSMV estimation. 
 
Figure 36. Metric invariance Type I error and power rates of WLSMV ΔRMSEA with a 
categorical measurement scale. 
 
Evaluating scalar invariance: continuous measurement scale with ML and 
Yuan-Bentler scaled ML estimation. Tables H1 and H2 in Appendix H provide mean, 
standard deviation, and rejection rate statistics for ML and scaled ML ΔRMSEA.  As 
before, mean ΔRMSEA was zero or negative for all generation conditions under both ML 
and scaled ML estimation.  Type I error rates of ML and scaled ML ΔRMSEA are shown 
in Figures 37 and 38, respectively.  Error rates were similar across threshold conditions 
and estimators (all falling below .07), although rates decreased and approached zero for 
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the „L‟ threshold condition as factor loading strength increased (continuous ML range = 
.022 to .062; continuous scaled ML range = .023 to .061; „normal‟ ML range = .021 to 
.060; „normal‟ scaled ML range = .020 to .061; censored ML range = .022 to .060; 
censored scaled ML range = .020 to .060; „L‟ ML range = .000 to .039; „L‟ scaled ML 
range = .006 to .049).  For all threshold conditions, Type I errors decreased with 
increased sample size.  Assuming metric invariance was not correctly rejected, scalar 
invariance would be incorrectly rejected less than 5% of the time (continuous ML range = 
.002 to .045; continuous scaled ML range = .002 to .044; „normal‟ ML range = .004 to 
.048; „normal‟ scaled ML range = .004 to .047; censored ML range = .002 to .049; 
censored scaled ML range = .002 to .048; „L‟ ML range = .000 to .009; „L‟ scaled ML 
range = .002 to .035).   
 
Figure 37. Scalar invariance Type I error rates of normal-theory ML ΔRMSEA with a 
continuous measurement scale. 
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Figure 38. Scalar invariance type I error rates of the Yuan-Bentler scaled ML ΔRMSEA 
with a continuous measurement scale. 
 
Evaluating scalar invariance: categorical measurement scale with WLSMV 
estimation.  Table H3 in Appendix H provides mean, standard deviation, and rejection 
rate statistics for WLSMV ΔRMSEA.  Mean WLSMV ΔRMSEA was negative for all 
conditions.  Type I error rates for WLSMV ΔRMSEA are shown in Figure 39.  Error 
rates were higher for the „L‟ threshold condition, but decreased with increased factor 
loading strength, whereas error rates were similar for the „normal‟ and censored threshold 
conditions and remained relatively stable across factor loading strengths („normal‟ range 
= .063 to .107; „censored‟ range = .060 to .089; „L‟ range = .054 to .138).  For all 
threshold conditions, error rates decreased with increased sample size.  Assuming metric 
invariance was not correctly rejected, scalar invariance would be incorrectly rejected less 
than 5% of the time („normal‟ range = .000 to .028; censored range = .000 to .018; „L‟ 
range = .000 to .036).   
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Figure 39. Scalar invariance Type I error rates of WLSMV ΔRMSEA with a categorical 
measurement scale 
 
For the purpose of evaluating scalar invariance, there was no clear preference 
among estimators (the inflated Type I errors for WLSMV ΔRMSEA are again explained 
by the cutoff being too liberal).  In examining the RMSEA and ΔRMSEA results as a 
whole, WLSMV RMSEA was preferred for evaluating configural invariance because of 
its increased power, whereas scaled ML ΔRMSEA and WLSMV ΔRMSEA were equally 
preferred for evaluating change in model fit.   
In comparing across the three model fit indices, the chi-square/likelihood ratio test 
was preferred over CFI and RMSEA for evaluating measurement invariance with 
censored ordinal data under the conditions examined in this study.  The categorical ML 
and scaled ML likelihood ratio difference tests maintained adequate metric and scalar 
Type I error rates under all conditions, and demonstrated considerable power to detect 
metric non-invariance.  For evaluating configural invariance (i.e., evaluating overall 
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model fit), the WLSMV chi-square test controlled Type I error rates better than the other 
indices for the most skewed and kurtotic distributions, and still maintained sufficient 
power to detect metric non-invariance.  CFI was the least preferred of the indices because 
of its considerable sensitivity to factor loading strength.  Type I error rates for ΔCFI 
reached inflated levels when factor loadings were weak, but approached zero when factor 
loadings were strong.  ΔRMSEA appeared to be more promising than ΔCFI.  
Nevertheless, compared to the ML and scaled ML likelihood ratio difference test rates, 
ΔRMSEA Type I error rates were less stable across threshold conditions and power rates 
were much lower (WLSMV ΔRMSEA power rates were comparable, but this was at the 
cost of increased Type I error rates).  Conclusions about overall CFI and RMSEA are 
difficult, and perhaps impossible, to make due to so few models being rejected by the 
cutoffs used in this study.    
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Discussion 
Main Findings 
 The purpose of this study was to determine the effects of categorization and 
censoring on the behavior of the chi-square/likelihood ratio test statistic and two 
alternative fit indices (CFI and RMSEA) under the context of evaluating measurement 
invariance.  Results were compared across multiple model estimators and measurement 
scales, for different sample sizes, and factor loading strengths.  In addition, factor 
loadings were manipulated such that they were either invariant across groups (to assess 
Type I error rates) or non-invariant across groups (to assess power).  Overall fit was 
examined to evaluate configural invariance, whereas change in fit was examined to 
evaluate metric and scalar invariance.  Each of the primary research questions are 
summarized below.  Results for research question 5, “how do the results from questions 
1-4 vary as a function of sample size and factor loading strength?” are described as part 
of the general discussion for each of the primary research questions.  As hypothesized, 
the effects of sample size and factor loading strength varied across conditions. 
How does the effect of categorization and censoring on the chi-square goodness of fit 
test vary as a function of the specified model estimator and measurement scale? 
Overall fit was examined for the two continuous measurement scale conditions 
and the categorical measurement scale condition with WLSMV estimation.  Consistent 
with prior research (c.f. Yuan, Bentler, & Zhang, 2005; Lei & Lomax, 2005; Olsson, 
1979; Yuan & Bentler, 2002), Type I error rates for the normal theory ML chi-square test 
were largest under the threshold condition with extreme (positive) multivariate kurtosis 
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(i.e., under the „L‟ threshold condition).  However, rates were also inflated for the 
„normal‟ and censored threshold conditions suggesting that ordinal data increases bias 
regardless of the shape of the distribution; this is in line with Lubke and Muthén (2004).  
For all three ordinal threshold conditions, Type I error rates decreased with increased 
sample size.  Although Lubke and Muthén (2004) found that error rates increased with 
increased sample size for indicator variant thresholds, they did not find this to be the case 
for indicator invariant thresholds.  The present study only examined invariant thresholds, 
and therefore the findings are consistent.  Parallel to the findings of Lubke and Muthén 
(2004), Type I error rates increased with increased factor loading strength.  When data 
were continuous, Type I error rates for the ML chi-square test were near .05 across 
conditions.  Mirroring the pattern of Type I errors, the power of the normal theory ML 
chi-square test to detect misspecification was greatest for the „L‟ threshold condition.  
Power progressively decreased for the continuous, censored, and „normal‟ threshold 
conditions (in this order).  As expected, power increased across all threshold conditions 
as sample size increased (cf. Curran et al., 1996; Fan et al., 1999) and factor loading 
strength increased (cf. Yu, 2002). 
As observed by Fouladi (2000), the Yuan-Bentler scaled ML chi-square test 
demonstrated much lower Type I error rates across threshold conditions than the normal 
theory ML chi-square test.  For all threshold conditions, Yuan-Bentler Type I error rates 
decreased with increased sample size.  For the ordinal threshold conditions, Type I error 
rates increased with increased factor loading strength.  The power of the Yuan-Bentler 
scaled ML chi-square test to detect misspecification was comparable to the power of the 
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normal theory chi-square test.  This result does not contradict the findings of Fouladi 
(2000), because Fouladi‟s results were based on the Yuan-Bentler scaled ADF estimator 
instead of the ML estimator. 
The WLSMV chi-square test demonstrated acceptable (near .05) Type I error 
rates across conditions with the exception of the condition with the smallest sample size 
and weakest factor loadings (cf. Beauducel & Yorck Herzberg, 2006; Flora & Curran, 
2004; Muthén et al., 1997; Yu, 2002).  Type I error rates decreased slightly with 
increased sample size (cf. Muthén et al., 1997), while power increased with increased 
sample size (cf. Yu, 2002).  The power of the WLSMV chi-square test to detect 
misspecification was considerable (ranging from .590 to 1.000). 
How does the effect of categorization and censoring on the chi-square/likelihood ratio 
difference test vary as a function of the specified model estimator and measurement 
scale? 
 Change in fit as a measure of metric and scalar invariance was examined for all 
seven analysis conditions.  Results for the evaluation of metric invariance are presented 
first followed by the scalar invariance results.   
In contrast to the behavior of the overall chi-square test, Type I error rates of the 
normal-theory ML chi-square difference test (with a continuous measurement scale) for 
evaluating metric invariance were below .1 for all threshold conditions.  Rates were 
relatively stable across sample sizes, and unlike Type I error rates for the overall chi-
square test, rates generally decreased with increased factor loading strength.  The power 
of the ML chi-square difference test to detect metric non-invariance was highest for the 
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continuous threshold condition, and lowest for the censored threshold condition.  Like 
power for the overall chi-square test, the power of the difference test increased with 
increased sample size and factor loading strength consistent with the findings of Meade 
and Bauer (2007).  The Type I error and power rates of the Yuan-Bentler scaled ML chi-
square difference test (with a continuous measurement scale) were similar to those of the 
normal theory ML difference test.  However, the Yuan-Bentler test demonstrated more 
stable Type I error rates across threshold conditions and had greater power to detect 
metric non-invariance than did the ML test.   
 The Type I error rates of the ML likelihood ratio difference test with a censored 
measurement scale specification were less stable and more inflated than the rates for the 
continuous measurement scale specification.  This finding is consistent with Muthén, 
(1989), and Muthén & Muthén‟s (1998-2007) recommendation that normal-theory ML 
should not be used when a censored measurement scale is specified.  In accord with 
Waller and Muthén‟s (1992) conclusions, Type I error rates were lower for the non-
normal threshold conditions than for the continuous and „normal‟ threshold conditions.  
Error rates increased as factor loading strength increased for the „normal‟ and censored 
conditions, but decreased with increased factor loading strength for the „L‟ condition.  In 
contrast to the results of Waller and Muthén, error rates were not influenced by sample 
size.  However, this can be explained by the fact that Waller and Muthén examined much 
more dramatic differences in sample size (i.e., N = 200 versus N = 2000) than used in the 
present study.  Following the pattern of the Type I error rates, power was greater for the 
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„normal‟ and censored threshold conditions.  For all threshold conditions, power 
increased with increased sample size and factor loading strength. 
 As suggested by Muthén and Muthén (1998-2007), the Yuan-Bentler scaled 
likelihood ratio difference test performed much better under the censored measurement 
scale specification.  Type I error rates were stable across all conditions, and power of the 
Yuan-Bentler scaled test was greater than the normal theory test for detecting metric non-
invariance when data were severely non-normal.  As expected, power increased with 
increased sample size and factor loading strength. 
 Type I error and power rates were similar across the ML and Yuan-Bentler scaled 
ML likelihood ratio difference tests under the categorical measurement scale 
specification.  Type I error rates approached .05 across all conditions, and both test 
statistics demonstrated considerable power to detect metric non-invariance (power ranged 
from .500 to 1.000).  For small sample sizes, Type I error rates of the WLSMV chi-
square difference test were slightly higher than the ML-based difference tests, but were 
comparable for larger sample sizes (cf.Asparouhov & Muthén, 2006; French & Finch, 
2006).  WLSMV error rates were stable across threshold conditions and factor loading 
strengths.  In contrast to French and Finch‟s (2006) finding that the WLSMV chi-square 
difference test had low rates of power, the WLSMV chi-square difference test 
demonstrated particularly high rates of power in the present study.  This may be due to 
differences in model complexity.  For example, French and Finch examined more 
complex models than the model used in this study.  For all estimators and threshold 
conditions, power increased with increased sample size and factor loading strength.   
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 The behavior of the chi-square/likelihood ratio difference test was less affected by 
categorization and censoring under the evaluation of scalar invariance, and consequently, 
was more stable across estimators and measurement scales.  Type I error rates for the 
normal-theory and Yuan-Bentler scaled ML chi-square difference tests with a continuous 
measurement scale specification, and for the Yuan-Bentler scaled test with a censored 
measurement scale specification, were near .05 across all conditions. 
Relative to the evaluation of metric invariance, error rates of the normal theory 
ML chi-square difference test with a censored measurement scale were much more stable 
across threshold conditions.  However, relative to the other analysis combinations, rates 
were inflated for the censored and „L‟ threshold conditions (especially for the weak factor 
loading conditions).  
Type I error rates for the chi-square/likelihood ratio difference tests under a 
categorical measurement specification were near .05 across estimators and data 
conditions.  Compared to the continuous and censored measurement scale specifications, 
there was a greater tendency to incorrectly reject scalar invariance under conditions in 
which metric invariance was not correctly rejected.  As previously noted, this observation 
is not particularly meaningful. 
How does the effect of categorization and censoring on alternative fit indices (AFIs) 
vary as a function of the specified model estimator and measurement scale? 
 Alternative fit indices were available for the two continuous measurement scale 
analysis conditions (continuous ML and continuous MLR), as well as for one of the 
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categorical measurement conditions (categorical WLSMV).  Results are discussed for 
CFI first, and then for RMSEA.  
 Consistent with Yu‟s (2002) findings, CFI Type I error and power rates were at or 
near 0 for normal-theory ML, Yuan-Bentler scaled ML, and WLSMV estimation across 
conditions with the exception of the condition with the smallest sample size and weakest 
factor loadings.  For the latter condition, Type I error rates under the „L‟ threshold 
condition were inflated for normal-theory ML CFI, and to a lesser degree for the Yuan-
Bentler scaled ML CFI, but not for WLSMV CFI.  This difference across estimators was 
not observed by Beauducel and Yorck Herzberg (2006), but their results were averaged 
over a number of study conditions so differences in estimators may be concealed.  For all 
estimators, CFI Type I error rates decreased with increased sample size (cf. Hu & 
Bentler, 1999) and factor loading strength.  These results are in contrast to Cheung and 
Rensvold‟s (2002) conclusion that CFI is stable across these variables.  However, they 
did not provide their actual results for these variables so the degree of stability is unclear.  
The fact that power rates were near 0 corroborates Meade et al.‟s (2008) finding that 
AFIs are not particularly sensitive to minor misspecifications. 
 Like CFI, RMSEA Type I error rates were at or near 0 across conditions and 
estimators except for the normal-theory ML estimator (cf. Herzog & Boomsma, 2009) 
under the „L‟ threshold condition.  In this case the rates increased with increased factor 
loading strength but decreased with increased sample size (c.f. Hu & Bentler, 1999; Yu, 
2002).  Interestingly, WLSMV RMSEA demonstrated considerable power (much more so 
than WLSMV CFI).  Power rates for ML and the Yuan-Bentler scaled ML RMSEA were 
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much lower than for WLSMV RMSEA.  For WLSMV RMSEA, power increased with 
increased sample size (cf. Yu, 2002) and factor loading strength.   
How does the effect of categorization and censoring on the change in AFIs (ΔAFIs) 
vary as a function of the specified model estimator and measurement scale? 
Change in alternative fit indices was also examined for the two continuous 
measurement scale conditions and the WLSMV categorical measurement scale condition.  
Results are presented for ΔCFI first, and the metric invariance results are discussed prior 
to scalar invariance results.   
ΔCFI Type I error rates were similar across estimators and threshold conditions, 
but like overall CFI, error rates were noticeably higher for normal theory ML estimation 
under the „L‟ threshold condition (West et al., 1995).  Type I error rates were inflated for 
all estimators when sample size was small (cf. French & Finch, 2006) and factor loadings 
were weak.  However, rates approached 0 with increased sample size and factor loading 
strength.  This finding is in contrast to Cheung and Rensvold (2002); as previously stated, 
they did not provide their results for these variables so the degree of stability is unclear.  
Similar to the Type I error rates pattern, power was greater for the „L‟ threshold condition 
under the normal theory ML estimator, but relatively consistent across threshold 
conditions for the other two estimators.  WLSMV ΔCFI had the highest rates of power.  
For all estimators and threshold conditions, power increased with increased sample size 
and factor loading strength.  The former is in contrast to Fan and Sivo‟s (2009) findings 
which were based on evaluations of factor mean invariance as opposed to measurement 
invariance, whereas the latter is consistent with Meade and Bauer (2007). 
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ΔCFI exhibited similar behavior for evaluating scalar invariance.  As before, Type 
I error rates were more stable across threshold conditions for the Yuan-Bentler scaled ML 
and WLSMV estimators.  Like the results of the chi-square/likelihood ratio difference 
test for the categorical measurement scale specification, assuming metric invariance was 
not correctly rejected, WLSMV ΔCFI would lead to more incorrect rejections of scalar 
invariance (although this pattern varied across sample sizes, factor loading strengths, and 
threshold conditions). 
 For the evaluation of metric invariance, normal theory ML and Yuan-Bentler 
scaled ML ΔRMSEA Type I error rates demonstrated very little inflation (below .08 for 
all conditions), and decreased with increased sample size and factor loading strength.  In 
contrast, WLSMV ΔRMSEA Type I error rates were inflated across all conditions (above 
.1), and increased with increased factor loading strength.  Contrary to Meade et al. 
(2008), power remained stable across sample sizes.  Nevertheless, WLSMV ΔRMSEA 
Type I error rates were much more stable across threshold conditions than ML-based 
ΔRMSEA rates.  Moreover, Yuan-Bentler error rates were more stable than normal-
theory error rates.  Despite the inflation, it appears that WLSMV ΔRMSEA outperformed 
the other two estimators.  The inflation simply indicates that the cutoff is too liberal for 
WLSMV ΔRMSEA.  Power rates were also higher for WLSMV ΔRMSEA (due to 
greater inflation) than for ML and the Yuan-Bentler ML ΔRMSEA, but power was 
consistent across the ML-based estimators.  However, power was greater for the Yuan-
Bentler scaled ML ΔRMSEA than for normal-theory ML ΔRMSEA under the „L‟ 
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threshold condition.  For all estimators and threshold conditions, power increased with 
increased sample size and factor loading strength (cf. Meade & Bauer, 2007). 
 For the evaluation of scalar invariance, normal-theory ML and Yuan-Bentler 
scaled ML ΔRMSEA Type I error rates again demonstrated appropriate levels, whereas 
WLSMV ΔRMSEA rates tended to be inflated for the smaller sample size and weaker 
factor loading conditions.  For all estimators, error rates for the „L‟ threshold condition 
decreased with increased factor loading strength.  Interestingly, WLSMV ΔRMSEA error 
rates for the „L‟ threshold condition started out higher and then approached those of the 
other threshold conditions, whereas the ML-based error rates for the „L‟ threshold 
condition started out near those of the other threshold conditions and then approached 0.  
For all threshold conditions, error rates decreased with increased sample size.  Assuming 
metric invariance was not correctly rejected, scalar invariance would be incorrectly 
rejected less than 5% of the time across conditions. 
Conclusions 
 As hypothesized, non-normality increased Type I error rates for the continuous 
scale of measurement and did not affect error rates for the categorical scale of 
measurement.  Contrary to what was hypothesized, non-normality did not lead to more 
correct statistical conclusions for the censored measurement scale relative to other 
measurement scales.  However, Type I error rates were lower for the increasingly non-
normal threshold conditions relative to the normal threshold conditions under the 
censored model.  For the chi-square/likelihood ratio based outcomes, non-normality and 
categorization had less impact on statistical conclusions related to scalar invariance 
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(which centers on the mean structure) than on conclusions related to metric invariance 
(which centers on the variance/covariance structure).  The effects of non-normality and 
categorization were consistent across invariance conditions for the AFI based outcomes. 
Results from this study also supported the hypothesis that the specification of a 
categorical scale of measurement and use of maximum likelihood estimation would lead 
to more correct statistical conclusions than the other analysis combinations under the 
context of evaluating measurement invariance with censored ordinal data.  Power rates 
were higher for the categorical measurement scales than the continuous and censored 
scales, and Type I error rates were lower for ML-based estimation than WLSMV 
estimation.  These results can be explained by the underlying assumptions of each 
measurement model.  Categorical measurement models do not assume normality, so 
censoring is not a violation of the model.  In contrast, censored measurement models do 
assume the data are measured at an interval or ratio level, so ordinal data are a violation 
of the model.  Interestingly, the continuous measurement model outperformed (or 
performed equivalently to) the censored measurement model, despite the fact that the 
continuous measurement model does not address skewness or censoring whereas the 
censored measurement model does.  With regards to the continuous and censored 
measurement models, the Yuan-Bentler scaled ML chi-square and chi-square/likelihood 
ratio difference tests led to more correct conclusions (including fewer Type II errors) than 
the normal-theory ML tests.   
 Finally, the hypothesis that chi-square-based outcomes would lead to more correct 
statistical conclusions than AFI-based outcomes was fully supported.  Type I error rates 
105 
for the chi-square-based outcomes were much more stable across sample sizes and factor 
loading strengths.  In addition, chi-square-based outcomes demonstrated greater power to 
detect metric non-invariance although WLSMV ΔCFI and ΔRMSEA demonstrated 
comparable rates.  Comparing across the AFIs, ΔRMSEA appeared to be more promising 
than ΔCFI because ΔCFI was extremely sensitive to factor loading strength.  For 
censored ordinal data, WLSMV AFI estimation with a categorical specification was 
preferred over ML-based AFI estimation with a continuous specification. 
Implications for Practice 
 Results from this study should be used to inform the modeling decisions of 
applied researchers.  No single analysis combination (estimator and measurement scale) 
will work for all situations; it is essential that researchers consider the context and 
purpose of their analyses.  First and foremost, researchers must examine the univariate 
and multivariate distributions of their data prior to evaluating measurement invariance, as 
these results will guide future decisions.  Second, researchers should evaluate the relative 
cost of making a Type I error (incorrectly rejecting the null hypothesis) versus making a 
Type II error (failing to correctly reject the null hypothesis).  Third, researchers must 
consider additional constraints such as the need to evaluate overall model fit, provide 
straightforward interpretations of parameter estimates, or address complex sampling.  
 For a simple CFA model (i.e., a single-factor model) based on five-option Likert 
scale data in which the only outcome that matters is the conclusion about metric and 
scalar invariance, ML or Yuan-Bentler scaled ML estimation should be used with a 
categorical measurement scale (the Yuan-Bentler option is required in Mplus for 
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addressing complex sampling).  On the other hand, it may be necessary to instead use the 
limited-information estimator WLSMV with a categorical measurement scale for 
evaluating complex models with multiple factors (it may not be computationally feasible 
to use ML with ordinal data due to the increased dimensions of integration required for 
complex models).  If it is more important to control Type I errors than to control Type II 
errors, the Yuan-Bentler scaled ML estimator with a continuous measurement scale is 
preferred over WLSMV with a categorical measurement scale. 
 Alternatively, if it is important to evaluate overall model fit, WLSMV estimation 
should be used with a categorical measurement scale, because overall fit indices are not 
well developed for maximum likelihood estimation with a categorical measurement scale.  
Further, if it is important to provide straightforward interpretations of parameter 
estimates, Yuan-Bentler scaled ML should be used with a continuous measurement scale.  
Interpretations of parameter estimates from a categorical measurement model are less 
straightforward because they are on the logit or probit metric.  Under all situations, larger 
sample sizes are preferred over smaller sample sizes in order to reduce Type I error rates 
and maintain adequate power.  Even if measurement invariance is rejected, researchers 
must determine the practical significance of the statistically significant difference. 
Limitations 
 Like all studies, this study has its limitations.  First, the generation conditions 
(sample size, factor loading strength, and thresholds) were not randomly sampled, so 
conclusions about the effects of these factors cannot be generalized beyond the specific 
levels examined.  For ease of interpretation, Type I error and power rates were graphed as 
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continuous lines across factor loading strengths, but it is unknown whether this pattern 
actually holds for the unobserved factor loading strengths. 
 Second, this study did not evaluate parameter estimates and standard errors, as the 
focus was on measures of overall model fit and change in model fit.  Thus, it is unclear 
from this study how and to what extent categorization and censoring affect such 
outcomes, as well as how these effects vary across study conditions.  These outcomes are 
particularly important for assessing effect sizes of non-invariance. 
 Another limitation is that the cutoffs used for examining CFI and RMSEA as 
indicators of overall model fit were too conservative.  Very few models were rejected, so 
it was impossible to determine the effects of the study conditions on the behavior of the 
overall AFIs.  Adding approximation errors to the simulated models would likely resolve 
this issue (Cheung & Rensvold, 2002; Cudeck & Henly, 1991).   
 Finally, conclusions from this study regarding the behavior of the chi-square test 
statistic and alternative fit indices are only based on a small subset of simulation 
conditions.  Data were generated according to a single multiple-group CFA model with 
equal item parameters, and this model was less complex than many of the models applied 
in practice.  Past research has shown that sensitivity to model complexity varies as a 
function of model estimator and test statistic/fit index.  Likewise, the sample sizes 
examined in this study (N=400 and N=1000) were equal across groups and were not 
extremely small; under smaller sample sizes, the WLSMV estimator has been found to 
have convergence problems and inflated Type I errors due to low frequency cell counts 
(i.e., rarely endorsed response options; Flora & Curran, 2004).  Furthermore, this study 
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did not evaluate the effects of alternative types of non-invariance (e.g., multi-directional 
non-invariance, scalar non-invariance, structural non-invariance).   
Future Research 
Future research is needed to address the limitations of the present study, but also 
to explore newer topics related to the evaluation of measurement invariance that have not 
yet been widely studied.  Past research has shown that chi-square-based measures are 
especially sensitive to sample size, and as a result, there has been an increase in research 
on the behavior of alternative fit indices for evaluating measurement invariance.  In turn, 
research has shown that AFIs are not the panacea for incorrect statistical conclusions.  
Perhaps a more worthwhile (or at least equally important) research direction would be to 
investigate the role of effect sizes for evaluating measurement non-invariance.  Potential 
research questions might include “how are estimates of effect size influenced by 
modeling decisions (e.g., choice of model estimator and measurement scale)?” and “how 
are estimates of effect size influenced by data characteristics (e.g., categorization and 
non-normality)?” 
 Bayesian estimation is another topic that needs to be studied under the context of 
evaluating measurement invariance.  Bayesian approaches to statistical modeling are 
becoming increasingly popular (e.g., Wainer, Bradlow, & Wang, 2007), and will continue 
to increase in popularity with the addition of the Bayesian Markov Chain Monte Carlo 
algorithm to mainstream software environments such as Mplus Version 6 (Muthén & 
Muthén, 1998-2010).  Bayesian approaches are particularly advantageous for dealing 
with small sample sizes and complex relationships (e.g., Baldwin, Bernstein, & Wainer, 
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2009), and therefore represent promising alternatives to traditional model estimators such 
as maximum likelihood (which is limited to relatively simple models for ordinal data) 
and WLSMV (a limited-information estimator).   
Finally, research is needed to determine the effects of missing data on the 
evaluation of measurement invariance.  Missing data patterns and measurement 
invariance conclusions are particularly relevant to longitudinal investigations, and yet, 
there appears to be little research examining these issues in tandem.  Research questions 
might include “how are measurement invariance conclusions affected by different 
patterns of missing data (i.e., MCAR, MAR, and MNAR)?” and “how do measurement 
invariance conclusions compare across modern methods for handling missing data (i.e., 
FIML and multiple imputation; Graham, 2009)?” 
General Conclusions 
Demonstrating statistically sound evidence of measurement invariance is a 
necessary prerequisite to making meaningful conclusions about group differences and 
developmental trends.  Because data collected in educational and psychological settings 
are often ordinal and/or non-normal, it is typically inappropriate to use normal-theory 
methods in evaluating measurement invariance.  Fortunately, many alternative methods 
of analysis are now widely available due to increased computing power and accessibility 
of sophisticated structural equation modeling software programs such as Mplus.  The 
present study served to evaluate a number of these alternative methods.  
As a whole, this study replicated past findings regarding the effects of 
categorization and censoring on the behavior of the chi-square/likelihood ratio test 
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statistic and two alternative fit indices.  In addition, this study expanded on previous 
research in two important ways.  First, by fully crossing (to the extent that it was 
possible) the model estimator and measurement scale factors, it was possible to determine 
the unique effect of each estimator and measurement scale on Type I error and power 
rates.  Second, this study examined the behavior of ΔAFIs under the context of analyzing 
ordinal data; previous conclusions about ΔAFIs were limited to the analysis of 
continuous data.   
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Appendix A: Example Mplus Syntax for Generating and Analyzing Data 
 
 
Figure A1. Example Mplus generation syntax. 
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Figure A2. Example Mplus analysis syntax for a continuous measurement scale. 
117 
 
 
 
Figure A3. Example Mplus analysis syntax for a censored measurement scale. 
  
118 
 
 
 
Figure A4. Example Mplus analysis syntax for a categorical measurement scale (ML or 
MLR estimation). 
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Figure A5. Example Mplus analysis syntax for a categorical measurement scale 
(WLSMV estimation). 
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Appendix B: Univariate and Multivariate Descriptive Statistics 
Table B1. 
Summary of Univariate and Multivariate Distributions Across Generation Conditions 
 Total 
Replications 
M SD Mean γ Mean β-3 Mean TS-W
 
TS-W RR
 
Mean γp
 γp RR Mean β-3p
 β-3p RR 
FF0 10012 .000 .998 -.002 -.004 .982 .054 219.621 .065 -.577 .071 
FFN 10012 2.000 .904 .000 .031 .871 1.000 217.257 .052 -.425 .046 
FFC 11332 1.466 1.033 .252 -.582 .874 1.000 218.335 .047 -2.258 .653 
FFL 10000 1.096 1.369 .987 -.367 .740 1.000 536.415 1.000 3.905 .886 
FS0 10013 0.000 .997 -.002 -.005 .982 .050 219.580 .065 -.577 .071 
FSN 10013 2.000 .903 .000 .032 .871 1.000 218.914 .057 -.279 .036 
FSC 11295 1.467 1.034 .253 -.581 .875 1.000 227.356 .125 -1.368 .242 
FSL 10000 1.096 1.369 .988 -.365 .740 1.000 604.078 1.000 11.116 1.000 
FN0 10012 -.001 .997 -.004 -.006 .982 .049 219.631 .065 -.578 .070 
FNN 10012 2.000 .904 -.002 .034 .871 1.000 232.169 .185 1.483 .332 
FNC 11121 1.467 1.034 .255 -.577 .875 1.000 239.948 .269 .222 .091 
FNL 10000 1.095 1.368 .989 -.362 .740 1.000 792.425 1.000 26.384 1.000 
OF0 10000 .000 1.000 .001 -.001 .985 .050 219.862 .067 -.352 .052 
OFN 10000 2.000 .905 .000 .014 .871 1.000 216.487 .050 -.248 .040 
OFC 10002 1.466 1.034 .255 -.592 .876 1.000 248.315 .354 -3.290 .958 
OFL 10000 1.097 1.371 .981 -.401 .742 1.000 1006.214 1.000 6.407 .997 
OS0 10000 .001 .999 .001 .000 .985 .049 219.862 .067 -.352 .052 
OSN 10000 2.000 .905 .001 .014 .871 1.000 218.115 .050 .035 .035 
OSC 10001 1.466 1.034 .256 -.590 .876 1.000 255.273 .479 -1.745 .409 
OSL 10000 1.097 1.371 .981 -.401 .742 1.000 1054.455 1.000 18.065 1.000 
ON0 10000 .001 .999 .002 .004 .985 .048 219.862 .067 -.352 .052 
ONN 10000 2.000 .905 .000 .017 .871 1.000 232.885 .171 2.885 .755 
ONC 10000 1.466 1.033 .255 -.588 .876 1.000 261.510 .579 .800 .153 
ONL 10000 1.097 1.370 .981 -.400 .742 1.000 1203.267 1.000 43.467 1.000 
 
1
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1
 
 
FSF0 10017 .000 .998 -.001 -.003 .982 .049 219.624 .065 -.577 .071 
FSFN 10017 2.000 .903 .001 .031 .871 1.000 218.508 .051 -.336 .044 
FSFC 11304 1.467 1.033 .253 -.582 .874 1.000 225.136 .086 -1.565 .316 
FSFL 10000 1.095 1.369 .989 -.363 .740 1.000 588.275 1.000 9.325 1.000 
FSN0 10019 .000 .997 -.002 -.007 .982 .052 219.580 .065 -.577 .071 
FSNN 10019 2.000 .904 -.001 .030 .871 1.000 219.874 .059 -.153 .030 
FSNC 11339 1.468 1.034 .253 -.581 .875 1.000 229.070 .137 -1.136 .179 
FSNL 10000 1.096 1.369 .987 -.368 .740 1.000 625.298 1.000 13.203 1.000 
OSF0 10000 .001 1.000 .001 -.001 .985 .048 219.862 .067 -.352 .052 
OSFN 10000 2.000 .905 .001 .014 .871 1.000 218.290 .048 -.036 .040 
OSFC 10002 1.466 1.034 .255 -.591 .876 1.000 253.559 .451 -2.106 .592 
OSFL 10000 1.097 1.371 .981 -.402 .742 1.000 1041.860 1.000 15.166 1.000 
OSN0 10000 .001 .999 .001 .001 .985 .047 219.863 .067 -.352 .052 
OSNN 10000 2.000 .905 .001 .015 .871 1.000 219.760 .048 .251 .061 
OSNC 10002 1.466 1.034 .255 -.590 .876 1.000 255.349 .473 -1.422 .282 
OSNL 10000 1.097 1.370 .981 -.401 .742 1.000 1068.717 1.000 21.542 1.000 
Note. Univariate statistics were averaged across items and across replications. Multivariate statistics were averaged across replications. Total replications = total 
number of samples generated to obtain 10,000 samples with all 5 response categories being endorsed at least once by both groups for all 10 items; γ = univariate 
skewness; β-3 = univariate kurtosis; TS-W = Shapiro-Wilk W-Test of univariate normality; RR = rejection rate; γp = Mardia‟s test of multivariate skewness; β-3p = 
Mardia‟s test of multivariate kurtosis. 
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Appendix C: Results for the Chi-Square Test Statistic 
Table C1. 
Type I Error and Power Rates for the Normal-Theory ML Chi-Square Test Statistic with a Continuous Measurement Scale 
Specification 
 Configural  Metric  Scalar 
 M SD MRB RR  M SD MRB RR  M SD MRB RR 
FF0 71.924 12.082 2.749 .071  81.111 12.720 2.672 .073  90.277 13.425 2.588 .070 
FFN 71.908 12.209 2.726 .071  81.049 12.878 2.594 .070  90.190 13.552 2.489 .069 
FFC 73.007 12.311 4.295 .086  81.668 12.935 3.377 .081  90.728 13.612 3.100 .079 
FFL 82.204 13.910 17.435 .262  92.011 14.664 16.469 .264  101.141 15.405 14.933 .252 
FS0 72.044 12.065 2.920 .070  81.172 12.701 2.749 .072  90.339 13.424 2.658 .069 
FSN 72.299 12.000 3.284 .074  81.446 12.687 3.096 .073  90.560 13.332 2.909 .072 
FSC 74.676 12.620 6.680 .109  82.636 13.174 4.603 .090  91.754 13.892 4.266 .091 
FSL 94.825 16.167 35.464 .584  104.118 16.822 31.795 .562  113.240 17.563 28.682 .534 
FN0 72.107 12.056 3.011 .072  81.209 12.688 2.796 .069  90.387 13.422 2.713 .069 
FNN 75.985 12.860 8.550 .129  85.287 13.515 7.959 .127  94.375 14.256 7.244 .125 
FNC 77.343 13.026 10.490 .156  84.784 13.446 7.321 .120  93.913 14.118 6.720 .121 
FNL 122.196 20.698 74.566 .951  130.477 21.156 65.161 .931  139.575 21.719 58.608 .918 
OF0 70.672 12.114 .961 .056  79.816 12.851 1.032 .059  88.871 13.579 .990 .059 
OFN 70.731 11.966 1.045 .055  79.839 12.757 1.062 .059  88.843 13.493 .958 .059 
OFC 71.684 12.291 2.406 .070  80.324 12.914 1.676 .064  89.379 13.642 1.567 .065 
OFL 80.758 13.726 15.369 .228  90.396 14.443 14.425 .229  99.459 15.157 13.021 .218 
OS0 70.725 12.135 1.036 .057  79.799 12.867 1.012 .059  88.865 13.589 .983 .059 
OSN 71.052 12.060 1.503 .064  80.132 12.807 1.433 .063  89.160 13.518 1.318 .062 
OSC 73.497 12.591 4.995 .090  81.444 13.149 3.093 .076  90.512 13.858 2.854 .077 
OSL 92.867 15.781 32.666 .544  102.041 16.410 29.166 .517  111.123 17.074 26.276 .489 
ON0 70.767 12.140 1.095 .060  79.811 12.883 1.026 .060  88.879 13.603 .999 .059 
ONN 74.701 12.746 6.716 .113  83.840 13.449 6.126 .108  92.938 14.126 5.611 .106 
ONC 75.806 12.923 8.294 .128  83.242 13.443 5.370 .099  92.318 14.129 4.907 .098 
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ONL 119.391 20.105 70.558 .933  127.535 20.526 61.437 .910  136.631 21.164 55.262 .893 
FSF0 72.061 12.097 2.945 .070  90.719 14.230 … .231  99.886 14.908 … .228 
FSFN 72.162 12.031 3.089 .075  89.101 13.973 … .199  98.219 14.621 … .193 
FSFC 74.581 12.637 6.545 .109  90.749 14.265 … .234  99.855 14.950 … .226 
FSFL 93.197 15.877 33.138 .546  110.339 17.594 … .693  119.457 18.304 … .663 
FSN0 72.015 12.057 2.878 .070  94.839 14.740 … .327  104.036 15.340 … .311 
FSNN 72.425 12.088 3.464 .075  92.022 14.313 … .262  101.187 14.874 … .249 
FSNC 74.667 12.580 6.667 .111  93.834 14.507 … .302  102.947 15.186 … .288 
FSNL 96.202 16.509 37.431 .616  118.040 18.504 … .823  127.179 19.162 … .798 
OSF0 70.718 12.102 1.026 .056  103.950 16.200 … .561  113.017 16.749 … .531 
OSFN 70.941 12.037 1.344 .062  99.745 15.583 … .446  108.772 16.188 … .426 
OSFC 73.190 12.543 4.558 .088  101.846 15.696 … .510  110.927 16.281 … .482 
OSFL 91.218 15.502 30.311 .493  120.281 18.496 … .856  129.358 19.106 … .832 
OSN0 70.759 12.196 1.084 .062  113.630 17.561 … .764  122.714 18.139 … .738 
OSNN 71.307 12.065 1.867 .066  106.022 16.567 … .606  115.107 17.175 … .574 
OSNC 73.543 12.572 5.062 .094  109.127 16.412 … .681  118.199 17.048 … .652 
OSNL 94.536 15.981 35.052 .578  134.412 20.010 … .963  143.511 20.601 … .953 
Note. MRB = mean relative bias; RR = rejection rate. 
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Table C2.  
Type I Error and Power Rates for the Yuan-Bentler Scaled ML Chi-Square Test Statistic with a Continuous Measurement Scale 
Specification 
 Configural  Metric  Scalar 
 M SD MRB RR  M SD MRB RR  M SD MRB RR 
FF0 73.127 12.413 4.468 .087  82.152 12.966 3.990 .085  91.341 13.669 3.797 .084 
FFN 73.214 12.596 4.591 .089  82.125 13.151 3.956 .085  91.293 13.820 3.742 .083 
FFC 72.942 12.434 4.202 .087  81.822 13.032 3.572 .083  90.893 13.715 3.288 .082 
FFL 73.937 12.703 5.624 .100  82.657 13.265 4.630 .090  91.840 14.085 4.364 .092 
FS0 72.909 12.277 4.156 .082  82.094 12.908 3.916 .082  91.268 13.629 3.713 .082 
FSN 72.880 12.176 4.115 .083  81.996 12.829 3.793 .078  91.119 13.474 3.544 .078 
FSC 72.907 12.380 4.153 .083  81.962 13.123 3.749 .082  91.076 13.847 3.495 .082 
FSL 73.950 12.621 5.643 .101  82.996 13.378 5.058 .099  92.186 14.270 4.757 .099 
FN0 72.863 12.232 4.090 .082  82.091 12.883 3.913 .081  91.271 13.616 3.717 .082 
FNN 72.937 12.405 4.196 .086  82.141 13.076 3.976 .082  91.242 13.845 3.684 .086 
FNC 72.971 12.283 4.244 .082  82.103 13.026 3.928 .081  91.234 13.726 3.675 .085 
FNL 75.585 12.781 7.979 .127  84.923 13.723 7.497 .132  94.223 14.624 7.072 .136 
OF0 71.144 12.244 1.635 .062  80.226 12.945 1.552 .065  89.290 13.668 1.466 .063 
OFN 71.224 12.115 1.748 .062  80.266 12.863 1.602 .064  89.279 13.596 1.454 .064 
OFC 70.994 12.235 1.420 .063  80.034 12.904 1.309 .060  89.093 13.635 1.242 .064 
OFL 71.449 12.194 2.070 .069  80.395 12.862 1.766 .065  89.478 13.656 1.679 .064 
OS0 71.069 12.221 1.527 .061  80.164 12.945 1.473 .063  89.232 13.663 1.400 .062 
OSN 71.054 12.102 1.506 .067  80.126 12.831 1.426 .064  89.157 13.540 1.315 .062 
OSC 71.264 12.227 1.806 .064  80.327 12.986 1.680 .065  89.393 13.698 1.583 .065 
OSL 71.433 12.166 2.048 .066  80.483 12.949 1.877 .067  89.583 13.774 1.799 .067 
ON0 71.068 12.212 1.526 .063  80.161 12.958 1.470 .063  89.229 13.673 1.397 .062 
ONN 71.146 12.170 1.637 .064  80.182 12.897 1.496 .061  89.281 13.600 1.456 .063 
ONC 71.020 12.124 1.458 .064  80.097 12.955 1.388 .065  89.171 13.663 1.331 .063 
ONL 72.179 12.136 3.112 .072  81.331 13.053 2.951 .076  90.491 13.994 2.830 .078 
FSF0 72.936 12.314 4.194 .084  91.814 14.490 … .255  100.970 15.158 … .251 
FSFN 72.815 12.238 4.021 .086  89.831 14.184 … .218  98.948 14.820 … .208 
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FSFC 72.997 12.430 4.282 .085  90.176 14.248 … .222  99.277 14.937 … .215 
FSFL 73.962 12.594 5.660 .100  89.305 14.227 … .203  98.610 15.097 … .204 
FSN0 72.854 12.262 4.078 .082  95.946 15.015 … .355  105.109 15.599 … .341 
FSNN 72.884 12.231 4.120 .082  92.541 14.480 … .277  101.692 15.033 … .260 
FSNC 72.776 12.306 3.965 .083  93.025 14.463 … .284  102.125 15.142 … .271 
FSNL 74.119 12.723 5.884 .103  93.070 14.638 … .283  102.481 15.483 … .277 
OSF0 71.067 12.187 1.525 .060  104.495 16.327 … .574  113.544 16.864 … .545 
OSFN 71.005 12.086 1.436 .063  99.873 15.647 … .448  108.895 16.247 … .430 
OSFC 71.156 12.219 1.651 .064  100.650 15.546 … .481  109.747 16.137 … .450 
OSFL 71.420 12.163 2.029 .068  96.343 14.841 … .365  105.764 15.648 … .352 
OSN0 71.091 12.284 1.558 .065  114.191 17.695 … .772  123.233 18.257 … .746 
OSNN 71.192 12.087 1.702 .064  105.884 16.603 … .602  114.957 17.206 … .572 
OSNC 71.208 12.196 1.725 .067  107.589 16.225 … .651  116.678 16.869 … .618 
OSNL 71.807 12.147 2.581 .069  104.779 15.691 … .583  114.436 16.517 … .565 
Note. MRB = mean relative bias; RR = rejection rate. 
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Table C3.  
Type I Error and Power Rates for the WLSMV Chi-Square Test Statistic with a 
Categorical Measurement Scale Specification 
 Configural  Metric  Scalar 
 RR  RR  RR 
FF0 n/a  n/a  n/a 
FFN .085  .107  .080 
FFC .073  .105  .072 
FFL .067  .080  .067 
FS0 n/a  n/a  n/a 
FSN .055  .079  .061 
FSC .048  .079  .054 
FSL .048  .068  .058 
FN0 n/a  n/a  n/a 
FNN .019  .047  .038 
FNC .018  .046  .036 
FNL .018  .050  .044 
OF0 n/a  n/a  n/a 
OFN .059  .071  .063 
OFC .062  .069  .061 
OFL .056  .060  .058 
OS0 n/a  n/a  n/a 
OSN .052  .063  .057 
OSC .050  .061  .057 
OSL .050  .060  .055 
ON0 n/a  n/a  n/a 
ONN .000  .051  .047 
ONC .000  .057  .051 
ONL .000  .050  .049 
FSF0 n/a  n/a  n/a 
FSFN .000  .721  .671 
FSFC .008  .747  .675 
FSFL .000  .590  .494 
FSN0 n/a  n/a  n/a 
FSNN .000  .958  .949 
FSNC .008  .968  .953 
FSNL .000  .889  .826 
OSF0 n/a  n/a  n/a 
OSFN .000  .989  .986 
OSFC .000  .992  .987 
OSFL .000  .961  .924 
OSN0 n/a  n/a  n/a 
OSNN .000  1.000  1.000 
OSNC .000  1.000  1.000 
OSNL .000  1.000  1.000 
Note. RR = rejection rate. 
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Appendix D: Results for the Chi-Square/Likelihood Ratio Difference Test 
Table D1. 
Type I Error and Power Rates for the Normal-Theory ML Chi-Square Difference Test 
Statistic with a Continuous Measurement Scale Specification  
 Metric  Scalar 
 M SD MRB RR  M SD MRB RR 
FF0 9.187 4.306 2.074 .055  9.166 4.316 1.850 .056 
FFN 9.142 4.300 1.573 .052  9.141 4.301 1.567 .055 
FFC 8.661 4.047 -3.768 .041  9.060 4.267 0.668 .051 
FFL 9.806 4.615 8.960 .077  9.130 4.288 1.444 .054 
FS0 9.127 4.281 1.414 .054  9.168 4.324 1.861 .057 
FSN 9.147 4.299 1.636 .054  9.113 4.243 1.260 .052 
FSC 7.960 3.695 -11.560 .021  9.118 4.312 1.310 .056 
FSL 9.294 4.390 3.261 .057  9.122 4.281 1.354 .055 
FN0 9.102 4.293 1.130 .052  9.178 4.332 1.980 .058 
FNN 9.302 4.402 3.359 .058  9.087 4.352 .969 .058 
FNC 7.441 3.526 -17.330 .016  9.130 4.298 1.441 .054 
FNL 8.281 3.947 -7.986 .032  9.098 4.222 1.091 .051 
OF0 9.143 4.294 1.590 .054  9.055 4.277 .615 .054 
OFN 9.108 4.274 1.201 .053  9.004 4.260 .040 .053 
OFC 8.640 4.052 -4.004 .041  9.055 4.285 .606 .053 
OFL 9.637 4.558 7.080 .069  9.063 4.250 .701 .051 
OS0 9.074 4.247 .828 .052  9.066 4.277 .733 .055 
OSN 9.080 4.310 .887 .051  9.028 4.269 .314 .051 
OSC 7.947 3.782 -11.700 .026  9.068 4.346 .759 .056 
OSL 9.175 4.373 1.943 .055  9.082 4.243 .908 .053 
ON0 9.044 4.203 .489 .050  9.068 4.264 .758 .055 
ONN 9.138 4.333 1.536 .055  9.098 4.256 1.094 .052 
ONC 7.437 3.532 -17.370 .016  9.076 4.274 .846 .053 
ONL 8.145 3.914 -9.504 .031  9.096 4.251 1.062 .054 
FSF0 18.658 7.582 … .542  9.167 4.323 … .058 
FSFN 16.938 7.115 … .450  9.119 4.258 … .051 
FSFC 16.168 6.613 … .408  9.105 4.345 … .057 
FSFL 17.142 7.338 … .461  9.118 4.281 … .054 
FSN0 22.824 8.654 … .732  9.197 4.341 … .057 
FSNN 19.598 7.847 … .591  9.164 4.296 … .051 
FSNC 19.167 7.265 … .580  9.113 4.277 … .053 
FSNL 21.839 8.461 … .693  9.139 4.277 … .052 
OSF0 33.232 10.750 … .954  9.066 4.276 … .053 
OSFN 28.804 9.997 … .894  9.027 4.276 … .050 
OSFC 28.656 9.390 … .905  9.081 4.325 … .054 
OSFL 29.063 10.083 … .900  9.078 4.264 … .053 
OSN0 42.871 12.643 … .992  9.085 4.290 … .055 
OSNN 34.715 11.227 … .963  9.085 4.322 … .056 
OSNC 35.584 10.593 … .977  9.072 4.324 … .055 
OSNL 39.875 12.026 … .988  9.099 4.271 … .052 
Note. MRB = mean relative bias; RR = rejection rate. 
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Table D2.  
Type I Error and Power Rates for the Yuan-Bentler Scaled ML Chi-Square Difference 
Test Statistic with a Continuous Measurement Scale Specification  
 Metric  Scalar 
 M SD MRB RR  M SD MRB RR 
FF0 9.078 4.327 .872 .054  9.198 4.347 2.198 .058 
FFN 8.976 4.299 -.262 .051  9.178 4.338 1.981 .057 
FFC 8.911 4.224 -.984 .050  9.076 4.285 .849 .051 
FFL 8.779 4.188 -2.45 .044  9.172 4.339 1.911 .056 
FS0 9.210 4.366 2.337 .058  9.179 4.335 1.984 .057 
FSN 9.142 4.332 1.581 .056  9.127 4.256 1.412 .052 
FSC 9.026 4.210 .283 .048  9.114 4.312 1.268 .055 
FSL 8.970 4.215 -.338 .047  9.138 4.305 1.529 .057 
FN0 9.249 4.404 2.767 .059  9.183 4.337 2.031 .057 
FNN 9.210 4.364 2.336 .055  9.095 4.360 1.056 .059 
FNC 9.082 4.321 .908 .052  9.125 4.297 1.391 .054 
FNL 9.091 4.256 1.016 .051  9.132 4.261 1.469 .052 
OF0 9.101 4.308 1.123 .053  9.067 4.288 .744 .055 
OFN 9.063 4.286 .695 .053  9.017 4.273 .192 .054 
OFC 9.053 4.271 .591 .053  9.061 4.292 .675 .054 
OFL 8.951 4.248 -.545 .048  9.077 4.262 .859 .053 
OS0 9.107 4.285 1.184 .054  9.070 4.280 .773 .055 
OSN 9.081 4.319 .901 .052  9.033 4.273 .362 .051 
OSC 9.058 4.329 .642 .053  9.067 4.345 .748 .056 
OSL 9.024 4.291 .263 .050  9.087 4.250 .968 .053 
ON0 9.101 4.243 1.124 .052  9.069 4.265 .768 .055 
ONN 9.036 4.288 .401 .051  9.100 4.258 1.116 .052 
ONC 9.068 4.315 .753 .054  9.074 4.272 .820 .053 
ONL 9.064 4.330 .714 .054  9.108 4.265 1.197 .055 
FSF0 18.941 7.854 … .549  9.174 4.332 … .058 
FSFN 17.030 7.281 … .454  9.128 4.269 … .051 
FSFC 18.286 7.598 … .524  9.097 4.343 … .057 
FSFL 16.470 7.117 … .424  9.130 4.303 … .055 
FSN0 23.161 8.945 … .738  9.187 4.341 … .056 
FSNN 19.645 7.960 … .590  9.163 4.301 … .052 
FSNC 21.971 8.420 … .700  9.093 4.269 … .053 
FSNL 21.079 8.174 … .668  9.138 4.294 … .053 
OSF0 33.532 10.984 … .953  9.065 4.277 … .053 
OSFN 28.968 10.153 … .895  9.028 4.279 … .050 
OSFC 32.532 10.753 … .945  9.074 4.323 … .054 
OSFL 28.395 9.893 … .889  9.079 4.269 … .053 
OSN0 43.220 12.910 … .992  9.068 4.283 … .055 
OSNN 34.788 11.321 … .962  9.075 4.319 … .056 
OSNC 40.921 12.283 … .990  9.055 4.315 … .054 
OSNL 39.067 11.797 … .987  9.087 4.270 … .052 
Note. MRB = mean relative bias; RR = rejection rate. 
 
  
129 
 
Table D3. 
Type I Error and Power Rates for the Normal-Theory ML Likelihood Ratio Difference 
Test Statistic with a Censored Measurement Scale Specification  
 Metric  Scalar 
 M SD MRB RR  M SD MRB RR 
FF0 n/a n/a n/a n/a  n/a n/a n/a n/a 
FFN 9.725 4.573 8.051 .075  9.211 4.330 2.341 .058 
FFC 9.411 4.405 4.564 .061  9.725 4.573 8.054 .077 
FFL 8.165 3.824 -9.281 .027  10.222 4.781 13.582 .091 
FS0 n/a n/a n/a n/a  n/a n/a n/a n/a 
FSN 10.515 4.938 16.833 .104  9.173 4.275 1.923 .054 
FSC 9.570 4.514 6.332 .070  9.633 4.570 7.039 .075 
FSL 7.098 3.358 -21.130 .011  9.963 4.668 10.695 .081 
FN0 n/a n/a n/a n/a  n/a n/a n/a n/a 
FNN 11.599 5.458 28.874 .155  9.117 4.359 1.297 .059 
FNC 10.334 4.877 14.821 .096  9.310 4.371 3.444 .060 
FNL 6.849 3.230 -23.900 .008  9.442 4.403 4.909 .062 
OF0 n/a n/a n/a n/a  n/a n/a n/a n/a 
OFN 9.684 4.545 7.602 .076  9.064 4.291 .710 .055 
OFC 9.332 4.367 3.694 .060  9.700 4.614 7.779 .076 
OFL 8.108 3.791 -9.910 .026  10.173 4.776 13.036 .092 
OS0 n/a n/a n/a n/a  n/a n/a n/a n/a 
OSN 10.411 4.897 15.676 .098  9.076 4.289 .839 .053 
OSC 9.451 4.479 5.013 .069  9.573 4.632 6.362 .075 
OSL 6.975 3.349 -22.500 .012  9.961 4.714 10.681 .086 
ON0 n/a n/a n/a n/a  n/a n/a n/a n/a 
ONN 11.364 5.374 26.269 .144  9.123 4.272 1.369 .052 
ONC 10.307 4.849 14.523 .098  9.263 4.396 2.923 .058 
ONL 6.740 3.208 -25.110 .007  9.433 4.438 4.807 .062 
FSF0 n/a n/a … n/a  n/a n/a … n/a 
FSFN 18.091 7.728 … .506  9.177 4.288 … .054 
FSFC 16.787 7.124 … .439  9.711 4.641 … .077 
FSFL 12.312 5.399 … .184  10.685 5.015 … .111 
FSN0 n/a n/a … n/a  n/a n/a … n/a 
FSNN 20.676 8.616 … .629  9.228 4.328 … .053 
FSNC 18.713 7.706 … .546  9.753 4.587 … .075 
FSNL 12.909 5.399 … .211  11.619 5.414 … .154 
OSF0 n/a n/a … n/a  n/a n/a … n/a 
OSFN 29.661 10.626 … .898  9.085 4.300 … .053 
OSFC 27.794 9.780 … .869  9.749 4.698 … .080 
OSFL 20.173 7.405 … .640  11.775 5.514 … .166 
OSN0 n/a n/a … n/a  n/a n/a … n/a 
OSNN 35.234 12.123 … .958  9.139 4.340 … .057 
OSNC 31.808 10.829 … .935  9.943 4.774 … .088 
OSNL 21.338 7.447 … .701  13.986 6.379 … .283 
Note. MRB = mean relative bias; RR = rejection rate. 
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Table D4. 
Type I Error and Power Rates for the Yuan-Bentler Scaled ML Likelihood Ratio 
Difference Test Statistic with a Censored Measurement Scale Specification 
 Metric  Scalar 
 M SD MRB RR  M SD MRB RR 
FF0 n/a n/a n/a n/a  n/a n/a n/a n/a 
FFN 8.971 4.299 -.323 .052  9.192 4.356 2.137 .058 
FFC 8.917 4.237 -.927 .048  9.112 4.323 1.247 .056 
FFL 8.793 4.187 -2.300 .046  9.107 4.303 1.184 .054 
FS0 n/a n/a n/a n/a  n/a n/a n/a n/a 
FSN 9.183 4.358 2.039 .059  9.142 4.279 1.577 .054 
FSC 9.051 4.291 .564 .053  9.144 4.361 1.595 .056 
FSL 9.007 4.272 .078 .053  9.075 4.274 .836 .051 
FN0 n/a n/a n/a n/a  n/a n/a n/a n/a 
FNN 9.266 4.374 2.958 .058  9.107 4.367 1.190 .059 
FNC 9.096 4.307 1.071 .054  9.132 4.300 1.465 .055 
FNL 9.080 4.285 .890 .051  9.118 4.262 1.313 .051 
OF0 n/a n/a n/a n/a  n/a n/a n/a n/a 
OFN 9.050 4.281 .552 .053  9.008 4.275 .089 .054 
OFC 9.017 4.246 .190 .052  9.051 4.319 .572 .055 
OFL 8.982 4.222 -.199 .049  9.035 4.257 .393 .052 
OS0 n/a n/a n/a n/a  n/a n/a n/a n/a 
OSN 9.075 4.282 .830 .050  9.023 4.270 .256 .051 
OSC 8.986 4.272 -.159 .052  9.064 4.394 .715 .058 
OSL 8.970 4.308 -.335 .051  9.066 4.297 .734 .053 
ON0 n/a n/a n/a n/a  n/a n/a n/a n/a 
ONN 9.023 4.276 .261 .049  9.100 4.266 1.109 .052 
ONC 9.060 4.268 .662 .053  9.069 4.308 .768 .052 
ONL 9.021 4.294 .233 .054  9.087 4.279 .969 .053 
FSF0 n/a n/a … n/a  n/a n/a … n/a 
FSFN 15.995 6.950 … .395  9.138 4.289 … .053 
FSFC 15.971 6.860 … .393  9.197 4.421 … .059 
FSFL 15.437 6.825 … .366  9.709 4.592 … .075 
FSN0 n/a n/a … n/a  n/a n/a … n/a 
FSNN 17.917 7.543 … .500  9.184 4.327 … .052 
FSNC 17.584 7.267 … .485  9.269 4.384 … .058 
FSNL 16.500 6.886 … .428  10.630 4.998 … .110 
OSF0 n/a n/a … n/a  n/a n/a … n/a 
OSFN 26.169 9.458 … .837  9.026 4.280 … .051 
OSFC 26.566 9.407 … .848  9.210 4.449 … .060 
OSFL 25.624 9.445 … .821  10.687 5.024 … .117 
OSN0 n/a n/a … n/a  n/a n/a … n/a 
OSNN 30.456 10.537 … .919  9.075 4.315 … .055 
OSNC 30.015 10.232 … .916  9.430 4.539 … .067 
OSNL 27.601 9.601 … .875  12.783 5.858 … .220 
Note. MRB = mean relative bias; RR = rejection rate. 
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Table D5.  
Type I Error and Power Rates for the Normal-Theory ML Likelihood Ratio Difference 
Test Statistic with a Categorical Measurement Scale Specification 
 Metric  Scalar 
 M SD MRB RR  M SD MRB RR 
FF0 n/a n/a n/a n/a  n/a n/a n/a n/a 
FFN 9.261 4.340 2.902 .058  39.810 9.010 2.078 .060 
FFC 9.222 4.309 2.464 .057  39.261 8.851 .669 .052 
FFL 9.235 4.313 2.614 .056  39.667 9.005 1.711 .060 
FS0 n/a n/a n/a n/a  n/a n/a n/a n/a 
FSN 8.766 4.127 -2.600 .044  39.757 8.964 1.940 .061 
FSC 8.799 4.097 -2.230 .044  39.356 8.858 .912 .053 
FSL 8.866 4.137 -1.490 .046  39.587 8.941 1.505 .058 
FN0 n/a n/a n/a n/a  n/a n/a n/a n/a 
FNN 8.505 4.031 -5.500 .038  40.039 9.213 2.665 .069 
FNC 8.416 3.955 -6.490 .034  39.958 9.089 2.458 .067 
FNL 8.372 3.974 -6.980 .034  39.881 9.054 2.258 .064 
OF0 n/a n/a n/a n/a  n/a n/a n/a n/a 
OFN 9.175 4.290 1.945 .054  39.015 8.881 .039 .052 
OFC 9.139 4.274 1.548 .055  39.229 8.990 .587 .054 
OFL 9.125 4.259 1.383 .052  39.184 8.851 .471 .054 
OS0 n/a n/a n/a n/a  n/a n/a n/a n/a 
OSN 8.736 4.123 -2.940 .041  39.167 8.938 .429 .053 
OSC 8.702 4.099 -3.310 .039  39.295 8.930 .757 .053 
OSL 8.739 4.113 -2.900 .043  39.311 8.866 .796 .052 
ON0 n/a n/a n/a n/a  n/a n/a n/a n/a 
ONN 8.281 3.864 -7.99 .029  39.635 9.028 1.629 .060 
ONC 8.327 3.951 -7.48 .032  39.579 9.018 1.485 .061 
ONL 8.178 3.886 -9.13 .029  39.708 9.103 1.814 .063 
FSF0 n/a n/a … n/a  n/a n/a … n/a 
FSFN 20.837 8.092 … .660  41.818 9.351 … .093 
FSFC 21.217 8.106 … .679  40.995 9.187 … .079 
FSFL 18.826 7.568 … .548  40.659 9.284 … .074 
FSN0 n/a n/a … n/a  n/a n/a … n/a 
FSNN 39.539 11.536 … .989  46.526 10.146 … .207 
FSNC 41.694 11.832 … .994  46.580 10.308 … .214 
FSNL 35.589 10.973 … .974  44.801 10.022 … .162 
OSF0 n/a n/a … n/a  n/a n/a … n/a 
OSFN 39.079 11.761 … .985  43.488 9.732 … .133 
OSFC 39.962 11.704 … .990  43.424 9.724 … .126 
OSFL 33.903 10.697 … .962  41.869 9.435 … .098 
OSN0 n/a n/a … n/a  n/a n/a … n/a 
OSNN 85.017 17.413 … 1.000  56.513 11.794 … .540 
OSNC 90.387 18.017 … 1.000  57.491 12.001 … .577 
OSNL 75.119 16.278 … 1.000  52.318 11.288 … .395 
Note. MRB = mean relative bias; RR = rejection rate. 
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Table D6. 
Type I Error and Power Rates for the Yuan-Bentler Scaled ML Likelihood Ratio 
Difference Test Statistic with a Categorical Measurement Scale Specification 
 Metric  Scalar 
 M SD MRB RR  M SD MRB RR 
FF0 n/a n/a n/a n/a  n/a n/a n/a n/a 
FFN 8.912 4.256 -.978 .053  39.952 9.056 2.440 .062 
FFC 8.903 4.231 -1.080 .049  39.363 8.887 .931 .054 
FFL 8.802 4.185 -2.200 .044  39.723 9.033 1.855 .062 
FS0 n/a n/a n/a n/a  n/a n/a n/a n/a 
FSN 9.111 4.323 1.229 .055  39.895 8.999 2.294 .063 
FSC 9.128 4.279 1.418 .057  39.481 8.890 1.233 .056 
FSL 9.054 4.253 .599 .053  39.605 8.947 1.551 .058 
FN0 n/a n/a n/a n/a  n/a n/a n/a n/a 
FNN 9.454 4.525 5.047 .070  40.194 9.260 3.062 .071 
FNC 9.389 4.458 4.325 .064  40.173 9.182 3.007 .071 
FNL 9.257 4.434 2.855 .062  39.771 9.031 1.978 .062 
OF0 n/a n/a n/a n/a  n/a n/a n/a n/a 
OFN 9.028 4.253 .314 .050  39.124 8.912 .319 .053 
OFC 9.036 4.251 .399 .053  39.308 9.013 .790 .055 
OFL 8.968 4.209 -.360 .049  39.219 8.864 .562 .054 
OS0 n/a n/a n/a n/a  n/a n/a n/a n/a 
OSN 9.112 4.313 1.241 .055  39.263 8.962 .675 .054 
OSC 9.073 4.289 .812 .050  39.379 8.953 .973 .054 
OSL 9.031 4.261 .344 .051  39.304 8.864 .779 .052 
ON0 n/a n/a n/a n/a  n/a n/a n/a n/a 
ONN 9.131 4.267 1.451 .054  39.607 9.020 1.557 .060 
ONC 9.218 4.390 1.345 .058  39.524 9.010 1.345 .061 
ONL 9.047 4.312 .527 .054  39.509 9.057 1.305 .060 
FSF0 n/a n/a … n/a  n/a n/a … n/a 
FSFN 21.672 8.577 … .685  41.667 9.389 … .095 
FSFC 22.025 8.570 … .702  41.125 9.221 … .082 
FSFL 19.225 7.846 … .565  40.682 9.291 … .074 
FSN0 n/a n/a … n/a  n/a n/a … n/a 
FSNN 41.900 12.573 … .992  46.740 10.214 … .213 
FSNC 44.084 12.888 … .995  46.783 10.378 … .218 
FSNL 37.036 11.674 … .977  44.838 10.035 … .163 
OSF0 n/a n/a … n/a  n/a n/a … n/a 
OSFN 40.772 12.415 … .988  43.605 9.760 … .136 
OSFC 41.690 12.355 … .992  43.522 9.749 … .129 
OSFL 35.021 11.140 … .967  41.868 9.435 … .099 
OSN0 n/a n/a … n/a  n/a n/a … n/a 
OSNN 90.016 18.812 … 1.000  56.701 11.854 … .546 
OSNC 95.645 19.528 … 1.000  57.655 12.050 … .581 
OSNL 78.815 17.342 … 1.000  52.326 11.294 … .395 
Note. MRB = mean relative bias; RR = rejection rate. 
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Table D7. 
Type I Error and Power Rates for the WLSMV Chi-Square Difference Test Statistic with 
a Categorical Measurement Scale Specification 
 Metric  Scalar 
 RR  RR 
FF0 n/a  n/a 
FFN .097  .042 
FFC .091  .035 
FFL .077  .051 
FS0 n/a  n/a 
FSN .088  .038 
FSC .085  .032 
FSL .075  .048 
FN0 n/a  n/a 
FNN .078  .049 
FNC .077  .033 
FNL .072  .046 
OF0 n/a  n/a 
OFN .066  .047 
OFC .069  .045 
OFL .061  .053 
OS0 n/a  n/a 
OSN .065  .050 
OSC .063  .045 
OSL .060  .052 
ON0 n/a  n/a 
ONN .057  .054 
ONC .062  .051 
ONL .059  .053 
FSF0 n/a  n/a 
FSFN .804  .106 
FSFC .818  .069 
FSFL .674  .061 
FSN0 n/a  n/a 
FSNN .981  .200 
FSNC .987  .144 
FSNL .939  .078 
OSF0 n/a  n/a 
OSFN .996  .253 
OSFC .998  .186 
OSFL .982  .085 
OSN0 n/a  n/a 
OSNN 1.000  .569 
OSNC 1.000  .458 
OSNL 1.000  .143 
Note. RR = rejection rate. 
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Appendix E: Results for CFI 
Table E1.  
Type I Error and Power Rates for Normal-Theory ML CFI with a Continuous 
Measurement Scale Specification 
 Configural  Metric  Scalar 
 M SD RR  M SD RR  M SD RR 
FF0 .990 .014 .020  .989 .015 .026  .989 .016 .032 
FFN .988 .017 .041  .987 .018 .050  .986 .019 .059 
FFC .987 .017 .046  .987 .018 .054  .986 .019 .061 
FFL .967 .029 .258  .965 .031 .288  .964 .032 .300 
FS0 .997 .005 .000  .996 .005 .000  .996 .005 .000 
FSN .996 .006 .000  .996 .006 .000  .995 .006 .000 
FSC .995 .006 .000  .995 .006 .000  .995 .007 .000 
FSL .981 .012 .009  .980 .012 .012  .980 .013 .015 
FN0 .999 .002 .000  .999 .002 .000  .999 .002 .000 
FNN .998 .003 .000  .998 .003 .000  .998 .003 .000 
FNC .998 .003 .000  .998 .002 .000  .998 .003 .000 
FNL .987 .005 .000  .987 .005 .000  .987 .005 .000 
OF0 .996 .005 .000  .996 .006 .000  .996 .006 .000 
OFN .996 .007 .000  .995 .007 .000  .995 .007 .000 
OFC .995 .007 .000  .995 .007 .000  .995 .007 .000 
OFL .988 .011 .005  .987 .012 .007  .987 .013 .009 
OS0 .999 .002 .000  .999 .002 .000  .999 .002 .000 
OSN .999 .002 .000  .998 .002 .000  .008 .009 .000 
OSC .998 .002 .000  .998 .002 .000  .998 .003 .000 
OSL .993 .005 .000  .993 .005 .000  .993 .005 .000 
ON0 1.000 .001 .000  1.000 .001 .000  1.000 .001 .000 
ONN .999 .001 .000  .999 .001 .000  .999 .001 .000 
ONC .999 .001 .000  .999 .001 .000  .999 .001 .000 
ONL .995 .002 .000  .995 .002 .000  .995 .002 .000 
FSF0 .996 .005 .000  .992 .008 .000  .992 .008 .000 
FSFN .996 .006 .000  .991 .009 .000  .991 .009 .000 
FSFC .995 .007 .000  .990 .009 .000  .990 .009 .000 
FSFL .980 .013 .013  .974 .014 .053  .974 .015 .058 
FSN0 .997 .004 .000  .992 .007 .000  .992 .007 .000 
FSNN .996 .005 .000  .991 .008 .000  .991 .008 .000 
FSNC .996 .005 .000  .991 .008 .000  .991 .008 .000 
FSNL .983 .010 .003  .974 .012 .024  .974 .012 .029 
OSF0 .999 .002 .000  .994 .004 .000  .994 .004 .000 
OSFN .998 .002 .000  .994 .004 .000  .994 .005 .000 
OSFC .998 .003 .000  .993 .004 .000  .993 .005 .000 
OSFL .993 .005 .000  .986 .006 .000  .986 .006 .000 
OSN0 .999 .002 .000  .993 .003 .000  .993 .003 .000 
OSNN .999 .002 .000  .993 .004 .000  .993 .004 .000 
OSNC .998 .002 .000  .993 .004 .000  .993 .004 .000 
OSNL .993 .004 .000  .985 .005 .000  .985 .005 .000 
Note. RR = rejection rate. 
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Table E2. 
Type I Error and Power Rates for the Yuan-Bentler Scaled ML CFI with a Continuous 
Measurement Scale Specification 
 Configural  Metric  Scalar 
 M SD RR  M SD RR  M SD RR 
FF0 .989 .015 .027  .988 .016 .032  .988 .016 .038 
FFN .986 .018 .052  .986 .019 .059  .985 .020 .068 
FFC .987 .018 .050  .986 .019 .058  .986 .019 .067 
FFL .980 .026 .137  .980 .026 .140  .978 .028 .156 
FS0 .996 .005 .000  .996 .005 .000  .996 .005 .000 
FSN .996 .006 .000  .995 .006 .000  .995 .006 .000 
FSC .996 .006 .000  .995 .006 .000  .995 .007 .000 
FSL .993 .009 .001  .992 .010 .001  .992 .010 .002 
FN0 .999 .002 .000  .999 .002 .000  .999 .002 .000 
FNN .998 .002 .000  .998 .002 .000  .998 .003 .000 
FNC .998 .002 .000  .998 .002 .000  .998 .002 .000 
FNL .997 .004 .000  .996 .004 .000  .996 .005 .000 
OF0 .996 .006 .000  .996 .006 .000  .996 .006 .000 
OFN .995 .007 .000  .995 .007 .000  .995 .007 .000 
OFC .995 .007 .000  .995 .007 .000  .995 .007 .000 
OFL .993 .009 .002  .993 .010 .002  .993 .010 .003 
OS0 .999 .002 .000  .999 .002 .000  .999 .002 .000 
OSN .999 .002 .000  .998 .002 .000  .998 .002 .000 
OSC .998 .002 .000  .998 .002 .000  .998 .003 .000 
OSL .998 .003 .000  .998 .004 .000  .997 .004 .000 
ON0 1.000 .001 .000  1.000 .001 .000  1.000 .001 .000 
ONN .999 .001 .000  .999 .001 .000  .999 .001 .000 
ONC .999 .001 .000  .999 .001 .000  .999 .001 .000 
ONL .999 .001 .000  .999 .002 .000  .999 .002 .000 
FSF0 .996 .005 .000  .991 .008 .000  .991 .008 .000 
FSFN .995 .006 .000  .991 .009 .000  .991 .009 .000 
FSFC .995 .006 .000  .990 .009 .000  .990 .009 .000 
FSFL .992 .010 .002  .987 .013 .0100  .986 .014 .014 
FSN0 .997 .004 .000  .991 .007 .000  .991 .007 .000 
FSNN .996 .005 .000  .991 .008 .000  .991 .008 .000 
FSNC .996 .005 .000  .991 .008 .000  .991 .008 .000 
FSNL .994 .008 .000  .986 .011 .004  .986 .012 .006 
OSF0 .999 .002 .000  .994 .004 .000  .994 .004 .000 
OSFN .998 .002 .000  .994 .004 .000  .994 .005 .000 
OSFC .998 .002 .000  .993 .004 .000  .993 .005 .000 
OSFL .998 .004 .000  .992 .006 .000  .992 .006 .000 
OSN0 .999 .002 .000  .993 .003 .000  .993 .004 .000 
OSNN .999 .002 .000  .993 .004 .000  .993 .004 .000 
OSNC .999 .002 .000  .993 .004 .000  .993 .004 .000 
OSNL .998 .003 .000  .991 .006 .000  .990 .006 .000 
Note. RR = rejection rate. 
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Table E3. 
Type I Error and Power Rates for WLSMV CFI with a Categorical Measurement Scale 
Specification 
 Configural  Metric  Scalar 
 M SD RR  M SD RR  M SD RR 
FF0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
FFN .989 .014 .016  .988 .014 .019  .987 .016 .029 
FFC .989 .013 .013  .988 .014 .019  .989 .015 .022 
FFL .988 .016 .029  .987 .017 .0400  .987 .018 .044 
FS0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
FSN .997 .004 .000  .997 .004 .000  .997 .005 .000 
FSC .997 .004 .000  .997 .004 .000  .997 .004 .000 
FSL .996 .005 .000  .996 .005 .000  .996 .006 .000 
FN0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
FNN 1.000 .000 .000  1.000 .001 .000  1.000 .001 .000 
FNC 1.000 .000 .000  1.000 .001 .000  1.000 .001 .000 
FNL 1.000 .001 .000  1.000 .001 .000  .999 .001 .000 
OF0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
OFN .996 .005 .000  .996 .005 .000  .996 .006 .000 
OFC .996 .005 .000  .996 .005 .000  .996 .006 .000 
OFL .996 .006 .000  .996 .006 .000  .995 .007 .000 
OS0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
OSN .999 .002 .000  .999 .002 .000  .999 .002 .000 
OSC .999 .002 .000  .999 .002 .000  .999 .002 .000 
OSL .999 .002 .000  .999 .002 .000  .998 .002 .000 
ON0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
ONN 1.000 .000 .000  1.000 .000 .000  1.000 .000 .000 
ONC 1.000 .000 .000  1.000 .000 .000  1.000 .000 .000 
ONL 1.000 .000 .000  1.000 .001 .000  1.000 .001 .000 
FSF0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
FSFN .997 .004 .000  .983 .011 .007  .982 .011 .010 
FSFC .997 .004 .000  .982 .011 .009  .981 .011 .009 
FSFL .996 .005 .000  .982 .013 .018  .983 .012 .013 
FSN0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
FSNN .998 .003 .000  .980 .008 .002  .978 .009 .004 
FSNC .998 .003 .000  .978 .009 .003  .977 .009 .004 
FSNL .997 .004 .000  .978 .010 .008  .979 .010 .007 
OSF0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
OSFN .999 .002 .000  .982 .007 .000  .980 .007 .001 
OSFC .999 .002 .000  .981 .007 .000  .980 .007 .001 
OSFL .998 .002 .000  .982 .008 .000  .983 .008 .000 
OSN0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
OSNN .999 .001 .000  .978 .006 .000  .975 .006 .000 
OSNC .999 .001 .000  .977 .006 .000  .974 .006 .000 
OSNL .999 .002 .000  .977 .006 .000  .978 .006 .000 
Note. RR = rejection rate. 
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Appendix F: Results for ΔCFI 
Table F1. 
Type I Error and Power Rates for Normal-Theory ML ΔCFI with a Continuous 
Measurement Scale Specification 
 Metric  Scalar 
 M SD RR  M SD RR 
FF0 .001 .006 .186  .001 .006 .186 
FFN .001 .007 .202  .001 .007 .200 
FFC .000 .006 .177  .001 .007 .200 
FFL .002 .010 .341  .001 .010 .288 
FS0 .000 .002 .063  .000 .002 .063 
FSN .000 .002 .086  .000 .002 .080 
FSC .000 .002 .045  .000 .002 .085 
FSL .000 .003 .154  .000 .003 .144 
FN0 .000 .001 .001  .000 .001 .001 
FNN .000 .001 .009  .000 .001 .007 
FNC .000 .001 .001  .000 .001 .005 
FNL .000 .001 .004  .000 .001 .006 
OF0 .000 .002 .080  .000 .002 .076 
OFN .000 .003 .100  .000 .003 .095 
OFC .000 .003 .082  .000 .003 .096 
OFL .001 .004 .198  .000 .004 .162 
OS0 .000 .001 .003  .000 .001 .003 
OSN .000 .001 .007  .000 .001 .008 
OSC .000 .001 .002  .000 .001 .008 
OSL .000 .001 .022  .000 .001 .018 
ON0 .000 .000 .000  .000 .000 .000 
ONN .000 .001 .000  .000 .000 .000 
ONC .000 .000 .000  .000 .000 .000 
ONL .000 .006 .000  .000 .001 .000 
FSF0 .004 .005 .504  .000 .002 .094 
FSFN .004 .005 .481  .000 .003 .116 
FSFC .004 .005 .466  .000 .003 .121 
FSFL .007 .006 .654  .000 .004 .162 
FSN0 .005 .004 .607  .000 .002 .068 
FSNN .005 .005 .546  .000 .002 .088 
FSNC .005 .004 .559  .000 .002 .088 
FSNL .008 .006 .797  .000 .003 .122 
OSF0 .005 .003 .674  .000 .001 .006 
OSFN .005 .003 .629  .000 .001 .015 
OSFC .005 .003 .656  .000 .001 .016 
OSFL .007 .003 .823  .000 .001 .025 
OSN0 .006 .003 .798  .000 .001 .002 
OSNN .005 .003 .713  .000 .001 .006 
OSNC .005 .003 .763  .000 .001 .005 
OSNL .008 .003 .941  .000 .001 .009 
Note. RR = rejection rate. 
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Table F2.  
Type I Error and Power Rates for the Yuan-Bentler Scaled ML ΔCFI with a Continuous 
Measurement Scale Specification 
 Metric  Scalar 
 M SD RR  M SD RR 
FF0 .000 .006 .187  .001 .006 .195 
FFN .000 .007 .199  .001 .007 .212 
FFC .000 .007 .189  .001 .007 .203 
FFL .000 .010 .220  .001 .009 .241 
FS0 .000 .002 .062  .000 .002 .066 
FSN .000 .002 .087  .000 .002 .081 
FSC .000 .002 .068  .000 .002 .089 
FSL .000 .003 .115  .000 .003 .126 
FN0 .000 .000 .001  .000 .001 .001 
FNN .000 .001 .006  .000 .001 .007 
FNC .000 .001 .003  .000 .001 .005 
FNL .000 .001 .010  .000 .001 .013 
OF0 .000 .002 .080  .000 .002 .078 
OFN .000 .003 .100  .000 .003 .097 
OFC .000 .003 .091  .000 .003 .097 
OFL .000 .004 .130  .000 .003 .130 
OS0 .000 .001 .003  .000 .001 .002 
OSN .000 .001 .007  .000 .001 .007 
OSC .000 .001 .004  .000 .001 .008 
OSL .000 .001 .015  .000 .001 .017 
ON0 .000 .000 .000  .000 .000 .000 
ONN .000 .000 .000  .000 .000 .000 
ONC .000 .000 .000  .000 .000 .000 
ONL .000 .000 .000  .000 .000 .000 
FSF0 .005 .005 .520  .000 .002 .096 
FSFN .005 .005 .493  .000 .003 .117 
FSFC .005 .005 .506  .000 .003 .123 
FSFL .005 .006 .508  .001 .003 .165 
FSN0 .005 .004 .626  .000 .002 .067 
FSNN .005 .005 .553  .000 .002 .089 
FSNC .005 .005 .594  .000 .002 .088 
FSNL .007 .006 .658  .000 .003 .140 
OSF0 .005 .003 .680  .000 .001 .006 
OSFN .005 .003 .630  .000 .001 .014 
OSFC .005 .003 .670  .000 .001 .017 
OSFL .006 .004 .667  .000 .002 .035 
OSN0 .006 .003 .805  .000 .001 .002 
OSNN .005 .003 .710  .000 .001 .007 
OSNC .006 .003 .770  .000 .001 .007 
OSNL .007 .004 .831  .000 .001 .019 
Note. RR = rejection rate. 
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Table F3. 
Type I Error and Power Rates for WLSMV ΔCFI with a Categorical Measurement Scale 
Specification 
 Metric  Scalar 
 M SD RR  M SD RR 
FF0 n/a n/a n/a  n/a n/a n/a 
FFN .001 .011 .267  .001 .009 .238 
FFC .001 .011 .261  .000 .009 .201 
FFL .001 .012 .258  .000 .013 .235 
FS0 n/a n/a n/a  n/a n/a n/a 
FSN .000 .004 .109  .000 .002 .063 
FSC .000 .004 .117  .000 .003 .056 
FSL .000 .005 .142  .000 .004 .106 
FN0 n/a n/a n/a  n/a n/a n/a 
FNN .000 .001 .000  .000 .000 .000 
FNC .000 .001 .000  .000 .000 .000 
FNL .000 .001 .001  .000 .001 .000 
OF0 n/a n/a n/a  n/a n/a n/a 
OFN .000 .004 .121  .000 .004 .122 
OFC .000 .004 .121  .000 .004 .119 
OFL .000 .005 .135  .000 .005 .144 
OS0 n/a n/a n/a  n/a n/a n/a 
OSN .000 .002 .015  .000 .001 .006 
OSC .000 .002 .018  .000 .001 .007 
OSL .000 .002 .031  .000 .002 .022 
ON0 n/a n/a n/a  n/a n/a n/a 
ONN .000 .000 .000  .000 .000 .000 
ONC .000 .000 .000  .000 .000 .000 
ONL .000 .001 .000  .000 .000 .000 
FSF0 n/a n/a n/a  n/a n/a n/a 
FSFN .014 .010 .836  .001 .004 .186 
FSFC .015 .011 .852  .000 .004 .133 
FSFL .014 .012 .778  -.001 .005 .120 
FSN0 n/a n/a n/a  n/a n/a n/a 
FSNN .018 .008 .972  .002 .003 .194 
FSNC .020 .008 .982  .001 .003 .131 
FSNL .019 .010 .955  -.001 .004 .083 
OSF0 n/a n/a n/a  n/a n/a n/a 
OSFN .017 .007 .982  .002 .002 .130 
OSFC .018 .007 .989  .001 .002 .080 
OSFL .017 .008 .966  -.001 .003 .025 
OSN0 n/a n/a n/a  n/a n/a n/a 
OSNN .021 .005 1.000  .003 .002 .229 
OSNC .023 .006 1.000  .003 .002 .146 
OSNL .022 .006 1.000  -.001 .002 .013 
Note. RR = rejection rate. 
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Appendix G: Results for RMSEA 
Table G1. 
Type I Error and Power Rates for Normal-Theory ML RMSEA with a Continuous 
Measurement Scale Specification 
 Configural  Metric  Scalar 
 M SD RR  M SD RR  M SD RR 
FF0 .014 .015 .000  .013 .015 .000  .013 .014 .000 
FFN .014 .015 .000  .013 .015 .000  .013 .014 .000 
FFC .015 .015 .000  .014 .015 .000  .014 .014 .000 
FFL .026 .017 .006  .025 .016 .003  .024 .016 .002 
FS0 .014 .015 .000  .013 .015 .000  .013 .014 .000 
FSN .014 .015 .000  .014 .015 .000  .013 .014 .000 
FSC .017 .016 .001  .015 .015 .000  .015 .015 .000 
FSL .039 .016 .061  .037 .015 .034  .035 .015 .019 
FN0 .014 .015 .000  .013 .015 .000  .013 .014 .000 
FNN .019 .016 .001  .018 .016 .000  .017 .015 .000 
FNC .020 .017 .002  .017 .016 .001  .017 .015 .000 
FNL .060 .013 .494  .056 .012 .366  .053 .012 .268 
OF0 .008 .009 .000  .008 .009 .000  .007 .009 .000 
OFN .008 .009 .000  .008 .009 .000  .007 .009 .000 
OFC .009 .010 .000  .008 .009 .000  .008 .009 .000 
OFL .015 .011 .000  .015 .010 .000  .014 .010 .000 
OS0 .008 .009 .000  .008 .009 .000  .007 .009 .000 
OSN .008 .009 .000  .008 .009 .000  .008 .009 .000 
OSC .010 .010 .000  .009 .009 .000  .008 .009 .000 
OSL .024 .010 .000  .022 .010 .000  .021 .010 .000 
ON0 .008 .009 .000  .008 .009 .000  .008 .009 .000 
ONN .011 .010 .000  .010 .010 .000  .010 .009 .000 
ONC .012 .010 .000  .010 .010 .000  .010 .010 .000 
ONL .037 .008 .000  .034 .008 .000  .032 .008 .000 
FSF0 .014 .015 .000  .024 .016 .003  .023 .016 .001 
FSFN .014 .015 .000  .022 .016 .001  .021 .016 .000 
FSFC .017 .016 .000  .001 .016 .001  .023 .016 .026 
FSFL .038 .016 .049  .042 .014 .075  .040 .014 .045 
FSN0 .014 .015 .000  .028 .016 .005  .027 .015 .002 
FSNN .014 .015 .000  .025 .016 .002  .024 .016 .000 
FSNC .017 .016 .001  .027 .016 .004  .026 .016 .002 
FSNL .041 .016 .073  .048 .013 .154  .045 .013 .099 
OSF0 .008 .009 .000  .023 .009 .000  .022 .009 .000 
OSFN .008 .009 .000  .021 .010 .000  .020 .010 .000 
OSFC .010 .010 .000  .022 .009 .000  .021 .009 .000 
OSFL .023 .010 .000  .031 .008 .000  .030 .008 .000 
OSN0 .008 .009 .000  .028 .008 .000  .027 .008 .000 
OSNN .008 .009 .000  .025 .009 .000  .023 .009 .000 
OSNC .010 .010 .000  .026 .009 .000  .025 .008 .000 
OSNL .025 .010 .000  .037 .007 .000  .035 .007 .000 
Note. RR = rejection rate. 
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Table G2. 
Type I Error and Power Rates for the Yuan-Bentler Scaled ML RMSEA with a 
Continuous Measurement Scale Specification 
  Configural  Metric  Scalar 
 M SD RR  M SD RR  M SD RR 
FF0 .015 .016 .000  .014 .015 .000  .014 .015 .000 
FFN .015 .016 .001  .015 .015 .000  .014 .015 .000 
FFC .015 .016 .000  .014 .015 .000  .014 .014 .000 
FFL .016 .016 .001  .015 .015 .000  .015 .015 .000 
FS0 .015 .015 .000  .014 .015 .000  .014 .015 .000 
FSN .015 .015 .000  .014 .015 .000  .014 .014 .000 
FSC .015 .015 .000  .014 .015 .000  .014 .015 .000 
FSL .016 .016 .001  .016 .015 .000  .015 .015 .000 
FN0 .015 .015 .000  .014 .015 .000  .014 .015 .000 
FNN .015 .016 .001  .015 .015 .000  .014 .015 .000 
FNC .015 .015 .001  .014 .015 .000  .014 .014 .000 
FNL .018 .016 .000  .017 .016 .001  .017 .015 .001 
OF0 .008 .009 .000  .008 .009 .000  .008 .009 .000 
OFN .008 .009 .000  .008 .009 .000  .008 .009 .000 
OFC .008 .009 .000  .008 .009 .000  .008 .009 .000 
OFL .008 .009 .000  .008 .009 .000  .008 .009 .000 
OS0 .008 .009 .000  .008 .009 .000  .008 .009 .000 
OSN .008 .009 .000  .008 .009 .000  .008 .009 .000 
OSC .008 .009 .000  .008 .009 .000  .008 .009 .000 
OSL .008 .009 .000  .008 .009 .000  .008 .009 .000 
ON0 .008 .009 .000  .008 .009 .000  .008 .009 .000 
ONN .008 .009 .000  .008 .009 .000  .008 .009 .000 
ONC .008 .009 .000  .008 .009 .000  .008 .009 .000 
ONL .009 .010 .000  .009 .009 .000  .009 .009 .000 
FSF0 .015 .015 .000  .025 .016 .004  .024 .016 .002 
FSFN .015 .015 .000  .023 .016 .002  .022 .016 .000 
FSFC .015 .016 .000  .023 .016 .002  .022 .016 .001 
FSFL .016 .016 .001  .022 .016 .002  .021 .016 .001 
FSN0 .015 .015 .000  .030 .016 .007  .028 .015 .003 
FSNN .015 .015 .000  .026 .016 .003  .025 .016 .001 
FSNC .015 .015 .000  .026 .016 .003  .025 .016 .001 
FSNL .016 .016 .000  .027 .016 .004  .025 .016 .002 
OSF0 .008 .009 .000  .024 .009 .000  .022 .009 .000 
OSFN .008 .009 .000  .021 .010 .000  .020 .010 .000 
OSFC .008 .009 .000  .022 .010 .000  .020 .009 .000 
OSFL .008 .009 .000  .019 .010 .000  .018 .010 .000 
OSN0 .008 .009 .000  .029 .008 .000  .027 .008 .000 
OSNN .008 .009 .000  .025 .009 .000  .023 .009 .000 
OSNC .008 .009 .000  .026 .009 .000  .024 .009 .000 
OSNL .009 .010 .000  .024 .009 .000  .023 .009 .000 
Note. RR = rejection rate. 
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Table G3.  
Type I Error and Power Rates for WLSMV RMSEA with a Categorical Measurement 
Scale Specification 
 Configural  Metric  Scalar 
 M SD RR  M SD RR  M SD RR 
FF0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
FFN .017 .016 .001  .019 .017 .003  .016 .015 .000 
FFC .017 .016 .001  .019 .017 .003  .015 .015 .000 
FFL .016 .016 .001  .017 .016 .002  .015 .015 .001 
FS0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
FSN .014 .015 .000  .016 .017 .004  .014 .015 .000 
FSC .014 .016 .001  .016 .017 .003  .014 .014 .000 
FSL .014 .015 .000  .016 .017 .004  .014 .015 .001 
FN0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
FNN .008 .013 .000  .012 .016 .002  .011 .014 .000 
FNC .009 .013 .000  .012 .016 .003  .011 .014 .001 
FNL .009 .013 .000  .013 .016 .003  .012 .015 .000 
OF0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
OFN .009 .010 .000  .009 .010 .000  .008 .009 .000 
OFC .009 .010 .000  .009 .010 .000  .008 .009 .000 
OFL .008 .009 .000  .009 .010 .000  .008 .009 .000 
OS0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
OSN .008 .009 .000  .009 .010 .000  .008 .009 .000 
OSC .008 .009 .000  .009 .010 .000  .008 .009 .000 
OSL .008 .009 .000  .008 .010 .000  .008 .009 .000 
ON0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
ONN .007 .009 .000  .008 .010 .000  .007 .009 .000 
ONC .006 .009 .000  .008 .010 .000  .007 .009 .000 
ONL .007 .009 .000  .008 .010 .000  .007 .009 .000 
FSF0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
FSFN .014 .016 .001  .052 .019 .338  .043 .016 .129 
FSFC .015 .016 .001  .053 .019 .373  .044 .016 .138 
FSFL .015 .016 .001  .045 .020 .218  .037 .018 .069 
FSN0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
FSNN .014 .015 .001  .069 .015 .726  .059 .012 .448 
FSNC .014 .015 .001  .072 .015 .777  .060 .012 .486 
FSNL .014 .015 .001  .062 .016 .562  .052 .014 .263 
OSF0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
OSFN .008 .009 .000  .051 .010 .185  .043 .009 .016 
OSFC .008 .009 .000  .053 .010 .220  .044 .008 .019 
OSFL .008 .009 .000  .045 .011 .068  .038 .009 .003 
OSN0 n/a n/a n/a  n/a n/a n/a  n/a n/a n/a 
OSNN .008 .009 .000  .068 .009 .806  .058 .007 .334 
OSNC .008 .009 .000  .070 .009 .867  .059 .007 .413 
OSNL .008 .009 .000  .061 .009 .542  .051 .007 .094 
Note. RR = rejection rate. 
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Appendix H: Results for ΔRMSEA 
Table H1. 
Type I Error and Power Rates for Normal-Theory ML ΔRMSEA with a Continuous 
Measurement Scale Specification 
 Metric  Scalar 
 M SD RR  M SD RR 
FF0 .000 .006 .069  .000 .006 .061 
FFN .000 .006 .071  .000 .006 .060 
FFC -.001 .006 .054  .000 .006 .059 
FFL -.001 .006 .066  -.001 .005 .039 
FS0 .000 .006 .067  .000 .006 .062 
FSN .000 .006 .068  .000 .006 .057 
FSC -.002 .006 .033  .000 .006 .060 
FSL -.002 .005 .021  -.002 .004 .018 
FN0 .000 .006 .064  .000 .006 .062 
FNN -.001 .006 .068  -.001 .006 .056 
FNC -.003 .005 .023  -.001 .006 .056 
FNL -.004 .003 .001  -.003 .003 .002 
OF0 .000 .004 .031  .000 .003 .023 
OFN .000 .004 .028  .000 .003 .021 
OFC -.001 .004 .021  .000 .004 .024 
OFL .000 .004 .023  -.001 .003 .015 
OS0 .000 .004 .026  .000 .004 .025 
OSN .000 .004 .029  .000 .004 .021 
OSC -.001 .004 .014  .000 .004 .023 
OSL -.002 .003 .009  -.001 .003 .005 
ON0 .000 .004 .026  .000 .003 .022 
ONN .000 .004 .031  .000 .004 .021 
ONC -.002 .000 .009  .000 .004 .022 
ONL -.003 .002 .000  -.002 .002 .000 
FSF0 .010 .010 .474  -.001 .005 .045 
FSFN .008 .010 .400  -.001 .006 .048 
FSFC .007 .009 .345  -.001 .005 .049 
FSFL .005 .007 .221  -.002 .004 .009 
FSN0 .015 .011 .647  -.001 .005 .035 
FSNN .011 .011 .514  -.001 .005 .042 
FSNC .010 .010 .492  -.001 .005 .034 
FSNL .007 .008 .356  -.003 .003 .004 
OSF0 .016 .008 .796  -.001 .003 .007 
OSFN .013 .008 .687  -.001 .003 .008 
OSFC .013 .007 .671  -.001 .003 .008 
OSFL .009 .006 .419  -.002 .002 .001 
OSN0 .021 .008 .928  -.002 .002 .002 
OSNN .016 .008 .823  -.001 .003 .004 
OSNC .016 .008 .838  -.001 .002 .002 
OSNL .012 .006 .673  -.002 .002 .000 
Note. RR = rejection rate. 
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Table H2. 
Type I Error and Power Rates for the Yuan-Bentler Scaled ML ΔRMSEA with a 
Continuous Measurement Scale Specification 
 Metric  Scalar 
 M SD RR  M SD RR 
FF0 -.001 .006 .068  .000 .006 .061 
FFN -.001 .006 .068  .000 .006 .061 
FFC -.001 .006 .058  .000 .006 .058 
FFL -.001 .006 .059  .000 .005 .049 
FS0 .000 .006 .070  .000 .006 .060 
FSN -.001 .006 .067  .000 .006 .057 
FSC -.001 .005 .050  .000 .006 .060 
FSL -.001 .005 .045  .000 .005 .042 
FN0 .000 .006 .068  .000 .006 .061 
FNN .000 .006 .067  .000 .006 .057 
FNC -.001 .005 .045  .000 .006 .056 
FNL -.001 .004 .025  .000 .004 .026 
OF0 .000 .004 .030  .000 .004 .023 
OFN .000 .004 .027  .000 .003 .021 
OFC .000 .004 .023  .000 .004 .023 
OFL .000 .004 .025  .000 .003 .018 
OS0 .000 .004 .027  .000 .004 .024 
OSN .000 .004 .028  .000 .004 .022 
OSC .000 .003 .020  .000 .003 .023 
OSL .000 .003 .017  .000 .003 .012 
ON0 .000 .004 .028  .000 .003 .024 
ONN .000 .004 .027  .000 .003 .020 
ONC .000 .003 .016  .000 .003 .020 
ONL .000 .002 .006  .000 .002 .006 
FSF0 .010 .011 .483  -.001 .005 .044 
FSFN .008 .010 .400  -.001 .005 .047 
FSFC .008 .009 .401  -.001 .005 .048 
FSFL .006 .008 .304  -.001 .005 .035 
FSN0 .015 .011 .654  -.002 .005 .034 
FSNN .011 .011 .512  -.001 .005 .040 
FSNC .012 .010 .549  -.001 .005 .036 
FSNL .010 .009 .484  -.001 .004 .023 
OSF0 .016 .008 .798  -.001 .003 .006 
OSFN .013 .008 .687  -.001 .003 .009 
OSFC .013 .007 .717  -.001 .003 .008 
OSFL .011 .007 .572  -.001 .003 .006 
OSN0 .021 .008 .927  -.002 .002 .002 
OSNN .016 .008 .826  -.001 .003 .004 
OSNC .017 .008 .870  -.001 .002 .002 
OSNL .015 .007 .817  -.001 .002 .002 
Note. RR = rejection rate. 
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Table H3. 
Type I Error and Power Rates for WLSMV ΔRMSEA with a Categorical Measurement 
Scale Specification 
 Metric  Scalar 
 M SD RR  M SD RR 
FF0 n/a n/a n/a  n/a n/a n/a 
FFN .001 .013 .215  -.003 .010 .098 
FFC .001 .013 .214  -.004 .010 .087 
FFL .001 .012 .192  -.002 .012 .138 
FS0 n/a n/a n/a  n/a n/a n/a 
FSN .002 .015 .248  -.002 .010 .102 
FSC .002 .015 .250  -.003 .010 .089 
FSL .001 .015 .237  -.002 .011 .127 
FN0 n/a n/a n/a  n/a n/a n/a 
FNN .004 .014 .246  -.001 .009 .107 
FNC .004 .015 .261  -.002 .009 .088 
FNL .003 .015 .263  -.001 .008 .091 
OF0 n/a n/a n/a  n/a n/a n/a 
OFN .000 .008 .125  -.001 .006 .063 
OFC .000 .008 .125  -.001 .007 .065 
OFL .000 .008 .114  -.001 .007 .094 
OS0 n/a n/a n/a  n/a n/a n/a 
OSN .001 .009 .161  -.001 .006 .064 
OSC .001 .009 .159  -.001 .006 .063 
OSL .001 .009 .157  -.001 .007 .082 
ON0 n/a n/a n/a  n/a n/a n/a 
ONN .001 .009 .167  -.001 .006 .067 
ONC .001 .010 .185  -.001 .006 .060 
ONL .001 .010 .189  -.001 .005 .054 
FSF0 n/a n/a n/a  n/a n/a n/a 
FSFN .037 .020 .911  -.008 .008 .028 
FSFC .038 .020 .915  -.010 .007 .018 
FSFL .031 .020 .840  -.008 .009 .036 
FSN0 n/a n/a n/a  n/a n/a n/a 
FSNN .055 .018 .994  -.010 .006 .006 
FSNC .058 .018 .996  -.012 .006 .003 
FSNL .048 .018 .982  -.010 .006 .010 
OSF0 n/a n/a n/a  n/a n/a n/a 
OSFN .043 .012 .997  -.008 .004 .000 
OSFC .044 .012 .998  -.009 .003 .000 
OSFL .037 .012 .987  -.008 .004 .001 
OSN0 n/a n/a n/a  n/a n/a n/a 
OSNN .060 .011 1.000  -.010 .003 .000 
OSNC .062 .012 1.000  -.011 .003 .000 
OSNL .054 .011 1.000  -.010 .003 .000 
Note. RR = rejection rate. 
 
