Genetic data collected from the Third National Health and Nutrition Examination Survey (NHANES III) provides an opportunity to investigate associations between genetic variations and health-related phenotypes for the US population. Complex sample designs involving stratified multistage cluster sampling and sample weighting are used to sample families in household surveys such as the NHANES III. We modified conditional likelihood score and trend tests used to test the null hypothesis of no association between a candidate gene and a phenotype in simple random samples of nuclear families so that these tests are applicable to data from complex sample designs. The finite sample properties of our modified test procedures are evaluated via Monte Carlo simulation studies. We recommend using an F-version of the trend test instead of a score test because the F-test shows greater power. Our test statistics are applied to NHANES III data to test for associations between the locus ADRB2 (rs1042713) and obesity, VDR (rs2239185) and high blood lead level, and TGFB1 (rs1982073) and asthma.
INTRODUCTION
Genetic association studies can be classified into two categories, i.e., population-based studies and family-based studies. Population-based studies use genetic information from unrelated individuals while family-based studies employ information from nuclear families or pedigrees. Each of these study designs has advantages and disadvantages. Generally speaking, population-based study designs provide greater power and are easier to implement when compared with family-based studies; however, the population-based study design can be subject to confounding such as population stratification. When population substructure exists, i.e., the allele frequencies vary across sub-populations, and in conjunction with varying disease prevalence rates, a populationbased study design may lead to a spurious disease-gene association (Li, 1969) (Lander and Schork, 1994 ) (Ewens and * Corresponding author. . Family-based study designs are more robust to population stratification, but they require more effort in terms of designing the study and collecting the samples.
Family-based designs use controls from the same family as cases, as opposed to unrelated controls in a populationbased study design. Even though some family-based association tests do not require parental genetic information, many test procedures are based on nuclear families with genetic marker information from parents and their offspring (Abecasis et al., 2000a) (Rakovski et al., 2007) (Thornton and McPeek, 2010) . A prime example of a family-based association test is the transmission disequilibrium test (TDT) (Spielman et al., 1993) (Rabinowitz, 1997 ) (Risch and Teng, 1998) (Abecasis et al., 2000b) . The original TDT test uses data on transmission of marker alleles from heterozygous parents to affected offspring. Li et al. (2005) proposed conditional likelihood score tests for association studies in nuclear families with parental genotypes (The conditional likelihood function is the conditional probability of offspring genotypes given the disease status of offspring and parental mating type. The conditional likelihood score test was derived by taking the derivative of the log conditional likelihood function). Under the additive model, the conditional score test is equivalent to the TDT while this is not the case for dominant or recessive models.
The Third National Health and Nutrition Examination Survey (NHANES III) collected blood lymphocytes from 7,159 participants age 12 years and older in its second phase (from October, 1991 to October, 1994) in anticipation of advances in genetic research (NCHS, 2008) . Since NHANES III is a nationally representative cross-sectional household survey that collects a multitude of health behavior and medical examination measurements, linkage of the NHANES III health-related phenotype data to its genetic information provides an opportunity to investigate genetic associations with a wide variety of health factors. However, household surveys such as NHANES III usually have stratified multistage cluster sample designs, which can add complexities to data analyses. For the NHANES III at the first stage of the sampling, the target population is partitioned into primary sampling units (PSU), e.g., counties. The PSUs are then grouped into strata. Within each stratum, PSUs are sampled with probability proportional to the population size. At the second stage of sampling the sampled PSUs are subdivided into smaller geographic units, such as city blocks, and a random sample of these units is selected. Additional stages of sampling may be used in some surveys where smaller units are sampled from the sampled units at the second stage. For the NHANES III, at the third stage of sampling, households (which are often approximately nuclear families) are sampled and finally individuals are sampled from the sampled households. For each individual, the inverse of the product of the selection probabilities across all of the stages of sampling (along with adjustments for nonresponse and for post-stratification to population totals) is their sample weight. The disease status is ascertained in the sampled offspring as well as among the sampled parents.
Test procedures developed for simple random samples are generally unsuitable for the analysis of data from these complex sample designs such as used in NHANES III. Even though family-based designs with corresponding analytic methods such as TDT are robust to population stratification, these procedures do not address within-family genetic associations with phenotypes that vary across families as a result of possible epigenetic processes or interactions with unknown environmental variables. If the sample weights for the households/families are correlated with the withinfamily genetic associations, then sample weighted analyses may differ from unweighted analyses. In such cases, sample weighted analyses are preferable as they will provide consistent estimates of genetic association for the target population that will be reproducible across different sample designs applied to the same target population. In addition, as shown in this paper, family-based test statistics that are appropriate for simple random samples can have inflated Type I error when applied to multistage cluster samples. This occurs because of increased variances resulting from correlation of within-family genetic associations among families from the same sampled PSUs (intra-cluster correlation). She et al. (2009a) modified several trend tests for genetic association for population-based designs that can appropriately use complex survey data. However, their methods ignore possible family structure information where individuals from the same sampled household are in the sample. The objectives of this paper is to 1) modify test procedures for complex sample designs that can be used to test for an association between a candidate gene and a health related phenotype using a family-based study design rather than a population-based design and 2) use simulations to study the performance of test procedures for family-based studies and compare them to test procedures for population-based studies when the samples are complex multistage stratified cluster samples similar to those from household surveys.
METHOD

Conditional likelihood score test
Under simple random sampling, let allele A be the allele of high risk and allele a be any of the other alleles. Suppose we have a sample of n nuclear families. For the i th family, let the number of affected and unaffected sibs with 0, 1, and 2 alleles of A be (j i0 , j i1 , j i2 ) and (k i0 , k i1 , k i2 ) respectively and j i0 + j i1 + j i2 = r i and
T as the penetrances of genotypes (aa, aA, AA), T G0 = p(aa|M), T G1 = p(Aa|M), and T G2 = p(AA|M), where M = (ij) is the mating type with i and j being the number of A alleles of the parents.
T are the population genotype frequencies. The conditional likelihood score test statistic for the null hypothesis of no association between the candidate gene and the disease of interest, i.e.,
U i is the conditional likelihood score, and (1)
T assigned to genotypes (aa, aA, AA) has the value (0, 0.5, 1)
T for the additive model, (0, 0, 1)
T for the recessive model, and (0, 1, 1) T for the dominant model.
Under complex sampling, the weighted conditional likelihood score is U w = n i=1 w i U i , where w i is the sample weight associated with the i th family. (Throughout the Methods Section we will assume that families are sampled and all members of each sampled family are observed. In the Discussion we will address sampling family members.) Let 
, H is the total number of strata, and m h is the number of sampled PSUs within the h th stratum (Korn and Graubard, 1999 The unweighted or weighted conditional likelihood score involves the population penetrance of genotype aa, f 0 , which can either be obtained from another study or be estimated in the current study. Under simple random sampling, f 0 can be estimated as the number of diseased subjects with genotype aa divided by the total number of subjects with genotype aa. Under complex sampling with sample weighting, f 0 can be estimated as the sample weighted number of diseased subjects with genotype aa divided by total sample weighted number of subjects with genotype aa. When f 0 is estimated, the variance estimator of the conditional score needs to be modified to take this into account. This ratio estimator of f 0 is approximately unbiased under the complex sampling design for the selection of parents and children that we considered because the ascertainment of disease status is determined after the sample is selected. Unlike in the case-control study design, the disease status in the cross-sectional survey design is random instead of fixed.
Trend test
For the i th family, let X ij (Y ij ) denote the number of A alleles of the j th affected (unaffected) sib and X if (X im ) denote the number of A alleles of father (mother). δ if = 1 (δ im = 1) if the father (mother) is affected and 0 if unaffected. G if = 1 (G im = 1) if the genotype of the father (mother) is known and 0 otherwise. Under a simple random sample of families a trend score can be defined as
where (for notational simplicity, the index i is omitted when we discuss the trend score and its variance for the i th family)
which is the weighted sum of the frequency difference of each genotype between affected and unaffected family members.
Here the score vector x = (x 0 , x 1 , x 2 ) T assigned to genotypes (aa, aA, AA) is defined the same way as in the previous section. Let D(D) be the number of affected (unaffected) family members with available genetic information and D j (D j ) be the number of affected (unaffected) family members with j number of allele A, j = 0, 1, or 2, then
). Let p j be the frequency of genotype with j number of allele A, j = 0, 1, or 2. Under the null hypothesis,
The E H0 (Z T T ) = 0 and, assuming families are independent of each other, the V ar
has an asymptotic normal distribution with mean 0 and variance 1 which follows from the central limit theorem (the Q i are independent with finite first and second moments) and T In a complex sampling setting, let w i be the sample weight associated with the i th family. The total weighted score would be
When cluster effects exist, the variance of Z T T w can be estimated using the same procedures described in section 2. The conditional likelihood score test requires that each nuclear family has at least one child and has available genetic information for parents and children. On the other hand, the trend test requires that each nuclear family has at least one unaffected member and one affected member with available genetic information. To form the trend test, we restrict to those families having at least one unaffected member and one affected member with genetic information available.
Simulation studies
The type I error rate and power of the modified test procedures are evaluated via Monte Carlo simulation with a two-sided significance level of 0.05. The following parameters were controlled in the same manner used by She et al. (2009a) : 1) H, the number of strata; 2) L, the number of sampled PSUs per stratum; 3) x, the score vector assigned to genotypes (aa, aA, AA); 4) K, the population disease prevalence; 5) p A , the allele A frequency; and 6) γ = (1,
T , the relative risk. In addition to these parameters, we also controlled 1) F , the inbreeding coefficient for population substructure or cryptic relatedness, in the same way as by She et al. (2009b) ; and 2) the number of sampled nuclear families per PSU.
We set H = 23 and L = 2 with 60 families per PSU, which is similar to the sample design of the second phase of NHANES III. The type I error rate and power are evaluated with p A = 0.1, 0.3, or 0.5. Two different sets of sample weights are considered, i.e., w j 's are equal to one (equivalent to using no weights) or each family is randomly assigned the values {1, 2, 3, 4, 5}, in our simulations. Each family is randomly set to have 0, 1, or 2 sibs. Three score vectors x = (0, 0, 1)
T , (0, 0.5, 1) T , and (0, 1, 1) T are used to generate three different test statistics corresponding to three different genetic models. The population disease prevalence K is set to be 0.05 or 0.1. The relative risk γ is set to be (1, 1, 1) T to evaluate the type I error rate and is set to be (1, 1, 1.5)
T , (1, 1.25, 1.5)
T , and (1, 1.5, 1.5) T for a recessive model, additive model, and dominant model respectively to evaluate power under alternative hypotheses. The inbreeding coefficient F was set to be 0 or 0.02.
Genotype data for parents are generated using a two-step procedure assuming observations within PSU are correlated and PSUs are independent of each other. In step 1, the allele A frequency p in each PSU was generated from the Beta distribution Beta(
In step 2, for each parent, two alleles were drawn at random from the binomial distribution Bin(2; p) (Zheng et al., 2005) . Given parental genotypes, the genotype of a child was randomly generated according to Mendelian law of inheritance. This procedure results in intraclass correlation of the alleles within PSUs, i.e., where the allele frequencies vary across PSUs. We followed the method described in Hunsberger et al. (2008) and She et al. (2009a) , which is based on the method of Oman and Zucker (2000) , to generate cases and controls that are correlated within each cluster (PSU) with intra-cluster correlation coefficient of 0.09. To be specific, first we generate ε i0 for all observations in cluster i and generate ε ij for each observation j in cluster i, where ε i0 and ε ij are iid from a standard normal distribution. Then we generate u ij according to a Bernoulli distribution with probability of the square root of intra-cluster correlation coefficient, i.e.
be the probability of being a case where G i j = 1 if the jth individual has i copies of A alleles at the locus of interest. Observation j in cluster i will be defined as a case if
, otherwise it will be a control.
RESULT
Simulation studies
The type I error rate (level) and power of the test procedures are estimated by the proportion of rejection of the null hypothesis at the nominal level of 0.05 in 1,000 independent replications. The binomial standard error for the simulated levels when the true level is α = 0.05 is 0.05(1 − 0.05)/1000 = 0.00689, levels that equal to or exceed 0.05 + 1.96 × 0.00689 = 0.064 are considered to be inflated, otherwise the level is considered to be maintained. T T w in terms of maintaining the level of the test (data not shown). Table 3 presents the power achieved by the test statistics with sample weights when there is no population substructure and no intraclass correlation in disease status. Table 4 presents the power when there is population substructure and disease status is correlated within each cluster where the values of power are bolded for parameter settings in which the nominal level is maintained (see table 2 ).
Tests are more powerful when the model is correctly specified than when it is incorrectly specified. When the data are generated using recessive or dominant models and incorrect genetic models are used for testing the association, tests assuming an additive model, i.e., F T 2 CLSw (0.5) and F T 2 T T w (0.5), are more powerful in general than tests that assume incorrect genetic models. All tests tend to have less power when there is population substructure and/or intraclass correlation in disease status compared to when there is no population structure and no intraclass correlation in disease status. The above discussion holds even if the analyses were restricted to families with at least one child.
When analyses were restricted to those families with at least one unaffected member and one affected member, F T Although not presented, we conducted simulations of the power of the test statistics with no sample weights compared to sample weighted tests when the sample weights are randomly assigned i.e., noninformative weights. In general we found the unweighted tests had greater power, which would be expected since weighting tends to increase variances (Korn and Graubard, 1999).
Real data analysis
To illustrate our methods, we apply the test statistics to the NHANES III genetic data for the same three candidate loci analyzed by She et al. (2009a) , i.e., ADRB 2 (rs1042713), TGFB 1 (rs1982073), and VDR (rs2239185). In this example we will assume that there is no sub-sampling of family members. The NHANES III does not provide a sample weight for each family. Instead, it provides a sample weight for each participant. We use the approach of She et al. (2009b) to calculate a sample weight for each T is used. 6. w: the sample weight for each family. 7. Parameter settings where the nominal level is maintained are bolded. (1, 1, 1) T is used. 6. The inbreeding coefficient F is 0.02 and the intraclass correlation in disease status is 0.09. 7. w: the sample weight for each family. 8. Parameter settings where the nominal level is maintained are bolded.
family, i.e., the sample weight for a family is computed as the sum of the individual sample weights from the family members divided by family sample size. For example, for a family of three family members sampled, the sample weight for that family would be the sum of sample weights of the three family members divided by three. The characteristics of NHANES III data are summarized in Table 6 . External f 0 's (23% for obesity, 7.2% for asthma, and 2.2% for BLL ≥ 10 μg/dL), which are consistent with the f 0 's estimated from NHANES III (She et al., 2009b) , and T Gm based on parental genotype are used for conditional likelihood score test. Table 7 displays the p-values of the F-version of the conditional likelihood score and trend tests for associations between ADRB 2 and obesity, between TGFB 1 and asthma, and between VDR and blood lead level. No significant associations are found for the conditional likelihood score tests between ADRB 2 (rs1042713) and obesity and between TGFB 1 (rs1982073) and asthma. Trend test assuming a recessive model suggests that there is a significant association between VDR (rs2239185) and higher blood lead level.
SAS computer code for computing the conditional likelihood score and trend tests is available from the Dewei She upon request.
DISCUSSION AND CONCLUSION
In this paper, we modified the conditional likelihood score test and trend test, which are used to test the null hypothesis of no association between a candidate gene and a phenotype in simple random samples of nuclear families, so that these tests can be applied to complex survey data. The type I error rates and powers of all test statistics are evaluated for finite samples via Monte Carlo simulations with nominal level of 0.05. Type I error rates are well controlled for F-version test statistics (around 5% of the type I errors). Test statistics with the correct genetic model achieve greater power. When the wrong genetic model is assumed, the F T T T w (0.5) test achieves much greater power, which may partially be explained by the fact that the conditional likelihood score test requires that each family has at least one child whereas about one-third of the families in our simulations do not have any children and are not used in the analyses. After restricting the analysis to families with at least one child in our simulation study, the F T σ , in which the numerator is the difference of the estimated allele A frequencies between the affected and unaffected groups and the denominator is the estimated standard deviation of the numerator. In the complex sampling setting,
where Q i is the trend score for the i th family assuming an additive model. It can be shown that this statistic is the same as the trend test statistic assuming an additive model. Other family-based association tests such as sibling-based transmission disequilibrium tests and reconstruction-combined TDT are used for simple random samples. Extending these to complex samples is an area of future research.
When developing our testing procedures, we assumed that all family members are sampled once a family is sampled, which may not always be true. Define w q|i to be the sample weight of sampled individual q conditional on family i being sampled, i.e., the reciprocal of the probability of sampling individual q from family i. For affected individuals in sampled family i, let δ mqi = 1 if the individual is affected and = 0 otherwise, where m is the number of A alleles (0, 1, or 2). Denoteĵ im = ni q=1 w q|i δ mqi andr i = 2 m=0ĵ im and similarly denotek im andŝ i , the conditional likelihood score test can be extended to the setting of differential weighting within each family by replacing j im , k im , r i , and s i withĵ im ,k im ,r i , andŝ i respectively in equation 1. The conditional likelihood score test requires that each family has at least one child and has available genetic information available for parents and children. Differential weighting within each family is for children only. The CochranArmitage trend test has been applied to analysis of genetic data under simple random sampling without sample weights (Slager and Schaid, 2001 ) (Freidlin et al., 2002) (Zheng and Gastwirth, 2006) . Properties of trend test for genetic analysis, such as power, sample size, robustness, and estimation of variance have been investigated and reported before (Slager and Schaid, 2001 ) (Freidlin et al., 2002) (Zheng and Gastwirth, 2006 ). We adapted trend tests for family based association study with complex survey data. The trend test uses parental genotypes and requires that each nuclear family has both at least one unaffected member and one affected member with available genetic information, which can be extended to the setting of differential weighting within each family in a similar fashion as described above. Even though using parental genotypes in the trend test is not typically done, it makes more complete use of the family data which should result in greater statistical power.
For the purpose of illustration, the test statistics described in this paper are applied to NHANES III data, which is the only survey data with genetic information available that we are aware of, to test for associations between the locus ADRB 2 (rs1042713) and obesity, between TGFB 1 (rs1982073) and asthma, and between VDR (rs2239185) and high blood lead level. Unlike She et al. (2009a) , no significant association is found between TGFB 1 (rs1982073) and asthma. Trend test assuming a recessive model suggests that there is a significant association between VDR (rs2239185) and high blood lead level. Since familial relationships were not collected in the NHANES III (the exact relationship among household members is unknown), we inferred the relationships based on age and gender of the surveyed individuals. Families with more than two adult family members or families having two adult family members of the same gender were removed from the analysis. It should be noted that Katki et al. (2010) has recently developed a more sophisticated method to infer familial relationships in the NHANES, which could potentially be utilized in family-based association analyses.
