Abstract Probabilistic models of adaptive immune repertoire sequence distributions can be used to infer the expansion of immune cells in response to stimulus, differentiate genetic from environmental factors that determine repertoire sharing, and evaluate the suitability of various target immune sequences for stimulation via vaccination. Classically, these models are defined in terms of a probabilistic V(D)J recombination model which is sometimes combined with a selection model. In this paper we take a different approach, fitting variational autoencoder (VAE) models parameterized by deep neural networks to T cell receptor (TCR) repertoires. We show that simple VAE models can perform accurate cohort frequency estimation, learn the rules of VDJ recombination, and generalize well to unseen sequences. Further, we demonstrate that VAE-like models can distinguish between real sequences and sequences generated according to a recombination-selection model, and that many characteristics of VAE-generated sequences are similar to those of real sequences.
Introduction
T cell receptors (TCRs) are composed of an a and a b protein chain, both originating from a random V(D)J recombination process, followed by selective steps that ensure functionality and limit autoreactivity. To generate diverse and functional TCRs, T cells combine a stochastic process for choosing from a pool of V, D and J genes with a process for selecting for expression and MHC recognition. The process first occurs for the b chain, where first a D and a J gene are recombined using random trimming and joining with random nucleotides, then this DJ segment is recombined with a V gene via an analogous process. After the b chain has been generated, a small cell expansion occurs followed by a similar a chain recombination, although without a D gene. For detailed reviews of V(D)J recombination see Bassing et al. (2002) , and Schatz and Ji (2011) . The naive T cell population consists of T cells that have undergone V(D)J recombination and MHC selection but not yet encountered antigen. In a system known as the clonal selection mechanism of immune memory, T cells that bind antigen increase in frequency, thus increasing the frequency of their corresponding TCR sequences. The resulting ensemble of protein sequences thus summarizes each individual's previous immune exposures and largely determines their resistance to various infections. One can consider these protein sequences as a sample from a probability distribution, whether it is the distribution of receptors within an individual, or the distribution of receptors in a population. This article concerns fitting such probability distributions on TCR b protein sequences (which will be called 'TCR sequences' for the rest of the paper).
Probability estimates from these models can be used to draw important biological conclusions. For example, observing sequences that are amplified in a repertoire indicates that they perform important functions like targeting yellow fewer or cytomegalovirus (Pogorelyy et al., 2018c; Pogorelyy et al., 2018d; Emerson et al., 2017) . However, in order to properly define amplification, we must infer the frequency of such sequences appearing in the naive (i.e. post-selection but preamplification) repertoire so that we do not mistake an inherently probable recombination scenario with functional selection. As another application, ) used probability calculations to predict the frequency of shared TCR sequences between individuals, showing that biases of the V (D)J recombination process significantly explain the degree of sharing.
The appearance of a given TCR sequence in the blood of an individual means that it was generated by V(D)J recombination and subsequently passed thymic selection, which removes TCRs with improper binding to MHC as well as self-reactive TCRs. This series of two steps constitutes a sophisticated random process for generating protein sequences. Previous work (Elhanati et al., 2014; Pogorelyy et al., 2018c) approached the problem of inferring this process by calculating the probability of a sequence's V(D)J recombination using a probabilistic graphical model, multiplying this probability by a thymic selection factor Q, and scaling accordingly. Although breaking the process into generation and selection steps parallels the biological process, we can instead fit a distribution to a mature TCR repertoire directly, and assess the advantages of either approach. Indeed, these considerations raise the question of how to model the distribution of TCR protein sequences from a given source in order to answer meaningful immunological questions.
In this paper we develop variants of Variational Autoencoder (VAE) models (Kingma et al., 2014b; Higgins et al., 2017) to fit the distribution of TCR protein sequences. Recent work on deep generative models of proteins inspired our approach (Sinai et al., 2017; Riesselman et al., 2018) . We find that these models can predict cohort frequency with high accuracy, learn the rules of VDJ recombination, generalize to unseen sequences, and generate sequences with similar characteristics to observed TCR sequences.
Results

Methods overview
We briefly outline our methods in order to present results; further details can be found in the Materials and methods section. We model TCR sequences using simple variants of variational autoencoders (VAEs). Previous work using VAEs have found success when first, there is a vast amount of data available, and second, the data distribution is complicated, involving nonlinearities and interactions between covariates. There is indeed a vast amount of TCR repertoire data, and the TCR probability distributions are complex. VAE models can be described as consisting of an n-dimensional latent space, a prior p ðzÞ on that latent space, and probabilistic maps parameterized by two neural networks: an encoder q f ðzjxÞ and a decoder p ðxjzÞ (Figure 1 ; Kingma et al., 2014b) . For the models used in this paper the latent space is 20-dimensional, and we use the conventional choice of a standard multivariate normal prior for p ðzÞ. The encoder q f ðzjxÞ is a multivariate normal distribution with mean and diagonal covariance determined by a neural network with input x (see Materials and methods for how TCR protein sequences are transformed into appropriate input for a neural network). This choice of a normal distribution is primarily for mathematical convenience rather than being part of a specific modeling design; the normal 'noise' in the latent space gets processed by a neural network which introduces non-linearities that ensure that the result is not normal. However, VAE variants do use other distributions in place of normal (Dilokthanakul et al., 2016; Davidson et al., 2018) . The decoder p ðxjzÞ is a per-site categorical distribution over amino acids and gaps parameterized by a neural network with input z.
Once the VAE is trained, one can sample new sequences by 'decoding' samples from p ðzÞ, that is, drawing from p ðzÞ, feeding those points through the decoder network, and then sampling from the resulting probabilities. In the case of TCRs, this final sampling step goes from categorical distributions on the TCR components (i.e. on the V gene, J gene, and the amino acids at the various positions) to an actual TCR sequence. One trains a VAE with a collection of observed sequences x via the encoder q f ðzjxÞ. VAE training has two goals, which are represented by two terms of the objective function: first, to be able to (probabilistically) encode and decode the sequences through the latent space with high fidelity, and second, to ensure that that the q f ðzjxÞ map is close to the prior p ðzÞ on average across x. The second component of this objective encourages a structured mapping of input sequences to latent values, in hopes that the model learns meaningful sequence features rather than memorizing properties of the training data. The balance between these two components is important and is controlled by a parameter b (Higgins et al., 2017) . Once the VAE is trained (i.e. parameters f and are optimized according to the objective with respect to a particular dataset), we can calculate the probability of generating a given sequence x via importance sampling.
We are interested in TCR b protein sequences, which due to the process of VDJ recombination are uniquely identified by triples consisting of V gene, J gene, and CDR3 protein sequence (Woodsworth et al., 2013) . We developed two VAE models for such protein sequences: a simple one, denoted basic and a more complex model, denoted count_match. The basic model does not have any information about the content of germline genes built into the model and was trained according to a simple loss function (Figure 1-figure supplement 1 ). The count_match model brings in information about the protein sequence of the germline genes and has a more complex loss function involving CDR3 length and the degree to which the protein sequences on the ends of the CDR3 match the corresponding germline gene sequences (Figure 1-figure supplement 2) .
As a baseline for comparison, we combined OLGA, a sophisticated recombination model , with a simplified version of the selection model used in Elhanati et al. (2014) , together which we will denote OLGA.Q. Our selection component Q is parameterized by triples consisting of V gene identity, J gene identity, and CDR3 length, resulting in a model with about 14,000 parameters. This is a simpler model than the general Elhanati et al. (2014) model, which allows for selection based on CDR3 amino acid composition. However, it is a richer model than any models used by the same group since the publication of Elhanati et al. (2014) , such as the one used to find condition-associated immune receptors in Pogorelyy et al. (2018b) and Pogorelyy et al. (2018c) . Sethna et al. (2018) suggest probabilistically evaluating vaccine targets using OLGA directly and no selection model at all. In any case, a software implementation of the general Elhanati et al. (2014) model, for which training is highly involved, is not currently available.
CASSSR...T RBV7-2 TRBJ1-1 TRBV7-2 TRBJ1-1 Figure 1 . A cartoon of a variational autoencoder (VAE). A VAE embeds objects of interest x (here TCR protein sequences) into an n-dimensional latent space, using a probabilistic encoder q f ðzjxÞ and decoder p ðxjzÞ that are both parametrized by deep neural networks. The VAE objective is to encode and decode objects with high fidelity (x »x) while ensuring the encoder q f ðzjxÞ distribution is close to a prior p ðzÞ on that latent space, typically taken to be a standard multivariate normal distribution. 
VAE models predict cohort frequency
We wished to understand the ability of basic, count_match, and OLGA.Q to estimate the frequency with which a TCR appears in a given cohort, both when the TCR is contained in the training set ('train') and when it is not ('test'). Here we define 'cohort count' for a collection of repertoires to be the number of times a given TCR amino acid sequence appeared in the output files from the ImmunoSEQ assay (Adaptive Biotechnologies, Seattle, WA, USA) for those repertoires (ignoring the template abundance column). Multiple nucleotide occurrences of a given TCR protein sequence contribute separately to this number. Define c to be the cohort count vector for the data set of Emerson et al. (2017) , indexed by the TCR protein sequences with values being these cohort counts.
To assess out-of-sample performance, we first partitioned c into c train and c test with a 50/50 split irrespective of abundance. We emphasize that there is no overlap between these collections of TCRs. To obtain a training set, we drew 200,000 sequences from the multinomial distribution induced by c train . We then trained basic and OLGA.Q using these sequences. The trained models yield per-sequence probability distributions: P VAE for the basic VAE and P OLGA.Q for OLGA.Q. We evaluated each of these probabilities as well as the cohort frequency for 10,000 sequences drawn multinomially from c test or c train .
We performed this procedure for the entire cohort, but also restricting the cohort for training to a randomly-selected, smaller number of subjects while still comparing to frequency estimates using the whole cohort.
We found that VAE models can predict cohort frequency for out-of-sample TCR sequences (Figure 2) . As the number of samples increases, the scatter of points decreases and the difference between training and testing samples also decreases. With 666 samples, this results in an R 2 value Figure 2 . Cohort frequency prediction with two probability estimators. Plot shows the (natural) log frequency in the entire cohort, restricted to TCRs appearing in the subset of subjects, versus the probability according to P OLGA.Q and P VAE for the basic model. Results partitioned into when the TCR appeared in the training set ('train') and when it did not ('test'). Probabilities for each estimator normalized to sum to one across the collection of sequences represented in the plots. DOI: https://doi.org/10.7554/eLife.46935.002
The following figure supplement is available for figure 2:
Figure supplement for the best-fit line on the log-log scale of 0.258 for P OLGA.Q and an R 2 value of 0.442 for P VAE on the test set ( Figure 2 -figure supplement 1). When we increased the number of training sequences five-fold to 1 million, R 2 s increased slightly to 0.268 for P OLGA.Q and 0.474 for P VAE . Recall that these correlation measures include the full scale of frequencies, including very noisy frequency estimates on the lower end of the scale. Also, we make no efforts to account for sequencing error above the methods used in DeWitt et al. (2018) . We note that higher correlations have been observed for an OLGA.Q-type model when calculating probability of CDR3 only, restricting to sequences found in an epitope database, and smoothing using a single amino acid mismatch (Pogorelyy et al., 2018a) .
VAE models learn the rules of VDJ recombination TCR b chains are generated via VDJ recombination, a process in which germline-encoded genes are randomly chosen from a pool, trimmed a random amount, and then joined together with random nucleotide insertions in between. This recombination process leads to important structural characteristics in the generated sequences. Specifically, because the beginning of the CDR3 region is encoded by the V gene, and the end by the J gene, there is a strong correlation between the V and J gene identities and the CDR3 sequence. The probabilistic models considered here differ in the extent to which they explicitly model this process. On one end of the spectrum, the OLGA.Q model is built on an explicit model of nucleotide VDJ recombination which emulates this process quite carefully, using our knowledge of the germline TCR nucleotide sequences and recombination mechanism (Murugan et al., 2012; Marcou et al., 2018; Sethna et al., 2018) . The count_match model incorporates some of these aspects by making the germline V and J amino acid sequences for each input available to the decoder, and by scoring the degree to which the correct number of CDR3 amino acid positions of the reconstructed sequences match those of their corresponding V and J genes. The basic model predicts the germline genes and the CDR3 sequences as independent outputs of the VAE, and thus has no built-in prior information on the correlations between the germline genes and CDR3s.
We can understand the degree to which the models learn the VDJ recombination rules by evaluating them under the P OLGA.Q recombination-selection model. If the VAE models respect the rules of VDJ recombination, they will generate sequences with a P OLGA.Q comparable to that of real sequences, while if they do not respect these rules, they should get a low P OLGA.Q . This is a stringent criterion: a single amino acid change towards the 3 0 end of the CDR3 can cause P OLGA.Q to drop precipitously. For example, OLGA gives (TRBV5-1, TRBJ2-6, CASSFSGSGANVLTF) a relatively high probability, while the same TCR with a single T switched to Q (TRBV5-1, TRBJ2-6, CASSFSGS-GANVLQF) is assigned probability zero.
To test the models' compliance with the rules of VDJ recombination, we used the data of De Neuter et al. (2019) , which consists of TCR b sequences from 33 subjects, as follows. We randomly split the data so that the repertoires of 22 subjects were used for training, and the remaining 11 subjects' repertoires were used for testing (with one repertoire used for each subject). Each of the 22 training repertoires was randomly downsampled to 20,000 sequences to standardize the contribution of each repertoire to the training set; these samples were then pooled. 100,000 sequences from this pool were randomly selected to train the models, including the Q factor of OLGA.Q. We then evaluated the distribution of P OLGA.Q on 10,000 sequences from each of the held-out test repertoires as well as 10,000 sequences generated from each of the three models.
We found evidence that the VAE models do indeed learn the rules of VDJ recombination (Figure 3) . Although there is slight left skew in the P OLGA.Q distributions for VAE-generated sequences compared to the P OLGA.Q distributions of experimental repertoires, the behavior of the VAE-generated distributions reasonably matches the behavior of the experimental distributions. In fact, the P OLGA.Q distribution for OLGA.Q-generated sequences seems to exhibit more left skew than the P OLGA. Q distributions for VAE-generated sequences, although the three distributions are for the most part comparable. Perhaps surprisingly, the count_match model that encodes germline amino acid information resulted in a very small improvement in terms of recombination probability compared to the basic model, which does not explicitly encode any dependence between a TCR's germline gene usage and CDR3 sequence.
VAE models generalize to unseen sequences and learn more than a simple OLGA.Q Next, we set out to determine whether the VAE models were simply memorizing and regurgitating training sequences. Such behavior is a persistent concern for deep generative models . Although the close correspondence between test and train performance in the above frequency estimation suggests model generalization, it does not directly address this issue.
To evaluate out-of-sample probability estimation, we used the De Neuter et al. (2019) data as in the previous section to evaluate P VAE under the basic model rather than P OLGA.Q . If the VAE were regurgitating training sequences, it should consistently assign higher P VAE to sequences it generates compared to held-out test sequences. Instead, we found that the P VAE probabilities for VAE-generated sequences closely follow probabilities for test sequences (Figure 4) , for both basic and count_match. We also observed that the OLGA.Q-generated sequences are consistently assigned a lower P VAE on average than either test sequences or VAE-generated sequences, indicating the VAE learns characteristics of real sequences not captured by the formulation of OLGA.Q used here.
VAE models generate sequences with similar characteristics to real sequences
We next sought to quantify the similarity of model-generated sequences to real sequences, for each of the three models in consideration. To accomplish this task, we used the sumrep package (Olson et al., 2019) (https://github.com/matsengrp/sumrep/), a collaborative effort of the AIRR Rubelt et al., 2017 ) software working group. This package calculates many summary statistics on immune receptor sequence repertoires and provides functions for comparing these summaries. While these summaries are not of direct interest for this application, they comprise simple and relevant means of summarizing the abstract, high-dimensional distribution of TCRs. Collectively, these summary comparisons allow for robust model validation without appealing to the models themselves for assessment. We found agreement between simulated and test repertoires in some respects, with the performance of the model depending on the summary statistic ( Figure 5 ). Above we showed how the VAE model learns the rules of VDJ recombination assessed by OLGA. Q likelihood distributions. Another assessment is to look directly at summary statistics like V/J gene usage, amino acid frequencies and CDR3 length. All models succeeded on J gene frequencies, with the VAE models performing worse in terms of V gene frequency, in particular the basic model. The models performed similarly in terms of CDR3 summaries, with OLGA.Q perhaps doing better in terms of CDR3 length, and the VAEs getting the correct distribution of nearest-neighbor distances ( Figure 5-figure supplement 1) . The amino acid frequencies for the VAE models did not match those of the training data as closely as expected, although in some respects they appear better than OLGA.Q. Results were broadly consistent when analyzing a second data set ( Figure 5 -figure supplement 2).
The latent space embedding
We wished to understand the factors that determine the position of TCRs within the latent embedding. To uncover these determinants, we performed standard principal components analysis (PCA) on De Neuter test data embedded in the VAE latent space. This reduces the 20-dimensional latent space embedding to the two dimensions which account for the largest variability in the data.
We found that this projection is structured according to V and J gene identity ( Figure 6 ). In particular, the V gene determines one axis of the principal components projection, while the J gene determines another. In order to learn the next level of organization, we restricted the embedded TCR sequences to those using the most popular V and J genes -TCRBV30-01 and TCRBJ01-02 -and re-did the projection. This additional projection showed that CDR3 length was an important determinant of embedding location ( Figure 6-figure supplement 1) .
Discussion
Probabilistic models of immune repertoires are powerful tools, with applications to finding diseaseresponsive TCRs (Pogorelyy et al., 2018c) and analyzing the forces dictating TCR sharing , among others. In this paper we applied deep learning to model TCR b repertoires, and used the resultant models to gain meaningful insights. Specifically, we use a . Sequences generated by the VAE models show a similar distribution of P VAE compared to real sequences. Here we show the distribution of the log probability of generation according to the OLGA.Q model for a panel of sequences from 11 test repertoires (gray) as well as simulated sequences from the basic, count_match, and OLGA.Q models. DOI: https://doi.org/10.7554/eLife.46935.005
semiparametric method that makes a single weak assumption: that there exists some small number of latent parameters that can be used to generate to the observed distribution. We make no assumptions about the function mapping from these parameters to the high-dimensional distribution space and learn it from the data. We have learned that this biology-agnostic approach can provide good results, even when compared to a previous approach that formalizes the considerable biological knowledge we have concerning the mechanism of VDJ recombination. We find that these models have the following interesting features.
1. These models yield better in-sample and out-of-sample performance for cohort frequency estimation compared to an existing recombination and selection model. 2. They generalize well by learning features of real TCR repertoires, which allows them to differentiate between experimental repertoires and repertoires generated from the recombination and selection model. 3. They generate simulated repertoires that are similar to real TCR repertoires. 4. By leveraging powerful deep learning libraries, they can be expressed and implemented very simply with small amounts of specialized computer programming. The basic model, for example, is implemented in about 100 lines of Python code.
Furthermore, our efforts to inject biological knowledge into the deep learning framework did not significantly improve performance. However, these models also have some important drawbacks. Most importantly, as is often the case for models parametrized by neural networks, these models are not directly interpretable. Although we have identified some structure in the latent space, further details may be difficult to ascertain. Besides the difficulty in interpreting the neural network weights, we did not engineer the model architectures with mechanism in mind. In addition, the models operate on amino acid sequences and thus cannot shed light on the VDJ recombination process, which operates at the nucleotide level. We also note that P VAE , which relies on importance sampling, is more expensive to compute than P OLGA.Q . The results presented here offer some interesting lessons concerning future development of deep probabilistic models for immune repertoires. Our model that had no a priori information about germline gene sequence performs very similarly, even when evaluated in terms of VDJ recombination likelihood, to one that deliberately attempts to recapitulate the amount of matching between germline gene and CDR3 amino acid sequences and includes germline CDR3 sequences in the untrained model. This may indicate that, given the volume of sequence data available, we should focus our efforts on the abstract problem of density estimation on the set of TCRs, rather than incorporating biological knowledge into our deep learning models.
Although we performed a preliminary analysis of the latent embedding, this exclusively involved sequence characteristics directly available to the model. In future work, we hope to further unravel this embedding by comparing repertoires in the latent space, and by comparing sequences labeled with external characteristics. We also plan to deliver a pre-trained model that will enable biologists to evaluate the probability of seeing a naive B cell receptor (BCR) or TCR in a given population. Here we have restricted our attention to TCR b sequences, however, our methods apply with no modification to TCR a chains. Contrasting the a and b chains may yield interesting insights on the differences between the two generation processes. The most interesting insights will come from jointly modeling the two chains using large-scale ab paired TCR sequencing (Howie et al., 2015) , which is a more complex process.
Materials and methods
Data
Our goal was to model probability distributions on TCR b chain protein sequences. By the process of VDJ recombination, these sequences are uniquely determined by V and J gene identities and CDR3 amino acid sequence. Thus, for the purpose of this paper, we exclusively used triples of V gene, J gene, CDR3 amino acid sequence to represent TCR protein sequences.
All data was downloaded from https://clients.adaptivebiotech.com/immuneaccess. We preprocessed the data to exclude sequences:
1. from an out-of-frame rearrangement 2. with a CDR3 that does not begin with the characteristic C or end with an F or YV 3. with a CDR3 longer than 30 amino acids 4. with an ambiguous V or J gene call.
We also excluded any TCRs with TCRBJ02-05, which the internal Adaptive pipeline annotates incorrectly, and TCRBJ02-07, to which the default OLGA model assigns artifactually low probabilities. Model design and parameter tuning, including the sizes of hidden layers and the dimension of V J the latent space, was performed using the data of DeWitt et al. (2018) . On this data we endeavored to decrease model size without incurring loss on held-out data within this data set. We found that the model was relatively robust to parameter perturbations as long as the number of parameters was not too small. Model evaluation was performed using the data sets described in the Results section.
Encoding TCR sequences
The CDR3 sequences were padded with gaps in the middle so that they are a fixed length of 30 amino acid/gap characters. Thus there is an equal number of amino acids on either end of the gaps for even length CDR3s, with one extra on the left side for odd length CDR3s. This resulting sequence is 'one-hot encoded,' meaning that each amino acid at each site is represented with 0/1 for absence/presence, with an additional dimension for 'gap' to make a 21-dimensional space (Figure 7) . V and J genes are similarly encoded in 67-and 13-dimensional vectors, respectively, and all of these vectors are concatenated into a single large encoding vector. This vector is mapped to a latent embedding via a linear transformation that is learned during training (Biswas et al., 2018) . In our case, there is one transformation for the V genes, one for the J genes, and one for amino acids. These transformations do not change dimension except for V gene identities, which are projected to a 30-dimensional space (Figure 7) .
Models
Here we describe the basic and count_match models in detail. They are not exactly VAEs as originally defined in Kingma et al. (2014b) for two reasons. First, they are better categorized as b-VAEs since they include a weight on the Kullback-Leibler divergence term of the training objective (Higgins et al., 2017) . Namely, the loss is Rðx; zÞ þ bD KL ðq f ðzjxÞkp ðzÞÞ
( 1) where R is the reconstruction loss for x encoded as z (details below). Second, they have multiple outputs that are scored by separate reconstruction loss functions. Our reconstruction loss is a linear combination of these loss functions. For example, the simplest 'basic' model produces three outputs: one for the V gene, one for the J gene, and one for the CDR3 sequence. It has two densely-connected layers for the encoder and two for the decoder (Figure 1-figure supplement 1) . The V and J gene identities are scored using categorical cross-entropy, while the CDR3 sequence is scored by the average categorical cross-entropy across sites.
The count_match model includes TCR germline information in the untrained model in such a way that it can count the number of V-germline-matching amino acids on the 5 0 end of the CDR3 and the number of J-germline-matching amino acids on the 3 0 end of the CDR3 (Figure 1-figure   supplement 2). Its loss function includes a component that scores these counts in terms of twodimensional squared loss. This model also contains an explicit loss component for CDR3 length, which is also evaluated via squared loss. We combine the multiple losses within each model into a weighted linear combination which yields a single overall reconstruction loss function for optimization. Weights were determined by multivariate linear regression, minimizing the squared difference between the log likelihood and this reconstruction loss on a validation set (see next section for definition of the validation set used in training). This resulted in a marginal improvement in performance on the (DeWitt et al., 2018) data and fitting was not done again. Due to these modifications, our loss function cannot be interpreted in terms of the variational evidence lower bound (ELBO).
Training
For the purposes of fitting, the training data was split into true-training and validation sets: the former was used for fitting, while the latter was used to assess error during training (which provided a stopping criterion). 'Test' data was completely held out from the training procedure.
Inspired by the work of Sønderby et al. (2016) , we implemented a b schedule during training such that training begins with b ¼ 0 and then linearly increases every training epoch until its final value. We extended this procedure by implementing a collection of pre-training phases that start with randomized weights and train for a fixed number of epochs using the b schedule. The optimal weights, according to the validation loss, were used as the starting weights for a full optimization, which terminates when validation loss does not improve for a fixed number of epochs or until a maximum number of epochs is reached. Training was done using the Adam optimizer Kingma and Ba (2014a) implemented in Keras (Chollet, 2015) .
Picking b
As described above, our complete loss function is a sum of a reconstruction loss plus b times a Kullback-Leibler (KL) divergence term D KL ðq f ðzjxÞkp ðzÞÞ describing the divergence of the probabilistic encoder map q to the prior p. This KL divergence term regularizes the optimization by encouraging a structured embedding of TCRs.
We tested the b parameter in an evenly distributed range with seven values from 0.625 to 1 on the DeWitt et al. (2018) data set. We found that b slightly impacted P VAE when evaluated on test sequences, with larger values of b being slightly preferred (Figure 8) . On the other hand, b strongly impacted the agreement of summary statistics of generated sequences with observed sequences in test repertoires (Figure 9 ). To balance these evaluative and generative objectives, we fixed b to be 0.75. This choice was confirmed by running the same analysis on the data of Emerson et al. (2013) . The effect of b on summary divergences between generated sequences and observed test sequences as in Figure 4 , using the data of DeWitt et al. (2018) . OLGA.Q is also run separately for each b value; because b has no influence on OLGA.Q, the observed variation is simply due to differences between random samples. DOI: https://doi.org/10.7554/eLife.46935.013
The following figure supplements are available for figure 9: ( Figure 9-figure supplement 1) and De Neuter et al. (2019) (Figure 9-figure supplement 2) , both of which yielded similar results.
Importance sampling P VAE denotes the probability pðxÞ of the VAE generating x when decoding a sample from the prior in the latent space. In principle we could calculate this as the expectation of pðxjzÞ where z is drawn from pðzÞ, but this would be very inefficient. Instead, we use importance sampling, calculating
pðxÞ ¼ E z~qfðzjxÞ p ðxjzÞ p ðzÞ q f ðzjxÞ :
Here . q f ðzjxÞ is a sample from a multivariate normal with mean and variance determined by the encoder . p ðxjzÞ is the probability of generating a given sequence from the decoded version of z: a product of categorical probabilities
. p ðzÞ is the prior on the latent space
We found that 100 iterations of importance sampling yielded stable P VAE estimates for our data, but used 500 iterations in the results presented here to ensure convergence.
OLGA and selection model
We used OLGA ) with its default model parameters to evaluate recombination probabilities. We layered a selection model on top of this recombination model via a multiplicative factor Q, parameterized in terms of triples consisting of V gene identity, J gene identity, and CDR3 length. The roughly 14,000 parameters of this selection model Q were estimated from the same training data used to train the VAE in each case. As derived in the supplementary material of Elhanati et al. (2014) , the maximum likelihood estimate of Q for a given triple is the ratio of the empirical frequency of the triple in the data to the probability of observing the triple based on the recombination model. We truncated this ratio at 100 for numerical stability. We then used rejection sampling to sample from the corresponding P OLGA.Q distribution. Code for estimating the OLGA.Q model parameters is included in our software package.
Implementation and pipeline
We implemented our models in a modular fashion with extensive comments so that others can understand, reproduce, and build upon our work. Code and pipelines are available at https://github. com/matsengrp/vampire/ (Matsen, 2019a ; copy archived at https://github.com/elifesciences-publications/vampire), while scripts and Jupyter notebooks (Kluyver et al., 2016) specific to this paper are available at https://github.com/matsengrp/vampire-analysis-1/ (Matsen, 2019b ; copy archived at https://github.com/elifesciences-publications/vampire-analysis-1). All models were implemented in Python 3.6 using Keras 2.2.4 (Chollet, 2015) and the Tensorflow 1.11.0 backend (Abadi et al., 2015) . Our pipeline is written with SCons (https://scons.org) and nestly (https://pythonhosted.org/ nestly/; McCoy et al., 2013) . The sumrep package depends heavily on the Immcantation framework (https://immcantation.readthedocs.io/; Gupta et al., 2015) .
The following tools were also especially helpful:
. Biopython (Cock et al., 2009) . cowplot (Wilke, 2018) . ggplot2 (Wickham, 2016) . GNU parallel (Tange, 2018) . pandas (McKinney, 2010) . scikit-learn (Pedregosa et al., 2011) .
