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ABSTRACT 
A detailed study of the amplitudes of the de Haas-
van Alphen (dHvA) effect in lead is presented. These experi­
ments were performed in a high-field pulse magnet employing a 
resonant filtering system. As a prelude to this work, it was 
necessary to devise special techniques for the preparation of 
crystals of high perfection. 
Accurate effective mass values have been measured for all 
the dHvA frequencies at symmetry directions. These mass 
studies refer not only to the fundamental terms but also to 
higher harmonics and combination tones. The results of the 
temperature-dependence of the harmonic and combination ampli­
tudes indicate that magnetic-interaction effects must be con­
sidered. By a generalization of Shoenberg's original approach 
to the magnetic-interaction problem, many of the observed 
features of the harmonic and combination amplitudes have been 
accounted for. 
Extensive studies of the magnetic-field dependence of 
the dHvA amplitudes have also been made. The results of these 
measurements show that the Landau levels in pure lead crystals 
of high perfection are indeed very sharp. 
1 
I. INTRODUCTION 
A. General Considerations 
Although an exact theoretical description of the behavior 
of electrons in metals has not been found, many useful results 
can be obtained from a very simple model in which the outer 
valence electrons from each atom are assumed to be free to 
move throughout the metal, ignoring the ion cores and each 
other. The wave function for such a free-electron in a metal 
is given by • ^ 
Yk(r) = V ^ e^-'- , (1) 
where V is the volume of the metal and k the wave vector. By 
applying boundary conditions to a traveling wave in a box one 
can show that the density of points in k-space is V/(2n)^ and 
that k is limited to a discrete set of values. The energy of 
an electron in a state k is given by the free-electron 
relation 
(3) 
o 
where m is the free-electron mass. At the absolute zero of 
o 
temperature, an isolated system will be in the configuration 
for which its total energy is a minimum. However, not all of 
the electrons can be in the lowest energy state on account 
of the Pauli exclusion principle which states that no two 
electrons can occupy the èame state at the same time. From 
2 
statistical mechanics we know that the probability of a given 
state being occupied is given by the Fermi distribution 
function 
Hence, at absolute zero all states up to the Fermi energy 
dimensions we can construct constant energy surfaces in k-
space and the surface for which E(k)=^ is called the Fermi 
surface (F. S.). For our free-electrons, the F. S. is a 
sphere. (The basic concepts which are outlined in this intro­
ductory section are discussed in standard textbooks on solid 
state physics, e.g. Ziman 196^, Pippard 1965a, Lifshltz and 
Kaganov i960, 1963, I966.) 
In the presence of a magnetic field Br the free-electrons 
experience a Lorentz force -ev x B and perform helical orbits 
with the direction of B as axis (here e is the magnitude of 
the charge in emu). The magnetic field thus introduces a 
periodic motion into the behavior of an electron, and the 
cyclotron frequency of the electron as it moves around its 
projected orbit perpendicular to the field is given by 
(3) 
where at T = 0 
Ep are occupied and all states above this are empty. In 3 
b 
The classical Hamiltonian for a free electron in the 
3 
presence of a field derived from the vector potential A is 
given by 
o 
where 2 is the electron momentum. Upon solution of the 
Schroedinger equation for this problem one finds that the 
energy ^  is given by 
= -2S- + (5) 
o 
where -¥1 is Planck's constant divided by 211. Hence the motion 
of the electron in the plane perpendicular to B is quantized, 
the energy levels being separated by These energy levels 
are often referred to as Landau levels. 
For real metals the above simple picture is inadequate 
and one must include the effects of the ion cores and the 
other valence electrons. When these effects are taken into 
account the free-electron wave functions are changed to Bloch 
functions ^ 
V'-' ° ^ , (6) 
i k * 37 
where the plane wave e describes the electronic behavior 
over most of the volume and r) is a modulation which 
resembles an atomic-like wave function in the core region; 
^kn^—^ has the same periodicity as the crystal structure. The 
essential new feature involved here is the appearance of 
energy gaps in the <5'(k) spectrum. The energy of an electron 
^(k) is still a function of the wave-vector k, but now its 
values fall into bands, labeled by the index n, and separated 
by gaps. The Fermi surface may now become extremely complex, 
consisting of several sheets which may even be multiply-
connected. 
In a magnetic field, the motion of a Bloch electron in a 
state with wave number k is still assumed to be described by 
the Lorentz force equation 
fik = -ev X B, (7) 
where v - .^^k^ represents the electron group velocity. If we 
now consider a plane normal to B in k-space, we can set up 
curvilinear coordinates for the electron orbit. Let k^ be a 
coordinate measured normal to the electron orbit and k^ be 
that along the orbit. Equation 7 can then be written as 
where B is the magnitude of the magnetic field (B is taken to 
be in the z-direction). If we now integrate over one period 
we find that the time required to traverse a closed orbit is 
T. _^2 dk, 
^c " y = "iB" / 3f/3k^ • 
Recognizing that the integral in Equation 9 is the derivative 
of the orbit area with respect to the energy this becomes 
5 
(10) 
where >/is the cross-sectional area enclosed by the orbit in 
k-space. One can now define an effective cyclotron frequency 
is called the cyclotron or orbit effective mass of the elec­
tron. Even in the more general case then, we have periodic 
motion of the electron in a plane perpendicular to the field 
» 
and the cyclotron frequency can be related to the 
geometry of the constant energy surfaces. 
B. Cyclotron Resonance 
Cyclotron resonance (CB) in metals, known as the Azbel-Kaner 
effect (Azbel and Kaner 1956, 1957) is one method that can be 
used to determine the orbit mass given in Equation 11. In this 
experiment an rf electric field E is applied perpendicular or 
parallel to the static magnetic field B, but both E and B are 
parallel to the surface of the specimen. Since the skin depth 
in pure metals at microwave frequencies is much less than the 
radius of the electron orbits, the electrons will experience 
the rf electric field for only a small portion of each cycle 
of their motion. The electrons can acquire a net acceleration 
by 
where 
(12) 
(11) 
6 
by the rf field if on successive cycles they arrive in the 
skin region in phase with the rf field and if empty states 
are available, i.e. we need consider only electrons at the 
Fermi surface. The resonance condition is that the rf fre­
quency u) should be an integral number n of the cyclotron fre-
* 
quency uj^ of the electrons in their orbits. By using 
Equation 11, this resonance condition becomes 
u) = nuu* = (13) 
m 
or 
where the energy derivative is evaluated at the Fermi surface. 
Since in practice it is difficult to align the magnetic 
field exactly parallel to the specimen surface and since the 
surface is not perfectly smooth, this experiment usually picks 
out sections of the Fermi surface for which V =0, where V 
z z 
is the average velocity in the direction of the magnetic field. 
Harrison (i960) has shown that the condition = 0 is the 
same as requiring that the electrons be on an extremal section 
of the F. S., (i.e. that = 0 ). 
^ z 
Cyclotron resonance experiments have been carried out on 
a number of metals and in this thesis we shall be particularly 
interested in the extensive Investigation of CR in lead by 
Khaikin and Mina (I962, 196^). In CR experiments it is very 
difficult to make a unique assignment of cyclotron masses to 
7 
the appropriate sections of the F. S. without additional 
information. This problem, however, does not appear in the 
de Haas-van Alphen effect which is the subject of the next 
section. 
C. The de Haas-van Alphen Effect 
In Equation 5 we noted that for a free-electron metal in 
the presence of a magnetic field the motion of the elec­
tron in the x-y plane was quantized, whereas the motion 
parallel to was unaffected by the field. For Bloch elec­
trons moving in a lattice, one still has periodic motion of 
the electrons and we might expect that we have a similar 
quantization effect in the more general case. However, the 
solution of the Schrodinger equation then becomes a much more 
difficult problem, and the theoretical interpretation of the 
dHvA effect in real metals stems from a simplified semi-
classical argument first suggested by 0nsager (1952). Onsager 
applied the Bohr-Sommerfeld quantization rule to the motion of 
an electron in the plane normal to the magnetic field. For an 
arbitrary dispersion law ^ (k) we have 
_^£.d£ = (n+Y)h, (15) 
where £ is the momentum of the electron, £ its space coordi­
nate, and Y is an arbitrary phase factor (Y = '^ for free-
electrons). For an electron in a magnetic field, the correct 
form of £ is 
8 
2 = -ilk - eA, (16) 
where A is the vector potential. Using Equations 15 and I6, 
Onsager found that quantized orbits in k-space enclose areas 
given by 
À = _ (17) 
Thus, in the presence of a magnetic field the allowed states 
will lie on cylinders with cross-sectional areas given by 
Equation I7 (see Figure 1). As the field increases, the 
cylinders expand and they will eventually pass through the 
Fermi surface and depopulate, the electrons then being redis­
tributed among the inner tubes. When the outer cylinders are 
pushed through the F. S. the energy of the system fluctuates 
with a uniform frequency in 1/B which is determined by the 
rate at which these tubes move through the F. S. If we con­
sider a thin slice of thickness ôk^ perpendicular to B this 
frequency becomes 
d(l/B) " 2en ' P = ^ i ? M \ = » (18) 
where n in Equation 1? is assumed to be a continuous variable 
andy4 now is the maximum cross-sectional area of this slice. 
Since the magnetization of the slice is related to the total 
energy of the electrons in the slice, the magnetization will 
oscillate with the same frequency (Figure 1). Because the 
O ]\ 
phase of the oscillations is large, i.e. 2nP/B ~ 10^-10 for 
metals, the extremal values ofy^(k^) predominate when we 
Fermi surface 
An(B)=(n4)2p- B 
(n-lO'^ if B-IO® G) 
free energy of electrons 
T=0°K 
x< 
magnetization 
magnetic field B — 
* f 
A„.A' 
10) f t 
Vi-A"» A„.^«> a„.,.A«» 
(0) de Haas-van Alphen effect = measures A {9,4>) 
Figure 1. Illustrating the de Haas-van Alphen effect for a hypothetical 
Fermi surface 
vo 
10 
integrate over k^. Hence, neglecting higher harmonics, the 
magnetization oscillates with frequency 
w h e r e i s  a n  e x t r e m a l  a r e a  o f  t h e  P .  S .  n o r m a l  t o  B .  T h e s e  
oscillations in thé magnetization are known as the dHvA effect 
and can be observed in pure metals at low temperatures and 
constant). 
At absolute zero the magnetization is rich in harmonic 
content and has a sawtooth waveform as shown in Figure 1. 
Above absolute zero the Fermi surface is no longer perfectly 
'sharp* and this diffuseness will dampen the harmonic content 
of the magnetization and the sawtooth waveform will be rounded 
slightly as shown by the dashed curve in Figure 1. 
The final expression for the oscillatory magnetization 
for an arbitrary dispersion law Including the effects of a 
finite temperature as well as the spin-splitting factor has 
been worked out by Lifshitz and Kosevich (1956). These 
authors find that 
(19) 2ne ' 
high magnetic fields such that hu)*»kgT (kg is the Boltzmann 
The final result given by these authors has been 
modified slightly to conform with the findings of later 
investigators. 
11 
Vol 
E (-1) 
2nnY] cos 
B 
1 
2 
(20) 
n=l 1 
2 siHh(sml) n 
where e is now in esu units and the magnetic field is in the 
z-direction. Here 
is the magnitude of the curvature factor at the extremum. In 
real metals the Landau levels for any slice through the F. S. 
are not perfectly 'sharp' and Dingle (1952) has shown that for 
collision broadening from impurities each harmonic term in the 
summation should be multiplied by a term of the form 
exp[-\ia T^/B] where is an effective temperature. Brailsford 
(1966) has given a rigorous justification to Dingle's original 
treatment of this problem and finds that the relaxation time 
Tjj used by Dingle is twice the lifetime of a state at the 
Fermi energy. With this correction Tjj is given by 
2n^m ckr, O A 
eh 
* m • , U = ; and 
o 
(21) 
where T is the lifetime of the state at Letting 
N = 2kg(e/hc)3/2/ 211 the expression for the oscillatory mag­
netization including broadening becomes 
12 
M = sinC^^ + ^  - n$J, ( 2 2 )  
where 
= (-1) 2NTFB 
% 
-g cos(-
ngnia 
* * 
•) exp[-
-n\ia (T+Tjj) 
B •J 
* 
(23) 
r? Cl - ezp(^i2|t!_T)] 
and = 211 Y. Numerically: 
\ = • 9^ , N 146.9kG „ 6.52 X lO'^G^ 
Equation 23 can be written as 
\ = (-1) 2NTF 
1" 1 
bV 
?Â 
* 
' oo3(S^*, ], (23a) 
where we have approximated [1 - exp(-2n\t-i T/B)] by 1, since in 
# 
lead (a ranges from 0.5 to 3-5 making the exponential small 
compared to 1 for the magnetic fields used in the experiments 
to be discussed in Chapters III and IV. 
If there is more than one extremal section of the F. 8., 
each section will contribute an oscillatory term to the mag­
netization. By sorting out the frequencies for the various 
terms as a function of orientation, the extremal areas of the 
P. S. can be determined, and from this information the shape 
of the Fermi surface can be inferred. Furthermore, by mea­
suring the amplitudes as a function of temperature and 
field; values of the cyclotron masses and relaxation times 
13 
for the various groups of electrons in the metal can be 
obtained. 
D. Outline of the Present Investigation 
In the work presented here, an extensive study of the 
temperature- and field-dependence of the amplitudes of the 
de Haas-Van Alphen effect was carried out in high purity 
single crystals of lead. Lead was chosen for this study be­
cause high purity lead was available and the Fermi surface of 
lead was known in some detail (see Anderson and Gold I965). 
* 
The effective mass m in Equation 23 can be determined 
from the variation of the dHvA amplitude with temperature. 
* 
This method of measuring m has the definite advantage over 
* 
the direct CR techniques in that a unique assignment of m to 
a particular group of electrons can be made since the measure­
ment is obtained directly from the amplitude of the particular 
set of oscillations. One of the main objectives of this 
* 
research was to make a detailed comparison of the m values 
from dHvA experiments with those from CR experiments. However, 
because of the large amount of time required for each deter­
mination by the dHvA effect (see Chapter III), it was neces­
sary to limit the investigation to symmetry directions only. 
In the past, experiments on the temperature dependence of 
the dHvA amplitudes in lead, as well as in other metals, have 
* 
usually been very inaccurate, enabling m to be determined at 
best to 10-15^• In this work, however, we have been able to 
14 
reduce this error to about \-2% by taking suitable precautions 
in the measuring technique. Additional measurements have also 
been made for several harmonic terms as well as for some com­
bination terms. The results are found to be quite consistent 
with the theory of the dHvA effect after suitable modifica­
tions are made along the lines first suggested by Shoenberg 
(1962). The results of these temperature-dependence studies 
will be presented in Chapter III after a brief description of 
the experimental preliminaries in Chapter II. 
By studying the variation of amplitude with magnetic 
field, values of the effective broadening temperature T^ can 
be determined (see Equation 23). In the past, the experiment­
al values of have turned out to be approximately 0.5-l°K 
for quite a number of pure metals (see Table 1). A value of 
l^K for Tg corresponds to a broadening of 0.1 , where 
is the Landau level separation for a field of 75 kG and m =m^. 
This is a large effect and greatly reduces the amplitudes 
of the dHvA effect. If we assume that impurity collisions are 
responsible for such large values of T^, then one can use 
Equation 21 to estimate a value for T. Values of T determined 
in this way are usually a factor of 10 to 100 times smaller 
than those estimated from resistivity measurements implying 
that ordinary collisions alone cannot account for the observed 
level broadening. 
Table 1. Landau-level broadening temperatures (T^) in various metals 
T;3(°K) 
Metal Source dHvA exp. from resistivity 
Ag Shoenberg (I962) 1.9 1.1 
Au Shoenberg (I962) 1.5 2.7 
Be Watts (1964) 4.0 ± 0.5 — — — 
Bi Shoenberg and Dhillon (1955) 1.5 —  — —  
Bi Maxwell and Oder (I965) 4.0 — — — 
Bi Shoenberg (1952) 1.5->2.2 — — — 
Graphite Williamson (I965) • 0.7-^1.5 — — — 
Graphite Shoenberg (1952) 1.5 — — — 
Cu Shoenberg (1962) 1.3-^1.7 0.5 
Ga Shoenberg (I962) 1.0 0.02 
Ga Goldstein and Poner (I966) 1.3 <0.1 
Hg Shoenberg (1952) 3.3 ± 0.5 _ — — — 
Hg Brandt and Rayne (I966) 0.3 at 4.2J;K 
2.0 at 1.2 K 
— 
K Williamson (I965) 0.4 0.02 
K Shoenberg and Stiles (I964) 0.4 0.02 
Mg Priestley (I963) 0.7-^0.9 0.25 
Ni Stark and Tsui (I966) <0.5 — — — 
P"b Gold (1958a) 1.2—^2.0 0.1 
8b Shoenberg (1952) 3.3 + 0.5 — — — 
Sn Shoenberg (1952) 1.0-»1.4 0.02 
Zn^ Shoenberg (1952) 1.5 
Zn^ Shoenberg and Dhillon (1955) 4.9 — 
Zn& Maxwell and Oder (1965) 4.0 — 
^'Possible magnetic-breakdown effects here. 
16 
Dingle (see Shoenberg 1952) has suggested that the large 
broadening in pure metals may be due to the periodic field of 
the lattice and can be understood in the following way. In 
the absence of collisions the degenerate Landau levels in the 
free-electron model are perfectly sharp, the levels due to 
similar orbits centered about different points in real space 
being completely equivalent. The effect of the crystal 
potential is to remove this spatial degeneracy and we might 
expect the levels to become broadened. Alternatively, Pippard 
(1965b) has considered briefly the effect of dislocations on 
the dHvA amplitudes and he has concluded that only a few dis­
locations within the area of one orbit would be enough to 
cause that orbit to suffer a phase shift of several cycles. 
The variation in phase shift from one orbit to another would 
render the de Haas-van Alphen effect unobservable through the 
averaging out of the quantized levels into a characterless 
continuum. Pippard estimates that a dislocation density of 
82 6 
10 /cm in a field of 100 kG would be harmful while only 10 
dislocations/cm in a field of 10 kG would have an equivalent 
effect. 
The experimental results for the field-dependence of the 
dHvA amplitudes in lead will be given in Chapter IV, along 
with a more complete consideration of the various broadening 
effects. There we shall conclude that the 'intrinsic' lattice 
broadening due to the crystal potential is not the cause of 
17 
broadening in real metals and that the observed broadening is 
probably due to dislocations. 
Chapter V concludes this experimental investigation with 
a discussion of the absolute amplitudes of the dHvA effect in 
relation to Equation 23 and the measured values of m* and 
found in Chapters III and IV. These calculated values are 
then compared with the values found experimentally. The 
chapter concludes with suggestions for further study. 
E. The Fermi Surface of Lead 
Before presenting the present experimental study a brief 
discussion of the Fermi surface of lead seems appropriate. 
Anderson and Gold (1965) have made an extensive study of the 
orientation dependence of the de Haas-van Alphen frequencies 
in lead. The results of these authors confirm in detail the 
correctness of a nearly-free-electron Fermi surface based on 
four conduction electrons per atom advanced earlier by Gold 
(1958b). Anderson and Gold have also been able to describe 
the experimentally determined Fermi surface in terms of an 
interpolation scheme using four orthogonalized plane waves 
for each wave vector k. From this OPW model these authors 
have determined the curvature factors appearing in Equation 
23 and these curvature values will be used in Chapter V to 
calculate the theoretical magnitude of the dHvA oscillations. 
In order to facilitate the discussion of the many oscil­
lations that occur in lead, the various extremal orbits which 
18 
contribute to the dHvA effect are shown in Figures 2 and 3. 
These figures represent in schematic fashion the Fermi sur­
face of lead as given by the empty-lattice Model, in which 
the sole effect of the lattice is to Bragg-re'flect the 
otherwise free electrons. The correspondence between the 
orbits drawn in Figures 2 and 3 and the various dHvA oscil­
lations found by Anderson and Gold (1965) are given in Table 
2 .  
Table 2. Interpretation of the dHvA oscillations for lead 
Oscillation Orbit 
a Y 1 
V 
n 
Y c 
Ô 0 
e 
§ a 
Figure 2. The empty-lattice hole sur­
face in the second zone. 
central [111] extremal 
orbit; , noncentral [111J 
extremal orbit (after 
Anderson and Gold 19^5) 
Figure 3. A portion of the empty-
lattice electron surface 
in the third zone (sche­
matic). The orbits k. and 
T are nonextremal with 
respect to the area, and 
the broken curves depict 
the open orbits p and p. 
(after Anderson and Gold 
1965) 
20 
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II. EXPERIMENTAL PROCEDURE 
A. The Impulsive Field Method 
Measurements of the amplitudes of the oscillatory com­
ponent of the magnetic susceptibility of the lead crystals 
were carried out between 1.0°K and 4.2°K using the pulsed-
field technique originally developed by Shoenberg (1957)- In 
the impulsive field method one observes the oscillations in 
the differential susceptibility dM/dB; these are detected as 
an oscillatory E.M.F. induced in a pickup coil surrounding 
the sample. (The pickup is proportional to dM/dt = (dM/dB)B, 
where B = H(l-4ndM/dB)~^. This relationship between B and H 
will be discussed further in Chapter III.) The impulsive 
time-varying magnetic field H(t) is produced by discharging a 
bank of capacitors through a copper solenoid which is cooled 
by liquid nitrogen. The induced voltage from the pickup coil 
is displayed on one trace of a dual beam oscilloscope and the 
voltage developed across a standard resistor in series with 
the pulse coil is displayed on the second trace of the oscil­
loscope; both traces are simultaneously photographed on 
Polaroid film. By bucking off a known voltage and using the 
horizontal expansion of the oscilloscope, small portions of 
the field range can be studied independently. 
At any orientation there are many terms contributing to 
the total magnetization and in order to study an individual 
22 
set of dHvA oscillations in lead, capacitors were added in 
parallel with the pickup coil to make a resonant circuit. 
. Any particular dHvA frequency, P, could be brought into 
resonance at a time-frequency v given by 
- = (ff) ^  
and by changing the value of the capacitance, the resonance 
frequency v could be varied from 40 kH^ to 200 kH^. By such 
means, partial filtering of the various dHvA components could 
be achieved; each component would be at resonance at differ­
ent portions of the field pulse. 
B. The Experimental Apparatus 
The basic high-field apparatus was in working order when 
this work was started and only the necessary modifications 
made for accurate amplitude measurements will be discussed 
here (the experimental apparatus has been described in detail 
by Anderson i962). 
The resonance circuit alone was not sufficient to sepa­
rate the many dHvA oscillations in lead and further filtering 
techniques had to be devised. In the early experiments two 
2 
electronic band-pass filters were used, each attenuating at 
a rate greater than 12dB per octave above and below the 
Krohn-Hite Corp., Model 315-A(E). The low-pass and 
high-pass sections were usually set at the same cut-off fre­
quency, thereby resulting in the narrowest possible bandwidth. 
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narrow passing band. As the experiments progressed, It was 
realized that even the electronic filters were insufficient 
to separate the various dHvA frequencies and two four-pole 
Butterworth filters^ were constructed (a 135 kH^ filter with 
a 3 bandpass and a 50 kH^ filter with a 2 kH^ bandpass). 
Excellent separation was obtained with these passive 
Butterworth filters and some examples of the data acquired by 
the impulsive field method are shown in Figures 4, 5, and 6. 
The most Important component of the pickup system is the 
pickup coil Itself. A stationary coil was used in these 
experiments and consisted of 2600 turns of number 50 Hudson 
copper wlre^ wound on a nylon form (diameter of form = 0.060 
inches, length = 0.25 Inches). A nylon spacer (thickness = 
0.055 Inches) was placed on top of the 2600 turns and a 6oo 
turn secondary coll was wound around the first coll (with 
spacer) in series-opposition; this 'opposing coll' construc­
tion was used to eliminate most of the Induced signal in the 
pickup coll not caused by the sample. Use of the spacer 
permitted the effective number of pickup turns to be ~2000, 
whereas If no spacer had been used the effective number of 
pickup turns would only have been ~1300. General Electric 
adhesive VarnislT (703I) was used to hold the turns of the 
3 
^Reference Data for Radio Engineers. International 
Telephone and Telegraph Corporation, 1956, p. 191» 
If, 
Hudson Wire Company, Winsted, Conn. 
Figure 4. Some examples of impulsive-field de Haas-van 
Alphen effect data for lead at [100J 
A. Overall picture with symmetric field pulse illus­
trating the resonant pickup circuit on the com­
plicated dHvA frequency spectrum 
Baseline = O.OkG and calibration lines at 
intervals of 13.33kG 
Resonant frequency = l45kHz 
Two Kronhite filters set for l42-l48kHz bandpass 
Pulse duration ~ 20 ms 
T = 4.0 K 
B. Same as A except T = 3.0°K 
C. Same as A except T = 2.0°K 
D. Same as A except T = 1.0°K 
E. Overall picture with high gain showing the Y-n 
difference frequency 
Baseline = O.OkG and calibration lines at 
intervals of 13.33kG 
Resonant frequency = 50kHz 
Passive Butterworth filter with 2kHz bandpass 
Pulse duration ~ 20 ms 
T = 1.0°K 
F. Expanded picture showing the a, a+g, and a-p 
frequencies 
Baseline = 128kG and calibration lines at 
intervals of 1.33kG 
Resonant frequency = l45kHz 
Two Kronhite filters set for l42-l48kHz bandpass 
T = 3.36°K 
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Figure 5- Some examples of impulsive-field de Haas-van 
Alphen effect data for lead at [110J 
A. Overall picture with symmetric field pulse 
illustrating the resonant pickup circuit for 
the dHvA frequencies 
Baseline = O.OkG and calibration lines at 
intervals of 26.66kG 
Resonant frequency = 50kHz 
Passive Butterworth filter with 2kHz bandpass 
Pulse duration ~ 21 ms, T = 4.19°K 
B. Same as A except T = 3.0°K 
C. Same as A except T = 2.0°K 
D. Same as A except T = 1.0°K 
E. Overall picture illustrating the complicated 
frequency spectrum when no resonant circuit 
is used and when the Kronhite filters are set 
on 2kHz highpass 
Baseline = O.OkG and calibration lines at 
Intervals of 13.33kG 
T = 1.0°K 
P. Expanded picture showing the beat pattern in 
the Y-oscillations 
Baseline = 26.66kG and calibration lines at 
intervals of 2.67kG 
No resonant circuit used here 
T = 1.0°K 
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Figure 6. Some examples of impulsive-field de Haas-van 
Alphen effect data for lead at [111] 
A. Overall picture with symmetric field pulse 
illustrating the resonant pickup circuit on 
the complicated dHvA frequency spectrum 
Baseline = O.OkG and calibration lines at 
intervals of 26.66kG 
Resonant frequency = 135kHz 
Passive Butterworth filter with 3kHz bandpass 
Pulse duration ~ 21 ms 
T = 4.19°% 
B. Same as A except T = 3«5°K 
C. Same as A except T = 3»0°K 
D. Same as A except T = 1.5°K 
E. Same as A except T = 1.0°K 
F. Overall picture illustrating the complicated 
frequency spectrum when no resonant circuit is 
used and when one Kronhite filter is set for 
135-135kHz bandpass 
T = 1.0°K 
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pickup coil rigid. The sample chamber of the coil had a 
diameter of 0.055 inches. 
The most crucial part of the experimental apparatus is 
the pulse magnet. The coil must be strong enough to withstand 
the large forces during a pulse and must be carefully com­
pensated to produce a homogeneous magnetic field. The re­
quired homogeneity can be estimated in the following way. 
The phase 2UF/E of the dHvA oscillations must not vary by 
more than 211 over the dimensions of the specimen, or the 
signal will be destroyed by interference. This requires that 
the limit on the inhomogeneity AH over the sample volume must 
be given by 
f < f -  ( 2 5 )  
o 
The fastest fundamental frequency in lead is about 3 x 10 G, 
so that the magnet must be homogeneous to at least 2 parts in 
k  10 for a field of 60 kG. The requirements, however, are 
much more rigid than this if the amplitude is not to be 
observably effected by field inhomogeneity, and it is desir­
able that the homogeneity should be a few parts in 10^. This 
problem will be considered in greater detail in Chapter IV. 
With the above requirements in mind, a pulse solenoid was 
designed using tables compiled by Alexander and Downing (1959)' 
The coil was wound on a 5/8 inch brass mandrel using rectan­
gular copper wire (0.030" x 0.045") having a 'Lewmex' Grade 
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M insulation.-^ The coil is l4 centimeters long and consists 
of l4 layers of windings (about 108 turns per layer), and 
each layer is separated by two layers of sheer nylon cloth 
(approximately 0.0035 inches thick). Araldite Type-502 epoxy 
resin^ was used to fasten down the layers (resin to hardener 
ratio 10 to 1). Two layers of compensation turns were wound 
on each end (20 turns and 15 turns) in opposite senses in 
order to improve the homogeneity at the center of the solenoid. 
When the resin was hard the whole assembly was then wrapped 
with Scotchply (fiberglass tape impregnated with glue)^, wound 
with pre-stretched mylar tape^, and then baked at 135°C for 5 
hours. In order to reduce the problem of radial inhomogeneity 
at the center of the coil, the extra wire connections for the 
compensating turns were made by using a coaxial conductor. 
This conductor was made by swaging a copper pipe over a small 
copper rod which had been wrapped with several layers of 
teflon tape. The homogeneity of this magnet (magnet 'G') was 
checked with a pair of differential search coils and the field 
^This wire was obtained from London Electric Wire Company 
and Smiths Limited, London ElO, England. 
^This epoxy and hardener were manufactured by Ciba 
Products Company, Fair Lawn, New Jersey. 
7 The Scotchply was manufactured by Minnesota Mining and 
Manufacturing Company. 
O 
This tape was obtained from Dr. A. Bureau at the Iowa 
State University Synchrotron ca. 1963. 
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was found to be homogeneous to 1 part in 10^ over 2.2 cm and 
4 parts in 10-^ over 0.9 cm. By charging the 3400 ^  F capac­
itor bank to 2900 volts, this coil could produce a peak field 
of 190 kG with a rise time of 9 msec. The coil constant 
(134.7 G/amp) of magnet G was determined by using the dHvA 
O 
frequency (F = 5«136 x 10 G) of the p oscillations in lead 
(see Panousis I967). All data in this thesis were corrected 
for a 1% positive voltage shift due to saturation effects in 
the oscilloscope amplifier. 
C. Sample Preparation 
As mentioned in Chapter I, most of the dHvA measurements 
of the Landau-level broadening temperature have yielded Tj^~l°K 
for many metals, whereas resistivity data predicts a much 
lower Value. Theoretical calculations of the 'intrinsic' 
lattice broadening also indicate that the experimental values 
of T^ are much higher than expected (see Chapter IV). Since 
such large values of Tg were hitherto unexplained. It is 
reasonable to suspect that the crystal quality may be respon­
sible for the observed broadening, and one of the main reasons 
for the present investigation was to determine if the large 
values of T^ could be due to crystal quality. In a determina­
tion of this kind it is necessary that the material be of high 
purity in order for the collision broadening from impurities 
to be negligible. With these thoughts in mind, a large amount 
of time and effort were devoted to developing a suitable tech­
nique for growing lead crystals of high perfection. 
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Our starting material was zone-refined lead (6NT Grade) 
obtained from Cominco Products Inc., Spokane 4, Washington. 
Early experiments were made with crystals grown on a 'Kapitza* 
furnace using a procedure described in detail by Anderson 
(1962) and Gold (1958a). However, the crystals obtained in 
this way exhibited appreciable mosaic substructure as deter­
mined from back-reflection Laue photographs, and the dHvA 
measurements for were not reproducible from sample to 
sample. It was then found that the crystal quality could be 
substantially improved if they were prepared by the Czochralski 
method of 'pulling* from the melt. Other metals grown by this 
technique are known to have very low dislocation densities 
(Dash 1959» Wagner 1958, Howe and Elbaum i96i). 
g 
In the Czochralski technique^ a small single crystal 
seed is lowered into the surface of the melt and slowly with­
drawn. By arranging that the seed is slightly cooler than the 
melt, material solidifies on the seed as it is withdrawn and 
under appropriate conditions the solidified material pulled 
from the melt will be a single crystal having the same crys­
tal orientation as the seed crystal. 
High purity graphite rods^^ were used to make the cru­
cibles which held the lead melt. The crucibles were 3-1/2 
more complete description of the 'pulling' method 
along with earlier references is given by Lawson and Nielson 
(1958). 
^^Ultra purity graphite rods, Grade UP4S, obtained from 
the Ultra Carbon Corp., Bay City, Michigan. 
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Inches high and 2 Inches in diameter. The melt chamber was 
1-1/8 Inches in diameter and 3 inches deep and could hold up 
to 1 pound of lead. All of the lead crystals were pulled in 
—6 —7 
a vacuum of 10~ to 10~ Torr. 
Lead oxidizes very quickly and to avoid excess oxide on 
the surface of the lead melt the following procedure was 
used. The starting material.was first etched in concentrated 
HCl and then thoroughly washed in distilled water, being 
careful to keep the lead covered with water at all times. 
After washing, the metal was quickly transferred to a vacuum 
desiccator and after the surface was completely dry, the 
metal was removed and placed in the crucible of the crystal 
puller. This method of rapidly drying the lead surface under 
Vacuum was quite effective in keeping the lead from oxidizing 
during the transfer to the crystal puller. 
To obtain the initial seeds for the symmetry directions 
in lead, a small rod was cut from.the zone-refined bar. This 
rod was then placed in the crystal puller and dipped into the 
melt. While the rod was being withdrawn from the melt the 
temperature of the melt was increased slightly causing the 
seed to taper to a narrow neck. After tapering, the seed was 
usually found to be a single crystal in some arbitrary di­
rection. By x-raying and tipping this single crystal, various 
symmetry directions could be selected for subsequent pullings. 
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The actual pulling of crystals with low dislocation 
densities is an extremely difficult task requiring a, great 
deal of patience, and no completely foolproof recipe can be 
given here. Dash (1959) has outlined a procedure for growing 
dislocation-free silicon crystals and some of his suggestions 
were followed in pulling the lead crystals. 
It is generally found that the slower the pulling rate, 
the more perfect the resulting crystal is likely to be. The 
pulling rate used here was about 1 centimeter per hour, this 
being the lower limit of most of the pulling rates used by 
other authors (cf. Lawson and Nielson 1958, Dash 1959» Wagner 
1958, Howe and Elbaum i96i). It is very important to avoid 
mechanical vibration when pulling crystals from the melt, and 
to accomplish this the crystal puller was mounted on shock 
pads and most of the actual pulling was done late at night 
when the building vibrations were at a minimum. Although 
some investigators rotate the crystal or crucible or both 
during crystal growth, it is doubtful if rotation is an ad­
vantage when the greatest crystal perfection is required and 
no rotation was used in the present experiment. 
Wagner (1958) has demonstrated that the dislocation 
density in pulled crystals of Ge decreases as the length of 
the pulled crystal increases, and this phenomenon has been 
confirmed by Dash (1959) in pulling Si crystals and by Howe 
and Elbaum (i96i) in pulling A1 single crystals. The idea 
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here is that if a dislocation line is at an angle to the 
crystal axis, it will eventually grow out to the surface of 
the crystal and be eliminated. We made use of these findings 
by growing crystals which were much longer than needed, and 
the actual crystals used in the experiment were cut in 6 mm 
lengths from the lower part of the longer crystal. Howe and 
Elbaum have also found that when the diameters of their 
aluminum crystals were below about. 0.3 mm, the crystals are 
•dislocation-free'; the lead single crystals grown here were 
also about 0.3 mm in diameter. 
All the care used in the pulling process would be of 
little avail if similar caution were not exercised in cutting 
the crystals to size and in mounting them for the experiments. 
In the early part of this project the crystals were cut on a 
flat surface with a sharp razor blade, a new blade being used 
for each cut. This method, however, was unsatisfactory in 
that the dHvA amplitudes fluctuated wildly from sample to 
sample presumably because of the strains introduced in the 
cutting process. Attempts to use spark-cutting methods re­
sulted in only a slight improvement since the samples were 
found to warp during the cutting process. In order to over­
come these cutting problems, a simple acid cutting technique 
was devised. In this technique a beaker containing carbon 
tetrachloride to a depth of about 8 mm is placed under the 
pulled crystal which is still hanging vertically in the 
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crystal puller. The beaker is then slowly raised by means of 
a laboratory jack until about 7 mm of the crystal is immersed 
in the liquid. A small amount of fast (lead) etchant^^ is 
then dropped into the beaker; the acid drop floats on the 
surface of the carbon tetrachloride and surrounds the crystal 
wire. The thin layer of floating etchant will usually cut 
through the lead wire in about 20 minutes; the cut portion of 
the crystal then sinks slowly to the bottom of the beaker. 
The beaker is then removed from the crystal puller, and the 
carbon tetrachloride is siphoned away. The cut crystal is 
then etched slightly with the cutting etchant to round off the 
sharp corners where the cut was made.. This technique does 
not appear to introduce any strains into the crystals. 
After cutting, the crystal is carefully removed from the 
beaker and it is then gently .guided into a small quartz cap­
illary trough (0.72 mm in diameter, 20 mm in length, and ~ 0.1 
12 
mm wall thickness); the trough was prepared by grinding a 
piece of quartz.capillary along its length. Using the trough 
rather than the original capillaries not only facilitated the 
mounting but also ensured excellent access of liquid helium to 
the sample. The crystals are held in the quartz troughs with 
^^This lead etch was suggested by G. F. Boiling, 
Metallurgy Sci. Lab., Ford Motor Co. ca. I960 and consisted of 
the following: 250 oc Glacial Acetic acid, 187.5 cc distilled 
HgO, and 62.5 cc 30^ HgOg. 
1 p 
Silicon grinding compound, 600 grit. 
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either a small spot of G. E. 7031 adhesive varnish or Dow 
Corning stopcock grease. The grease was found to be prefer­
able since the adhesive would very often twist the sample 
slightly as it dried, causing it to become bent. 
D. Resistivity Measurements 
In order to estimate the quality of the lead crystals 
grown by the Czochralski method, a series of resistance mea­
surements were conducted on a [100] single crystal pulled from 
the melt; the diameter of this sample was 0.4 mm and the dis­
tance between potential leads was 8.5 mm (the potential and 
current leads were carefully attached by indium solder). 
Since Pb is a superconductor at liquid-helium temperatures. 
It was necessary to make the low temperature measurements in 
magnetic fields from 1 to 22 kG. 
Values of R» „ (the normal state resistance in zero-
u, i 
field and at temperature T) are usually found by extrapolating 
the transverse magnetoresistance (Eg. to zero magnetic field. 
For very pure metals, however, this type of extrapolation 
becomes increasingly inaccurate as the temperature is lowered, 
since the effect of the magnetic field on the normal state 
resistance becomes greater. To overcome this difficulty, the 
following procedure was used. The results for the transverse 
magnetpresistance at 4.2°K were extrapolated to zero magnetic 
field to obtain a value for ^ 4.2°K this extrapola­
tion could be made to an estimated accuracy of 20^. These 
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results at 4.2°K were then used to construct a Kohler plot^^ 
in which AR(H,T)/Rq ^ is assumed to be a function of 
H-Rq 2^3/^0 T Borovik (195^) has already established 
that lead satisfies this type of plot over a wide range of 
temperatures. All of the ^ values below 4.2°K were then 
determined by normalizing values of R^ ^  at 20 kG to this 
Kohler plot, and these values along with the value for R^ ^ g 
are listed in Table J. 
Table 3. Zero-field resistance ratios (Rq 293^^0 T^ lead 
T(°K) 
^0,293/^0,t 
4.2 19,400 
3.54 22,900 
2.99 31,400 
2.56 38,800 
1.02 49,000 
It is interesting to note that the magnitude and temperature 
dependence of R^ 293^^0 T almost identical to that obtained 
by Borovik for a polycrystalline lead sample. 
Using the values of R^ ^  as determined from the 4.2°K 
Kohler plot, a Kohler-type plot could be made for all the 
magnetoresistance measurements. This is shown for the five 
different temperatures in Figure 7 in which (pg ip-pQ ^ 
^^See Meaden (I965) for a review of Kohler*s method. 
Figure ?• A Kohler plot for lead showing the increase in the 
transverse magnetoresistance as a function of magnetic 
field and temperature. The slope of the best straight 
line fit to the data is approximately 3.12 x 10~15 
(G-2) 
laooo 
o 4.20° K 
* 354° K 
X 2.99° K 
• 2 56° K 
V 102° K 
0 , KKW 
PO.T • 
10,000 
-p^ 
H 
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was plotted against (H'Pg 293/^0 results are found 
to cluster about a straight line whose slope is approximately 
__n —? 
given by 3.12 x 10 (G~ ). Considerable scatter exists in 
the low-field region and this may be due in part to an incom­
plete superconducting to normal transition. 
43 
III. TEMPERATURE DEPENDENCE OF THE dHvA AMPLITUDES 
A. Temperature Measurement and Control 
In this chapter detailed measurements will be presented 
for the temperature variation of the many dHvA amplitudes in 
lead. These measurements are extremely tedious--requiring 
several liquid-helium runs to study a single sample for only 
one field direction. Although only the temperature is meant 
to vary in these experiments, great care must be exercised if 
other factors which effect the amplitudes are not also to 
vary; some of these factors and precautions will be considered 
later. We begin this section with a brief discussion of the 
method used to measure and control the temperature of the 
sample. 
From the theoretical equation for the dHvA effect 
(Equation 23)j it can be estimated that the temperature of 
the sample should be known to at least 0.01°K in order to 
achieve an accuracy of about \% in the effective mass mea­
surements. To determine the temperature of the sample, the 
vapor pressure over the liquid helium bath surrounding the 
sample was read from standard mercury and oil manometers; 
these vapor pressure readings were then interpreted in terms 
of temperatures by using the revised 1958 Helium Temperature 
scale of Brickwedde £t a2. (i96o). This method of measuring 
the temperature was sufficiently accurate between 1°K and 
T^ = 2.178°K but, considerable error existed above T^. due 
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mainly to hydrostatic-head effects; the height of liquid 
helium above the sample at the start of a run was about 20 
cm. In order to correct for such effects, the temperature in 
the vicinity of the sample was measured by means of a care­
fully calibrated germanium thermometer.^^ The temperatures 
above were found to depart from those obtained from the 
vapor-pressure scale by as much as 0.04°K just above T^. In 
fact, by assuming that 50^ of the helium is lost in pumping 
down to and assuming that this loss is linear with temper­
ature, a calculation of the head correction (see Brlckwedde 
et al. i960) fits the measured temperature deviation from the 
bath temperature rather closely. Figure 8 demonstrated the 
need for the above temperature correction for a typical mass 
measurement (see also the insert). Curve A shows the results 
if the temperature of the sample is. assumed to be given by the 
vapor pressure of the liquid helium bath, while curve B shows 
the corrected results. A full explanation of this type of 
graph will be given later (see Section C), but the important 
point to notice here is the discontinuity in curve A near T^. 
The experimental conditions used during the temperature 
calibration were carefully repeated during each dHvA run, 
i.e. the same time interval was allowed between different 
temperature points (~8- minutes above T^, ~5 minutes below T^) 
l4 This calibrated germanium resistor, GR-99> was kindly 
supplied by Dr. D. Finnemore, Iowa State University of Science 
and Technology, i966. 
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Figure 8. Temperature dependence of the amplitude of the 0-oscillations in lead, 
showing the effect of making a hydrostatic-head correction to the temp­
eratures above T^. A: uncorrected results; B: corrected results 
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and the temperature dependence measurements of the dHvA am­
plitudes were always started with a full dewar of liquid 
helium. It is felt that with these precautions the error in 
the temperature reading was rarely, if ever, greater than 
0.01°K. 
It is also important in any study of the temperature 
dependence of the dHvA effect to hold the temperature constant 
during an amplitude measurement; this was accomplished by con­
trolling the vapor pressure over the liquid helium with a 
manostat (see Stromberg 1965). This manostat was able to con­
trol the temperature to within 0.01°K over the range of temp­
eratures from 4.2°K-1,6°K and for extended periods of time. 
Below 1.6°K the temperature was controlled by standard pumping 
valves; this type of control was much more difficult and re­
quired repeated checking and adjustment. 
B. Amplitude Reduction Factors 
Heating of the sample during the pulse is probably the 
most serious factor which could reduce the dHvA amplitude. If 
accurate amplitude measurements are to be made, heating effects 
in the sample must be avoided. Shoenberg (1962) considers 
three main sources of heat production which might cause the 
temperature of the specimen to rise appreciably above that of 
the bath. These are (a) eddy current heating in the windings 
of the pick-up coil, (b) reversible magnetocaloric effect in 
the glass specimen holder, and (c) eddy current heating in the 
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specimen itself. Whatever the magnitude of these different 
sources of heat, one would expect the heating problem to be 
most serious above T, . 
At the beginning of the present investigation the sample 
chamber in the pick-up coil was enlarged to a diameter of 1.4 
mm. This was accomplished by using a hand drill after the 
coil was wound. Rough estimates along the lines of Shoenberg's 
calculation indicated that this chamber size should be more 
than adequate to avoid heating of the sample due to eddy cur­
rents in the pick-up coil. As mentioned in Chapter 2, split-
quartz capillaries were used for the specimen holders. 
According to Salinger and Wheatley (i96i), the magnetic sus­
ceptibility of quartz is ~5 times smaller than for pyrex, and 
since the volume of material is reduced by a factor of 2 by 
splitting the capillary, we estimate that the net heating 
effect due to the magnetocaloric effect is effectively reduced 
by a factor of ~10 below the small heating effect (~0.02°K 
below T^, ~0.2°K above T^) calculated by Shoenberg for his 
Pyrex capillaries. 
Although heating effects which could be attributed to 
eddy currents in the sample were usually absent in pure lead, 
this type of heating was noticed in a Pb-Sn alloy (Q,6k% Sn). 
During a particular liquid-helium run with this sample, the 
amplitudes of the dHvA oscillations fluctuated rapidly from 
pulse to pulse above T, and were considerably lower in 
48 
magnitude than usual. The amplitudes continued to be reduced 
in magnitude until the temperature was lowered below T.. At 
this point the amplitudes suddenly increased by a factor of 
~30 (this increase would correspond to a temperature decrease 
of ~2.1°K for the |3-osc and for the Y-osc), and no 
unusual effects were noticed in the temperature dependence 
below T^. The above results are shown in Figure 9» Upon 
investigation of this sample it was found that the top helium 
access hole above the sample was blocked by grease. Prom this 
it was concluded that above T^, the heating effect was strong 
enough to vaporize the liquid-helium around the sample. Since 
the top hole was closed, this gas-bubble remained until the 
temperature was reduced to T^, below which the superfluid 
helium will not support such a gas-bubble. Even after the 
grease was removed, a slight discontinuity still remained in 
the temperature dependence of this Pb-Sn alloy (Figure 10). 
This heating effect in the alloy now appears to be approxi­
mately 0.5°K for rising field and 0.2°K for falling field for 
both the p- and Y-oscillatlons. This difference in heating 
between rising and falling field is the main reason why most 
of the mass measurements to be presented later were performed 
on falling fields only, since if any heating effects were 
present they would seem to be less severe here. 
Shoenberg (1962) has shown that under simplifying 
assumptions, the power W produced by the eddy currents in the 
Figure 9. Showing the effects of eddy current heating on 
the temperature dependence of two dHvA ampli­
tudes at [100] for a Pb-Sn alloy (0.64 wt. % Sn). 
The discontinuity at T, represents a tempera­
ture decrease of 2.1°K and 3.4 K for the g 
and Y oscillations, respectively. (This plot 
is for falling field only.) 
A / T (  A R B I T R A R Y  U N I T S )  
Figure 10. Temperature dependence of the same sample as 
in Figure 9 except that the grease block has 
"been removed. Notice that there is still 
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sample is given in c.g.s. units by 
nLa\|f)' 
w  =  ,  ( 2 6 )  
8 p ( H )  
where L is the length of the sample, a the radius, and p(H) 
is the average field dependent resistivity perpendicular to H. 
To obtain the total energy E, W must be integrated over the 
time T taken from the beginning of the discharge to the time 
the resonant blip is observed. Since many different crystal 
directions are encountered as the electrons move in their 
helical orbits, the simplest assumption is to take for p(H) 
the experimentally determined results for a polycrystalline 
sample. Luthi (i960) (see also Cotti e_b . I962, p. 523) has 
measured the magnetoresistance of polycrystalline lead in 
fields up to 220 kG, and finds that the lead results fit a 
Kohler expression of the form 
= 2.18 X 10-1° (27) 
PQjT P0,T 
for Hpq q/Pq t ^ Gauss, p^ g is the resistivity at the 
Debye temperature (8^ = 105°%, Phillips et a2. 1964). The 
important point here is that the coefficient in the field 
dependence of p(H) is proportional to (1/Pq so that the 
more impure the sample, the smaller the value of p(H) for a 
given H. Hence, the eddy current heating given by integrating 
Equation 26 will be least for the purest lead samples. The 
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value of pQ ^ for the Pb-Sn alloy is not known but it is 
probably at least a factor of 100 greater than p_ _ for the (J , 1 
pure lead (this factor of 100 has been deduced from the field-
dependence of the dHvA amplitudes to be described in Chapter 
IV). The fact that the heating appears higher on the rising 
field side of the pulse is probably due in part to dH/dt being 
higher here since the pulse is not perfectly symmetric. 
It is very difficult to estimate accurately the heating 
from the above sources and probably the best indication of 
heating is the appearance of a discontinuity in the tempera­
ture dependence of the dHvA amplitudes at T,. With the above 
A. 
modifications in the experiment, no noticeable discontinuities 
were found in the temperature dependence of most of the pure 
lead samples measured. 
Shoenberg (i962) has also considered several other fac­
tors which may affect the dHvA amplitudes. For instance, the 
peak field may vary from pulse to pulse due to heating in the 
magnet and variations in the capacitor bank voltage at the 
time when the discharge is initiated. Variations in peak 
field can be serious in the resonant method since this will 
alter the field at which a particular resonance occurs (Equa­
tion 24) and, hence, greatly change the amplitude of the dHvA 
effect through the exponential term in Equation 23. Measure­
ments of the resistance of the pulse magnet immediately after 
a discharge showed that the magnet reached equilibrium with the 
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liquid nitrogen in approximately four minutes. To eliminate 
the variation in peak field due to this residual heating in 
the magnet, at least five minutes were allowed between pulses. 
By constant monitoring of the pulsing voltage, variations in 
the discharge voltage could be kept to a minimum. With these 
precautions the field could be reproduced to an accuracy of 
better than 1/2#. 
Another source of error is the possibility that above 
the temperature in the vicinity of the sample may be raised 
slightly due to the enormous amount of heat generated in the 
pulse magnet. To permit sufficient time for the helium bath 
to reach equilibrium, a minimum of eight minutes were allowed 
between pulses above T^. This length of time was found ade­
quate to reproduce the amplitudes in the liquid-helium I 
range. 
As mentioned in Chapter II, the dHvA amplitudes depend 
very strongly on the homogeniety of the magnetic field along 
the length of the sample. Shoenberg (i962) has pointed out 
that the position of the specimen could change due to thermal 
expansion in the suspension as the liquid-helium level falls. 
This might alter the field homogeneity over the sample and 
thus affect the amplitudes. To avoid this problem, care was 
taken to center the sample in the homogeneous region of the 
pulse magnet by moving the sample up and down in the cryostat 
and measuring the amplitude variation of a fast-frequency 
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oscillation (F~2 x lO^G). This procedure showed that the 
sample could be moved over a distance of ~0.5 cm up or down 
without appreciable change in amplitude (this was only true 
for the magnet described in Chapter II which was used for most 
of the experiments In this dissertation). 
To sum up then, there are many factors which could appre­
ciably alter the magnitude of the dHvA amplitudes during a 
series of measurements in which only the temperature is in­
tended to vary. However, with suitable precautions and ex­
treme care these•effects can usually be reduced to a negli­
gible amount as will be demonstrated by the accuracy of the 
temperature experiments presented in the next three sections. 
Before going on, however, one final comment: due to the poor 
thermal properties of He I, all of the mass measurements were 
made by decreasing the temperature only. 
C. Fundamental Effective Mass Measurements 
In the original work of Lifshitz and Kosevich (1956) H, 
the applied magnetic field, was used in the derivation of the 
theoretical expression for M. Shoenberg (i962) was the first 
to conjecture that H in the expression for M should really be 
the self-consistent field B. To try to explain some of his 
experimental results, Shoenberg considered a single dHvA term 
and simply replaced H by B in the argument of the sine func­
tion in the original expression for M, a procedure which was 
later justified by Pippard (19^3) on thermodynamical grounds 
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(the replacement of B by H In the other terms is of little 
importance since H>>4nM). Shoenberg found that if 
211? 
sin H + ( 2 8 )  
then an approximate solution is given by 
= -a(l - cos(^) - a cos(^) 
+ ^  cos(^) + ... (29) 
providing a«l, where a is the amplitude of ^IldM^/dH. (The 
condition 4nM^/H«l was also used.) Girvan (i966) extended 
Shoenberg's results by considering the effects of in the 
argument of the sine function for the second and third har­
monics in addition to the fundamental for a single dHvA fre­
quency, and by including the phase term (Equation 22). His 
starting equation was 
3 
M = E M. (30) 
j J 
where 
2njP n M . = A. sin H + 4nM^ •jj-— _ ii _ i. ^ÏÏMT 4 (31) 
Girvan was able to find an approximate solution to this equa­
tion by assuming 4nM^/H«l and repeated use of the Bessel 
function expansions 
00 
cos(u sinx) = J (u) + 2 E J, (u) cos(2nx) (32) 
° n=l 
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and 
sin(u sinx) = 2 E Jp .(u) sinL(2n-l)xj. (33) 
n=l 
Girvan's results showed that the amplitudes of the dHvA effect 
are modified much more severely than indicated by the results 
of Shoenberg's simpler treatment (Equation 29). Since these 
interaction effects appear to strongly alter the simple theo­
retical amplitude expression given in Equation 23a, it was 
decided to generalize the problem still further by considering 
several harmonic terms in addition to the fundamental term in 
the argument of the sine function in Equation 22. That is, we 
consider the magnetization due to a single dHvA frequency to 
be given by 
2njP n M = s M. = E A. sin 
j=l ^ j=l ^ fer - 5 - j* H + 
n 
(34) 
Once again we assume that 4nM/H«l so that we can write for 
the j component 
M. = A. sin 
J 3 H 
(35) 
where K = 8n^F/H^. If we now make the following substitutions 
X = y = KSM^, and y^ = KM^, 
Equation 35 becomes 
n-
n'^ " 
y = KA. sinCjx - jZy^ - » (36) 
which can be solved approximately as follows. We consider 
only terms up through the 4^^ harmonic, i.e. 
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4  
y = z 7% = + Yg + (3?) 
and. assume a general solution of the form 
^ n ^ n y = Z f_ sin(qx - 77) + S g_ cos(q.x - 7 - ) .  ( 3 8 )  
q=l ^ q=l 4 
The algebra involved in finding the coefficients f^ and g^ is 
tedious and we will merely discuss the approximations used. 
For any q, the coefficients f and g will be functions of all y. y. 
of the uncorrected amplitudes Aj. In fact, if we re-write 
Equation 23a as 
A. = Qj e-jf, (39) 
where P = A.M*(T+Tp)/H, and recognize that the exponential is 
always less than unity, then we can classify the various terms 
in the result for any particular f^ or g^ according to the 
coefficient i of the resulting exponential e~^^. Here 1  
represents the sum of the powers of the harmonic numbers 
occuring in each term. For example, i=5 for the term AgA^, 
h 2 
1=4- for A^, and i=5 for AgA^. We designate this classifica­
tion by 0(i). A similar classification was introduced for the 
powers and products of the coefficients f and g. Thus to 
lowest order fgf^, g^f^, and fgf^ would all be of 0(5). To 
achieve a workable solution of Equation 36, all terms of 0(i) 
2 2 for i>5 and all terms higher than f^ and g^ were dropped. 
With these approximations a partial solution of Equation 36 
was obtained, and results for the coefficients f^^ and g^^ are 
6o 
tabulated in Table 4. In this table K = 8n^F/H^ and is 
given by Equation 23a which is repeated below for convenience; 
® (40) 2NTF 
V. 
1 1 
exp[-
3k' 
1 
2 
* 
cos(J%%^ ) 
* jA.n (T+T^) 
_ 
• J ,  
where the term inside the brackets is the defined in 
Equation 39» 
For the various oscillations in lead at 4.2°K, the coef­
ficients Qj vary from to 20» , i.e. the depends 
only weakly on the harmonic number j; also, the values of K = 
2 ? 
8n F/H range from 0.05 to 10. Thus the magnitude of the 
various terms in Table 4 are largely dependent on the resul­
tant power of the exponential factor e~^^. Hence, we will 
approximate the modified amplitudes of M still further by con­
sidering only the terms to lowest order, 0(i), for each har­
monic (this approximation may break down at temperatures near 
1°K or lower). If we define the resultant amplitudes of M to 
be given by Cj = [f^ + we then find to lowest order 
in 1 that 
Ci = 
=2 ^  
KA 
^2(^2 - ^  
1, 
1 
1 2 
(41) 
(42) 
Table 4. Coefficients of Equation 38, ranked according to the order 0(1) of various contributions®-
0(1) Term 0 ( 2 )  0 ( 3 )  
KA^Ag 
0( 4 )  0(5) 
2/2 
KA^Ag 
2/2 
KA„A 
ZfZ 81/2 
f„ KA^ KA,Ao SK^aÎ" _ _ 
^ A i + —^ + - K^^A^Ap 
2/2 {2 16/2 
gg KA^ KA^A^ 3K^A^ 
^ 2/2 16/2 ^ 
fo 3KA-,A, 17K\^A„ 9K^A^Ao O O 3KA, A. 
^ A, — + - K%A^ ^
^ ^ 2/2 16/2 4 z\[z 
3KA^A2 3K^A^ 3K^A^ 3KA^A^ lyK^A^A^ 
^ 2\f2 8 16 2/2 16/2 
fr 5K^A!f 2KA,A. KA, 
^ A,, + i ^
16/2 1/2 \[2 
Bu KAJ 3E^A:^ 2KA A^ „ ? 
^ ^ ^ ^- 2K ATA, 
fZ 16/2 /2 
a, The subscript represents the harmonic number and the superscript represents powers of the amplitudes. 
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s 
jKAiA? 9K pK^A^As 9K4A6 
A~(A, —) + — =" + 
^ ^ {2 4 Q\l2 64 
(43) 
Hence, In the Limit of the above approximations, the funda­
mental amplitude is still given by and the replacement of 
B by H is of no real consequence for this term. On the other 
hand, the amplitudes of the harmonic terms are markedly af­
fected by these magnetic interaction effects, and we shall see 
in Section D that the temperature dependences of the harmonic 
terms are quite different from that predicted by the simple 
theory without interactions. 
The above analysis has been for the amplitudes of the 
oscillatory magnetization M, whereas the quantity observed in 
the high-field pulse experiments is the induced voltage 
adM/dt = (dM/dB) (B) where dM/dB is the oscillatory differen­
tial susceptibility TCqsq• Since B = H + 4nM, we have 
1 - tag • 
Still assuming that 4ndM/dB < 1, we have the following expres­
sion for dM/dt: 
II = luMLl + 4n|| + (4n||) + ...J (45) 
• 2 
where u) = 2njFH/H and j is the harmonic number (uu = 211 v, where 
V is the resonant frequency of the detection system). The 
effect of 1 + 4ndM/dB + ... is to alter the numerical 
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coefficients of the correction terms in Table 4. Finally, 
after further algebra, we can write the following expressions 
for the amplitudes c! of which are the amplitudes that 
should be compared with experiment: 
= ujA^ 
Cg = wLAgfAg - 2 KA^) + K^A^] 
(46) 
(47) 
C- = w A^(A^ -
K^A,^ 
lf2 
2 2 ^K^A? 
-) + 9KXA2(A2 
4 6 173K A° 
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(48) 
We now consider the temperature-dependence of the funda­
mental amplitudes of dM/dt; we defer a discussion of the har­
monic amplitudes until Section D. According to Equations 40 
and 46 we have 
uuAi = 2N TP uu 
H' 
1 
"2 * * 
cos(^^^ ) exp[-
(T + Tg) 
H 
•] (49) 
(50) 
so that, by holding the field constant, a plot of 
A T In(^) against g 
for the various fundamental oscillations should be straight 
lines (A is the experimental amplitude, taken as 1/2 of the 
peak to peak voltage of the resonant blip—see Figures 4, 5> 
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and 6). The effective masses can be determined from the slope 
S of such plots since 
* m 
^ = m = 181 (51) 
Typical data plotted according to Equation 50 are presented in 
Figures 11, 12, and 13. As can be seen from these figures, 
the simple expression (Equation 49) for the fundamental ampli­
tudes is very well satisfied for lead. 
The temperature-dependence of a large number of samples 
was studied and the results for the individual crystals are 
tabulated in Appendix A. Each of the m /m^ values quoted in 
Appendix A was determined by a first-order least-squares com­
puter program using Equation 50: the error quoted is the 
standard deviation in the slope as determined by 
1 
2 
*8 = 
where 
n 
r K 
L n n 
1 
2 
; 
-2. 
(52)  
(53) 
and y = ln(A/T), x = T/H, and N is the total number of points. 
The weighted averages of the experimental data in Appendix A 
are presented in Table 5» the corresponding effective masses 
determined by Khaikin and Mina (I962, 1964) from CR experi­
ments are also presented for comparison. 
6000 
4000 
2000 
\A 
1000 
800 
600 
P b -  I 0 0 - 6 0 A  
temperature dependence of IT, 
^,d, oscillations at [100] 
( f a l l i n g  f i e l d  )  
400 
w 200 
>> 100 
2 80 
S 60 
Hy = 6l.0kG 
H, = 68.4kG 
= 74.1 kG 
Ha = 95.9k6 
40 
20 
1.0 2.0 3.0 4.0 6.0 5.0 7.0 
(T/H)X 10® CK/G) 
Figure 11. Typical temperature-dependence of the fundamental dHvA amplitudes 
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Figure 13. Typical temperature-dependence of the fundamental dHvA ampli­
tudes at [111]. (laj = 1.17, = 1.10, ^ * = 0.64, nj = 3.2) 
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Table S- Summary of cyclotron masses in lead 
Oscillation Interpretation m /m^ 
This work KM^ 
Orientation Zone Orbit (H~100kG) (H~5kG) 
aClOOj 2 
^1 1.46 + .03 1.58 
a[lll] 2 
"l 1.10 + .01 1.15 
a[110] 2 
^1 1.07 + .01 1.12 
YLIOO] 3 0.70 + .02 0 .75  
Y[lll] 3 G 0.64 + .01 0.70 
Y[IIO] 3 C 0.51 + .01 0.56 
nClOO] 3 r  0.87 + .02  0 .92 
3C100J 3 V 1.19 + .01 1.23 
6[111] 3 e 1.17 + .01 1.20 
eClOO] 3 N — — 2.59 
$[111] 3 a 3.2 + .1 — — — — 
[110] 3 UU 1.26 or 1.41 
^KM, cyclotron resonance results of M. S. Khaikin and 
R. T. Mina (1962), (1964). 
^Non-extremal with respect toyi in the empty-lattice 
model. 
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It will be noted in Table 5 that the masses determined 
in the present experiment are roughly 4^ below the correspond­
ing values obtain from CR experiments. The reason for this 
difference is not clearly understood although there is a pos­
sibility that the effective masses may be slightly field de­
pendent. Fowler and Prange (I965) have predicted that when a 
metal is placed in a sufficiently strong magnetic field, the 
effective mass of the electrons will be modified on account of 
the effect of the field on the electron phonon interactions. 
The condition that the field will be strong enough to have an 
appreciable effect is that the cyclotron frequency (Equation 
11) be comparable to phonon frequencies. It is perhaps possi­
ble that we are seeing just such effects since the masses 
tabulated in Appendix A appear to show some variation depend­
ing on the field used. This problem needs further investiga­
tion before any real correlations can be made but it is 
interesting to note that the dominant phonon frequency in 
lead is roughly 2 x (Brockhouse £t 196i), and a 
cyclotron frequency of just this value would be expected for 
* 
m = and a field of 113 kG; this is a typical field strength 
used in these experiments, 
D. Harmonic Effective Masses 
Besides the temperature-dependence studies of the funda­
mental oscillations, a large amount of information was also 
gathered for the temperature variation of the many harmonic 
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signals observed in lead. Because of the variety of terms 
occurring in Equations 4? and 48, one can expect the 
temperature-dependence of the harmonic amplitudes to vary con­
siderably depending on the dominant term in these equations. 
In considering the importance of these terms it should be 
remembered that the coefficient of the exponential factor 
in Equation 40 is proportional to T, hence any products or 
powers of will have coefficients that are proportional to 
where N is determined by the nature of the products. In 
what follows, we will often refer to the temperature-dependence 
of the amplitudes of a particular set of oscillations as de­
pending on T^, it being understood that there is still a 
dependence given by exp[-iA.|a*(T + Tp)/H] where i is the order 
index as explained on page 59' The reason for this termin­
ology is that the exponential factor in each product of the 
coefficients (Equations 4? and 48) can be taken outside the 
square root so that ln(A/T^) is still equal to a constant 
times (T/H). 
Figure l4 shows the temperature variation of the ampli­
tudes of the second harmonic (pg) of the p oscillation for H 
parallel to [100]. The lower curve for is plotted as if 
the simple non-interacting theory were valid. If this were 
indeed the case a plot of ln(A/T) against (T/H) should be a 
straight line (see Equation 40), "but as can be seen from the 
figure, the curve through the points exhibits considerable 
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curvature. Assuming that the magnetic interaction effects are 
responsible for this departure from simple theory, we now con­
sider the predictions of the modified amplitude expressions in 
p h 
Equation 4?. In Equation 4? there is a term K A^ and if we 
assume that this term is the dominant one, then the amplitudes 
2 
of Pg should be given by KA^; this means that a plot of 
ln(A/T^) against (T/H) should be a straight line (i.e. we take 
N=2). The upper curve in Figure l4 for g is plotted as if 
2 the amplitudes were given by KA^ and it can be seen that a 
straight line is obtained for the oscillations. The effec-
* 
tive mass m of the pg oscillations has been calculated from 
* 
the slope of the upper curve using Equation 51; tn is found to 
be 2.45 dIQ which is very nearly twice the fundamental mass 
1.19 . This result gives further proof that the correct 
temperature-dependence of the amplitudes of the oscilla­
tions is indeed given by making the ordinate in the plot 
(A/T^) and not (A/T) (as predicted by the simple non-
interacting theory). 
The temperature variation of the amplitudes of is also 
presented in Figure l4 (inset). As befoi3, the lower curve is 
plotted as if the simple theory were valid, whereas the upper 
curve is plotted assuming that the ordinate is (A/T^). As can 
be seen from the figure, the upper curve is an excellent 
straight line and the effective mass calculated from the 
slope of this line is 3*63 which is very nearly three times 
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the fundamental mass 1.19 « This means that the dominant 
term in Equation 48 is probably 173K^A /64 (the amplitude is 
given by the square root of this term). 
The reason why the harmonic amplitudes of the g oscilla­
tions seem to depend on the powers of only the fundamental 
amplitude is because is so large for these oscillations. 
This is due in large measure to the very low curvature factor 
= -0.24) for these oscillations (see Equation 40). 
In fact, in Equation 39 is approximately l6 at 4.2°K, while 
K is about 0.8. This means that KA^ for pg is roughly 200 
e~^^, whereas Ag is only ~10 e~^^. At 1°K, however, is 
approximately 4 and the KA^ term may no longer be dominant; 
this is probably the reason why the top few points on the upper 
curve for lie slightly below the straight line. A similar 
analysis can be made for 3^; here the fundamental amplitude is 
raised to an even higher power and thus one would expect the 
coefficients A, and A- in Equation 48 to be of still lesser 
6 importance than A^. These ideas are confirmed in Figure l4, 
where even near 1°K the points on the upper curve for still 
fall on the straight line. 
The temperature-dependences of the various harmonic am­
plitudes of the Y oscillations at [110] are presented in 
Figure 15. In this figure the temperature variation of is 
shown to satisfy the uncorrected amplitude expression very 
well and we might suppose from this that for the 
Ik^ 
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Figure 15- Temperature-dependence of the Y^» Y g » Y ^ * .^nd Yjij, amplitudes for 
H //[IIOJ . N=2 for the y-poii^ts; N=1 for all other points 
fundamental amplitude is less than unity. may in fact be 
less than one since Anderson and Gold (I965) predict a curva­
ture factor of 18.6 for this orbit. Such a large curvature 
factor would mean that would be less than 1/2 even at 
4.2°K. 
The temperature-dependence of the y2 amplitudes in Figure 
15 is particularly interesting since no simple dependence on 
temperature could be found for these oscillations. This com­
plicated temperature-dependence could be due to the various 
terms in Equation 4? being of roughly the same magnitude but 
this possibility is doubtful since, as noted above, is 
probably less than 1/2. Another possible explanation is that 
the strange temperature-dependence is due to the presence of 
dHvA oscillations from the uu orbit. The lu orbit is predicted 
by the 4-OPW model of Anderson and Gold (I965) and according 
to this model the oscillations from the uu orbit should lie be­
tween the second and third harmonic of the y oscillations. No 
evidence has been found for the uj orbit and its absence is 
thus far unexplained. It just may be, however, that the fre­
quency of the oscillations from the uj orbit are almost coin­
cident with that of the yg oscillations and the resulting 
interference from these two sets of oscillations could give 
rise to the observed temperature-dependence noted for yg in 
Figure 15. The possible presence of the dHvA oscillations 
from the uu orbit, however, needs further investigation before 
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any definite conclusions can be made. Finally, it should be 
mentioned that there are added complications in the Y oscilla­
tions at [110] due to a characteristic beat pattern (--42.5 
cycles per beat) which could also affect the amplitudes. 
Anderson and Gold (I965) were able to explain this beat pat­
tern in terms of the presence of 2 orbits whose areas differ 
by about 2.2#. The added complications due to the beat struc­
ture of the Y oscillations hinders the analysis and no defi­
nite comparison to theory can be made. 
The temperature-dependence of the various harmonic am­
plitudes of the Y oscillations at [111] is presented in 
Figure I6. As before the lower curves for and represent 
data plotted according to Equation 40. The upper curve for y^ 
is plotted for an assumed (A/T ) temperature-dependence of 
amplitude and the upper curve for y^ is plotted for an assumed 
(A/T^) temperature variation of amplitude. Both of these 
upper curves are straight lines and the masses indicated in 
the figure were calculated from the slopes of these lines. 
Again it is satisfactory that the masses are found to be near­
ly exact multiples of the fundamental mass. It is difficult 
to explain the 'observed temperature variation of the ampli­
tudes of the y2 and y^ oscillations since the calculated 
for this group at [111] is slightly less than 1. A possible 
explanation is that the first few terms in Equations 4? and 48 
cancel each other to some extent. Another possibility is that 
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the g-factor appearing in the cosine term in Equation 40 is 
such as to reduce the harmonic amplitudes predicted by this 
equation to a low value. 
Figure 17 shows the temperature variation of the ampli­
tudes of ttg and ôg for H parallel to [111]. Here for the 
first time we see that the simple (A/T) temperature-dependence 
of the non-interacting theory is satisfied. This again is 
somewhat puzzling since for the a oscillations io roughly 
17 at 4°K and about 4 at 1°K implying that the term in 
Equation 47 should be dominate. The answer to this may also 
be due to the g-factor but unfortunately we have no knowledge 
of what g is for metallic lead, and without a value for this 
parameter no definite conclusions can be drawn. The problem 
is less difficult for the 6^ oscillations since for these 
oscillations is very close to unity, implying that A^ could be 
the dominant term. The temperature-dependence results for 
all of the harmonic amplitudes studied in lead are given in 
Table 6. 
In conclusion, then, we have shown that many of the 
observed harmonic amplitudes deviate markedly from the 
temperature-dependence predicted by the simple non-interacting 
theory. While some of the data have not been explained com­
pletely, we have found good correlation between the observed 
temperature variation of the harmonic amplitudes and the 
temperature behavior predicted by Equations 47 and 48. These 
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o 
L_ 
o 
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temperature dependence 
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X 
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1.0 2.0 
(H= 126.4 kG) "o 
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Figure 17- Temperature-dependence of the a-,, a„, 6-, , and ôp amplitudes for 
H//[111] 
Table 6. Harmonic cyclotron masses In lead 
Radius Sign of H v ^ Fundamental 
Sample. (mm) H (kG) (kH^) OSC m /m^ masses 
Harmonics at [100] 
Pb-100-50C 0.160 + 146.7 51 PzfB)  
00 m
 
C\) 
+ .O3& 1.19 
+ 71.5 145 PgCB) 2.42 + .01 1.19 
Pb-100-60A 0.174 + 79.1 145 PgfB)  2.45 + .01 1.19 
+ 87.4 145 3.63 + .03 1.19 
Pb-lOO-65 0.224 + 80.4 145 2.85 + .04 1.19 
+ 80.4 145 3.44 + .04 1.19 
Harmonics at [110] 
Pb-110-10 0.145 ' + 94.6 50 Y2(B) 1.03 + .04 0.51 
+ 109.7 50 Yj(A) 
0
 
H
 + .01 0.51 
^The uncertainties quoted above are standard deviations. 
Table 6. (Continued) 
Radius Sign of H v ^ Fundamental 
Sample (mm) H (kG) (kH^) OSC m /m^ masses 
Harmonics at [110] 
Pb-110-10 0.145 + 118.3 50 Y^tB) 1.97 + .03 0 .51 
+ 118.3 50 1.47 + .03 0 .51 
Harmonics at [111] 
Pb-111-10 0.181 + 5^.6 135 YgfB) 1.25 + .01 0 . 64 
+ 64.0 135 Y^tc) 2.01 + .04 0 . 64 
+ 98.7 50 YgfB) 1.30 + .01 0 . 64 
+ 110.7 50 YjfA) 1.83 + .03 0 . 64 
+ 70.1 50 YjfC) 2.03 + .02 0 . 64 
. + 149.3 135 GgfA) 2.24 + .03 1 .10 
+ 
1 140.7 135 GgtA) 2.27 + .03 1 .17 
A; Represents data plotted as if the dHvA amplitude was a function of 
T exp[-A.|a*(T+TD)/H] . 
B: Represents data plotted as if the dHvA amplitude was a function of 
T2 exp[ - A-ia* ( T+Td ) /H] . 
C: Represents data plotted as if the dHvA amplitude was a function of 
T3 exp[ - ( T+Td ) /H] . 
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Interaction effects will be further illustrated in Section E 
where we present some experimental data for several combina­
tion frequencies. 
E. Effective Mass Studies of 
Combination Frequencies 
The magnetic interaction effects discussed at the begin­
ning of Section C can also give rise to sum and difference 
frequencies as follows. If there are two different dHvA fre­
quencies present and we consider only the contribution to the 
oscillatory magnetization from the fundamental terms (i.e. we 
neglect the harmonic contributions) then M is given by 
2nF n 
M = Ma + 8in[g + 4n(M^+M^) " ¥ " ^a^ 
2nF 
+ 8in[g ^  " ^b^ 
where a and b represent the two different terms. If we now 
make the following substitutions 
2nF n Sn^F 2nF, 
^a = -r- - ? - *a' %a = ' ^b = HË" " % " *b' 
Equation 5^ becomes 
M = A sin[x - K A_ sin(x, ) - K A sin(x )] 
a a ao b a a a 
+ A^ sin[x^ - K^A^sinCx^) - K^A^sin(x^)] (55) 
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where we have assumed that 4nM/H«l. With a little algebra 
and assuming that K A, , K. A , K A , and K, A, are all «1, 
°  a o ' D a  a a  D O  '  
Equation 55 can be solved approximately. Two of the resulting 
terms in the solution of this equation are a sum frequency 
term and a difference frequency term. To lowest order, the 
amplitude of either of these two terms is given by 
^(K^±K^). (56) 
where the plus or minus sign depends on whether the amplitude 
is for a sum frequency or a difference frequency. Since the 
quantity observed in these experiments is proportional to 
dM/dt, we can use Equation 45 to calculate the resulting 
amplitudes for M. Using this equation we find that the effect 
of B is to double the amplitudes in Equation 56, so that the 
observed amplitudes of the sum or difference frequency should 
be given by 
Since A^ and A-j^ are given by Equation 40 (with j=l), we can 
expect the temperature variation of a sum or difference fre-
2 * ^ quency to be proportional to T exp[-iV(|a^ + |a^)T/H]. Hence, 
a plot of ln(A/T ) against (T/H) should be a straight line and 
the slope of this line should be proportional to the sum of 
the masses of the two fundamental dHvA oscillations. 
The temperature-dependence of the amplitudes of several 
combination frequencies are presented in Figures 18 and 1$. 
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Figure 18. . Temperature-dependence of the amplitudes of 
the a + p and a - Y' combination frequencies 
for H//[100].N=2 for the y-points and the 
0-points; N=1 for all other points 
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Figure 19. Temperature-dependence of the amplitudes of the 
a + ô, ô - Y, and a + Y combination frequencies 
for H//[111], N=2 for the 0-points and the v-
points; N=1 for all other points 
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As for the harmonic amplitudes, the lower curve for each set 
of oscillations represents data plotted for an (A/T) tempera­
ture variation of the amplitudes whereas the upper curve for 
each set of oscillations represents data plotted according to 
Equation 57» As can be seen from these figures, the upper 
curves satisfy Equation 57 very well and the masses quoted in 
the figures have been determined from the slope of the upper 
curves. The temperature-dependence results for all of the 
combination amplitudes studied are given in Table 7* The sums 
of the fundamental masses are also presented in this table for 
comparison. 
Table 7- Cyclotron, masses in lead, for several sum and difference frequencies 
Sum of 
Radius Sign of H v * Fundamental 
Sample (mm) H (kG) (kH ) OSC m /m masses 
Combination frequencies at [100] 
Pb-100-50A 0.161 156.1 145 V^l  2.72^+ .02 2.67 
Pb-100-50C 0.160 121.0 145 ai+Pi 2.41 + .02 2.67 
Pb-100-60A 0.174 — 94.4 145 V^l  2.47 + .02 2.67 
Pb-100-64A 0.216 
- 118.6 145 
*l-9l 2.78 + .05 2.67 
Pb-100-64A 0.216 124.7 145 G^-^ l  2.12 + .02 2.18 
Pb-100-70 0.224 132.2 135 ai-Yi 2.32 + .05 2.18 
Combination frequencies at [110] 
Pb-110-10 0.145 - 134.0 50 1.66 + .03 1.58 
Pb-100-10 0.145 + 134.7 50 1.63 + .03 1.58 
The uncertainties quoted above are standard deviations. 
^All mass values have been determined by assuming that the dHvA amplitudes 
are a function of exp[-A.1-1*(T+Tj^)/H] . 
Table 7» (Continued) 
Sum of 
Radius Sign of H v ^ Fundamental 
Sample (mm) H (kG) (kH ) OSC m /m^ masses 
Combination frequencies at [111] 
Pb-111-10 0.181 123.5 50 ai+Yi 1.86 + .03 1.74 
Pb-111-10 0.181 81.9 50 P 
H
 +
 
H
 1.51 + .03 1.74 
Pb-lll-l6 0.159 133.0 135 tti+Yi 1.81 + .03 1.74 
Pb-lll-l6 0.159 123.2 135 ai-Yj, 1.58 + .04 1.74 
Pb-lll-l6 0.159 103.6 135 5l-Yl 1.84 + .03 1.81 
Pb-111-10 0.181 77.5 50 Sl+Yl 1.76 + .02 1.81 
Pb-111-10 0.181 146.0 135 ai+6i 2.47 + .02 2.27 
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IV. FIELD-DEPENDENCE OP THE dHvA AMPLITUDES 
A. Review of the Sources of Level Broadening 
Up to the time that these experiments were begun, the 
observed values of the Landau-level broadening temperature T^^ 
clustered around 1°K for quite a few metals (see Table 1). As 
pointed out in Chapter I, 1°K is a rather large broadening 
effect for pure metals and is some 100 times greater than 
what one would predict from resistivity data for impurity 
collisions. Some other possibilities for broadening that have 
been suggested by a number of authors are 'intrinsic' lattice 
broadening, magnetic breakdown, and dislocations. Some of 
these broadening effects will be considered briefly below for 
the specific case of lead. 
Lattice broadening is due to the presence of the periodic 
crystal potential which has the effect of splitting each dis­
crete Landau level for a free-electron into a set of closely 
spaced sublevels. A theoretical study of the extent of this 
splitting involves the difficult problem of solving the 
Schrodinger equation for a Bloch electron in a magnetic field. 
Early investigators of this problem (Harper 1955a, 1955b; 
Zilberman 1957a, 1957b, 1958; Brailsford 1957) have concluded 
that this form of broadening due to the crystal potential is 
minute except in the neighborhood of open orbits, i.e., elec­
tron trajectories which do not close in k-space. 
90 
Zak (1964) re-examined this problem by treating the lat­
tice potential as a perturbation on the free-electron energy 
levels in a magnetic field. Zak used the solutions of the 
free-electron Hamiltonian in a magnetic field as his zero-
order wave functions. Forming suitable symmetry-adapted func­
tions to satisfy the symmetry of the simple cubic lattice, 
Zak found that the perturbation energy to lowest order is 
given by 
V^(k) = 2 exp(- j) L^(x)[cos(2nm^) + cosfZHmg)] (58) 
2 2 
where x = 211 Ac/a eH, H is the magnetic field, a is the 
lattice constant, is the first Fourier component of the 
lattice potential, L^(x.) is a Laguerre polynomial, and m^, m^ 
are mapping parameters which depend on the position of the 
electron in its k-space orbit. It is this dependence of the 
perturbation energy on k which gives a broadening to the 
Landau energy levels when the perturbation is averaged over 
one complete orbit. Assuming large values of n and x (n is 
the energy level quantum number), Zak makes an asymptotic ex­
pansion for the Laguerre polynomials: 
_1 1 
L (x) — exp(f) (xn) ^  cos[2(nx)^ - r] (59) 
^ fn ^ 
Taking n=10^ as being typical for large portions of the P. S. 
in a field of H=10^G, the perturbation is about 0.02Vq^  which 
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is larger than the Landau level separation if is greater 
than 0.1 eV. 
A computer program was developed to calculate exp(-x/2) 
L^(x) and it was found that the above asymptotic expansion is 
valid only if n > x/4 (see Appendix B). In fact, for n=10^ 
and H=10^G the perturbation is less than With 
this correction then, Zak's results for the lattice broadening 
are in complete agreement with those of the earlier authors 
since for the simple cubic lattice the condition n=x/4 is 
simply the condition that the free-electron orbits just touch 
the zone boundary, i.e. the first open orbits are formed 
(along the cube axes). 
Davis (1966) has also considered the broadening effects 
from the lattice potential by using an effective Hamiltonian 
formalism. Davis was able to derive an explicit result for 
the broadening and he concludes that the lattice broadening 
should be negligibly small unless the relevant orbit lies 
within just a few (<10) Landau levels from an open orbit. 
Using the lead model of Anderson and Gold (19^5) it was found 
that there are no orbits at symmetry directions which lie 
close to any open orbits. Thus it would appear that there are 
no broadening effects within a single band in lead due to the 
lattice potential. 
Magnetic breakdown occurs when an electron tunnels from 
the F. S. for one band on to the P. S. for another band. 
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These interband transitions have been shown by Pippard ( I962,  
196^) and by Chambers (1966a) to cause significant level 
broadening if the energy gaps between bands are small, usually 
less than 0.1 eV. In order to see if magnetic breakdown has 
any effect on the amplitudes of the de Haas-van Alphen effect 
in lead, the probability P for breakdown was calculated from 
Chambers' (1966a) expression 
P = exp 2eH ^ ' (^*0) 
where l/a and l/b are the radii of curvature (in k-space) for 
the two orbits (in different bands) at their closest approach 
and kg is the distance between them. Using Equation 60 and 
the orbit parameters given by Anderson and Gold, one finds for 
a typical case that the probability for breakdown between 
^Y[110] ~^^[110] exp(-170) at lOOkG (61)  
It is apparent that'this probability is much too small to have 
any effect on the amplitudes of the dHvA effect in lead. 
Pippard (1965b)  has suggested /thjat if the electron orbit 
in real-space encircles a dislocation line, the Onsager quan­
tization condition (Equation 15) will be.modified significant­
ly. This means that in a crystal containing a high density of 
dislocations the amplitudes of the dHvA effect may be serious­
ly reduced since electrons inivarious parts of the crystal 
will have a different energy level scheme:resulting in a 
spread of energy levels for any particular quantum number n. 
'  I I I .  1  I  
1 
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Chambers (1966b)  has also briefly considered the effects 
of dislocations by assuming that a region of length L of the 
lattice is dilated due to the presence of a dislocation. 
Chambers argues that the almost-free electron interacts negli­
gibly with the lattice except at the Bragg reflection points, 
hence the distortion will leave the form of the real-space 
orbit completely unaffected. But in the region L, the recip­
rocal lattice vector G=2n/a will be moved inwards a distance 
2nô(l/a), so that in this region the relevant k-space orbit 
is moved in by the same amount. The electron follows this 
orbit over the distance eBL/fi in k-space, while traversing 
the distance L in real space, and then returns to the unper­
turbed orbit. From these arguments, Chambers concludes that 
the quantized orbits in k-space given in Equation 1? should be 
replaced by 
where ôn^ Is the change in the number of unit cells in the 
length L. 
Of the possible sources of broadening mentioned above, 
lattice displacements would seem to be the most important 
since the net amplitude of the dHvA effect depends on all 
similar orbits having identical quantized level schemes. An 
explicit expression for the amplitudes of the dHvA effect 
including the effects of dislocations has not yet been derived 
and in the analysis of the data In Section C we will assume 
(62)  
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that the effects are contained in the broadening parameter T^. 
This assumption may not be too coarse since the end result is 
a spread in energy for each Landau level when the whole crys­
tal is considered. 
B. Further Amplitude Reduction Factors 
Several factors which would affect the amplitudes of the 
dHvA effect were considered in Chapter III, and to these we 
must now add the important effects of specimen bending and 
field inhomogeneity. 
Specimen bending can have a very marked effect on signal 
amplitude (Shoenberg 1962,  p. 130). These effects will be 
least if the field is along a direction corresponding to a 
turning point of the frequency; these are the frequencies 
which were studied in this experiment. Shoenberg has found 
that the amplitudes will be reduced appreciably if R = F"n3^/H 
2 2 
> 1 ,  where F" = d F/de and g is a characteristic angle which 
specifies the spread of orientation. Rough estimates of R for 
the V orbit in lead indicate that a spread of orientation 
greater than 1/2° could be serious for a field of 50kG. 
Many of the crystals used in these experiments were x-
rayed before any measurements were made and the Laue spots 
were found to be sharp, indicating that the mean misorienta-
tion angle for the better crystals was probably less than 1/4°. 
Some of the crystals, however, did show a slight splitting of 
the Laue spots (l/2°-l°) after one or more liquid-helium runs. 
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This splitting of the Laue spots indicated that these crystals 
were damaged in the cryostat, presumably due to the twisting 
of the crystals in the glass holder as the temperature was 
lowered. Specimen bending can give erroneous broadening re­
sults and it is very difficult to separate these effects from 
effects due to dislocations. 
The effects of field inhomogeneity on the dHvA amplitudes 
were discussed briefly in Chapter II. There it was indicated 
that the field should be homogeneous to at least 2 parts in 
h, 
10 over the length of the sample if dHvA oscillations from 
large pieces of the P. S. are to be observable. Shoenberg 
has considered the reduction of amplitude due to field in­
homogeneity by assuming a parabolic variation of field [H = 
1 2 H^(l - ^ cz ).] round the center of the specimen. He finds that 
2 the amplitudes will be reduced if R = 2Fcz /H is >1. For 
lead, this means that the field should be homogeneous to a few 
parts in 10^ for fields used in these experiments; as noted in 
Chapter II, magnet G satisfies this requirement over a 9 mm 
region. 
C. Field Variation of Amplitude 
It will be noted that each of the apparent broadening 
effects discussed above tend to reduce the amplitudes most at 
the lowest fields. Thus high fields, such as can be 
obtained by the pulsed-field technique, really become a 
necessity for studying the field dependence of the dHvA 
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amplitudes. Even in high fields, however, the effects of 
crystal bending and field inhomogeneity may appear as an in­
creased broadening temperature, and it is necessary to concen­
trate on improving crystal perfection if the intrinsic broad­
ening of the Landau levels is to be observed. 
Before presenting the field-dependence measurements a 
rough estimate of the expected value of due to impurity 
collisions will be made. By considering the electronic spe­
cific heat Y and the electrical conductivity a, one can obtain 
the following approximate formula for the average relaxation 
time "f 
" » (5%'' («3' 
where Sp is the total Fermi surface area; in deriving this 
result it has been assumed that 1/Vp = (l/Vp). Phillips £t al. 
(1964) find for lead that 
Y = 3.05 ^ 
mole deg 
while CT at room temperature is given by^^ 
—R 
^295 ~ 4*68 X 10~ ohm cm. 
Anderson and Gold (I965) find that is given by 
Sp = 18.32 X 10^6 cm"2 
^The room temperature value of a was estimated from the 
value of a at 0°C given in the American Institute of Physics 
Handbook, I963. 
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With the above experimental values and Equation 63, ? at room 
temperature was found to be 
_ ^ 14 
295°K Toocov - 0.74 X 10' sec. 
From this result and the resistivity ratios in Table 2 we 
estimate 
T^o^ = 3.7 X 10"^® sec. 
Substituting this value of 7 into Equation 21 yields the 
following value for T^: 
Tg = 0.003°K 
which is negligible by comparison with the experimental error 
of about 0.1°K in determining (see below). In Chapter III 
we have shown that the fundamental amplitudes are not appre­
ciably affected by interaction effects, and thus the dHvA 
amplitude expression for dM/dt given in Equation 4-9 is valid. 
This equation is repeated below for convenience: 
1 
^ enu* A.P*(T+T ) 
cos(^-^) exp[ g ] (64) 2 N T F uu ujAi = Y 
r2 
Hence, by holding T constant and varying H, a plot of 
1 
ln[AH^] against g (65) 
should be a straight line. The slope S of this line can be 
used to determine T^ since 
T = (XM*)-1|s| - T (66) 
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Before presenting the results for T^, however, the effect 
of the magnetic field on the magnification Q of the resonance 
circuit must be considered. This could be a problem since the 
dHvA signals sweep through resonance at a very fast rate which 
changes with field. Assuming a high Q circuit, Shoenberg 
(1962) showed that the magnification factor of the circuit 
1/2  
should be roughly proportional to H . In order to check 
this effect experimentally, the following procedure was used. 
A normal field-dependence study of the amplitudes of the a 
oscillations at [100] was made using a high Q (10-20) reso­
nant circuit. The results of these measurements are shown in 
Figure 20 (curve A). After this series of measurements, a 
3300 ohm resistor was placed in parallel with the coil and the 
field-dependence measurements were repeated. This resistor 
effectively reduced the Q of the resonant circuit to one, 
irrespective of the field strength. The results of the ampli­
tude measurements of the a oscillations with this resistor in 
the circuit are shown in Figure 20 (curve B). As can be seen 
by comparing curve A (no resistor) and curve B (3300 ohm 
resistor), the field-dependence measurements are quite inde­
pendent of Q. It should be noted that if Equation 64 were to 
1/2  be multiplied by Shoenberg's factor H this would have the 
effect of lowering the determined value of T^ by a substan­
tial amount, thereby indicating a smaller broadening than 
actually present. In the experiments to be presented now, T^ 
400 
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Figure 20. Field-dependence of the amplitudes of the a oscillations for 
H//[100] showing that the amplitude measurements are not Q limited 
100 
was found to be close to zero for several different oscilla-
1 /? tions, and the inclusion of the magnification factor H would 
have actually yielded large negative numbers from the same 
experimental data. 
The field-dependences of the dHvA oscillations were 
studied in over 60 different crystals and the results of the 
most reliable measurements are compiled in Appendix C; data 
from all crystals which were found to exhibit the slightest 
bending after the measurements were disregarded and all early 
data taken in the less homogeneous magnet P were also disre­
garded. Each set of measurements was fitted to the linear 
variation (Equation 65) using a first-order least-square com­
puter program, and the standard deviation in the slope was 
calculated as described on page 64. The estimated errors for 
T^ quoted in Appendix C were determined as follows. From 
Equation 66 one can write the following expression for the 
error in T + T-D 
ô(T + Tg) = + 
2 * ÔS 
+ S * 
M 
(T + Tg), 
and since ôT is negligible, we have 1 
= ±  68 6H 
* 
(T + Tg); 
the standard deviations in the slope S and in the effective 
it-
mass la were usually of the same order of magnitude, i.e. 
about 1-4^. 
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In the field-dependence plots to be presented now, both 
sides of Equation 64 have been multiplied by exp(A.(-i*T/H) so 
that the slope of the plot 
1 
ln[ AH^exp( ) ] against ^  
•w* 
will depend only on T^, i.e. jS| = \|a Since the expo­
nential is such a rapidly varying function of p*/H, multiply­
ing by this term will considerably increase the apparent 
scatter in the data. 
The field-dependence data of the amplitudes of the n 
oscillations at [100] are presented in Figure 21. Each curve 
represents a series of measurements at the temperature indi­
cated, and the resultant broadening temperatures written 
above the curves were calculated from Equation 66. As shown 
in the figure, is very nearly zero for all of the curves, 
as can be appreciated by comparing with the upper dashed curve 
which gives the slope expected for a hypothetical broadening 
temperature of 1°K. 
Figures 22 and 23 show data for the field-dependence of 
the amplitudes of the a and 6 oscillations at [111], respec­
tively. As for Figure 21, the upper dashed curve indicates 
the slope expected for a broadening of 1°K. is found to 
be nearly zero for these oscillations also, although, there 
appears to be a slight increase in as the temperature is 
Figure 21. Field-dependence of the amplitudes of the n oscillations 
at [100] for several different temperatures. The dashed 
curve is what one would expect for a broadening of 1°K 
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Figure 22. Field-dependence of the amplitudes of the a oscillations at 
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AH^ EXP {x/I* ""/H} (ARBITRARY UNITS) 
a> 00 
zoi 
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lowered. This increase is believed to be due to the presence 
of very strong combination frequencies which modify the ampli­
tudes of the a and 6 oscillations slightly as the temperature 
is lowered. 
Figure 24 demonstrates some typical field-dependence data 
for the Y and p oscillations. As shown in the figure, both of 
these oscillations exhibit a beat pattern which prevents an 
accurate determination of and, thus, the quoted values of 
Tg in Appendix C for these oscillations may be in error by a 
factor of 2. The beats in the y oscillations at [110] have 
already been discussed in Chapter III and will not be men­
tioned further. 
The 3 oscillations are by far the strongest oscillations 
at [100] and it is unfortunate that there is a beat structure 
present in these oscillations, since otherwise very accurate 
values of T^ could have been obtained. This beat pattern in 
the p oscillations was observed in every [100] sample measured 
(over 30), and for each sample the corresponding beat minima 
and maxima always occurred at the same value of l/H; this then 
rules out any possibility of crystal bending being responsible 
for the beats. Further proof that crystal bending is not the 
cause of the beat structure can be seen in Figure 25. This 
figure shows the variation of the [100] area of cross-section 
through a joint of the third-zone electron surface (see Figure 
3), as a function of the normal distance from the point ¥. 
Figure 24. Field-dependence of the amplitudes of the g and 
Y oscillations 
A. Illustrating the beat 
oscillations at [lOOj 
method. T = 1.07°K 
B. Illustrating the beat 
oscillations at [100] 
technique (see-Stone, 
C. Illustrating the beat 
oscillations at [110] 
method. T = 4.l8°K 
character of the p 
using the pulse-field 
character of the p 
using the modulation 
1967). T = 1.14°% 
character of the y 
using the pulse-field 
D. Same as C except T = 1.01°K 
110 
8.0 
6.0 
4.0 
2.0. 
I.OL 
— A 
 ^ [100] PULSE MAGNET -
T = 1.07 "K 
2.0 ioS/H^G"' ) 2.5 3.0 
SUPERCONDUCTING MAGNET-
T= I.K'K 
5.0 
PULSE MAGNET 
I05/H'G ) 
T =4.I8''K 
1.9 2.2 
PULSE MAGNET 
T=I.OI''K 
I05/H(G I) 
{2Tr/a)^ 
0.3096 -
0.3094 -
0.3092 -
0.3090-
0.3088 -
0.3086 0.459 0.541 
0.40 0.45 0.50 
kz (units of 2ir/a) 
0.55 0.60 
Figure 25. Variation of the [100] area of cross-section through a joint of 
the third-zone electron surface (windmill orbit), as a function 
of the normal distance (along [100]) from the point W 
M 
H 
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The curve was calculated from the model Fermi surface of 
Anderson and Gold (I965). As one can see the model predicts 
two extremal areas for the v orbit at [100] and this will 
lead to two periods of slightly different frequencies beating 
together. The predicted beat pattern from the model is 1200 
beats per cycle which is about twice the number observed 
experimentally. However, the model is constructed from only 
four OPW's and can not be expected to have the accuracy needed 
here. The important point is that the model does indicate two 
extremal areas which will lead to a beat pattern in the 
de Haas-van Alphen oscillations for the v orbit. It should 
also be pointed out that in the derivation of the dHvA effect 
/{(kg) is expanded in a Taylor series about an extremal and it 
may be important to include higher order terms from this ex­
pansion when a particular extremal section of the F. S. has a 
very low curvature factor, i.e. the 3 oscillations for instance. 
A short summary of some of the results tabulated in 
Appendix C is given in Table 8. In several experiments it was 
noticed that when old samples were re-examined, the values of 
Tg were found to be higher than the corresponding values 
measured earlier. These observations were especially true for 
crystals which showed a few tenths of a degree broadening in 
the initial measurements. It is believed that the increased 
broadening in these crystals is due to strains being intro­
duced into the sample by the twisting of the specimen in its 
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Table 8. Summary of maximum and minimum broadening tempera­
tures in pure lead 
Orientation osc t(°k) v(khg) % (° :  k) 
[100] Sample Pb--100 -60a . (smallest t^) 
n 1.01 50 
2.94 145 
1.04 81 
-0.01 
-0.09 
0.08 
+ 
+ 
+ 0
0
0
 
Sample Pb-•100 -50b (largest 
n 
a 
pa 
1.04 50 
2.33 145 
1.03 81 
0.98 
0.87 
0.41 
+ 
+ 
+ 
.  06 
.14 
.05 
[110] Sample Pb-•110. -11 (smallest t^) 
-
a 3.99 135 -0.01 + .07 
Sample Pb-.110. -10 (largest tj^) 
a 
Y ^  
4.18 145 
1.01 50 
0.26 
0.3 
+ 
+ 
.20 
.1 
[Ill] Sample Pb-•Ill--10 (smallest t^) 
a 
6 
4.00 135 
4.00 . 135 
-0.01 
-b .  02 
+ 
+ 
.09 
.  06 
Sample Pb-111--1 (largest t^) 
a 
6 
4.16 100 
4.00 100 
0.84 
0.68 
+ 
+ 
.14 
.10 
^The Values of Tg quoted for the g and Y oscillations 
could be in error by a factor of 2 due to the beat character 
present in these oscillations. 
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mounting during each cooling cycle to liquid-helium tempera­
ture. This increase in T^, however, was seldom noticed in the 
later crystals which were cut by the acid-film method, and in 
fact, the values of could be closely reproduced after re­
peated thermal cycling; this improved consistency in the mea­
sured values of is probably due in part to greater care 
taken in the mounting of the crystals and in part to less 
initial damage introduced into the specimen by the cutting 
process. 
Templeton^^ has observed that in copper crystals in which 
the controlled dislocation density is below a certain critical 
Value, the signal strength of the dHvA effect would actually 
increase after repeated thermal cycling to 1°K, whereas if the 
dislocation density was higher than this critical value the 
signal strength would decrease after repeated thermal cycling. 
This effect may also have some bearing on the observed fluc­
tuations in the values of T^ measured in lead. 
In conclusion then, while we have found a wide range of 
broadening temperatures for the Landau levels in pure crystals 
of lead, the lowest observed broadening temperatures were 
essentially zero (i.e. less than 0.1°K) for several fundamen­
tal oscillations at each of the three symmetry directions. 
I. M. Templeton, National Research Council, Ottawa, 
Canada, (these experimentments are being performed in collab­
oration with Z. S. Basinski) private communication, I967. 
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These results would seem to support the theoretical conclu­
sions that the Landau levels should be very sharp in nearly 
perfect crystals of pure materials like lead, in which mag­
netic breakdown does not occur and provided that crystal 
imperfections have not been introduced. 
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V. ABSOLUTE AMPLITUDES AND HARMONIC 
CONTENT OF THE dHvA EFFECT 
A. Absolute Amplitudes 
With the information gathered in Chapters III and IV and 
the values of the curvature factors obtained by Anderson and 
Gold (1965), it is now possible to make a fairly accurate 
estimate of the magnitude of 4ndM/dH for the fundamental 
oscillations. Using Equation 40, the theoretical value of 
|4ndM/dH| is given by 
l6n^T F^N 
H^ 
1 
^ gnu* kP*(T+T ) 
cos(^-^) exp[ g ], (67) 
i.e. just KA^. Various values of the absolute amplitudes for 
the different fundamental oscillations have been calculated 
from Equation 6? and the results are tabulated in Chart 1. 
It will be noted that the cosine factor has not been evaluated. 
In order to compare these theoretical values of |4ndM/dH| 
with the observed values it is necessary to know the net ampli­
fication of the pickup system. The pickup voltage from a dHvA 
sample is proportional to dM/dt and can be written as 
^sample = C^ , (68) 
where the constant C takes into account the following list of 
experimental factors; sample volume, effective number of 
turns of the pickup coil, end effects, glldlng-tone effect 
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Sample H(kC) Tj , (°K) v(kHjj) 4|| 
exp. 
|4l ldMAlH| 
cos I ngu»/2 ) 8' erf .  
Pb-111-10 
lit 100]: F=3.52x10^0, a'=0.87, CF®=4.l>8 
Pb-100-60A 
Pb-100-65 
Pb-100-60A 
Pb-100-65 
Pb-100-60A 
Pb-100-60A 
Pb-100-65 
Pb-110-10 
80.4 
73.4 
0 . 0 0  
0.30 
50 
50 
4 .0 
1.0 
4.0 
1.0 
3.4x10 1.0x10 4.4x10"? 1.8x10-2 
S H O D ] ;  F=5.13x10^0, M*=1.19, CF=0,24 
153.3 -0,00 135 
2.3xlO"3 6.7x10-% 
71.1 0.08 50 4.0 8,6x10-4 1 ,9x10-3 
61.8 0.08 1.0 0.50 1 .2 50 4,0 2.3x10 4 6 .2x10 ^ 1.0 0.28 r 0 .72 L 58.7 0.15 145 4.0 1.3x10 4 3 .4x10-* 1.0 0.28 0 .53 
Y[100]i F=2,42x10^0, M =0 .70,  CFS3.0 
58.4 -^.0 50 4.0 1,9x10-3 1 .2x10-2 1.0 9,4x10 2 0 .59 
aClOO]: F=2,12xlO®G, ^ *=1 .46, CF=44,8 
81.6 0.00 145 4.0 2.9x10-5 2 .6x10-4 1.0 2.9x10"; 0 .25 92,0 0,00 145 4.0 9,4x10-3 7 .8x10 * 1.0 2,9x10-; 0 .24 -124.8 0,08 135 4.0 1.0x10-^ 4 ,1x10'^ 1.0 4.6x10 2 0 .19 
aCllO]: F=l,6lxlO®G, M*=l, .07,  CF=l4.4 
114.8 0,00 135 4.0 6.0x10-? 2 .6x10-2 1.0 9.1x10-; 0 ,40 2 132,4 0,00 50 4.0 1.3x10-2 3 .8x10 2 1.0 0,13 0,  .33 
vCllO]: F=l,79x10^0, M*=0. .51,  CF=18,6 
71,4 0,32 50 4.0 8,3x10"! 3. ,4x10-3( 1.0 5,0x10"^ 2. ,4x10-2( 
a[Ul]! F=l,55xlO®G, U =1. ,10, CF=2,62 
105,0 0,00 135 4.0 4,3x10-3 3. ,6x10"^ 1.0 0,11 , 0,  '91 p 125,5 0,00 50 4.0 1,3x10-2 6. ,4x10-2 1.0 0,16 ,  0.  ,75 130,8 0,00 135 3.49 1,2x10-; 0.  ,12 2.10 4,1x10"; 0.  39 1.07 7,4x10-^ 0. 70 
6[lll]i F=1,09X10®G, M =1. 17, CF=4,88 
109,6 0,00 . 135 4.0 3.8x10-3 1. lxlO"2 1.0 0.10 5 0.  29 p 121,2 0.00 50 4.0 l.lxlO-^ 1. 5x10-2 1.0 0.19 1 0.  26 2 117,0 0,00 135 3.49 8.2x10 i 2. 4x10 2 
2.10 3.8X10 ; 0.  11 1,07 8,9x10-2 0.  26 
Y[lll]i F=2,24xlO?G, u*=o. 64, CF=1,38 
75,5 -0,00 50 4,0 2,2x10-2 4, 3*10-2( 1,0 0,24 0,  48 ( 
o[lll]i F=3,67X10®G, M*=3. 2, CF=12.3 
( 2 ) °  
i 
1,0 4,4x10"^ 0.16 
2,56° 
5.64 
2.29 
5.65 
4.70 
4.81 
( 2 )  
4,62 
2,37 
5.79 
2.13 
5.81 
"CF= 
These values of g were determined by the best overall agreement between theory and experiment. 
^The number in parentheses is the multiplicity of the orbit. 
Chart 1. Absolute amplitudes in lead 
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(see Shoenberg I962) ,  filter reduction, and the effective 
dynamic Q-factor of the resonant circuit. It is very diffi­
cult to calculate C for the resonant circuit because of the 
rapid rate at which the dHvA signals sweep through resonance 
and the effective pickup of the pickup coll is also difficult 
to determine. 
In order to overcome the above complications in deter­
mining C, the following procedure was used. A tiny test coil 
having the same geometry as a typical lead sample was wound 
of No. 50 gauge copper wire. This test coil was then placed 
inside the dHvA pickup coil and the experimental conditions 
used in a normal dHvA run were duplicated. A simulated dHvA 
signal was then fed into the test coil; this signal was peri­
odic in l/H with adjustable frequency F and was derived from 
17 
a voltage-controlled oscillator. , By measuring the input 
current to the test coil and reading the output voltage from 
the dHvA pickup system, the effective amplification of the 
entire system could be determined under the dynamic conditions 
of an actual dHvA experiment. The voltage induced in the 
experimental pickup coil from the simulated dHvA signal can 
be expressed as 
V = C 
simulated dt ' 
^The equipment used to generate the simulated dHvA test 
signal was constructed by Mr. R. A. Johnson, Iowa State 
University, Ames, Iowa, i966. 
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where C ' = C since except from replacing the sample by the, 
test coil of the same dimensions, the experimental factors 
are the same as listed below Equation 68. We may now write 
M' = n^I, where n^ is the number of turns per unit length of 
the test coil and I is the current in the test coil. The 
parameter C in Equation 68 is then given by 
r, . ^simulated 
and it can be determined by the simulation experiment. Thus, 
from the experimental value of one can determine 
|4ndM/dH|. 
Since the net amplification of the dHvA circuit depends 
on which resonant frequency is used and also which filters 
are in the circuit, it was necessary to calibrate each par­
ticular arrangement used in the actual experiments. Correc­
tions were also made for samples which were larger or smaller 
than the test coll. The observed voltages for the various 
oscillations were then converted into values of |4ndM/dH| 
using the above calibrations and these results are listed in 
Chart 1. It is estimated that these experimental values are 
probably valid to within a factor of 2. It will be noted 
that the overall agreement between theory and experiment in 
Chart 1 is generally good for comparisons of this kind. The 
g-factor is not unique and the lowest common values of g 
greater than 2 (about 2.3> 5'7 for orbits on the third-zone 
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electron surface and about 4.7 for orbits on the second-zone 
hole surface) are also included in Chart 1. These values of g 
were obtained by requiring that the theoretical amplitudes 
should be equal to the experimental amplitudes for each of the 
more reliable oscillations (i.e., we have disregarded the Y 
oscillations since there is a beat structure present). 
The experimental values of |4ndM/dH| for several combina­
tion frequencies were also calculated by the above method and 
these results are shown in Table 9» As can be seen in the 
table, the amplitudes of these combination frequencies are 
almost as large as some of the fundamental amplitudes. 
B. Harmonic Content 
The experimentally observed strengths of several har­
monics relative to the fundamentals have been determined and 
these results are presented in Chart 2. The predicted ratios 
from the non-interacting theory have been determined and these 
results are also listed in Chart 2. It will be seen that the 
agreement between the experimental ratios and the theoretical 
ratios predicted from the simple theory is poor and in partic­
ular, the two ratios for the p oscillations are in complete 
disagreement. Since the temperature experiments in Chapter 
III make it clear that the magnetic-interaction effects must 
be taken into account, we have also calculated the harmonic 
content predicted from Equations 4? and 48. To do this we 
have assumed that the dominant term in either equation is the 
Table 9- Absolute amplitudes of combination frequencies in lead®" 
Sample OSC H(kG) (kH^) * n td(°k)  T(°K) 
^^dH exp, 
Pb-100-60A a 92.0 145 1.46 0.00 2.1 4.5xl0~p 
P 61.8 1.19 0.08 2.6x10"o 
a+p 94.4 -2.65 —0.08 2.8x10'-^ 
Pb-110-10 a 132.4 50 1.07 0.00 4.0 1.3x10"^ 
Y 71.4 0.51 0.32 8.3%10"^ 
a+Y 134.2 -1.58 -0.32 4.5x10"-^ 
a 132.4 50 1.07 0.00 1.02 0.13 _2 
Y 71.4 0.51 0.32 5.1x10 , 
a+Y 134.2 -1.58 -0.32 6.8x10' 
Pb-111-10 6 121.2 50 1.17 0.00 2.67 3.7xlO'p 
Y 75.5 0.64 0.00 7.5x10'^ 
6-Y 117.3 -1.81 —0.00 6.1x10'^ 
ô  121.2 50 1.17 0.00 1.03 0.10 
Y 75.5 0.64 0.00 0.13 2 
6-Y 117.3 -1.81 -0.00 1.4x10 2 
a 130.8 135 1.10 0.00 3.59 1.2x10"? 
6 117.0 1.17 0.00 8.2x10]/ 
a+ô 146 -2.27 —0.00 7.3x10 ^  
a 130.8 135 1.10 0.00 
o
 
1—1 cm 4.1x10"? 
Ô 117.0 1.17 0.00 3.8x10'^ 
a+ô 146 -2.27 —0.00 5.9x10"^ 
a 130.8 135 1.10 0.00 1.07 7.4x10", 
6  117.0 1.17 0.00 8.9x10", 
a+ô 146 -2.27 -0.00 2.1x10"^ 
^he frequencies can be obtained from Chart 1. 
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S.nnple ose T(°K) 4:1 dM dH|exp. 
(Fundamental) 
exp. 
COS(ilRU /2) 
oos(nfIgiJ /2) (Theory l)a 
A, 
(Theory 2)' 
'^ll cos(2::g.//2) 
^2 I cos^C:&.*/2) (Equation 4?) 
dflOO]: H(tij^)=6l.8kG, H(e2)=79.4kG, H(0-)=87.7kG, v=l45kHz, Tp=0.08°K 
d, 2.10 2.7x10"^ 0.24 , 0.02 u 0.26 3' 5.4x10"'^ 1.6x10"* 4.2x10" 
^ n oe O.^O 0.10 , 0.69 
0.22 4.310"-' 0.27 
Fb-ir0-(-0A 
Pb-100-65 
Pb-111-10 
Pb-111-10 
Pb-110-10 
'3 
i[100] 
„-2 
1.99 
1.03 
nO^)=58.7kG, H(S2)=74.8kG, H(@2)=80.5kG, v=l45kHz, Tj,=0.15°K 
^ «-2 „ ^ „-2 „ 2.5x10 
0 . 2 8  
0.39 8.8x10 
0.74 
0,38 
-2  
2.1x10 4.1x10 
0.11 1.3x10 
-4 
-2 
0.24 
0.77 
a[lll] and 6[111]: H(a], )=130.8kG, H(a2)=150kG, H(5^)=117kG, H(62)=l4lkG, 
u=135kHz, Tp = 0.0°K 
Y[lll]: H(y^)=39.9kG, H(y2)=55kG, H(y3)=64.IkG, v=135kHz, TQ=0.0 
CL, 3.49 1 .2xlO"2 6, ,6X10"2 2.7X10-2 6,6 8 .lxlO"j 3. 7x10"^ 2.2x10"; 3.6 
a? 2.10 4 .1x10"; 0, .24 _ 9.6x10 « 5.2 5! 3' .8x10-2 9. ,4x10" 8.4x10" — 2.2 
a? 1.07 7'  .4x10 , 0.  .51 0.28 ——— 2.6 
8,  4x10" 0.  17 0.26 1.1 
Yp 2,  .93 3, .7x10'^ 6, lxl0_2 2.6X10"2 6, 4X10_2 2,  6 
: 2,  ,00 2,  3x10 2 8, 1, 9xloJ 3x10 7.1x10"; 7.6x10-3 1, 1. 2x10 ^ ,3x10-2 1, ,2  
Yg 1. ,04 8, 1x10-2 0,  1I7 ? 0.20 , 0, 12 p 0,  .92 
V3 4, ,1x10 5.3x10-2 1, ,2x10 — 
Y[110]: H(Yi)=71.4kG, H(Y2)=94.6kG, H(Y3 )=109.71tG, H(Y2^)=118.5kG, v=50kHz, 
^4 
% 
4.00 
2.11 
1.02 
8.3xlO"3 
3.2x10""^ 
TD=0.3 
5.0x10 -2  
5.6xlO"5 5.8x10-2 
9x10-2 
2.5x10"^ 
0.11 
0.23 _2 6.1x10 
6.1x10 
0.17 4.1x10 
1.1x10 0,30 
0.12 
5.4x10 
,-2 
^ 2 
,-2 
Theory 1 Is the simple theory without magnetic-Interactions. 
Theory 2 Is the modified theory taking Into account magnetic-Interaction effects. 
1.64K2A3 „„„ 
This number was calculated from the following term In Equation 48: et M. cos^(ng^ /2) 
Chart 2. Harmonic content of the dHvA oscillations in lead 
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term containing the highest power of the fundamental ampli­
tude; the relevant term in each case has been evaluated at 
the resonant position of Ag or and these results are also 
listed in Chart 2. As can be seen from the chart, these 
theoretical ratios and the experimentally observed ratios are 
in excellent agreement. The ratio of the assumed dominant 
term in Equation 4? or 48 to Ag or A^ has also been evaluated 
in a few cases and these results are listed in the chart. It 
is apparent from the magnitude of these ratios that the 
assumed dominant terms for the g oscillations are indeed much 
larger than Ag and A^. 
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VI. CONCLUDING DISCUSSION AND SUGGESTIONS 
FOR FURTHER STUDY 
In this dissertation a detailed study of the amplitudes 
of the de Haas-van Alphen effect in lead has been presented. 
As a prelude to this work, it was necessary to devote a great 
deal of time and effort to the preparation of highly perfect 
single crystals. The quality of these crystals can be appre­
ciated by observing the broad spectrum of oscillations 
exhibited in Figures 4, 5> and 6. Several of the oscillations 
shown in these figures have never been observed before. 
There seems little doubt that the magnetic-interaction 
effects first suggested by Shoenberg must be considered when 
measuring the strength and temperature-dependence of the 
harmonic amplitudes. By generalizing Shoenberg*s original 
approach to the magnetic-interaction problem, we have been 
able to account for many of the observed features of the har­
monic oscillations. 
Accurate effective mass (orbit mass) values have been 
measured for all the dHvA frequencies at symmetry directions 
and extensive studies of the field-dependence of the dHvA 
amplitudes have also been made. Although a wide range of 
values of the broadening temperature was found, the important 
point is that the lowest measured values of T^ were less than 
0.1°K. These results for T^j would seem to indicate that the 
Landau levels in nearly perfect crystals of pure metals are 
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generally sharp, and that any experimental values of which 
are appreciably greater than 0.1°K are probably due to crystal 
Imperfections. 
It would be highly desirable to measure the dislocation 
densities of the lead samples used here in order to quantita­
tively correlate these densities with the observed level 
broadening in samples where was appreciable. As far as we 
know, there is no convenient method available at the present 
time to make a direct study of dislocations in a material as 
dense as lead. It may be worth while to study the field-
dependence of the dHvA oscillations in Al, since methods exist 
for studying dislocation densities in this metal and single 
crystals of Al have been grown with very low dislocation 
densities (see N0st 1965). 
Although very small values of were measured for the n 
oscillations in a few crystals, there are some inconsistencies 
in the data which suggest that the broadening for the n oscil­
lations may Increase as the magnetic field is rotated away 
from [100]. These data, however, are inconclusive at present 
and this possible effect needs further Investigation. One 
should also study the second harmonic of the y oscillations at 
[110] to see if there is a definite indication of the u) orbit 
here. 
The question of the possible field-dependent masses 
(Chapter III) needs further investigation, both theoretical 
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and experimental, since this effect may resolve the 4^ dif­
ference between the fundamental masses determined here and the 
corresponding values determined by cyclotron resonance experi­
ments. Finally, serious attention should be given to the 
problem of calculating values for the g-factors for the various 
orbits in lead; the absence of the second harmonic of the Y 
oscillations at [100] is curious and may be due to the partic­
ular value of g concerned. 
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IX. APPENDIX A 
Table 10. Fundamental cyclotron masses in lead 
Sample 
Radius 
(mm) 
! Sign of 
Ê 
H 
(kG) (kH^) * m , 
Y Oscillations at [001] 
Pb-100-50B 0.153 — 55.0 50 0.685 + .008 
Pb-100-60A 0.174 — 58.4 50 0.720 + .003 
g Oscillations at [001] 
Pb-100-50A 0.161 — 90.4 4l 1.202 + .005 
Pb-100-50B 0.153 - 66.6 50 1.190 + .008 
Pb-100-50C 0.160 - 122.7 50 1.182 + .003 
— 76.6 50 1.200 + .002 
Pb-100-60A 0.174 - 71.0 50 1.206 + .003 
n Oscillations at [001] 
Pb-100-50A 0.161 — 83.5 41 0.890 + .006 
Pb-100-50B 0.153 - 61.6 50 0.856 + .007 
Pb-100-50C 0.160 - 70.5 51 0.867 + .004 
106.7 50 0.895 + .005 
Pb-100-60A 0.174 - 65.6 50 0.866 + .006 
+ 73.5 50 0.865 + .010 
Pb-100-63B 0.207 - 68.4 145 0.853 + .004 
Pb-100-65 0.224 - 56.7 50 0.870 + .003 
a®" Oscillations at [001] 
Pb-100-50C 0.160 116.2 145 1.442 + .009 
Pb-100-60A 0.174 92.0 145 1.469 + .007 
Pb-100-63B 0.207 76.5 145 1.52 + .03 
Pb-100-64A 0.216 128.0 145 1.52 + .05 
Pb-100-65 0.224 84.0 145 1.49 + .02 
Pb-lOO-70 0.192 136.6 135 1.41 + .02 
The uncertainties quoted above are standard deviations. 
^'Possible field-dependent mass effects here. 
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Table 10. (Continued) 
Radius Sign of H v * 
Sample (mm) H (kG) (kH^) m /m 
a Oscillations at [110] 
Pb-110-10 0.145 132.4 50 1.079 + .006 
+ 135.8 50 1.069 + .009 
Y Oscillations at [110] 
Pb-110-4^ 0.106 64.2 4l 0.525 + .005 
Pb-110-10 0.145 71.3 50 0.510 + .002 
Y Oscillations at [111] 
Pb-lll-5E^ 0.155 + 72.4 42 0.644 + .007 
65.7 42 0.647 + .004 
91.3 42 0.654 + .006 
Pb-111-10 0.181 
- f 39.8 135 0.62 + .03 
75.5 50 0.653 + .002 
a Oscillations at [111] 
Pb-111-10 0.181 153.2 135 3.20 + ' .04 
a Oscillations at [111] 
Pb-lll-l^ 0.145 + 88.7 100 1.096 + .005 
87.1 100 1.090 + .006 
Pb-111-10 0.181 126.4 135 1.11 + .01 
125.5 50 1.096 + .002 
Ô Oscillations at [111] 
Pb-111-1^ 0.145 + 86.6 100 1.172 + .004 
— 84.4 100 1.13 + .01 
Pb-111-10 0.181 121.2 50 1.170 + .003 
112.2 135 1.169 + .008 
^These data taken early in the present investigation and 
are probably in error due to uncontrolled heating effects 
(Ch. II). 
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Table 10. (Continued) 
Radius Sigri of H v # 
Sample (mm) H (kG) (kH^) m /m^ 
Y Oscillations 20^ from [001] in [110] plane 
Pb-100-l8-2 0.160 + 64.6 76 0.672 + .003 
55.7 76 0.648 + .004 
P Oscillations 20° from[001] in [110] plane 
PlD-lOO-18-2 0.160 + 85.9 76 1.379 ± .009 
81.1 76 1.352 + .007 
a Oscillations 20° from [001] in [110] plane 
Pb-100-l8-2 0.160 - 117.2 104 1.42 + .07 
n or Y2 Oscillations 20° from [001] in [110] plane 
Pb-100-l8-2 0.160 - 57.8 104 1.28 + .02 
136a 
APPENDIX B 
Table 11. Damped Laguerre polynomials;^ exp(-x/2)L^(x) 
2000 3000 4000 5000 6000 7000 
200 < 10"-^° < io"5° < 10-50 < 10-50 < 10-50 < io"50 
400 .2003x10' -28 < 10-50 < 10-50 < 10-50 < 10-50 < 10-50 
600 .2321x10" -1 .4984x10-^2 < 10-50 < io~5o < 10-50 < 10-50 
800 
-.1998x10' -1 -.2100x10"^ < 10-50 < 10-50 A H
 0
 1 0
 0
 
1 0
 
1—
1 V 
1000 .1003x10" -1 .5086x10-2 .2980x10" -1 < 10-50 < 10-50 < 10-50 
1200 • .5132x10-2 .3341x10" -2 .2238x10" -7 < 10-50 < 10-50 
1400 .6210x10-2 .1536x10" -1 -.5614x10" -2 .9196x10' -17 < 10-50 
1600 .2715x10-2 .1282x10" -1 -.3092x10" -2 -.8970x10" -2 .1561x10' -27 
1800 -.1336x10-1 -.1024x10" -1 -.1052x10' -1 -.9929x10' -2 - .9307x10'  -2 
2000 .1195x10"^ -.4635x10" -2 -.7341x10" -2 -.9448x10" -2 -.1454x10" -1 
2200 -.1199x10-1 .4349x10" -2 .2021x10" -2 -.1243x10" -1 .9539x10' -2 
2400 .8975x10-3 -.6485x10" -2 - .106lxl0' -1 -.8506x10' -2 -.9462x10' -2 
2600 .7157x10-2 -.2567x10" -3 - .9886x10'  -2 .3741x10' -2 -.1137x10" -1 
^he asymptotic expansion is essentially correct below the heavy line. 
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. XI. APPENDIX G 
Table 12. Landau-level broadening temperatures (T^) for lead 
Radius Sign of T V To 
Sample (mm) H (°K) (kE^) (°K) 
n Oscillations at [001] , m /m^ = 0.87 
Pb-100-60A 0.174 — 2.94 50 -0.11 + .09 
+ 2.94 50 —0.i4 + .11 
- 2.12  50 -0.11 + .07 
- 1.01 50 -0.06 + .07 
Pb-100-63B 0.207 - 3.36 50 0.20  + .12  
- 2.54 50 0.14 + .07 
- 1.99 50 0.26 + . 06 
- 1.06  50 0.22  + .06  
Pb-100-62B 0.142 - 3.00 50 0.33 + .12  
Pb-100-65 0.224 - 3.80 50 0.31 + .12 
- 2.98 50 0.31 + .10 
- 1.03 50 0.34 + .07 
_ 2.98 50 0.33 + .11 
— 2.98 50 0.27 + .09 
— 2.10 50' 0.41 + .07 
Pb-100-50C 0.160 - 3.36 50 0.32  + .12 
- 3.36 145 0.48 + .17 
— 1.01 50 0.41 + .07 
Pb-100-50A 0.161 - 4.10 50 0.49 + .23 
+ 1.05 50 0.72  + .06  
Pb-100-64A 0.216 - 3.04 50 0.72  ±  .11 
- 2.55 50 0.78  + .09 
Pb-100-64A^ 
- 1.01 50 0.72  + .07 
0.172 - 3.35 • 50 0.63  + .15 
- 3.35 50 0.59 ± .12 
Pb-100-50C^ 
- 3.02  50 0.80 + .12 
0.160 - 1.04 50 0.81 + .09 
Pb-100-50B 0.153 - 1.04 50 0.98 ± . 06 
The uncertainties quoted above represent standard devia­
tions in the slope and the mass as explained in the text. 
^These are re-runs of samples run earlier. 
Table 12. (Continued) 
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Radius Slgo of T V TD 
Sample (mm) H (°K) (kH;) ( °K) 
Oscillations at [001], m /m^ = 1.19 
Pb-100-63B 0.207 _ 1.07 81 0.01 + .05 
Pb-100-60Z 0.174 - 1.04 81 0.08 + .05 
Pb-100-65 0.224 — 1.03 81 0.14 + .05 
Pb-100-50A 0.161 - 1.04 81 0.20 + . 06 
Pb-100-64A 0.216 - 1.04 81 0.32 + .05 
Pb-100-50C 0.160 - 1.03 81 0.38 + .05 
Pb-100-50B 0.153 - 1.03 81 0.41 + .05 
Pb-100-50C 0.160 - 2.51 81 0.42 + .10 
- 1.99 81 0.45 + .10 
Pb-100-50A^ 0.161 - 1.03 81 0.59 + .05 
Pb-100-15 0.135 — 1.13 81 0.98  + .10 
a Oscillations at [001], m /m^ = 1.46 
Pb-100-60A 0.174 - 2.94  145 -0 .09  + .07 
Pb-100-65 0.224 - 3.80  145 0.17  + .11 
— 2.98  145 0.13 + .10 
- 3.80  145 0.23  + .10 
Pb-100-65* 
- 2.98  145 0.21  + .08  
0.224 - 3.83 135 0.02 + .13 
Pb-100-50C 0.160 — 3.36 145 0.08 + .11 
Pb-100-64A 0.216 - 3.35 145 0.16 + .10 
Pb-100-63B 0.207 - 3.36 145 0.18 + .09 
Pb-100-50C* 
- 2.54 145 0.18 + .08  
0.160 - 3.36 145 0.33 + .10 
Pb-100-50A 0.161 + 3.37 145 0.58 + .09  
- 3.37 145 0.55 + .11 
- 3.37 145 0.50 + .09  
Pb-100-62B r 24 - 3.36 145 0.65 + .09 
Pb-lOO-18 0.175 + 2.07  145 0.55 + .11 
- 2.07  145 0.63  + .13 
The 3 oscillations exhibit a long beat (660 cycles) and 
the slopes were determined by assuming that the two frequen­
cies giving rise to this beat have the same mass (see Figure 
24). Tjj values quoted for these oscillations could be in 
error by a factor of 2. 
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Table 12. (Continued) 
Sample 
Radius 
(mm) 
Sign 
H 
of T 
(°K) (kH^) (%) 
Pb-100-15 0.135 2.06 145 o .6o + .10 
Pb-100-50A 0.161 - 2.72  145 0.59  + .16  
Pb-100-50B 0.153 - 2.33  145 0.87 i .14 
Pb-lOO-lS^ 0.175 - 3.35  145 1.03 + .17 
Pb-100-37 0.200 - 2.49 189 1.12 + .16 
+ 2.06  189 1.07 ± .12 
a Oscillations at [100], m*/mg = 1.07 
Pb-110-11 0.182 4.18 145 -0.02 + .07  
— 3.99  135 -0.01 + .07 
Pb-110-10 0.145 - 4.18 145 0.26 + .20 
Y° Oscillations at [110], m*/mg = 0 .51  
Pb-110-10 0.145 4.18 50 0.31  ±  .10 
— 1.01 
4f. 
50 0.31 ± .10 
a Oscillations at [111], m /m^ = 1.10 
Pb-111-11 
Pb-111-10* 
Pb-111-10 
Pb-111-13 
Pb-lll-l4 
0.210 4 .00  I45d -0 .04  + .10  
0 .181 4 .00  135a -0 .01  + .09  
3 .01  135a 0 .16  + .06  
2 .11  135* 0 .14  + .09  
0 .181 4 .02  l45 0 .32  + .07  
3 .01  145 0 .28  + .06  
1 .82  145 0 .37  + .11 
0 .178 3 .62  145 o .o4  + .19  
0 .137 4 .00  145 0 .35  + .07  
3 .00  145 0 .42  + .06  
°The Y oscillations exhibit a beat pattern at [110] 
(42.5 cycles per beat) and Tp was estimated from the maximas 
in this pattern (see Figure 24). T~ values quoted for these 
oscillations could be in error by a factor of 2. 
^These measurements were made with a four-pole 135 
kilohertz-bandpass Butterworth filter. It is believed that 
the greater broadening in this sample measured at l45 kilo-
hertz is due mainly to the presence of very strong combination 
tones. 
Table 12. (Continued) 
Radius Sign of T V ÏD 
Sample (mm) H ( K) (kH^) ( °K) 
a Oscillations at [111], mVm^ = 1.10 
Pb-lll-l6 0.159 2.10 135 0.46 + .07 
Pb-111-12 0.243 - 3.98 145 0.55 + .07 
Pb-111-1 0.145 + 4.16 100 0.70 + .15 
+ 2.06 100 0.73 + .05 
+ 1.00 100 1.01 + . 06 
- 4.16 100 0.84 + .14 
- 2.06 100 0.77 + .05 
- 1.00 100 1.01 + .04 
Pb-111-50 0.180 + 1.04 177 1.24 + .07 
— 1.05 177 1.24 + .07 
Ô Oscillations at [111], m*/m^ = 1.17 
Pb-111-11 0.210 _ 4.00 145. 0.15 + .12 
Pb-lll-lO®- 0.181 4.00 135Î -0.02 + .06 
_ 3.00 135* 0.17 + .04 
2.11 135& 0.15 + .04 
Pb-111-10 0.181 — 4.02 145 0.28 + . 06 
— 3.01 145 0.30 + .04 
- 1.82 145 0.40 + .05 
Pb-111-13 0.178 — 3.62 145 0.00 + .10 
Pb-lll-l4 0.137 — 4.00 145 0.30 + .08 
— 3.00 145 0.40 + .06 
Pb-lll-l6 0.159 - 2.10 135 0.46 + .04 
Pb-111-12 0.243 - 3.98 145 0.57 + . 06 
Pb-111-1 0.145 + 4.16 100 0.80 + .16 
+ 4.00 100 0.75 + .09 
+ 2.06 100 0.79 + .04 
+ 1.00 100 1.01 + .03 
— 4.00 100 0.68 + .10 
- 2.06 100 0.73 + .05 
- 1.00 100 0.96 + .03 
Pb-111-50 0.180 + 1.04 177 1.25 + .06 
- 1.05 177 1.40 + .08 
