CGにおけるデータ駆動型モデリングと映像数理への期待 (統計的モデリングと予測理論のための統合的数理研究) by 藤堂, 英樹
Title CGにおけるデータ駆動型モデリングと映像数理への期待(統計的モデリングと予測理論のための統合的数理研究)
Author(s)藤堂, 英樹


















その技術拡張に関する研究を紹介した.ブレンドシェープモデルでは,初期顔 \mathrm{f}_{0} , 表情変化基底
\mathrm{B} , 混ぜあわせ重みベクトル \mathrm{W} を用いて \mathrm{f}=\mathrm{B}\mathrm{w}+\mathrm{f}_{0} の形で最終的な表情 \mathrm{f} を表現する.
まず,文献同で紹介されているピン&ドラッグによるブレンドシェープのための直接編集手法
についての紹介を行った.この手法では,ピンによる位置制約 \Vert \mathrm{B}\mathrm{w}-\mathrm{m}\Vert^{2} (\mathrm{m} はピンの移動ベク
トル) と正則化項 \Vert \mathrm{w}\Vert^{2} により,ピンでの直接編集を実現している.しかし,単純な正則化項のみ
では補間形状が壊れやすくなるという問題があった.そこで,本講演では,文献 [7, 10] の手法を





[2] を紹介した.この手法では,時間変化する表情 \mathrm{f}_{1} , 端から,PCA 解析により表情変化基底
\mathrm{U}= (\mathrm{u}_{1}, \mathrm{u}_{p}) を抽出することにより,全体的な表情変化のモデル \mathrm{f}=\mathrm{U}\mathrm{c}+\mathrm{e}_{0} を構築してい
る.ここで, \mathrm{c} は各基底を混ぜ合わせるための重みベクトル, \mathrm{e}_{0} は時間変化する表情の平均顔に相
当し,ブレンドシェープモデル \mathrm{f}=\mathrm{B}\mathrm{w}+\mathrm{f}_{0} と同様の式で表情変化をモデル化できる.得られた
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むように特徴ベクトル \mathrm{v}=(L, a, b,x, y) を構成し,クラスタリングする手法も多く提案されてい
る.例えば,Super-\mathrm{P}\mathrm{i}\mathrm{x}\mathrm{e}\mathrm{l}\mathrm{s}[1] のような手法では,色と位置情報を考慮して領域を少ない数に分割す
ることにより,画像の最適化計算を高速化することができる.
また,より Semantic な領域分割が必要な例として,Intrinsic Images[5] が挙げられる.この問










データベースによる高解像度化手法 [9] では, 2\mathrm{D} の高解像度シミュレーションをデータベース
として用意し, 3\mathrm{D} の低解像度シミュレーションと組み合わせることで高解像度化を実現する. 2\mathrm{D}
速度場のシミュレーション結果 \mathrm{u}_{1}, \mathrm{u}_{n} に対し,PCA による次元圧縮を行い,bi, \mathrm{b}_{p} からな
る速度場の基底をデータベースとして抽出する. 3\mathrm{D} でシミュレーションする際には,低解像度の
シミュレーション速度場 \mathrm{V}_{l} に対し,低解像度 PCA 基底の当てはめ \displaystyle \min_{w:}\Vert \mathrm{v}_{l}-\sum_{i}^{p}w_{i}\mathrm{b}_{li}\Vert^{2} を行
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