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Abstract
In this paper, we present a watercolor inspired method
for the rendering of surfaces. Our approach mimics
the watercolor process by building up an illuminated
scene through the compositing of several layers of semi-
transparent paint. The key steps consist of creating textures
for each layer using LIC of Perlin Noise, and then calculat-
ing the layer thickness distribution using an inverted sub-
tractive lighting model. The resulting watercolor-style im-
ages have color coherence that results from the mixing of
a limited palette of paints. The new lighting model helps
to better convey large shape changes, while texture orienta-
tions give hints of less dominant features. The rendered im-
ages therefore possess perceptual clues to more effectively
communicate shape and texture information.
1 Introduction
Through the careful use of a brush, a skilled watercolor
artist is able to distribute semi-transparent pigments on a
sheet of paper in a manner that creates a meaningful image.
An artist can paint surfaces in a way that conveys the shape
and texture of an object that might not be visible in real-
ity. In addition, through the careful selecting and mixing
of a limited palette of paints, an artist can present a sense
of color harmony while at the same time adding a distinct
mood to a scene. In this way, an artist can create a painting
that may not be true to reality, but is rich with information.
Our work uses ideas from watercolor painting to com-
municate information about objects in a scene that might
not be visible with more photo-realistic rendering methods.
The goal of our work is not to produce realistic watercolor
pictures, but rather it is to use watercolor techniques that an
artist might employ to convey perceptual clues that could
help illustrate shape and spatial relationships. Our work
does not attempt to use painterly rendering for its own sake,
Layer Texture Generation
Layer Lighting Calculations
                 Compositing 
     (using the Kubelka−Munk model)
Image
Figure 1. An iterative non-photorealistic ren-
dering process using a watercolor approach.
but rather as a means to present more information.
Our method builds up a scene by iteratively compositing
layers of watercolor paint as shown in Figure 1. Each it-
eration requires the computation of a texture for that layer,
and the determination of how the thickness of the paint in
that layer should vary across the image. The texture for each
layer is computed using Line Integral Convolution (LIC) [2]
along one of the principal curvature directions. Then the
layer thickness is determined using a modified Phong shad-
ing model. Since lighting is performed through the process
of mixing pigments, a subtractive color model is used. This
requires an inverted lighting model that indicates illumina-
tion not through the adding of color where an object is lit,
but rather through the adding of paint based on an object’s
darkness.
Both of these techniques occurs in 3D object space,
which stands in contrast to 2D painterly image filters that
process images entirely in 2D projected image space. By
avoiding image-space manipulation, frame-to-frame coher-
ence is maintained, allowing for the creation of animation
that avoids the ”shower door effect” [1] or other jittering ar-
tifacts. In addition, by calculating textures in the 3D object
space, it is possible to use painterly washes and textures that
are derived from the objects themselves, rather than from
a 2D projection of those objects. Our painterly illumina-
tion model allows for painterly variations of value and tone,
which is derived from lighting information in the 3D object
space. This would be difficult to derive from a projected 2D
image.
2 Related Work
Several authors have described the use of principal
curvature directions for the perceptually meaningful non-
photorealistic rendering of surfaces. Interrante [9] describes
how LIC along the principal curvature directions can be
used to create brush stroke textures. Her work deals with
the creation of individual brush strokes and describes issues
involved in selecting their density, thickness, and color to
produce images that convey information for scientific vi-
sualization applications. In a following work by Girshik
and Interrante [5], lines are rendered on a surface by tracing
along one of the principal curvature directions.
Hertzmann and Zorin [8] describe an algorithm for the
rendering of smooth surfaces in a line-art style. They cre-
ate hatching patterns along the smooth curvature direc-
tion fields to communicate shape information. They also
describe how C2 subdivision surfaces and their principal
curvature directions can be computed. Our work creates
painterly textures for subdivision surfaces. Our algorithm
first calculates raw principal curvature direction vectors us-
ing the method described by Hertzmann and Zorin [8].
These directions are then assigned a consistent orientation
and smoothed. After this step, LIC along one of the princi-
pal curvature directions is performed like the work done by
Interrante. Our work differs in that we apply LIC to Perlin
Noise [13], allowing for a wide range of painterly textures.
In addition our work uses several textures for each surface,
with each texture applied to a different paint layer.
Gooch et al. [6] introduce a non-photorealistic lighting
model that uses tone for illumination. By varying the color
temperature along a surface from warm to cool they are able
to convey visual clues as to the shape of objects while re-
serving extreme lights and darks for highlights and edge
lines. Curtis et al. [3] describe a model for simulation of
a wide range of watercolor techniques. They present an in-
teractive watercolor paint system that allows a user to paint
a number of realistic watercolor effects. They also show
a process for the ”watercolorization” of images and as an
extension the ”watercolorization” of projected 3D scenes.
Nishita et al. [12] describe an algorithm for the display of
individual brush stokes using Bezier Functions, while Way
et al. [15] present a technique that uses of database of paint-
ing components that are applied to contours sketched by the
user to create computer-generated Chinese paintings.
For our work we sought a lighting model that uses per-
ceptually meaningful color temperature variations as used
by Gooch et al., one that is produced in a manner analogous
to how a real watercolor artist would apply paint a scene.
This is accomplished through the compositing of several
layers of paint of varying color temperature. Based on the
lighting of a scene we calculate the paint thickness distribu-
tion for layers and then composite using the Kubelka-Munk
(KM) color model [7] as used by Curtis et al. [3]. The KM
model can be used to model pigments in terms of both their
absorption and scattering characteristics. This makes possi-
ble more realistic calculation of colors which would result
from the ordered application of successive layers of paint.
3 Watercolor
Watercolor is unique from other painting mediums in
that semi-transparent pigments are used extensively, un-
like the relatively opaque paints often used in oil or acrylic
painting. These watered pigments can be applied using a
wide range of brushes and techniques. One of the most
common techniques used in watercolor is the application
of thin washes of watered paint to regions of the paper. By
compositing several consecutive washes on a sheet of pa-
per, an artist can built up a scene. She can mix colors on
the paper by applying a semi-transparent wash over washes
that have already dried, allowing parts of the deeper wash
to show through.
Unlike in oils painting, where an artist might mix white
paint to form a lighter color, in watercolor, light colors are
created by using less paint, permitting more of the under-
lying white paper to show through. White regions are of-
ten reserved for specular lighting, and can be achieved not
though the application of white paint, but rather by avoid-
ing painting in the highlight regions entirely. In some cases
a masking fluid is applied that is later removed, preserving
the underlying white color of the original paper.
An artist is able to convey a mood or atmosphere in a
work through the careful selection of colors. In addition,
by using a limited set of paints, and only using colors that
can be created through the mixing of those paints, an artist is
able to add a sense of ”rightness” and color harmony [10] to
a work. It is important to note that the watercolor pigments
do not mix as light does. The mixing of red, green and blue
paint does not yield white as it does with light, but instead
might result in a bluish gray color.
An important part of lighting in watercolor involves not
only the value or intensity of the applied paint, but also the
color’s temperature. Warm colors include yellow, red and
orange, and can convey a sense of cheerfulness and excite-
ment, while cool colors include blue, green and purple, and
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Figure 2. The process of layer texture gener-
ation.
can give a refreshing, relaxing, or perhaps gloomy feel. In-
dividual colors can be relatively cool or warm; for example,
there are cool yellows and warm blues. Warm colors are
often used to show surfaces that are directly lit by a light
source, since light sources like the sun are usually warm
in color. On the other hand, shadows are usually cooler in
color since the light in shadowed areas is often the result of
light reflected off other objects, or from a blue sky. In water-
color, shadows are rarely depicted as being simply darker,
instead an artist will often look closely at a shadow in an
attempt to identify any colors the shadow may possess. A
shadow wash is often applied over an object that has already
been painted with its diffuse color, making possible the un-
derlying color of the object to show through.
4 Texture Generation
In our work, watercolor style textures are created in the
3D object space rather than in the final image plane. This
can be contrasted with how a real artist creates a painting
where the paint is manipulated exclusively on the image
plane, specifically on a white sheet of paper. This devia-
tion from the real watercolor creation process is necessary
to create animation that avoids temporal artifacts. Our work
does not focus on the synthesis of individual brush strokes,
but instead focuses on the creation of wash-like textures.
Figure 2 summarizes the process of layer texture gen-
eration. Textures are created by performing LIC of Perlin
Noise along one of the principal curvature directions of a
surface.
Although principal curvature direction field lines are not
visible in reality, they can be used to approximate one way
an artist might use a brush to convey the shape of a surface.
Raw principal curvature directions are calculated for each
vertex of a triangular subdivision-surface using the tech-
nique described by Hertzmann and Zornin [8]. Their op-
timization technique for smoothing the principal curvature
directions is not employed in order to avoid discarding fea-
tures that might be eliminated in the optimization process.
Each principal direction is not a vector since the maxi-
mum and minimum curvatures at a point on a surface are the
same forward as backward. However, in order to perform
proper linear interpolation between vertex samples on the
surface, a consistent vector orientation is defined. It is de-
sirable to define an orientation of these vectors such that the
vectors are smooth with respect to their neighbors. Rather
than performing a global optimization of these orientations,
a greedy breadth-first search approximation is utilized. An
initial vertex seed is chosen at random. Then, in a breadth
first search manner, the orientations of the neighboring ver-
tices is defined such that smoothness is maximized with re-
spect to those vertices that have had their orientation already
defined. This process is repeated several times with differ-
ent seeds, keeping the set of orientations that resulted in the
highest amount of smoothness. After this step, vector aver-
aging can be performed between each vertex and its neigh-
bors to smooth the curvature vector fields further.
Once the smoothed, vectorized principal curvature direc-
tions are calculated, they are used to perform LIC of Perlin
Noise. LIC is a technique that low-pass filters a volume
along a direction and has been used extensively for vec-
tor field visualization. Unlike the work of Interrante [9]
that uses LIC along principal curvature directions to cre-
ate brushstrokes, we apply LIC to Perlin Noise to create
textures that more closely resemble a watercolor wash. We
have found that the smoothing of Perlin Noise can be used
to create a wide range of textures that can roughly approxi-
mate the appearance of watercolor. By applying a gain and
bias [4] to the noise prior to LIC it is also possible to create
textures that range from smooth and wash-like (Figure 3)
to distinct and brush-like (Figure 4). It is also possible to
further soften the texture by applying a gain and bias after
the LIC step. Convolution is done by tracing a path along
the surface in 3D space while accumulating the volumetric
noise function. This smoothes the noise along one of the
principal curvature directions, resulting in an appearance
reminiscent of which a wet brush would create. Although
the smoothing of Perlin Noise along a principal curvature
direction does not have any physical relationship with the
distribution of watered pigments on paper, we have found
that the resulting textures can be perceptually meaningful
and visually pleasing.
Figure 3. Smooth and wash-like appearance.
A wash-like texture does not show brush-
strokes, but rather has an appearance remi-
niscent of one that might be created while dis-
tributing watered pigment with a large brush.
5 Pigment Based Lighting Model
Through the compositing of a limited palette of semi-
transparent paints, a watercolor artist is able to create light-
ing effects that not only provide clues to the shapes of ob-
jects in a scene, but also present a desired mood or atmo-
sphere. We present a pigment-based illumination method to
mimic the way light might be painted in watercolor.
Combining colors from a limited palette is an important
part of watercolor painting. Like the work done by Curtis et
al. [3], the KM model is used to simulate the compositing
of pigment layers of watercolor paints. If a simple addi-
tive color model were used instead, a different set of colors
would result from the mixing of a limited palette. These
colors would not give the same sense of color coherence
that would occur with real watercolor paints.
Illumination through painting requires the inversion of
traditional lighting equations since instead of adding light
to a scene, one composites colored paints onto white paper.
In traditional computer graphics, objects are often thought
of as having an ambient color, to which diffuse and spec-
ular lighting is added. Since our method uses a subtractive
pigment color model, this process must be reversed. Instead
of adding color where a surface is lit, we apply additional
pigment where a surface is dark. This occurs through the
compositing of several wash-like layers of paint not only to
indicate diffuse lighting, but more importantly to add paint
to unlit regions.
First, the specular or highlight regions of the scene
Figure 4. Distinct and brush-like appearance.
By sharpening the Perlin Noise prior to LIC a
texture is created that is much more distinct,
with a more brush-like appearance.
are identified. These bright regions correspond to areas
on a painting where the watercolor pigment should not
be applied or should be applied in a very thin layer. A
layer of paint is then added for diffuse lighting. Objects
are typically painted entirely in their diffuse color except
for those regions that have been identified as having
a strong specular component, in which case paint is ei-
ther not applied, or is applied thinly. This can be defined by:
diffuse thickness = (1  (V R)nk
specular
)k
diffuse
where V is the view vector and R is the reflected
light direction.
Then a layer of paint is composited to indicate shading.
This ”unlit” layer indicates to what extent an object does
not receive diffuse lighting and can be defined by:
unlit layer thickness = (1  (LN))k
ambient
where N is the surface normal and L is the light source
direction. In other words, those regions that have no diffuse
lighting as calculated by a Phong shading model receive the
thickest layer of paint. Paint thickness is reduced in those
areas that receive the most lighting. Figure 5 displays the
diffuse-light layer (top), the unlit layer (middle), and their
composited result (bottom) for a two cups model.
Finally, a brush-like layer of brush shaped paint can be
added. This corresponds to dry brush stroke techniques a
watercolor artist might use after the final wash has dried.
This layer is created in the same manner as the wash-like
Layer 1: Diffuse lighting
Layer 2: Unlit wash
Composited result (Layer 1 + Layer 2)
Figure 5. Layers of paint are added for diffuse
and unlit color contributions.
Layer 1 + Layer 2
Layer 3: Brushed shaped paint
Final Composited result (Layer 1 + Layer 2 + Layer 3)
Figure 6. A third brush-like layer of paint is
added to produce the final image shown on
the bottom.
layers, except with Perlin Noise that has had a gain and
bias applied to it prior to LIC. Figure 6 shows the result
of adding the brush-like layer to produce the final image.
Watercolor paintings rarely have smooth Phong shading.
Not only is it very difficult for a human to paint smooth
Phong shadings with a brush, but by making the lighting
transitions more abrupt it is possible to make the large shape
changes more distinct. In order to reduce the appearance
of extremely smooth computer generated Phong shading, a
gain and bias is applied to the unlit paint layer thickness.
Figure 7 shows this difference. The left image has smooth
Phong shading while the right one displays rough transi-
tions as a result of mimicking the watercolor process.
An artist often fades the edges of a surface to give an
object a softer appearance. This effect can be simulated by
thinning a layer of paint, depending on the degree that a
polygon faces the viewpoint. The paint thickness is varied
depending on the dot product between the viewing direc-
tion, and the surface normal. This is similar to techniques
that have been used for silhouette detection [11], except that
instead of drawing a dark silhouette, the edges are softened.
The resulting images have a softer appearance as desired.
Figure 8 shows images before and after softening. By atten-
uating the ambient layer of paint in the silhouette regions,
the cup has a much softer appearance. In particular the left
side of the cup fades into the background and the dark line
on the right side of the cup has been removed.
Our pigment based illumination model allows shading
to occur using a discrete palette of paints that are mixed
to produce a set of colors like those found in watercolor.
This would not be the case if a simple additive color-mixing
model were used. Through the careful selection of paints,
it is possible to create a variety of atmospheres that have
a sense of coherence made possible by the mixing of pig-
ments from a limited palette. In Figure 9, the left image
uses cool colors and has a gloomy appearance while the
right image was generated by using a bright palette of colors
to achieve a much more cheerful atmosphere. Notice in the
left image the cool blue used for the unlit layer and the rel-
atively cool red for directly illuminated regions. In the right
image, a very warm orange is used for the diffuse layer with
a warm yellowish-green used for shading. The unlit layer
still has a cooler color than the diffuse layer. This change
in temperature as well as intensity helps give the shading a
more watercolor styled appearance.
In addition, by selecting paints for unlit and illuminated
layers based on temperature, objects can have warm diffuse
lighting and have cool shadows, as is often found in tradi-
tional watercolor. Figure 10 shows a rendering of the Utah
Teapot using a standard Phong lighting model, while Fig-
ure 11 demonstrates the use of varying temperatures.
Usually the diffuse layer of pigment covers an object
in its entirety. Thus, after the unlit layer of paint is added,
the darker regions still have parts of their diffuse color
present. However, it is sometimes desirable to minimize the
amount of mixing that occurs between the diffuse and unlit
colors of an object, in which case the diffuse layer of paint
can fade as the amount of diffuse lighting on an object is
reduced. The corresponding equation would look like:
diffuse thickness =
(1  (V R)
n
k
specular
)(LN))k
ambient
This can be particularly effective in changing the tempera-
ture of an object from one extreme to the other as seen in
Figure 12, but also causes less of the object’s underlying
color to be shown in the shaded regions.
The rendering framework is implemented using ray trac-
ing with the layer textures generated procedurally on a per
pixel basis. For better performance a more efficient imple-
mentation could use pre-calculated textures generated using
Fast LIC [14]. The current ray tracing implementation does
not render at real time rates at higher resolutions. Neverthe-
less, low-resolution 128x128 images of the scene shown in
Figure 9 can be rendered in under 1 second with an AMD
Athlon 1.4 GHz processor which makes possible interactive
tuning of texture and viewing parameters.
6 Conclusions
We have presented a method for non-photorealistic ren-
dering using watercolor inspired textures and illumination.
The method has produced encouraging results that provide
perceptual clues about an object’s shape that might not be
visible with more photorealistic rendering methods. The il-
lumination technique used allows the rendered images to
have a sense of color coherence. In addition color tem-
perature can be varied as well as color value to indicate an
object’s shading. The combination of these techniques al-
low us to create images that can be more meaningful than
a photorealistic rendering of the same scene. Since both
of these methods are applied in 3D object space, animation
sequences can be generated without temporal artifacts that
could detract from the shape information being presented.
Future work includes investigating how even more
meaning could be conveyed using watercolor methods. Wa-
tercolor artists have a vast array of techniques at their dis-
posal. This paper has only covered a few of them. By using
additional techniques even more meaningful images could
be created. However, some watercolor techniques are not
well suited for indicating the properties of a given shape.
For example, the fading of paint at the edges of an object
might mimic a particular watercolor style, and can show
softness in an object, but the perceptual clues provided from
having sharper edges can also be lost. Future work on im-
proving user interfaces to allow intuitive selection of a vari-
ety of painting styles could permit the user to quickly select
Figure 7. The left image has smooth Phong shading that would be difficult for a watercolor artist to
create with a brush. By applying a gain and bias to the thickness of the unlit layer the user can make
the shading much more abrupt as shown in the right image.
Figure 8. Before (left) and after (right) edge softening. Notice that the left side of the cup fades into
the background and the dark line on the right side of the cup has been removed.
Figure 9. The left image uses cool colors and has a gloomy appearance. Through the use of a warmer
palette of colors a much more cheerful atmosphere can be achieved as shown in the right image.
Figure 10. The Utah Teapot rendered using
the standard Phong Shading model.
Figure 11. Utah Teapot rendered using our
technique. The selection of paints for each
layer permits temperature to vary based on
the lighting in the scene.
Figure 12. A result of minimizing the amount
of mixing between the diffuse and unlit paint.
Figure 13. The wash-like textures help indi-
cate the shape of the surface. In particular
notice the curved regions where strokes fol-
low the shape of the surface.
rendering parameters appropriate for the presentation of a
given object.
We have started preliminary work on how this technique
can be used for scientific visualization applications. Fig-
ure 13 shows how our approach can create images that could
be helpful to scientists and engineers in their work. Future
work includes how our technique could be used for a wider
variety of scientific datasets.
Other further work includes research into how images
could be produced that would resemble more closely real
watercolor paintings. Since real watercolor paintings are
created entirely in the 2D image plane, it appears a number
of watercolor effects would require manipulation in the im-
age plane rather than object space. As such, creating realis-
tic watercolors, while preserving frame-to-frame coherence
for animation, offers a number of challenges.
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