The logratio methodology widely used in compositional data analysis is not applicable when some components have rounded zeros. There are many univariate and multivariate methods that have been used to deal with rounded zeros. However, both of them have restrictions: the univariate methods replaced the rounded zeros only using the information of the corresponding component; the multivariate methods need to assume the distribution of transformed data. When the form of the distribution function is unknown, a multivariate nonparametric replacement approach is proposed in this paper. The proposed method uses conditional expected value based on isometric logratio coordinates to replace rounded zeros, in which the conditional density is estimated through multivariate Gauss kernel function. The permutation invariance and invariance under change of orthonormal basis are also presented. Simulation studies show that the proposed method has better performance than previous methods as the percentage of rounded zeros increases. The proposed method is also applied on the moss data from the Kola project.
Introduction
Compositional data, or compositions, are vectors in which all components are positive real numbers and carry only relative information [1] . These vectors can be represented as proportions using closure operation, that is, they multiplied by the appropriate scaling factors. Two vectors are compositional equivalent if they can be expressed in the same proportion, thus compositions can be viewed as equivalence classes, in which all vectors convey the same compositional information [18] . This type of data often occurs in geosciences, biosciences, economics and many other disciplines [1, 16, 18] .
Compositional data provide information only about the relative magnitudes of the components, the logratio methodology plays a key role in compositional data analysis. Three logratio transformations including additive logratio (alr) transformation [1] , centered logratio (clr) transformation [1] and isometric logratio (ilr) transformation [6] were proposed. The relationship between alr transformation and clr transformation is well known [1] , and ilr transformation can be represented by means of alr transformation or clr transformation [6] . Because the alr transformation is non-isometric, and the clr transformation results in singular covariance matrix, the ilr transformation which can avoid the above drawbacks is suggested. The logratio transformations transform compositional data to coordinates in real space. However, zeros may exist in some components, thus the logratio transformations fail.
There are three kinds of zeros in compositional data set: rounded zeros, count zeros and essential zeros [9] . In this paper, we are interested in the rounded zero which is not true zero and results from the existence of value below a threshold. When the threshold is rounding-o error, the component is present in a very small quantity and rounded to zero; when the threshold is detection limit, the value below the detection limit cannot be observed and is commonly reported as zero. There are many classic methods in rounded zeros problem. Aitchison proposed the additive replacement strategy [1] , but the ratios of components having no rounded zeros are not preserved, later the multiplicative replacement strategy [8] was proposed. Instead of replacing rounded zeros in a component by a xed value, the multiplicative lognormal replacement method [13] allowing for random imputation was suggested. The multivariate method is the modied EM algorithm [15, 12] , which assumed that the alr coordinates follow multivariate normal distribution. Later the robust modied EM algorithm working on ilr coordinates [10] was introduced. In addition, there are other algorithms, for example, the multiplicative Kaplan-Meier method [14] was proposed, which is a univariate method. The implementations of all these methods discussed above are available in the R package zCompositions [14] .
The previous univariate methods replace rounded zeros based on the data of the corresponding component and perform poorly when the proportion of rounded zeros is high. The multivariate methods for rounded zeros usually rely on the underlying assumption of multivariate normality in the space of coordinates. Furthermore, the modied EM algorithm based on alr coordinates requires that at least one component has no rounded zeros. To avoid these disadvantages, a new multivariate nonparametric replacement method based on multivariate Gauss kernel density estimation is proposed in this paper. To illustrate the performance of proposed method compared with the existing methods, this method is applied to both simulation and example analysis.
The rest of this paper is organized as follows. Some basic concepts about compositional data are reviewed in Section 2. In Section 3, the proposed approach is presented. Simulation study and real example are given in Section 4 to verify the eectiveness and usefulness of proposed method. Section 5 concludes this paper.
Preliminaries
Let x = [x1, x2, · · · , xD] be a row vector denoting a D-part composition represented with constant sum k, its sample space is the simplex S D [1] dened as
where the constant k is an arbitrary positive real number and is usually 1 or 100 depending on the units of measurement. The simplex is a Euclidean vector space structure [1, 17, 3] when dening inner product with its related norm and Aitchison distance [2] . The distance between two compositions x and y ∈ S D is
where da(·, ·) stands for the Aitchison distance in S D , and gm(x) denotes the geometric mean of the parts of x.
The ilr transformation [6] assigns coordinates with respect to the given orthonormal basis {e1, e2, · · · , eD−1} of the simplex S D . An orthonormal basis can be obtained through sequential binary partition of parts of a composition [5] . Following the reference [5] , we can construct a (D − 1) × D matrix Ψ in which rows are
respectively. An orthonormal basis can be obtained through ei = C(exp ψi) (i = 1, 2, · · · , D − 1), where C is the closure operation. Thus the composition x ∈ S D is transformed to ilr coordinates z = ilr(x) = [z1, z2, · · · , zD−1] ∈ R D−1 , where
The ilr coordinates guarantee the invariance of distance, that is, da(x, y) = d(ilr(x), ilr(y)), where d(·, ·) is the Euclidean distance in real space. The inverse mapping of any real-valued vector z ∈ R D−1 to the original composition x is then given by
The compositions can be viewed as equivalence classes, therefore the obtained composition x can be represented as constant sum vectors. where the element in variation matrix is the logratio variance for any two parts i and j of a D-part composition x.
Kernel density replacement approach
Consider a random composition x = [x1, x2, · · · , xD], the sample data set is X with n compositions and D-part, that is
Suppose that the compositional data set X has rounded zeros, the corresponding threshold matrix is denoted as E = [eij]n×D, where eij is the threshold of xij. Let Rj ⊂ {1, 2, · · · , n} be the row indices referring to the rounded zeros of the jth component (j ∈ {1, 2, · · · , D}), then Oj = {1, 2, · · · , n}\Rj refers to the remaining row indices of the jth component, that is,
Firstly, we initialize the rounded zeros by multiplicative replacement strategy in which the rounded zero is equal to 65% of the threshold [8] , thus X denotes the replaced data set. Denote the ilr coordinates in Equation ( , where each row in Z is the ilr coordinates of the corresponding composition in X. For the element ei1 in threshold set E, the ilr transformation of rounded zero xi1 < ei1 can result in the the unknown value zi1 less than ψi1, where
In the proposed approach, the unknown data zi1 (i ∈ R1) is imputed by conditional expected value
, where zi,−1 is the ith row of Z except for the rst column, the conditional density function f (z1|z−1 = zi,−1) can be calculated as follows
Regardless the distribution of multivariate random variable z, the density function f (z1, z−1 = zi,−1) can be estimated by multivariate Gauss kernel density [4] . In this paper, the same bandwidth h is applied to dierent coordinate direction, thus
The bandwidth h is given by h = σ It follows from Equation (3.2) and Equation (3.3) that
By conditional density function in Equation (3.4), Equation (3.1) can be expressed as
where φ(·) and Φ(·) are the density and distribution function of the standard normal distribution, respectively. Thus Equation (3.5) can be simplied as
Hence, the unknown data zi1 is imputed by Equation (3.6). For the ilr coordinates in Equation (2.2), since d(zi,−1, z k,−1 )= da(xi,−1, x k,−1 ), the imputed value zi1 is related with the Aitchison distance between subcompositions xi,−1 and x k,−1 , where xi,−1 and x k,−1 denote the remaining components of compositions xi and x k except for the rst component, respectively.
3.1. Property. The imputed value E(z1|z−1 = zi,−1, z1 < ψi1) in Equation (3.6) has the following properties: (1) It is below the threshold, that is, E(z1|z−1 = zi,−1, z1 < ψi1) < ψi1. (2) It is unchanged when the remaining components of x except for the rst component are arbitrarily permuted. JD, ID is a identity matrix, JD is a matrix of units. Therefore all the underlaying elements (d(zi,−1, z k,−1 ), h, z k1 and ψi1) are invariant by permutation and change of basis, thus the imputed value in Equation (3.6) is unchanged.
Property 3.1 (2) and (3) point out that E(z1|z−1 = zi,−1, z1 < ψi1) satises permutation invariance and invariance under change of orthonormal basis, but E(z l |z −l = z i,−l , z l < ψ il ) (l = 2, · · · , D − 1) may not satisfy these two properties, for example, z kl may changed when the remaining components of x except for the lth component are arbitrarily permuted. To replace the rounded zeros in the lth component of x, we dene the permuted composition
. According to Equation (3.6), the unknown data z (l) i1 (i ∈ R l ) resulting from the rounded zero in the ith row and the lth component of X can be imputed by
where ψ
The specic steps of the proposed method, similar to the modied EM algorithm based on ilr coordinates [10] , are as follows:
Step 1: Sort the parts of compositional data set according to the number of rounded zeros of each part. The ilr coordinates in Equation (2.2) is used in the proposed method, the rst component is only included in the rst ilr coordinate. In order to reduce the error, the component with more zeros should be put in the rst column. Without loss of generality, assume that the parts are already sorted, i.e. |R1| ≥ |R2| ≥ · · · ≥ |RD|, where |Rj| denotes the number of elements of Rj (j = 1, 2, · · · , D).
Step 2: Initialize the rounded zeros by multiplicative replacement strategy.
Step 3: Set l = 1.
Step 4: Replace the unknown data z (l) i1 (i ∈ R l ) using Equation (3.7).
Step 5: Inverse the every row of updated data set using Equation (2.3).
Step 6: Carry out Steps 4-5 for each l = 2, 3, · · · |C|, where C = {j : j ∈ {1, 2, · · · , D}, |Rj| = 0} is the index set of parts containing at least one rounded zero. Step 7: Repeat Steps 3-6 until the Euclidean distance between the variation matrix of compositional data set from the present and the previous iteration is smaller than a certain boundary.
Step 8: Sort the parts of replaced compositional data set in the original order. If the data set X = [xij]n×D is closed to a constant, then the replaced data set is X = [xij]n×D obtained from the above algorithm, otherwise, we should rescale the replaced valuexij using the expression [14] (3.8)x * ij =xij
wherex * ij is the rescaled value, x ik is the originally observed element in the ith row and kth column of compositional data set X,x ik is the corresponding replaced value in X.
Simulation and Example
In this section we present simulation study and real example in order to illustrate the good performance of proposed method (multK), which is compared with the multiplicative replacement strategy (multR), the multiplicative Kaplan-Meier method (multKM), the multiplicative lognormal replacement method (multLN), the modied EM algorithm working on alr coordinates (alrEM) and the robust modied EM algorithm working on ilr coordinates (ilrEM). Given the original compositional data set X which has no rounded zeros, we set the value below the threshold as zero, the replaced compositional data set is denoted as X * . We consider two measures of distortion, standardized residual sum of squares (STRESS) [8] and relative dierence in variation matrix (RDVM) [13] . Denote the variation matrix in Equation (2.4) of original data set X and imputed data set X * as T = [tij]D×D and T * = [t * ij ]D×D, the two measures STRESS and RDVM are dened as
respectively, where xi is the ith row of data set X. The two measures STRESS and RDVM represent the distance dierence and variation dierence, respectively.
4.1. Simulation Study. In this subsection, several simulation studies were conducted. We rst simulated real data set with sample size 300 from multivariate normal distribution N4(µ, Σ), then the compositional data set X can be obtained through ilr-inverse transformation in Equation (2.3). Suppose that the rounded zero is resulting from value below the detection limit, and the detection limits of same part-dierent compositions are the same, so the detection limit set is denoted as a vector, that is, E = [e1, e2, · · · , e5], where ej (j = 1, 2, · · · 5) is the αj quantile of the jth component in X.
We set mean µ = [−2, −1. and α5 = 0. Set each data in the jth component smaller than ej (j = 1, 2, 3, 4) to a zero value, then the percentage of rounded zeros in the rst four components approximately range from 5% to 50% by 5%, 4% to 40% by 4%, 3% to 30% by 3%, 2% to 20% by 2%, respectively, and the last component has no rounded zeros, therefore the corresponding percentage of rounded zeros in compositional data set approximately ranges from 2.8% to 28% by 2.8%. We run 100 Monte Carlo simulations for each setting described above. The performance comparisons among previous methods and proposed method with varying percentage of rounded zeros corresponding to situations are showed in Figure 1 and Figure 1 and Figure 2 are the average STRESS or RDVM of 100 simulations. Figure 1 (a) and Figure 1 (b) depict the trends in two performance measures under ten situations of detection limit set when ρ = 0.3 and 0.5. It can be seen from Figure 1 (a) and Figure 1 (b) that the ilrEM and alrEM have smaller STRESS and RDVM than those of multR, however, the STRESS and RDVM of multKM and multLN are greater than those of multR. Moreover, when the percentage of rounded zeros increases, the STRESS value of multK is lower than those of previous methods. The multK method performs worse than previous methods in the measure RDVM when ρ = 0.3, whereas it performs better under some situations when ρ = 0.5. Figure 2 shows the trends in two measures among dierent methods when ρ = 0.7 and 0.9. From Figure 2 (a) and Figure 2 (b), we see that the multK method outperforms the other methods in two measures STRESS and RDVM. The STRESS value of ilrEM is very close to that of multR, while ilrEM performs worse than multR in measure RDVM. To sum up, when the percentage of rounded zeros increases, the proposed method has better performance than other methods in the two measures STRESS and RDVM.
The values in
4.2. Real example. The proposed method discussed in the previous section will be applied to the moss data from the Kola project available in the R package StatDA [7] and compared with the previous methods (multR, multKM, multLN, ilrEM and alrEM). The moss data set consists of more than 50 chemical elements and 594 observations. We focus on the 7-part subcomposition [Al, Ca, Fe, K, Mg, Na, Si] denoted as compositional data set U = [u1, u2, · · · , u7] with constant sum 100%, which has no rounded zeros. Similar to the simulation analysis, we give the detection limit set, the value below detection limit is set as zero. The aim of this study is to replace rounded zeros using dierent methods.
Suppose that the components u1, u3, u6 and u7 have rounded zeros. Eight situations of detection limit set are given in Table 1 in which ej (j = 1, 3, 6, 7) is the detection limit of the jth component. Table 1 also gives the percentages of rounded zeros of components u1, u3, u6, u7 and the total percentage of rounded zeros of compositional data set U. Table 2 gives the computed results of STRESS and RDVM for six methods (multR, multKM, multLN, ilrEM, alrEM, multK) under eight situations. According to Table 2 , we can nd that the proposed method has smaller STRESS value than those of other methods except the rst two situations, and the RDVM value of proposed method for each situation is always smaller than other methods. In addition, multR performs better than ilrEM and alrEM as the percentage of rounded zeros increases, of which alrEM has larger STRESS and RDVM than ilrEM. This is because that the ilrEM and alrEM all assume the distribution of compositional data set. In fact, compositional data set U departures from normal distribution on the simplex [11] , which is tested using the energy test [19] or the test based on SVD including the marginal univariate tests, the bivariate tests and radius tests [21] . Because the ilrEM is a robust method, which performs better than alrEM. These results suggest that the proposed method is superior to the others in the case of moss data set. Table 2 . Two evaluation indexes STRESS and RDVM of methods (multR, multKM, multLN, ilrEM, alrEM, multK) for compositional data set U under eight situations of detection limit set.
situation multR multKM multLN ilrEM alrEM multK The logratio transformations do not applies when compositional data have zeros. In this paper, a nonparametric method based on the multivariate Gauss kernel density estimation is suggested to deal with the rounded zeros. Because the clr coordinates add to zero, the ilr coordinates are applied in the proposed method. Under the ilr coordinates in Equation (2.2), the multivariate Gauss kernel function is related with the Aitchison distance between subcompositions. In the simulation study and real example, the proposed method is compared with the multiplicative replacement strategy, the multiplicative Kaplan-Meier method, the multiplicative lognormal replacement method, the modied EM algorithm based on alr coordinates and the robust modied EM algorithm based on ilr coordinates. The results in simulation study show that the proposed method presents a good performance in comparison with other methods in the two measures STRESS and RDVM as the percentage of rounded zeros increases. Furthermore, in the real example, the performance of proposed method is obvious. The feature of our framework is that the proposed method works when the distribution function form is unknown. Future work will be dedicated to the study of bandwidth matrix in multivariate kernel function.
