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Canonical forms of self-adjoint boundary conditions arewell known
in the second order (Sturm–Liouville) case for both regular and sin-
gular problems. These are critical for the theoretical investigation
of the eigenvalues as well as their numerical computation. Recently
canonical forms have been found for fourth order regular problems.
These aremuchmore complicated than the second order ones. Here
we find canonical forms for fourth order singular problemswith one
or both endpoints of the domain interval singular andwith arbitrary
deficiency index d. In the regular fourth order case d = 4, in the
singular case d can assume any value between 0 and 4 and, more-
over, depends on the nature of the singularities at the two endpoints.
These different values of d and their dependence on the endpoints
introduces serious additional complications.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The self-adjoint boundary conditions for regular Sturm–Liouville problems (SLPs)
−(py′)′ + qy = λwy on J = (a, b), −∞  a < b ∞, (1.1)
1
p
, q,w ∈ L(J,R), p > 0, w > 0 a.e. on J (1.2)
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are well known. They are two point conditions
AY(a) + BY(b) = 0, A, B ∈ M2(C), Y =
⎡
⎣ y
py′
⎤
⎦ , (1.3)
whose coefficient matrices A, B ∈ M2(C) satisfy the self-adjointness conditions:
rank(A : B) = 2 and AEA∗ = BEB∗, E =
⎡
⎣ 0 −1
1 0
⎤
⎦ . (1.4)
The conditions (1.2), (1.4) are classified into twomutually exclusive classes: separated and coupled.
And these classes have the following well known [12] canonical representations:
cos(α) y(a) − sin(α) (py′)(a) = 0, α ∈ [0, π),
cos(β) y(b) − sin(β) (py′)(b) = 0, β ∈ (0, π ]; (1.5)
Y(b) = eiγ K Y(a), −π < γ  π, K ∈ M2(R), det(K) = 1, (1.6)
respectively.
These canonical forms are of critical importance in the theoretical investigations of the dependence
of the eigenvalues andeigenfunctions on theboundary conditions and for their numerical computation
[1]. These studies,many of themsurprisingly recent given the long history and vast literature of Sturm–
Liouville problems, have led to a comprehensive understanding of this dependence and to a robust
code SLEIGN2 [1] for their numerical computation. For details and other basic information as well as
an extensive list of references, see the book [12].
HereMn(F) denotes the n× nmatrices over Fwhich, in this paper, is either the complex numbers
C or the reals R; A∗ is the complex conjugate of A, and AT is its transpose. Given A, B ∈ Mn(F) the
notation (A : B) is used to denote the n × 2n matrix whose first n columns are the columns of A
and whose last n columns are those of B. By L(J,R) we denote the Lebesgue integrable real valued
function on J, and Lloc(J,R) denotes the real valued function which are Lebesgue integrable on all
compact subsets of J.
For singular SLPs the conditions on the coefficients of Eq. (1.1) are weakened to
1
p
, q,w ∈ Lloc(J,R), p > 0, w > 0 a.e. on J. (1.7)
In the singular case solutions y, and their quasi-derivaties (py′)donot exist, in general, at the endpoints
a, b. If both endpoints are in the limit-circle (LC) case then the boundary conditions are specified in
terms of a ‘boundary condition basis’ u, v :
AY(a) + BY(b) = 0, A, B ∈ M2(C), Y =
⎡
⎣ [y, u]
[y, v]
⎤
⎦ , (1.8)
where [·, ·] denotes the Lagrange bracket and A, B satisfy the same self-adjointness conditions (1.4) as
in the regular case. It is well known that the Lagrange brackets [y, u] and [y, v] exist as finite limits.
If a is regular, u, v can be chosen so that [y, u](a) = y(a) and [y, v](a) = (py′)(a). Similarly at b.
Thus if both endpoints are regular (1.8) reduces to (1.3). If a is limit-point (LP) then [y, u](a) = 0 for
all solutions y (and all maximal domain functions) and thus the terms involving a in (1.8) is zero. If a
is LC then for any λ real or complex all solutions of (1.1) are in L2((a, c),w) for any c ∈ (a, b). If a is
LC, a boundary condition basis ua, va can be constructed from linearly independent solutions of (1.1)
on (a, c) for any fixed real λ = λa. Similar remarks apply at b and a boundary condition basis u, v
on (a, b) can then be constructed by ‘patching’ ua, va and ub, vb to construct u, v using the Naimark
Patching Lemma. See [12] for details.
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What are the singular versions of the regular canonical forms (1.5), (1.6)? First note that there are
more cases here depending on the LC and LP classifications of the endpoints.
If a is limit-circle (LC) and b is LP then all self-adjoint realizations of (1.1) are characterized by
cos(α)[y, u](a) − sin(α)[y, v](a) = 0, α ∈ [0, π), (1.9)
where [·, ·] is the Lagrange bracket. When a is regular this reduces to
cos(α)y(a) − sin(α)(py′)(a) = 0, α ∈ [0, π). (1.10)
Here the roles of a and b can be reversed, but then we replace α ∈ [0, π) with β ∈ (0, π ]. For
both endpoints LC the canonical form of the separated boundary condition is:
cos(α)[y, u](a) − sin(α)[y, v](a) = 0, α ∈ [0, π),
cos(β)[y, u](b) − sin(β)[y, v](b) = 0, β ∈ (0, π ]. (1.11)
When both endpoints are LC the coupled canonical form (1.6) becomes
Y(b) = eiγ K Y(a), −π < γ  π, K ∈ M2(R), det(K) = 1, Y =
⎡
⎣ [y, u]
[y, v]
⎤
⎦ . (1.12)
This brief review of the self-adjoint boundary conditions and their canonical forms for the second
order regular and singular Sturm–Liouville case is given here for the convenience of the reader and
to ‘set the stage’ for our presentation of the canonical forms for the singular fourth order case in this
paper. The regular fourth order case is given in [7]. This paper is a follow up of [7] and we will use
some results and notations from [7]. For a recent study of self-adjoint SLPs when the weight function
w is allowed to change sign see [11].
For regular SLP there are twomutually exclusive classes of self-adjoint boundary conditions: sepa-
rated and coupledwith canonical forms (1.5), (1.6), respectively. Note that in the singular case there are
additional difficulties; these are due primarily to two new features: (i) the ‘boundary condition bases
u, v’ and (ii) the LC, LP classification of the endpoints. The deficiency index d has the values 0, 1, 2;
in the regular case and when each endpoint is either regular or LC it is 2, when one endpoint is LP
and the other regular or LC it is 1 and when both endpoints are LP it is 0 and there are no boundary
conditions.
For fourth order problems 0  d  4 and all values are realized. For regular problems d = 4.
When one endpoint is regular 2  d  4 and d = 2 corresponds to the second order LP case while
d = 4 corresponds to the second order LC case. The intermediate deficiency case when d = 3 has
no analogue in the second order case and presents significant obstacles. When d = 3 the number of
square-integrable solutions for real λ may be 3 or less. Also when d = 4 there are three mutually
exclusive classes of conditions: separated, coupled andmixed.Wewill see below that for each of these
three classifications there are several different ‘types’ of canonical forms.
For each of the three classifications we find a fundamental canonical form such that all other canonical
forms can be generated by a simple transformation of the fundamental form. Furthermore, we show that
the canonical forms for d < 4 can be generated from the forms for d = 4.
In the second order case the canonical forms, (1.5) and (1.6) and their singular versions, have played
a critical role in the theoretical investigations of the properties of the eigenvalues and eigenfunctions
of self-adjoint Sturm–Liouville problems [12] and of their numerical computation [1]. For example due
to some surprisingly recent results given the long history and voluminous literature of Sturm–Liouville
problems, the continuous (and discontinuous) dependence of the eigenvalues on the boundary condi-
tions is nowcompletely understood, see [12] and its references. Also SLEIGN2, the only general purpose
codewhich can compute the eigenvalues of self-adjoint regular and singular problemswith separated
or coupled boundary conditions depends on the canonical forms (1.5), (1.6), (1.9), (1.10), (1.12) given
above.
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We hope that, as in the second order case, these fourth order canonical forms will lead to a bet-
ter understanding of the properties of eigenvalues, particularly their dependence on the boundary
conditions, and to their numerical computation.
The organization of this paper is as follows: The Hao, Sun, Wang and Zettl characterization of all
fourth order regular and singular, self-adjoint operators is given in Section 2, Sections 3 and 4 discuss
the cases of equal and unequal deficiency indices, respectively, at the endpoints and examples are
constructed in Section 5.
These examples illustrate, among other things, the existence of nonreal self-adjoint boundary con-
ditions for each of the three classifications. In the case of separated conditions such examples have
previously been found by Everitt and Markus [2] using methods of symplectic algebra and geometry
and by Wang et al. [10] by a different method.
Everitt andMarkus, in the Preface of their monograph [2], state “We provide an affirmative answer
…to a long-standing open question concerning the existence of real differential expressions of even
order4, for which there are non-real differential operators specified by strictly separated boundary
conditions …This is somewhat surprising because it is well known that for order n = 2 strictly
separated boundary conditions can produce only real operators . . .”. Using methods of symplectic
algebra and geometry these authors then construct such examples. For separated conditions such
examples have also been found Wang et al. [10] using a different method. The examples of Section 5
illustrate the existence of such operators for each of the three classifications.
2. Self-adjoint domains
In this section we give the Hao et al. [5] characterization of all self-adjoint domains of even order
differential expressions for the fourth order case. This depends on LC solutions constructed by Wang
et al. [9]. Our construction of canonical forms is based on this characterization just as in the second
order case the singular canonical forms (1.9), (1.10), (1.12) are based on the singular characterizations
of the self-adjoint domains (1.8), (1.4). Everitt andMarkus [2], usingmethods of symplectic algebra and
geometry, characterize self-adjoint domains of symmetric differential operators of even and odd order
differential expressions in terms of Lagrangian subspaces of symplectic spaces. The characterization in
[5] has beenused to obtain information about thediscrete andnondiscrete spectrumof these operators
[6]. For other recent related papers see [3,4]. For a study of self-adjoint Hamiltonian systems, see [8].
In [7] we found canonical forms for fourth order regular self-adjoint boundary conditions. This
paper is a follow up of [7] and we use some notation and results from [7].
Here we study fourth order singular self-adjoint boundary value problems for the equation
My = [(p2y′′)′ + (p1y′)]′ + p0y = λwy on J = (a, b), −∞  a < b ∞ (2.1)
with coefficients satisfying:
1
p2
, p1, p0,w ∈ Lloc(J,R), p2 > 0, w > 0 a.e. on J. (2.2)
Recall that the Eq. (2.1) is called regular (even when one or both endpoints are infinite) if in (2.2)
Lloc(J,R) can be replaced by L(J,R).
For smooth coefficients Eq. (2.1) can be written in the more familiar form:
My = (p2y′′)′′ + (p1y′)′ + p0y = λwy
however we make no smoothness assumptions on the coefficients here.
In this paper we study the case when both endpoints a and b are singular but our results reduce to
the case when one or both endpoints are regular.
Remark 1. In this remarkwe introduce the next theoremwhich is our starting point for this paper; all
of our canonical forms arederived from this theorem. The characterizationof all self-adjoint realization
of Eq. (2.1) in the Hilbert space H = L2(J,w) given in [5] depends on the deficiency index d which
has the values d = 0, 1, 2, 3, 4 and each of these values is realized. The value of d is the number of
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independent conditions required for each self-adjoint realization. Thus for d = 0 there is no boundary
condition and the minimal operator is self-adjoint with no proper self-adjoint extension. For d = 1
each self-adjoint realization is determined by exactly one independent boundary condition and this
condition is specified at one endpoint only. Which one? This depends on the relationship between the
deficiency index d on (a, b) and the deficiency indices da on (a, c) and db on (c, b) where c ∈ (a, b).
This relationship is well known, given by
d = da + db − 4,
and is independent of the choice of c. It is also well known that 2  da  4, 2  db  4, and each of
these values is realized, thus d assumes the values given above. For d = 1 wemust have either da = 3
and db = 2 or da = 2 and db = 3. Thus the separated condition is at a in the first case and at b in the
second case. When d = 2 we must have da = db = 3, da = 4 and db = 2 or da = 2 and db = 4. Thus
for the first case either there is one separated condition at each endpoint or there are two coupled con-
ditions, and for the last two cases, a similar analysis shows that there are two separated conditions at
the endpoint a or b.When d = 3wemust have one separated and two coupled conditions or one sepa-
rated condition at one endpoint and two separated conditions at the other. In thefirst casewe call these
conditions ‘mixed’. Such conditions do not occur in the second order case. Also when d = 4 there are
three mutually exclusive classes of self-adjoint boundary conditions: separated, coupled and mixed.
Theorem 1 (Hao, Sun, Wang and Zettl). Let c ∈ (a, b) and let da, db and d be the deficiency indices on
(a, c), (c, b) and (a, b), respectively. Assume that for some λ = λa ∈ R (2.1) has da linearly independent
solutions on (a, c) which lie in Ha = L2((a, c),w) and that for some λ = λb ∈ R (2.1) has db linearly
independent solutions on (c, b) which lie in Hb = L2((c, b),w). Let ma = 2da − 4, mb = 2db − 4,
and let uj, j = 1, . . . ,ma, be LC solutions on (a, c) and let vj, j = 1, . . . ,mb, be LC solutions on (c, b)
as constructed in Theorem 3 of [9]. Then a linear submanifold D(S) of Dmax is the domain of a self-adjoint
extension S of Smin if and only if there exist a complex d × ma matrix A and a complex d × mb matrix B
such that the following three conditions hold:
(1) rank(A : B) = d;
(2) AEmaA
∗ = BEmbB∗;
(3) D(S) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
y ∈ Dmax : A
⎛
⎜⎜⎜⎜⎝
[y, u1](a)
...
[y, uma ](a)
⎞
⎟⎟⎟⎟⎠+ B
⎛
⎜⎜⎜⎜⎝
[y, v1](b)
...
[y, vmb](b)
⎞
⎟⎟⎟⎟⎠ = 0
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
, (2.3)
where Ej is the symplectic matrix of order j given by
E = ((−1)rδr,j+1−s)jr,s=1. (2.4)
If ma = 0 then, in condition (2), AEmaA∗ is the zero matrix of order d and the first term in (2.3) is zero;
if mb = 0 then, in condition (2), BEmaB∗ is the zero matrix of order d and the second term in (2.3) is zero. If
ma = 0 = mb, then condition (2) is vacuous and the minimal operator Smin is self-adjoint with no proper
self-adjoint extension i.e. there are no boundary conditions required or allowed.
Proof. For the case when one endpoint is regular, see Definition 5 and Remark 6 in [9] for a proof
including definitions of the maximal and minimal domains Dmax, Dmin and LC, LP solutions; the case
when both endpoints are singular is similar, for details see [5]. 
Next we make some remarks in connection with Theorem 1.
Remark 2. Given matrices (A, B) satisfying (1), (2) of Theorem 1 the linear manifold D(S) defined
by (2.3) is a self-adjoint domain. By (1), (2.3) consists of d linearly independent conditions. Below we
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sometimes refer to (2.3) as ‘a self-adjoint boundary condition’ because it determines a self-adjoint
operator, even though it consists of d linearly independent conditions. This should not be confusing
since the intended meanings are clear from the context.
Remark 3. We comment on the LC solutions used in Theorem 1. These are constructed by Wang et
al. [9]. By hypothesis there are da linearly independent solutions of Eq. (2.1) lying in Ha and these can,
without loss of generality, be taken to be real valued and ordered so that uj, j = 1, . . . ,ma are LC
andma+1, . . . ,mda are LP. By Theorem 4.1 of [9] the Lagrange brackets [y, uj](a) = 0 for all maximal
domain functions y for each j = ma + 1, . . . , da. This is the reason why uj, j = 1, . . . ,ma do not
contribute to the boundary conditions. In general, [y, uj](a) = 0 for j = 1, . . . ,ma. This is why
uj, j = 1, . . . ,ma are called LC solutions and uj , j = ma + 1, . . . , da are called LP solutions. In the
Sturm–Liouville case on (a, c), n = 2 and da = 1 or da = 2 corresponding to the celebrated Weyl
limit-point or limit-circle cases, respectively. Note that in the ‘intermediate’ deficiency case when
da = 3 (which has no analogue in the Sturm–Liouville case) we have that ma = 2da − 4 = 2 so we
have 3 linearly independent solutions in Ha but only 2 of these are LC and the other one is LP. Which
two are LC? This question is answered by the construction of LC solutions in [9]. It is this construction
whichmakes possible the characterization of all self-adjoint realizations for all endpoint classifications
given by Theorem 1. If ma = da there are no LP solutions at a. Also note that ma = 0, 2 or 4. Similar
comments apply at the endpoint b.
Note that by (2.4) we have
E2 =
⎛
⎝ 0 −1
1 0
⎞
⎠ , E4 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
. (2.5)
Remark 4. We comment on the hypothesis that for some λ = λa the Eq. (2.1) has da linearly in-
dependent solutions on (a, c) which lie in Ha. For λ ∈ R let ra(λ) denote the number of linearly
independent solutions of (2.1) on (a, c) which lie in Ha. It is known [9] that ra(λ)  da for all λ ∈ R
and if ra(λ) < da for any real λ then this λ is in the essential spectrum of every self-adjoint realization
of (2.1) inHa and of every self-adjoint realization of (2.1) inH. Therefore if there is noλa which satisfies
the hypotheses of Theorem 1 then the essential spectrum of every self-adjoint realization of (2.1) in H
covers the whole real line. In this case every eigenvalue, if there is one, is embedded in the essential
spectrumand little is known about the dependence of eigenvalues on the boundary conditions. Similar
remarks apply to the endpoint b.
Remark 5. At first glance it may appear that each of the conditions contained in (2.3) is coupled.
However, in general, (2.3) can consist of separated, coupled and mixed conditions. We say that (2.3) is
separated or strictly separated if each of its d conditions involves only one endpoint, coupled if each
of the conditions involves both endpoints andmixed if there is at least one separated and one coupled
condition in (2.3).
Remark 6. According to Remark 5 there are threemutually exclusive classifications of the self-adjoint
conditions (2.3): separated, coupled and mixed. These three classifications are the fourth order ana-
logues of the (singular versions) of the second order separated and coupled classifications. As men-
tioned above, in the second order case, mixed self-adjoint conditions do not exists.
In this paper we find canonical forms for each of the three classifications: separated, coupled and
mixed. These forms are much more complicated than in the second order case and are different for
different values of the deficiency index d. Furthermore for each value of d there are different ‘types’ of
canonical representations for each of the three classifications. For d = 4 there are 4 coupled types, 16
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separated types and 16 mixed types. For d = 3 there are no coupled types, 8 separated and 8 mixed
types. For d = 2 and da = db = 3 there are 2 coupled types and 4 separated types. For d = 2 with
da = 4, db = 2 and for d = 2with da = 2, db = 4 there are no coupled ormixed conditions and there
are 4 types of separated canonical conditions. For d = 1 there are no coupled or mixed conditions and
the separated canonical conditions are of 2 types. For d = 0 recall that the minimal operator is self-
adjoint with no proper self-adjoint extension and therefore are no self-adjoint boundary conditions
possible or allowed.
3. Equal deficiency indices
In Theorem1 for fixed da, db,ma,mb anduj, j = 1, . . . ,ma, vj, j = 1, . . . ,mb, clearly thematrices
A, B determining the self-adjoint domain D(S) are not unique e.g. in condition (3) multiply on the left
by A−1 if it exists. What are canonical forms for A, B? In this section we study this question for the
cases when da = db. There are three subcases: da = db = 2, da = db = 3, da = db = 4. Since
d = da + db − 4 we have exactly three cases for d : d = 0, 2, 4 but for d = 0 there are no boundary
conditions.
The next theorem says that for the case when da = db = 3 the canonical forms are the same as
in the second order case. However, see the remark following this theorem for a subtle and important
difference.
Theorem 2. Let the hypotheses and notation of Theorem 1 hold and assume that da = db = 3. Then
d = 2, ma = 2 = mb. Let uj, j = 1, 2 be LC solutions on (a, c) and let vj, j = 1, 2 be LC solutions on
(c, b) as constructed in Theorem 3 of [9]. Then there are separated and coupled but no mixed self-adjoint
conditions.
(1) The canonical form of the separated conditions is:
cos(α) [y, u](a) − sin(α) [y, v](a) = 0, α ∈ [0, π),
cos(β) [y, u](b) − sin(β) [y, v](b) = 0, β ∈ (0, π ]. (3.1)
(2) The canonical form of the coupled self-adjoint boundary conditions is:
Y(b) = eiγ K Y(a), π < γ  π, K ∈ M2(R), det(K) = 1, Y =
⎡
⎣ [y, u]
[py′, v]
⎤
⎦ .
(3.2)
Proof. This follows from the second order case because conditions (1) and (2) of Theorem 1 are the
same as the second order case. See [12] for a proof of the second order case. 
Remark 7. The subtle difference in the introduction of Theorem 2 refers to the construction of the
boundary condition bases uj, j = 1, 2 and vj, j = 1, 2. In the second order case when a is LC and we
consider the interval (a, c) the deficiency d (on (a, c) in the second order case) is 2 and all solutions
are in Ha for all λ real and complex. But in the fourth order case when d = 3 and da = 3 = db there
are 3 linearly independent solutions in Ha but only two of these are LC and the other one is LP. It is
at this point where we use the Wang et al. [9] construction of LC solutions at a to obtain LC solutions
u1, u2 lying in Ha. Similar remarks apply at the endpoint b to get LC solutions v1, v2 on (c, b) lying in
Hb. Finally then the boundary condition basis u, v used in (3.2) is obtained by patching together u1
with v1 and u2 with v2 using the Naimark Patching Lemma. Note that u, vmay not be solutions on the
whole interval (a, c) but they are linearly independent solutions on (a, c) and on (c, b).
Remark 8. We can get different canonical forms for da = db = 3 in terms of those constructed for
da = db = 4 in [7].
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The “fundamental" canonical form constructed in [7] is (A : B) =
⎛
⎝ r1 −1 −a21 0
a21 0 r2 −1
⎞
⎠ ,
and in this case, there are
(1) 2 types of coupled self-adjoint forms;
(2) 4 types of separated self-adjoint forms.
And all of the other canonical forms can be obtained from the “fundamental" canonical form with
elementary matrix transformations.
These canonical forms are equivalent to those given in Theorem 2.
Theorem 3. For d = 4we have da = db = 4 and the canonical forms are the same as in the regular case
given in [7].
Proof. This is because the conditions on the matrices A, B are the same. 
Remark 9. In [7] (where d = 4), the “fundamental" canonical form is shown to have the following
representation:
(A : B) =
⎛
⎝ A1 A2 B1 B2
A3 A4 B3 B4
⎞
⎠ =
⎛
⎜⎜⎜⎜⎜⎜⎝
r1 a21 0 −1 −a31 −a41 0 0
a21 r2 1 0 −a32 −a42 0 0
a31 a32 0 0 r3 b41 0 −1
a41 a42 0 0 b41 r4 1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
, (3.3)
and that there are
(1) 4 types of coupled conditions;
(2) 16 types of separated conditions;
(3) 16 types of mixed conditions;
(4) and that these 36 types of canonical forms are identified in detail in [7].
In addition it is shown in [7] that all of the other canonical forms can be obtained from (3.3) with
elementary matrix transformations.
Remark 10. The kinds of elementary matrix operations involved in Remark 9 are as follows: When
the columns i, j, 1  i < j  4 of the matrix A are interchanged and j − i = m, then add (−1)m
in front of the components of column i of A. Similarly for the matrix B. We will use these elementary
matrix operations in Section 4 below.
4. Unequal deficiency indices
In this section we analyze the canonical forms when da = db.
Firstly we consider the case d = 3. For d = 3 we must have either da = 4 and db = 3 or da = 3
and db = 4.
Lemma 1. Assume da = 4, and db = 3. Let A, B satisfy the conditions (1) and (2) of Theorem 1. Then the
matrix (A : B) has the following form:
(A : B) =
⎛
⎜⎜⎜⎝
a11 a12 a13 a14 0 0
a21 a22 a23 a24 b21 b22
a31 a32 a33 a34 b31 b32
⎞
⎟⎟⎟⎠ ,
where rank(A)  2.
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Proof. Since rank B  2, using elementary row transformations, the matrix (A : B) can be written as
(A : B) =
⎛
⎜⎜⎜⎝
a11 a12 a13 a14 0 0
a21 a22 a23 a24 b21 b22
a31 a32 a33 a34 b31 b32
⎞
⎟⎟⎟⎠ .
If rank A < 2, noticing that rank(A : B) = 3, we may, without loss of generality, let
(A : B) =
⎛
⎜⎜⎜⎝
a11 a12 a13 a14 0 0
0 0 0 0 b21 b22
0 0 0 0 b31 b32
⎞
⎟⎟⎟⎠ .
By transformation of rows, we can get
(A : B) =
⎛
⎜⎜⎜⎝
a11 a12 a13 a14 0 0
0 0 0 0 0 −1
0 0 0 0 1 0
⎞
⎟⎟⎟⎠ .
From AE4A
∗ = BE2B∗ , it follows by a direct computation, that⎛
⎜⎜⎜⎝
β 0 0
0 0 0
0 0 0
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
0 0 0
0 0 −1
0 1 0
⎞
⎟⎟⎟⎠ ,
where β = a14a11 − a13a12 + a12a13 − a11a14. But this is a contradiction. 
Lemma 2. Let the hypotheses and notation of Theorem 1 hold. Then if da = 4 and db = 3, by a transfor-
mation of rows, the first two rows of A can be transformed to the following four cases:
(1)
⎛
⎝ r1 a21 0 −1
a21 r2 1 0
⎞
⎠,
(2)
⎛
⎝ r1 0 −a21 −1
a21 1 0 0
⎞
⎠,
(3)
⎛
⎝ 0 r1 −1 0
1 0 0 0
⎞
⎠,
(4)
⎛
⎝ 0 −1 0 0
1 0 0 0
⎞
⎠
and B can be transformed to be following two cases:
(1)
⎛
⎜⎜⎜⎝
b11 0
b21 0
r3 −1
⎞
⎟⎟⎟⎠,
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(2)
⎛
⎜⎜⎜⎝
0 b12
0 b22
−1 0
⎞
⎟⎟⎟⎠.
Proof. When da = 4 and db = 3,we have d = 3,ma = 4 andmb = 2. Since A, B satisfy the conditions
(1), (2) of Theorem 1wemay, by lemma 1, assumewithout loss of generality that (A : B) has the form
(A : B) =
⎛
⎜⎜⎜⎝
a11 a12 a13 a14 0 0
a21 a22 a23 a24 b21 b22
a31 a32 a33 a34 b31 b32
⎞
⎟⎟⎟⎠ ,
where rank
⎛
⎝ a11 a12 a13 a14
a21 a22 a23 a24
⎞
⎠ = 2, and b31, b32 are not both zero.
For convenience, we let
⎛
⎝ a11 a12 a13 a14
a21 a22 a23 a24
⎞
⎠ = (A1 : A2).
Note that in this case, there are only two classes of canonical forms of the self-adjoint boundary
conditions: mixed and strictly separated.
Next we show that by a transformation of rows (A1 : A2) can be transformed into one of the
following six cases:
(1)
⎛
⎝ a11 a12 0 −1
a21 a22 1 0
⎞
⎠,
(2)
⎛
⎝ a11 0 a13 −1
a21 1 0 0
⎞
⎠,
(3)
⎛
⎝ 0 a12 −1 0
1 0 0 0
⎞
⎠,
(4)
⎛
⎝ 0 −1 0 0
1 0 0 0
⎞
⎠,
(5)
⎛
⎝ 0 a12 a13 −1
1 0 0 0
⎞
⎠,
(6)
⎛
⎝ a11 0 −1 0
a21 1 0 0
⎞
⎠.
Let (A1 : A2) =
⎛
⎝ a11 a12 a13 a14
a21 a22 a23 a24
⎞
⎠.
Since rank(A1 : A2) = 2, the rank of A2 may be 2, 1 or 0.
1. If rank(A2) = 2, by transformation of rows, (A1 : A2) can be transformed to case (1) (A1 : A2) =⎛
⎝ a11 a12 0 −1
a21 a22 1 0
⎞
⎠.
2. If rank(A2) = 1, then we have following two cases:
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(1) a14 = 0 or a24 = 0, by transformation of rows, we have⎛
⎝ a11 a12 a13 a14
a21 a22 a23 a24
⎞
⎠ →
⎛
⎝ a˜11 a˜12 a˜13 −1
a˜21 a˜22 0 0
⎞
⎠
−−−→
rewrite
⎛
⎝ a11 a12 a13 −1
a21 a22 0 0
⎞
⎠ .
(4.1)
In this case, consider the matrix
⎛
⎝ a11 a12 a13 −1
a21 a22 0 0
⎞
⎠with a22 = 0 or a22 = 0:
(i) a22 = 0, then by transformation of rows,⎛
⎝ a11 a12 a13 −1
a21 a22 0 0
⎞
⎠ →
⎛
⎝ a11 0 a13 −1
a21 1 0 0
⎞
⎠ ,
this is case (2);
(ii) a22 = 0, as rank(A1 : A2) = 2, then a21 = 0, by transformation of rows,⎛
⎝ a11 a12 a13 −1
a21 a22 0 0
⎞
⎠ →
⎛
⎝ 0 a12 a13 −1
1 0 0 0
⎞
⎠ ,
this is case (5).
(2) If a14 = a24 = 0, as rank(A2) = 1 by transformation of rows, we have⎛
⎝ a11 a12 a13 a14
a21 a22 a23 a24
⎞
⎠ →
⎛
⎝ a˜11 a˜12 −1 0
a˜21 a˜22 0 0
⎞
⎠
−−−→
rewrite
⎛
⎝ a11 a12 −1 0
a21 a22 0 0
⎞
⎠ .
(4.2)
In this case, consider the matrix
⎛
⎝ a11 a12 −1 0
a21 a22 0 0
⎞
⎠with a22 = 0 or a22 = 0:
(i) If a22 = 0, then by transformation of rows,⎛
⎝ a11 a12 −1 0
a21 a22 0 0
⎞
⎠ →
⎛
⎝ a11 0 −1 0
a21 1 0 0
⎞
⎠ ,
this is case (6).
(ii) If a22 = 0, as rank(A1 : A2) = 2, then a21 = 0, by transformation of rows,⎛
⎝ a11 a12 −1 0
a21 0 0 0
⎞
⎠ →
⎛
⎝ 0 a12 −1 0
1 0 0 0
⎞
⎠ ,
this is case (3).
3. If rank(A2) = 0, as rank(A1 : A2) = 2, by transformation of rows, (A1 : A2) can be transformed
to case (4).i.e., (A1 : A2) =
⎛
⎝ 0 −1 0 0
1 0 0 0
⎞
⎠.
Similarly, the matrix B can be transformed into the following two cases:
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(1)
⎛
⎜⎜⎜⎝
b11 0
b21 0
b31 −1
⎞
⎟⎟⎟⎠,
(2)
⎛
⎜⎜⎜⎝
0 b12
0 b22
−1 0
⎞
⎟⎟⎟⎠.
For case (1) of B, by a computation we obtain
B E2 B
∗ =
⎛
⎜⎜⎜⎝
0 0 b11
0 0 b21
−b11 −b21 −b31 + b31
⎞
⎟⎟⎟⎠ ,
and for case (2) of B, by a computation we obtain
B E2 B
∗ =
⎛
⎜⎜⎜⎝
0 0 b11
0 0 b21
−b11 −b21 0
⎞
⎟⎟⎟⎠ .
Combing with AE4A
∗ = BE2B∗, we get
A1E2A
∗
2 + A2E2A∗1 = 0. (4.3)
If (A1 : A2) is in one of the cases (1)–(4) of (A1 : A2) , from A1E2A∗2 + A2E2A∗1 = 0, we obtain
Case 1:
⎛
⎝ a11 a12 0 −1
a21 a22 1 0
⎞
⎠ =
⎛
⎝ r1 a21 0 −1
a21 r2 1 0
⎞
⎠,
Case 2:
⎛
⎝ a11 0 a13 −1
a21 1 0 0
⎞
⎠ =
⎛
⎝ r1 0 −a21 −1
a21 1 0 0
⎞
⎠,
Case 3:
⎛
⎝ 0 a12 −1 0
1 0 0 0
⎞
⎠ =
⎛
⎝ 0 r1 −1 0
1 0 0 0
⎞
⎠,
Case 4:
⎛
⎝ 0 −1 0 0
1 0 0 0
⎞
⎠ =
⎛
⎝ 0 −1 0 0
1 0 0 0
⎞
⎠.
If (A1 : A2) is in case (5) of (A1 : A2), it follows from a computation that
A2E2A
∗
1 + A1E2A∗2 =
⎛
⎝ a12a¯13 − a13a¯12 −1
1 0
⎞
⎠ = 0,
but this contradicts (4.3).
If (A1 : A2) is in case (6) of (A1 : A2), it follows from a computation that
A2E2A
∗
1 + A1E2A∗2 =
⎛
⎝ 0 1
−1 0
⎞
⎠ = 0,
but this contradicts (4.3).
Therefore cases (5), (6) of (A1 : A2) cannot be realized.
If (A1 : A2) is in cases (1)–(4) of Lemma 2, from AE4A∗ = BE2B∗, we can get that b31 is real. 
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Theorem 4 (Fundamental Canonical Form for d1 = 4, d2 = 3.). Let the notation and hypotheses of
Theorem 1 hold and let da = 4, db = 3, then d = 3, ma = 4, mb = 2. Let
(A : B) =
⎛
⎜⎜⎜⎝
r1 a21 0 −1 −a31 0
a21 r2 1 0 −a32 0
a31 a32 0 0 r3 −1
⎞
⎟⎟⎟⎠ , (4.4)
then
(1) the form (A : B) is self-adjoint;
(2) if a31, a32 are not both zero, then every mixed self-adjoint form can be obtained from this one by
using elementary matrix transformations;
(3) if a31 = a32 = 0, then every strictly separated self-adjoint form can be obtained from this one using
elementary matrix transformations.
Proof. (1) A direct computation shows that the form (A : B) satisfies the condition (2) of Theorem 1.
Clearly, rank(A : B) = 3 = d. Thus the form (A : B) is self-adjoint.
(2) If a31, a32 are not both zero, in terms of Lemma 2 and AE4A
∗ = BE2B∗, we obtain seven other
mixed self-adjoint forms:
Case 1:⎛
⎜⎜⎜⎝
r1 0 −a21 −1 −a31 0
a21 1 0 0 a33 0
a31 0 a33 0 r3 −1
⎞
⎟⎟⎟⎠ , (4.5)
Case 2:⎛
⎜⎜⎜⎝
0 r1 −1 0 a32 0
1 0 0 0 −a34 0
0 a32 0 a34 r3 −1
⎞
⎟⎟⎟⎠ , (4.6)
Case 3:⎛
⎜⎜⎜⎝
0 −1 0 0 −a33 0
1 0 0 0 −a34 0
0 0 a33 a34 r3 −1
⎞
⎟⎟⎟⎠ , (4.7)
Case 4:⎛
⎜⎜⎜⎝
r1 a21 0 −1 0 a31
a21 r2 1 0 0 a32
a31 a32 0 0 −1 0
⎞
⎟⎟⎟⎠ , (4.8)
Case 5:⎛
⎜⎜⎜⎝
r1 0 −a21 −1 0 a31
a21 1 0 0 0 −a33
a31 0 a33 0 −1 0
⎞
⎟⎟⎟⎠ (4.9)
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Case 6:⎛
⎜⎜⎜⎝
0 r1 −1 0 0 −a32
1 0 0 0 0 a34
0 a32 0 a34 −1 0
⎞
⎟⎟⎟⎠ , (4.10)
Case 7:⎛
⎜⎜⎜⎝
0 −1 0 0 0 a33
1 0 0 0 0 a34
0 0 a33 a34 −1 0
⎞
⎟⎟⎟⎠ , (4.11)
where a21, a31, a32, a33, a34 ∈ C, and r1, r2, r3 are real.
Note that all of the mixed canonical forms (4.5)–(4.11) can be obtained from the “fundamental"
canonical form for mixed boundary conditions (4.4) when a31, a32 are not both zero.
Next we prove that the form (4.9) can be obtained from (4.4), and the proof of each of the other six
cases is similar.
Notice that, if we exchange columns 2 and 3 of A, columns 1 and 2 of B of the form (4.4), and use
elementary matrix operations as in Remark 10, we can obtain the following form:⎛
⎜⎜⎜⎝
r1 0 (−1)a21 −1 0 −(−1)a31
a21 1 0 0 0 −(−1)a32
a31 0 (−1)a32 0 −1 0
⎞
⎟⎟⎟⎠ . (4.12)
Let −a32 = a33, then the matrix (4.12) is equal to the form (4.9).
(3) Notice that if the third row of (4.4)–(4.11) are zero, then these canonical forms are 8 strictly
separated canonical forms of the self-adjoint boundary conditions. Similarly, we can prove that in this
case, (4.5)–(4.11) can be obtained from (4.4). 
Remark 11. If da = 4, db = 3, then
(1) (A : B) has 8 types of separated conditions;
(2) (A : B) has 8 types of mixed conditions.
Similarly, for the case of da = 3, db = 4, we have
Theorem 5. Assume da = 3, db = 4. We may let
(A : B) =
⎛
⎜⎜⎜⎝
r1 −1 b11 b12 0 0
−b11 0 r2 b31 0 −1
−b12 0 b31 r3 1 0
⎞
⎟⎟⎟⎠ , (4.13)
where b11, b12, b31 ∈ C, r1, r2, r3 are real. Then
(1) the form (A : B) is self-adjoint;
(2) if b11, b12 are not both zero, then every mixed self-adjoint form can be obtained from this one using
elementary matrix transformations;
(3) if b11 = b12 = 0, then every strictly separated self-adjoint form can be obtained from this one using
elementary matrix transformations.
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Remark 12. For the case of da = 4, db = 3, the complex separated self-adjoint boundary condition
at the endpoint b can be replaced by an equivalent real self-adjoint condition. Similarly, for the case
of da = 3, db = 4, the complex separated self-adjoint boundary condition at the endpoint a can be
replaced by an equivalent real self-adjoint condition.
By Theorem 1 we can conclude that the cases for da = 4, db = 2 and da = 2, db = 4 have the
same canonical forms. Next we give the canonical forms for the case when da = 4, db = 2. At the
same time, we can get the canonical forms for the cases when da = 2, db = 4.
Theorem6 (Fundamental Canonical Form forda = 4,db = 2). Assume that thenotationandhypotheses
of Theorem 1 hold and da = 4, db = 2.
We let
(A : B) =
⎛
⎝ r1 a21 0 −1
a21 r2 1 0
⎞
⎠ , (4.14)
then
(1) the form (A : B) is self-adjoint;
(2) every separated self-adjoint form can be obtained from this one using elementary matrix transfor-
mations.
Proof. If da = 4, db = 2, then d = 2, ma = 4, mb = 0. Let A, B satisfy the conditions (1), (2) of
Theorem 1, then we conclude that B = 0, rank(A) = 2 and AE4A∗ = 0. In this case all self-adjoint
boundary conditions are (strictly) separated.
(1) A direct computation shows that the form (4.14) satisfies conditions (1), (2) of Theorem 1.
(2) Let A = (A1 : A2) =
⎛
⎝ a11 a12 a13 a14
a21 a22 a23 a24
⎞
⎠. By Theorem 1, AE4A∗ = 0. Hence
A
⎛
⎝ 0 E2
E2 0
⎞
⎠ A∗ = A2E2A∗1 + A1E2A∗2 = 0. (4.15)
From this we can obtain the canonical forms:
(1)
⎛
⎝ r1 a21 0 −1
a21 r2 1 0
⎞
⎠;
(2)
⎛
⎝ r1 0 −a21 −1
a21 1 0 0
⎞
⎠;
(3)
⎛
⎝ 0 r1 −1 0
1 0 0 0
⎞
⎠;
(4)
⎛
⎝ 0 −1 0 0
1 0 0 0
⎞
⎠.
By elementarymatrix operations described in Remark 10, similar to the proof of Theorem 4, we can
prove that the cases (2)–(4) can be obtained from (4.14) using transformations of rows. 
Remark 13. If da = 4, db = 2 (da = 2, db = 4), then
(1) (A : B) has 4 types of canonical separated self-adjoint forms.
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Remark 14. Similarly, the cases of da = 3, db = 2 and da = 2, db = 3 have the same canonical
forms. By condition (2) of Theorem 1, we can obtain the canonical forms:
(1) (r1,−1);
(2) (−1, 0),
and these separated canonical forms are real.
Remark 15 (Comparison of da = db with da = db). Here we note and comment on some relationships
between the canonical forms for the cases when da = db and when da = db. In terms of the canonical
forms for da = db = 4, we can get the canonical forms for da = 4, db = 3, and we can get the
canonical forms for the cases when ‘da = 4, db = 2’, ‘da = 3, db = 3’, ‘da = 3, db = 2’ in order.
Similarly, from the canonical forms for da = db = 4, we can obtain the canonical forms for the cases
of ‘da = 3, db = 4’, ‘da = 2, db = 4’, ‘da = 3, db = 3’, ‘da = 2, db = 3’ in order. Hence, if we know
the canonical forms for da = db = 4, we can get all other canonical forms for arbitrarily d  4.
For example, if (A : B) is given by (3.3):
(A : B) =
⎛
⎜⎜⎜⎜⎜⎜⎝
r1 a21 0 −1 −a31 −a41 0 0
a21 r2 1 0 −a32 −a42 0 0
a31 a32 0 0 r3 b41 0 −1
a41 a42 0 0 b41 r4 1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
,
we delete the fourth row, the sixth column and the seventh column of this canonical form, to get
(˜A, B˜) =
⎛
⎜⎜⎜⎝
r1 a21 0 −1 −a31 0
a21 r2 1 0 −a32 0
a31 a32 0 0 r3 −1
⎞
⎟⎟⎟⎠ , (4.16)
this is the fundamental canonical form (4.4) for da = 4, db = 3.
Similarly, if we delete the third row and the last two columns of this canonical form, we can get
(̂A : B̂) =
⎛
⎝ r1 a21 0 −1
a21 r2 1 0
⎞
⎠ ,
this is the fundamental canonical form (4.14) for da = 4, db = 2.
If we delete the second row, the second column and the third column of the canonical form (4.16),
we can get
(A˘ : B˘) =
⎛
⎝ r1 1 −a31 0
a31 0 r3 −1
⎞
⎠ Rewrite−−−→ (A˘ : B˘) =
⎛
⎝ r1 1 −a21 0
a21 0 r2 −1
⎞
⎠ ,
this is the fundamental canonical form described in Remark 8 for da = db = 3.
5. Examples
In this section we give three examples to illustrate that, as mentioned in the Introduction, there
exist self-adjoint operators determined by nonreal boundary conditions for each of the classifications:
separated, coupled and mixed. Such examples are given in [7] for the regular case when d = 4. Here
we give them for singular problems when d < 4.
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Example 1. Suppose da = 4, db = 3, then d = 3. Let
(A : B) =
⎛
⎜⎜⎜⎝
1 −i 0 −1 i 0
i 1 1 0 0 0
i 0 0 0 1 −1
⎞
⎟⎟⎟⎠ . (5.1)
A straightforward computation shows that conditions (1) and (2) of Theorem 1 are satisfied and that
the conditions determined by (5.1) are mixed.
Example 2. Assume da = 4, db = 2. Then d = 2.
Let
(A : B) =
⎛
⎝ 0 −i 0 −1
i 0 1 0
⎞
⎠ . (5.2)
A straightforward computation shows that conditions (1) and (2) of Theorem 1 are satisfied and that
the conditions determined by (5.2) are separated.
Example 3. Assume da = db = 3. Then d = 2.
Let
(A : B) =
⎛
⎝ 1 −1 i 0
i 0 1 −1
⎞
⎠ . (5.3)
A straightforward computation shows that conditions (1) and (2) of Theorem 1 are satisfied and that
the conditions determined by (5.3) are coupled.
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