Abstract-Knowledge graphs have been widely adopted, in large part owing to their schema-less nature. It enables knowledge graphs to grow seamlessly and allows for new relationships and entities as needed. Natural language questions are the most intuitive way of formulating an information need. People can formulate questions to express their information needs. Natural language questions as a query language present an ideal compromise between keyword and structured querying. Questions can be used to express complex information needs that cannot be expressed as keywords without a significant loss in structure and semantics. Knowledge graph has abundant natural semantics and can contain various and more complete information. Its expression mechanism is closer to natural language. We propose to clarify the expression of knowledge graph as a whole. We use knowledge graph to solve the Five Ws problems respectively which are guided by interrogative words such as who/when, what, how and why. We also propose to specify knowledge graph in a progressive manner as four basic forms including data graph, information graph, knowledge graph and wisdom graph.
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Introduction
In terms of usability, questions are a more accessible medium for expressing complex information needs. The "What, How, Who, When, Why" (Five Ws) are questions whose answers are considered to be the basis of informationgathering and problem-solving. Traditionally, users interact with search engines by providing keywords to the search engine and obtaining a list of documents that best match those keywords. The two major drawbacks of this pattern are the answer to granularity and query expression [1] . Keyword queries are highly "telegraphic" [2] which 1 . DOI Reference Number 10.18293 / SEKE2017-079 means that they have limited expressiveness with missing verbs, prepositions, clauses and phrase clues. With this limitation, users cannot express complex information needs. Knowledge graph has become a powerful tool to represent knowledge in the form of a labelled directed graph and to give semantics to textual information. A knowledge graph is a graph constructed by representing each item, entity and user as nodes, and linking those nodes that interact with each other via edges. However, there is still a lack of a standard definition of knowledge graph. In [10] the authors elaborated conceptual approaches for defining data, information, and knowledge. Data is acquired by observing the basic individual items of numbers or other information, but on their own, without context, they have no information. Information is conveyed through the context of data and data combinations, and may be suitable for analysis and interpretation. Knowledge is the general understanding and consciousness gained from the accumulated information, and the experience is adjusted so that a new background can be envisaged. Wisdom is an extrapolative and nondeterministic, non-probabilistic process. It calls upon all the previous levels of consciousness, and specifically upon special types of human programming [12] . We propose to clarify the expression of knowledge graph as a whole. We use knowledge graph to solve the Five Ws problems respectively which are instructed by interrogative words such as who/when, what, how and why. Each of them can be widely used to explore and evaluate a variety of knowledge theories and systems. We show the progressive forms of knowledge type in Table 1 . Correspondingly, we propose to specify knowledge graph in a progressive manner as four basic forms including data graph, information graph, knowledge graph and wisdom graph.
In the rest of this paper, we elaborate how to use knowledge graph to solve the problem guided by interrogative words including "who & when" "what" "how" "why" in Section 2, 3, 4, and 5 respectively. The related works are 2. Relationship between "who/when/where", 'what", "how" and "why"
In Fig. 1 we show the relationship between "Who/When/Where", "What" "How" and "Why". We use discrete points to represent data. Data represents a fact or statement of event without relation to other things and we can use data to give answers to the questions guided by "Who/When/Where". Data requires interpretation to become information. To translate data to information, several factors must be considered. The factors involved are determined by the creator of data and the desired information. Information is data that has been given meaning by way of relational connection. This "meaning" can be useful, but does not have to be. By organizing the associated discrete data points together, we can provide answers to "what" questions. Knowledge is the appropriate collection of information and it is considered to be of great use. Knowledge is a deterministic process and can be tacit as well as explicit. When people "memorize" information, they have amassed knowledge. This knowledge has useful meaning to them, but it does not provide for, in and of itself, an integration such as would infer further knowledge. We use knowledge to answer "how" questions. The first three categories relate to the past and they deal with what has been or what is known. Only the fourth category, wisdom, deals with the future because it incorporates vision and design. With wisdom, people can create the future rather than just grasp the present and past [16] . But achieving wisdom isn't easy. People must move successively through the other three categories. By assessing and understanding the acquired knowledge, we infer what we did not know before. Wisdom can provide answers to "Why" questions.
Using Knowledge Graph to Answer the Question of "Who& When"
We represent entities with the logical predicate Ent(E). We represent labels with the logical predicate Lbl(L). Then an entity having labels can be defined as Ent(E) = Lbl(L). Relations are represented with the logical predicate Rel(E1,E2,R) where the relation R holds between the entities E1 and E2, for instance, R(E1,E2). We define a knowledge graph G as a set of triples of the form (s,r,t) where s,t ∈ E and r ∈ R. by asking questions, we propose to segment questions and recognize the basic entity E1, relationship type R, and type of target entity E2. The query seeks target entity E2, where R (E1, E2) holds and mentions of entities have been linked to the corresponding knowledge graph. In general, we can present a user's question to a triad form. A triple pattern query, or simply a query is a set of triple patterns Q = q 1 , ..., q n and a projection set P(Q) of variables. We require the join graph of Q, where q i s are vertices and an edge exists between every pair of vertices sharing a common variable, to be a connected graph (to avoid computing Cartesian products). P (Q) is a subset of the variables in Q, defining the output structure, typically tuples of entities. We also refer to the triple pattern set Q as a query when the projection set is not relevant for the discussion. We adapt one of the figure examples from [1] to explain. When a user enters "who is the spouse of Robert Rossellini", it can be expressed as (?x, spouse, RobertRessellini). The corresponding triple pattern query is SELECT ?x WHERE ?x spouse Robert Rossellini. According to the knowledge graph shown in Fig. 2 we can learn that the answer to the question is P (Q) = Ingrid Bergman. The denition of an answer to a query is a natural extension of an answer to a single triple pattern.The method of dealing with "when" questions is similar to that of "who" questions. semantics, and its expression mechanism is closer to natural language. Knowledge graph can contain various and more complete information. According to algorithm 1, we can generate rules from a large number of training data sets. When a user searches for an entity, if collection of the entity s (relation, label) value pair matches to a certain rule, then we can know which class the entity belong to. For example, we give a set of rules about verifying vertebrate categories as shown below: r1: (is a, flying animal) ∧ (has, feather) ∧ (is a, constant temperature animal) → bird.
r2: (is a, aquatic animal) ∧ (has, squama) ∧ (breath with, gills) → fish.
r3: (is a, variable temperature animal) ∧ (has, squama) ∧ (breath with, lung) → reptile.
r4: (is a, viviparous animal) ∧ (is a, constant temple animal) → mammal.
r5: (is a, variable temperature animal) ∧ (is a, semiaquatic animal) ∧ (breath with, lung) → amphibian.
Algorithm 1 Extracting rules according to the data set Require: Training record E; Ensure: collection of relation-label value pair A(Ri, Li), an ordered set of classes Y0{y1, y2, , y k }, initial list of rules R={} For every class y ∈ Y0 − y k do while the termination condition is not satisfied do 1. generate a rule r ← (A, y); 2. remove the training records covered by r from E; 3. append r to the end of the rule list R: R ← R ∪ r End while End For According to the above rules, we give partial knowledge graph about the classification of vertebrates as Fig.  3 shows. Entity swallow and its labels can be represented as Ent(swallow) = Lbl(flying animal), Lbl(feather). In Fig.  3 , Ent(swallow) and Ent (bird) have two matching characteristics, so we can recognize the swallow as a bird at the probability of two-thirds. The probability, denoted as P can be computed according to (1) :
where |Ent(E1) ∩ Ent(E2)| indicates the number of common labels of entity E1 and E2, |Ent(E1)| indicates the number of labels of entity E1. 
Establishing New Association through Knowledge Reasoning
In knowledge graph we can establish a new association between more entities through knowledge reasoning, so as to expand relations between entities and increase the edge density of the knowledge graph. Reasoning often requires the support of relevant rules, such as "spouse" and "male" to reason out "husband", from the date of birth and the current time to reason out of age and so on. These rules can be constructed manually by people, but often time-consuming and laborious, and it is difficult to exhaust all the reasoning rules in complex relationships. At present, it mainly relies on the co-occurrence of relations, and uses association mining techniques to automatically find reasoning rules. The classical method of using relational rule to achieve relational extraction is Path Ranking Algorithm, which uses each different relational path as a one-dimensional feature. By constructing a large number of relational paths in knowledge graph, we are able to obtain the eigenvector of relation classification and a relational classifier to extract the relationship. For example, there is doubt that whether it is correct to establish a relationship profession between entity Charlotte Bronte and entity writer in Fig. 4 . We can calculate the rate of correctness of a relationship, denoted as Cr(E1, R, E2), according to (2):
where P(E1, E2) indicates one path between E1 and E2, Q indicates all paths starting from E1 and ending with E2, θ(π) represents the weight obtained by training. can express abundant natural semantics and can supplement related information among terms. The graph-based nature of knowledge graph makes possible a linkage to other graphs thus resulting in an easy integrating of multiple kinds of information and an enhancement in integrity of information. By exploring the graph, new connections and commonalities between items and users can be discovered and exploited. For example, in Fig. 5 , when a user enters the question "What happened to Air France on September 15?", we can find the corresponding entity nodes that are "Air France" and "9.15" in the knowledge graph. Then we learn that there is a staff strike event occurred in Air France on September 15. Through entity-relation links and relevant information pushing, we can get an extended knowledge graph and show the user more detail information such as flight numbers and follow-up effects of the incident. 
Semantic links and active push of information
Using Knowledge Graph to Answer the Question of "How"
Knowledge graph can also show a process of dealing with an event when a user enters a question "how to do...". Path queries on a knowledge graph can be used to answer compositional questions such as What languages are spoken by people living in Lisbon?. However, knowledge graphs often have missing facts (edges) which disrupt path queries. Recent models for knowledge base completion impute missing facts by embedding knowledge graphs in vector spaces. We show that these models can be recursively applied to answer path queries, but that they suffer from cascading errors.
This motivates a new "compositional" training objective, which dramatically improves all models ability to answer path queries, in some cases more than doubling accuracy. Let E be a set of entities and R be a set of binary relations. A knowledge graph G is defined as a set of triples of the form (s,r,t) where s,t ∈ E and r ∈R. A path query q consists of an initial anchor entity, s, followed by a sequence of relations to be traversed, p = (r1,...,rk). The answer or denotation of the query, [q] , is the set of all entities that can be reached from s by traversing p. Formally this can be defined recursively:
We define the set of candidate answers to a query C(q) as the set of all entities that "type match", namely those that participate in the final relation of q at least once. And let N(q) be the incorrect answers:
For example, when a user enters a "how to recruit", we can find other entities that have an "include" relationship with the entity "recruitment process" based on the keyword recruit in Fig. 6 . We can then query other entities related to the previous entity follow the path if necessary and continue to perform these two steps until all relevant entities are found. 
Using Knowledge Graph to Answer the Question of "Why"
When people want to know the cause of something, she/he usually raise questions related to why, and the reason for one thing includes both direct and indirect causes. Five Whys is an iterative interrogative technique used to explore the cause-and-effect relationships underlying a particular problem [15] . The primary goal of the technique is to determine the root cause of a defect or problem by repeating the question "Why?" Each answer forms the basis of the next question. We give a description in Algorithm 2. The "Why" in the name derives from an anecdotal observation on the number of iterations needed to resolve the problem. We give an example in Fig. 7 by asking why the vehicle cannot starting. Through the first inquiry we know the reason is the battery is dead. Then we continue to ask questions "Why the battery is dead?" Through five iterations, we can know that the root cause is that the vehicle was not maintained according to the recommended service schedule. The questioning for this example could be taken further to a sixth, seventh, or higher level, but five iterations of asking why is generally sufficient to get to a root cause. The key is to encourage the trouble-shooter to avoid assumptions and logic traps and instead trace the chain of causality in direct increments from the effect through any layers of abstraction to a root cause that still has some connection to the original problem. Note that, in this example, the fifth why suggests a broken process or an alterable behaviour, which is indicative of reaching the root-cause level. It is interesting to note that the last answer points to a process. This is one of the most important aspects in the Five Whys approach -the real root cause should point toward a process that is not working well or does not exist. In addition to inquiry the causes of the occurrence of an event, "why" can also be used to question the causality. A cause and its effect can be of different kinds of entity. For example, when a user inquiries about why smoke damage people s lungs, smoke is the cause and damage to lungs is the relevant effect. We show the detail reason through knowledge graph by finding the middle nodes. In Fig.8 we can find that there are five paths between entity smoke and entity lung. Each path indicates a reason for that smoking will damage people s lungs. In algorithm 3 we elaborate how to find all the complete paths between two entities in order to find the detailed cause of the causal relationship between them. We expand Fig. 6 to illustrate details of the recruitment in a more detailed diagram. In Fig. 9 , we can easily find the time and place of the recruitment as well as the interviewers who are responsible for the interview based on some discrete data points. These discrete data points can be the answers to "when", "where" and "who" respectively. Linking discrete data points through relevant connections can reflect some of the basic situation of the recruitment. Contents in the right green box show the recruitment process which is the answers to "how" questions. And according to contents in the purple box we can understand the reasons for holding the recruitment. Certainly, there are some other reasons not shown in the figure which yet can be inferred from the existing known knowledge. For example, reason for selecting Alice and Bob as the interviewers may be that Alice and Bob are very experienced. 
Related works
For users with complex information needs, they can express their needs by proposing natural language questions. These questions are subsequently interpreted with respect to the specific knowledge graph at hand by mapping them to a triple pattern query, which can be issued to the knowledge graph, returning the desired answers to the user [3, 4, 5, 8] . This new setting of large knowledge graphs presents an opportunity to tackle the question answering problem using new approaches. By working against a knowledge graph, crisp entities can be returned as answers. By exploiting the structure provided by the knowledge graph and extracting relationship between entities, one can also answer complex questions that require multiple joins, corresponding to paths in the knowledge graph [6, 13, 14] . In these cases, a knowledge graph can be used to return answers that are proper tuples of entities, rather than singletons. Moreover, users will be able to ask for how an answer was derived by looking at the query that produced it. In [7] the authors presented a semantic parsing framework for question answering using a knowledge base and defined a query graph as the meaning representation that can be directly mapped to a logical form. Semantic parsing is reduced to query graph generation, formulated as a staged search problem. In [9] the authors presented a natural-language question-answering system that gives access to the accumulated knowledge of one of the largest community projects via an automatically acquired structured knowledge base. Inheriting concepts from ECML, at the highest abstraction level, in [11] the authors elaborated a contract in the eSourcing ontology and eSML answering three conceptual questions including the "who, where, and what" question.
Conclusion
The availability of large knowledge graphs presents a challenge and an opportunity that are, in some sense, duals of each other. The challenge lies in how to make an abundance of knowledge easily accessible to humans. Only a fraction of potential consumers of this knowledge will be versed in formulating triple pattern queries that express their information needs. Even for such people, the sheer size of data and the lack of a schema mean that formulating a triple pattern query can be a challenging task, requiring multiple rounds of tedious query reformulation. A solution to the above problem is to allow users to query knowledge graphs by proposing natural language questions. We proposed in this work to introduce knowledge graph to solve questions guided by the interrogative words including who/when, what, how and why(Five Ws). We elaborate three algorithms in this dissertation to facilitate effective querying of knowledge graphs and acquisition of knowledge. The contributions of this work are in the areas of question answering over knowledge graphs, relaxed knowledge graph querying combining structured and unstructured data, and open information extraction. These works initially validate that we can use natural language to express knowledge graph and then evaluate a large number of knowledge theories and systems. On the other hand, data, information, knowledge, and wisdom forms progressive layers of expression. We can dig information from data, obtain knowledge from information and acquire wisdom from knowledge. Our work lays the foundation of investigation from data to wisdom. In the next stage, we will deal with the 5W problems for the same background and different background at data, information, knowledge and wisdom level respectively. In addition, we will deal with the ambiguity of mapping problem to the query which is both structural and informative.
