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We show that quantum diffusion near the quantum critical point can provide a highly very efficient
mechanism of open-system quantum annealing. It is based on the diffusion-mediated recombination
of excitations. For an Ising spin chain coupled to a bosonic bath, excitation diffusion in a transverse
field sharply slows down as the system moves away from the quantum critical region. This leads
to spatial correlations and effective freezing of the excitation density. We find that obtaining an
approximate solution via the diffusion-mediated quantum annealing can be faster than via closed-
system quantum annealing or Glauber dynamics.
Quantum annealing (QA) has been proposed as a can-
didate for a speedup of solving hard optimization prob-
lems [1–3]. Optimization can be thought of as motion
toward the potential minimum in the energy landscape
associated with the computational problem. Convention-
ally, QA is related to quantum tunneling in the landscape
that is slowly varied in time [4]. It provides an alternative
to simulated annealing, which relies on classical diffusion
via thermally activated interwell transitions. It was sug-
gested that the coupling to the environment would not
be necessarily detrimental to QA [5–7] .
Recently the role of quantum tunneling as a compu-
tational resource has become a matter of active debate
[8–12], as it is not necessarily advantageous compared
to classical computational techniques, e.g., the path in-
tegral Monte Carlo [13]. In addition, dissipation and
noise can make tunneling incoherent, significantly slow-
ing down [14] the transition rates that underlie QA.
In this paper we show that dissipation-mediated quan-
tum diffusion can provide an efficient alternative resource
for QA. We model QA as the evolution of a multi-spin
system with a time-dependent Hamiltonian. The dif-
fusion involves environment-induced transitions between
entangled states. These states are delocalized coherent
superpositions of multi-spin configurations separated by
a large Hamming distance. At a late stage of QA the dif-
fusion coefficient decreases. Ultimately diffusion becomes
hopping between localized states and QA is dramatically
slowed down. An important question is whether the so-
lution obtained by then is closer to the optimum than
the solution obtained over the same time classically.
Diffusion plays a special role where the system is driven
through the quantum critical region, as often considered
in QA [2, 4, 8]. A well-known result of going through such
a region is generation of excitations via the Kibble-Zurek
mechanism [15]. This leads to an error, in terms of QA,
as the system is ultimately frozen in the excited state.
The generation rate can be even higher in the presence
of coupling to the environment [2].
It is diffusion that makes it possible for the excitations
to “meet” each other and to recombine, thus reducing
their number. Near the critical region diffusion is en-
hanced because of the large correlation length. It has
universal features related to the simple form of the exci-
tation energy spectrum.
The novel effect of quantum-diffusion induced accelera-
tion of QA is of utmost importance for systems with delo-
calized multi-spin excitations. To reveal and characterize
this effect, we study it here for a model with no disorder.
The specific model is a one-dimensional Ising spin chain,
where the spins are coupled to the environment and the
system is driven through the quantum phase transition
by varying a transverse magnetic field. Among recent
applications of this classic model we would mention cold
atom systems [17–19] and the circuit QED [20].
We assume that each spin is weakly coupled to its own
bosonic bath. The QA Hamiltonian is
HQA = −J
N−1∑
n=1
(σznσ
z
n+1 + gσ
x
n)−
N∑
n=1
σxnXn +HB , (1)
where N is the number of spins, Jg(t) is the transverse
field, σxn, σzn are Pauli matrices, HB =
∑
n,γ ~ωγnb†γnbγn
is the baths Hamiltonian; Xn =
∑
γ λγn(b
†
γn + bγn),
and b†γn, bγn are boson creation/annihilation operators
in the nth bath. We assume Ohmic dissipation,
2
∑
γ(λγn/~)2δ(ω − ωγn)=αω, α  1, and linear sched-
ule for reducing the transverse field, g˙(t)=−v<0, starting
from the initial value gi  1. We further assume trans-
lational symmetry, so that λγn, ωγn are independent of
n. The spin-boson coupling (1) provides a microscopic
model for the classical spin-flip process in the Glauber
dynamics [21].
In the absence of coupling to the environment, model
(1) describes a quantum phase transition between a para-
magnetic phase (g > 1) and a ferromagnetic phase
(g < 1) [22]. The spin part of the Hamiltonian (1) can
be mapped onto fermions [23] using the Jordan-Wigner
transformation, σxn = 1 − 2a†nan, σzn = −K(j)(a†n + an)
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2where K(j) =
∏
i<j σ
x
i ; a†n and an are fermion creation
and annihilation operators. Changing in the standard
way to new creation and annihilation operators η†k, ηk,
with ηk = 1√N
∑N
n=1[an cos(θk/2) − ia†n sin(θk/2)]e−ikn,
we obtain the Hamiltonian of the isolated spin chain as
H0 = 2J
∑
k kη
†
kηk, where k is the dispersion law in the
fermion band,
k =
√
(g − cos k)2 + sin2 k, tan θk = sin k
g − cos k . (2)
In the course of QA, pairs of fermions with opposite
momenta are born from vacuum due to the Landau-Zener
transitions as the system passes through the critical point
g = 1 [15]. The resulting density of excitations nv in the
thermodynamic limit is simply related to the QA rate v
[24],
nv = (~v/8piJ)1/2. (3)
Coupling to bosons leads to relaxation of the fermion
system and renormalization of its spectrum. From
Eq. (1), the coupling Hamiltonian in terms of the fermion
operators has the form
Hi =
∑
kk′
hkk′Xk−k′ , hkk′ = ckk′η
†
kηk′
+ skk′η
†
kη
†
−k′ + s
∗
k′kη−kηk′ , (4)
where Xq =
∑
γ λγ(bγq+b
†
γ−q) are boson field operators,
bγq = N
−1/2∑
n bγn exp(−iqn); the coefficients ckk′ and
skk′ are expressed in terms of the rotation angles θk, θq,
see Eq. (27) of the Supplemental Material (SM).
From Eq. (4) one can identify two types of relaxation
processes. The first is intraband scattering in which a
fermion momentum is transferred to bosons. The rate
of intraband scattering k → k′ is W+−kk′ ∝ |ckk′ |2. The
second process is interband transitions of generation and
recombination of pairs of fermions with rates W++kk′ and
W−−kk′ , respectively; both rates are ∝ |skk′ |2,
Wµνkk′ = (2piα/N)Ω
µν
kk′ [1− µν cos(µθk − νθk′)]
× [n¯(Ωµνkk′) + 1], Ωµνkk′ = 2J(µk + νk′)/~, (5)
where µ, ν=± and n¯(ω) = [exp(~ω/kBT )− 1]−1.
The single-particle quantum kinetic equation that in-
corporated these processes was derived in Ref. [2]. The
equation was written for the coupled fermion popula-
tions Pk = 〈η†kηk〉 and coherences 〈ηkη−k〉. It involved
two major approximations, the spatial uniformity of the
fermion distribution and the absence of fermion correla-
tions. These approximations hold in the critical region,
where the gap in the energy spectrum ∆(g) = 2J |1−g| <
kBT . For a sufficiently low QA rate, the density of ex-
citations is dominated by thermal processes rather than
the Landau-Zener tunneling [2]. The fermion population
is Pk = 1/[exp(2Jk/kBT ) + 1].
The goal of QA is to reduce the number of excitations,
which happens after the system goes through the criti-
cal region. As we show, a significant reduction can be
achieved already very close to the critical region. How-
ever, the approximation [2] does not describe the dynam-
ics in this range where many-fermion effects and the as-
sociated spatial density fluctuations become significant.
These effects can be described by the Bogoliubov hier-
archy of equations for many-particle Green’s functions.
However, as we show, the relevant for the QA scaling
relations between the speed g˙ and the final density of
excitations can be found in a simpler way.
Behind the critical region, where
e−∆(g)/kBT  1, ∆(g) = 2J |1− g|, (6)
the fermion density n ≡ 〈n(x)〉 becomes small and
the average inter-fermion distance largely exceeds the
thermal wavelength λT=2pi~/(2mekBT )1/2 [me=~2(1 −
g)/2Jg is the effective mass]. As the first approxi-
mation, one can describe the fermion system by the
single-particle Wigner probability density ρW (x, k) =
(2pi)−1
∫
dp〈η†k+p/2ηk−p/2〉e−ipx. For weak coupling to
the bosonic bath, the kinetic equation for this function
reads,
∂tρW + (∂kk)∂xρW = Lˆ(0)ρW + Lˆ(1)ρW , (7)
where operator Lˆ(0) describes intraband scattering,
Lˆ(0)ρW (x, k) ≈N
2pi
∫
dq
[
W+−qk ρW (x, q)−W+−kq ρW (x, k)
]
,
(8)
whereas Lˆ(1) describes interband transitions and is dis-
cussed below.
The coefficients in Eq. (8) simplify close to the critical
point, where 1− g  1 but ∆(g)  kBT . Here W+−kq ∼
τ−1r , where τ−1r is the momentum relaxation rate,
τ−1r = 2αkBT [(1− g)/βg~2]1/2, β = 2J/kBT. (9)
Using the explicit form of W+−kq , one can show that the
eigenvalues of the operator Lˆ(0) are non-positive. The
zero eigenvalue corresponds to the Maxwell distribution
over momentum, ρW (x, k) ∝ exp(−βk), whereas the
next eigenvalue is negative and is separated by a gap
≈ −6.6τ−1r .
The rate τ−1r (g) increases with the distance 1 − g ∝
∆ from the critical point. Extrapolating it back to the
critical region ∆ ' kBT we recover the critical scaling
(τ−1r )cr ' 4Jα/~β2 [2]. The system passes the critical
region isothermally for J |g˙|  (τ−1r )cr.
On the time scale large compared to τr the distri-
bution ρW takes a simple form of a product of the
Maxwell-Boltzmann distribution over kinetic energy and,
generally, a coordinate-dependent density n(x, t), ρW =
n(x, t) exp(−βk)/
∑
k exp(−βk). If we disregard the
3term Lˆ(1) in Eq. (7), we obtain a standard diffusion equa-
tion for the fermion density
n˙(x, t) = D∂2xn(x, t), D = cD
Jβ1/2
α~
g3/2
(1− g)3/2 , (10)
where cD ≈ 0.17 (see Sec. I in SM for details). We note
that the diffusion coefficient D ∼ kBTτr/me sharply in-
creases near the critical point.
We now discuss the term Lˆ(1)ρW that describes in-
terband transitions in Eq. (7). In the adopted approxi-
mation where we disregard fermion correlations and de-
couple many-fermion Green’s functions, we can write
this term as a sum of the generation and recombina-
tion terms. The generation term [Lˆ(1)ρW (x, k)]gen is pro-
portional to the coefficients W−−kq ∝ exp(−∆(g)/kBT ).
It rapidly falls off as the control parameter g moves
away from the critical point. Generation of fermions be-
comes slow for large ∆/kBT . The recombination term
[Lˆ(1)ρW (x, k)]rec = −N
∑
qW
++
kq ρW (x, k)ρW (x, q) also
becomes small in this range, because the number of
fermions becomes small.
From the above arguments, using the fact that
the distribution over fermion momentum is of the
Maxwell-Boltzmann form, we obtain a standard
generation-recombination equation for the spatially-
averaged fermion density 〈n〉,
〈n˙〉 = −w(〈n〉2 − n2th) (11)
Here, nth ≡ nth(g)=N−1
∑
k exp(−βk) is thermal equi-
librium density, whereas w(g) =
∑
k,qW
++
kq exp[−β(k +
q)]/Nn
2
th is the recombination rate [25]. For β 
1− g, 1/g
w(g) ' 8piαJ
~βg
, nth(g) '
(
1− g
2piβg
)1/2
e−β(1−g). (12)
As g ≡ g(t) decreases, the thermal density nth expo-
nentially sharply falls down. The mean density 〈n〉 can-
not follow this decrease, so that the density of fermions
becomes higher than the thermal density. This happens
for the value g(t) = g0 where the correction δ〈n〉 =
〈n(t)〉 − nth
(
g(t)
)
becomes ∼ nth
(
g(t)
)
. The quasista-
tionary solution of the linearized Eq. (11) reads δ〈n〉 ≈
−n˙th/2wnth. This gives an equation for g0
β−1w(g0)nth(g0) = |g˙| ≡ v. (13)
For exp{β[g0 − g(t)]}  1 we can disregard nth in
Eq. (11). Then using the explicit form of the rate w(g),
we obtain
〈n(t)〉 = β−1nth(g0)/ log [g0/g(t)] . (14)
Clearly, 〈n(t)〉 varies with time only logarithmically.
Another important for the QA consequence of the de-
crease of g(t) is the sharp decrease of the diffusion co-
efficient D = D(g), see Eq. (10). For small D, spa-
tial fluctuations of the density n(x, t) become important.
They impose a bottleneck on the recombination in one-
dimensional systems [26], because for fermions to recom-
bine they first have to come close to each other. In con-
trast to the usually studied reaction-diffusion systems, in
the present case the bottleneck arises not because of the
decrease of the density, but, in the first place, because of
the falloff of the diffusion coefficient.
Once the recombination becomes limited by diffusion,
the change of the fermion density becomes even slower
than in Eq. (14). If we stop decreasing g where thermal
generation can be disregarded, it will take time ∼ N2/D
for the density to become . 1/N . If we then make g = 0,
the system will be in the ground state. Thus the over-
all time to find a global minimum of the optimization
problem will be ∝ N2. However, this is not our goal.
The density n∗ = 〈n(t∗)〉 where there occurs the
crossover to diffusion-limited recombination gives an ap-
proximate solution of the QA. It is this solution that we
are interested in. As we show, it can be reached in time
that is independent of N . One can estimate n∗ by set-
ting equal the rates n˙ calculated for the recombination
and diffusion processes. For the recombination, one can
use Eq. (11) written for the local density n(x, t). For
the diffusion, one can use Eq. (10) where the mean inter-
particle distance 1/〈n〉 is chosen as a scale on which the
density fluctuates. An alternative way of estimating n∗
for a time-dependent diffusion coefficient is described in
Sec. IV of the SM. The result reads
n∗ = 〈n(t∗)〉 = kw(g∗))/D(g∗), g∗ = g(t∗), (15)
where k ∼ 1.
Equations (13) - (15) relate the crossover value of g =
g∗ to the value g0 where thermal equilibrium is broken. It
is convenient to write them for the scaled distances from
the critical value g = 1, which are given by x0 = β(1−g0)
and x∗ = β(1− g∗),
µx
1/2
0 exp(−x0) = x3/2∗ (x∗ − x0),
µ = cDβ
2/8α2k
√
2pi3, µ 1. (16)
Equations (13), (14), and (16) express the crossover
density n∗ in terms of the speed of the change of the
control parameter v = |g˙|. Unexpectedly, the dependence
of n∗ on v is nonmonotonic, see Fig. 1. Our goal is to
minimize n∗. The optimal value nopt = minn∗ is
nopt ≈ 8pikα
2
cDβ3
x
3/2
opt , xopt ≈ lnµ+ 1− ln(lnµ), (17)
where xopt is the value of x∗ where n∗ is minimal; x0 =
xopt − 1. The optimal speed vopt is related to this value
of x0 by Eq. (13),
vopt ≈ (64kpi2Jα3/cDβ5~) ln(β2/α2)1/2. (18)
The above analysis applies for β  x∗ and x∗−x0  1.
Therefore the optimal speed of the algorithm is somewhat
4Figure 1. Fermion density vs. the distance to the critical point
(a) and vs. the annealing rate (b). In (a), the filled region
is bound by the thermal distribution nth(g). The black line
shows the nonequilibrium density 〈n〉 for α = 0.06, β = 25
and v=vopt=2.85 × 10−7, see Eq. (11) [25]. The blue point
marks the crossover value g∗. For g < g∗ spatial correlations
become strong and the theory is inapplicable. In (b), the
red, blue, green and black lines show the scaled density n˜∗ =
cdβ
3n∗/8kpiα2 vs. the scaled QA rate v˜ = ~β3v/4
√
2piJα
for logµ = 8, 9, 10, 11, respectively [parameter µ ∝ (β/α)2 is
defined in (16)]. The minimal density nopt = minn∗. The
dashed sections of the lines refer to the regions where the
asymptotic theory does not apply.
smaller than vopt, and the value of n∗ that can be reached
is slightly higher than nopt, see Fig. 1. However, Eq. (17)
gives the characteristic scaling of the minimal n∗ and
the optimal velocity with the parameters. It is seen that
nopt is extremely small for weak coupling, α  1, and
low temperatures, β  1, and it rapidly decreases with
decreasing α and kBT/J . Importantly, the optimal speed
vopt is independent of the size of the system.
It is instructive to compare the optimal speed with
the speed vKZ that would lead to the same density nv =
nopt due to the Kibble-Zurek mechanism of creation of
excitations in the absence of coupling to the environment.
From Eqs. (3) and (18),
vopt/vKZ ∝ (β/α) ln(β/α)3/2  1. (19)
Therefore the time it takes to reach the approximate so-
lution (17) in a closed quantum system is much larger
than in our case.
It is instructive also to compare vopt with the speed of
annealing based on the classical Glauber dynamics [21].
In this dynamics, for low temperatures, β  1, excita-
tions in the Ising spin chain are eliminated through dif-
fusion of kinks. If the transition rate for a kink to move
to a neighboring site is wG and the initial density of the
kinks is ∼ 1, the time tclass to reach density n  1 is
(8piwGn
2)−1 [21]. In terms of our model, the uncertainty
relation imposes a limitation wG  J/~. Therefore the
ratio of the times to reach nopt via classical and quantum
diffusion is very large, ∼ tclassvopt ∝ β/α 1.
The results demonstrate that quantum diffusion near
the critical point provides an important mechanism of the
speedup of QA. We find that the bottleneck of QA in an
open system can be imposed by the sharp slowing down
of the diffusion near the critical region. The crossover
to slow excitation recombination is accompanied by the
onset of significant spatial fluctuations of the excitation
density even in the absence of disorder. At the crossover,
the distance to the critical value of the transverse field
and the residual density of excitations non-monotonically
depend on the quantum annealing rate. Their minimum
provides the optimal value of the rate. This value scales
with the coupling constant and temperature as α3T 5, the
optimal excitation density is ∝ α2T 3, and the distance
to the critical value of the transverse field is ∝ T | lnT |.
For our simple but nontrivial example of QA, attaining
the approximate solution [27] via the quantum-diffusion
mediated process is faster than via classical diffusion or
the closed-system QA. One might expect that, in higher-
dimensional systems, quantum diffusion over extended
states could provide a route to finding approximate solu-
tions in the presence of disorder.
This work was supported in part by the Office of
the Director of National Intelligence (ODNI), Intelli-
gence Advanced Research Projects Activity (IARPA), via
IAA 145483, by the AFRL Information Directorate un-
der grant F4HBKC4162G001, and by NASA (Sponsor
Award Number NNX12AK33A). D.V. and A.P.-O. were
also supported in part by Sandia National Laboratory
AQUARIUS project. M.I.D. is grateful to the NASA
Ames Research Center for warm hospitality during his
sabbatical and partial support.
[1] T. Kadowaki and H. Nishimori, Phys. Rev. E 58, 5355
(1998).
[2] J. Brooke, et al, Science 284, 779 (1999).
[3] E. Farhi, at el., Science 292, 472 (2001).
[4] Arnad Das, Bikas K. Chakrabarti, Lect. Notes Phys. 679
(Springer, Berlin Heidelberg 2005).
[5] M. H. S. Amin, C.J.S. Truncik, D. V. Averin, 80, 022303
(2009).
[6] M. W. Johnson, et al., Nature 473, 194 (2011).
[7] Dickson, N. G., et al.," Nature communications 4, 1903
(2013).
[8] G. E. Santoro, et al., Science 295, 2427 (2002).
[9] S. Morita and H. Nishimori, J.Math. Phys. 49, 125210
(2008).
[10] E. Crosson, and M. Deng, arXiv:1410.8484 [quant-ph].
[11] M. B. Hastings, Quantum Information & Computation
13, 1038 (2013).
[12] B. Heim, T. F. Rønnow, S. V. Isakov, M. Troyer, Science
348, 215 (2015).
[13] Sergei V. Isakov, Guglielmo Mazzola, Vadim N. Smelyan-
skiy, et al., arXiv:1510.08057 [quant-ph].
[14] "Quantum Tunneling in Condensed Media", Eds. Y. Ka-
5gan and A. J. Leggett (North-Holland, 1992).
[15] T. W. B. Kibble, J. Phys. A 9, 1387 (1976); W. H. Zurek,
Nature 317, 505 (1985).
[16] D. Patan et al., Phys. Rev. Lett. 101, 175701 (2008);
Phys. Rev B 80, 024302 (2009).
[17] P. P. Orth, I. Stanic, and K. L. Hur, Phys. Rev. A 77,
RC 051601 (2008).
[18] H. Schwager, J. I. Cirac1, and Géeza Giedke, Phys. Rev.
A 87, 022110 (2013).
[19] A. W. Carr, M. Saffman, Phys. Rev. Lett. 111, 033607
(2013).
[20] O. Viehmann, Jan von Delft, and F. Marquardt, Phys.
Rev. Lett. 110, , 030601 (2013).
[21] R. Glauber, J. Math. Phys. 4, 294 (1961).
[22] S. Sachdev, Quantum Phase Transitions, (Cambridge
University Press, Cambridge 1999).
[23] E. Lieb, T. Schultz, and D. Mattis, Ann. Phys. (N.Y.)
16, 407 (1961).
[24] J. Dziarmaga, Phys. Rev. Lett. 95, 245701 (2005).
[25] The rate equation for 〈n(t)〉 (11) can be obtained also
from the quantum Boltzmann equation for the occupation
numbers 〈η†k(t)ηk(t)〉, see Sec. III of the SM. The Boltz-
mann equation applies also in the critical region [8].
[26] Uwe C. Tauber, Critical Dynamics: A Field Theory Ap-
proach to Equilibrium and Non-Equilibrium Scaling Be-
havior (CUP, Cambridge 2014)
[27] Edward Farhi, Jeffrey Goldstone, Sam Gutmann,
arXiv:1411.4028 [quant-ph].
Supplemental material
Appendix A: Fermion diffusion coefficient
In the semiclassical region, Eq. (6) of the main text, the
fermions have an effective mass me = ~2|1− g|/2Jg and
the average thermal velocity vT =
√
4gJ2/(1− g)~2β.
The length scale corresponding to a coherent fermion mo-
tion is given by the inelastic mean free path
`mfp(t) = vT τr =
β
α
g(t)
1− g(t)  1 ,
where τ−1r is the fermion momentum relaxation rate
given in Eq. (9) of the main text.
At sufficiently low density, fermions move mostly inde-
pendently with typical thermal wavelength
λT = 2pi~/
√
2mekBT = 2pi
√
βg(t)/2(1− g(t)). (A1)
For small coupling to the bosonic bath and for low tem-
peratures
1 λT  `mfp  〈n〉−1, (A2)
where 〈n〉 is the mean fermion density. Two fermions
can recombine when their wave packets overlap. The
recombination probability is ∝ w, where w = w(g) is
given in Eq. (12) of the main text.
If the processes of generation and recombina-
tion are disregarded, in the parameter range
(A2) one can describe fermion kinetics using
a standard quantum kinetic equation for the
single fermion Wigner probability distribution
ρW (x, k, t)= 12pi
∫∞
−∞ dκ 〈η†k+κ/2(t)ηk−κ/2(t)〉 e−iκx. It
reads
∂ρW (x, k)
∂t
+
1
~
∂ρW (x, k)
∂x
∂Ek
∂k
=
∫ ∞
−∞
dq wq→k ρW (x, q)
− ρW (x, k)
∫ ∞
−∞
dq wk→q , (A3)
wk→q =
N
2pi
W+−kq . (A4)
In Eq. (A3)
Ek = 2Jk (A5)
is the fermion energy [the scaled energy k is given in
Eq. (2) of the main text]. In the semiclassical region
Ek = ∆ +
~2k2
2me
, ∆ = 2J(1− g) kBT , (A6)
The stationary solution of Eq. (A3) is given by
the spatially-uniform Boltzmann distribution over the
fermion momentum,
ρ
(0)
W (k) =
1
Z
e
− EkkBT =
1
Z
e
− ∆kBT −
K2
2 . (A7)
Here Z =
∫∞
−∞ dk exp(−Ek/kBT ), and we have intro-
duced the scaled momentum K,
k = kthK, kth =
(
1− g
βg
)1/2
 1 . (A8)
We write the transition rate in terms of the rescaled
momenta and expand it in powers of β−1. To the leading
order in β−1 we have
wk→q ≈ w(0)k→q =
4αJ
~β
(K2 −Q2)/2
1− exp[−(K2 −Q2)/2] . (A9)
6In the approximation (A9), the rate wk→q is symmetric
with respect to sign inversion of k, q,
wk→q ≈ w(0)|k|→|q| . (A10)
An important physical argument is that the time evo-
lution of the fermion probability distribution with respect
to momentum is fast, it occurs over time ∼ τr. The evolu-
tion of the spatial distribution (the coordinate-dependent
part of ρW ) is much slower. To find this slow evolution,
we seek the time-dependent solution of Eq. (A3) for a
weakly spatially nonuniform distrribution ρW (x, k) as a
sum of symmetric and anti-symmetric terms with respect
to k, with the symmetric part being of the Boltzmann
form,
ρW (x, k, t) = n(x, t) ρ
(0)
W (k) + ρ
(1)
W (x, k, t) (A11)
Here
n(x, t) =
∫ ∞
−∞
dk ρW (x, k, t) , (A12)
is the spatial probability density and ρ(1)W (x, k, t)) =
−ρ(1)W (x, k, t)) is a term that corresponds to a non-zero
current,
j(x, t) =
∫ ∞
−∞
dk
1
~
dEk
dk
ρW (x, k, t), (A13)
=
∫ ∞
−∞
dk
1
~
dEk
dk
ρ
(1)
W (x, k, t).
If we now substitute Eq. (A11) into Eq. (A3), disregard
contributions of higher order in β−1, and separate sym-
metric and anti-symmetric terms in k, we obtain
∂n(x, t)
∂t
ρ
(0)
W (k) +
1
~
∂ρ
(1)
W (x, k, t)
∂x
dEk
dk
= 0 , (A14)
∂ρ
(1)
W (x, k, t)
∂t
+
1
~
∂n
∂x
ρ
(0)
W (k)
dEk
dk
= −τ−1s (k)ρ(1)W (x, k, t) ,
(A15)
where
τ−1s (k) =
∫ ∞
−∞
dq w
(0)
k→q . (A16)
In the above equation we used the fact that∫
dq w
(0)
q→k ρ
(1)
W (q, x, t) = 0 due to (A10). This equation
corresponds to a standard relaxation time approximation
in the transport theory.
Integrating (A14) over k and using (A13), we obtain
the continuity equation
∂n(x, t)
∂t
+
∂j(x, t)
∂x
= 0. (A17)
Assuming that the relaxation time with respect to mo-
mentum is short compared to the time over which the
density n(x, t) evolves, we use the quasi-stationary solu-
tion of Eq. (A15) for ρ(1)W ,
ρ
(1)
W (x, k, t) = −
∂n(x, t)
∂x
τs(k) ρ
(0)
W (k)
1
~
dEk
dk
. (A18)
The current then is just a diffusive current,
j(x, t) = −D ∂n(x, t)
∂x
, (A19)
D =
∫ ∞
−∞
dk ρ
(0)
W (k) τs(k)
(
1
~
dEk
dk
)2
. (A20)
The continuity equation (A17) takes the form of the dif-
fusion equation for a spatial distribution n(x, t),
∂n(x, t)
∂t
= D
∂2n(x, t)
∂x2
(A21)
The explicit form of the diffusion coefficient D in the
semiclassical region (A6), which follows from Eqs. (A9),
(A16) and (A20), is given in Eq. (10) of the main text.
Appendix B: Renormalization of the fermion
spectrum
In addition to fermion scattering, coupling of the
fermions to the bosonic field leads to a renormaliza-
tion of the fermion energy spectrum (the polaronic ef-
fect), fermion mixing, and fermion-fermion interaction.
For weak coupling, the corresponding effects are small.
It is the small renormalization condition that imposes
a constraint on the coupling strength. We specify
it here for the Ohmic-coupling, where the density of
states of the bosonic bath weighted with the coupling
is 2~−2
∑
γ λ
2
γnδ(ω−ωγ) = αω exp(−ω/ωc) for all lattice
sites n.
The effect of the Ohmic spin-boson coupling in an Ising
chain is different from the case of a particle in a poten-
tial well coupled to bosons, where the coupling could be
incorporated into the potential [1]. In the case of a spin
chain, the polaronic energy shift depends on the fermion
energy and also on the transverse magnetic field.
Special attention has to be paid to the case of a very
large parameter ωc. A simple perturbation theory shown
below diverges if it is extended to bosons with energies
~ωγ →∞. However, it is clear on physical grounds that
high-energy bosons with ~ωγ  2J should adiabatically
follow the spin dynamics. For large ωc, we introduce
a cutoff frequency ωcutoff such that ωcutoff  2J/~ but
ωcutoff < ωc. The effect of bosons with ωγ ≥ ωcutoff can
be accounted for by the standard polaronic transforma-
tion
U = exp
[∑
γ,n
σxn
λγn
~ωγ
(bγn − b†γn)Θ(ωγ − ωcutoff)
]
7where Θ(x) is the step function. This transformation
eliminates the coupling of σxn to such bosons. It shows
that the major effect of the high-energy bosons is the
renormalization of the Ising energy J → J exp(−W ) with
W ∼ 2α log(ωc/ωcutoff). We assume that such renormal-
ization has been done and that W  1.
After the high-energy bosons are eliminated (if they
were present initially), the analysis of the renormaliza-
tion of the fermion energy can be done using the explicit
form of the parameters of the coupling Hamiltonian in
the main text,
ckk′ = 2N
−1/2 cos[(θk + θk′)/2],
skk′ = iN
−1/2 sin[(θk + θk′)/2]. (B1)
If we disregard the contribution of thermal bosons, to
the second order in λγ the expression for the polaronic
energy shift 2JΣk of a fermion with wave vector k has a
standard form, with
Σk =
α
2
v.p.
∫
ω¯ exp[−ω¯/ω¯c]dω¯
×
∑
k′
[ |ckk′ |2
k − k′ − ω¯ +
4|skk′ |2
k + k′ − ω¯
]
, (B2)
where v.p. indicates the principal value of the integral
and ω¯c = ~ωc/2J . For ωc . 2J/~, the integration over ω¯
goes from ω¯ = 0 to∞. On the other hand, if ωc  2J/~,
the upper limit of the integral is ω¯cutoff = ~ωcutoff/2J .
The coupling-induced mixing corresponds to an ex-
tra term in the fermion Hamiltonian of the form of
2J
∑
k Σ
(c)
k η
†
kη
†
−k+ H.c. If we disregard the contribution
from thermally excited bosons,
Σ
(c)
k =
α
2
v.p.
∫
ω¯ exp[−ω¯/ω¯c]dω¯
∑
k′
skk′ckk′
× [(k − k′ − ω¯)−1 − (k + k′ − ω¯)−1] . (B3)
The limits of the integral over ω¯ are the same as in
Eq. (B2).
It is important that the coupling to bosons does not
lead to mixing of long-wavelength (k → 0) excitations.
This is because −k′ = k′ , whereas skk′ckk′ ∝ sin(θk +
θk′) changes sign for k′ → −k′ in the limit k → 0.
Of interest to us is the parameter range close to the
critical point, |g − 1|  1, and a range of the scaled
fermion energies k  1. Because such fermions have
small k, the coupling practically does not mix fermions
with opposite momenta. The leading-order scaled energy
shift for k  1 is Σk ∼ −αω¯cutoff for ω¯c  1, i.e., for
broadband bosons. On the other hand, for narrow-band
bosons (compared to the Ising coupling energy J), i.e.,
for ω¯c  1, we have Σk ∼ −αω¯2c for k → 0. We note that
the condition ω¯c  1 is compatible with the conditions
ω¯c  1/β, 1 − gopt used in the main text to describe
relaxation of long-wavelength fermions; here gopt = 1 −
xopt/β, where xopt is given by Eq. (17) in the main text;
1− gopt  1.
The shift Σk for k → 0 determines the shift in the
critical value of the control parameter g. The shape of
the spectrum of long-wavelength fermions near the criti-
cal point is not changed by the renormalization (B2). In-
deed, it can be seen from Eq. (B2) that Σk ≈ Σk→0+Ck.
Constant C is ∼ α log ω¯cutoff for ω¯c  1 and is ∼ αω¯2c for
ω¯c  1.
Appendix C: Quantum Boltzmann equation for
fermion populations neglecting spatial fluctuations
The goal of this section is to justify the equation
that describes the evolution of the spatially-averaged
fermion density due to generation-recombination pro-
cesses, Eq. (11) of the main text. For the scaled trans-
verse field g(t) > g∗, i.e., prior to the crossover to a
diffusion limited recombination, spatial fluctuations of
the fermion density can be disregarded [g∗ is given by
Eq. (15) of the main text]. For fermions with momen-
tum k, time evolution of their density ρk(t) ≡ ρk,k(t) =
〈η†k(t)ηk(t)〉 can be described by the quantum Boltzmann
equation, cf. Ref. [2], which in standard notations has the
form
∂ρk
∂t
= L(a)k [ρ] + L(b)k [ρ], (C1)
L(a)k [ρ] =
∑
q
(
W+−qk (1− ρk)ρq −W+−kq ρk(1− ρq)
)
L(b)k [ρ] =
∑
q
(
W−−kq (1− ρk)(1− ρq)−W++kq ρkρq)
)
Here L(a) describes inelastic intraband scattering, ( cf.
Eq. (8) in the main text). Operator L(b) describes two-
fermion creation with rate ∝ W−−kq ) and annihilation
with rate ∝ W++kq ). The transition rates in Born ap-
proximation are given in Eq. (5) of the main text. For
fixed g, Eq. (C1) has a stationary solution given by the
Fermi-Dirac distribution with zero chemical potential,
ρk = 1/[exp(2Jk/kBT ) + 1]. In (C1) we assumed that
the inverse duration of a collision is much smaller than
the QA rate, kBT/~ |g˙|.
Unlike the scattering rates W+−kq , the rates W
µµ
kq de-
pend exponentially strongly on the relation between the
energy gap ∆ = 2J |1− g| and kBT . At the initial stage
of QA ∆  kBT and the system is mostly frozen in its
ground state, because fermion generation is suppressed,
W−−kq ∝ exp(−2∆/kBT ). As the critical region ∆ . kBT
is traversed, fermions with energies . kBT become ther-
mally excited (and are potentially also excited via the
Kibble-Zurek mechanism, which in the considered case
of small |g˙| gives less excitations).
After the critical point is passed, the system again en-
ters the semiclassical region ∆ kBT . The two-fermion
generation rate W−−kq slows down and the fermion popu-
lation decreases. A key observation is that, since fermion
annihilation requires a two-fermion collision with rate
8W++kq ρkρq, it also slows down. In contrast, the rate of
intraband scattering described by the operator L(a)k in
Eq. (C1) has terms linear in ρk, which do not contain
exponentially small factors. Therefore intraband transi-
tions are faster than interband transitions in the semi-
classical region.
The physical description of the dynamics is based on
the idea that, because of the intraband scattering, there is
first established thermal distribution within the fermion
band. The total fermion population changes on a longer
time scale due to interband processes. If we keep only
the intraband scattering terms in Eq. (C1), this equation
takes the form
∂ρk
∂t
'
∑
q
L
(0)
kq ρq, L
(0)
kq = W
+−
qk − δkq
∑
k′
W+−kk′ (C2)
In the limit of large N for |1 − g|  1 we introduce a
scale-free integral kernel,
L
(0)
kq = τ
−1
r L¯
(0)
KQ, K = k/kth (C3)
where kth is defined in (A8) and
L¯
(0)
KQ = wQK − δ(K −Q)
∫
dK ′ wKK′ , (C4)
wQK =
1
2
(Q2 −K2){1− exp[−(Q2 −K2)/2]}−1.
The relaxation rate τ−1r is given in Eq. (9) of the main
text. Except for the rescaling, the operator L¯(0) has the
same form as the operator Lˆ(0) in Eq. (8) of the main
text.
A direct calculation shows that the eigenvalues em of
L¯(0) are non-positive. The maximal eigenvalue e0 = 0
has as the eigenstate the stationary solution of (C2)
ρk =
〈n〉
nth
e−βk , nth =
1
N
∑
k
e−βk . (C5)
Equation (C5) describes a quasi-equilibrium thermal dis-
tribution over fermion momenta; 〈n〉 is the spatially-
averaged fermion density, and nth is the thermal equi-
librium density.
One further find from the analysis of the eigenvalues
of the operator L¯(0) that its eigenvalues em>0 form a
continuous spectrum (in the limit of N →∞) with a gap
given by the first nonzero eigenvalue e1 = −6.6. The rate
τ−1r |e1| is the typical relaxation rate of fermion momenta.
It increases with the distance 1− g ∝ ∆ from the critical
point.
The density 〈n〉 varies on the time scale t  τr. An
equation describing the slow time evolution of 〈n〉 can be
found by substituting expression (C5) into the full Boltz-
mann equation (C1) and performing summation over the
momentum k in this equation. This gives Eq. (11) of the
main text.
Appendix D: Crossover from the mean field regime
to the diffusion limited regime
In this section we provide an alternative estimate of
the fermion density where spatial fluctuations of the
fermion density cannot be disregarded and the recom-
bination rate becomes diffusion-limited. Such crossover
has been studied in a number of papers [3–6] (see also
[7]) where the diffusion coefficient and the recombination
rate were assumed constant. In the mean-field regime
described by the rate equation, cf. Eq. (11) of the main
text, these assumptions lead to a linear increase of the
reciprocal density in time, if generation is neglected. In
our problem, the fermion density decreases logarithmi-
cally slowly, Eq. (14) of the main text, while the diffusion
rate D ∼ v2T τr ∝ (1− g)−3/2, Eq. (10) of the main text,
sharply falls off in time.
To estimate the time and density where there oc-
curs the crossover in our problem, we consider a ran-
dom spatial configuration of fermions at an instant
τ . Typically, a given fermion is separated from other
fermions on the both sides by “empty" intervals [3]
of size `(τ)= 〈n〉−1(τ)  `mfp(τ). For t > τ , the
fermion diffuses toward the boundaries of this inter-
val, which are moving themselves due to fermion re-
combination. The recombination rate for the considered
fermion at time t is determined by the probability to
have diffused over the distance `(t). It has the form
w[2pi`D(t, τ)]
−1/2 exp[−`2(t)/2`2D(t, τ)], where `D(t, τ) =
[4
∫ t
τ
dt′D(t′)]1/2 is the diffusion length, `2D(t, τ) ∝ [1 −
g(τ)]1/2 − [1− g(t)]1/2.
If the instant τ corresponds to a sufficiently large
g(τ) < 1, when the diffusion is fast, then one can find
such time t that `D(t, τ)  `(t) and the considered
fermion with high likelihood will recombine with other
fermions. However, for a later time τ this is not the
case, because of the diffusion slowing down. In other
words, the condition `D(t, τ) > `(t) cannot be met.
The critical value of τ = t∗ and the corresponding
crossover density n∗ can be estimated from the condi-
tion that the curves `D(t, τ) and `(t) touch each other,
d(`2D(t, τ)/dt = d`
2(t)/dt. If fermion generation can be
neglected, this gives
n(t∗) = kw(t∗)/D(t∗),
where k ∼ 1. This is the condition given in Eq. (15)
of the main text. For τ > t∗ spatial correlations in the
fermion distribution become significant.
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