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Abstract
The possibility to designing schemes useful for developing quantum technology
devices of practical value necessitates exploiting quantum coherence effects in a
scalable physical system in a feasible way. The broad aim of this thesis is to in-
vestigate the use of quantum non-equilibrium dynamics for the above, exploiting
minimal control to accomplish highly coherent dynamics in a many-body system.
How to harness the natural hopping dynamics of particles in a many-site lattice for
controlled applications, is still an open question. Through the introduction of few
impurities in the lattice potential, we devise a scheme to trigger effective tunable
linear optics-like operations between arbitrary sites, that overcomes the limitations
of setups based on coherent hopping dynamics, when particles are initially separated
by many sites. Our scheme enables the generation of peculiar quantum interference
effects as well as quantum metrology applications in a many-site lattice. We design
a lattice coupling profile that enables perfect wave-packet splitting between mirror
symmetric sites and leads to perfect wave-packet reconstruction, fractional reviv-
als and perfect entanglement distribution, for arbitrary long chains. We prove that
composite objects in a lattice, made of more particles initially in a lattice site, are
a valuable resource for dynamically generating non-classical states between remote
sites, tackling edge-localisation effects via local fields. Finally, we show how the
spin independent scattering of two initially distant qubits, can be used to implement
an entangling quantum gate between remote sites of a lattice. Our findings have
potentially an impact on quantum information, as well as on atomic interferometry
in a lattice.
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Introduction
The development of quantum devices is hindered by the possibility to manipulate
and observe a quantum system, even at the single particle level. Although a large
variety of schemes have already been developed, the main obstacle towards the
Third Quantum Revolution [1], associated to the control over macroscopic quantum
systems and the rise of quantum technologies, is represented by the possibility to
exploit a largely scalable physical system in a feasible way [2–11]. The current
challenge is how to use all the advantages of the quantum coherence effects, via
a physical system whose features allow the realisation of a complete quantum al-
gorithm, with high efficiency, for practical applications. Among the possible phys-
ical systems, one of the most promising consists of cold-atoms trapped in crystal-
like light structures, known as optical lattices, that allow storing atoms over large
microscopic arrays [12–14]. The versatility, in terms of physical parameter regimes
that can be reached, as the scalability and the high degree of insulation from the en-
vironment, make optical lattices a suitable platform for quantum technologies. On
the other hand, it is known that quantum systems with a high degree of insulation
from external interactions hardly offers a large amount of external control. Sev-
eral milestones have been achieved in the last two decades, and the recent advances
of trapping techniques for ultra-cold gases have opened up intriguing possibilities
for quantum manipulation at the single atom level. Indeed, spectacular progress
have been made on laser manipulation with single site level precision, making pos-
sible single atom initialisation and read-out procedures [14–20, 20–25]. Besides,
programmable spatial-light modulators, which typically consist of millions of indi-
vidually addressable mirrors, have been introduced in cold-atom setups to project
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arbitrary light-intensity landscapes and control each micro-trap potential [26], al-
lowing a deterministic atom preparation in the lattice [25]. The possibility to store
the pattern frame and change it in real-time, provides a lattice reconfigurable geo-
metry [27].
The internal atom degrees of freedoms can be exploited to encode a qubit state,
opening up to quantum information applications with neutral atoms in a lattice [12].
The possibility to convert static qubits to flying qubits by varying the lattice depth is
an important feature, as processing qubits can be moved between specific locations
without the requirement of using hybrid systems to store, transfer and processing
information.
Optical lattices are also a unique platform for quantum simulation applica-
tions [14, 25], in particular, of quantum magnetism models [12, 28–31], where the
spin propagation and the internal states can be observed directly via a quantum-gas
microscope [32–34], and of typical condensed-matter system, where the electrons
can be modelled as moving particles on a periodic crystal lattice structure gener-
ated by atom cores [35–37]. As the control of spin arrays is a central resource for
quantum computation, addressable optical lattices are a resource to tackle the open
challenges towards the development of quantum technologies.
The amount of control available in optical lattice systems opens up new ap-
plications for exploiting quantum interference effects in a lattice. Indeed, due to the
high degree of isolation from the surroundings, a nearly unitary evolution can be
used to perform coherent atom manipulation over large arrays. However, despite
the impressive level of control reached in experiments, nowadays it is still challen-
ging to manipulate the natural many-body dynamics in a lattice for realising feasible
quantum devices. For instance, atoms may need to be moved close together to ini-
tiate quantum gates between arbitrary pairs of qubits in the array.
While operations on the internal state of single particle has been realised with
success with focussed laser techniques [15, 38], several strategies have been de-
veloped for performing operations between physically distant qubits [12]. These
rely on auxiliary “marker” atoms that can be transported along the lattice [39,40], or
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via superimposed lattice merging [41], modification of the trapping potential [42],
optical tweezers [4, 43–46], Rydberg atoms [47–49] and dipole-dipole interaction
[50], spin dependent transport [51–55], time dependent traps [56,57], guided trans-
port via active potentials [58, 59] and quantum walks on a lattice [60, 61].
However, the necessity to have a high degree of control over a large collection
of qubits to build up transformations of practical value (this requires both single
atom control and interactions with other qubits) leads to a natural question, namely,
whether a minimally controlled system can be harnessed for quantum technology
tasks. Indeed, despite some efforts being made to build quantum gates in these sys-
tems, a scalable architecture to realise a complete quantum algorithm is still lacking.
The broad aim of this thesis is to envision new implementations of quantum tech-
nology schemes through minimal control, driving a quantum many-body system to
make it accomplish highly coherent non-equilibrium dynamics.
Specifically, one strategy to let distant qubits, belonging to different quantum
registers, interact, as well as two distant qubits in the same array, is to connect
them via a channel, realised by modulating the lattice geometry to obtain a 1D atom
waveguide [62, 63]. In this approach, the channel takes the role of a quantum wire,
where atoms naturally evolve and transfer information to distant locations, without
any requirement of active control on the atom position or the necessity of auxiliary
qubits. Moreover, the channel itself has an active role in the computation. Indeed,
the possibility to locally design the shape of the lattice potential via single-site tech-
niques, makes possible to tailor a configuration that performs a specific transforma-
tion during the atom dynamics. The much lower control needed, compared to other
strategies, together with the high reconfigurability offered by optical lattices, con-
stitute a compelling scheme for carrying out a sequence of quantum logic gates with
high efficiency.
In this thesis, we focus our attention on 1D lattices, modelled as open chains
with time independent couplings, where inputs are given at one end of and the out-
puts are extracted from the other side after some time. Our main goal is to tailor the
coupling profile and the inter-atom interaction so that the dynamics of few particles,
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initially in one/both ends of the chain, generates high efficiency transformations at
the endpoints of the lattice, for applications in quantum information, quantum optics
and metrology.
In Chapter 1, we introduce the main features of tight-binding lattices that model
the behaviour of atoms trapped in optical lattices. Firstly, we discuss the trapping
mechanism and the atom-atom interaction for ultra-cold neutral atoms and the main
decoherence sources. Then, we introduce the typical tight-binding models that de-
scribe the system, showing the connection between the physical parameters and the
coupling constants in the models, and highlight how spin chain models emerge from
the tight-binding description. We review the main techniques for initialising and
measuring the system with single-site precision and we shortly review the theory
of quantum information transmission in permanently coupled chains and the main
techniques to improve the transmission quality. We present a peculiar effect of lat-
tice models, namely the formation of bound states in strongly interacting particle
systems. We discuss their propagation characteristics in 1D chains. Finally, we dis-
cuss about quantum optics and metrology introducing the building blocks as well as
physical quantities that are signatures of peculiar interference effects, and that are
used to measure the quality of the transformations performed.
In Chapter 2, we introduce a scheme to produce tuneable linear optical trans-
formation between far sites of lattice models based on particle scattering on a barrier.
We analyse the performances of the system for interferometry applications and we
show how multi-particle interference effects can be observed between the edge sites
of finite lattice systems.
In Chapter 3, we discuss a strategy to tailor the chain couplings for generating
100% fidelity operations between each mirror-symmetric pair of sites of the chain.
We show how the scheme can be exploited for the generation of entangled states in
spin models and for the production of peculiar interference patterns.
Chapter 4 is devoted to bound states in optical lattices. We develop a model
to describe the dynamics of few particles showing how localisation effects can be
tackled for state transfer applications. We present a scheme for producing high
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NOON states between the edge-points of the lattice exploiting the natural dynam-
ics in the lattice and showing how the model can be used for quantum enhanced
metrology applications.
In Chapter 5, we discuss a model to implement a two qubit quantum gate in a
finite lattice model based on atom-atom scattering interaction.

Chapter 1
Introductory Material
In this chapter we introduce the main characteristics of tight-binding models and
the methods to evaluate particle dynamics and physical quantities. Tight-binding
models are realisable with cold atoms in optical lattices, which provide an excellent
degree of protection from environmental effects and a high controllability of sys-
tem parameters. In view of the experimental feasibility, we briefly discuss single
particle preparation and read-out techniques in optical lattices, and how the system
parameters can be tuned within current technology. As it is relevant to the purposes
of this thesis, we explicitly show how spin chain models emerge from lattice mod-
els for strong inter-particle interaction. Since a central point is played by the ability
to transfer quantum states between distant locations, we briefly analyse strategies
to improve the transfer efficiency in lattice models. Then, we introduce the topic
of bound states, analysing the dynamic behaviour and localisation mechanisms that
limit their use for applications. In the last part of the chapter, quantum linear optics
transformations and the relevant quantities useful to detect multi-particle interfer-
ence effects are introduced, as well as their use for realising quantum interferometry
applications.
1.1 Introduction to Tight-Binding Models
Tight-binding lattice models offer a unique platform in which particles may be either
static or mobile depending on the barrier potential between sites. A direct physical
realisation is through optical lattices, in which neutral ultra-cold atoms (usually al-
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kali) are trapped via induced dipole interaction [64, 65] using counterpropagating
laser beams [12] or projecting a light-intensity pattern via holographic masks [17],
or micro-mirror devices [26, 61]. Addressable optical lattices have several appeal-
ing features for quantum applications, due to a good balance between insulation and
control capabilities [13, 36]. The main characteristics are:
1. Trapped atoms can be interchanged from static to mobile, via the control of
the intensity of the laser that generates the lattice [61].
2. Neutral atoms, in a detuned optical lattice, are weakly coupled with the en-
vironment and therefore they exhibit excellent coherence properties. The
main source of decoherence is triggered by spontaneous emission, and can
be strongly suppressed when blue detuned lasers are employed to generate
the lattice [66]. Minor sources of decoherence are noise due to laser fluctu-
ations [67], and collisions with the background gas [68].
3. The amount of control available in current experiments allows single qubit
initialisation and read-out via single-atom addressing techniques and fluores-
cence imaging microscopy [16,17,19,24,38,45]. The state preparation fidel-
ity is about 98%, while single atom detection is possible with an efficiency
around 99% [19,69].
4. The parameters of the system can be tuned modulating the light intensity pat-
tern, and the strength of the inter-atomic interaction can be controlled in a
wide range via an external static magnetic field [70, 71].
In the following sections we illustrate in detail the main characteristics of optical
lattices, showing how system parameters are tuned and how to initialise andmeasure
the system in a real experiment.
1.2 Trapping of Neutral Atoms in Optical Lattices
Neutral atoms can be trapped in light crystal structures that consist of standing waves
produced by the interference of laser beams. The trapping mechanism results from
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the interaction of atoms with a far-detuned light [36,64]. In this section we analyse
in detail how the trapping effect naturally emerges from the atom-field interaction
and how it leads to decoherence effects.
As a first step we consider a single atom, modelled as a two level system, in-
teracting with an external laser field. The electromagnetic field consists of a highly
populated mode, at the laser frequency, and of a reservoir of unpopulated modes.
Specifically, as the laser beam is a coherent state [72, 73], in good approxima-
tion can be treated classically while the remaining modes need a quantum descrip-
tion [65,74,75]. An important point for cold atoms is that the centre-of-mass motion
must be taken into account to describe the effect of the light field on atom trajector-
ies. Indeed, the atom-field interaction induces spontaneous emission events which in
turn, due to momentum conservation, produce a momentum variation pi→ p f + h¯k,
where pi and p f are respectively the initial/final atommomenta, and h¯k is the photon
momentum (i.e. there is an atom recoil). The atom velocity varies of an amount
∆v= h¯kphoton/m, whose value is about1 ∆v≃ 1 cm/s. The key point is that the recoil
effect is largely negligible for atoms at room temperature because the average atom
velocity, vatom ≃
√
3kBT/m, is ∼ 300m/s. Therefore, with reasonable approxima-
tion, in quantum optics effects spontaneous emission effects can be safely neglected
at room temperature [65, 76]. On the contrary, in ultra-cold atoms the average ve-
locity is of the same order of magnitude of the recoil energy, (vatom ≃ 1 cm/s for a
typical temperature of T ∼ 500 nK [77]). Hence, spontaneous emission events in-
duce random kicks (due to the randomness of photon emission [65]) on the atomic
momentum which, as we show in the following, result in decoherence effects. A
single atom interacting with a laser field is described by the Hamiltonian
H = HA+HF +HAF , (1.1)
1For a typical laser wavelength of λ = 1064 nm [15], and for an atom of 87Rb (the atom mass
value is in Appendix E.2).
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where HA is the two-level atom Hamiltonian
HA =
P2
2m
+ h¯ω0|e⟩⟨e|, (1.2)
and the electromagnetic field HF is described by
HF =∑
µ
h¯ωµ
(
aˆ†µ aˆµ +
1
2
)
, (1.3)
with µ ≡ (k,ε) a collective index for the wave-vector k and the polarisation ε , and
aˆµ a bosonic annihilation operator. The atom-field interaction HAF is modelled as a
dipolar coupling2
HAF =−d · Eˆ(r, t) , (1.4)
where d=−dεζ (|e⟩⟨g|+ |g⟩⟨e|) is the atomic dipole moment, εζ a unit vector along
the quantisation axis, and the electric field operator Eˆ is evaluated3 in the atom
position r. The expression of the quantised field is [65, 73, 75]
Eˆ(r)≡ Eˆ++ Eˆ− = i∑
µ
εµEµ aˆµeikµ ·r+H.c. , (1.5)
where Eµ =
√
h¯ωµ/2ε0L3 and L3 is the quantisation volume. To describe the laser
we consider one mode of the electromagnetic field to be macroscopically populated,
while the remaining modes, initially in the vacuum state, are described by a reser-
voir4. The laser mode is described by a classical monochromatic field
EL(r, t) = ε (r)E (r)cos(ωt+φ(r)) , (1.6)
2The main contribution to the interaction Hamiltonian arises from the potential energy of this
electric dipole in the electric field of the light beam [76].
3The magnitude of the electron radii are of the order of the Bohr radius a0 (see Appendix E), then
their size is much smaller that the typical wavelength in the visible part of the frequency spectrum.
Therefore, the spatial variation across the dimension of the atom is very small and in good approxima-
tion the field can be evaluated in the position of the atomic nucleus (this is known as long-wavelength
approximation) [76].
4The typical fluctuation time of the vacuum field is τc ≃ ω−10 , that is much shorter than all the
others characteristic times. This allows one to consider the vacuum as a reservoir and to describe its
effect on the evolution as a relaxation process [75].
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where ω is the laser frequency and ε (r) is the polarisation of the light. The atom-
field interaction can be written asHAF =HAL+HAR, whereHAL andHAR are respect-
ively the interaction terms with the laser mode and with the unoccupied modes. The
coupling term with the classic field can be written directly
HAL =−d(εζ · ε(r))E (r)(cos(ωt+φ(r))|e⟩⟨g|+h.c) =
=
h¯
2
Ω(r)
(
ei(ωt+φ(r)) + e−i(ωt+φ(r))
)
(|e⟩⟨g|+h.c) ,
(1.7)
where the Rabi frequency, Ω(r) ≡ −d (εζ · ε(r))E (r)/h¯, depends on the electric
field profile and on the dipolemoment [76]. The latter can be reduced in the Rotating
Wave Approximation (RWA)5 to
HAL =
h¯
2
Ω(r)
(
e−iωte−iφ(r)|e⟩⟨g|+h.c.
)
, (1.8)
and for the reservoir modes we have
HAR =−id∑
µ
(εζ · εµ)Eµ aˆµeikµ ·rσ−+H.c. , (1.9)
where σ+ ≡ |e⟩⟨g| and σ− ≡ |e⟩⟨g|.
1.2.1 Atom Immersed in a Laser Light Field
To evaluate the effects of the light on the atomic trajectories we take into account
the centre of mass motion in a quantised form, introducing the conjugate variables[
xi, p j
]
= ih¯δi j, so the atom can be described via a density matrix, function of x or p,
as ρi j(x) or ρi j(p) in the real or in the conjugate space [65]. To evaluate the change
in atom momentum, we firstly consider a two level system interacting with the laser
light only. In the Heisenberg picture
ih¯∂t p= [H, p] = [HA+HAL+HL,−ih¯∇] , (1.10)
5In the Heisenberg picture the atom-field Hamiltonian contains two rotating terms with frequency
δ =ω−ω0, and two counterrotating terms ω+ω0 (that correspond to two excitations processes that
do not conserve the energy). The RWA consists in neglecting the counterrotating terms [76].
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where HA is the atomic Hamiltonian, HL is the classical light field (that commutes
with the momentum) and the atom-field coupling HAL is in the RWA approxima-
tion. Given the identity, valid for any function f (Xˆ) of position Xˆ and momentum
Pˆ operators [78], [
f (Xˆ), Pˆ
]
= ih¯∇ f (Xˆ) , (1.11)
and discardingHA andHL that commute with p, the momentum variation of the atom
is
dp
dt
=− h¯
2
|e⟩⟨g|∇
(
Ω(x)e−iωte−iφ(x)
)
+H.c. . (1.12)
As the right side of the (1.12) can be visualised as a force, the effect of the field on
the centre of mass motion is found via
F = ⟨dp
dt
⟩ , (1.13)
where the average is carried out both on internal and external degrees of freedom.
The general state of the atom is an entangled state between the internal and the centre
of mass degrees of freedom, as
|ψ⟩=
∫
dx (ψg(x)|g⟩+ψe(x)|e⟩) |x⟩ . (1.14)
Because the time scale dynamics of the centre of mass is the inverse of the recoil
frequency6,
τcm = 1/ωR , (1.15)
while the internal dynamics is of the order of magnitude of the natural decay rate of
the excited state [75],
τI = Γ−1 where Γ=
1
4πε0
4ω30d2
3h¯c3
, (1.16)
6The recoil velocity vr is the change in the atomic velocity when absorbing or emitting a resonant
photon from the laser beam. The recoil energy is defined as the kinetic energy of an atom moving
with velocity vr, namely h¯ωR = v2r/2m [79].
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if these two timescales are different from each other7, it is possible to assume that
the internal state is in a quasi-steady state and the contributions to the force due to
the internal and the centre of mass state are factorised as8 [65, 75]
F =− h¯
2
⟨|e⟩⟨g|⟩internal ⟨∇
(
Ω(x)e−iφ(x)
)
e−iωt⟩external+H.c . (1.17)
We assume that the centre of mass is sufficiently localised to approximate the spatial
wavefunction to a delta function
|ψ(t)⟩cm =
∫
ψ(x, t)|x⟩dx where ψ(x, t) = δ (x− xcm) , (1.18)
hence we evaluate the mean value obtaining
F =− h¯
2
∇
(
Ω(x)e−iφ(x) +H.c
)
|x=xcm⟨|e⟩⟨g|⟩internal . (1.19)
Finally, the average over the internal motion is evaluated, approximately, in a steady-
state (t→ ∞), namely9
⟨|e⟩⟨g|⟩internal = Tr (ρ|e⟩⟨g|) = ρge ≃ ρge,steady , (1.20)
so that the force on the centre of mass motion is
F (xcm)≃− h¯2∇
(
Ω(x)e−iφ(x) +H.c
)
|x=xcm . (1.21)
The latter describes the force that acts on the centre of mass if it was localised in its
classical position xcm (ray-optics limit of the atomic optics). Explicitly (1.21) and
(1.20), together with
∇
(
Ω(x)e−iφ(x)
)
=Ω(x)e−iφ(x) (α(x)− iβ (x)) , (1.22)
7For instance for 87Rb for typical transitions Γ/2π ≃ 6 MHz, while ωR/2π ≃ 4kHz [79].
8The fast internal motion can be adiabatically eliminated and reduced equations for the external
variables can be derived [75].
9Here we do not show the explicit expression for ρge,steady, which can be found in [74, 76].
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where α(x)≡ ∇Ω(x)Ω(x) , β ≡ ∇φ(x), lead to the expression for the mean force [65, 75]
F (xcm) =Fdissip+Freact (1.23)
where
Fdissip =− h¯Γ2
(
Ω2(xcm)/2
δ 2+ Ω
2(xcm)
2 +
(Γ
2
)2
)
∇φ(xcm) (1.24)
Freact =−h¯δ
(
Ω2(xcm)/2
δ 2+ Ω
2(xcm)
2 +
(Γ
2
)2
)
∇Ω(xcm)
Ω(xcm)
(1.25)
The force consists of two terms10: a dissipative term, (radiation pressure) propor-
tional to the spontaneous emission rate Γ and to the phase gradient of the field; the
other term, (dipole force) is proportional to the field gradient and to the detuning
δ = ωL−ω0 (it changes sign for positive and negative detuning). The radiation
pressure term is relevant for a field with a phase gradient. For example for a mono-
chromatic running wave E = E0e[i(ωt−kx)] = E0e[i(ωt+φ(x))], one has
Fdissip(xcm) =−h¯kΓ2
Ω2(xcm)/2
Ω2(xcm)
2 +δ 2+
(Γ
2
)2 , (1.26)
and for Ω(xcm) ≫ 1 it saturates to −h¯kΓ/2. We are interested in the trapping
effect generated by a spatially periodical potential: for a standing wave one has
∇φ(xcm)=0, thenFdissip = 0 and
Freact(xcm) =− h¯δ4
Ω2(xcm)/2
Ω2(xcm)/2+δ 2+
(Γ
2
)2 ∇Ω(xcm)Ω(xcm) =−∇U. (1.27)
10For the purposes of this section, here we are mainly interested in the Freact component. This
does not involve any absorption of energy from the field, but rather is due to a redistribution of mo-
mentum between the atom and the various plane waves composing the laser field (to have a non-zero
reactive term, the laser needs to be a linear superposition of several plane waves). Indeed, photons are
removed from one plane wave (absorption) and transferred to another plane wave (stimulated emis-
sion). The energy of the field does not change, because the plane waves have the same frequency,
ωL, but the momenta associated to the planes waves are not the same and the total momentum of the
field, as the one of the atom, change [75].
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By direct integration, we find the potential energy for a neutral atom immersed in a
standing wave potential
Uopt(xcm) =
h¯δ
2
ln
(
1+
Ω2(xcm)/2
δ 2+(Γ/2)2
)
. (1.28)
This means that the sign of the detuning determines if the energy minimum belongs
to a region of weak or strong light field. We observe that the trapping effect does
not saturate if the optical field intensity increases. For small intensity, Ω(xcm), we
have
Uopt(xcm)≃ h¯δ2
Ω2(xcm)
δ 2+
(Γ
2
)2 . (1.29)
If there is no dissipation one observes thatUopt(xcm)≃Ω2/δ . This means that if the
laser frequency is slightly lower than the atomic resonance (red detuning), δ < 0,
atoms are forced to regions with stronger field (i.e. the potential has minima at
the intensity maxima). Conversely, a blue detuned laser, δ > 0, forces the atoms
towards zones of weak laser intensity, or equivalently the potential has minima at
the intensity minima [80].
1.2.2 Damping Effect due to Spontaneous Emission
In the latter section we have shown how a standing laser wave produces a neut-
ral atom trapping. So far, we have neglected the effect of the field unpopulated
modes in the atom dynamics. In this section we explicitly consider spontaneous
photon emission events that, through atom recoil, trigger decoherence effects. As
spontaneous emission is an irreversible effect, the atom dynamics can be described
within a Master Equation formalism [8], which includes both centre of mass and
electronic degrees of freedom [65]. When the atomic motion is neglected, the sys-
tem time evolution under spontaneous emission events, ρsp(t), is the solution of the
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system [8, 75, 76],
(ρ˙ee)sp =−Γ(ρee)sp, (1.30)
(ρ˙eg)sp =−Γ/2(ρeg)sp, (1.31)
(ρ˙gg)sp = Γ(ρee)sp, (1.32)
where Eq. (1.30) and (1.32) describe the irreversible transfer of populations, while
Eq. (1.31) is the evolution of the coherence. Indeed, spontaneous emission increases
the population of the ground state (depleting the excited state) and meanwhile it
destroys the coherence. The latter description can be extended, once the atomic
motion is included, via a modification of the rate equation for the ground state, Eq.
(1.32).
Indeed, due to the Galilelian invariance11, the decay from the excited state pop-
ulation cannot contain terms that depend on the motion, then it is still described
by Eq. (1.30) [65]. On the contrary the rate equation for the ground state de-
pends explicitly on spontaneous emission, as atoms experience a change of mo-
menta p→ p− h¯k, where p is the centre of mass momentum. The atom recoil kick,
is formally described via a shift operator, that acts on momentum eigenstates as
e−ikn·r|p⟩= |p− h¯k⟩, (1.33)
where k = kn, and n is a unit vector that indicates the photon emission direction.
In the atomic reference frame, the emitted photon has energy E = h¯ω0, hence its
momentum is k = ω0/c. The rate equation for the ground state population must be
proportional to |e⟩⟨e|p− h¯k⟩⟨p− h¯k|= e−ikn·r|e⟩⟨e|eikn·r. As spontaneous emission
for moving atoms is not isotropic, a weight function must be carefully taken into
account together with an integral along all the directions. Specifically, the emission
probability within a solid angle d2n is dΓn = Γφ(n)d2n, where dA is the infinites-
imal area on a sphere and dA/r2 = d2n= sin(θ)dθdφ , and the emission distribution
11The density operator of the system, for a system at rest and under a boost transformation must
obey to the same Master Equation [65].
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is [65]
φ(n) = 3
8π
(
1− (n ·d)
2
d2
)
. (1.34)
To take into account the atom recoil, the ground population rate must be proportional
to dΓn|e,p− h¯k⟩⟨e,p− h¯k| = dΓne−ikn·r|e⟩⟨e|eikn·r, then integrating over all the
possible emission directions, Eq. (1.32) takes the form
ρ˙gg = Γ
∫
d2n φ(n)e−ikn·rρeeeikn·r. (1.35)
Eq. (1.30) and (1.31) can be rewritten via an effective Hamiltonian formalism, [74],
as ⎛⎝−Γρee −Γ/2ρeg
−Γρge 0
⎞⎠=−Γ
2
(ρσ+σ−+σ+σ−ρ) (1.36)
where σ+ = |e⟩⟨g| and σ− = |g⟩⟨e|, hence
−i
h¯
{
[HA,ρ]+ (ih¯)
(
−Γ
2
(ρσ+σ−+σ+σ−ρ)
)}
≡ −i
h¯
(
Heffρ−ρH†eff
)
(1.37)
where Heff = HA− ih¯Γ2σ+σ−. Finally, once added by hand the term relative to the
ground state, via a term σ−ρσ+ = ρee, the Master Equation for a two level atom, in
a laser field and interacting with the vacuum modes, is
d
dt
ρ =− i
h¯
(
Heffρ−ρH†eff
)
+Γ
∫
d2n φ(n)e−ikn·rσ−ρσ+eikn·r. (1.38)
To sum up, compared with the no recoil case, Eq. (1.30), (1.31) and (1.32), the spon-
taneous emission produces a change in the centre of mass motion which affects the
rate equation Eq. (1.32). When recoil due to spontaneous emission can be neglected
(k of the emitted photons is zero) one has the usual Master equation of a damped
two level atom [81,82],
d
dt
ρ =− i
h¯
(
Heffρ−ρH†eff
)
+Γσ−ρσ+ . (1.39)
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1.2.2.1 Atom Dynamics in a Detuned Field
In the previous section we have showed that the equation of motion for a two-level
atom driven by a laser light and undergoing spontaneous emission effect, is de-
scribed by optical Bloch equations, Eq. (1.38). For a large detuning, |δ |≫Ω, Γ, the
excited state can be adiabatically eliminated to obtain a description for the external
degrees of freedom only. As shown in [66], Eq. (1.38), for the density operator
becomes
d
dt
ρ =−i
(
Heffρ−ρH†eff
)
+J ρ , (1.40)
where the non-hermitian effective Hamiltonian is given by
Heff =
p2
2m
+Vopt(r)− iγ(r)2 . (1.41)
Here Vopt(r)≡ |Ω(r)|2/4δ and γ(r)≡ Γ|Ω(r)|2/4δ 2, are respectively the spatially
dependent trapping potential and the effective rate of light scattering, while
J ρ = Γ
∫
d2n φ(n)cnρc†n, where cn ≡ e−ikn·r
Ω(r)
2δ , (1.42)
is the operator that corresponds to a photon absorption followed by a scattering of
a spontaneous photon in direction n. Here k = ω0/c is the wave number associated
with the atomic transition frequency ω0 and φ(n) is the distribution of directions
of emitted photons, in Eq. (1.34). The detuning of the laser light, with frequency
ωL = ckL, is δ = ωL−ω0, and because it is close to the atomic resonance k ≃ kL.
As discussed in the previous section, a spatial dependent Rabi frequency, Ω(r) in
Eq. (1.41), determines the trapping profile.
The key point is that, fromEq. (1.41), a neutral atom in a laser field, of intensity
I and detuning δ , is subjected to a trapping potential Vopt ∝ I/δ and to a damping
factor γ ∝ I/δ 2. This means that the damping of the atom motion, namely the main
source of decoherence effects, is strongly reduced once the light is tuned very far
off the resonance, meanwhile high intensity power sources guarantee a sufficient
trapping strength. Typical values areΓ/δ ∼ (10−7÷10−6) [83]. We briefly mention
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that minor sources of decoherence are noise due to laser fluctuations12 [67] and
collisions with the background gas13 [68].
In this section we have showed that the dynamics of atom trapped in a laser
field is described by (1.41), where the trapping field profile is given by the spatial
dependent Rabi frequency Ω(r). For a deep periodical lattice Eq. (1.41) can be
expanded in a basis of functions that are exponentially localised in each lattice site.
The results of these calculations lead to a paradigmatic tight-binding model, known
as the Hubbard model, that will be discussed in details in the following.
1.3 Tight-Binding Models for Neutral Atoms in Op-
tical Lattices
1.3.1 BEC Hamiltonian in a Periodical Potential
The description of a system of interacting bosons in an external potential V0(r) can
be made in terms of a field theory (second quantisation form), where the state of the
system is represented via operators, a†k , associated to the single particle states, |φk⟩
that create bosons as excitations on the vacuum field state. These operators satisfy
the bosonic commutation rules14, so that a N particle state,
|Ψn0,n1,...⟩=
1√
n0!n1! · · ·
(
a†0
)n0 (
a†1
)n1 · · · |0⟩, (1.43)
which represents ni bosons in the state |φi⟩, satisfies automatically the symmetrisa-
tion postulate [84, 85]. Because a boson, localised in position r can be described
as
|r⟩=∑
k
|φk⟩|φk⟩⟨r|=∑
k
φ∗k (r) =∑
k
φ∗k (r)a
†
k |0⟩, (1.44)
12As fast fluctuations takes atoms towards excited bands of the lattice.
13The decoherence rate depends on the cross section and on the background gas density, as showed
in [68].
14Namely, [ak,ak′ ] = δk,k′ and [ak,ak′ ] =
[
a†k ,a
†
k′
]
= 0
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it is convenient to introduce a field operator15 Ψ(r)†, that creates a boson in position
r, defined as
Ψ(r)≡∑
k
φ∗k (r)a
†
k . (1.45)
The Hamiltonian for a system of interacting bosons, in second quantisation form, is
given by [8, 86, 87]
H =
∫
dr Ψ†(r)
(
− h¯
2∇2
2m
+V0(r)
)
Ψ(r)+
+
1
2
∫ ∫
drdr′ Ψ†(r)Ψ†(r′)Vint
(|r− r′|)Ψ(r′)Ψ(r), (1.46)
where Vint(r− r′) is the two particles interaction term.
1.3.1.1 Atom-Atom Interaction
The atom-atom interaction takes a simple form for ultra-cold and diluted gases,
whose average particle distance is larger than the typical length scale associated
with interatomic forces [77]. Indeed, the interaction is modelled via a single para-
meter, the s-wave scattering length, as, with typical value ∼ 100a0, where a0 ≡
h¯2/mee2 ∼ 0.53 Å is the Bohr radius. This approximation is well justified16 for the
so called weakly interacting Bose-Einstein Condensate (BEC), that satisfy the con-
dition17 |as|≪ n−1/3, where n= N/V is the density of the gas [88]. This condition
makes valid two important approximations for the inter-atom interactionVint(r−r′):
• Collisions of two particles are important for the scattering problem, while
three-particle collisions can be safely neglected18.
• The distance between two particles is large enough to justify asymptotic ex-
pressions for the wave-function of the relative motion.
15This operator satisfies canonical commutation rules,
[
Ψ(r1),Ψ†(r2)
]
= δ (r1 − r2) and ,
[Ψ(r1),Ψ(r2)] =
[
Ψ†(r1),Ψ†(r2)
]
= 0.
16This condition is fulfilled, for instance, for gases of alkali atoms, but not in liquid Helium [77].
17The typical density of a BEC of alkali atoms is in the range n ∼ (1013÷1015) cm−3, which
corresponds to an average distance between the particles of the order of 100 nm [77].
18Three body recombination processes have a rate which depends on the density n as dn/dt =
−Ln3, where L∼ (10−29÷10−30) cm6s−1 is the rate coefficient [83], which gives a sample life-time
of the order of seconds to minutes.
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The interaction potential between two neutral atoms is dominated by Coulomb re-
pulsion for short distances, while at larger distances it takes the form of a Van der
Waals interaction19. For weakly interacting gases, as we are not interested in the
detail of the interaction at small distances, the interaction shape can be modelled as
a “hard core” potential for distances less than20 rc, and as a Van derWalls interaction
for higher distances, namely
U(r) =
⎧⎪⎨⎪⎩−C6/r
6 for r > rc ,
∞ for r ≤ rc .
(1.47)
The neutral atom interaction has a typical length scale21, called Van derWaals length
of r0 ≡ (2mrC6/h¯2)1/4 ∼ (50÷ 100) Å, where mr is the reduced mass of the two
atoms, (which is the effective interaction range) andC6 for alkali atoms ranges from
∼ 1400 for Li to ∼ 6300 for Cs [77, 83]. One key point is that the associated char-
acteristic energy Ec ∼ h¯2/mrr20 is of the order of (0.1÷ 1) mK. Because, for typ-
ical BEC temperatures, the mean thermal energy kBT is much lower than Ec, the
inter-atomic problem can be strongly simplified as it becomes independent from the
energy. In a BEC state, the de Broglie wavelength has the same size of the average
inter-atomic distance, λT = 2π/kT ∼ d, and because d≫ r0 the wave-vector of all
the states with a non-zero occupation probability satisfies the condition kr0≪ 1 [88].
In the elastic scattering problem, between two atoms, from a potentialU(r), the re-
lative motion wave-function can be written, far from the interaction region, as a
plane wave with relative momentum h¯k, plus an outgoing spherical wave, in the
asymptotic form [89],
ψ(r)∼ eik·r+ f (θ)e
ikr
r
for r≫ r0. (1.48)
19The origin of this interaction is the dipole-dipole atom-atom interaction. The 1/r6 dependence
is the second order of approximation of this potential, while higher orders are negligible for distances
greater than the Van der Waals length r0 [77].
20Typical values are rc ∼ (0.5÷5) Å
21It is defined as the length for which the kinetic energy of the relative motion of two atoms, with
reduced mass mr, is equal to their interaction energy [13].
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In terms of eigenfunctions of the angular momentum operator (partial wave method)
ψ(r) =
∞
∑
l=0
AlPl(cosθ)Rkl(r), (1.49)
where Al are constants, Pl are Legendre polynomials [90], and Rkl(r) is the radial
wavefunction, which satisfies the differential equation
1
r2
d
dr
(
r2
dRkl(r)
dr
)
+
[
k2− l(l+1)
r2
− 2mr
h¯2
U(r)
]
= 0. (1.50)
The scattering amplitude can be found by using Eq. (1.48) and Eq. (1.49) [91], as
f (θ) =
∞
∑
l=0
(2l+1) flPl(cosθ), (1.51)
where fl are the amplitude of the partial diffusion waves. It can be proved that in the
limit of low energy (namely under the condition kr0 ≪ 1), for potentials that vary
as r−n, one finds [77, 91, 92]⎧⎪⎨⎪⎩ fl ∼ k
2l if l < (n−3)/2,
fl ∼ kn−3 if l ≥ (n−3)/2.
(1.52)
Therefore all the partial waves are small compared to the l = 0 case22. The latter is
called s-wave and makes the diffusion isotropic and independent from the energy as
f (θ)∼−as [91]. Here as, the s-wave scattering length, can be positive or negative23
and is connected to the potential U(r), in the Born approximation24, for kr ≪ 1
as [91]
f (θ) =−as =− mr
2π h¯2
∫
drU(r) (1.53)
22Physically it means that states with l ̸= 0 do not have enough energy to overcome the centrifugal
barrier Vl(r) =V (r)+ h¯2l(l+1)/2mrr2 [84].
23We mention that, from a mean-field description, in order to have an energetically stable BEC
one needs a repulsive interaction between the particles. However, Feshbach resonances can be used
to make a BEC for attractive interaction (e.g. 6Li).
24In this approximation the scattering amplitude is the Fourier transform of the potential.
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However, it is possible to replace the real atomic potential U(r) with an average
potentialUeff(r), chosen to have the same effect (i.e. it yields to the s-wave scattering
length), for the low energy scattering, of the real atomic potential [88, 93], as
∫
drUeff(r) =
2π h¯2as
mr
≡ g. (1.54)
The reason for which it is necessary to introduce a soft potential,Ueff(r), is that the
real atomic potential is highly repulsive for short distances. Therefore, a perturb-
ation expansion cannot work in a simply way, as the Born approximation used to
find the scattering amplitude would not be valid, and all perturbative terms would
be necessary [92, 93]. On the contrary, the perturbation theory for the effective po-
tential Ueff(r) can be safely applied [88]. To sum up, for a weakly interacting cold
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Figure 1.1: Cold atom interaction. Schematic representation of the interatomic interaction
potentialU(r), as a function of the relative distance between two atoms r. The
effective potentialUeff(r) is built to yield the same s-wave scattering length of
the real potential. Figure adapted from [88].
gas, the atom-atom interaction effects is modelled as a two-body effective contact
interaction
Vint(r1− r2) = gδ (r1− r2), (1.55)
where r1 and r2 are the coordinates of the atoms involved. The effective potential is
chosen to reproduce the scattering proprieties of the real atomic potential U(r) for
low energies.
The ability to tune the optical lattice potential opens up to the realisation of
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tunable geometries. Specifically, it is possible to generate 1D geometries using a
transverse confinement strong enough to freeze out the atom motion in two spatial
dimensions [94, 95]. An important point is that the atom-atom interaction strength,
for atoms confined transversally in a 1D waveguide, can be obtained directly by
scaling the Three-Dimensional (3D) scattering lengths values, once known the trans-
verse trapping frequency. Specifically the 1D s-wave scattering length a1D, and the
respective coupling constants g1D, in Eq. (1.55), can be computed from the 3D case,
a3D, using
a1D =−
l2p
2a3D
(
1−Ca3D
lp
)
, (1.56)
g1D =− 2h¯
2
ma1D
, (1.57)
where lp ≡
√
h¯/mωT is the length scale of the localisation in the transversal direc-
tion [94], ωT is the transverse trapping frequency25 and C ≃ 1.4603 [96]. Typical
values, of the lattice transverse harmonic oscillator frequency, to create an array of
1D tubes are ωT/2π ≃ (10÷40) kHz, as shown in [36, 95].
A further condition on the transverse trapping potential, h¯ωT ≫ kBT , ensures
that there are no transverse excitations due to thermal effects. For instance, for
T = 30 nK and a trapping frequency of ωT ≃ 18 kHz we find h¯ωT/kBT ∼ 102 [94].
1.3.2 Manipulation of the Scattering Length
The atom-atom interaction can be tuned in a wide range via an external static mag-
netic field. The mechanism that modifies the strength and the sign of the mutual
atom interaction relies on Fano-Feshbach resonances [92, 97].
In the last section we have showed that the atom-atom interaction potential,
Fig. 1.1, leads to an effective interaction characterised by the s-wave scattering
length. This description is modified in presence of coupling mechanisms with
another collision channels [77, 92, 97]. We consider two particles, with energy
25We are assuming that the atom is in the ground state of a transverse 2D potential HT = (p2x +
p2y)/2m+mω2T (x2+y2)/2, and that the kinetic energy along the longitudinal axis of the atom is less
than the energy gap with the excited states p2z/2m≫ h¯ωT [96].
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Etot = E(k1)+E(k2). A scattering channel is called open/close whether its energy
is respectively E ≤ Etot or E > Etot.
Alkali atoms have a single valence electron outside a closed-shell core, and
the ground state is characterised by a nuclear spin I and an electron spin S, via
the total angular momentum F = I+S. When two atoms collides, the singlet and
triplet coupling of the spins of the unpaired electrons from each atom, give rise to
different atom-atom interaction potential curves, then to several scattering channels
[77,97]. A Feshbach resonance happens due to the presence of a quasi-bound level
coupled to the scattering state of the colliding atoms, which has different symmetry
and potential from that of the colliding atoms [97]. The elastic scattering length
between two atoms can be deeply modified when the total energy in an open channel
matches a low-energy bound state in a closed channel. Indeed, two particles in the
open channel can scatter in a second order process, via an intermediate ”virtual”
state in the closed channel [77, 92]. From perturbation theory, one expects to find a
contribution to the scattering length having the form
as ∼ CE−Eres (1.58)
whereC is a constant and Eres is the energy of the state in the closed channel. There-
fore, the closer the energy of the particles in the open channel is to Eres, the larger
is the effect on the scattering length. An external magnetic field changes the bound
state energy (due to Zeeman effect), and can be tuned to let the collision energy be
in resonance with the bound-state energy. The effect on the s-wave scattering length
of an external magnetic field is described by [77, 97]
a(B) = as
(
1− ∆
B−B0
)
, (1.59)
where B is magnetic field intensity, B0 is the resonance position and ∆ is the res-
onance width [97]. Although Feshbach resonances have been observed in several
alkali atoms, they are not always easily exploitable. In the specific case of 87Rb, the
resonances are narrow and at high value of the field intensity, namely the broadest
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resonance is at B0 ∼ 1007 G and it is ∆∼ 0.17 G wide [98–100]. On the other hand
the interaction is controllable in a wide range for other atom species, and it is also
possible to achieve a non-interacting regime, for example usingCs atoms [71].
1.3.3 Hubbard Hamiltonian
We consider the Hamiltonian of a weakly interacting BEC, Eq. (1.46) and Eq.
(1.55), in a periodical potential V0(r) = ∑3j=1Vj0 cos2(2π r j/λ ), where λ is the
laser-wavelength. The period of the potential defines the lattice spacing as a= λ/2,
and the depth, Vj0 ∝ |Ω0|2/δ from Eq. (1.29), is usually measured in terms of26
Recoil Energy (ER). It is well known that a complete set of solution for a particle in
a periodical potential is represented by Bloch functions in momentum space27 [84].
However, in position space Bloch functions are extended, because the probability
to find a particle in a Bloch state is the same for every position which is an integer
multiple of the lattice spacing. Therefore, to calculate local properties of a single
lattice site, it is convenient to use and alternative basis set, which elements are ex-
ponentially localised in each lattice site, known asWannier basis [103,104]. These
are linear combinations of all the Bloch waves, in a given band, and are obtained
via the Fourier transform of a Bloch state [80, 103, 104], which in 1D reads
wm(x− x j)≡
√
a
2π
∫ +π/a
−π/a
dk u(m)k (x)e
−ikx j , (1.60)
where, φ (m)k is a Bloch function, m is a band index and the Wannier function wm(x−
x j) is centred in site x j, k ∈ [−π/a,+π/a] is the quasi-momentum, and a is the
lattice spacing. Conversely, Bloch functions can be obtained by the set of Wannier
functions for a given band index m, as
u(m)k =
√
a
2π ∑x j
wm(x− x j)eix jk. (1.61)
26The quantity ER ≡ h¯2k2/2m is a natural energy scale for the potential depth [101]. It corresponds
to the energy of a particle in an infinitely deep well, with a wave-vector equal to the Brillouin zone
limit value, k= π/a. Numerically is equal to the energy that an atom of mass m would acquire, once
absorbed a resonant photon of momentum h¯k [77, 102]. Typical values are ∼ 10−30 J [79].
27These are defined as common eigenfunctions of the Hamiltonian and of the discrete translation
operator in a lattice [84].
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Wannier functions have the propriety to decay exponentially and to be orthonormal
[80], namely for a 1D lattice with lattice spacing a,
∫ +∞
−∞
dx wm(x− x j)wm(x− xk) = δx j,xk where x j,xk ∈ {0,±a,±2a, . . .} .
(1.62)
We mention, as pointed out in [103, 105], that Wannier functions are not uniquely
defined by Eq. (1.60), as a phase factor can be added to Bloch functions u(m)k , without
changing the physical description of the system. However, in [103, 104], it has
been shown that for each band there is only one real Wannier function, known as
maximally localisedWannier, either symmetric or antisymmetric in x= 0 or x= a/2,
that falls exponentially as x→ ∞. Hereafter, we use this choice for the Wannier
functions. For a deep lattice, Wannier functions are well approximated by gaussian
functions28 [106]. As a standard procedure [12,13,37], BEC operators Ψˆ(r) can be
decomposed in a complete orthonormal Wannier basis, as
Ψˆ(r) =∑
jm
wm(r− r j)a(m)j ≃∑
j
w(r− r j)a j. (1.63)
Here a(m)j is the annihilation operator in the site j and band index m, and wm(r−r j)
is a Wannier function. In the right member of the last formula we are assuming that
all the particles in the system are in the lowest state of the optical lattice, and that the
energies involved in the dynamics are smaller than the excitation energy of higher
bands. For a deep lattice, under a tight-binding approximation, the Hamiltonian
(1.46) assumes the Bose-Hubbard form
H =
L−1
∑
j=1
Jj
(
a†ja j+1+a
†
ja j+1
)
+
L
∑
j=1
Uj
2
n j(n j−1)−
L
∑
j=1
µ jn j, (1.64)
28In a deep lattice the potential minima can be approximated by harmonic potential, whose ground
state function is a gaussian.
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where we define the parameters
Jj ≡
∫
dr w∗(r− r j)
(
− h¯
2∇2
2m
+V0(r)
)
w(r− r j±1), (1.65)
Uj ≡ g
∫
dr w4(r− r j) , (1.66)
µ j ≡
∫
dr VT (r)w2(r− r j)≃VT (r j). (1.67)
The parameter Jj is the hopping term between adjacent sites,Uj is the strength of the
onsite interaction between particles in the same site. We assume that the external
trapping potential VT (r) varies slowly within a site and therefore we can define a
local energy offset µ j, in site j [37]. In the derivation of the Bose-Hubbard model
Eq. (1.64) we have not taken into account decoherence effects due to spontaneous
emission, which has been discussed in Sec. 1.2. As for the standard Bose-Hubbard
model Eq. (1.64), once expanded the field operator in a basis of Wannier functions,
for a single particle in the lattice, one finds that the effective Hamiltonian is [66],
Heff = ∑
m,⟨ j,k⟩
J(m)j,k a
(m)
j a
(m)†
k −∑
m, j
µ(m)j n
(m)
j −
i
2 ∑m,n, j
γ(m,n)a(m)†j a
(m)
j , (1.68)
where n,m are band indices and ⟨ j,k⟩ is the sum over nearest neighbours, w(m)j are
Wannier functions centred in site j with band index m, and
J(m)j,k =
∫
d3r w(m)j
(
p2
2m
+V0(r)
)
w(m)k (1.69)
µ(m)j =
∫
d3rw(m)j
(
p2
2m
+V0(r)
)
w(m)j (1.70)
γ(m,n) =
∫
d3r w(m)j γ(r)w
(n)
k (1.71)
Similar calculations can be performed29 for N atoms trapped in the lattice. The
key point we want to highlight here is that, as shown in details in [66], the Master
29We do not show explicitly the derivation, as it is out of the purposes of this thesis. Details can be
found in [66]. We briefly mention that, to derive the Master Equation, in the effective Hamiltonian
(1.41), discussed in Sec. 1.2, a term that takes into account of the atom-atom collision in a laser field
must be added.
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Equation (1.40), in the lowest band approximation reduces to
d
dt
ρ =−i [HBH ,ρ]+∑
j
γ
(
n jρn j− 12n jn jρ−
1
2
ρn jn j
)
, (1.72)
where HBH is the Hamiltonian (1.64) and γ ≡ Γ|Ω0|2/4δ 2 is the effective scattering
rate, withΓ the spontaneous emission rate, δ the detuning from the atomic resonance
and Ω0 the strength of the trapping potential, discussed in Sec. 1.2.
V
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|U|
J
Figure 1.2: Bose-Hubbard model. Tight-binding model for cold atoms trapped in an op-
tical lattice with depth V0, described by Eq. (1.64). J is the hopping rate andU
is the strength of the onsite interaction. An attractive interaction between the
atoms U > 0, energetically favours a multiple occupancy of one site. Figure
adapted from [101].
1.3.4 Lattice Curvature Effects
In typical experiments an additional external harmonic confinement is superimposed
on the top of the lattice potential. This external potential depends both on the mag-
netic potential where the BEC is initially created, but also on the gaussian shape of
the laser beam [107], that generates the lattice, as show in Fig. 1.3. The curvature ef-
fect of the lattice on the atom dynamics can be modelled as a spatially varying chem-
ical potential, in Eq. (1.64), that has a harmonic profile µeff(x)= µ− 12mω2a (x−x0)2,
where x0 is the position of the centre of the lattice, and the trapping frequency
is [107, 109]
ωa =
√
ω2m+
8V0
mw20
. (1.73)
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Figure 1.3: 1D BEC trapping configuration. A BEC (brown) is immersed in a trapping
potential due to a combination of a magnetic potential (grey), in which the con-
densate is initially formed, and of an optical potential generated by a Gaussian
laser beam profile (light brown). Figure adapted from [108].
Here ωm is the magnetic trap frequency, V0 the depth of the lattice and w the beam
waist of the laser beam30. Typical values of the additional harmonic confinement
are ωa/2π ≃ (10÷200) Hz [36].
1.3.5 Parameters of the model
The effective Bose-Hubbard parameters (1.67) can be computed explicitly. In fact,
asymptotic expressions can be found for a deep lattice (V0/ER ! 6) [37, 80] where,
as discussed in Sec. 1.3.3, Wannier functions coincide with gaussian functions. Spe-
cifically, in the harmonic approximation
V (x) =V0 sin2
(πx
a
)
≃ m
2
ωeffx2 , ωeff ≡ 2π
2V0
ma2
, (1.74)
W (x) = π−1/4σ−1/20 exp
(−x2/2σ20 ) , σ0 ≡ ( h¯2a22π2mV0
)1/4
, (1.75)
30A gaussian laser beam has a profile which diameter has a spatial dependence as w(z) =
w0
√
1+(z/zR)2. The beam waist w0 is a measure of the minimum spot size, on the focus, for a
gaussian beam, where the intensity decreases of a factor e−2 from the maximum. Typical values are
w0 ≃ (10÷100)µm [107, 110].
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and by direct integration of Eq. (1.67), one finds, for a homogeneous lattice Jj =
J, Uj =U,µ j = 0 [80]
J
ER
≃ 4√
π
(
V0
ER
)3/4
exp
(
−2
√
V0/ER
)
,
U
ER
=
√
8π as
a
(
V0
ER
)3/4
, (1.76)
J
U
=
(√
2
π
)(
a
as
)
exp
(
−2
√
V0/ER
)
,
where a is the lattice spacing, as the s-wave scattering length andV0 the lattice depth.
The last expression shows that the tunnelling rate J can be controlled in a wide
range varying the lattice depth V0, without affecting in a significant way the on-
site interaction strength. More in general, the parameters (1.67) can be computed
numerically once known the Wannier functions. To determine the Wannier function
numerically, we consider a single particle in a 1D optical lattice. The Schrödinger
equation,
− h¯
2
2m
∂ 2x ψ(x)+
(
V0 sin2
πx
a
)
ψ(x) = Eψ(x), (1.77)
resembles the Mathieu differential equation [80],
∂ 2z ψ+(α−2qcos(2z))ψ = 0 , (1.78)
with
α = E(k)/ER−V0/2ER , q=−V0/4ER . (1.79)
As illustrated in details in [80], the parameter α , the Bloch functions ψk(x) and the
band structure E(k), as a function of lattice depth V0 and the crystal momentum k,
can be found usingMathieu characteristics andMathieu functions. Once known the
Bloch functions ψk(x), the lowest-band Wannier functions are found as [80]
w(x) =
∫ +π
−π
dk
2πψk(x) (1.80)
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Figure 1.4: Bose-Hubbard parameters. Tunnelling rate J (left) and onsite interaction U
(right) for a particles in a 3D sinusoidal lattice, as a function of the lattice depth
V0 (in recoil energy unit ER). The lattice has a spacing alatt and the s-wave
scattering length is as. The asymptotic expressions, Eq. (1.76), are plotted with
dashed lines, while the other curves are calculated from Mathieu functions and
Wannier functions. Figure from [80].
The latter can be used to find the hopping tunnelling rate31 and the onsite interaction
in the Bose-Hubbard model, for a given potential shape [80]. In Fig. 1.4 we show
a comparison between the asymptotic expression (1.76) and the numerical calcula-
tions, as a function of the lattice depth V0.
1.3.5.1 Transfer Velocity in the Bose-Hubbard Model
We want to analyse more in details the propagation of particles in a lattice model.
Firstly we compute the energy spectrum in the Bose-Hubbard model (1.64), with
Jj = J, µ j = 0 in the single particle sector. We first transform the operators in
momentum space via
a†j =
1√
L
L
∑
k=1
eik jaa†k , (1.81)
where k = 2πn/L has discrete values, n ∈ {1, . . . ,L}, for a 1D model of length L,
with periodical boundary condition and lattice spacing a. Using the orthogonality
relation,
1
L∑j
ei(kn−km) j = δn,m, (1.82)
31The tunnelling rate J can be easily computed by equating the bandwidth of the 1D tight-binding
model to the bandwidth in terms of Mathieu functions [80].
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one obtains
H =∑
k
h¯ωka†kak, (1.83)
where E(k) = h¯ωk = 2J/h¯cos(ka) is the excitation spectrum, with k ∈ [−π/a,π/a].
The maximum group velocity [111], is
vmaxg =Maxk
∂E(k)
∂k = 2Ja/h¯, (1.84)
and because in a single hopping, the particle has to travel for a distance a in a time
τ , the hopping time is approximately τ ≃ h¯/2J. In Fig. 1.5(a) we show the hop-
ping time, τ , for a single particle in a 1D lattice as a function of the lattice depthV0.
Typical heating time is of the order of several hundred milliseconds [32]. For the
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Figure 1.5: Hopping time. (a) Single particle hopping time, τ , as a function of the lattice
depth V0 (in energy recoil ER units) using Eq. (1.76). A typical coherence
time of 1 s is plotted for comparison (grey line). (b) Hopping time for a single
particle, respectively with hopping rate J (black line), Jdashed = J2/U (dashed
line), and Jdotted = J3/U2 (dotted line). The s-wave scattering length chosen is
as = 100.4a0, in Tab. E.3, and the lattice spacing is a= 532 nm.
purposes of this thesis, it is relevant to compare the hopping time of a single particle,
with tunnelling rate J, with the ones of a particle in a lattice, whose effective hop-
ping rate are respectively Jdashed = J2/U and Jdotted = J3/U2. We show the result
obtained in Fig. 1.5(b).
We highlight another feature of the model (1.64). Specifically, the difference
between the phase velocity, vp ≡ E(k)/k, and the group velocity, Eq. (1.84), makes
the particle dynamics dispersive [111]. This is important, as in the course of this
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thesis we will discuss applications of the Bose-Hubbard model for quantum state
transfer.
1.4 Single Site Addressing Techniques
The ability to design and control the transport at the single atom level plays a central
role in the development of quantum technologies. This requires both high-resolution
imaging and single atom manipulation techniques. In this section we introduce the
state-of-the-art of single site addressing technologies for neutral atoms trapped in
optical lattices.
1.4.1 Mott-Insulator Phase
The ground state proprieties of the Bose-Hubbard model (1.64) depend strongly
on the ratio between the strength of hopping term J and the onsite interaction U .
If the inter-particle interaction dominates over the tunnelling term J/U = 0, the
Hamiltonian of the system becomes
HU≫J =
U
2 ∑j
n j(n j−1)−∑
j
µ jn j , (1.85)
and the ground state of the system, for a homogeneous system µ j = µ , calledMott-
Insulator state, is given by a product of local Fock states32 [112]
|ψMI⟩ ∝
L
∏
j=1
(
a†j
)M |0⟩= L∏
j=1
|n j⟩ , (1.86)
whereM is the total particle number in the system. A peculiar feature of this state is
that the occupation number fluctuation σ j = ⟨
(
n j−⟨n j⟩
)2⟩1/2 vanishes. Therefore,
once in the Mott phase the system has a fixed number of particles per site. The
external trapping potential, Sec. 1.3.4, affects the atom distribution in the lattice,
which is determined by the interplay between interaction and local potential [107].
Specifically, there is a step-wise dependence of the particle number with the ratio
between chemical potential and onsite interaction: n j(µ) increases by one at integer
32These are defined as the eigenstates of the boson number operator nˆ j
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values of µ/U while is constant otherwise [37]. Basically, the Mott-insulator state
consists of an array of Fock states, where the curvature of the lattice, Sec. 1.3.4,
produces a “wedding-cake” spatial structure in the occupation number, as shown in
Fig. 1.6, [107,113]. On the other hand, when the hopping term dominates the inter-
Figure 1.6: Spatial structure of a Mott-Insulator. (left) Phase diagram of a Bose-
Hubbard model as a function of the chemical potential µ/U and the hopping
rate t/U . Each lobe represents a Mott insulator with integer density, while for
higher values of t/U the system is in the superfluid phase. (right) The density
profile in a harmonic trap resembles a “wedding-cake” structure, in the Mott-
insulator phase. Figure from [113].
particle interactionU/J = 0, the system is in the superfluid phase, described by the
many-bodyM particle wavefunction
|ψSF⟩ ∝
(
L
∑
j=1
a†j
)M
|0⟩, (1.87)
namely a simple product of zero-momentumBlochwaves. In this case an atom is de-
localised over the entire lattice. In the thermodynamics limits, the superfluid state
is indistinguishable from a coherent state33 [13]. Therefore, the probability to find
a specific particle occupation in a lattice site, fluctuates as a poissonian distribution
[73].
33This is defined as an eigenstate of the annihilation operator aˆ j [72].
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1.4.2 Single Atom Detection
The ability to perform in situmeasurement in optical lattices, yields to the possibility
to characterise the many-body physics, by providing direct access to the system
parameters at the single atom level [12,114,115]. Among the varieties of techniques,
as shown in Fig. 1.7, single-atom fluorescence34 have been exploited with high
efficiency, (with a fidelity almost close to 100% [16, 17, 118, 119]) to probe the
system with single-site resolution [18, 19, 117].
Figure 1.7: Single-site resolved imaging of a two dimensional bosonic gas. The atom
number distribution is obtained via a high resolution objective which detects
fluorescence photons emitted by atoms trapped in a Two-Dimensional (2D) op-
tical lattice, while illuminated with a resonant laser beam. Atoms are pinned
down in their lattice site by strongly increasing the lattice depth. Figure from
[16].
The first obstacle towards single site detection in an optical lattice is that, to
reach the strongly correlated regime35 the lattice spacing, a, must be below the mi-
cron level (typically is about 500 nm [15, 112]). As a consequence, the distance
between two sites is of the order of the optical diffraction limit of the detection
method. Indeed, the resolution R of an imaging system36 is given by the Rayleigh
criterion, R= 0.61λres/NA, where NA is the numerical aperture [115,117,120] and
λres is the emission wavelength (the atomic typical transition used for fluorescence
34Fluorescence is preferable to single-site absorption (e. g. [116]) because it achieves a larger
signal/noise ratio [115,117].
35Where the tunnelling strength is comparable with the on-site interaction [12].
36The minimum distance needed to detect two points as individuals [120].
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detection is ∼ 780 nm for 87Rb). Therefore, single-site imaging requires the resol-
ution to come close to this limit. To fulfil the condition R∼ a values of NA= 0.68
and NA= 0.8 have been used respectively37 in [45] and [112]. A drawback of these
high values of the numerical aperture is that the depth of the focus is of the order of
∼ 1 µm. This limits the technique to 2D systems [117].
A second obstacle is that, as detectors have a finite quantum efficiency, a high
detection fidelity requires to collect a certain amount of fluorescence photons (of the
order of38∼ 1000) to produce an image of the atom position in the lattice. Therefore,
the atom dynamics must be frozen to avoid thermal hopping effects, by ramping up
the depth of the lattice, and atoms must be illuminated for a typical time period39 of
∼ 1 s [16, 118].
One limitation of the above detection technique is that current experiments do
not detect the atom number distribution, but rather the parity of the occupation num-
ber in a site. The reason is that atom pairs are lost40, due to light-assisted collision,
as shown in Fig. 1.8, before their position can be detected [12, 117, 122]. A single
site resolved image using fluorescence in a 2D Mott-Insulator with sub-micrometer
resolution has been firstly shown by [16, 17]. The measurement process exploits a
quasi-resonant light to induce photon emission which are revealed by a CCD de-
tector.
The detection process can be interpreted as a projective measurement on the
atom number distribution. Ideally the fluorescence imaging of the optical lattice
should produce a measure of the number of atoms in each site [18]. Mathematic-
ally, this is described as a projective measurement [123], Pni = |ni⟩⟨ni|, where ni is
the occupation number in lattice site i. Typically, all the sites are measured simultan-
37More in general, high-resolution microscope objectives, with NA≃ 0.7÷0.8, are required for a
single-site resolution [115].
38We highlight that single-atommicroscopy is still an in-progress field, and recently the number of
photon to be collected to produce an image has been reduced of one order of magnitude, for 6Li [121].
39Because of the long imaging time, the detection fidelity can be limited by collision with the back-
ground gas. Typically, there is a 1% atom loss in one second observation time. A good compromise
to get enough signal is represented by a 100ms observation time [18,117]. Moreover, because atoms
scatter many photons, to suppress undesired hoppings, the laser field has a high power (e.g. a 100W
YAG laser to reach a lattice depth of ∼ 103 ER) and designed to provide laser cooling during the
imaging process [17, 18].
40The typical ejection time of a pair is ∼ 100 µs, [12].
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(a) strongly-correlated state (c) molasses: light-assisted collisions
(b) pin atoms: initial occupations (d) observed occupations
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Figure 1.8: Single-site fluorescence detection. Light assisted collision limits the possib-
ility to observe the atom distribution with single-site resolution. To image the
system (a), first the dynamics is frozen (b) by increasing the lattice depth V .
A resonant field let the atom emit fluorescence photons (c), but due to light-
assisted collisions only the parity of the site occupation (d) can be measured.
Figure adapted from [117].
eously41, then a particular realisation of occupation numbers |{ni}⟩= |n1, . . . ,nL⟩ is
described via the projection operator
P{ni} =
L⊗
i=1
|ni⟩⟨ni|. (1.88)
The real fluorescence imaging of a many-body system differs from the previous
description as the parity projection limits the measurement outcome, in each sites,
in the subspace {|0⟩, |1⟩}. The measurement process is then described in terms of
41We mention that, alternatively to fluorescence detection, scanning electron microscopy tech-
niques has been employed, for a local measurement of the occupation number and for a further
evolution of the system after the detection [18, 109, 124].
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generalised measurements42 operators in each site [18]:⎧⎪⎨⎪⎩Mni = |0⟩⟨ni| if ni is even,Mni = |1⟩⟨ni| if ni is odd. (1.89)
where p(ni) = Tr
(
M†niMniρ
)
is the detection probability, and ρ ≡ |ψ⟩⟨ψ| the dens-
ity matrix of the system [123]. To circumvent parity projection effects, several tech-
niques have been exploited in recent years, allowing one to measure the full number
statistics up to four particles per site [26]. Pairs of atoms in the same site have
been observed by splitting them, via a magnetic gradient, prior to the imaging pro-
cedure [22]. Alternatively, particles have been transported to another lattice, for a
multi-layer read-out [61]. Finally, as shown in Fig. 1.9, to avoid pairwise atom
losses during the imaging, an addressing beam generated by a Digital Micromirror
Device (DMD) can be exploited to isolate one row of a Mott-Insulator and empty-
ing all other sites [26]. Then, after the addressing beam is turned off, atoms are
released into 1D tubes transverse to the cut, and perform a free vertical expansion
which delocalises the atoms over ∼ 100 sites, separating particles originating from
the same site. The atoms are then imaged individually without being lost due to par-
ity projection. The dynamical evolution of a single spin flip in a Heisenberg chain
has been studied in [33], where a spin-sensitive imaging has been performed with
single-site fluorescence and post-selection. Specifically, a positive/negative image
of the flipped spin has been obtained by removing all the atoms in the other spin
state. For the negative imaging, holes due to thermal effect has been discarded via
a post-selection technique (i.e. taking only the images with a single hole). More
recently, to simultaneously detect the spin and the density degrees of freedom, a
magnetic field gradient has been exploited, for a Fermi-Hubbard chain, to separate
two spin states into two different sites of a local double well [34]. This provides
a direct site-resolved detection of up/down spins, holes and doublons, as shown in
42 A set of operators
{
Aµ
}
that satisfy the propriety ∑µ A†µAµ = 1. The probability of obtaining
the outcome labeled by µ and the state after the measurement are respectively pµ = Tr
(
AµρA†µ
)
and ρ ′µ =
(
AµρA†µ
)
/pµ [123, 125].
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Figure 1.9: Full counting statistic in a 1D optical lattice. (left) A Mott insulator with up
to n = 3 atoms near the centre appears as three concentric rings in the parity-
projecting fluorescence imaging. A single row or atoms (red box) can be cut
from the Mott insulator and all atoms are detected after a short vertical expan-
sion. (right) Plot of the full density profile and number statistics for each site in
the one-dimensional profile. Figure from [26].
Fig. 1.10.
Figure 1.10: Spin and density resolved microscopy in a Fermi-Hubbard chain. Each
site of the Hubbard chain (A) is split spin-dependently in a local double-
well (B) via a magnetic field gradient, allowing a site-resolved detection of
up/down spins, holes and doublons (C). Figure from [34].
1.4.3 Deterministic Atom Preparation in a Lattice
The quest of initialisation and of control capabilities of positions and spin states
of few atoms in an optical lattice has been accomplished via single-site-resolved
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addressing techniques, that exploit tightly focussed laser beams43 [38, 45, 115].
In the following we briefly describe the main characteristics of the addressing
scheme, in [15], Fig. 1.11, to prepare single atoms in specific sites of a lattice.
Firstly a 2D system of 87Rb is prepared in the Mott-Insulator state, with unity filling,
Figure 1.11: Single site addressing of a Mott-Insulator [45]. (left) A tightly focussed
laser beam (red) is shined on the atom plane to address a single atom of a 2D
Mott-Insulator state, prepared in the |0⟩ state. (right) Energy shift induced on
the addressed atom between two hyperfine levels, which brings the addressed
atom in a resonance with an external microwave field ωMW, inducing a spin
flip from |0⟩ to |1⟩.
in the hyperfine state |0⟩ = |F = 1,mF =−1⟩. Then an off-resonant laser, with
wavelength λ = 787.55 nm, focussed on a target site, induces a differential energy
shift from the hyperfine state |1⟩ = |F = 2,mF =−2⟩. The addressing beam has
a diameter of ∼ 600 nm Full-Width at Half-Maximum (FWHM), and the lattice
spacing is alat = λlas/2 = 532 nm. As the light shift brings the target atom to be in
resonance with an external microwave field (whose frequency is ∼ 6.8 GHz), the
effect of the process is then to generate a spin flip from |0⟩ to |1⟩ leaving the rest of
the atoms unaffected in the state |0⟩.
The addressing laser is then moved to a new position, in about 5 ms, to address
an atom in a different site. The procedure is repeated until all the spin in the target
sites are flipped. The precision of the positioning is better than 0.1a [117]. Finally,
a push-out laser pulse, resonant with the transition from F = 2 to F ′ = 3, remove
43Although a high-resolution objective is used to focus a laser beam, the spot size is of the order
of the lattice spacing, and precise addressing has been obtained by increasing the spatial resolution
via a resonance addressing technique, based on magnetic spin flips [15, 115].
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all the addressed atoms in the state |1⟩. The addressing scheme has been showed
to have a fidelity of 95% [15]. An improvement of this technique have been made
in [32] where multiple sites are addressed simultaneously with a light pattern from
a DMD, instead of using a gaussian beam laser sent through the high-resolution
objective [115].
The above technique is also important, as it naturally implements single qubit
operations using microwave radiation, together with a tightly focussed laser [45].
Alternatively, one could use a two photons Raman transition [126]. In general
Raman-based gates are faster (∼ 37 nm for a π/2 gate, with a residual rotation at the
level of 10−3 [127]) than microwave-based gates (∼ 30 µs gate time in Rb with an
error of 1.4×10−4 [128]). However, Raman-based gates are affected by cross-talk
for the typical spacing of optical lattices [45].
1.5 Spin Chain Models with Optical Lattices
The controlled setup offered by cold atoms, is a promising route to address open
problems in quantum magnetism. In fact, this can be mimicked with optical lattices,
in condition which are challenging to be observed using other physical systems, due
to a correspondence between Hubbard model and spin models in certain parameter
regimes [12, 129, 130]. In the following section we introduce typical spin models
and their connection to optical lattices.
1.5.1 Hard-Core Boson Regime
The simplest simulation of a spin model is realised in the hard-core limit, namely
whenU ≫ J,µ . In this case every site of the lattice is occupied by zero or, at most,
one particle. The single spin state is encoded mapping the presence/absence of a
particle in a lattice site to a spin 1/2 model, respectively |1⟩ → |↑⟩ and |0⟩ → |↓⟩.
The spin operators are formally obtained from the Bose-Hubbard model (1.64) via
the transformation
a†j → S+j , a j → S−j , (1.90)
n j → (Szj−
1
2
), (1.91)
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that map the system to44 the XX spin 1/2 chain model (XX chain)
H =
L−1
∑
j=1
2Jj
(
SxjS
x
j+1+S
y
jS
y
j+1
)
−
L
∑
j=1
µ jSzj, (1.92)
where the local chemical potential plays the role of a local magnetic field. The
advantage of the above transformation is that quantum magnetism models can be
simulated for relatively high temperatures (i.e. similar to the standard superfluid-
Mott-Insulator transition), and in disordered chains [12]. As the tunnelling Jj in
(1.92) is negative, the Bose-Hubbard mode (1.64) in the hard-core boson limit, rep-
resents a quantum simulator of a ferromagnetic XX spin model.
1.5.2 Strong Coupling Regime for Structured Bosons
The variety of spin models that can be simulated via cold-atoms can be further ex-
tended by exploiting the atoms’ internal degrees of freedom. We consider a Bose-
Hubbard model for particles with two internal states45, σ ∈ {↑,↓}
H =∑
jσ
Jσ
(
a†j,σa j+1,σ +H.c
)
+∑
jσ
Uσn j,σ (n j,σ −1)+∑
j
U↑↓n jσn jσ ′
−
L
∑
j=1
µ j,σn j,σ .
(1.93)
Here the inter-particle coupling strengths are respectivelyU↑↓ =U↓↑,U↑ ≡U↑↑ and
U↓ ≡ U↓↓ [31, 130], while J↑ and J↓ and µ j,↑, µ j,↓ are respectively the hopping
terms and the local chemical potentials for the two species. We are interested in
the strongly coupled regime, |U↑↓|, |Uσ |≫ |Jσ |, for a system in the Mott-Insulator
state. To clarify why the Hamiltonian (1.93) is equivalent to a spin model, we con-
sider a two site system described in the Hilbert subspace of zero total angular mo-
mentum, namelyH = {|↕,0⟩, |↑,↓⟩, |↓,↑⟩, |0,↕⟩} with J↑ = J↓ = J. A swap opera-
tion between spins, |↑,↓⟩ → |↓,↑⟩, is generated in a spin chain language via a term
JexS−1 S
+
2 |↑,↓⟩, where Jex is the super-exchange coupling strength [131]. On the other
44Constant terms have been suppressed.
45We highlight that we are assuming that spin-exchange collision between the particles are sup-
pressed. Spin-exchange collisions depends on the difference between the singlet and triplet scattering
lengths and for 87Rb are closely equal. Hence, spin-flip processes can be safely neglected [32, 77].
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hand, in the Hubbard model, if Jσ = 0 the Hilbert space is separated in two energy
separated subspaces, respectively Hq = {|↕,0⟩, |0,↕⟩} and Hp = {|↑,↓⟩, |↓,↑⟩},
where the energy gap is Eq − Ep = U↑↓. For a completely filled chain (i.e. in
the Mott-Insulator state with one particle per site) a double occupancy is energet-
ically forbidden and hopping process can occur only via second order processes.
Specifically, for |U↑↓|≫ |J|, the hopping term behaves as a perturbation, and an
effective Hamiltonian can be obtained via a second order degenerate perturbation
theory [132]. The swap operation is generated with amplitude probability
⟨↑,↓ |Heff| ↓,↑⟩ ≃ ⟨↑,↓ |(HU +T ) | ↓,↑⟩+ ∑
|m⟩/∈Hp
⟨↑,↓ |T |m⟩⟨m|T | ↓,↑⟩
−U↑↓ =−
2J2
U↑↓
(1.94)
where HU contains the onsite interaction terms and T is the hopping term in Eq.
(1.93). The origin of the factor 2J2 can be understood easily, as a swap operation is
obtained following two possible paths [115]:
|↑,↓⟩ J−→ |↕,0⟩ J−→ |↓,↑⟩ (1.95)
J−→ |0,↕⟩ J−→ |↓,↑⟩ (1.96)
Therefore, a two-species Hubbard model (1.93) in the strong coupling regime is
equivalent to a spinmodel with spin-exchange strength Jex=−2J2/U↑↓ [131]. More
in general, an effective low-energy Hamiltonian, for a strongly correlated many-
body system, is computed through the Schrieffer-Wolff Transformation (SWT) [133,
134]. This is a canonical transformation46 with general form
Heff = eiSHe−iS = H+[iS,H]+
1
2!
[iS, [iS,H]]+ . . .≡
+∞
∑
m=0
1
m!
[iS,H]m . (1.97)
here S is a unitary operator, and we have used the Baker-Campbell-Hausdorff for-
mula [135]. This means, the SWT is equivalent to a rotation in the Hilbert space,
where S is built on the effective description of the system required. Specifically,
46By definition, canonical transformations preserve the hermiticity (Hamiltonians are transformed
in Hamiltonians under the transformation).
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once the Hamiltonian is written as
H =
⎛⎝ Hp V
V † Hq
⎞⎠ (1.98)
the unitary transformation, generated by S, is chosen so that the effective Hamilto-
nian has a block diagonal form
Heff =
⎛⎝ Heff,p 0
0 Heff,q
⎞⎠ . (1.99)
Generally Heff and the generator of the transformation, S, are computed perturb-
atively. In the specific case of a strong coupled Bose-Hubbard model (1.93), the
hopping term can be considered as a perturbation on the atom-atom interaction.
Therefore, starting from a Mott-Insulator state, where ⟨n↑ j⟩+ ⟨n↓ j⟩ ≃ 1, to build
S one imposes that states with more particles in the same site are not connected
via first order hopping terms. Explicitly, we rewrite the Hamiltonian (1.93) as
H = H0 + λT = HU + λT , where λ is a perturbation parameter, and we expand
Heff and S in power series, as shown in Appendix D. For the case of two species
in a two wells system, previously considered, the explicit form of S(1) is found by
imposing that the first order hoppings are zero H(1)eff = 0. The second order effective
Hamiltonian, H(2)eff , is
H(2)eff,nm =−
1
2∑l
TnlTlm
(
1
En−El +
1
Em−El
)
, (1.100)
where n,m indicates states inHp and the sum is over states belonging toHq. As a
concrete example for the two sites model considered before, for µ j,σ = 0, the second
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order effective Hamiltonian is
H(2)eff =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
− J
2
↓
U↓↓ 0 0 0
0 − J
2
↓+J
2
↑
U↑↓ −
2J↓J↑
U↑↓ 0
0 −2J↓J↑U↑↓ −
J2↓+J
2
↑
U↑↓ 0
0 0 0 − J
2
↑
U↑↑
⎞⎟⎟⎟⎟⎟⎟⎟⎠ (1.101)
Here the Hilbert space of the system is H = {|↑,↓⟩, |↓,↑⟩, |↕,0⟩, |0,↕⟩}, and ef-
fective Hamiltonian (1.101) is written in the relevant Hilbert subspace Hp =
{|↑,↓⟩, |↓,↑⟩}. Finally, the Hamiltonian (1.101) is mapped to a spin model using
the decomposition47 in terms of Pauli matrices [123]:
H(2)eff = ∑
i1...iL
ai1...iL (σi1⊗ . . .⊗σiL) (1.102)
where
ai1...iL =
1
2L
Tr
[
(σi1⊗ . . .⊗σiL)H(2)eff
]
(1.103)
In the general case of a L site Bose-Hubbard model (1.93), it has been proved in
[31, 32, 136, 137], that the two-species Bose-Hubbard model (1.93), in the strongly
interacting regime, is equivalent to the XXZ spin 1/2 chain model (XXZ chain)
model
HXXZ = J⊥
L−1
∑
j=1
(
SxjS
x
j+1+S
y
jS
y
j+1
)
+ Jz
L−1
∑
j=1
SzjS
z
j+1−h
L
∑
j=1
Szj =
=−Jex
L−1
∑
j=1
1
2
(
S+j S
−
j+1+S
−
j S
+
j+1+∆S
z
jS
z
j+1
)
−h
L
∑
j=1
Szj
(1.104)
47Every linear operator A can be decomposed in terms of Pauli matrices as A = 12Tr[A]1+
1
2 ∑
3
j=1Tr[Aσ j]σ j [123].
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where the parameters are
Jz = 2
J2↑ + J
2
↓
U↑↓
− 4J
2
↑
U↑
− 4J
2
↓
U↓
J⊥ =−4 J↑J↓U↑ ↓ (1.105)
h= 4
J2↑
U↑
−4 J
2
↓
U↓
The above model has been experimentally realised in [32], where the parameters in
Eq. (1.104) are J↑= J↓= J andU↑↑ ≃U↓↓ ≃U↑↓. Specifically,U↑↓=U↓↓= 99.0 a0,
U↑↑ = 100.4 a0, then the anisotropy parameter is48 ∆ = 0.986 and Jex/h¯ = 2π ×
8.6 Hz. The latter values is obtained from Eq. (1.104) and (1.76), setting a lattice
depth of V0 = 11.03 ER.
1.6 Quantum State Transfer
A pivotal step in developing quantum technologies is the ability to exchange
quantum information between one place to another [7]. This requires the devel-
opment of quantum networks to enable the transmission of a quantum state between
physically separated sender/receiver parties. Quantum communication plays also
an important role for quantum computation as the ability to transfer quantum states
between arbitrary locations is needed to connect two quantum memory registers
within the same quantum computer, or to connect two registers of two different
quantum computers. Indeed, this kind of application requires both to transfer the
state between two locations and to map it from/to the elements of the quantum re-
gister sending/receiving it [63]. In other words there must be an exchange between
the carriers of the information and the quantum memory registers that store it. The
nodes of a quantum network are typically separated from each other so quantum
states may be transferred over long distance, hence photonic systems are usually ex-
ploited. On the contrary, when short distances are involved, and the mapping from
mobile to static qubits is important, (i.e. for connecting two distinct quantum re-
48It can be shown using Eq. (1.105) that the value of ∆ is independent from the lattice depth
chosen.
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gisters of the same quantum computer), there are more advantageous non-photonic
alternatives.
One physical system that has drawn a considerable attention for short dis-
tance communication consists of a permanently coupled chain of quantum sys-
tems [62, 138]. Following a direct approach, a quantum state could be transferred
from a location to another by a sequence of SWAP operations (isolating a pair of
neighbouring sites with a dynamical control of the couplings). However, in a prac-
tical setup, this strategy requires an amount of external control that is too demanding
in resources and prone to errors, when long distances are required. An alternative
strategy that relies on the natural excitation dynamics, without the need of a dynam-
ical control of the couplings, is to transfer the sender qubit state at large distance, via
a dynamical site-to-site hopping mechanism. The most basic model consists of an
open 1D XX chain, of length L, permanently connected with nearest-neighbours in-
teraction. The chain endpoints represent the sender/receiver qubits, and the channel
that transmits the information is made by bulk spins. The communication protocol
consists of the following steps:
1. The system is prepared in the polarised state |01, . . . ,0L⟩ (e.g. all the spins
point upwards).
2. The state to be transmitted |ψ(t = t0)⟩ = α|0⟩+β |1⟩ is encoded in the first
spin of the chain, via a local rotation.
3. The spin state |φ(0)⟩= |ψ⟩⊗ |02, . . . ,0L⟩ is transferred through the natural dy-
namics along the chain, via the unitary evolution |φ(t)⟩= exp(−iHt) |φ(0)⟩.
4. The transfer time, t∗, defined as the time when the probability P(t) =
|⟨01, . . . ,0L−1,ψ|φ(t)⟩|2 reaches the first maximum, corresponds to the time
when the last qubit has to be measured.
Here we have indicated the qubit states as |0⟩ ≡ |s= 1/2,sz =+1/2⟩ and |0⟩ ≡
|s= 1/2,sz =−1/2⟩, and the system is described by a XX chain model, Eq. (1.92),
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that we rewrite as
H =
L−1
∑
j=1
Jj
2
(
S−j S
+
j+1+S
+
j S
−
j+1
)
. (1.106)
Here spin ladder operators have been introduced as S±j =
(
Sxj± iSyj
)
, to show ex-
plicitly why the Hamiltonian Eq. (1.106) produces the transfer of a spin excitation
along the chain. Indeed, the latter two terms correspond to a local spin swap (to-
wards left or right) for a pair of spin up/down in neighbouring sites. Despite its
simplicity, the main drawback to be tackled in the above transfer protocol is the
dispersion effect [62, 63]. This will be discussed in the following sections.
The importance of using permanently coupled system for connecting two
quantum registers is that they have a natural advantage, compared to photonic sys-
tems, to convert flying qubits that transfer the information in static qubits that store
it. Bulk spins, used to convey the information along a channel, can have also an
active role for quantum computation applications. Indeed, the channel couplings
can be designed to transform the travelling wave-packets and eventually produce a
transformation between the initial qubit in one register and a remote qubit in another
one. Given the above, in a more general sense the quantum state transfer protocol,
discussed in this section, can be thought as the ability of, starting from an initial state
in one location |ψ0⟩ ≡ |ψ(t0)⟩, to achieve a final state (generally in a different pos-
ition than the initial one) |ψ f ⟩ ≡ |ψ(t f )⟩, after a dynamical evolution of a quantum
system for a time t = t f − t0. In other words, we are interested in the ability of
a quantum system to dynamically produce a specific transformation from |ψ0⟩ to
|ψ f ⟩, generally between far sites. In the next section we/ introduce a figure of merit
to measure the quality of the process.
1.6.1 Transfer Fidelity
In the last section we have discussed how a quantum state can be transferred between
two endpoints of a quantum wire, made of permanently coupled quantum systems.
One important point is that physical systems usually employed to make the trans-
mission channel are dispersive. This means that initially localised wave-packets
spreads out during the dynamics due to a non-linear dispersion relation, namely
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that the group velocity vg = ∂ωk/∂k does not coincide49 with the phase velocity
vp = ωk/k, where ωk is the excitation spectrum [111]. We have shown it explicitly
for the Bose-Hubbard model, in Sec. 1.3.5.1. A figure of merit to measure the effi-
ciency of a transfer protocol for a given system is called fidelity, that is a measure
of the probability of confusing two states in a single measurement [7]:
1. If |ψ⟩ and |φ⟩ are pure states, respectively the system and the target state, the
fidelity is F(|ψ⟩, |φ⟩) = |⟨φ |ψ⟩|2.
2. The fidelity between a pure and a mixed state is F(|ψ⟩,ρ) = ⟨ψ|ρ|ψ⟩.
3. For two mixed states ρ and σ the fidelity is defined as F(σ ,ρ) = Tr(ρσ).
For the XX chain model, Eq. (1.106), with homogeneous couplings Jj = J, an ex-
pression of the transfer fidelity, averaged over all the possible pure input states, has
been obtained explicitly in [62, 63]. An important key point is that, in a homogen-
eous coupling scheme, the quality of the communication of a state encoded in the
first qubit of the chain decreases as a function of the length L of the chain. In other
words, spin chains with homogeneous couplings behave as a low-quality transmis-
sion channel when long distances are involved [139]. In the following sections we
show how this limitation can be overwhelmed via a suitable coupling profile design.
1.6.2 State Transfer in a Lattice Model for a Single Excitation
The faithful transmission of a quantum state from a location to another is an import-
ant feature for scalable quantum information processes, as it enables information
exchange between two distant processors (or memory registers). In this regards,
only perfect or nearly perfect state transfer is relevant [63]. For instance, one way to
build a quantum gate between two distant location could be to first bring one qubit
close to another to let them interact, via a state transfer protocol, then to take it back
to the original location [45]. We consider the transfer of a single excitation from one
end to the other in a 1D lattice model. Due to the conservation of the total number
49Physically, different Fourier transform components travel along the chain with a different velo-
city during the dynamics, modifying the shape of the initial wave-packet.
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of excitations, the dynamics can be described in the single-particle sector, where the
Hamiltonian can be recast as a hopping model
H =
1
2
L
∑
j,k=1
Ajk| j⟩⟨k| , (1.107)
where | j⟩ ≡ |0⟩⊗ j−1|1⟩|0⟩N− j and Aj,k contains the hopping matrix elements and
the local fields, accordingly to the specific model considered. For nearest-neighbour
interaction in a 1D quantum wire, the latter has a tridiagonal structure
A=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
h1 J1
J1 h2 J2
J2 h3
. . . JL−1
JL−1 hL
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (1.108)
The structure of Aj,k determines the transmission quality of the channel, and de-
pends on the proprieties of the specific model considered. Several strategies can
be employed to improve the transfer fidelity, which rely on an engineering of the
matrix elements. As a rule of thumb, couplings configuration weaker in the ends
and stronger in the bulk are crucial for enabling high-fidelity state transmission,
regardless of specific details of the couplings [140].
1.6.3 Perfect State Transfer
An ideal transfer with a 100% fidelity, called Perfect State Transfer (PST), is not
possible for homogeneous chainswithmore than three sites [141]. For longer chains,
schemes based on pre-engineered non-homogeneous coupling profiles guarantee a
high transfer quality. Although this topic is still an open research field, we mention
some results that produce a PST for a single excitation in a 1D chain, based on a
suitable tuning of all the couplings in the Hamiltonian (1.107) [141].
As a general point, for a PST in a 1D nearest-neighbour coupled system with
open boundary conditions, one necessary requirement is the mirror-symmetry of the
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couplings in the Hamiltonian (1.108) [141], namely
J2j = J
2
L− j, h j = hL+1− j, ∀ j ∈ {1, . . . ,L} . (1.109)
Indeed, once set the mirror-symmetry condition50, Eq. (1.109), the Hamiltonian
(1.108) commutes with the mirror-symmetry operator [141]
S=
L
∑
j=1
| j⟩⟨L+1− j|. (1.110)
The mirror-symmetry imposes some relations between the eigenvectors of the
Hamiltonian [141, 142]. By taking the spectral decomposition of the Hamiltonian
(1.108), with Ek and |Ek⟩ respectively eigenvalues and eigenvectors, then the ini-
tial/final target states can be decomposed as
|1⟩=
L
∑
k=1
αk|Ek⟩, |L⟩=
L
∑
k=1
βk|Ek⟩. (1.111)
Since in a perfect transfer the target must be obtained via the time evolution as [143]
e−iAt0 |1⟩= eiφ |L⟩ , (1.112)
for some phase φ and time t0, then the condition
∀k, e−iEkt0αk = eiφβk, (1.113)
must be fulfilled. Thus, |αk|2 = |βk|2, and by taking the powers of A we find the
condition
⟨1|Am|1⟩=
L
∑
k=1
Emk |αk|2 = ⟨L|Am|L⟩. (1.114)
The mirror-symmetry coupling requirement, Eq. (1.109) , is obtained by taking
successive powers of A: from m = 1 one has h1 = hL; for m = 2 one gets h21 +
J21 = h
2
3 + J
2
L−1, which means J1 = JL−1, and so on for all the chain couplings. A
50This makes the Hamiltonian to be symmetric with respect to the skew-diagonal.
1.6. Quantum State Transfer 71
consequence is that a mirror symmetric system must be periodic if it allows perfect
state transfer [143]. This means, that if exists a time t0 and a phase φ for which an
excitation is perfectly transferred to site 1 to L, namely
e−iAt0 |1⟩= eiφ |L⟩ , (1.115)
then, because of symmetry of the system, by letting the system evolve for a time 2t0
one finds that the wave-packet is reconstructed in the first site
e−iA2t0 |1⟩= e−iAt0eiφ |L⟩= e2iφ |1⟩. (1.116)
In other words, a perfect state transfer allows a perfect reconstruction of the wave-
packet for even multiples of the transfer time t0. A further requirement for having
a perfect state transfer is that, given A=OEOT the spectral decomposition51 of the
Hamiltonian (1.108), the eigenvalue spectrum Ek satisfies the relation52 [142]
e−iEkt
∗
= (−1)keiα , (1.117)
where t∗ is the transmission time and α is an unessential factor independent on k.
By setting α = π one has
⟨n|e−iAt∗ |m⟩=−∑
k
O∗k,nOk,m(−1)k =∑
k
O∗k,nOk,m(−1)k+1
=∑
k
O∗k,nOk,L+1−m = δn,L+1−m.
(1.118)
In the last equality we have used the propriety that mirror-symmetric tridiagonal
matrices have symmetric or antisymmetric eigenvectors, Eq. (B.2), Appendix B.
The latter formula means not only that the excitation is transferred from site 1 to m,
but also that any excitation in site m is perfectly transferred to the mirror-symmetric
site, L−m+1, at time t∗.
Herewe present a scheme, which is an analytical solution of Eq. (1.117), to tune
51The matrix O has entries Ok,m which are the l eigenvectors of A arranged in rows.
52It has been proved that this is a necessary and sufficient condition [142].
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the hopping terms in Eq. (1.107) that guarantees PST for a single excitation [143].
By calling L the length of the chain, the choice of the coupling strengths
JPSTj =
πJ
2L
√
j(L− j), hPSTj = 0, (1.119)
in the Hamiltonian (1.108) realises a PST at time t∗ = L/J.
1.6.4 Almost Perfect State Transfer
One of the shortcoming of PST schemes is that the necessity of tuning all the coup-
lings of the chain is too demanding in resources and can be affected by noise. Indeed,
random noise effects, due to environmental variables and errors in the ideal coupling
tuning are detrimental for the transfer fidelity [140, 144, 145]. Moreover, the PST
coupling profile in Eq. (1.119) depends on the chain length, and the coupling must
be reconfigured when the transmission distances are varied, limiting the scalability
of the system [139]. A more robust high quality state transfer with less resources
has been achieved through the optimisation of few edge couplings, while the bulk
is homogeneous (minimal engineering schemes).
As shown in Fig. 1.12, the simplest strategy to achieve an almost perfect trans-
fer is to tune the first and the last chain couplings, (while the bulk is homogen-
eous) called Optimal State Transfer (OPT) [146, 147]. The physical mechanism
that leads to an improvement of the transfer fidelity is that particle momenta are
narrowed around the linear region of the excitation spectrum, allowing an almost
dispersionless dynamics53. An added feature of the scheme [146, 147] is that it in-
troduces an external mechanism to control particle momenta in the system. Indeed,
ifωk∼v(k−k0) is the linear part of the dispersion relation, where v is the group velo-
city, the effect of the optimal scheme is to peak, in k-space, a wave-packet initialised
in one endpoint around k0 with a width that depends on the value of the endpoint
couplings [146]. Results comparable with perfect state transfer schemes, without
the requirement of a fully engineered Hamiltonian, are obtained in a scheme called
Double Optimal State Transfer (2OPT), Fig. 1.12, where the first two and the last
53This strategy is typically called Ballistic State Transfer [139].
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two tunnelling couplings are tuned appropriately to maximise the fidelity [148]. The
Figure 1.12: Optimal transfer schemes. A finite lattice model, with length L, where the
strength of the hopping matrix elements in sites 1 and L are set to J1 and in
sites 2 and L−1 to J2, while the remaining sites have have tunnelling rate J.
We call J0 the model with J2 = J and J1 is optimised to get the maximum of
the transfer fidelity, while in the J0J0 both J1 and J2 are optimised.
transfer efficiency, at time t∗, for an end-to-end transfer of a single excitation in a
chain of length L, is connected with the amplitude probability
|⟨1|U(t∗)|L⟩|≡U1L(t∗) =
∣∣∣∣∣ L∑k,k′=1⟨1|ϕk⟩⟨ϕk|e−iAt∗ |ϕk′ ⟩⟨ϕk′ |L⟩
∣∣∣∣∣=
=
∣∣∣∣∣ L∑k=1ϕ(k)∗1 ϕ(k)L e−iωkt∗ |≡ |
L
∑
k=1
O∗k1OkLe
−iωkt∗
∣∣∣∣∣=
∣∣∣∣∣ L∑k=1O2k1eiπke−iωkt∗
∣∣∣∣∣ ,
(1.120)
so that |U1L(t∗)|≃ 1 realises an almost perfect swap of the states in the boundary sites
[139]. In the latter, A is a single particle mirror-symmetric Hamiltonian, Appendix
B, ωk is an eigenvalue, |ϕk⟩ its eigenvector, and we have used the propriety (B.2).
Eq. (1.120) shows that the possibility of realising an almost perfect state transfer
on a 1D chain, depends both on the distribution of the momenta, Ok1, and on the
eigenvalues ωk. Indeed, if the distribution of modes Ok1 is peaked in a linear region
of the spectrum, ωk ≃ vk [149], then by cutting the sum over the relevant modes,
from the latter expression and Eq. (B.18) one finds that
|U1L(t)|=
∣∣∣∣∣ L∑k=1ρkeikπ(1−t/t∗)
∣∣∣∣∣ , t∗ ≃ (π/v)L, (1.121)
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where we called ρk ≡ O2k1. The latter means that, at time t = t∗, because of the nor-
malisation |∑k ρk|= 1, a 100% fidelity transfer is achieved. In the next section we
show how the couplings can be tuned, so that an almost perfect transfer is achieved.
1.6.4.1 Optimal State Transfer Model
One approach to optimise the state transfer fidelity is to use a uniformly coupled
chain, with J as bulk strength and J0 in the endpoints [139,146], called OPT scheme.
As the single excitation Hamiltonian, Eq. (1.108), has a Quasi-Uniform Tridiagonal
Matrix (QUTM) structure, then eigenvalues and eigenvectors can be computed with
techniques in App. B. Specifically, for the model (1.64), with µ j = 0, the single
particle Hamiltonian scaled for the bulk tunnelling strength J is
A(J0) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 y
y 0 1
1 0 1
. . . . . . . . .
1 0 1
1 0 y
y 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (1.122)
where and y= J0/J, and the uniform block has size L−2. The eigenvalue problem
can be solved in terms of phase shifts, as showed in Appendix B, where the explicit
expression for the spectrum, ωq = cosq, and the mode distribution ρ(q) =O21q have
been found in [146,150], namely
ωq = cosq, ρ(q) =
1
L+1−2φ ′q
∆(1+∆)
∆2+ cot2 q
. (1.123)
The quasi-momenta q take discrete values qn,
qn =
πn+2φqn
L+1
, n ∈ {1, . . . ,L} (1.124)
φq = q− cot−1
(
cotq
∆
)
∈
(
−π
2
,
π
2
)
, ∆= (J0/J)
2
2− (J0/J)2 . (1.125)
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From Eq. (1.123) we observe that the mode distribution has a Lorentzian shape,
centred around q = ±π/2, whose width, ∆, decreases if the ratio J0/J is lowered
[139]. In other words, the quasi-momenta distribution is peaked around the linear
region of the spectrum (i.e. q ≃ π/2), and a low value of J0/J improves the end-
to-end transfer fidelity for a single particle in a finite chain. However, when the
end couplings are too weak, J0/J≪ 1, the two edge sites are effectively decoupled
from the rest of the chain making the transfer a resonant transmission mediated by
one mode54. This in turn can be modelled via perturbation theory as an effective
Hamiltonian and results in a non ballistic dynamics with a very long transmission
time. In other words, a ballistic transfer needs more modes involved in the spec-
trum and a narrow quasi-momenta distribution around the linearity region [139].
Moreover, the dispersion relation is modified by low values of J0/J, which influ-
ences the linear region where the ballistic transfer occur [139, 146]. The almost
perfect transfer is then realised for an optimal choice of the edge coupling paramet-
ers, that can be found by maximising the amplitude probability, Eq. (1.120), as a
function of J0. Therefore, an almost perfect transfer happens physically due to a
trade-off between the width of the mode distribution and the linearity zone of the
spectrum, as showed in Eq. (1.121). From Eq. (1.125) it can be found that the group
velocity around the linear region is [146],
∂nωqn = sinqn ∂nqn =
π sinqn
L+1−2φ ′qn
=
=
π
t∗
[
1+
(
2
1−∆2
t∗∆3
− 1
2
)
cos2 qn+O(cos4 qn)
]
,
(1.126)
where t∗ = L+1+2(1−∆)/∆ is the transfer time. A key point is that transfer time
t∗, which has been evaluated in [146], is comparable with the one of a uniform chain,
with corrections of the order of ∆, Eq. (1.125). For a finite chain, the edge coupling
values that maximises the transfer fidelity are found numerically. In Tab. 1.1 we
show the results for the optimal ratio J0/J and for the transfer amplitude, which
is always above the 84% even for very long chains. From Eq. (1.123), it is clear
54The decoupling effect between edge and bulk sites has been exploited for state transfer applica-
tions between edge topological states [151, 152], and using a strong near-to-the edge field [153].
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that the spacing between the modes decreases and the number of modes increases
for longer chain. Therefore, when L→ ∞, the sum over the modes in Eq. (1.120)
can be replaced by an integral and using the Jacobi-Anger expansion, Eq. (B.35),
asymptotic expressions can be found. Specifically, the optimal ballistic transfer is
maximised with a choice of J0/J ∝ L−1/6, for L≫ 1 [146], as reported in Tab. 1.1.
1.6.4.2 Double Optimal State Transfer Scheme
In the previous section we have showed that the end-to-end state transfer fidelity is
improved with a lattice coupling design. As the fully engineering produces a unit-
ary fidelity and a minimal engineering allows reaching an almost perfect transfer,
it is natural to expect that when more and more couplings are tuned, leaving a uni-
form bulk, the efficiency must improve. The natural question is how many sites
are needed to be engineered for achieving a certain threshold of fidelity with the
minimal amount of resources. The optimisation of both the first two and the last
two tunnelling couplings, as showed in [148] in a XX chain model, it is sufficient
to generate a pretty good state transfer (this is called 2OPT model), as illustrated in
Fig. 1.12. In the model (1.64), with µ j = 0, the single particle Hamiltonian, Eq.
(1.108), has a QUTM form, as
A(J0J0) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 x
x 0 y
y 0 1
1 0 1
. . . . . . . . .
1 0 1
1 0 y
y 0 x
x 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (1.127)
where x= J1/J and y= J2/J, and using techniques in Appendix B, it can be proved
that, with an appropriate tuning of the coupling parameters J1 and J2, an almost
unitary transfer fidelity can be achieved [148]. The transfer time in the 2OPT scheme
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has been evaluated in [148], and for large chains it scales as t∗ ≃ L+1+3.239L1/3.
The optimal values of the coupling parameters, J1/J and J2/J, for the 2OPT scheme
is reported in Tab. 1.1.
2OPT OPT
L (J1/J)opt (J2/J)opt uopt (J0/J)opt uopt
51 0.4322 0.7338 0.99514 0.5542 0.9493
101 0.3584 0.6742 0.99395 0.4931 0.9324
251 0.276 0.5982 0.9929 0.4216 0.9127
501 0.2247 0.5439 0.99239 0.3742 0.9003
1001 0.1818 0.4923 0.99235 0.3322 0.8899
2501 0.1367 0.4300 0.99179 0.284 0.8791
5001 0.1097 0.3869 0.99167 0.2523 0.8726
10001 0.0878 0.3474 0.99159 0.2242 0.8674
25001 0.0652 0.3004 0.99153 0.192 0.8621
50001 0.05209 0.26925 0.99151 0.1708 0.859
100001 0.0415 0.24072 0.99149 0.1519 0.8565
L→ ∞ 1.954 L−1/3 1.662 L−1/6 0.98715 1.030 L−1/6 0.8469
Table 1.1: Almost perfect state transfer. Comparison between the OPT and the 2OPT
engineering schemes. L is the chain length, J0 and J1, J2 indicated respectively
the coupling strength for the OPT and for the 2OPT scheme, and uopt≡ |U1L(t∗)|.
The last row indicates the asymptotic behaviour for large L. Data from [148].
1.7 Bound States in Lattice Models
The study of few excitations in lattice models provides unexpected phenomena that
could be exploited for applications. Strongly interacting quantum systems in a peri-
odical potential have peculiar features if they are sufficiently decoupled from the
environment, namely the possibility to create composite objects, stable against the
dissociation, when the interaction terms are larger than the hopping rate, in optical
lattices and in the XXZ chain model.
In a Bose-Hubbardmodel, bound states are created whenmore than one particle
are initially located in the same site and the atom-atom interaction is much larger
than the hopping rate [154]. Bound states have their counterpart in an XXZ chain,
for strong anisotropy parameter ∆ in Eq. (1.104): starting from a fully polarised
chain, a bound-magnon state consists of several spins flipped in adjacent sites [32].
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The underlying physical reason for which the excitations are held together is that
(a) (b)
Figure 1.13: Bound states in a lattice model. (a) Two adjacent spin down in a fully polar-
ised chain in an XXZ chain with strong anisotropy. (b) Three particles in the
same site in Bose-Hubbard model with strong onsite interaction.
an energy gap, between bound the free states, prevents the dissociation during the
dynamics of the system [155–159].
For a Bose-Hubbard chain with two excitations, the energy spectrum has been
evaluated55 in [159]. There are two class of solutions: the first is the scattering
solution (states with two particles in different sites belong to this band) which has
energy
E(2)K,k =−4J cos(Ka/2)cos(ka). (1.128)
Here K and k are respectively the centre of mass and the relative quasi-momenta,
K,k ∈ [−π/a,π/a] and a the lattice spacing. The minimum and the maximum en-
ergy, for fixed centre ofmass quasi-momentumK, are respectively for relative quasi-
momentum k = 0 and k = π/a. The bandwidth is −4J ≤ E(2)K,k ≤ 4J. The second
class of solution corresponds to two particles bounded together in a dimer, whose
spectrum is
E(2)K,k =±
√
U2+4(2J cos(Ka/2))2 , (1.129)
where the sign plus is for repulsive interaction, U > 0, and the minus for the at-
tractive case, U < 0. A peculiar characteristic is that, even if the particle-particle
interaction is repulsive, the particles constitute a dimer, due to an energy gap with
the scattering state band56. This effect has been confirmed experimentally in [154].
55The time independent Shrödinger equation can be solved via the two-body centre of mass and
relative coordinates description [159,160].
56This effect depends on the absence of a dissipative environment in the system.
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In Fig. 1.14 we show the complete energy spectrum for a two particle state in a
Bose-Hubbard model with periodical boundary conditions, forU/J = 5 [159]. The
band of states with two particles per site (bound pair) and the band of particles in
different sites (scattering continuum) are clearly showed, as their energy separation
for strong enough onsite interaction. Similar calculations have been performed for
the spectrum of a three particles bound state [158].
1.7.1 Effective hopping of a Bound State in the Bose-Hubbard
Model
An effective model for the dynamics of few bound particles can be derived from
a perturbative expansion [132]. We firstly consider two particles, initially located
in the left well of a two sites Bose-Hubbard model. Because of the energy gap, a
simultaneous hopping of two particles to the right site required a hopping term of
the form (a†R)2(aL)2, where L and R are respectively the left/right well. However,
the Bose-Hubbard model (1.46) allows only hopping processes of single particles.
Therefore, a simultaneous hopping of two particles is a second order process, namely
|2L,0R⟩ → |1L,1R⟩ → |0L,2R⟩, where the occupation of the state |1L,1R⟩ is a virtual
process, as it is forbidden by the energy gap. Bound state dynamics is described
by an effective Hamiltonian where the effective hopping are computed via a second
order degenerate perturbation theory57 as [132]
Jeff =
⟨2L,0R|HJ|1L,1R⟩⟨1L,1R|HJ|0L,2R⟩
U
=
J2
2U
, (1.130)
where U is the onsite interaction strength and HJ is the hopping term in the Bose-
Hubbard model (1.46). In other words, the bound state dynamics of two particles in
a double-well system is equivalent to a single particle effective Hamiltonian, where
the hopping terms depend both on the bare hopping rate J and on the onsite inter-
action strength U . Clearly, in the strongly interacting regime U ≫ J, then Jeff < J
and consequently the propagation velocity of a bound state is slower than the cor-
57First order hopping are suppressed due to the energy gap, and we are neglecting constant terms
that come out from the chemical potential term.
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respondent single particle case, as showed in Fig. 1.5(b). Few efforts have been
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Figure 1.14: Bound state stability. Energy spectrum for a two particle state in a Bose-
Hubbard mode with fixed centre of mass quasi-momentum, as a function of
the relative momentum k. The red and the blue lines are the energy bands for
a state with two particles in the same site, while the grey region belongs to
states of two particles in different sites. Figure adapted from [159].
made in literature to go beyond the two particle description. We mention that the
energy spectrum for a three particle bound state has been computed in [158], while
the effective dynamics has been evaluated in [134], using a SWT transformation58.
1.7.2 Edge-Localisation Effects
The possibility to use bound states in a lattice model is hindered by the possibility to
engender and control the tunnelling dynamics. When few excitations are involved
in a strongly interacting open lattice, well insulated from the environment, edge-
locking effects appear close to the boundaries of the system. The edge-locking phe-
nomenonmust be tackled because it inhibits the tunnelling dynamics of bound states
in a lattice and consequently limit their use for technological applications [161–163].
1.7.3 Edge-Localisation for the XXZ Chain Model
The edge-localisation effect in a XXZ chain model has been analysed in [161,162].
In Fig. 1.15 we show some spin configurations that show edge-localisation effects.
Specifically, when the anisotropy parameter ∆ of the model (1.104) is much stronger
than the hopping strength, robust edge states are built by initialising a spin flip in
58Although the SWT, as shown in Appendix D, can be used to compute the effective dynamics for
more then two particles, it generally involves cumbersome calculations.
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Figure 1.15: Edge-localised configuration in anXXZopen chain. The spin configuration
(a-f) show localisation effects while (g-l) are not edge-localised. Figure from
[162].
one edge of a fully polarised open chain. A second class of edge-localised states
are block of flipped spins whose the leftmost spin is in the bulk of the chain. We
represent with |ΨN↑,(k)⟩ a spin configuration, where a block has N↑ adjacent spin
flips while k is the site of the leftmost spin. It has been found in [162] that a spin
block is a stable edge-locked state when N↑ ≥ (2k− 1). In Fig. 1.16 we show the
excitation spectrum for three flipped spin inan open and a closed XXZ chain [162].
It is clear that the edge-localisation effect is due to the energy separation between the
bands in the spectrum. For example, we consider two specific block configurations,
respectively |LN↑ ,(1)⟩ and |RN↑ ,(1)⟩, where L and R indicates that k is the position of
the leftmost/rightmost spin in the block from the left/right end of the chain. Because
these two states have a single favourable aligned bond, they have higher energy than
the other possible configurations in the chain and therefore they are edge-localised.
1.7.4 Edge-Localisation in the Bose-Hubbard Model
In the case of the Bose-Hubbard model, as shown in Fig.1.17, edge-localisation
effects exists at the boundary sites for any number of particles greater than two. In
other words, when three o more particles are initially located in the first or in the last
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Figure 1.16: Localisation for an open XXZ spin chain. Energy spectrum for three excita-
tion N↑ = 3 for a periodical chain (a) and for an open chain (b). Here the chain
length is L = 13 and the anisotropy parameter strength is ∆/J = 10. Figure
from [162].
site of the chain, the hopping dynamics is suppressed59 [163]. The physical reason
for the localisation effect can be found by analysing the excitation spectrum for a
finite chain. As it appears clearly in Fig. 1.17 (b), the localisation effect is due to a
pair of eigenvalues which are gap separated (blue arrow in the inset) from the energy
band of three particles per site (red arrow). On the other side, for the case of a finite
Bose-Hubbard with two particles, inset of Fig. 1.17 (a), the bound states show no
energy gap and localisation effects do not occur60. Edge-localisation effects, due to
an energy gap, characterise every state with N ≥ 3 particles, initially located in one
end of an open Hubbard model61 [163].
1.8 Quantum Linear Optics
Quantum optics deals with phenomena that can be only explained by treating light
as a stream of photons rather than an electromagnetic wave [76,164]. Linear optical
networks are indispensable tools for both fundamental investigations of quantum in-
59More precisely, as edge states are decoupled from the bulk sites, the transfer happens due to
a direct resonant transition between resonant states, in a time scale hundreds to thousands of J−1
units [151, 163].
60Although a two particle bound state in a finite model is not localised, we will show later on in
this Thesis that the delocalisation time from one edge point is affected by an effective edge field. We
call this phenomenon quasi-localisation effect.
61Wemention that with four or more bosons there are further configurations that are edge-localised
(e.g. two bosons in the first site and two in the second) [163].
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Figure 1.17: Edge-localisation for an open Bose-Hubbard chain. Energy spectrum for a
ten-site Bose-Hubbard chain for (a) two particles and (b) three particles with
|U/J| = 5. The red arrows shows the states respectively with (a) two bosons
(b) three bosons in the same site. The blue arrow highlights the edge-localised
states which are located in the edge points. Figure adapted form [163].
terference effects and for practical applications, as quantum computation and metro-
logy [165,166]. Themain elements that constitute these networks are beam splitters,
mirrors and phase shifters. In this section we introduce the essential components of
a linear optical device and we discuss methods to detect multi-particle interference
effects.
1.8.1 Quantum Mechanical Formulation of the Beam Splitter
Theory
A beam splitter is a device that generates a linear coupling of two incoming modes
[8, 76], accordingly to the input-output relations⎛⎝aˆ3
aˆ4
⎞⎠=
⎛⎝R T
T R
⎞⎠⎛⎝aˆ1
aˆ2
⎞⎠=
⎛⎝cosθ/2 isinθ/2
isinθ/2 cosθ/2
⎞⎠⎛⎝aˆ1
aˆ2
⎞⎠ (1.131)
where (1,2) and (3,4) label respectively the input/output arms. Here R and T are
respectively reflection and transmission coefficients and θ is a parameter that control
the weight of the superposition, known as mixing angle. Generally, beam splitters
are used in conditions where they receive particles one by one. However, when
more particles impinge on a beam splitter the output results from interference effects
which depend on the particle statistics, accordingly to their commutation rules.
When a beam splitter receives groups of particles as input, described by Fock
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states of bosons, the general expression for the probability to findm1 andm2 bosons
in the detectors given Nα ,Nβ particles in the input arms, for a 50/50 beam splitter,
has been evaluated in [167]. Specifically, given the initial state
|Nα ,Nβ ⟩= 1√Nα !Nβ !
(
a†α
)Nα (
a†β
)Nβ |0⟩, (1.132)
the amplitude probability to find respectively m1 and m2 particles in the detectors 1
and 2 given Nα and Nβ particles in the input arms is
Cm1,m2(Nα ,Nβ ) =
1√
m1!m2!Nα !Nβ !
⟨0|am11 am22
(
a†α
)Nα (
a†β
)Nβ |0⟩, (1.133)
and the probability is
Pm1,m2(Nα ,Nβ ) =
m1!m2!Nα !Nβ !
2Nα+Nβ
m1
∑
p=0
(−1)p
p!(m1− p)!(Nα − p)!(p+m2−Nα)! .
(1.134)
When two bosons are incident on a balanced beam splitter (θ=π/2) in Eq. (1.131),
interference effects makes the probability amplitude of getting one photon in each
mode equal to zero. Indeed, let us start from a configuration in which one particle is
initialised in each input arm of the beam splitter, namely |ψ(0)⟩= |1,1⟩. the beam
splitter transformation produces a different state, accordingly to particle statistics:
|ψ⟩b = 1√
2
(|2,0⟩+ |0,2⟩) , |ψ⟩ f = |1,1⟩, (1.135)
where the subscripts b/ f indicate respectively bosons and fermions. The absence
of the term |1,1⟩ for bosons, is a clear signature of a quantum effect, known as
Hong-Ou-Mandel effect [168]. This is interesting because it allows generating a
non-classical output state (namely a two particles NOON state [8]), using linear
optics transformations. On the other hand, fermions, due to anti-commutation ca-
nonical rules, are characterised by anti-bunching effects, namely the absence of two
particles in the same output arm. Bunching and anti-bunching effects can be ex-
perimentally detected via the two particle correlator, Γ jk=⟨aˆ†j aˆ†kaˆkaˆ j⟩, between one
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particle in the output arm j and the other in k [22, 60, 73, 169], or equivalently by
analysing the correlation functionCjk ≡ Pjk−PjPk, where Pj ≡ ∑k Pjk takes into ac-
count of the distinguishable motion of atoms in the lattice [32]. Indeed, a positive
value of the functionCj j means that the two particles has a higher joint probability to
go both in the output arm j than the single particle probabilities (due to interference
effects), while a zero value means that the two particle dynamics are completely
uncorrelated. The two particle correlation functions Cjk(t) can be defined on a lat-
tice, (where it measures the correlation between a particle in site j and the other in
k) and is completely identified via the amplitude probabilities Ajk(t), by simulating
the dynamics of two walkers in a lattice [33,169–171]. Alternatively bunching and
anti-bunching effects can be measured by analysing the quantity
∆n23 = ⟨n23⟩−⟨n3⟩2, (1.136)
where we have indicated with the index 3 one of the two of output arms of the beam
splitter. Indeed, for the bosonic state in Eq. (1.135), this quantity reads
⟨n23⟩= 2, ⟨n3⟩2 = 1. (1.137)
Therefore, for bosons/fermions one finds respectively ∆n23 = 1 and ∆n23 = 0. Finally,
a phase shifter transformation is described by the operator
Uφ ≡ exp
(
iφ Nˆ
)
, (1.138)
where Nˆ ≡ a†a is the number operator [8].
1.9 Interferometry and Quantum Metrology
1.9.1 Mach-Zehnder Interferometer
A Mach-Zehnder interferometer, shown in Fig. 1.18(a), is a configuration of two
balanced beam splitters and two mirrors. The incoming beam is split from the first
beam splitter into two paths, which are then recombined in a second beam splitter.
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Finally the two output modes are measured using a pair of detectors. The output
results from the interference effects between the two paths (red and blue), which
can be controlled via a phase shifter operation in one of the two arms. Specifically,
when the scheme is used as a probe, the phase factor is the unknown quantity to
be detected, which can be inferred by measuring the output modes of the system.
The Mach-Zehnder transformation is then the combination of two balanced beam
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Figure 1.18: Scheme of a Mach-Zehnder interferometer. (a) Configuration of two bal-
anced beam splitters (BS) and two mirrors. The incident beam (black) is split
by a balanced beam splitter (BS) in two paths (red and blue) which are recom-
bined, via two mirrors, in a second 50/50 beam splitter. A phase factor φ is
introduced in the red path to modulate the interference effects. Finally two
detectors measure the output modes of the system. (b) Probability to find a
particle in the output mode 3 as a function of the phase factor φ introduced.
The input state is a single particle in a Fock state (black line).
splitters and a phase shifter operation62. By calling respectively a1,a2 and a3,a4 the
input/output annihilation operators, for a configuration of a single incoming particle
in a Fock state, |ψ0⟩= a†1|0⟩, we have⎛⎝a1
a2
⎞⎠= 1
2
⎛⎝1 i
i 1
⎞⎠⎛⎝eiφ 0
0 1
⎞⎠⎛⎝1 i
i 1
⎞⎠⎛⎝a3
a4
⎞⎠=
=
⎛⎝sinφ/2 cosφ/2
cosφ/2 −sinφ/2
⎞⎠⎛⎝a3
a4
⎞⎠ .
(1.139)
62Mirrors introduce only an irrelevant global eiπ/2 phase factor.
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Therefore, the Mach-Zehnder transformation produces the state
|ψ f ⟩= sinφ/2|1,0⟩+ cosφ/2|0,1⟩. (1.140)
The output probabilities for a particle to emerge from one of the output arms, as a
function of the phase factor, φ , are
P3(φ) = sin2φ/2, P4(φ) = cos2φ/2. (1.141)
This results in an interference pattern as a function of φ , as shown in Fig. 1.18(b).
From the measurement of the population of the outputs, the phase factor φ can be
inferred. For N independent particles63 the number of particles at the two output is
given by a binomial distribution. Therefore, the joint probability that m and N−m
particles are detected in outputs 3 and 4 is [172]
P(m,N−m) =
(
N
m
)
Pm3 P
N−m
4 =
(
N
m
)
cos2mφ/2sin2(n−m)φ/2. (1.142)
The mean number of particles detected at port 3 is ⟨n3⟩= N cos2φ/2 and the uncer-
tainty in the measurement of φ can be found from the variance
(∆n3)2 = (∆n3)2 = N sin2φ/2cos2φ/2. (1.143)
From the error-propagation [173], the uncertainty in the phase measurement φ is
given by
(∆φ)2 = (∆n3)
2
(∂φ ⟨n3⟩)2 =
1
N
. (1.144)
The key point is that the phase estimation precision, using a Fock state |N0⟩12 as
input state in the interferometer, scales with the number of independentmeasurement
as,
∆φ = 1/
√
N, (1.145)
63We consider the particle-particle interaction to be zero, then a stream ofN particles can be treated
independently [172].
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which is the so-called shot-noise limit [173].
1.9.2 Quantum Enhanced Metrology
It is interesting to compare the interference fringes generated from a Fock state with
the ones obtained using a NOON state64 as input. We suppose that a NOON state
between the modes 1 and 2 is produced by a “magic beam splitter” [174], in the first
stage of a Mach-Zehnder setup, Fig. 1.18, namely65
|ψ⟩= 1√
2
(|N0⟩12+ |0N⟩12) . (1.146)
Then a phase factor operation in one of the two modes, generates the state
|ψ0⟩= 1√
2
(
eiNφ |N0⟩1,2+ |0N⟩1,2
)
. (1.147)
because, from Eq. (1.138), the phase shifter operator produces a phase factor φN
for a Fock state with N particles. The state after the second beam splitter is
|ψ f ⟩= 1√
2N−1
N
∑
m=0
(
N
M
)1/2
cos
[
1
2
(Nφ +π(m−n/2))
]
|m,N−m⟩ , (1.148)
which gives the phase estimation precision to follow [172]
P(φ |m,N−m) ∝ |⟨m,N−m|ψ⟩|2 ∝ 1+(−1)m cos [N(φ −π/2)] . (1.149)
In this case the interference fringes produced by the Mach-Zehnder transformation
oscillateN times faster than the single particle case [172,177]. This results in a larger
slope of the probabilities as a function of φ that, in turn, enables the estimation of
the phase φ from the measurements with higher sensitivity [177]. This argument
can be made more precise by introducing a quantity that gives an lower limit for the
phase estimation precision, given an initial state of the system.
64This is also known as all-or-nothing states, namely in which all the particles are found after a
measurement in one mode or in the other.
65This state cannot be produced just by linear optical transformations, but it requires non-linear
components in the system [172,174–176].
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1.9.3 Estimation Theory - Quantum Fisher Information
It the last section we have discussed how the estimation precision for the parameter
φ can be enhanced usingmore particles as input of the interferometer. However, as it
not always possible to increase the number of resources to improve the precision, an
optimal strategy could be to optimise the initial state and the phase read-out method.
Once entangled states are introduced in the system as initial states (e.g. NOON), the
read-out precision overcomes the classical one. However, given an initial state in
the interferometer input, it is not clear a priori what is the best measurement and
estimation strategy that yield to the optimal estimation precision [173]. The preci-
sion capabilities of a given state, that is independent from the read-out procedure, is
characterised by a parameter called Fisher information FQ. This is a measurement
of the precision once the read-out method is optimised, (namely the theoretical best
precision achievable) which allows one to choose what are the optimal states for
interferometry applications.
In a typical scenario, an N-point data set x= {x1, . . . ,xN} of measurement out-
comes is known. These are realisations ofN identically distributed random variables
XN , accordingly to a common probability density function pφ (X), that depends on
an unknown parameter, φ , one wishes to determine. In other words, φ is a para-
meter which is not directly accessible in a measurement, and must be evaluated via
an estimator, φ˜(x), built on a given data set of outcomes, that represents the function
which outputs the most accurate value of the parameter φ , based on a given data set.
In Estimation Theory, one approach is to consider φ as a deterministic value66, (in
principle its value could be stated to any precision) which is unknown [173]. The
goal is to find the estimator φ˜(x) that minimises the variance with respect to the
true value φ , thus that optimises the precision. To formalise the estimation prob-
lem: given pφ (x a family of probability density functions, parametrised by φ , the
performance of an estimator φ˜(x) is given by the mean square error,
∆2φ˜(x) = ⟨(φ˜(x)−φ)2⟩= ∫ dNx pφ (x)(φ˜(x)−φ)2 . (1.150)
66This is called Fisher Information approach [173].
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Apropriety of an unbiased estimator is that the average coincides with the true value,
⟨φ˜(x)⟩=
∫
dNx pφ (x)φ˜(x) = φ . (1.151)
The goal of estimation theory is to look for the optimal estimator that minimises the
error, Eq. (1.150). It has been proved that [173], for any unbiased estimator there is
a threshold in the precision estimation, known as Cramer-Rao bound,
∆2φ˜(x)≥ 1
MF
[
pφ
] , (1.152)
whereM is the number of measurements andF
[
pφ
]
is the Fisher Information. From
the latter is evident that higher values of the Fisher information gives a better estim-
ation precision. An explicit formula for the classical Fisher Information is given
in [173], namely
F [pφ ] =
∫
dx p(x|φ)
(
∂ ln p(x|φ)
∂φ
)2
=
∫
dx
1
p(x|φ)
(
∂ p(x|φ)
∂φ
)2
. (1.153)
The Fisher information is non-negative and also additive for uncorrelated events, so
that in particular forN uncorrelatedmeasurementsF
[
pNφ
]
=NF
[
pφ
]
. An estimator
that saturates the threshold (1.152) is called efficient, and it is also the optimal one. In
a quantum scenario the parameter φ is encoded in a quantum state ρφ , and subjected
to a quantum measurement67 Mx. The measurement result, x, is then recorded with
probability pφ (x) = Tr
(
ρφMx
)
. The quantum Cramer-Rao bound is a function of
the Quantum Fisher Information (QFI), [173, 178],
∆2φ˜N ≥ 1NFQ[ρφ ] , where FQ[ρφ ] = Tr
(
ρφL[ρφ ]2
)
, (1.154)
67This can be the standard projective measurement or a generalised measurement [123], as a posit-
ive operator valued measure (POVM) with the constraintMx ≥ 0 and
∫
Mx = 1, as the single particle
read-out, in Eq. (1.89).
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and L[ρφ ] is the symmetric logarithmic derivative, defined by
∂φρφ =
1
2
(
ρφL[ρφ ]+L[ρφ ]ρφ
)
. (1.155)
Therefore, the QFI is determined only by the dependence of the state ρφ on the
estimated parameter, namely the QFI quantifies the maximal precision with which
a parameter can be estimated using a given quantum state ρφ . Explicitly, in the
eigenbasis ρφ = ∑ j λ j(φ)|e j(φ)⟩⟨e j(φ)|, it is
L[ρφ ] =∑
i, j
2⟨ei(φ)|∂φρφ |e j(φ)⟩
λi(φ)+λ j(φ)
|ei(φ)⟩⟨e j(φ)|, (1.156)
where the sum is over all the term with non-zero denominator. As in the classical
case, the QFI is additive for product states, and it particular FQ[ρ⊗Nφ ] = NFQ[ρφ ].
For pure states ρφ = |ψ(φ)⟩⟨ψ(φ)| the QFI simplifies to [178]
FQ = 4
[⟨ψ ′(φ)|ψ ′(φ)⟩− |⟨ψ ′(φ)|ψ(φ)⟩|2] , (1.157)
where |ψ ′(φ)⟩ = ∂ |ψ(φ)⟩/∂φ . As an example we consider the NOON state, Eq.
(1.147), for which we find
⟨ψ ′(φ)|ψ ′(φ)⟩= 1
2
(N2+1), ⟨ψ ′(φ)|ψ(φ)⟩= 1
2
(−iN+1), (1.158)
and finally FQ = N2. Therefore, NOON states saturate the Cramer-Rao bound as
∆φmin= 1/N. Compared to Eq. (1.145), it is clear that the phase estimation precision
can be highly enhanced using entangled states as input in the interferometer. We
compute explicitly the QFI in a Bose-Hubbard model (1.64), using Eq. (1.157) and
the lower precision bound from ∆φmin = 1/
√
FQ. We consider a system in the state
|ψ(0)⟩ and we add a phase factor in the last site, as |ψ(φ)⟩ = exp(−inˆLφ) |ψ(0)⟩.
From Eq. (1.157) we find
FQ = 4
(
∆2L
)
= 4
(⟨ψ(0)|n2L|ψ(0)⟩−⟨ψ(0)|nL|ψ(0)⟩2) . (1.159)
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For the purposes of this thesis, it is relevant to consider as initial state, in a L site
chain, a NOON state as |ψ(0)⟩= 1√
2
(|N⟩|0⟩⊗L−1+ |0⟩⊗L−1|N⟩). From Eq. (1.159)
we find that ∆φmin = 1/N.
Chapter 2
Toolbox for linear optics in a 1D
lattice via minimal control
2.1 Introduction
Tight-binding lattices offer a unique platform in which particles may be either static
or mobile depending on the potential barrier between the sites [14].
In the last decade, advances in trapping techniques for ultra-cold gases, together
with the introduction of spatial-light modulators [16–18,23–26,33,34,44,45,45,117,
129, 179] have opened up intriguing possibilities for quantum manipulation at the
single atom level, opening up the control of interference effects and consequently
new applications for quantum technology [27,32,57,180]. Although the impressive
level of control achieved in experiments, what is still challenging is how to harness
the natural many-body system dynamics in a many-site lattice for realising useful
operations. Indeed, despite the unprecedented abilities to initialise and measure the
position of individual atoms, dispersion effects limit the observability of interfer-
ence phenomena [22, 60, 170]. Large lattices are indeed required for many applica-
tions, where the complexity dramatically increases for a number of sites much larger
than the particle number in the system [165, 166, 181–183]. While single particle
operations have been realised with microwave field and focussed lasers or with a
two-photons Raman transition [15], many schemes have been proposed to imple-
ment quantum operations between two atoms, which rely on active transport of the
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particles or on active reshaping of the lattice. For instance, quantum gates have
been implemented with Rydberg atoms [47,48] and in double well systems [29,42],
using a combination of suitably designed pulses and natural interactions, and with
spin-dependent optical lattices [53, 54] using controlled collisions. Controlled in-
teractions, via Feshbach pulses in optical lattices, have been proposed to perform
operations between actively movable and static register atoms [39, 45].
The recent atomic realisation of a controlled beam splitter in a double well po-
tential [46] highlights the importance of atomic linear optics. Recently, it has also
been shown that the wavefunction of a one-dimensional excitation can be split into a
transmitted and reflected components by introducing localised impurities [184,185]
or via suitably designed time dependent control fields [58]. One compelling ques-
tion is whether a many-site lattice can be used for performing arbitrary linear-optics
operations. At a first glance, the realisation of arbitrary operations seems improb-
able, as atoms in a multi-site lattice typically perform a “quantum walk” which is
dispersive. As the particles quickly spread out between multiple modes, the observ-
ability even of basic linear-optics effects is reduced. In fact, such phenomena have
not been observed unless particles are initially in nearest neighbours sites, or in the
same site [22, 32, 46, 60, 170, 171]. On the other hand it is fruitless to hope that a
high level of control can be easily acquired for large systems, making extremely dif-
ficult to build a device of practical value. Thereby an important question is whether
minimally controlled systems [146,148] can be harnessed for quantum applications.
In this chapter we firstly show how arbitrary remote linear-optical operations
can be implemented in a finite lattice, exploiting the natural dynamics of trapped
neutral atoms. Secondly, we show how to the efficiency of our scheme can be im-
proved by introducing a minimal engineering of the chain couplings.
Unlike other studies that simulate specific linear optical effects [46, 186], our
aim is to convert 1D tight-binding lattices in quantum wires, for scalable and arbit-
rary linear-optical transformations between static atoms initially located in distant
sites. Applications of our scheme range from quantum sensing [187], to linear-
optical quantum computation [165] and quantum information [188], for instance as
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an atomic boson-sampling device [166,181]. Our scheme exploits the natural atom
dynamics in a time-independent configuration, and therefore makes more straight-
forward its experimental realisation within the current technology.
2.2 Remote Linear Optics via a Quantum Walk in a
1D Lattice
We have mentioned, in Sec. 1.8, that beam-splitters, mirrors and phase shifters are
the building blocks of linear optics networks. As a first step, we focus our attention
on how a high efficiency tunable atom beam-splitter can be developed in a finite
lattice model. Firstly we analyse the natural dynamical behaviour of few atoms in a
lattice, for a small and large chain. The simplest model arises for a two wells system
described by a Bose-Hubbard model, as, in the single particle subspace, Eq. (1.64)
reduces to a linear coupling between two sites [189], namely
H1 =−J2
(
aLa†R+a
†
LaR
)
. (2.1)
A beam splitter transformation is easily generated by the natural dynamics of a single
particle, due to the analogy of the Hamiltonian (2.1) with an ideal beam-splitter
Hamiltonian, HBS = λ
(
a1a†2+a
†
1a2
)
[8]. Specifically, once the time-evolution op-
erator is computed analytically1
U2(t,0) = exp(−iH2t) =
⎛⎝ cos(Jt/2) isin(Jt/2)
isin(Jt/2) cos(Jt/2)
⎞⎠ , (2.2)
for a single particle in the state |ψ0⟩= a†1|0⟩, an ideal 50/50 beam splitter transform-
ation, Eq. (1.131), is obtained at time tIIsplit = π/2J [189]. For two non-interacting
bosons, in the initial state |ψ(0)⟩= a†1a†2|0⟩, at time tIIsplit, the state of the system,
|ψ(tIIsplit)⟩=
1√
2
(|20⟩+ |02⟩) , (2.3)
1Hereafter we set h¯≡ 1.
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is a signature of the Hong-Ou-Mandel effect, Eq. (1.135). This has been observed
experimentally for a system of two merged optical tweezers [46]. It is tempting
to extend the model to a multi-site lattice, to generate a beam-splitting operation
between remote sites. However, in the case of three sites, for the initial state |ψ0⟩=
a†1a
†
3|0⟩ it can been shown (e.g. [189]), that the state of the system at time tIIIsplit =
π/
√
2J is
|ψ(tIIIsplit)⟩=−
1√
8
|200⟩− 1√
2
|020⟩− 1√
8
|002⟩+ 1
2
|101⟩. (2.4)
This means that an ideal Hong-Ou-Mandel effect, |ψHOM⟩∝ (|200⟩+ |002⟩), cannot
be generated with high efficiency just using the natural particle dynamics in a lattice
for a chain longer than two wells. In other words, a multi-site lattice requires a new
approach for implementing linear-optics transformations between remote sites.
2.2.1 Linear-Optics via Barrier Scattering
We firstly consider an odd length chain, (where L = 2N+1) described by a homo-
geneous Bose-Hubbard model (1.64), with Jj = J. We also add a local potential, in
site N+1, which gives rise to an impurity in the chemical potential,
µ j = µ+ Jβδ j,N+1, j ∈ {1, . . . ,L} (2.5)
as shown in Fig. 2.1a. Once the particle number is fixed, the constant term µ only
produces an irrelevant global phase, while the potential barrier, β , favours the split-
ting of an incoming single particle wave-function into a transmitted and a reflected
component. Our aim is to analyse whether the barrier, with a suitable choice of
β , can be exploited to resemble an ideal beam-splitter transformation (1.131) in a
multi-site finite lattice model.
The advantages of our strategy are twofold: firstly, the introduction of a local
field in the chain can be produced by a focussed laser, making the system within
the experimental reaches with optical lattices (e.g. with a DMD device [32] or a
focussed laser beam [15]); secondly, in the single particle subspace the Hamiltonian
of the system has a QUTM structure, Appendix B, which makes possible to find
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analytical expression for the splitting field. Moreover, we expect that the local im-
purity, Eq. (2.5), has a negligible effect on the transfer time, thus the splitting time
for a single particle initially in one end of the lattice (the time in which the wave-
packet reaches the lattice edges), has to be of the same order of magnitude of the
natural transfer time of the chain (t∗ ≃ L/J for a homogeneous chain, as showed in
Sec. 1.3.5.1).
To understand the transformation generated by the barrier, we set the initial po-
sition of the particle on site 1, and we define transmission and reflection coefficients
(respectively T and R) as
T (t) = ⟨0|aLe−itHa†1|0⟩ (2.6)
R(t) = ⟨0|a1e−itHa†1|0⟩, (2.7)
which represent the amplitude probability that a single particle, initially in site 1,
reaches site L for the transmitted component, and is reflected back in site 1 for the
reflected component. Because of the symmetry of the system, the same coefficients
describe the case of a particle initially in site L of the chain. These initial locations
are chosen to force the particles to travel in a single direction, namely towards the
optical impurity and ultimately towards the other end2.
Via techniques for computing eigenvalues and eigenvectors of a QUTMmatrix,
Appendix B, we find analytical expressions for T (t) and R(t). Details of the calcu-
lations are reported in Appendix C. For the relevant values of β the coefficients T (t)
and/or R(t) display their first maximum at the same time, t∗, which does not depend
on β . Therefore, t∗ coincides with the transmission time of the β = 0 case, with
some finite-size corrections [149]. The important point is that an effective tunable
beam splitter operator, S(t∗), whose input/output ports are respectively site 1 and L,
2This is the natural initial configuration in an optical lattice as single particles are initialised in
the Mott-Insulator state, where the hopping dynamics is frozen [15].
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at time t = 0 and at time t = t∗, can be defined as
S(t∗) =
⎛⎝R(t∗) T (t∗)
T (t∗) R(t∗)
⎞⎠≃ D
⎛⎝ βi+β −ii+β
−i
i+β
β
i+β
⎞⎠+O(L−1) (2.8)
where the second equality holds for L ≫ 1. In other words, the effective beam
splitting operation in Eq. (2.8), is the product of a unitary matrix S˜ = S(t∗)/D, and
of a damping factor D. The latter is due to the non-linear dispersion relation of the
model: as we consider a homogeneous chain, the wave function is not perfectly
reconstructed at t∗ (i.e. there is a non-zero probability to find the particle far from
the endpoints). However, the factor |D| can be made arbitrary close to 1 with a
further engineering of the couplings that avoids wave-packet dispersion. This will
be addressed in detail in the following sections.
Eq. (2.8) quantifies the ratio between the transmitted/reflected component. It
is clear that for β → 0 and for β → ∞ respectively only the transmitted/reflected
components are present. The key point is that β ∼ 1 realises the condition for a
balanced beam-splitter, namely where the reflected/transmitted components have
the same amplitudes. For the Bose-Hubbardmodel (1.64), thismeans that a balanced
beam splitter is obtained when the local impurity β have the same strength of the
tunnelling rate J. As the condition β = 1 is valid for L≫ 1, in a finite chain, with
size L, one expects to find finite-size corrections. In Fig.2.1b we show the reflection
R(t) and the transmission T (t) coefficients as a function of the time, in the 50/50
splitting regime, for a single particle initially in |ψ0⟩ = a†1|0⟩. Deviations from the
ideal value of β 50/50 has been obtained numerically3, by imposing the condition,
|R(t∗)| = |T (t∗)|, in a L = 51 homogeneous chain Jj = J. Starting from the initial
state ψ(0) = a†1|0⟩ in Fig. 2.2a we analyse how the value of β for having a 50/50
splitting in a homogeneous chain (red points), differs from the analytical prediction
β = 1, which holds for L≫ 1, (grey dashed line), as a function of the chain length
3The function f (β )≡ |R(t∗)|− |T (t∗)| varies monotonically with the value of β , and the balanced
beam splitting condition can be found by solving numerically f (β ) = 0. Once a value of β is set,
using exact-diagonalisation techniques, Appendix A.1, we preliminary find t∗. However, we do not
find any relevant changing to the transfer time as a function of β .
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Figure 2.1: Remote beam splitter in a quantumwalk via single impurity scattering. (a)
Scheme of the model: in a multi-site open lattice a single particle is initially in
site 1. Through scattering across an optical impurity β , the wave-packet (red
arrow) is split in a reflected R and transmitted component T . (b) Reflection
and transmission coefficients for a single particle. Amplitudes R(t) and T (t)
and relative phase (inset) as a function of time t, in units of the hopping rate J ,
for a uniform chain with size L = 51 and β = β 50/50 ≃ 0.95 in the initial state
|ψ0⟩= a†1|0⟩. The transfer time is t∗ ≃ 55J−1.
L.
We also evaluate the effect of the damping factor D, Fig. 2.2b, for a homogen-
eous chain (red points), via the output probability P50/50 = |T (t∗)|2 as a function of
the chain length L. As it appears clear, particle dispersion limits the observability of
beam splitter effects for long chains. In the following section we analyse how an ex-
tra minimal engineering of the couplings can improve the efficiency of our scheme.
2.2.2 Efficiency improvement via engineered coupling schemes
In Sec. 1.6 we have discussed how the effect of the dispersion can be drastically
reduced, for state transfer applications, tuning appropriately the tunnelling couplings
of the lattice. However, a key point is that although a full coupling engineering
brings the fidelity up to 100%, Sec. 1.6.3, it is in general too demanding in resources
in comparison with the level of fidelity required for the implementation of most
quantum technology tasks [140]. In fact, for many practical purposes, an almost
perfect transfer via a minimal coupling engineering, Sec. 1.6.4, provides a high
enough transfer efficiency without the need of a fine tuning of too many parameters.
In the previous sections we have shown that the splitting scheme, Eq. (2.8),
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Figure 2.2: Single impurity beam splitter for an odd chain. (a) Optimal value of the
impurity strength, β 50/50, which generates a balanced beam splitter operation,
as function of the chain length L for (red line) homogeneous couplings, (orange
dashed) using the J0 coupling scheme, and (black dotted) for the J0J0 coupling
scheme. (b) Output probability P50/50 = |T (t∗)|2 as a function of the chain
length L for |ψ(0) = a†1|0⟩⟩, when β = β 50/50.
is affected by a damping factor D, related to the dispersion proprieties of the chain.
Motivated by the pursuit of minimal control strategies, in this section we consider
how to minimal engineering schemes can improve our model. Specifically, we take
into consideration strategies based respectively on the control of the first and the
last tunnelling couplings, Sec. 1.6.4.1, and on the control of the first two and last
two couplings, Sec. 1.6.4.2. As these engineering schemes require at most to tune
few edge couplings, we expect that no relevant modification should appear for the
optimal splitting field strength β 50/50 find for a homogeneous chain4. In Fig. 2.2
we study as a function of the chain length L both the value of β that fulfils the
50/50 condition and the output efficiency P50/50 = |T (t∗)|2, whose deviation from
the ideal case (P50/50 = 1/2) is due to damping factor D. We observe that, for
fixed L, the impurity strength β for optimal coupling schemes (orange and black
points) is much closer to the asymptotic value β 50/50 = 1, compared to the uniform
case. Moreover, from the analysis of P50/50, we observe that the optimal coupling
schemes, in particularly the 2OPT scheme (black points), Sec. 1.6.4.2, offer a re-
markable improvement compared to the homogeneous case, enabling one to obtain
4It is clear that the same situation cannot be valid whether all the chain is engineered. Indeed,
for a 100% fidelity, one expects to need an optimised field profile close to the splitting region. This
specific case will be treated in details in the following chapter.
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an almost ideal beam splitting device. This is of fundamental importance for tech-
nological applications.
2.2.3 Even Chain
In the previous section we have analysed chains with an odd number of sites. For
an even chain length the splitting strategy is still valid, where the impurity has to
be introduced in the tunnelling coupling profile (i.e. for a homogeneous chain with
an impurity in the middle hopping parameter, Jj = Jηδ j,N). Indeed, as for the odd
length case, the Hamiltonian in the single-particle sector is still a QUTM matrix,
and the reflection and the transmission coefficients (2.7) depend on the impurity
strength, η = J′/J, as shown explicitly in Appendix C. In this case the effective
transformation achieved between the edge sites, S(t∗), has the form
S(t∗) =
⎛⎝R(t∗) T (t∗)
T (t∗) R(t∗)
⎞⎠≃ D
⎛⎝1−η21+η2 −2iη1+η2
−2iη
1+η2
1−η2
1+η2
⎞⎠+O(L−1). (2.9)
The balanced beam splitter condition is then fulfilled for η = η50/50 =
√
2−1. De-
viations from this value, due to finite-size effects have been investigated in Fig. 2.3a,
where the optimal value η50/50 has been found through a numerical minimisation
of the difference between the reflection and the transmission coefficients. The effi-
ciency of the scheme, as a function of the chain length L, is shown in Fig. 2.3b, for a
homogeneous chain (red points), and in an engineered chains respectively with the
OPT scheme, Sec. 1.6.4.1, (orange points) and with the 2OPT scheme, Sec. 1.6.4.2
(black points). Qualitatively, the results obtained are comparable with those found
for an odd length chain.
2.3 Interferometry via Quantum Walk on a 1D Lat-
tice
The possibility to generate a high fidelity beam splitter operation between remote
site opens up to interferometry applications. In fact, a Mach-Zehnder configuration,
Sec. 1.9.1, can be implemented in a finite 1D lattice using boundary reflections
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Figure 2.3: Single impurity beam splitter for an even chain. (a) Optimal value of η for
the balanced beam splitting effect as function of the chain length for (red line)
uniform coupling scheme, (orange dashed) optimal couplings, and (black dot-
ted) double optimal couplings. The grey constant line represents the asymptotic
value for L≫ 1, namely η =√2−1. (b) Output probability P50/50L = |T (t∗)|2
as a function of the chain length L for |ψ(t=0⟩= a†|0⟩, when η = η50/50.
to implement mirrors, while a phase factor, Eq. (1.138), can be introduced in the
system freezing the hopping dynamics and tilting the lattice, so that the system ac-
quires a phase due to the chemical potential. Alternatively, in view of experimental
applications, to avoid introducing time-dependent procedures in our setup, it is more
compelling to devise a scheme which minimises the dynamical control required on
the chain. Specifically, we show that the combined action of a beam splitter and a
controllable phase shifter can be achieved by applying a homogeneous optical po-
tential, with non-zero values in the right half of the chain: in this case the profile of
the chemical potential is ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
µ j = JγR if j > N+1,
µ j = Jβ 50/50 if j = N,
µ j = 0 otherwise,
(2.10)
where L= 2N+1 is the chain length. Indeed, when γR ̸= 0 a particle that travels in
the right half of the chain acquires a phase factor φ ∝ γR. For the relevant values of
the splitting field, we find that a balanced beam splitter operation is still obtained,
even for γR ̸= 0, with a choice of β 50/50γR ≃ β 50/50γR=0 ≃ 1. As in the γR = 0 case, the
scattering matrix can be approximately factorised as Sφ (t∗) ≃ DS˜φ (t∗), where D is
2.4. Long Distance Multi-Particle Interference Effects 103
a damping factor and S˜φ (t∗) is a unitary matrix, hence for β = β 50/50γR we find that
the effective transformation between the lattice edge-sites is
S˜φ (t∗)≃ 1√
2
⎛⎝ 1 −ieiφ
−ieiφ e2iφ
⎞⎠ , (2.11)
where
φ = γRt∗/π. (2.12)
In other words the system made of a splitting field with an additional constant field
in one half of the chain is equivalent to a beam splitter operation plus two phase
shifter operations. Therefore, a Mach-Zehnder configuration is resembled by letting
a particle, initially in |ψ(0)⟩= a†1|0⟩, to travel twice along the chain, so that it meets
two beam-splitter operations (namely the particle is let evolve for a time t ≃ 2t∗).
We show that, by properly tuning the phase φ ∝ γR, one can vary the probability
outcomes on the two output ports, as in aMach-Zehnder interferometer, Eq. (1.139).
Specifically, depending on the value of φ chosen, a particle travelling from site 1
reaches site 1 or L after a time 2t∗. This is shown in Fig. 2.4, where we plot the local
mean particle number, ⟨n j(t)⟩, as a function of the position in the lattice j and the
time t, (in unit of J) for the initial state |ψ(0)⟩= a†1|0⟩. By tuning γR we obtain three
different output results accordingly to the phase factor φ , Eq. (2.12), introduced in
the system5.
2.4 Long Distance Multi-Particle Interference Ef-
fects
The possibility of generating an effective beam splitter operation in a multi-site lat-
tice, shown in the previous sections, opens up to observe multi-particle interference
effects in long chains. Specifically, peculiar quantum statistical effects can be gen-
erated using two walkers, initially in opposite chain sites 1 and L to mimic the two
input arms of a beam splitter, Eq. (1.131). For the Hamiltonian (1.64) with the
5The γR field is much weaker that β 50/50, then we find there are no relevant modification to the
balanced splitting condition β 50/50 ≃ 1.
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Figure 2.4: Effective Mach-Zehnder interferometer where β = β 50/50 and γR is tuned such
that φ = 0 (left),φ = π/4 (centre), and φ = π/2 (right). We plot n j(t) vs po-
sition j and time t/J, in a chain with L = 51. The first two and the last two
couplings are engineered according to the 2OPT scheme, to reduce the wave-
packet dispersion. An effective beam splitter operates twice in the middle of the
chain, while an effective phase shifter appears due to a constant field applied
on the right half of the chain.
splitting impurity, β , in Eq. (2.5), we expect to observe bunching effects for two
non-interacting particles, U = 0, and anti-bunching effects in the hard-core boson
limitU → ∞. The optimal value of the impurity strength, β , that generates a 50/50
splitting of an incoming wave-packet, from Eq. (2.8), is a propriety that holds for
each particle in the lattice independently. Therefore, once set the impurity strength
to optimal value β 50/50, we expect to be able to observe peculiar interference effects
by letting two particles, in the initial state |ψ(0)⟩= a†1a†L|0⟩, to evolve in the lattice
for a time t∗ ≃ L/J.
It is important to underline that when M > 1 particles are initialised in the
lattice, to determine the dynamics of the system, the Hamiltonian (1.64) must be
projected in the Hilbert subspace of states with total number of particles M. In this
case the Hamiltonian, which is still a sparse matrix, does not have a tridiagonal
structure. This means that analytical methods, that we have exploited in the single
particle case, Appendix C, cannot be used to design the Hamiltonian of interacting
particles, for finite values of the interaction parameter,U , in Eq. (1.64). Indeed, it is
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worth mention that coupling engineering schemes that optimise the transfer fidelity,
Sec. 1.6, are designed in the single particle sector.
The effect of a finite atom-atom interaction, U ̸= 0, affects the state transfer
fidelity and consequently limits the efficiency of our scheme. Therefore, in order
to evaluate the quality of the multi-particle interference generated, we numerically
analyse the dynamics of a system of two walkers. A generic state of two particles
in the lattice is described by [170,171],
|ψ(t)⟩=∑
jk
Ab/ fjk (t)a
†
ja
†
k |0⟩, (2.13)
where b/ f indicate are the amplitude probability to find one particle in site j and
the other one in site k, respectively for bosons Abjk(t) = Ajk(t)/
√
1+δ jk, and fermi-
ons Afjk(t) = Ajk(t). The evolution of the amplitudes Ajk(t) follow the Shrödinger
equation as
i∂tA jk(t) =∑
mn
Kjk,mnAmn(t), (2.14)
where Ajk(0) = δ j1δkL and Kjk,mn is obtained from Eq. (1.64), via the algebra of
commutation relations. We set Ajk = 0 for j > k ( j ≥ k) for bosons (fermions).
Details of the calculations6 are shown in Appendix A.3.
To analyse quantitatively the interference effect produced, as discussed in
Sec. 1.8, we compute the correlation function Cjk(t) = Pjk(t)−Pj(t)Pk(t), where
Pj(t) = ∑k Pjk(t) takes into account the distinguishable motion of the atoms in the
lattice. This quantity is experimentally accessible in optical lattice implementations,
using single-site addressing techniques7 [22,32]. From the explicit expression of the
effective beam splitter transformation, Eq. (2.8), one obtains the maximum bunch-
ing/antibunching effect with bosons/fermions, at time t∗ ≃ L/J, when the impurity
strength is tuned to produce a balanced splitting. As shown in Fig. 2.2 and 2.3,
this value is influenced by finite-size effects. The value of β = β 50/50 is then found
6Here we highlight that, in the real space, the dynamics of two fermions is completely indistin-
guishable from the one of two hard-core bosons, as proved in Appendix A.3.
7The two particle joint probability, Pjk(t), can be detected, avoiding the effect of the light-assisted
collision, as discussed in Sec. 1.4.2. For instance, in [22], a pair of atoms in the same site are
separated, with a magnetic gradient, prior to the detection.
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numerically, in the single particle sector, prior to the study of the two particle correl-
ation function. In Fig. 2.5 we plot the correlation function Cjk(t ′) for two particles
initially in |ψ(0)⟩= a†1a†L|0⟩ in a homogeneous chain with L= 21 at8 time t ′= 18J−1
in a balanced beam splitter configuration, (here we find β opt = 0.94). As it appears
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Figure 2.5: Bunching/Anti-bunching for two walkers in a lattice. (Top) Two-particle
correlation function Cjk(t ′) = Pjk(t ′)−Pj(t ′)Pk(t ′), at time t ′ ≃ 18J−1, in a ho-
mogeneous chain with L = 21 with a local impurity in the central site with
strength β ≃ 0.94. The plots are for (left) bosons, (right) fermions/hard-core
bosons and for the intermediate regime (centre) U/J = 0.71. (Bottom) Cjk(t ′)
in absence of impurity, β = 0.
clear in Fig. 2.5(top row), bosons bunch while fermions and hard-core bosons anti-
bunch. Although the effect is damped, as the chain is homogeneous, due to the
dispersive transmission, (i.e. |D| ̸= 1 in Eq. (2.9)) we clearly observe an increase of
the probability to have two particles in the same side of the chain, for bosons, while
fermions show a maximum ofCjk(t ′) for particles in opposite sides.
An important point to address is whether bunching/antibunching effects can be
generated, without the splitting impurity, β = 0, using a finite value of the onsite
interactionU/J. We mention that bunching and antibunching effects have been ob-
served in an optical lattice, for two particles initially in neighbouring sites [22]. On
the other handwe find that when the particles are initially in distant sites no bunching
8Here we choose t ′ < t∗ ∼ L/J, to avoid boundary effects.
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effect appears even when the on-site interactionU/J is different from zero. This is
shown in Fig. 2.5(bottom row), where the correlation functionCjk(t ′) between two
particles initially in sites 1 and L is plotted for β = 0. A similar conclusion has been
given in [60], where the dynamics of two particles initially separated by an empty
site is analysed9. These results justify the importance of introducing an optical im-
purity to produce interference phenomena such as the Hong-Ou-Mandel effect when
distant sites are involved.
In Fig. 2.5 the optimal bunching/antibunching effects are obtained for non-
interacting walkers and in the strongly interacting regime. A finite value of the
onsite interactionU reduces the probability of a double occupancy of two bosons in
the same site. It is clear that a transition from boson to fermion behaviour is expected
whenU goes from 0 to ∞. Our results show that Pjk(t∗) is almost indistinguishable
from the fermion case when U/J ! 10. First of all we show that the value of β to
obtain a balanced beam splitter is independent from the value ofU chosen. For fixed
U , t∗ and β 50/50 are found numerically by maximising PLL(t,β ) around t ∼ L/J and
β ∼ 1. As shown in Fig. 2.6 (inset), the observed optimal β for different U is
approximately equal to the value β 50/50 obtained when U = 0. In fact, in the inset
of Fig. 2.6 we plot the two-particle joint probability PLL(t∗) as a function of the
impurity strength β , and it can be seen clearly that the β which maximises PLL is
almost independent onU .
To highlight the transition from bosons to hard-core bosons in Fig. 2.6 we
plot the two-particle probability PLL(t∗,β opt) as a function ofU , in a homogeneous
chain, whose length is L = 51, normalised with respect to the U = 0 case. For
U " 0.1J the bunching effect is almost unaffected, while for U ! 3J a power-law
decay occurs and there is a rapid change of behaviour near U ≃ J. The threshold
valueUc separating the two regions is obtained by fitting the data in the power-law
region (red line) and taking the intersection valuewith a unit constant line (grey line).
For L= 51 in particular we estimateUc≃ 0.71J. Although this could be a numerical
9An insightful explanation can be found analysing a two boson-boson scattering in a lattice. Ex-
plicit formulas are provided in Chap. 5, Eq. (5.5), where we show that the result of the collision
produces an additional phase factor, but it does not generate a bunching effect.
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coincidence, the value found for Uc is surprisingly similar to the critical value of
the Mott-insulator transition at the boundaries of a 1D chain (coordination number
z= 1) [190], raising interesting questions on the possibility to detect the Mott phase
transition via specific features of the chain’s non-equilibrium evolution. In view of
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Figure 2.6: Transition from bunching to anti-bunching. Two-particle probability P˜LL =
PLL/PU=0LL , in a uniform chain, to have two bosons in the last site as a function
of u=U/J for β = β opt. and t = t∗, normalised with respect to theU = 0 case
for L= 51. (Inset) PˆLL = PLL/maxβ PLL as a function of β for fixed values of u
(L= 51).
other possible applications we explore more in detail the weak interacting regime,
analysing how the bunching effect is affected by the interaction. In this respect it
is worth mentioning that the weakly interacting regime U/J < 1 has been realised
in [22], but also that a non-interacting regime has been experimentally achieved with
Cs atoms in a one-dimensional lattice, exploiting Feshbach resonances [71]. We
evaluate the relative variation of the two-particle correlator |∆PLL|/PLL(0), where
∆PLL ≡ |PLL(u)− PLL(0)|, as a function of the on-site interaction u = U/J for a
uniform chain with different chain lengths L. As it is shown in Fig. 2.7 the relative
variation is lower than 5% in the range 0.06 < u < 0.1, and the threshold depends
on the chain length. We argue that this effect is due to the larger spatial extent of
the two travelling wave-packets that, accordingly, interact for more time in longer
chains.
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Figure 2.7: Weakly interacting regime analysis. Relative variation of the two-particle
correlation |∆PLL|/PLL(0) as a function of the on-site interaction u=U/J in the
weakly interacting regime u < 1 for a uniform chain with length L. The grey
dashed line represents a deviation of 5% with respect to the free-bosons case.
2.5 Robustness to Decoherence Effects
Among the main features of optical lattice systems it is particularly relevant for
quantum technological applications their degree of insulation from environmental
effects. Optical lattices aremade of neutral atoms, trapped by a detuned laser light, in
a vacuum chamber. Therefore, due to the weak coupling with the environment, they
are quite robust against decoherence processes, as discussed in Sec. 1.2.2. However,
because we are interested in long chains, it is important to evaluate whether there
are significant deviations to the optimal parameters in our scheme. The relevant
quantities are the splitting fidelity P1(t∗) and the optimal field value β 50/50. In this
section we take into account the effect of the dominant source of decoherence in
optical lattices, namely decoherence induced by spontaneous emission effects. The
dynamics of the system in the lowest band is described by a Master equation Eq.
(1.72). To simulate the dynamics under spontaneous emission events we numeric-
ally solve Eq. (1.72), exploiting a vectorisation procedure, as shown in Appendix
A, which converts the latter equation in the system
vec(ρ˙) =Lvvec(ρ) (2.15)
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where the operatorLv is defined as
Lv = −i
{
(1L⊗H)−
(
Ht⊗1L
)}−Γ∑
j
{(
ntj⊗n j
)
+ (2.16)
− 1
2
(
1L⊗n2j
)− 1
2
(
(n2j)
t⊗1L
)}
,
with Γ is the effective scattering rate, with the initial state ρ(0) = |ψ(0)⟩⟨ψ(0)| and
|ψ(0)⟩= a†1|0⟩. By minimising the difference between the reflection and the trans-
mission coefficient we find the optimal value for having a balanced beam splitting
operation β 50/50 and the fidelity of the operation P50/50 as a function of the effect-
ive scattering rate Γ. The results, for a homogeneous chain, are shown in Fig. 2.8,
for several chain length L. It appears clear that in the range Γ/J ∈ [10−4÷10−2],
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Figure 2.8: Decoherence effect in the splitting process. The system is initially in ρ(0) =
|ψ(0)⟩⟨ψ(0)|, where |ψ(0)⟩= a†1|0⟩, and the decoherence strength Γ is plotted
in units of J. Several chain length L are considered. (a) Variation of the impurity
strength β 50/50 for producing a balanced beam splitting operation. (b) Splitting
fidelity P50/50 as a function of the decoherence strength.
which is typical in current experiments [191], no significative deviations are found
compared to the unitary dynamics results.
2.5.1 Imperfections
In this section we discuss how possible imperfections could affect our theoretical
results. As discussed in Sec. 1.3.4, we model the lattice curvature as an effective
chemical potential,
µeffj = µ− Jω2 j2/2 . (2.17)
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We consider deviations of the balanced splitting strength β , for a single particle in
|ψ(0)⟩= a†1|0⟩, by analysing10 the probability to be in first/last lattice site, respect-
ively P1(t∗) = |⟨1|ψ(t∗)⟩|2 and PL(t∗) = |⟨L|ψ(t∗)⟩|2. In Fig. 2.9(a) we show the
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Figure 2.9: Lattice curvature effect. Relative variation of the optimal |∆β |/β (0) and of
the efficiency |∆PL|/PL(0) as a function of the lattice curvature ω in Eq. (2.17).
The lattice length is L= 11.
relative deviation of the splitting field strength as a function of the curvature, where
∆β ≡ |β (ω)− β (0)|. In Fig. 2.9(b) we show how the efficiency of the scheme
∆PL ≡ |PL(ω)−PL(0)| is affected by the lattice curvature. For realistic values in
Sec. 1.3.4, with lattice curvature of ωa/2π ≃ 10 Hz, lattice depth of V0 = 3ER and
lattice spacing a = 532 nm, we find ω =
√
mω2aa2/J ≃ 0.03. The parameters’ de-
viation, compared to the ideal case is only of few percent, for a chain of L = 11
and a curvature of ω < 0.1, Eq. (2.17). We consider a non-perfectly localised op-
tical impurity, modelling it as a gaussian profile β j=β 50/50 exp[−(N+1− j)2/σ2].
We analyse the deviation ε=[|R(t∗)|−|T (t∗)|]/|R(t∗)|≃0. With a suitably optimised
β 50/50, we observe small deviations (ε"5%) when11 FWHM " 8a in a chain with
L= 51 sites.
2.6 Conclusions
In this chapter we have analysed a low control strategy to simulate arbitrary linear
optics-like transformations between remote sites in a finite lattice setup. Compared
to existing strategies [46, 58, 192], our scheme does not require an active trans-
10The optimal value of β is found from the zero of the function f (β ) = PL(t∗)−P1(t∗).
11For a gaussian function FWHM= 2
√
2log2σ ≃ 2.35σ .
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port, or an active reshaping of the lattice with external potentials, as it exploits
the natural atom hopping dynamics in a lattice. Specifically, we have shown that
tunable optics-like operations between arbitrary remote sites are obtained by mix-
ing quantum walks with suitably inserted local impurities in the lattice potential.
In relation to recent experiments showing the Hong-Ou-Mandel effect in adjacent
wells [46], or for particles initially located in neighbouring sites [22, 60, 170], our
protocol opens up to scalable generalisations to many-site lattices.
We have considered several applications, namely how to build a balanced re-
mote beam splitter, a Mach-Zehnder transformation and how to generate multi-
particle interference effects (e.g. the Hong-Ou-Mandel effect), rather robust against
the on-site atom interaction, showing the existence of a sudden dynamical transition
from bosonic to a fermionised regime as a function of the inter-particle interaction.
In relation to recent studies that simulate specific linear optical effects and that show
basic linear-optics effects for particles initially in nearest neighbours sites, or in the
same site, our protocol opens up to scalable applications in a many-site lattice.
In view of the recent experimental achievements in terms of initialisation and
measurement with single site precision [18,25,34,45,117], our scheme has a natural
realisation with ultra-cold atoms in optical lattices. Compared to purely photonic
setups, this alternative arena for linear optics has the advantages of Fock state (e.g.
single atom) preparation, naturally a very large number of modes (sites), and poten-
tially a higher detection efficiency of single atoms in comparison to single photons.
We have analysed how the efficiency of our scheme can be enhanced via min-
imal engineering strategies, namely by tuning few edge tunnelling couplings, show-
ing that an almost ideal transformation can be achieved even for long chains. Our
proposal exploits the natural atom dynamics in a time-independent configuration,
and therefore makes more straightforward its experimental realisation within the
current technology. Our scheme as natural applications for interferometry and for
the realisation of reconfigurable linear optics atomic networks. This in turn may
pave the way for the study of interference effects in a many-boson optical lattice,
such as the boson sampling.
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In the next chapter we explore the possibility to design the lattice profile so that
a perfect wave-packet splitting is generated, showing how to exploit it for applica-
tions.

Chapter 3
Perfect wave-packet splitting and
reconstruction in a 1D lattice
3.1 Introduction
The quest for a quantum computer is boosting the development and engineering of
new sophisticated quantum devices that allow us to observe the space-time evolution
of its constituents. Indeed, in recent years several experimental groups successfully
measured the quantum dynamical evolution of particles and/or quasiparticle hop-
ping in a lattice [22, 32, 33, 69, 193]. In the previous chapter we have analysed the
possibility to generate tunable linear optics transformations between remote sites of
a finite lattice model, exploiting the quantum dynamical evolution of particles or
quasiparticles, together with a local impurity in the chain couplings. We have also
shown that the efficiency of the scheme is highly enhanced via a suitable tuning of
few edge tunnelling couplings.
In Sec. 1.6.3 we have discussed how the lattice interactions can be designed
so that a quantum state, initially in one end of the chain, is perfectly transferred to
the opposite end. A lattice of localised particles represents an alternative paradigm
for quantum communication where information carriers are not physically moving
particles but rather collective excitations whose space extent is reconstructed at a
different position after a certain time [63, 138]. In this respect spin chains, as dis-
cussed in Sec. 1.5.2 and 1.6, represent one of the most viable solutions and there are
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various protocols to exploit their dynamics for transferring states and entanglement
between remote sites [63, 138].
A natural question is whether it is possible to realise a perfect splitting opera-
tion (with 100% efficiency), by engineering a coupling profile in a lattice (or in a
spin chain). This is important as perfect linear optics operations may have a strong
impact for applications. First of all, maximally entangled states could be generated
between remote locations. Furthermore, a sequence of several splitting operations
produces splitting and revivals of an initial wave-packet, namely the shape of an
initial state is periodically perfectly split and reconstructed. Aside from its fun-
damental implication, revivals could occur in a position different from the initial
one, making the scheme attractive for ideal quantum transmission in a quantum net-
work [63,194,195]. This is important as the possibility of combining local quantum
processing with quantum transmission between the nodes of the network can be ex-
ploited for linking distant quantum registers1. Finally, it is known that quantum
interference can give rise to particular structures and patterns in the space-time
evolution |ψ(x, t)|2, known as “quantum carpets” [196], quantum revivals [197],
or quantum Talbot effect [198, 199], quantum walks [200–202], and quantum self-
imaging [203]. In this chapter we focus on a strategy aiming at obtaining a perfect
fractional revival in a 1D finite chain. Once generalised the idea of the fractional
revival to a many-particle setting, multi-particle interference effects, such as perfect
bunching or anti-bunching could be generated. On the other hand, in spin systems,
we analyse how the perfect fractional revival can be used to dynamically gener-
ate long-distance entanglement. We show that our scheme can also be used in a
multiple excitation scenario to dynamically generate a maximal set of Bell pairs
in a spin-chain setup, and to provide a more general version of previous propos-
als [204, 205]. Finally, we analyse the robustness of our scheme under deviations
from the couplings’ ideal values.
1For instance an atom can be brought from a remote location to a site next to another, to real-
ise a quantum gate and then moved back to the initial position, without requiring an active atomic
transport, e.g. [45, 58].
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3.2 Perfect Splitting with a Full Coupling Engineer-
ing
To design a profile of the couplings to generate a perfect splitting in a lattice model,
we start considering a single excitation in a one dimensional lattice model, described
by the Hamiltonian
H =
L−1
∑
n=1
Jn (|n⟩⟨n+1|+H.c)−
L
∑
n=1
Bn|n⟩⟨n| , (3.1)
where Jn are the hopping elements and Bn are the local fields and |n⟩ represents
the state for a particle in the n site. As derived in Sec. 1.6.3, a perfect transfer
of an excitation initially localised in site 1, to site L, requires some mathematical
conditions on the chain coupling constants. Specifically, the Hamiltonian (3.1) must
have mirror symmetric couplings,
JL−n = Jn , BL+1−n = Bn , (3.2)
for any 1≤ j≤ L, where L is the length of the chain. To generate a perfect splitting,
we impose a condition on the spectrum, namely that it exists a time t∗, where the
eigenvalues of the Hamiltonian (3.1) satisfy
e−iEkt
∗
= cosθ + i(−1)k sinθ , (3.3)
for some angle θ . This is a sufficient condition for perfect splitting as
⟨n|e−iHt∗ |m⟩=∑
k,k′
⟨n|Ek⟩⟨Ek|e−iHt∗ |E ′k⟩⟨E ′k|m⟩=∑
k
⟨n|Ek⟩e−iEkt∗⟨Ek|m⟩=
=∑
k
cosθO∗k,nOk,m+ isinθO∗k,nOk,m(−1)k = cosθδn,m+ iδn,L+1−m,
(3.4)
which means that a wave-packet initially localised in site n is perfectly split between
two mirror symmetric sites of the chain. For instance a single excitation in site n is
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transformed at time t∗ in
|n⟩ → cosθ |n⟩+ isinθ |L−m+1⟩. (3.5)
The key result, Eq. (3.3), shows that with a choice of the mixing angle θ = π/4
it is possible to obtain a perfect balanced splitting of an initially localised wave-
packet, between two mirror symmetric sites of the chain. A lattice profile that
satisfies the splitting condition, Eq. (3.3), can be found via an inverse eigenvalue
technique, namely finding the coupling values that generates a specific eigenvalue
spectrum of the Hamiltonian (3.1). In other words, we call E(λ ) the ordered spec-
trum of the Hamiltonian (3.1) correspondent to a specific choice of the couplings
λ ≡ (J1, . . . ,JL−1,B1, . . . ,BL) and the target spectrum, given in Eq. (3.3) is called
E˜. The inverse eigenvalue method consists in finding the zeroes of the function
f (λ ) = E(λ )− E˜. Among the numerical methods the most used rely on the applic-
ation of the Newton method. This algorithm starts with an initial guess λ (0) and
updates it according to the rule [206,207]
J (λn)[λ (n+1)−λ (n)] = f (λ (n)) , (3.6)
where the matrixJ , with elements
Jmk(λ (n)) =
∂ fm(λ (n))
∂λ (n)k
= ⟨m|O(λ (n))T ∂Hp(λ
(n))
∂λ (n)k
O(λ (n))|k⟩ , (3.7)
is the Jacobian matrix and H(λ )=O(λ )E(λ )O(λ )T is the eigenvalue decomposi-
tion of H(λ ). The linear system (3.6) has a unique solution provided thatJ is an
invertible matrix. This in turn implies that the number of parameters have to match
the number of eigenvalues, namely the dimension of the matrix.
The mirror symmetric Hamiltonian Eq. (3.1) has L independent parameters (L
being the number of sites). Indeed, because of the mirror symmetry, when L = 2N
(N being an integer) there are N independent values of Jn and N independent values
of Bn. On the other hand, when L= 2N+1, there areN independent values of Jn and
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N+1 independent values of Bn. We apply the inverse eigenvalue technique to find
a coupling pattern which allows a perfect balanced splitting, imposing the condition
(3.3) with θ=π/4, so that the target eigenvalues are
LE˜
J
=
(
. . . ,−π
4
,
π
4
,−π
4
+2π, π
4
+2π,−π
4
+4π, . . .
)T
, (3.8)
where, without loss of generality, we have set t∗= L/J. Because f (λ ) has in general
many local minima, it is possible that the Newton algorithm fails to converge to
the right solution. However, it is well known that to avoid this issue the initial
parameters λ (0) must be set not too far2 from the solution λ˜ for which E(λ˜ ) =
E˜ [206]. Motivated by the solution found in the chapter 2, where the splitting is
implemented via a local perturbation in the middle of the chain, we expect that the
profile of the couplings that generates a perfect wave-packet splitting, is given by
a local perturbation of a fully engineered chain which guarantees a PST condition.
For this reason we choose the profile in Eq. (1.119) as an initial guess λ (0) for
initialising the inverse eigenvalue problem.
We find that the algorithm quickly converges to an optimal set of parameters
Jsplitn and Bsplitn , respectively the tunnelling elements and the local fields. Surpris-
ingly, we find that for even L the algorithm always converges to a solution where
Bsplitn = 0, while for odd L the local fields Bsplitn are different from zeros, in particular
near the centre of the chain. To check that the coupling profile result is not depend-
ent from our guess, we have also considered an initial condition, λ (0), of randomly
distributed parameters. In this case we find that the algorithm takes more time to
converge, but it generates the same solution for the optimal coupling profile.
As a concrete example of our procedure, we show theHamiltonian that generate
a perfect balanced splitting for a chain of length L= 5,6. These are respectively (in
2As only a finite number of iterations are possible, it is important that the successive approx-
imations of the solution be close to the final result. How close depends on the computing resource
available and on the accuracy required [207]. Moreover, for a function with local minima the al-
gorithm could converge to an incorrect result if the initial guess is not close enough to the solution.
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unit of J):
HL=5 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−0.08378 0.6195 0 0 0
0.6195 −0.2932 0.6664 0 0
0 0.6664 0.7540 0.6664 0
0 0 0.6664 −0.2932 0.6195
0 0 0 0.6195 −0.08378
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
HL=6 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0.5999 0 0 0 0
0.5999 0 0.8279 0 0 0
0 0.8279 0 0.3927 0 0
0 0 0.3927 0 0.8279 0
0 0 0 0.8279 0 0.5999
0 0 0 0 0.5999 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The coupling profile Jsplitn and Bsplitn which generates a perfect splitting in a chain
with L= 49 and L= 50 is plotted respectively in Fig. 3.1(a) and 3.1(b) for a chain
with L= 49 and L= 50. To highlight the differences, in Fig. 3.1, we also plot a PST
profile, Eq. (1.119), called JPSTn . It is clear from the picture that the splitting profile
in an odd chain requires a non-local field tuning close to the centre on the chain,
and a couple profile of the tunnelling elements which differs from the perfect state
transfer profile, Eq. (1.119), in few sites in the middle of the chain. For the case
of an even chain, the splitting profile does not to require a local field, but consists
of a tunnelling profile engineering which differs from the PST scheme close to the
centre of the chain.
3.3 Applications
3.3.1 Perfect Bunching and Anti-bunching and Quantum Car-
pets
In the previous section we have shown how a coupling profile can be engineered,
in a finite lattice model, to produce a perfect splitting of a localised wave-packet
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Figure 3.1: Perfect wave-packet splitting coupling profile. Values of the coupling para-
meters Jsplitn and Bsplitn , found from the inverse eigenvalue technique, which gen-
erates a perfect splitting between mirror symmetric sites, for an (a) odd chain
with L = 49 and (b) for an even chain with L = 50. The perfect state transfer
couplings, from Eq. (1.119), JPSTn are also plotted for comparison.
between mirror-symmetric site of a finite lattice. In this section we show how, in a
multi-particle setup, our scheme opens up to the generation of perfect interference
effect. We consider a Bose-Hubbard model with site-dependent parameters,
H =−
L
∑
n=1
Jn
(
a†nan+1+H.c.
)
+
L
∑
n=1
Unnn(nn−1)−
L
∑
n=1
Bnnn, (3.9)
where Jn and Bn are set respectively to Jsplitn and Bsplitn , found in the previous sec-
tion. The onsite interaction parameterUn =U (hereafter in units of J) can be tuned
globally via Feshbach resonances3. We consider two atoms initially located in site
n and m of a 1D lattice, described by the Hamiltonian (3.9). If the onsite interac-
tion is set to zero, the configuration of the couplings, Jsplitn ,Bsplitn , produces a perfect
delocalisation of the two wave-packets in the mirror-symmetric sites of the chain,
namely
|n⟩ → |n⟩+ i|L−n+1⟩, (3.10)
|m⟩ → |m⟩+ i|L−m+1⟩, (3.11)
3For our purposes it is important to underline that the onsite interaction can be controlled in a wide
range. We also mention that a non-interacting regimeU = 0 has been achieved usingCs atoms [71].
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at the transfer time t∗= L/J. Therefore, in order to maximise the interference effects
between the two carriers, we set n and m to be two mirror-symmetric sites of the
lattice. Starting from the state |ψ(0)⟩= a†na†m|0⟩ the system reaches, at time t∗, the
state
|ψb⟩= 1√
2
(|2⟩n|0⟩m+ |0⟩n|2⟩m) . (3.12)
The absence of any term of the form |1⟩n|1⟩m is a signature of the Hong-Ou-Mandel
effect. Therefore, the perfect reconstruction of wave-packets at the transfer time
leads to perfect bunching between arbitrary mirror-symmetric sites of an optical lat-
tice. On the other hand, perfect anti-bunching, |ψ(t∗)⟩= |1⟩m|1⟩n, can be observed
in the strongly interacting regime, namely U = ∞, where the two particles behave
as hard-core bosons.
Consecutive applications of our scheme produce alternatively a perfect split-
ting, at time t = (2n+ 1)t∗, followed then a reconstruction of the wave-packet at
time t = (2n)t∗, being n an integer. This propriety can also be exploited to produce
periodic space-time quantum interference patterns in a lattice, known as “Quantum
Carpets”. This effect is shown in Fig. 3.2, where we represent the time evolution of
a system of two free bosons, in the initial state |ψ(0)⟩ = a†10a†31|0⟩, in a chain with
length L= 40. In Fig. 3.2 it can be clearly observed that the wave-packets, compos-
ing the initial state, are split into two copies, reconstructed into different positions
after a time t , and then they go back to the initial position after a time 2t∗, pro-
ducing a periodical interference pattern. On the other hand, quantum interference
effects, dependent on the particle statistics, happen during intermediate times, for
the overlap of the wave-packets of the two walkers. We study the quantum carpets
generated by the space-time evolution of the mean occupation number ⟨nn(t)⟩ and
of the square occupation mean ⟨nn(t)2⟩ for a system of four particles in a L = 14
chain, in the initial state |ψ(0)⟩ = a†2a†6a†9a†13|0⟩. We show the results obtained in
Fig. 3.3, for (top) ⟨nn(t)⟩ and (bottom) ⟨n2n(t)⟩. The left column represents free
bosons, while the right one is for hard-core bosons/fermions walkers. As discussed
in Sec. 1.8.1, clear bunching/anti-bunching effects are visible at t∗ respectively for
boson/hard-core bosons particles. Moreover, partial bunching effects for bosons are
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Figure 3.2: Quantum carpet generation. Evolution of the mean number of particles
⟨nn(t)⟩ in a 1D chain with L = 40. The coupling constants are set to Jsplitn
and Bsplitn to produce a perfect splitting of the incoming wave-packet. The
two particles are initially located in mirror-symmetric sites, namely |ψ(0)⟩ =
a†10a
†
31|0⟩. Here we are considering the free boson regimeUn = 0.
visible before that splitting time t < t∗. To better highlight this effects, we plot in
Fig. 3.4, the mean occupation number and the mean-square occupation number of
site 2 as a function of time t.
We also take into consideration the role of the onsite interaction, which affects
the perfect reconstruction of a two-particle wave packet. As expected, it turns out
that from the space-time dynamics of ⟨nn(t)⟩ it is not possible to discriminate free
evolution (U = 0) from the hard-core limit (U = ∞), while particle statistics give
rise to different dynamics for ⟨n2n(t)⟩. On the other hand, for intermediate values of
the onsite interaction, in the middle column of Fig. 3.3, the Hamiltonian cannot be
mapped into a free model (either bosonic or fermionic), so scattering effects prevent
the perfect reconstruction of the wave packet. Indeed, for U = 1 we find ⟨n2n(t =
2t∗)⟩ < ⟨n2n(t = 0)⟩ and ⟨n2n(t = 2t∗)⟩ < ⟨n2n(t = 0)⟩. A partial fractional revival
effect for t = t∗/2 and t = t∗/4 can be observed for bosons in Fig. 3.3. This is
more clearly shown in Fig. 3.5 where we show the results for ⟨n j(t = t∗/4)⟩ and
⟨n2j(t = t∗/4)⟩.
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Figure 3.3: Quantum carpet due to four particle interference. Staring from the initial
state |ψ(0)⟩= a†2a†6a†9a†13|0⟩we consider the space-time evolution of ⟨nn(t)⟩ (a),
(c) and (e) and the space-time evolution of ⟨n2n(t)⟩ (b), (d) and (f). The chain
length is L= 14 and several values of the onsite interactionUn =U (expressed
in J units) are considered: U = 0 (a) and (b), U = 1 (c) and (d), and U = 30
(e) and (f). Here t∗ is the fractional revival time, while 2t∗ is the full revival
time. The difference between the first and second row is due to bunching and
anti-bunching effects. Note the transition from bosonic (U = 0) to fermionic
and hard-core boson (U = ∞) behaviour as a function ofU .
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Figure 3.4: Perfect bunching/anti-bunching effects. Plot of the (a)mean occupation num-
ber and of the (b) mean-square occupation number of site 2 as a function of time
t for several values of the onsite interaction. Here L= 14 and the initial state is
|ψ(0)⟩= a†2a†6a†9a†13|0⟩. Note the transition from bosonic (U = 0) to fermionic
and hard-core boson (U = ∞) behaviour as a function ofU .
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Figure 3.5: Partial bunching effect. Plot of the mean occupation number and of the mean-
square occupation number for each site at t = t∗/4 for U/J = 0. Here L = 14
and the initial state is |ψ(0)⟩= a†2a†6a†9a†13|0⟩.
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3.3.2 Perfect Entanglement Generation in a XX Spin Chain
An interesting application of the perfect splitting scheme is the entanglement gener-
ation in spin chain models. We consider an XX chain model, with tunable couplings
in an external magnetic field,
HXX =−
L−1
∑
n=1
(
JnS+n S
−
n+1+H.c
)− L∑
n=1
Bn
2
Szn , (3.13)
where S±n = (Sxn± iSyn) are spin ladder operators. As shown in Sec. 1.5.1 this setup
could be realised experimentally by means of ultra-cold bosons in 1D optical lattice,
as in the hard-core limit this system is mapped into an effective spin 1/2model. The
Hamiltonian (3.13) can be transformed in a fermion lattice model via the Jordan-
Wigner transformation, Appendix D.2, namely the Hamiltonian (3.13) is mapped
into
H =∑
nm
⟨n|HXX |m⟩c†ncm, (3.14)
where the operators cn satisfy the canonical anti-commutation rules of fermions. In
the Heisenberg picture [139] we have
cn(t) =∑
m
⟨m|e−iHt |m⟩cm. (3.15)
Because a many-body spin state can be obtained by applying the annihilation opera-
tion cn to the fully polarised state |Ω⟩= |↑1, . . . ,↑L⟩, the time evolution of a spin state
can be found using the Eq. (3.15). We now show how one can create entanglement
between two remote mirror symmetric sites by exploiting the perfect wave-packet
splitting scheme. We consider a single spin flip state in position n, whose state is
cn|Ω⟩. Using Eq. (3.15), when the Hamiltonian is tailored to generate the perfect
splitting transformation, Eq. (3.5), at the transfer time t∗ one obtains
cn|Ω⟩ t
∗−→ 1√
2
(cn|Ω⟩+ icL−n+1|Ω⟩) . (3.16)
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Using the inverse Jordan-Wigner transformation, Appendix D.2, for going back to
the spin picture, the state generated, at time t∗, is the entangled state
1√
2
(|↑α↓β ⟩+ i|↓α↑β ⟩) , (3.17)
where α = n and β = L−n+1 are two mirror symmetric sites of the chain. Once
the above argument is generalised to a many spin flips setting, the perfect splitting
scheme allows generating the maximal amount of entangled pairs, starting from a
separable state. Indeed, if the system is initially in one of the two states
|ψDM⟩= |↑ . . . ↑↓ . . . ↓⟩, (3.18)
|ψAFM⟩= |↑↓↑ . . . ↑↓⟩, (3.19)
namely, the domain-wall state |ψDM⟩ or the antiferromagnetic state |ψAFM⟩, the time
evolution at time t∗, under the perfect splitting Hamiltonian, results in the state
(
c1+ eiα1cL
)(
c2+ eiα2cL−1
)
. . . |Ω⟩ (3.20)
where αi depend on the initial state. By carefully dealing with the Jordan-Wigner
phase entering into the definition of the operators, cn, one can easily find, via the
inverse transformation in Appendix D.2, that the resulting state corresponds to a
state in which every pair of qubits sitting in positions n and L− n+ 1 in maxim-
ally entangled, namely |ψn,L−n+1(t∗)⟩= 1√2
(
|↑↓⟩+ eiα ′n |↓↑⟩
)
, where α ′n can differs
from αn by a π factor. The perfect splitting dynamics thus represents an alternative
to other methods existing in the literature to generate nested Bell pairs [204, 205].
Compared to previous proposals, our scheme it is more general as it allows one to
tune the number of generated Bell pairs by simply choosing the number of flipped
spins in the initial state.
128 Chapter 3. Perfect wave-packet splitting and reconstruction in a 1D lattice
3.4 Effect of the imperfection in theOptimal Splitting
Profile
From experimental perspective, when a real physical system is considered, random
perturbations to the coupling constants, due to engineering failures, imperfections or
defects in the fabrication processes, produce deviations from the ideal profile which
generates perfect operations [140].
The effect of the coupling randomness, even for non-interacting systems, is to
produce a localisation of the eigenstates of the system and consequently to inhibit
the state transfer [208]. We also mention that it has been shown [209, 210] that the
interaction of bosonic atoms with static fermionic impurities, randomly distributed
in the lattice, may yield a Bose-Hubbard model where the parameters Jn and Bn are
subject to noise.
Given the above, we investigate what degree of imperfections is tolerable in
our scheme or, in other terms, what is the precision required in tuning the coupling
strengths according to the desired pattern. In this sectionwe evaluate the influence of
random errors added in the optimal coupling profile, for several chain lengths L. We
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Figure 3.6: Effect of the imperfections. Relative variation of the bunching probability
P11(t = t∗) in the noninteracting regime Un = 0, in the presence of (a) ran-
dom hopping noise and (b) random diagonal noise, respectively, with coupling
strength ε and η . Several chain lengths L are considered.
firstly include an off-diagonal disorder term (hopping disorder) in the Hamiltonian
(1.64) as Jn=J(Jsplitn +xn), where xn∈ [−ε,ε] is a uniform random distribution and ε
is the perturbation strength [144]. In Fig. 3.6 the relative variation |∆P11|/P11(ε=0)
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is shown as function of the degree of disorder ε . Here P11=|⟨ψb|ψ(t∗)⟩|2, where
|ψb⟩ is defined in (3.12), and ∆P≡|P11(ε)−P11(ε=0)| represents the deviation of
the bunching probability respect to the ideal case.
We also consider the effect of diagonal noise Bj=B+Jxn with xn∈ [−η ,η ] in
an even site chain. The effect of signal noise is shown in figure Fig. 3.6 as function
of the noise coupling strength ε . As clear from Fig. 3.6 a power law behaviour,
under a certain threshold value of ε and η , characterises both the deviations due to
hopping disorder and due to the diagonal disorder. Clearly, a high degree of disorder
produces state localisation, which completely destroys the effect.
3.5 Conclusions
In this chapter we have analysed the wave-function dynamics of hopping particles
and/or quasiparticles in a quantum chain. We have studied how the coupling profile
can be engineered so that it enables a perfect wave-packet splitting and reconstruc-
tion of a single localised wave-packet with 100% efficiency (inhibiting the disper-
sion effect) between far sites of a 1D lattice model.
We have devised the exact conditions that the Hamiltonian spectrum has to
satisfy to allow for the perfect splitting and reconstruction and, via an inverse eigen-
value technique, we have found the coupling pattern that satisfies the perfect split-
ting condition. We have shown how our findings can be applied to harness the hop-
ping dynamics of quasiparticles for the generation of fractional revivals and recon-
struction of initially localised wave-packets. We have shown how peculiar quantum
interference patterns that result in regular structure in the space-time evolution of the
many-particle wavefunction, known as quantum carpets [196–198]. Besides shed-
ding light into quantum interference phenomena in one dimension, our results are
particularly useful for applications. Indeed, we have shown how our scheme can
be exploited for entanglement distribution in a XX chain and to generate scalable
perfect bunching/anti-bunching effects in a 1D lattice model. Compared to existing
schemes [204, 205] our model opens up the dynamical generation of Bell pairs by
simply choosing the number of flipped spins in the initial state.
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In the next chapter we consider how a wave-packet splitting strategy, together
with a strong interacting system of bosons can lead to the generation of non-classical
states in 1D optical lattices.
Chapter 4
NOON state generation via dynamics
of bound particles
4.1 Introduction
In Chap. 2, Sec. 2.3, we have shown how a 1D finite optical lattice, together with
the ability of designing the lattice potential and single-site techniques, can be ex-
ploited for quantum interferometry applications. One peculiarity of atoms, trapped
in optical lattices, is that they do interact. At first glance the interaction seems to be
an unwanted characteristic, as it limits the possibility to generate useful interference
effects. In fact, state transfer schemes, Sec. 1.6, are challenging to be designed for
interacting particles and, as show in Sec. 2.4, bunching and anti-bunching effects
are reduced for interacting walkers.
Nevertheless, atom interaction is a non-linear term and could be exploited to
generate non-classical states (e.g. NOON states) and to enhance the phase precision
estimation in metrology application, Sec. 1.9.2, overcoming the classical shot-noise
limit. So far, in existing photonic realisations NOON states have been generated,
for instance, by mixing quantum and classical light on a beam splitter. Nonethe-
less, up to now, the largest NOON state generated has N = 5 (with a limited 42%
fringe visibility and a theoretical threshold of 94.3%) [211–213]. The lack of strong
non-linearities is a major disadvantage in photonic systems and several schemes
(e.g.based on measurement [175,176,214]) have been proposed for overcoming this
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limitation. On the other hand, in atomic systems, the natural atom-atom interaction
could open up the possibility to go beyond the traditional regime studied in quantum
optics, paving the way towards quantum enhanced interferometry in a lattice. How-
ever, as far as distant sites are concerned, it is still an open question whether it
is possible to generate non-classical states, between far sites, in a finite 1D lattice
model, exploiting the natural atom dynamics. In a lattice setup, this type of scheme is
important because it avoids the necessity of measurement based schemes [175,214]
(which are still challenging in current optical lattice experiments with few particles),
time-dependent external potentials [215], engineered-bath-based schemes [216], or
ring lattices [217, 218].
In Sec. 1.7 we have shown that strong interaction in lattice models creates
stable composite objects whenmore walkers are initially in the same site. This is due
to a gap in the energy spectrum that prevents the dissociation during the dynamics.
At first glance it seems reasonable to believe that the dynamics of a bound state,
made of co-propagating bosons, should somehow resemble the propagation of a
single particle. Then, a coherent split a state ofM bosons between distant sites could
eventually produce a NOON state. The simplest configuration of the chain profile
that could produce such transformation is illustrated in Fig. 4.1. Indeed if the initial
Figure 4.1: Scheme of the model. A bound state made of three particles is initially in the
first site of a finite lattice. The red arrow represents the natural propagation
direction, once the lattice depth is lowered at t = 0. Jeff is effective hopping
rate and βeff is an impurity added in the chemical potential which splits the
incoming wave-packet in a reflected/transmitted component.
bound state, |ψ(0)⟩∝ (aM1 )† |0⟩, was equivalent to an effective single particle state,
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then it would be dynamically transformed at the transfer time t∗, under a balanced
split operation, in
aM1 |0⟩ t
∗−→ (aM1 + i aML ) |0⟩= |M0⟩1L+ i|0M⟩1L, (4.1)
where L is the chain length. This would be equivalent to a “magic beam splitter”
transformation, as described in [174]. However, single particle and a bound state
are not completely equivalent. In fact, as shown in Sec. 1.7.4, an effective energy
gap between edge and bulk sites creates edge-locking effects that suppresses bound-
state propagation along the lattice, forM ≥ 3 particles [162,163]. Therefore, is still
an open problem how to tune the lattice potential to realise transformations between
far sites when strongly interacting particles are involved. In this chapter we will
discuss how high fidelity NOON states can be generated between remote sites, by
exploiting the natural dynamics of bound states.
4.2 Effective Hopping in the Bose-Hubbard Model
The Bose-Hubbard model Eq. (1.64), for a large ratio J/U , enables the creation of
“bound” states composed of several particles in the same site, as discussed in Sec.
1.7. The physical reason is that states withM particles in a site belong to an energy
band well separated from all the other states. This naturally suggests describing the
dynamics via an effective Hamiltonian,HeffM , in the Hilbert subspace of bound states,
namely
HM = {|{M}, j⟩= (a†j)M|0⟩/
√
M! : j=1, . . . ,L}, (4.2)
where {|{M}, j⟩ indicates a state withM particles in site j. In other words, because
the bound state dynamics, in good approximation remains confined insideHM, an
M-particle state can be effectively remapped to a single particle model, with effect-
ive parameters. This description has clear advantages, as the effective Hamiltonian
is a tridiagonal matrix, as in Eq. (1.108) , which can be used to engineer the coupling
constants Jj and µ j of the Bose-Hubbardmodel (1.64), such as the effectiveHamilto-
nian pattern is designed for applications (i.e.state transmission of bound states and
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state splitting). Details of calculations of the effective description1 are shown in Ap-
pendix D.3. The result we find is that the effective Hamiltonian description, HeffM ,
using the basis |{M}, j⟩, j=1, . . . ,L inHM, is
HeffM =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Beff1 J
eff
1
Jeff1 B
eff
2 J
eff
2
. . . . . . . . .
JeffL−2 BeffL−1 J
eff
L−1
JeffL−1 BeffL
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4.3)
An important point is that the hopping of an M-particles bound state involvesM−1
“virtual” transitions through states outsideHM, so that the effective hopping scales
as Jeffj ∝ JMj /U
M−1
j , where Jeffj decreases with M for large U . Because |U/J| > 1,
and the tunnelling time is of the order of 1/Jeff, Sec. 1.3.5.1, the evolution of a
bound state is slower2 than a single particle dynamics in a lattice 3 (with hopping
rate J).
4.3 Edge effects for Bound States in a Finite Lattice
Model
To highlight the differences between the dynamics of a bound state and a single
particle, we consider a homogeneous Bose-Hubbard model, Eq. (1.64), with Jj =
J, Uj =U, µ j = µ , whose effective Hamiltonian is
HeffM =
(
J
U
)M−1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Beff1 J
eff
1
Jeff Beff2 J
eff
. . . . . . . . .
Jeff BeffL−1 J
eff
Jeff BeffL
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (4.4)
1Here we highlight that, while to other techniques (e.g. in Appendix D) are difficult to be ex-
ploited for M > 2, our method it is easily generalisable to higherM.
2We have already shown it, in Sec. 1.7.1, for the caseM = 2 in a two well system.
3Environmental effects could be relevant when bound states and long chains are involved.
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where Jeff = O(J), Beff1 = BeffL = O[J(U/J)M−2], while Beffj for j ̸= 1,L is much
smaller than Beff1 (boundary elements may be of order O(J) or less, while in the
bulk they are even smaller). The large effective boundary field gives rise to a phe-
nomenon called edge-locking, which has been discussed in Sec. 1.7.2 and 1.7.4, and
is connected to an energy gap between edge and bulk sites states, Fig. 1.17(right).
Although a two particle spectrum does not have this kind of energy gap, Fig.
1.17(left), in the following we show the existence of a quasi-locking effect, that
corresponds to an increase of the delocalisation time from the initial site during the
dynamics, compared to the single particle case. From a different prospective, edge-
locking effects can be analysed through the theory of QUTM, Appendix B, once
applied to the effective Hamiltonian, Eq. (4.4).
We consider an initial wave-packet localised in site 1, which evolves through a
tridiagonal matrix Hamiltonian, Eq. (4.4), to |ψ(t)⟩= ∑ j(e−itHeffM ) j1|{M}, j⟩. Call-
ingHeffM =O†EO the spectral decomposition, then |ψ(t)⟩=∑k j e−itEkO∗k1Ok j|{M}, j⟩,
and we find that OkL = Ok1(−1)k ≈ Ok1eiLk and Ek ∝ cos(k) where k is the quasi-
momentum, k = k j +O(L−1) where k j = π j/(L+ 1) and j = 1, . . . ,L. There-
fore, the quantum walk of the bounded particle displays the wave-packet evolution
⟨{M},L|ψ(t)⟩ = ∑k e−i(tEk−Lk)|Ok1|2, where |Ok1|2 is the probability to excite the
quasi-momentum state k by initialising the system in the site 1.
To simplify the theoretical analysis we assume that Beffj ≡ Beffbulk is constant for
j ̸= 1,L so, without loss of generality, we can set4 Beffbulk = 0. Within this description
it is now clear that edge-locking appears when Beff1 ≫ Ek, since no quasi-momentum
state can be excited by initialising the system in a state where the bounded particle
is in the first site (namely |O1k|2 ≈ 0 for all the quasi-momentum states). Indeed,
in this regime this initialisation excites out-of-band modes which are localised near
the edges and do not propagate [146, 150]. As it is clear from Eq. (4.4), since
Beff1 = B
eff
L = O[J(U/J)
M−2], the edge-locking condition Beff1 ≫ Ek happens when
M ≥ 3, as discussed in Sec. 1.7.4.
However, we find that there is another form of quasi-locking forM= 2, not de-
4Indeed, the Hamiltonian (4.4) and HeffM −Beffbulk1 give rise to the same evolution aside from an
irrelevant global phase.
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scribed in [163]. Indeed, forM= 2we find thatBeff1 is of the same order of the energy
band Ek of the quasi-momentum states and, as a consequence, the quasi-momentum
states with energyBeff1 ≈Ek are the ones involved in the dynamics. SinceEk ∝ cos(k)
whenBeff1 ≈ 0 the relevant excitations consist mostly of quasi-momentum states with
almost-linear dispersion relation (Ek ≈ k around k = π/2 where Eπ/2 ≃ 0). These
states propagate without dispersion in the chain and therefore give rise to a high
transmission quality. On the other hand, if Beff1 ̸= 0 other states with non-linear dis-
persion relation are involved, which drastically lower the transmission quality. In
other words the difference in effective energies Beffj between bulk and edge sites
favours non-linear excitations which, in turn, leads to a dispersive dynamics. As
a result we find that the state |ψ(0)⟩ = (a†1)2/
√
2|0⟩ has a long delocalisation time
from the initial site during the relevant time t∗ ∼ LU/J2, namely the delocalisation
time from one end of the chain is slower than the transfer time t∗. This can be clearly
observed in Fig. 4.2(a), where the probability P11(t) is still non-zero at the transfer
time t∗ ∼ L/Jeff, when the wave-packet has reached the other end. As edge-locking
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Figure 4.2: Edge-delocalisation for a two particle bound state. Plot of the probability
P11(t) to have the bound state in the first site or in the last PLL(t) at time t
(scaled for the transfer time t∗ ∼ L/Jeff), for a homogeneous chain with L = 5
and U/J = 5 in the initial state |ψ(0)⟩ ∝
(
a†1
)2
/
√
2|0⟩. A local field µ j =
β ′(δ j,1+δ j,L) has been added with strength (a) β ′ = 0 and (b) β ′ = J2/4U . To
compare the results with the single-particle case we plot (dashed black line) the
probability PL(t) = |⟨0|aL|ψ(t)⟩|2 for a single particle initially in a†1|0⟩ (here
t∗ ∼ L/J).
is detrimental for quantum transfer applications, in the following section, we show
that how to eliminate it adding a local edge potential. Indeed, a suitable local chem-
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ical potential could make the effective field, Beffj in Eq. (4.4), to be constant over all
the sites, making the effective chain homogeneous.
4.4 Bound States Dynamical Behaviour in a Finite
Lattice Model
In this section we analyse the dynamical behaviour of a bound state made of M
particles in a finite lattice, starting from the homogeneous chain case Jj = J, Uj =
U, µ j = µ , to find the conditions to eliminate edge effects.
Besides, we show how to tailor the effective Hamiltonian (4.3) to dynamically
trigger transformations using bound states, showing also how minimal engineering
coupling profiles, discussed in Sec. 1.6.4, can be applied to maximise the transfer
fidelity. Then we quantify how decoherence influences bound states transfer in a 1D
lattice. As a second application, we design the coupling profile to trigger a bound
state splitting, which in turn produces high fidelity NOON states between distant
sites.
Finally, we analyse the efficiency of our scheme in a Mach-Zehnder configur-
ation for quantum enhanced metrology. Although our theoretical analysis is fully
general and readily extensible for larger values of M, we focus our attention on the
caseM = 2,3, which are more feasible given the current experimental capabilities.
4.5 Two Particle Bound States
For a two particle bound state, M = 2, in a homogeneous chain we find that the
effective Hamiltonian, Eq. (4.4), has coupling constants
Jeffj =
J2
2U
, (4.5)
Beffj =
⎧⎨⎩ J
2
2U +U , for j = 1,L ,
J2
U +U , for j ̸= 1,L .
(4.6)
Starting from the initial state |ψ(0)⟩ =
(
a†1
)2
/
√
2|0⟩, we compute the joint prob-
ability Pi j(t) = 11+δi j |⟨0|aia j|ψ(t)⟩|2, via numerical techniques in Appendix A. As
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previously mentioned, the effective field Beffj difference between bulk and edge sites
effect gives rise to quasi-locking effects. Indeed, we find in Fig. 4.2(a) that there is
a non-zero probability P11(t) to have the particle in site 1 even at the transfer time
t∗ ∼ L/Jeff, where the wave-packet has reached site L.
To compensate the quasi-localisation effect we add an edge local chemical po-
tential, µ j =−β ′
(
δ j,1+δ j,L
)
, where β ′ = J2/4U . Its effect is clearly visible in Fig.
4.2(b) where, once the β ′ field is added, the delocalisation time from the first time,
P11(t∗), and consequently the transfer fidelity PLL(t∗), are strongly increased.
We compare the results obtained for the transfer of a bound state with the
propagation of a single particle in the lattice, initially in a†1|0⟩, by plotting, Fig.
4.2(b) (black dashed line) the probability PL(t) = |⟨0|aL|ψ(t)|2 (single particle data
are scaled for their transfer time t∗ ∼ L/J). The difference between the single
particle and the bound particle results, depends on the finite value of the interaction
chosen (U/J = 5 in Fig. 4.2). Indeed, the effective model (4.4) is valid when the
subspace of bound states is energetically well separated from the other states of the
system, namely for U/J≫ 1 and the agreement improves increasing U/J. There-
fore, single particle data provides a threshold to the maximum fidelity achievable
with bound states.
We analyse deviations from the theoretical value of β ′, for a system in |ψ(0)⟩∝
(a†1)
2|0⟩, computing numerically the value of β ′ that maximises the probability,
PLL(t∗), to find the bound state in site L, at time t∗ ∼ L/Jeff. We find a complete
agreement of the numerical data with the theoretical prediction,
β ′ = J2/4U, (4.7)
independently5, as long asU/J ! 5.
4.5.1 Optimal State Transfer of a Two Particle Bound state
The effective single particle description, Eq. (4.3), can be tailored to engineering
the coupling profile and improve the transfer fidelity of bound states. Firstly we
5This is not surprising, as quasi-localisation is a boundary effect, and the optimal value of β ′
cannot depend on the chain length.
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design the effective profile to implement an almost-perfect transfer strategy, Sec.
1.6.4.1, then we find the coupling values that produce the desired transformation in
the model (1.64).
We compute the effective Hamiltonian (4.3) for a Bose-Hubbard model, whose
edge couplings are set to J1 = JL−1 = J0, while the rest of the chain is homogeneous
(Jj = J for j ̸= {1,L}), finding
Jeffj =
⎧⎨⎩
J20
2U for j = 1,L−1 ,
J2
2U for j ̸= 1,L−1 ,
(4.8)
Beffj =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
J20
2U +U for j = 1,L,
J20
2U +
J2
2U +U for j = 2,L−1,
J2
U +U for j = 3, . . . ,L−2.
(4.9)
To achieve a ballistic regime, as discussed in Sec. 1.6.4, the values of Jeffj are op-
timised using the value of J0 that maximises the transfer fidelity for a single particle
state, Sec. 1.6.4.1.
To compensate the effective local fieldBeffj inhomogeneities it is clear, fromEq.
(4.9), that we need to add local chemical potentials in both the first/last two chain
sites, to remove the local energy difference6 in Beffj . The two pair of local fields
that maximise the transfer fidelity are respectively µ j =−β1(δ j,1+δ j,L) and µ j =
−β2(δ j,2+δ j,L−1), with strengths β1 =
(
J20 −2J2
)
/2U and β2 =
(
J20 − J2
)
/2U .
In Fig. 4.3(a), we show the results obtained for the transfer fidelity PLL(t∗)
as a function of U/J for the optimised chain. We observe a significant improve-
ment of transfer fidelity, compared to the homogeneous chain case. We compare
the results obtained with a single particle dynamics in a chain optimised with the
scheme OPT (dashed lines) in Fig. 4.3(a), for several chain lengths L. As expec-
ted, strong inter-particle interactionU makes bound states similar to single particle
states. To better highlight that minimal engineered schemes have already a sig-
nificant impact to reduce the dispersion in the system, in Fig. 4.3(b) we plot the
6From the technical point of view, this choice makes all the diagonal terms homogeneous in the
effective model (4.3).
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probability Pj j(t) = |⟨0|a2j |ψ(t)⟩|2/2 to have a two particle bound state in site j as a
function of the time t/t∗, for a minimal engineered chain with L= 21 andU/J = 8.
Although in this section we have analysed a minimal coupling scheme, our findings
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Figure 4.3: Optimal transfer of a two-particle bound state. (a) Transfer fidelity PLL(t∗)
for the initial state |ψ(0)⟩∝ (a†1)2|0⟩ as a function of the onsite interactionU/J
when the optimal transfer scheme J1 = JL = J0 and Jj = J for j ̸= (1,L) is
included in the model 1.64. Two local impurities µ j = −β1(δ j,1 + δ j,L) and
µ j = −β2(δ j,2 + δ j,L−1) where β1 =
(
J20 −2J2
)
/2U and β2 =
(
J20 − J2
)
/2U
have been added to eliminate the edge-locking effect. The J0 value is chosen
by numerically maximising the transfer fidelity in a single particle manifold, as
discussed in Sec. 1.6.4. To compare the difference between a single particle and
a bound state, we plot (with a dashed line) the single-particle transfer fidelity
PL(t∗) = |⟨0|aL|ψ(t∗)⟩|2 obtained for a system initially in a†1|0⟩. (b) Probability
Pj j(t) to have a two particle bound state in site j at time t/t∗ for an engineered
chain with the J0 scheme with L= 21 andU/J = 8.
can be straightforwardly extended for PST applications with bound states, for in-
stance tailoring the effective Hamiltonian tunnelling couplings via Eq. (1.119), and
adding local potentials to make the effective model homogeneous. In the same way
a perfect splitting can be achieved using the results in Chap. 3.
4.5.2 Decoherence Analysis
In this section we analyse the robustness of our scheme under environmental effects,
namely dephasing due to spontaneous emission, which represents the main source
of decoherence in optical lattices. The typical hopping time for a bound state as a
function of the depth of the lattice potential has been discussed in Sec. 1.3.5.1, in
Fig. 1.5(b). As shown in Eq. (1.72), the dynamics of the system in the lowest band
is typically modelled as a Master equation in Lindblad form, where Γ is the effective
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scattering rate, and HBS is the Bose-Hubbard Hamiltonian (1.64) that can be solved
numerically, as discussed in Sec. 2.5.
Compared with the no-decoherence case, we do not find any relevant modific-
ation to the delocalising field β ′, in Eq. 4.7, for Γ/Jeff < 0.1, where Jeff = J2/2U .
In Fig. 4.4(a) we show the results obtained for the transfer fidelity PLL(t∗) as a
function of the damping rate Γ/Jeff in Eq. (1.72) for U/J = 3. To better evalu-
ate the difference with the zero decoherence case, in Fig. 4.4(a) we plot the rel-
ative variation |∆PLL(t∗)|/PLL(0) = |PLL(Γ)−PLL(Γ = 0)|/PLL(Γ = 0) as a func-
tion of the damping parameter Γ/Jeff. We observe deviations of less than the
5% for Γ/Jeff ≃ 10−2 ÷ 10−3 for chain lengths between L ∈ {5, . . . ,21}, which
are typical values for blue detuned optical lattices [66, 191]. For comparison we
plot, Fig. 4.4(b), the results obtained for relative variation of the transfer fidelity
|∆PL|/PL(Γ = 0), with ∆PL ≡ PL(Γ = −PL(Γ = 0) for a single particle initially in
a†1|0⟩.
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Figure 4.4: Decoherence effects for a two particle bound state. (a) relative variation
∆PLL/PLL(t∗,Γ = 0) of the transfer fidelity PLL(t∗) with respect to the case in
absence of decoherence, for a uniform chain withU/J = 3 and length L. Here
∆PLL = |PLL(t∗,Γ)−PLL(t∗,Γ= 0)| and the dashed grey line is a threshold of a
relative variation of the 5%. Several chain length L are considered. (b) Relative
variation ∆PL/PL(t∗,Γ= 0) for a single particle state initially in a†1|0⟩.
4.5.3 NOON State Generation with Bound States
In the previous sections we have shown that the effective dynamics of bound states,
Eq. (4.3), can be used to tailor the Bose-Hubbard model (1.64) for state transfer
applications. Although bound states and single particle dynamics have some simil-
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arities, the advantages of using bound states, have not been exploited in full yet. In
this section we prove that by tailoring the effective dynamics, Eq. (4.3), to produce
a splitting effect, a bound state generates a NOON state between the edge sites of
the chain.
The important point is that, if two non-interacting particles are initially in one
input arm of a beam splitter, the output state contains a non-zero probability to meas-
ure one particle in each output arm, as shown in Sec. 1.8. On the other hand, for
two strongly bound particles, the splitting process should produces a two-particle
NOON state, as output. Indeed, when the bound particle impinges a balanced split-
ting field, as it effectively behaves like a single particle, the output state, measured
at the endpoints, should be |ψ(t∗)⟩1L = 1√2 (|2,0⟩+ i|0,2⟩). With the same strategy
higher NOON states can be obtained for bound states with more particles.
We first analyse the case of M = 2. The simplest scheme to produce a wave-
packet splitting, Chap. 2, consists in introducing a local barrier in the middle of a
homogeneous chain. To remove edge quasi-locking effects we preliminary set the
value β ′ = J2/4U for the edge fields µ j = −β ′(δ j,1+ δ j,L). Then we add a local
field µ j = −βδ j,L/2+1 to trigger a wave-packet splitting. As shown in Chap. 2 for
a single particle, a balanced splitting is obtained for a splitting field strength of the
same order of the hopping term. Therefore, we expect that for a bound state, the field
strength requiredmust be of the order of the effective hopping rate β ≃ Jeff= J2/2U .
For two non-interacting particles,U/J = 0, the splitting field produces a non-
zero probability, P1L(t∗), to have one particle in each end, as discussed in Sec. 1.8.
On the other hand if the particles are still bounded, after the splitting process, this
term is completely suppressed (as it is equivalent to the splitting of an effective single
particle state). This is shown in Fig. 4.5 where, for a L= 5 chain andU/J = 5, the
term P1L(t∗) is completely suppressed, for a bound particle.
As in Chap. 2, we expect to find finite length correction to the theoretical value
β ≃ Jeff = J2/2U which produces a 50/50 splitting. These are found numerically
by finding the value of β that make zero the difference P11(t∗)−PLL(t∗). As shown
in the inset in Fig. 4.6, for a L = 5 homogeneous chain, β 50/50 scales with the
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Figure 4.5: Two particle NOON state. Plot of the probabilities Pi j(t) to have one particle
in site i and the other in j, as a function of the time, in unit of the transfer time
t∗, for two particles initially in |ψ(0)⟩ ∝
(
a†1
)
|0⟩. Here we consider a uniform
chain with an impurity µ j =−βδ j,L/2+1 where β = 0.789(J2/2U) in a a chain
withU/J = 5 and length L= 5. The absence of the P1L(t∗) term is an evidence
that the output state at t = t∗ ≃UL/J2 is the NOON state with two particles.
The grey dashed line represents the results for an ideal lossless NOON state
generation.
onsite interaction as 1/U . The finite length factors, found from a fit over the data for
several chain lengths, are shown in Fig. 4.6, wherewe show that for long chains L the
β 50/50 values are closer to Jeff = J2/2U in agreement with the effective Hamiltonian
analysis.
●
●
● ●
● ● ● ● ●
0 20 40 60 80 100
0.40
0.42
0.44
0.46
0.48
0.50
!
α
3 4 5 6 7 8
0.06
0.08
0.10
0.12
0.14
!/"
β!"/!"
/!
Figure 4.6: Finite-size effects in the two particle NOON state generation. Analysis of
the scaling factor α where β 50/50 = αJ2/U , as a function of the chain length
L for generating a two particle NOON state. The grey line represents the the-
oretical results from the effective Hamiltonian theory, which holds for L≫ 1.
(Inset) Analysis of the optimal value of β of the local field µ j = −βδ j,L/2+1
which produces the NOON state with two particles as a function of U/J for
L= 5. The red line is the fit β = β 50/50 = 0.395J2/U .
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4.5.4 Even Chains
As discussed in Chap. 2, the splitting model is not limited to odd length chains
but can be also applied to even chains. We find that this requires tuning both the
middle tunnelling coupling strength JL/2, and additionaly two pairs of local fields,
respectively µ j =−β1(δ j,1+δ j,L) and µ j =−β2(δ j,2+δ j,L−1) in the Hamiltonian
(1.64). Using the results of Chap. 2, for the splitting of a single particle we find, from
the effective Hamiltonian model, that the optimal coupling strengths to generate a
two particle NOON state between the endpoints of a uniform chain are respectively
JL/2 = J(
√
2−1)1/2, β1 = J/4U and β2 = J(2−
√
2)/4U .
4.6 Three Particles Bound State
The analysis of the dynamics of a two particle bound state of the previous section can
be straightforwardly extended to the case of M = 3. This is important because the
more particles are involved, the higher is the NOON state produced. As for the two
particle case, the stability of a three particle bound state have been proved in [158]
from energy consideration. When three particles are initially located in the same site,
one would expect that the results of the splitting process, for strong enough onsite
interaction, is to produce a NOON state with N = 3. For a homogeneous chain we
find that the effective hopping, Eq. (4.3), is Jeff = 3J3/16U2, and that the edge-
locking effect is eliminated through two local fields µ j = −β ′
(
δ j,1+δ j,L
)
, where
β ′ = J2/8U . As for the two particle case, we investigate finite length corrections
to β ′ for several chain length L for the initial state |ψ(0)⟩ ∝
(
a†1
)3 |0⟩ as a function
of the onsite interaction U . We find that with high accuracy the estimated field
β ′ = J2/8U is independent on L.
From the analysis of the probability PLLL(t∗) to have three particles in the site
L at the transfer time t∗ ∼ L/Jeff, in a homogeneous chain, as a function of the onsite
interaction, we find that values aboveU/J ! 4 guarantee an almost constant value
of transfer fidelity for chain lengths L ∈ {5, . . . ,21} (this represents a threshold for
the effective single particle behaviour).
In Fig. 4.7 we analyse the effect of decoherence due to spontaneous emission,
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Eq. (1.72), for several chain lengths L as a function of the decoherence rate Γ/Jeff
where Jeff = 3J3/16U2. We observe relative variation of less than the 5% with re-
spect to the decoherence free case, for Γ/Jeff " 1.3× 10−4 up to L = 7 sites. The
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Figure 4.7: Decoherence effects for a three particle bound state. Relative variation
∆PLL/PLL(t∗,Γ= 0), with respect to decoherence free case, for a uniform chain
with U/J = 2. Here ∆PLL = |PLL(t∗,Γ)−PLL(t∗,Γ = 0)| and the dashed grey
line is a threshold of a relative variation of the 5%. Several chain length L are
considered.
state transmission fidelity of a three bound particle state can be optimised by engin-
eering the end tunnelling couplings of the chain, as shown explicitly in Appendix
D.4. In this case to bypass the edge-localisation effects we also need to add a local
chemical potential tuning in the first two and last two sites of the chain, as for the
two particles case.
4.6.1 NOON States Generation with aM = 3 Bound State
We consider three non-interacting particles, initially located in site 1, |ψ(0)⟩ ∝
(a†1)
3|0⟩. As shown in Sec. 1.8, by defining Pjkl(t) = |⟨0|aia jak|ψ(t)⟩|
2
1+δi j+δ jk+δik+2δi jδ jk , the
probability to have the three particles in sites i, j,k, an ideal beam splitter trans-
formation (for non-interacting particles) generates an output state with probabilities:
P111 = PLLL = 1/8, P1LL = P11L = 3/8. For three strongly interacting particles, the
bound state effectively behaves as a single particle, thus the terms P1LL,P11L should
be suppressed. Therefore, the output should result in the three particle NOON state
|ψ(t∗)⟩1L = 1√2 (|3,0⟩+ i|0,3⟩), where |3⟩ = (a†)3|0⟩/
√
6. The evidence of the
NOON generation is shown in Fig. 4.8, where we plot, as a function of time (in
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t∗ ≃ L/Jeff units) the probability to have a three particle bound state respectively,
in the first site P111(t), in the last PLLL(t) and one particle in the first site and two
in the last P1LL(t), for a homogeneous chain with U/J = 5 and L = 5. Here we
set the strength of the edge fields to β ′ = J2/8U , to remove edge-localisation ef-
fects, and we find numerically that the splitting field for a balanced operation is
β = β 50/50 = 0.099J3/U2. The absence of the term P1LL(t∗) = P11L(t∗) is a clear
signature that a NOON state with N = 3 is generated between the edges of the chain.
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Figure 4.8: Three particle NOON state. Joint probabilitiesPi jk(t) as a function of the time,
in unit of the transfer time t∗, for three particles initially in |ψ(0)⟩ ∝
(
a†1
)
|0⟩
for a uniform chain with an impurity β = 0.099J3/U2 and β ′ = J2/8U in the
middle of the chain withU/J = 5 and length L= 5. The absence of the P1LL(t)
term is an evidence that the output state at t = t∗ is the NOON state with two
particles. The grey dashed line represents the results for an ideal lossless NOON
state generation. We found also that P1LL(t) = P11L(t).
From the effective Hamiltonian description we find that to generate a bal-
anced splitting of a bound three particle wave-packet, we need to add a local field
µ j = −β 50/50δ j,L/2+1 whose strength, when L ≫ 1, is β 50/50 = J3/8U2 (as ex-
plained in appendix B). However, finite size corrections change the value of β 50/50,
and by performing a numerical fit over the data for a uniform chain with L = 5
(whose results are shown in the inset of Fig. 4.9), we find that β 50/50 scales with the
onsite interaction as β 50/50 = αJ3/U2 where α ≃ 0.099. Deviations from the the-
oretical value of β 50/50 = J3/8U2, which are shown in Fig. 4.9, have been found by
analysing the results obtained for several chain lengths L. Here the dashed grey line
represents the theoretical value of the coefficient α of the splitting field for L≫ 1.
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Figure 4.9: Finite-size effects in the three particle NOON state generation. Analysis
of the scaling factor α as a function of the chain length L for a three particle
bound state, where β 50/50 = αJ3/U2. The dashed grey line represents the the-
oretical value from the effective Hamiltonian description. (Inset) Analysis of
the optimal value of β to produce the NOON state with three particles as a
function of U/J in a uniform chain with length L = 5. The red line is the fit
β 50/50 = αJ3/U2 where α = 0.099.
4.7 NOON States for Interferometry Applications
In this section we show how bound states provide an advantage, compared to single
particle configurations, for quantum metrology applications. In Sec. 2.3 we have
shown how to implement aMach-Zehnder configuration in a 1D finite lattice model.
Specifically, a local impurity in the optical potential implements a beam splitting
operation, while mirrors are naturally provided by boundary reflections. By starting
from the initial state |ψ(0)⟩ ∝
(
a†1
)N |0⟩, we generate a NOON state in site 1,L, as
discussed in the previous sections, using the splitting field in the middle of the chain.
The next step is to add a phase factor between the two NOON components. This
is achieved by freezing the dynamics of the system at the transfer time t∗. Indeed,
a controllable phase factor can be added using a local field in the last site of the
chain. Finally, once lowered the lattice potential, a second beam splitter operation is
performed by the splitting field which produces interference fringes at the endpoints
of the chain at time7 2t∗.
For an ideal lossless transformation, the state produced at the two boundary
7We have already discussed, in Chap. 2, that the splitting field does not introduce relevant modi-
fication of the transfer time.
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sites of the chain, at the transfer time t∗, would be
|ψ(t∗)⟩1L = 1√
2
(|N0⟩+ i|0N⟩) . (4.10)
Once we apply the phase transformation Φ = diag(1,eiφ ) (namely a phase shift on
site L), a second ideal beam splitting transformation would produce the output state
at time 2t∗,
|ψ(2t∗)⟩1L = 12
[(
1− eiNφ
)
|N0⟩+ i
(
1+ eiNφ
)
|0N⟩
]
, (4.11)
where the phase accumulated is Nφ with N being the number of particle in the
NOON state. Therefore, the presence of a NOON state is revealed by measuring
the interference fringes8 (i.e. the probability to have N particle in the first site as a
function of φ ).
We evaluate numerically the interference fringes for a two particle bound state
in a uniform chain with length L = 5 and U/J = 5. A controllable phase factor
is introduced after freezing the dynamics of the system, namely by increasing the
lattice depth at time t∗ ≃ LU/J2, by applying a local field in the last site. Indeed,
the Hamiltonian (1.64) is then quenched at t∗ to
H ′ =
L
∑
j=1
Unj(n j−1)−βLnL , (4.12)
and once the system evolves for a time t ′, the phase difference generated between
site L and 1 is φ = βLt ′. Then for t > t ′ the lattice potential is lowered again and the
dynamics is described again by the Hamiltonian (1.64). We finally let the system
evolve for a time t∗ and evaluate the probability P11 to have the bound particle in
the first site at the transfer time9.
8Although previous experimental results measured just the parity of single sites (which would
exclude a direct observation of the N = 2 case discussed so far), this detection issue in optical lattice
has been recently circumvented up to four particles in the same site, as discussed in Sec. 1.4.2.
9Alternatively, in Chap. 2 we have discussed a time independent mechanism to introduce a con-
trollable phase factor, via a step-like potential on the right-half of the effective chain, which corres-
ponds to a piecewise constant potential in the Bose-Hubbard model (1.64).
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In Fig. 4.10 we show the results for P11 as a function of the phase factor φ .
By comparing our data with the results of an ideal lossless transformation, from
Eq. (4.11), (shown as a line in Fig. 4.10) we observe the interference fringes are
in the same positions as in the ideal transformation. Because we have considered
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Figure 4.10: NOON state detection with bound particles. Interference fringes in aMach-
Zehnder scheme for a two particle bound state for a chain with L = 5 and
U/J = 5. We plot the probability P11(t∗) to have the bound state particle in
the first site after a time evolution of t∗ ≃ LU/J2, when a phase factor φ is
introduced in the system. The line data represent the result for an ideal lossless
Mach-Zehnder transformation.
a homogeneous chain, the effect of the dispersion reduces the height of the peaks
compared to the ideal case. However, the efficiency of our scheme can be pushed up
to 100%, by first engineering the effective Hamiltonian (4.3), using the techniques
developed in Chap. 3 for producing a perfect splitting, or via an almost perfect
splitting, developed in Chap. 2. Our scheme can be easily extended to bound states
with a higher number of particles.
Although parity projection effects has been recently circumvented, up to four
particles per site, as discussed in Sec. 1.4.2, we show that the interference fringes
generated by the NOON state can be detected, limited the case ofM= 2, by quench-
ing the inter-particle interaction (U/J = 0, i.e. via Feshbach resonances) just after
the phase factor is added in the system. In the lossless case the final state of the two
boundary sites is
|ψ(t ′′)⟩1L ∝
[
(1− ieiNφ )|20⟩+(ieiNφ −1)|02⟩+2i(1+ eiNφ )|11⟩
]
.
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Here t ′′ is the transfer time of free particles in the lattice t ′′ ≃ L/J. The probability
to find one particle in each end at t ′′ is
P1L(t ′′) =
2(sinNφ −1)
sinNφ −3 . (4.13)
From the latter we see with a choice of φ = −5π/4 the output state results in
|ψ(t ′′)⟩1L = |11⟩, which can be measured using single particle fluorescence tech-
niques. The latter detection scheme has two main advantages: first of all it cir-
cumvents the parity projection measurement issue, because the fringe measurement
requires only single atom detection. In second place the decoherence influence is
reduced, because after the phase factor is added, the particles are non-interacting,
which means that this scheme is faster compared to the bound state case. In Fig.
4.11 we show the results obtained for the probability to observe one particle in each
end, in a chain with L= 5 andU/J = 5, at time t ′′, compared to the lossless case in
Eq. (4.13).
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Figure 4.11: Two particle NOON Detection after Quenching Dynamics. Interference
fringes after a quench to U/J = 0. The chain has length L = 5 and we set
U/J = 5 for generating the two particles NOON state in the edges at time
t∗ ≃ LU/J2. Once the NOON state is generated the dynamics is frozen by
increasing the lattice depth, then a controllable phase factor φ is added by
tilting the lattice. Once the inter-particle interaction is quenched toU/J= 0we
let the system evolve, and we measure the probability P1L(t ′′) where t ′′ ≃ L/J
is the transfer time of the free chain.
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4.8 Quantum Enhanced Metrology with Bound
States
As shown in Fig. 4.10, the interference fringes using a two particle NOON state have
half the spacing compared to a single-particle case in Fig. 1.18. This is important
because a larger slope of the probabilities as a function of φ that, in turn, enables
the estimation of the phase φ from the measurements with higher sensitivity, as
discussed in Sec. 1.9.2.
To make this point quantitative, a threshold on the phase precision estimation
can be made by computing the Quantum Fisher Information FQ, which provides a
lower bound on the variance of an estimator φˆ of the phase φ via the Cramér-Rao
bound
(
∆φˆ
)2 ≥ 1/(νFQ), where ν is the number of independent measurements.
Indeed, the variance of the phase estimation precision for and ideal NOON states
scales as 1/M, as shown in Sec. 1.9.2. Here we evaluate numerically FQ when our
scheme for producing NOON state is employed.
We generate a NOON state by letting the initial state |ψt=0⟩ ∝
(
a†1
)M |0⟩ to
evolve for t ≃ LUM−1/JM. We add a relative phase factor between the edge sites, as
described in the previous section, by using a local field in the last site of the chain.
After these steps we get then the state |ψ(φ)⟩= exp(−inLφ) |ψt⟩which, in the ideal
case, would be a φ -dependent NOON state (|M0⟩1L+ ie−iφM|0M⟩1L)/
√
2 on sites
1,L. In Sec. 1.9.2 we find that the Quantum Fisher Information can be computed
using the formula
FQ = 4∆n2L = 4
(⟨n2L⟩−⟨nL⟩2) , (4.14)
which in the ideal case results in FQ =M2. We now show that even the imperfect
NOON states obtained with uniform chains are sufficient to achieve a quantum en-
hanced sensitivity. We consider a uniform chain with length L = 5 and a bound
state with M = 2,3. In Fig. 4.12 we plot the best achievable phase uncertainty
∆φ = 1/
√
FQ, in a single measurement ν = 1, as a function of the onsite interaction
U/J for a two and a three bound state. The grey and the red lines represent respect-
ively the “classical” limit ∆φcl = 1/
√
M (obtained e.g. using coherent states where
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Figure 4.12: Phase estimation precision for bound states. Phase estimation precision
∆φ = 1/
√
FQ, where FQ is the Quantum Fisher Information for the estimator
nL in a uniform chain with L= 5 respectively for a two particle bound state and
for a three particle bound state (inset), as a function of the onsite interaction
U/J. The red dashed/grey dotted lines represent the ideal quantum/classical
lower bound, respectively ∆φquant = 1/M and ∆φcl = 1/
√
M.
M is the average number of particles) and the ideal quantum limit ∆φquant = 1/M.
The results obtained for FQ for a homogeneous chain can be improved by a full
engineering of the coupling profile. Indeed, as discussed previously, by engineering
the effective coupling profile (4.3), with a perfect splitting strategy, Chap. 3, the
NOON state created has unit fidelity and it fulfils the scaling 1/M for the value of
FQ.
4.9 Conclusions
In this chapter we have analysed the possibility to transfer bound particle states
between the endpoints of a finite lattice and their use for small cat state (NOON state)
generation, using a minimal control setup. We have derived an effective single-
particle theory to describe the dynamics of bound states in a Bose-Hubbard model
showing how edge-localisation effects, that correspond to effective edge fields, in-
fluence the dynamics when the system is initially located in one lattice end. We have
found the existence of a quasi-localisation effect for a two particle bound-state and
we have shown that it increases of the delocalisation time from one end, compared
to the single particle case.
Via suitable static local impurities, located close to the lattice edges, we have
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inhibited localisation effects. This in turn has allowed us to realise transforma-
tions between far sites when strongly interacting particles are involved. Specific-
ally, we have showed how minimal engineering schemes, developed in a single-
particle framework, can be implemented for bound states to enhance the state trans-
fer efficiency. Then, we have found how to split the propagating bound state wave-
function, with a local barrier, which in turn has been exploited to produce small cat
states (NOON states) with high fidelity, in a minimal control setup.
The obtained NOON states in a Mach-Zehnder configuration has shown to
provide an improvement of the phase estimation between the output arms opening
up to quantum enhanced interferometry applications. Our method can be straight-
forwardly extended to fully engineered chains to realise 100% fidelity operations
between distant sites, such as the perfect state transfer of bound-particle states or
the perfect NOON state generation in an arbitrary long chain.
Compared with classical setups [177], and also to other schemes for atom in-
terferometry [187, 219] the generation of NOON is important to enhance the es-
timation precision of the phase difference between the output arms of an interfer-
ometer [173, 175, 177, 220], making it highly attractive for technological applica-
tions. For example super-resolution for NOON states withN= 2,3 has been recently
shown experimentally for microscopy purposes [212].
In the previous chapters we have analysed how the lattice profile can be mod-
elled in low control setups to realise useful transformations between remote sites of
a quantum wire. In the next chapter we exploit directly the role of the interaction
to analyse the possibility to generate a quantum gate between remote qubits, via
scattering interaction.

Chapter 5
Quantum Gates via Scattering
Interaction
5.1 Introduction
In the previous chapters we have analysed applications of quantum walk of single
and multiple excitations, in a weakly and strongly interacting regime, in a 1D lattice
model. The possibility to control the motion of neutral atoms in reconfigurable
geometries opens up a natural question, namely whether atoms, as “flying qubits”
in a lattice, can be used for quantum computation applications. In this scenario, as
sketched in Fig. 5.1, a 1D lattice waveguide, where atoms can naturally move, acts
as an “on-demand” bus for connecting well separated quantum registers or distant
qubits of the same register.
Quantum logic between flying qubits usually exploits the atom indistinguishab-
ility of non-interacting particles, hence the name “linear optics” quantum computa-
tion [165, 214]. An effort towards the realisation of the linear optics paradigm with
atoms has been explored in Chap. 2, where for such an approach to be viable one
has to engineer circumstances so that the effect of the inter-particle interactions can
be neglected. On the other hand, it is known that information processing applica-
tions (e.g. two qubit quantum gates) in photonic systems can be realised introducing
large cross-Kerr non-linearities through atomic media [214]. However, because the
strength of these terms is usually weak, an open question is whether the atom nat-
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Figure 5.1: Quantum gates between flying qubits. Two atom registers, made of neutral
atoms (red) trapped in an optical potential are connected with an “on demand”
quantum channel, made of an atom waveguide (yellow), realised via optical
potential control. Once the trapping potential is lowered, the addressed atoms
propagate through the guide, realising a interaction between two qubits of dif-
ferent quantum registers.
ural interaction could provide an advantage for quantum computation compared to
photonic setups. Indeed, strong non-linearities, from the atom-atom interaction, are
easily achievable in optical lattices.
Another advantage of using atoms, compared to photonic system, is that qubits
can be interchanged from static (e.g. for building a quantum register) to dynamics,
(e.g. for quantum gates and state transfer) by controlling the lattice potential depth.
In this chapter we consider a system of two particles in a 1D lattice, and we
exploit their internal degree of freedom (i.e. two hyperfine levels of the atoms) to
encode two states of a qubit. Single qubit operations are easily implemented via
microwave radiation, together with a tightly focussed laser, or using a two photons
Raman transition [15,45]. We consider an intermediate interaction regime, (i.e. with
finite value of the onsite interaction U in the Hamiltonian (1.64)) with the aim of
realising a quantum gate between two flying particles in the lattice. A two qubits
entangling gate is indeed important, as it enables universal quantum computation
when combined with arbitrary single qubit rotations [221].
While quantum gates exploiting the mutual interactions of two material flying
qubits have not been considered yet in full detail, the corresponding situation for
static qubits has been widely studied (e.g., [29, 47, 48, 53, 54]). However, these
methods typically require a precise control of the interaction time of the qubits or
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between them and a mediating bus (e.g., [222–224]. Still static qubits offer the
natural candidate for information storage.
While it is known that both spin-dependent [225, 226] and spin-independent
[227,228] scattering can entangle, it is highly non-trivial to obtain a useful quantum
gate. One example is provided in [229], where a two-qubits quantum gate is imple-
mented via a scattering process between a flying and a static qubit (as a magnetic
impurity) and a potential barrier in a 1D waveguide. However, generally the reflec-
tion and transmission amplitudes in scattering processes depend on the internal states
of the particles involved, making difficult to ensure a unitary operation, for instance
a quantum gate that acts exclusively on the limited logical space (e.g. internal/spin)
that encodes the qubits. A scattering based approach for creating entanglement in
a lattice setup has been consider in [230], although it requires periodic boundary
conditions and careful initialisation and control of particles’ momenta. On the con-
trary in this chapter we show how an entangling gate can be implemented, in a low
control process, through the scattering of flying qubits in a finite lattice, that does
not require any external control for controlling the particle momenta. This makes
our setup attractive for applications as the qubits can be interchanged from static to
mobile, thus making possible both storage and computation with the same physical
setup [63].
5.2 Entangling Gate via Spin Independent Elastic
scattering of Two Particles
As a first step, to build a model for a quantum gate between two distant register
atoms, we consider a spin independent contact interaction between two particles,
with initial momenta p1 ≡ (p1,0,0) and p2 ≡ (p2,0,0), in a 1D waveguide. Such a
one-dimensional system may be experimentally realised by confining the atoms to
a highly elongated harmonic trap of transverse frequency ω⊥ and axial frequency
ωz = λω⊥, with λ ≪ 1 [77]. In a 1D waveguide, the system can be described by a
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Lieb-Liniger model, with Hamiltonian [77, 94],
H =−
2
∑
j=1
∂ 2
∂x2j
+2cδ (x1− x2), (5.1)
where x1 and x2 are the position of the two particles and c is the strength of the
collisional delta interaction. For two incoming particle with momenta p1 and p2,
the energy is E = p21+ p22, and the Hamiltonian (5.1) preserves the total momenta
and the energy during the scattering process [77], namely the outgoing particles also
have the same values p1 and p2. We consider the elastic scattering of two particles,
with initial momenta p1 and p2 in a 1D system. The result of the collision can
be described through a scattering matrix formalism, as a transformation between
initial states to reaction products [84, 231]. The matrix elements of S are related
to the transition probability from free particle in-states to free particle out-states.
In other words, callingU(t, t0) = exp(−iH(t− t0)) the time-evolution operator and
|ψa(−∞)⟩ = |φa⟩ and |ψa(+∞)⟩ = S|φa⟩ the initial/final state of the system, with
|φa⟩ an eigenfunction of H, the S-scattering matrix is defined as
S= lim
t→+∞ limt0→−∞
U(t, t0), (5.2)
whose matrix elements are explicitly connected to the transition probability from a
state |φa⟩ to |φb⟩ as Pa→b = |⟨φb|S|φa⟩|2. A generic two particle state, in a domain
0≤ x1 ≤ x2 ≤ L, that can be written as
|ψ⟩= ∑
0≤x1≤x2≤L
ψ(x1,x2)|x1,x2⟩ , (5.3)
where x1 and x2 are the positions of the two particles and p1 and p2 their momenta.
The wavefunction for two spinless particles in the model (5.1) must satisfy the free-
particle Shrödinger equation except when they occupy the same position [77]. This
5.2. Entangling Gate via Spin Independent Elastic scattering of Two Particles159
means that one ansatz for the wavefunction of the system is
ψ(x1,x2) = eip1x1eip2x2 +S(p1, p2)eip2x1eip1x2 =
= ei
(
p1x1+p2x2−i φ122
)
+ ei
(
p2x1+p1x2+i
φ12
2
)
, for x1 ≤ x2,
(5.4)
where S(p1, p2)≡ eiφ12 is a phase factor acquired1 by the wavefunction when the two
particles scatter through each other [234,235]. For incident particles with momenta
p2 > p1, the scattering matrix, has been computed in [236], whose expression is
S(p1, p2) =
p2− p1− ic
p2− p1+ ic . (5.5)
We consider the case in which two particles, with some internal degrees of freedom
to encode a qubit state, collide. We assume that the collision can be modelled as a
spin independent contact interaction for point-like particles, as in Eq. (5.1), and we
label the relevant internal states as |↑⟩, |↓⟩. For the case of two bosons (e.g. a spin-
1 particle), in a symmetrical state of the internal degrees of freedom, the external
degrees of freedom have also to be symmetric, and the S scattering matrix is the
same as for spinless bosons, Eq. (5.5). On the other hand, because the two particles
are bosons, an antisymmetric spin state means that the spatial wave function of the
two particles is also antisymmetric, so that the amplitude of the total wavefunction
for x1 = x2 is zero (the chance of a contact interaction is zero, then the two particles
do no scatter from each other). These observations lead to the S-scattering matrix,
SB(p1, p2) =
(p2− p1)− icΠ12
p2− p1+ ic , for p2 > p1, (5.6)
whereΠ12 is the SWAP (permutation) operator acting on the spin degree of freedom.
More precisely, calling |v⟩1 and |u⟩2 two arbitrary spin state of particles 1 and 2,
Π12|v⟩1|u⟩2 = |u⟩1|v⟩2, (5.7)
1Indeed, for instance, for p1 > p2, because x1 ≤ x2 the second term means that the two particles
have acquired a phase factor due to the collision. In the S-matrix formalism one can interpret the two
total wavefunction as the superposition of an “incoming wave” and an “outcoming wave”, while the
S-matrix is defined as their ratio [232, 233].
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so that Π12 is a 4×4 matrix that can be rewritten in terms of projectors in the sym-
metric/antisymmetric subspaces, Π±, as
Π± =
1
2
(1±Π12) . (5.8)
If the spin state is symmetric the spatial wavefunction is also symmetric so a phase
factor given by Eq. (5.5) is acquired during the collision. Conversely for an anti-
symmetric spatial wavefunction the particles has zero probability to be in the same
site so no phase factor is acquired during the collision. Therefore, the scattering
matrix for bosons with an internal degree of freedom is
SB(p1, p2) =Π−+S(p1, p2)Π+ , (5.9)
which, by direct substitutions leads to Eq. (5.6). In the fermion case (e.g.for a spin
1/2 particle), the S-scattering matrix has been computed by C. N. Yang [237]. Using
the decomposition in terms of projection operators,
SF = S(p1, p2)Π−+Π+ , (5.10)
the scattering matrix for fermions with an internal degree of freedom is
SF(p1, p2) =
(p2− p1)+ icΠ12
p2− p1+ ic , for p2 > p1. (5.11)
We consider a frame in which two qubits are moving towards each other, so that we
label the qubit that moves towards right as A and B the one with momentum towards
left. Hereafter we represent the state of the system in the typical second quantisation
form for flying qubits [238], as for instance |↑⟩A≡ a†pA,↑|0⟩. Given the possible input
state of the two flying qubits system, the output results from the scattering matrix
5.3. Quantum Gate for Distant Stationary qubits in a Lattice 161
Eq. (5.6) and Eq. (5.11), as
SB/F |↑⟩A|↑⟩B = eiφB/F |↑⟩A|↑⟩B,
SB/F |↓⟩A|↓⟩B = eiφB/F |↓⟩A|↓⟩B, (5.12)
SB/F |↑⟩A|↓⟩B = pA+B|↑⟩A|↓⟩B∓ ic|↓⟩A|↑⟩BpA+B+ ic ,
SB/F |↓⟩A|↑⟩B = pA+B|↓⟩A|↑⟩B∓ ic|↑⟩A|↓⟩BpA+B+ ic ,
where pA+B = pA + pB. The phase factors accumulated are eiφB = pA+B−icpA+B+ic and
eiφF=1, whereB/F indicate the two bosons/fermions case. It is clear fromEq. (5.12)
that, unless either pA+B or c are equal to zero, the result of the collision process is
an entangled state, for the initial state |↑⟩A|↓⟩B or |↓⟩A|↑⟩B. Specifically, the optimal
condition
pA+B ≈ c, (5.13)
generates the maximum entanglement possible from the collision, as the right hand
sides of the last two lines of Eq. (5.12) correspond to the maximally entangled states
e−i
π
4√
2
(|↑⟩A|↓⟩B∓i|↓⟩A|↑⟩B) and e
−i π4√
2
(|↓⟩A|↑⟩B∓i|↑⟩A|↓⟩B) respectively, as sketched
in Fig. 5.2(a). The above gate could aid universal quantum computation through
scattering with both bosonic and fermionic qubits. The quantum gate, Eq. (5.12),
exploits a low control process, as the only requirement is local rotations of the qubit
state, to initialise the internal state of the colliding atoms.
5.3 Quantum Gate for Distant Stationary qubits in a
Lattice
In the previous section we have discussed a mechanism to implement a quantum
gate between two flying qubits in a 1D waveguide, exploiting a spin independent
collisional interaction. In this section we consider the implementation of the model
in an optical lattice for two particles with an internal spin degree of freedom. A
discrete variant of the Hamiltonian (5.1) is represented by the Hubbard model [232,
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(a) (b)
Figure 5.2: Quantum gate between flying atomic qubits. (a) Two identical particles in a
1D waveguide, labelled as A,B accordingly to their momenta direction pA, pB,
produce an entangled state after the collision. An internal state encodes the
qubit state. (b) Implementation of the scheme in a finite lattice. Two particles,
with an internal spin degree of freedom, are initially located in the edge sites
of a finite lattice. The chain couplings, in Eq. (1.64), are set to Jj = J0 in sites
1,L, and Jj = J in the bulk sites.
236], as
H =∑
j,α
Jj
2
(
a†j,αa j+1,α +H.c.
)
+ ∑
j,α,β
Uαβj
2
n j,αn j,β , (5.14)
where α,β ∈ {↑,↓} label the two relevant internal state (e.g. two hyperfine states).
In a chain of length L, the free-space evolution in Eq. (5.1) is replaced by particle
hopping. For a homogeneous chain Jj = J, Uαβj =Uαβ , particle collisions lead to
the scattering matrix given by Eq. (5.6), with the substitutions [232,239,240],
p j → sin p j, c→Uαβ/J. (5.15)
Therefore, the condition to get the maximum entanglement, Eq. (5.13), is realised
for sin p1− sin p2 ∼ 2U , whereU ≡U↑↓/2J.
As a concrete realisation we consider two 87Rb atoms loaded in a 1D optical
lattice of length L, where two particles are initialised in the edge-points via single-
site addressing techniques, as discussed in Sec. 1.4.2. To encode the spin degree
of freedom, as relevant internal states we consider two distinguishable hyperfine
states, namely2 |↑⟩ ≡ |F = 1,mF =−1⟩ and |↓⟩ ≡ |F = 2,mF = 1⟩. As discussed,
2Spin-exchange collisions are highly suppressed for these states, due to the little difference, less
than 5%, between the triplet and the singlet scattering lengths [77].
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in Sec. 1.3.5, the collisional interaction parameters Uαβ depends on the strengths
gαβ3D , accordingly to Eq. (1.76). The coupling strength g
αβ
3D are connected, via Eq.
(1.54), to the s-wave scattering lengths. Numerical values are reported in Tab. E.3.
Typically, as discussed in Sec. 1.3.2, the s-wave scattering length values can be
tuned via Feshbach resonances. However, as discussed in Sec. 1.3.2, this is usually
difficult in the specific case of 87Rb. Therefore, to control the interaction para-
meters Uαβ , we control the depth of the lattice potential, as shown in Eq. (1.76).
To reach a one-dimensional regime we set the harmonic lattice transverse trapping
frequency to ω⊥/2π≃18 kHz. The 1D pseudo-potential coupling constants, gαβ1D ,
are obtained from the 3D measured values, Tab. E.3, via Eq. (1.57). We find
g↑↑1D = 1.14×10−37 Jm, g↑↓1D = 1.12×10−37 Jm and g↓↓1D = 1.09×10−37 Jm.
In the previous section we have shown that in a 1D waveguide, an entangling
gate is obtained, via Eq. (5.12), by initialising the two particle momenta and tuning
the interaction collisional parameter, via Eq. (5.13). Then for flying qubits we have
considered a fixed c, and we have tuned p j to obtain the desired gate. On the other
hand, in an optical lattice setting we initialise two particles in the edge sites with zero
initial velocity. Therefore, because of the dispersive dynamics in the scattering re-
gion the quasi-momenta have a distribution, whose width depends on the number of
lattice sites L. In other words, in a lattice, althoughUαβ can be controlled precisely,
a control of the quasi-momentum requires the creation of a wave-packet namely
control and initialisation of many-sites. This kind of control can be avoided, by ini-
tially placing two particles in the boundaries of the lattice, as sketched in Fig. 5.2(b),
(particle A on the left and particle B on the right) and locally tuning the coupling J0
between the boundaries and the rest of the chain (all the other couplings are uniform
Jj=J), as discussed in Sec. 1.6.4.1. Indeed, an optimal choice of J0/J has a two-
fold effect: firstly it generates two wave-packets whose momentum distribution is
Lorentzian, narrowed respectively around pA=−pB≃±π/2, whose width depends
on J0; secondly it generates a ballistic quasi-dispersionless evolution, allowing an
almost perfect reconstruction of the wave-packets after the transmission, (occurring
at time t∗ ∼ L/J) in the opposite end.
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In the scheme, Fig. 5.2(b), two particles are initially located in opposite edge
sites, then they interact close to the centre of lattice. Finally, they reach the end-
points again where, because of the OPT coupling scheme, Sec. 1.6.4.1, they are
almost localised, allowing a single site read-out procedure. As we previously men-
tion in this section, because pA+B is fixed, the maximum amount of entanglement is
generated from the transformation, Eq. (5.12) and Eq. (5.15), for
U↑↓/2J = |sin pA+B|= 1. (5.16)
We find, from Eq. (1.76), that for 87Rb the optimal condition is satisfied for a lattice
depth of V0/ER ≃ 2.18, which corresponds to J/h¯≃ 242 Hz. This is shown in Fig.
5.3, where the ratio Uαβ/J, evaluated from asymptotic expressions, Eq. (1.76), is
plotted as a function of the lattice depthV0, for the one dimensional coupling strength
gαβ1D .
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Figure 5.3: Optimal condition for the gate. Plot of the ratio Uαβ/J as a function of the
lattice depth V0 (in recoil energy units), using the one dimensional coupling
strength gαβ1D , where α,β ∈ {↑,↓} for a transverse confinement of ωT/2π =
18 kHz. The grey dashed line is the value, in Eq. (5.16), that optimises the
quantum gate Eq. (5.12).
5.4 Efficiency of the Scheme
The efficiency of the scheme developed in the previous section is affected by the
transmission quality in the lattice and by the quasi-momenta distributionwidth, close
to the interaction region. The optimal coupling scheme in our setup guarantees that
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the transmission quality is above 85% even for long chain, as shown in Tab. 1.1. On
the other hand, once the interaction parameter Uαβ is set to the optimal value, Eq.
(5.16), because the momentum profile has a finite width around pA+B ≃ π/2, the
transformation, Eq. (5.12), yields to slightly different gates for different momentum
components. In this section we quantify the efficiency of our scheme numerically
finding the join probability amplitude, Aαβjk (t
∗), to have the particle A in site j and
internal state α , and a particle B in site k and internal state β . The gate time is
indicated with t∗ and L is the chain length. The output of our system depends on
the internal state of the initial condition, namely Aαβ1L (0) = 1. As we are considering
two boson/fermion particles with two distinguishable internal state, we simulate the
dynamics through methods developed in Appendix A.3.
As a preliminary step, we consider a single particle, in |ψ(0)⟩ = a†1|0⟩, in a
chain described by a Bose-Hubbard model (1.64), with J and J0 respectively the
bulk/endpoint tunnelling strength, as discussed in Sec. 1.6.4.1. We numerically
find the values of J0/J and t that maximises the probability PL ≡ |⟨L|ψ(t)⟩|2 close
to t ∼ L. We call these values Jopt0 , the optimal coupling parameter, and t∗ the gate
time. As we are considering a finite chain, we expect finite-size corrections on the
optimal interaction value compared to the ideal condition, Eq. (5.16). Therefore, to
find the condition that maximise the efficiency of the transformation Eq. (5.12), we
consider two distinguishable particles in the initial state A↑↓1L(0) = 1 and we numer-
ically compute A↑↓1L(t∗) and A
↑↓
L1(t
∗), finding that
A↑↓1L/A
↑↓
L1(t
∗) =−iU↑↓/Uopt , (5.17)
where Uopt is the value of U↑↓/2J that optimises the transformation Eq. (5.12) for
distinguishable particles, as shown in Fig. 5.4. Indeed, in Fig. 5.4(a) we find that
|A↑↓1L/A↑↓L1|(t∗) has a linear dependence from U ≡ U↑↓. We find the optimal value
Uopt from a linear fit over the data. The value found is used in Fig. 5.4(b), where
we show that for a chain of L= 21, the optimal choice ofU↑↓/J = 2Uopt = 2×0.95
realises the condition P↑↓1L (t∗) = P
↑↓
L1 (t
∗), where we have defined the probabilities
P↑↓jk (t
∗) ≡ |⟨ jk|ψ(t∗)⟩|2. The phase difference is shown in the inset of Fig. 5.4(b),
166 Chapter 5. Quantum Gates via Scattering Interaction
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0.0 0.5 1.0 1.5 2.0
0.
0.2
0.4
0.6
0.8
1.
�
|� ��
/� ��
|(�* )
(a)
●
●
●
●
●
●
●
●
●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■
■
■
■
■
■
■
■■■
■
■
■
■
■
■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
● |��� �
■ |��� �
0. 0.5 1. 1.5
0.0
0.2
0.4
0.6
0.8
1.0
�/�*
●●●●●●●●●●●●●●●●
●●●
●●●●●●●●●●●●●●●●●●●●
●●
●
●
●
●
●
●●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●
●
●
●
●
●
●●●●●
●●
●●
0. 0.3 0.6 0.9 1.2 1.5
-π
2
0
π
2
�/�*
�
��
�
�
�
/� ��
(�)
(b)
Figure 5.4: Quantum gate via scattering collision. (a) Plot of the ratio |A↑↓1L/A↑↓L1|(t) as a
function of the interactionU ≡U↑↓. The value ofUopt is found from a linear fit
over the data. (b) Plot of the probability |A↑↓1L(t)|2 (dashed blue) and |A↑↓L1(t)|2
(orange line), as a function of t (in units of the gate time t∗ ≃ 26.08/J in a L= 21
chain. Themutual interaction is set to the optimal valueU↑↓= 2Uopt= 2×0.95.
(inset) Phase difference between the amplitude probability A↑↓L1(t) and A
↑↓
1L(t) as
a function of the time t/t∗.
where we observe that the phase factor at the gate time t∗ ≃ 26.08/J is π/2. The
results are then compatible with the gate Eq. (5.12), where the Uopt is close to the
ideal value in Eq. (5.16).
To better characterise the system, we evaluate how the optimal parameterUopt
depends on the chain length L, showing that the agreement with the ideal value
(grey dashed line) improves for longer chains, as shown in the inset of Fig. 5.5(a).
We evaluate the amount of entanglement generated in the transformation via the
Concurrence [241–243]. Specifically, it can be shown that Concurrence between
the first and the last sites of the chain is C1L(t∗) = 2|A↑↓1LA↑↓L1∗|(t∗) [244–246]. By
exploiting techniques in Appendix B and C, from an asymptotic analysis, since the
wave-packets are peaked around p j ≃±π/2, we find that
C↑↓1L = f
4
1L
2U/Uopt
(U/Uopt)2+1
, (5.18)
where f1L is the transmission probability from site 1 to site N at the transmission
time and 1−Uopt∝∆2, where ∆ is the width of the wave-packet. For optimal values,
Sec. 1.6.4.1 and [146], of J0≈1.03L−1/6 one finds ∆≃0.53L−1/3 and accordingly
Uopt≈1−0.41N−2/3, as shown in the inset of Fig. 5.5(a) (red line). In Fig. 5.5(b) we
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Figure 5.5: Scattering of two distinguishable particles. (a) Scaling of the maximum of
ConcurrenceC↑↓1L(t∗) as a function of the chain length L. The maximum is found
from the fit, Eq. (5.18), over the data in Fig. 5.5(b). (inset) Optimal inter-
particle interaction strengthUopt as a function of the chain length L. Numerical
values are found via a linear fit over the data of the ratio |A↑↓1L/A↑↓L1|(t∗) as a func-
tion of the interactionU↑↓/J in Fig. 5.4(a). (b) Concurrence C↑↓1L as a function
ofU ≡U↑↓/J for a chain of L= 51. The maximum of concurrence f 41L = 0.81
appears forUopt = 0.97.
show the concurrence C↑↓1L as a function of U ≡U↑↓, where the red line represents
a fit over the data, accordingly to Eq. (5.18), for a chain with L= 51. On the other
hand, themaximumvalue of the concurrence depends only on the transfer quality f1L
which is non-zero even in the thermodynamic limit, as shown in Sec.1.6.4.1, which
results in the maximal concurrence Cmax1∞ = f 41∞ ≃ 0.51. Explicit results for a finite
chain are shown in Fig. 5.5(a), where we show how the maximum of concurrence,
found from a fit over the data in 5.5(b), scales with the length of the chain L.
5.5 Conclusions
In view of the recent unprecedented capabilities of observing atomic quantum walks
in lattice experiments [22, 32, 33, 69, 129], in this chapter we have shown how the
natural interaction between atoms can be harnessed for quantum logic. Specifically,
we have analysed a low control method to exploit the spin independent scattering of
two qubits, initially in remote sites of a lattice, to implement an entangling quantum
gate. Compared to existing studies [45,53,54,57,230] our strategy represents a low
control technology as it requires only single-site rotations (to initialise the gate) and
the lattice depth control (or the onsite-interaction), while atom momenta control
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is naturally provided via a tuning of the end hopping couplings. Our scheme is
compelling for applications as the lattice depth control makes possible to interchange
static to flying qubits, avoiding the necessity to seek some mechanism to couple
static to mobile particles. Indeed it is highly desirable to apply entangling gates
between distant qubits without bringing those physically together [63], to allow one
both to store and to process information with the same physical setup.
Chapter 6
General Conclusions and Future
Prospects
The ability to generate trapping potentials for ultra-cold gases has revolutionised the
research field of many-body physics. With the introduction of optical lattices, both
boson and fermion atomic species can be trapped and controlled in ranges of para-
meters not easily accessible with other physical systems. Together with single-atom-
resolved detection techniques, optical lattices embody one of the most advanced
platforms for quantum simulations of discrete models on a lattice, providing a valu-
able tool for investigating a plethora of phenomena in condensed matter physics,
ranging from quantum magnetism to particle-phonon interaction, in ranges of para-
meters which go beyond standard models in these fields.
In this thesis we have introduced novel results aimed at exploring the possibility
of using lattice models for the development of new quantum devices. To pursue this
goal, we exploit their features to realise a 1D model of a quantum wire, focussing
our attention on their ability to convey information between distant locations without
the necessity of active control strategies. Besides, we have explored 1D channels as
a tool to dynamically trigger highly coherent transformations, exploiting the natural
particle dynamics in a lattice through a minimal control of the lattice potential and
of the inter-particle interactions.
To accomplish our objectives, the main strategy followed in this thesis is based
on the introduction of few suitably tuned impurities in the lattice potential, and on
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the exploitation of the mutual interaction between atoms.
We have proposed a strategy, that does not rely on active atomic transport with
external potentials. In this way we can simulate arbitrary linear optics networks with
minimal control on static (potentially remote) bosons in a many-site lattice. Spe-
cifically, we have shown that fundamental operations between arbitrary remote sites
are obtained by mixing quantum walks with suitably tuned local impurities. Sev-
eral applications have been considered: in particular, the achievement of a balanced
remote beam splitter, a Mach-Zehnder interferometer, and the two-mode Hong-Ou-
Mandel effect, rather robust against atom-atom mutual interactions. We have also
shown the existence of a sudden dynamical transition from bosonic to fermionic be-
haviour triggered by the on-site interaction. Our scheme has a natural importance for
metrology applications, and may pave the way for the study of interference effects
in a many-boson optical lattice, such as boson sampling.
As a further step, we have also devised conditions for which the dynamics pro-
duces a perfect splitting and reconstruction. The lattice potential profile has been
designed to completely neutralise dispersion effects, so that a localised wave-packet
evolves coherently along the chain and at a particular point is perfectly split into
transmitted and reflected components that propagate in opposite directions without
dispersion. Besides shedding light on quantum interference phenomena in 1D, our
results are particularly useful for applications. In this respect, in atomic lattices we
have generated perfect interference effects, (i.e. bunching and anti-bunching) and
peculiar quantum interference patterns that result in regular structure in the space-
time evolution of the many-particle wave-function, known as quantum carpets. Fi-
nally, in a spin-chain setting, we have made use of the particle splitting scheme to
generate maximally entangled states between distant parts. We expect that the per-
fect wave-packet splitting could become a general tool for a variety of applications in
controlled quantum interference and quantum information processing, for instance
for fractional revivals in spin models [247, 248].
We have explored the possibility to transfer states of bound particles between
the endpoints of finite lattices, and to employ them for the generation of small cat
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states (i.e. NOON states), in a minimal control setup. Indeed, with the introduc-
tion of local impurities we have realised a “magic” beam splitter [174] that allows
producing atomic NOON states with strongly interacting bosons, going beyond the
traditional regime of linear optics. We derive an effective single-particle theory for
describing the dynamics of a bound-particle state in a Bose–Hubbard model, finding
the existence of a quasi-localisation effect for a two particle bound state. By intro-
ducing static local impurities we have inhibited edge-localisation effects, enabling
the bound-state dynamics in finite lattices. A major goal has been accomplished by
evaluating quantitatively how the phase detection sensitivity improves in a lattice
Mach-Zehnder setup, using the NOON states generated as inputs.
Finally, we have shown how the spin independent scattering of two initially
distant qubits in a 1D lattice can be used to implement an entangling quantum gate.
A feature of the scheme is that particle quasi-momenta control is naturally provided
by few local edge impurities in the lattice potential. The only control required is on
the mutual atom interaction, via lattice depth control or Feshbach resonances.
Our findings have an impact for quantum information processing as well as for
metrology applications with atoms in a lattice. The result of our research could open
up a variety of applications. In the following, we indicate several points that, in our
opinion, are worth further investigation.
Bound States Applications in LatticeModels and Domain-Walls in Spin Chains
In Chap. 4 we have shown some applications of bound states in a finite lattice model
for quantum enhanced metrology applications. Strongly interacting particles have
also been recently used for a direct resonant transfer between topological edge states
in a staggered chain for a single doublon system [151, 152]. The main drawback of
the above schemes is that the transfer time scales exponentially with the number of
particles in the system, limiting the scalability for long chains. One solution could
come from a global shaking of the lattice. Indeed, in [249] it has been showed that,
in a two wells system, a time-periodically modulation of the tunnelling barrier can
increase the tunnelling period. One idea that could be developed is to develop an
effective theory for describing the dynamics of bound state under a global period-
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ical shaking of the tunnelling couplings, (i. e. of the lattice depth), to improve the
scalability of bound state systems. This eventually opens up to applications with
many-particles bound states, as high NOON states generation, high efficiency state
transfer. Moreover, as the mutual crossing of two bound state is forbidden by energy
considerations, a lattice shaking could be introduced for building up quantum gates
via scattering interaction. A similar strategy could lead, in spin chin systems, for
applications with magnetic domain-walls.
Tuneable QuantumMagnetism Simulators with Optical Lattices . In Sec. 1.5.2
we have shown that quantum magnetism models can be simulated in optical lattices
using a two specie Mott-Insulator state. The mapping between spin and lattice para-
meters has been found in [31] and experimentally realised in [32], where a quasi-
Heisenberg model has been realised. However, the effectively anisotropy parameter
∆, in the effective XXZ chain model, is hard to be tuned as it is independent from
the lattice depth and due to the difficulty to exploit Feshbach resonances in 87Rb.
Because of connection between Bose-Hubbard parameters and effective spin
parameter [31], a lattice shaking could be introduced to induce an effective paramet-
ers renormalisation, within the Floquet formalism [250], that leads to an effective
spin exchange modulation. This would have a huge impact on the field of simulation
of quantum magnetism with optical lattices [115].
KLMQuantumComputer and Boson Sampling. The building blocks of quantum
linear optics developed in this thesis work, could be arranged in a structured net-
work to realise a complete sequence of quantum gates. This is important for
quantum information applications, as an efficient quantum computer can be realised
within the linear optical paradigm, together with single-site measurement capabilit-
ies [165, 192]. In this case atoms have a huge advantage, with respect to photonic
implementations, as that atom detectors and sources are farmore efficient than single
photon ones [251]. However, there are two main obstacles towards a concrete real-
isations of a linear optics quantum computer with atoms in a lattice.
The first one is the mutual atom-atom interaction, as the KLM paradigm [165],
is based on non-interacting particles and non-linear effects, obtained via measure-
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ment of one the beam splitter output in the network. However, through a control
of the atom-atom interaction, the non-interacting regime has been already achieved,
for instance, for Cs atoms [71]. Although single-site detection is available for Rb
[16,17] and Yb [23,24], we are not aware of any realisation, at the present moment,
of a quantum-microscopewithCs atoms. Nonetheless, it is reasonable to believe that
this will probably be available in the near future. The second obstacle is the current
single-atom detection technique. Indeed, with current fluorescence detection all the
atoms position are revealed simultaneously and atoms are lost after the detection,
due to heating effects. A solution could be provided by non-demolition techniques
(i.e. Faraday rotation), which are already developed for ultra-cold gases [252,253],
once they reach the single-site precision. This seems a reasonable goal for the near
future, as in a very recent work, a non-demolitive atom imaging technique has been
showed with single site resolution [179].
Another possible application of our scheme is for the simulation of boson
sampling devices [166, 181], as scaling up boson sampling to a large number of
photons still represents a nontrivial experimental challenge [182, 183]. Indeed, a
random beam-splitter network could be mimicked introducing several impurities in
the chain. Moreover, as the atom-interaction is a tuneable parameter from free bo-
sons to a fermionised regime, our setup could opens up the study the role of a finite
interaction in the complexity of the boson sampling problem.
QuantumGates with Scattering Collisions.An alternative possibility for realising
quantum gate in a lattice is the direct exploitation of the atom interaction. In Chap.
5 we have indeed shown how a Quantum Gate can be obtained from the collision
of more atoms. Our findings could be extended to more complex structures, as star-
graph configurations, to realise complex operations and multi-particle entanglement
from the simultaneous collision of more atoms.
Metrology Application in a Lattice Model In Chap. 2 and 4 we have shown that
few particle initially in a finite lattice model, are a valuable resource for interfer-
ometry, in a Mach-Zehnder configuration. However, the capabilities of this setup
to sense spatial inhomogeneous external field, as its sensitivity should be analysed
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in full with realistic fields. Furthermore, the setup could be extended to ring con-
figurations to resemble a Sagnac configuration for potential application in quantum
enhanced gyroscopy.
Appendix A
Numerical Techniques for Quantum
Dynamics
In this section we show briefly the methods used to evaluate numerically the dynam-
ics of few excitation in themodel described by the Hamiltonian (1.64). A convenient
finite basis to describe a 1D lattice of length L and total number of particles M is
given by the Fock states [254]
|n1, . . . ,nL⟩= 1√n1! . . .nL!
(
a†1
)n1
. . .
(
a†L
)nL |0⟩, (A.1)
where n j are the number of particles in site j and∑Lj=1 n j =M is the total excitations
number. Once known the basic structure1 and the dimension of the Hilbert space
with fixed particle numbers, every state can be naturally stored in a computer as a
1D array [255]. For M bosons and L sites the size of the Hilbert space is
dimH boson(L,M) =
(L+M−1)!
(M−1)!L! , (A.2)
thus the number of resources to describe the full information contained in a many-
body state grow exponentially with the size of the system. The computation cost
results limits the possibility to simulate many-body physics with a classical com-
puter. Indeed, standard diagonalisation techniques, where all the matrix elements
1In general the number of states to be stored depends on the nature of the atoms and on the number
of internal degrees of freedom considered.
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are stored and no symmetries are exploited, cannot face problems over M = L > 8
in ordinary computers [12]. Several techniques make possible to overcome these
limitations, namely
• Symmetries in the Hamiltonian allow reducing the Hilbert space to an effect-
ive subset of states that can be populated during the dynamics [84, 85].
• The Hamiltonian of the system has generally a sparse matrix structure, which
can be stored efficiently on a classical computer viamappingmethods (namely
by storing only the non-zero matrix elements only) [256].
• Adaptive cutting techniques of the Hilbert space, based on an energy cut-off in
the energy spectrum (NRG), on an entanglement threshold of the system state
(MPS andDMRG) or limiting themaximum site occupation, can be employed
to reduce the computational expense of the many-body state representation
[257–260].
A.0.1 Symmetries
The physical description of a quantum system can be simplifies thanks to symmetry
proprieties. A symmetry is mathematically described as operator that commutes
with the Hamiltonian of the system [84,85]. The Bose-Hubbard model, Eq. (1.64),
has a number of symmetries [255], as[
H,
L
∑
j=1
n j
]
= 0, (A.3)
that ensures the total number of particles to be preserved during the dynamics. Mat-
rix elements ofH between states with a different particle numbers are thus zero, and
the Hamiltonian (1.64) can be reshaped to a block diagonal form, grouping the basis
states with the same number of excitations. The block diagonal structure, means
also that different subspaces are not mixed during the dynamics [85], and for time
evolution purposes, the Hilbert space can be restricted to a subspace with the same
particle number as the initial state. In the same fashion, in the XXZ chain model
Eq. (1.104), the total magnetisation ∑Lj=1 Szj is a constant of the motion and allows
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block diagonalising the Hamiltonian of the system. The latter two examples are in-
deed a general propriety of commutating observables [85]. If one has a set of two
commutating observable, A and B, and |ψ⟩ is an eigenvector of A, then B|A⟩ is still
an eigenvector with the same eigenvalue. Furthermore the matrix elements of B
between orthogonal eigenvectors of A are zero. Thus the matrix representation of B
in the basis of eigenvectors of A is block diagonal. The key point is that, to describe
the system dynamics, it is sufficient to take the projection of the Hamiltonian in the
subspaceHm ⊂H generated by states withM excitations.
A.0.2 Efficient Computation and Storage
Once chosen the basis (A.1) to represent the Hilbert space of the system, the next
step to simulate the evolution of the system, is to compute the matrix elements of
the Hamiltonian (1.64), Hab = ⟨a|H|b⟩, for all the basis vectors |a⟩, |b⟩ ∈H . How-
ever, due to the sparse structure of the Hamiltonian, is not efficient to evaluate and
store the full matrix in a computer (the memory cost would be of the order of D2,
where D is the size of the Hilbert spaceH ), but to figure out what are the non-zero
elements, and store their positions (e.g. row and column index). Sparse arrays have
efficient storage schemes depending on how much the pattern of non-zero elements
is regular. The simplest format for a sparse matrix with an irregular pattern is the
Coordinate Storage Scheme (COO) [261], that uses three 1D arrays: the first one
contains the values of the non-zero matrix elements, while the other two are respect-
ively two integer arrays that contain the corresponding row and column indices of
these elements. The scheme is efficient when the number of non-zero elements is
much smaller than the total number of elements of the matrix2.
Once the basis, Eq. (A.1), is built and stored in the computer memory, to ef-
ficiently compute the matrix elements a hashing technique is exploited to tag each
basis vector, namely to condense the information of the vector into a single number
3 [256]. Diagonal terms of the Hamiltonian (1.64), namely the onsite interaction and
2The main drawback of the COO is that the column and row index vectors often contains repe-
titions. An alternative storage scheme is the compressed form [261]. We do not further discuss this
topic as it is out of the purposes of this section.
3The advantage is that, during the computation, one needs to compare two numbers instead of all
the elements of arrays.
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the local chemical potential, are easily computable for all the basis vector. For the
hopping part, given an arbitrary basis vector |v⟩, to evaluate the hopping from site j
to j+1we first calculate the action of a ja†j+1|v⟩. This gives both the numerical value
of the matrix element, but also a new vector |v′⟩. Finally, from the tag of |v⟩ and |v′⟩
one builds the correspondent non-zero matrix element of the Hamiltonian [256].
A.0.3 Vectorisation and Matricisation
In this section we briefly discuss a technique to flattering an n×nmatrix to a vector
with n2 elements (vectorisation) and an n×n×n×n superoperator4 into an n2×n2
matrix (matricisation) [262, 263]. The vectorisation procedure consists in repres-
enting a matrix as a vector, using its representation in the canonical basis, with a
column ordering. For instance for a 2×2 matrix,
A=
⎛⎝A11 A12
A21 A22
⎞⎠= A11
⎛⎝1 0
0 0
⎞⎠+A21
⎛⎝0 0
1 0
⎞⎠+ . . .→ vec(A) =
⎛⎜⎜⎜⎜⎜⎜⎝
A11
A21
A12
A22
⎞⎟⎟⎟⎟⎟⎟⎠ ,
(A.4)
namely the vectorisation vec(A) is a column vector whose elements are the compon-
ents of A in the canonical basis. For a general square matrix L×L the vectorisation
corresponds to a mapping v(k−1)L+ j = Ajk, where j,k ∈ {1, . . .L}. Using the same
procedure a superoperator with elements S jk,lm can be reduced to a matrix form with
the mapping S j+L(k−1),l+L(m−1), where j,k, l,m ∈ {1, . . . ,L}.
A.1 Time Evolution for closed systems
The time evolution of a Quantum system, from time 0 to t is governed by the
Shrödinger equation [84, 264],
d
dt
U(t,0) =−iH(t)U(t,0), (A.5)
4These are linear operators in the Liouville space, namely the vector space of linear operators.
Superoperators act on the matrix representation of a linear operator and map it to a matrix [123].
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whose formal solution can be given in terms of a time-ordered integral [231]
|ψ(t)⟩=U(t,0)|ψ(0)⟩= Tˆ exp
(
−i
∫ t
0
H(t ′)dt ′
)
|ψ(0)⟩ , (A.6)
where Tˆ is the time ordering operator. The numerical solution can be found by
breaking up the total evolution operator (A.6), into small increments ∆t, in which
the variation of the Hamiltonian is small, as a product formula,
U(t,0) =
N−1
∏
n=0
U((n+1)∆t,n∆t), (A.7)
where ∆t = t/N andU(t+∆t, t) = e−iH(t)∆t [264,265]. To get the time evolution of
a time independent Hamiltonian, one has to compute the dynamics for a small time
step ∆t as
|ψ(t+∆t)⟩= e−iH∆t |ψ(t)⟩, (A.8)
namely a matrix exponential operation applied to the vector |ψ(t)⟩. The computa-
tional effort is reduced in a truncated Hilbert basis. Specifically, the action of the
time-evolution operator acting to a generic vector v is formally
ewv≡
∞
∑
j=0
W j
j!
v, (A.9)
where W ≡ −iHt, which means that the vector exp(W )v belongs to the subspace
spanned by the basis
Km(W ;v)≡ {v,Wv, . . . ,Wmv, . . .} , (A.10)
which takes the name of Krylov subspace [261]. The idea behind the Krylov ap-
proximation is to truncate the subspace (A.10), to get a polynomial approximation
of a matrix exponential [255, 266, 267] as
U(t) = eWv≃ pm−1(W )v (A.11)
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where pm−1(W )v is a polynomials of degree m and W and v are respectively a n-
order matrix and vector. As a first step, to find the state propagated, Eq. (A.8), given
the state |ψ(t)⟩, one first build the Krylov vectors v′j =W j|ψ(t)⟩, asV ′= [v′1, . . . ,v′m]
and then orthogonalise the basis of the subspace of size m, finding V = [v1, . . . ,vm].
The first Krylov vector is |v1⟩ = |ψ(t)⟩ = V |e1⟩, where |e1⟩ ≡ (1,0, . . . ,0)T . By
approximating the matrix exponential one finds [266]
e−iH∆t |v1⟩ ≃VV †e−iH∆t |v1⟩=VV †e−iH∆tV |e1⟩=Ve−iV †HV∆t |e1⟩, (A.12)
and because VHV † is a m×m matrix, with size less than the total Hilbert space
H , the computational effort for evaluating the (A.8) is reduced. Furthermore,
the projected subspace representation of the Hamiltonian, has a tridiagonal form,
whose diagonalisation can be computed efficiently [265]. Finally calling M ≡
exp
(−iVHV †∆t) the matrix exponential is approximated by
e−iH∆t |v1⟩ ≃VM|v1⟩=
m
∑
j=1
M1, j|v j⟩, (A.13)
which represents the approximation for the propagated state (A.8). We mention
that an alternative method for computing the time evolution, Eq. (A.8), solving the
matrix exponential, is the Chebyshev expansion [268].
A.2 Numerical Solution of the Master Equation
Spontaneous emission effects for particle dynamics in an optical lattice are described
by Eq. (1.72). To simulate the particle dynamics numerically, we transform theMas-
ter equation, Eq. (1.72), using a vectorisation procedure. Once chosen the canonical
column basis to vectorise the density operator ρ , as discussed in Sec. A.0.3, the ac-
tion of an operator H on the left or the right of the density matrix ρ can be written
as [261,262,269],
Hρ = (1L⊗H)vec(ρ) , (A.14)
ρH =
(
Ht⊗1L
)
vec(ρ) , (A.15)
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and for the dissipative part, by using the identities
vec(ABC) =
(
Ct⊗A)vec(B) = (1L⊗AB)vec(C) = (A.16)
=
(
CtBt⊗1L
)
vec(A) ,
vec(AB) = (1L⊗A)vec(B) =
(
Bt⊗1L
)
vec(A) , (A.17)
we find that
niniρ = (1L⊗nini)vec(ρ) , (A.18)
ρnini =
(
(nini)t⊗1L
)
vec(ρ) , (A.19)
niρni =
(
(ni)t⊗ni
)
vec(ρ) . (A.20)
Hence if H and ρ describe a fixed particle number subspace, the vectorised form of
the Master Equation (1.72) is
∂tvec(ρ(t)) =Lvvec(ρ(t)) , (A.21)
where the operatorLv is defined as
Lv ≡ −i
{
(1L⊗H)−
(
Ht⊗1L
)}− γ∑
j
{(
ntj⊗n j
)
+ (A.22)
− 1
2
(
1L⊗n2j
)− 1
2
(
(n2j)
t⊗1L
)}
.
Finally, to simulate the dynamics we solve numerically Eq. (A.21), by computing
the matrix exponential, using the techniques described in Sec. A.1.
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A.3 Time Evolution for Two Walkers in a 1D Lattice
Model
In the special case of two walkers, the dynamics of two particles can be evaluated
in the subspace spanned by eigenstates of number operator [170]
H b2 =
{
|ψ⟩ ∈H b : |ψ(t)⟩= ∑
j≤k
(
1+δ jk
)−1/2Ajk(t) aˆ†j aˆ†k |0⟩
}
,
H f/hcb2 =
{
|ψ⟩ ∈H f/hcb : |ψ(t)⟩= ∑
j<k
A jk(t) aˆ
†
j aˆ
†
k |0⟩
}
, (A.23)
where the indexes b, f and hcb represent respectively the boson, fermion and hard-
core boson case. For two fermions the Shrödinger equation can be rearranged as
i∑
j<k
A˙ jk(t) aˆ
†
j aˆ
†
k |0⟩= ∑
j<k
A jk(t)
[
Hˆ, aˆ†j aˆ
†
k
]
|0⟩+E0|ψ⟩, (A.24)
where Ajk(t) represents the amplitude probability to have one particle in site j and
the other in site k. Same calculations hold for bosons and hard-core bosons. Here-
after we get rid of the constant energy shift E0. By evaluating the commutator on
the right hand side of the (A.24) for bosons, fermions and hard-core bosons, using
the identities
[AB,CD] = A [B,C]D+AC [B,D]+ [A,C]DB+C [A,D]B, (A.25)
[AB,CD] = A{B,C}D−C{A,D}B−{A,C}BD+CA{B,D} , (A.26)
[AB,C] = A{B,C}−{A,C}B, (A.27)
[A,BC] = {A,B}C−B{A,C} , (A.28)
{AB,C} = A [B,C]+{A,C}B= A{B,C}− [A,C]B, (A.29)
{A,BC} = [A,B]C+B{A,C}= {A,B}C−B [A,C] , (A.30)
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the time evolution for two particles is reduced to the differential coupled system
i∂tA jk(t) = ∑
j<k,l<m
Kjk,lmAlm(t), (A.31)
where the superoperator Kjk,lm is determined via canonical commutation rules, as
Kbjk,lm =
Jj−1
2
δ j−1,lδk,m+
Jk−1
2
δ j,lδk−1,m+
Jj
2
δ j+1,lδk,m+
+
Jk
2
δ j,lδk+1,m−
(
µk+µ j
)
δ j,lδk,m+Ujδ j,kδ j,lδk,m
K f/hcbjk,lm =
Jj−1
2
δ j−1,lδk,m+
Jk−1
2
δ j,lδk−1,m+
Jj
2
δ j+1,lδk,m+
+
Jk
2
δ j,lδk+1,m−
(
µk+µ j
)
δ j,lδk,m. (A.32)
We note that Hard-Core bosons and fermions have exactly the same dynamics in
real space, as mentioned in [170]. Similar calculation can be applied for two distin-
guishable particles (e.g. two internal states of an atom). The dynamics of the system
(A.31) is found solving numerically5 the formal solution
Ajk(t) = ∑
l<m
exp
(−iKjk,lmt)Alm(0). (A.33)
once the latter is transformed to a linear system via a vectorisation procedure, de-
scribed in Sec. A.0.3.
5Although the procedure developed in this section can be easily generalised, the calculations for
determining the (A.32) are usually cumbersome when more walkers are involved, and numerical
methods, described in Sec. A.0.2, have been preferred for the simulations in this Thesis work.

Appendix B
Quasi-Uniform Tridiagonal Matrices
This section is rather technical and its purpose is merely to show how the effect
of impurities in the model Eq. (1.64) can be evaluated analytically. We consider
a symmetric T ∈Ml×l tridiagonal matrix, where Tµµ = aµ(µ ∈ {1, . . . , l}) and
Tµ,µ+1 = Tµ+1,µ = bµ(µ ∈ {1, . . . , l−1}) [142, 150] as
T =
⎛⎜⎜⎜⎜⎜⎜⎝
a1 b1
b1 a2
. . . bl−1
bl−1 al
⎞⎟⎟⎟⎟⎟⎟⎠ (B.1)
The matrix is saidmirror-symmetric if it is symmetric with respect to the skew diag-
onal, namely if [M,T ] = 0, whereM is the mirroring matrix (whose matrix elements
areMµ,ν = δµ,l+1−ν ). The spectral decomposition is T =O†ΛOwhereO is a matrix
whose entries Okµ are the l eigenvectors of T arranged in rows, and Λ= diag{λk},
where λk are the eigenvalues of T . A propriety of a mirror-symmetric matrix in Eq.
(B.1), is that eigenvectors are symmetric or antisymmetric1 [142, 150, 270],
Ok,l+1−µ = (−1)k+1Okµ . (B.2)
For a general mirror-symmetric tridiagonal matrix, the eigenvectors can be ex-
pressed in terms of characteristic polynomials of submatrices of T , once known
1Here bµ > 0 and λk are sorted in decreasing order.
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all the eigenvalues [150]. By defining the submatrices as
Tµ:ν =
⎛⎜⎜⎜⎜⎜⎜⎝
aµ bµ
bµ aµ+1
. . . bν−1
bν−1 aν
⎞⎟⎟⎟⎟⎟⎟⎠ , (B.3)
the correspondent characteristic polynomial
χµ:ν ≡ det
[
λ1−Tµ:ν
]
, (B.4)
where µ ≤ ν , then T1:l ≡ T and χ1:l ≡ χ(λ ) and the eigenvalues of T are the solu-
tions of χ(λ ) = 0. The submatrix polynomials satisfy recurrence relations
χµ:ν = (λ −aν)χµ:ν−1(λ )−b2ν−1χµ:ν−2(λ ), (B.5)
χµ:ν = (λ −aν)χµ+1:ν(λ )−b2µχµ+2:ν(λ ), (B.6)
and the following relation holds for the product of components of the same eigen-
vector
χ ′(λk)Ok,µOk,ν = χl:µ−1(λk)
(
ν−1
∏
σ=µ
bσ
)
χν+1:l(λk) (B.7)
where χ ′(λk) is the derivative of the characteristic polynomials evaluated in λk
[150]. For instance
Ok,1Ok,l χ ′(λk) = b1 . . .bl−1. (B.8)
From Eq. (B.7), one finds an explicit formula for the first/last component of the
eigenvectors:
O2k,1 =
χ2:l(λk)
χ ′(λk)
, O2k,l =
χ1:l−1(λk)
χ ′(λk)
. (B.9)
All the other components can be determined via the recurrence formula
Ok,ν+1 =
λk−aν
bν
Ok,ν − bν−1bν Ok,ν−1 (ν ∈ {1, . . . , l−1}) (B.10)
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with the assumption Ok,0 = 0.
B.0.1 Uniform Tridiagonal Matrices
Eigenvalues and eigenvectors of a uniform block of size l can be computed using
Chebyshev polynomials. Indeed, it has been proved in [142], that for the matrix
(B.1) holds
χ1:1(λ )≡ 1, χ1:2(λ )≡ λ −a1, (B.11)
χ1: j(λ ) = (λ −a j)χ1: j−1(λ )−b2j−1χ1: j−2(λ ), (B.12)
and that the eigenvector |k⟩ = ∑lj=1 a(k)j |j⟩, where |j⟩ ≡ |0⟩⊗ j−1| j⟩|0⟩⊗l− j, are de-
termined by
a(k)j =
χ1: j−1(λk)
b1 . . .b j−1
a(k)1 (B.13)
and the first component of the eigenvector is determined by the normalisation
∑lj=1 |a j|2 = 1. Moreover, the Chebyshev polynomials of second kind satisfy the
recurrence relation [90]
U0(λ ) = 1, U1(λ ) = 2λ , (B.14)
U j+2(λ ) = 2λU j+1(λ )−U j(λ ). (B.15)
Therefore, the characteristic polynomial of the matrix (B.1), for bµ = 1 and aµ = 0,
in terms of Chebyshev polynomials is χ1:l(λ ) = Ul(λ/2) [150]. Chebyshev poly-
nomials of first/second kind can be expressed in trigonometric form, via the change
of variable λ = 2cosk, [90, 207], as
Tl(cosk) = cos lk, (B.16)
Ul(cosk) =
sin(l+1)k
sin k
, (B.17)
so that the eigenvalue equation, χ1:l(λ ) =UL(2cosk) = 0, can be defined as [150]
k ≡ k j = π jL+1 , j ∈ {1, . . . , l} , (B.18)
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where the components of the eigenvectors are
Ok,µ =
√
2
L+1
sinµk. (B.19)
The density of modes, µk, (i.e the inverse of the spacing between two subsequent
allowed eigenvalues) can be evaluated from Eq. (B.18) as
µ−1k ≡ ∂ jk j =
π
L+1
, (B.20)
which means the mode spacing is constant, while the spectrum spacing goes as
∂ jλk j = 2sin(k j)∂ jk j =
2π
L+1
sin
(
jπ
L+1
)
, j ∈ {1, . . . ,L} . (B.21)
B.0.2 Quasi-Uniform Tridiagonal Matrices
A tridiagonal matrix is a QUTM, if constituted by a large uniform tridiagonal block,
of size n, and of a number of elements l, whose number is much smaller than the
size of the matrix, that make it non-uniform. An example is provided by the matrix
(B.1), respectively with with one and two boundary local impurities
Hβ1l =
⎛⎜⎜⎜⎜⎜⎜⎝
β1 1
1 0
. . . 1
1 0
⎞⎟⎟⎟⎟⎟⎟⎠ , H
β1βL
l =
⎛⎜⎜⎜⎜⎜⎜⎝
β1 1
1 0
. . . 1
1 βL
⎞⎟⎟⎟⎟⎟⎟⎠ . (B.22)
As for the uniform case, it has been proved that the characteristic polynomial for
QUTM matrices can be expressed in terms of Chebyshev polynomials [150]. For
instance, for the matrices, Eq. (B.22), we find
χ(β1)1:l (λ ) =Ul(λ/2)−β1Ul−1(λ/2) , (B.23)
χ(β1βL)1:l (λ ) =Ul(λ/2)− (β1+βL)UL−1(λ/2)+β1βLUL−2(λ/2) . (B.24)
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In the general case, Eq. (B.1), the characteristic polynomial can be expressed in
terms of Chebyshev polynomials, by starting from a uniform block χu:v and enlar-
ging it, until the full matrix size is recovered, using the recurrence equations Eq.
(B.6). This procedure leads to the decomposition [150]
χ1:l(2ξ ) = u(ξ )Un(ξ )+ t(ξ )Tn+1, (B.25)
where u(ξ ) and t(ξ ) are polynomials of degree not larger than l− n and l− n+ 1.
Finally, in terms of trigonometric functions, via Eq. (B.17), the eigenvalue problem
is equivalent to find the values of k that solve the equation
χ1:l(2cosk) = (sin(l+1)k−2φk) = 0, (B.26)
where
2φk = (l−n)k− tan−1
(
t(cosk)
u(cosk)
sink
)
, (B.27)
and with the parametrisation2, λ = 2cosk, where k ∈ [0,π], the eigenvalues are
obtained from
k ≡ k j = π j+2φkl+1 , j ∈ {1, . . . , l} . (B.28)
By comparing the latter with Eq. (B.18), it is clear that the shifts φk represent the de-
viation from a uniform tridiagonal matrix. The eigenvectors can be computed using
Eq. (B.9), and the characteristic polynomials, in terms of Chebyshev polynomials,
Eq. (B.25) is [150]
O2k,1 =
2sin2 k
l+1−2φ ′k
u!(ξk)t(ξk)− t!(ξk)u(ξk)
u2(ξk)+ t2(ξk)sin2 k
, (B.29)
O2k,l =
2sin2 k
l+1−2φ ′k
u"(ξk)t(ξk)− t"(ξk)u(ξk)
u2(ξk)+ t2(ξk)sin2 k
, (B.30)
2The parametrisation does not imply that all the eigenvalues are included in the band [−2,2].
Although this is generally true for the largest part of the spectrum, few eigenvalues can emerge,
when the elements of the QUTM are large enough, above or below the band. When it happens Eq.
(B.28) cannot be solved for few values of j, (i.e. it has less than l solutions for k ∈ [0,π]). On the
other hand, out-of-band modes are still described by Eq. (B.28) but with complex value of k= q+ ip,
where q ∈ {0,π} and p ≥ 0 to have a real eigenvalue. Out-of-band modes can be found via using
the parametrisation λ =±2cosh p in the Chebyshev polynomials [150].
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where ξk ≡ λk/2 are the solution of χ1:l(λk) = 0, and u!(ξk), v!(ξk) and
u"(ξk), v"(ξk) are the coefficients of the decompositions in terms of Chebyshev
polynomials of the submatrices, respectively
χ2:l(2λ ) = u!(λ )Un(λ )+ v!(λ )Tn+1(λ ), (B.31)
χ1:l−1(2λ ) = u"(λ )Un(λ )+ v"(λ )Tn+1(λ ). (B.32)
Compared to the case of a uniform QUTM, the spacing between subsequent allowed
values for k is modified by the phase shifts. The density of modes, µ(k), is then
µ−1k ≡ ∂nkn =
π+2φ ′kn∂nkn
L+1
=
π
L+1−2φ ′kn
. (B.33)
Therefore, the inhomogeneities in a QUTM, directly influences the mode density via
the phase shifts. This is important because it can be exploited to improve the transfer
efficiency, by narrowing the relevant modes in the linear part of the spectrum, as
discussed in Sec. 1.6.4. From Eq. (B.33) it is clear that for a very long chain
the density of modes can be approximated by a continuous function, which makes
possible to transform a sum over the eigenmodes in an integral [150]. Specifically,
∑
n
→
∫ π
0
dk µ(k) =
∫ π
0
dk
(
L+1−2∂kφ(k)
π
)
=
∫ π/2
−π/2
dq
(
L+1−2∂qφ(q)
π
)
,
(B.34)
where in the last term the integration variable have been changed to q ≡ k−π/2.
The continuous limit usually involve the Jacobi-Anger expansion [90],
eizcosθ =
+∞
∑
n=−∞
inJn(z)einθ = J0(z)+2
+∞
∑
n=1
inJn(z)cosnθ ,
cos(z) = J0(z)+2
+∞
∑
n=1
(−1)nJ2n(z), (B.35)
sin(z) = 2
+∞
∑
n=0
(−1)nJ2n+1(z),
eizsinθ =
+∞
∑
n=−∞
Jn(z)einθ ,
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where we have used the relation, J−n(z) = (−1)nJn(z), valid for any integer n [271].
The last expression has been foundwith the change of variable θ = θ ′−π/2, and us-
ing exp(−iπn/2) = i−n. Expressions (B.34) and (B.35) can be used to find asymp-
totic expressions, for L≫ 1, for the transfer fidelity, by taking the time t of the order
of the length, L, of the chain [62, 63, 146, 148, 272].

Appendix C
Effective Beam Splitter
Transformation on a 1D Lattice
C.0.1 Analytical derivation of the beam splitter operation for an
odd length chain
We consider the dynamics of a single particle in a chain, described by the Hamilto-
nian (1.64), with L = 2N + 1 sites, with a local energy barrier in position N + 1,
modelled as an impurity in the chemical potential as
H =−J
2
(
2N
∑
n=1
|n⟩⟨n+1|+H.c.
)
−βJ|N⟩⟨N| . (C.1)
We define reflection and transmission coefficients, Eq. (2.7), as
R(t) = ⟨1|e−itH |1⟩=∑
k
O2k1e
−iEkt , (C.2)
T (t) = ⟨L|e−itH |1⟩=∑
k
Ok1OkLe−iEkt , (C.3)
where in the right member we have used the spectral decomposition H = OEOT .
Because the Hamiltonian (C.1) has QUTM form, the eigensystem can be computed
using methods in Appendix B. Firstly, we find that the decomposition of the char-
acteristic polynomial in terms of Chebyshev polynomials, Un(x), for the rescaled
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matrix −H/(2J), is
χ1:L(λ ) = (β −λ )U 2L
(−λ
2
)
−2UL−1
(−λ
2
)
UL
(−λ
2
)
, (C.4)
χ2:L(λ ) = (β −λ )UL
(−λ
2
)
UL−1
(−λ
2
)
−UL−2
(−λ
2
)
UL
(−λ
2
)
−U 2L−1
(−λ
2
)
,
(C.5)
and χ2:L(λ ) = χ1:L−1(λ ). We compute the eigenvalues Ek of H from the roots of
χ(λ ), using the methods in Appendix B. We find that
Ek = E(qk) , E(q) = J cosq , (C.6)
and that there exist three types of modes1. In general there are N type-I modes,
N type-II modes and one out-of-band mode which, as described in Sec. B, has
complex2 qk. As the out-of-band mode is localised close to the impurity we consider
only type-I and type-II modes in our discussion. We find
qIk =
kπ
N+1
, qIIk =
kπ−φβ
(
qIIk
)
N+1
, k = 1, . . . ,N , (C.7)
where φβ (q) = arctan
(
sinq
β
)
. Moreover, as discussed in Appendix B, one can prove
that for type-I modes OIk1 =−OIkL while for type-II modes OIIk1 = OIIkL, so that
R(t)≃U I(t)+U II(t) , T (t)≃−U I(t)+U II(t) , (C.8)
where the approximation is in neglecting the out-of-band mode, U I,II(t) ≡
∑k
(
OI,IIk
)2
e−itE(q
I,II
k ), and
(
OI1k
)2
=
sin2 qIk
N+1
,
(
OII1k
)2
=
sin2 qIIk
N+1+φ ′β
(
qIIk
) . (C.9)
1We find that the characteristic polynomial can be factorised as χ(λ ) = F(k)G(k,β ), where F(k)
is independent from β , and corresponds to N type-I modes, in the interval k ∈ (0,π). In the same
fashion G(k,β ) allows us to find the phase shifts.
2In any case the eigenvalue E(qk) is real.
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The effect of the energy barrier β is to split an incident wave packet into a reflec-
ted and transmitted component. For a initially localised wavefunction, in site 1,
then the transmitted component travels towards the edge site L, while the reflected
component travels back towards the initial site. The coefficients |T (t)|2 and |R(t)|2
then measures respectively the probability that the transmitted wave packet is recon-
structed at site L and the reflected wave packet is reconstructed at site 1. A 50/50
splitting is achieved under the condition |T (t∗)| = |R(t∗)| at the transmission time
t∗ ≃ L/J. We observe numerically that |U I(t∗)|≃ |U II(t∗)|, so that the 50/50 split-
ting is obtained when U I(t∗) ≃ ±iU II(t∗). In the following we use the developed
analytic solution to model quantitatively the wave function splitting process. One
can show that U I(t) is formally analogous to one half of reflection coefficient of a
chain with N sites and without impurity [149]. Exploiting this analogy, using the
expansion (B.35) and some proprieties of Bessel functions [271] one obtains3
U I(t) = 2(−1)N+1
[(
2N+2
Jt
)2
J2N+2(Jt)− 1JtJ
′
2N+2(Jt)
]
, (C.10)
where the transmission is Jt∗ ≈ 2N+2+ξ (N+1)1/3, where ξ ≈ 1.019 [149]. Even
though the termU II(t) is more complicated, since we know the transfer time t∗ from
the analysis of U I(t) we can find a simple expansion of U II(t∗) in the limit L≫ 1.
To simplify the notation, we set q ≡ qII. By multiplying and dividing the mode
expansion U II(t) = ∑k
(
OIIk
)2 e−itE(qIIk ) for ei(2N+2)q, using (C.7) and going to the
continuum limit one obtains
U II(t∗) =
1
π
∫ π
0
dq e−it cosq−i(2N+2)qe−i2φβ (q) sin2 q (C.11)
=
(−1)N+1
π
∫ π
2
− π2
dq eit sinq−i(2N+2)qe−i2φβ (q+π/2) cos2 q.
In the limit N ≫ 1, the biggest contribution to the integral comes from the points
such that q ≈ sinq, namely q ≈ 0. Expanding the first phase around this point one
obtains t∗ sinq− (2N+ 2)q ≈ ξN1/3q− t∗6 q3 . Then, to properly take into account
3The approximation consists in neglecting Bessel functions of order m(N+ 2), where m ≥ 2 in
the expansion, as it can be showed they contribute only after time of order mN/2J [149].
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the scaling with N we set x=N1/3 tanq and we perform the limit N→∞. The result
is
U II(t)≃ (−1)
N+1
πN1/3
∫ ∞
−∞
dx eiξx−ix
3/3 f (x,β ) , (C.12)
where f (x,β ) depends also on 1/N. Keeping only the first order, one findsU II(t∗)≃
2 (−1)
N+1
N1/3 Ai(−ξ )
β−i
β+i , Ai(x) being the Airy function [271]. U
I(t∗) can be obtained
as well from this analysis since U I(t∗) = limβ→∞U II(t∗). As discussed before, a
50/50 splitter is obtained whenU II(t∗) =−iU I(t∗), i.e., β−iβ+i =−i, and hence β = 1.
To estimate the first-order corrections to this asymptotic value, we study the first
subleading order in the 1/N expansion. The result can be written in terms of Airy
functions and its derivatives and agrees with known asymptotic expansions of Bessel
functions [149, 271]. We find that the first-order correction to β = 1 scales as β =
1−ηN−2/3, and
R(t∗)
T (t∗)
=−i+ i
2
(2η−ξ )N−2/3+O
(
N−4/3
)
. (C.13)
To have a balanced splitting then η = ξ/2. In summary, as ξ ≈ 1.019 [149], the
final result of this section is that for L≫ 1 a 50/50 splitting of the wave packet is
obtained when the height of the barrier is
β 50/50 ≃ 1− 0.510
N2/3
≃ 1− 0.809
L2/3
. (C.14)
C.0.2 Bessel function expansion ofUII(t)
An approximation forU II(t) is obtained with the help of the Jacobi-Anger expansion
(B.35),
U II(t) =∑
k
ρ IIk
∞
∑
m=0
ηmi−mJm(t)cos(mqIIk ) , (C.15)
where η0 = 1 and ηm = 2 for m ̸= 0. As we are interested in the neighbourhood
of t = t∗ and as theJn(t) ≃ 0 for t # n, we approximate the infinite sum by only
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considering Bessel functions with an order m≈ t∗. By letting m→ 2N+2+m one
can write
U II(t)≃ 2(−1)N+1
M
∑
m=−M
i−mcmJL+1+m(t) , (C.16)
where M counts the number of Bessel functions considered in the approximation
and
cm =∑
k
ρ IIk cos[(2N+2+m)qIIk ] =∑
k
ρ IIk cos
[
mqIIk −2φβ
(
qIIk
)]
. (C.17)
We note that cm only slightly depends on the number of sites. Moreover, as the non-
uniform spacing is already included in the dependence on β via the function φβ , we
consider q as a continuous variable and we substitute ∑k → Nπ
∫ π
0 dq. After some
algebra, we obtain
cm ≃ 4π
∫ ∞
−∞
(
x− i
x+ i
)m x2
(x2+1)3
x2β −2ix+β
x2β +2ix+β dx , (C.18)
valid when N→∞. The dependence of cm upon β is displayed in Fig. C.1 for some
values of m. Negative values of m are omitted since c−m = (−1)mcm. For β → ∞
Figure C.1: Bessel expansion of U II(t). Coefficients cm vs the impurity strength β for
different values ofm. The values are obtained from the expression (C.18) valid
when N→ ∞.
only two coefficients are different from zero c0 = 12 and c2 =
1
4 . In that limit, with
some algebra one can show that U II(t) = U I(t): there is no transmission and the
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dynamics mimic that of a chain with N sites. The dynamics of a single particle
can be approximated by Eq. (C.16) with M = 3. Indeed, as shown in Fig. C.1, the
coefficients cm are negligible for m> 3. By solving Eq. (C.18) one obtains
c0 = 2β 2− 2β
3√
β 2+1
− 1
2
, (C.19a)
c1 =−2β 3+ 2β
4√
β 2+1
+β , (C.19b)
c2 = 4β 4− 4β
5+2β 3√
β 2+1
+
1
4
, (C.19c)
c3 =−8β 5−2β 3+ 8β
6+6β 4√
β 2+1
. (C.19d)
This approximation reproduces the dynamics around the transfer time t∗ for chains
as short as 11 sites and becomes more accurate for longer chains.
C.1 Analytical derivation of the beam splitter opera-
tion for an even chain
The beam splitter effect can be extended to even chains (where L = 2N), by intro-
ducing an impurity coupling J′ in the middle of the chain. The Hamiltonian (1.64)
in the single excitation subspace, and the characteristics polynomial of the rescaled
matrix −H/(2J) are
H =−
(
J
2
2N−1
∑
n=1
|n⟩⟨n+1|+ J
′ − J
2
|N⟩⟨N+1|
)
+H.c. , (C.20)
χ1:L(λ ) =U2N(−λ/2)+
(
1−η2)U 2N−1(−λ/2) , (C.21)
where η=J′/J andUn(x) are Chebyshev polynomials of the second kind. Similarly
to the previous case, we find that the eigenvalues of H are given by (C.6) with two
different types of modes defined by
kIj =
jπ−φ I(k j)
N+1
, kIIj =
jπ−φ II(k j)
N+1
, (C.22)
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where j ∈ {1, . . . ,N} and
φ I(k) = arctan
[
η sink
1−η cosk
]
, (C.23)
φ II(k) = arctan
[
η sink
1+η cosk
]
. (C.24)
We find that the type-I mode eigenvectors satisfy OI1k=−OILk while type-II modes
satisfyOII1k=OIILk, similarly to the previous case, so Eqs.(C.8) are satisfied. The latter
expressions can be evaluated in the limit L≫ 1. Indeed, similarly to Eq.(C.11) we
find
U I,II(t)≃ (−1)
N+1
πN1/3
∫ ∞
−∞
dx eiξx−ix
3/3 f I,II(x,η) , (C.25)
where x=N1/3 tank and f I,II(x,η) depend also on 1/N. Keeping only the first order,
we find
U I(t∗) ≃ 2(−1)
N+1
N1/3
Ai(−ξ )
[
i−η
i+η
]
, (C.26)
U II(t∗) ≃ 2(−1)
N+1
N1/3
Ai(−ξ )
[
i+η
i−η
]
, (C.27)
Ai(x) being the Airy function [271]. As discussed before, the balanced beam split-
ting condition is achieved for U I(t∗) = iU II(t∗) that leads to the coupling value
η =
√
2−1.

Appendix D
Effective Hamiltonian for
Many-Body Systems
D.1 Quasi Degenerate Perturbation Theory
We consider a quantum system whose Hamiltonian can be written as the sum of two
parts asH =H0+λT , where λ is a perturbation parameter. The eigenvalues and the
eigenvectors of H0 are known, respectively En and |ϕn⟩, while T is treated as a per-
turbation. We assume that the total Hilbert space of the systemH can be separated
into two weakly interacting subsets Hp and Hq. The idea of the quasi degener-
ate perturbation theory [133, 134] is that the Hamiltonian can be transformed into
a new Hamiltonian H˜, via a canonical transformation1, so that in new Hamiltonian
the states of the two subspacesHp andHq are separated at the desired order in λT ,
namely ⟨ψp|H˜|ψq⟩ = 0, where |ψp⟩ ∈Hp and |ψq⟩ ∈Hq. A procedure to derive
an effective low-energy Hamiltonian, for strongly correlated many-body systems, is
the SWT. This is a canonical transformation with general form
Heff = eiSHe−iS = H+[iS,H]+
1
2!
[iS, [iS,H]]+ . . .≡
+∞
∑
m=0
1
m!
[iS,H]m , (D.1)
where S is a unitary operator and the right member comes out from the Baker-
Campbell-Hausdorff formula [135]. The transformation is then equivalent to a rota-
1By definition, canonical transformations preserve the hermiticity (Hamiltonians are transformed
in Hamiltonians under the transformation).
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tion in the Hilbert space, and S is designed on the effective description of the system
required. Specifically, the unitary transformation, generated by S, is built to find an
effective Hamiltonian in a block diagonal form [273]
Heff =
⎛⎝ Heff,p 0
0 Heff,q
⎞⎠ . (D.2)
Generally the effective hamiltonian Heff and the generator of the transformation,
S, are computed perturbatively. Specifically, to build S one expands Heff and S in
power series as [134,274]:
Heff =
∞
∑
n=0
H(n)eff , S=
∞
∑
n=0
λ nS(n). (D.3)
where H(n)eff contains all the terms in λ
n. In the specific case of the Bose-Hubbard
model (1.93), in the strong coupling regime, the hopping term can be considered as
a perturbation on the atom-atom interaction. Therefore, to find the second order ef-
fective Hamiltonian, one imposed that states with more particles in the same site are
not connected via first order hopping terms. Explicitly, once written the Hamilto-
nian (1.93) asH =H0+λT , using Eq. (D.3) in the (D.1), one finds (up to the second
order)
H(0)eff = H0, (D.4)
H(1)eff = λT +
[
iλS(1),H0
]
, (D.5)
H(2)eff =
[
iλS(1),λT
]
+
1
2
[
iλS(1),
[
iλS(1),H0
]]
. (D.6)
The form of S(1) can be found explicitly by imposing that first order hoppings are
zero, namely H(1)eff = 0. Finally one obtains the second order effective model H
(2)
eff
as, using the eigenvectors H0|α⟩= Eα |α⟩ and the hermiticity of H0, the S(1) can be
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found directly from Eq. (D.5) as
∑
αβ
⟨α|H(1)eff |β ⟩|α⟩⟨β |=∑
αβ
λ ⟨α|T |β ⟩|α⟩⟨β |+
+ iλ ∑
αβ
⟨α|
(
S(1)H0−H0S(1)
)
|β ⟩|α⟩⟨β |,
(D.7)
which implies the matrix elements are
⟨α|S(1)|β ⟩= i⟨α|T |β ⟩εβ − εα
. (D.8)
The explicit formula for the second order effective Hamiltonian can be found in a
similar fashion [274],
H(2)eff,nm =
1
2∑l
TnlTlm
(
1
En−El +
1
Em−El
)
, (D.9)
where n,m indicates the states inHp and the sum is over states belonging toHq. The
degenerate perturbation theory method can be made more general for an Hamilto-
nian in the form H =H0+H ′, where H ′ is a perturbation, and explicit formulas for
the effective Hamiltonian, up to the forth order, can be found in [273]. Here we
report the effective Hamiltonian expressions up to the third order, namely
H(0)eff,mm′ = H
0
mm′ , (D.10)
H(1)eff,mm′ = H
′
mm′ , (D.11)
H(2)eff,mm′ =
1
2∑l
H
′
mlH
′
lm′
[
1
Em−El +
1
E ′m−El
]
, (D.12)
H(3)eff,mm′ =−
1
2 ∑l,m′′
[
H
′
mlH
′
lm′′H
′
m′′m′
(E ′m−El)(E ′′m−El)
+
H
′
mm′′H
′
m′′lH
′
lm′
(Em−El)(E ′′m−El)
]
+
1
2∑ll′
H
′
mlH
′
ll′H
′
l′m
[
1
(Em−El)
(
Em−E ′l
) + 1
(E ′m−El)
(
E ′m−E ′l
)] .
(D.13)
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D.2 Jordan-Wigner Transformation
A spin chain 1/2model can be mapped to an equivalent fermionic lattice model via
the Jordan-Wigner transformation [275,276]. To illustrate how this mapping works,
we consider the XX chain Hamiltonian
H =∑
j
SxjS
x
j+1+S
y
jS
y
j+1 =∑
j
1
2
(
S+j S
−
j+1+S
−
j S
+
j+1
)
, (D.14)
where spin operators Sαj = σαj /2, obey to mixed commutation relations [59], as
[
Szi ,S
±
j
]
=±δi jS±i ,
[
S+i ,S
−
j
]
= 2δi jSzi . (D.15)
Two possibilities are to map the system to a boson/fermion model2 [59, 278, 279].
The Hamiltonian (D.14), can be transformed introducing raising and lowering op-
erators as
a†j = S
x
j+ iS
y
j, a j = S
x
j− iSyj, (D.16)
so that
Sxj = (a j+a
†
j)/2, S
y
j = (a j−a†j)/2i, (D.17)
Szj = a
†
ja j−1/2, (D.18)
and the Hamiltonian becomes
H =
1
2∑j
(
a†ja j+1+H.c.
)
. (D.19)
The a j operators anticommute in the same site and commute in different sites, as
{
a j,a†j
}
= 1,
{
a j,a j
}
=
{
a†j ,a
†
j
}
= 0, (D.20)[
ai,a j
]
=
[
ai,a†j
]
=
[
a†i ,a
†
j
]
= 0 for i ̸= j. (D.21)
2The Hamiltonian (D.14) can be transformed in a system of bosons or fermions by using re-
spectively the Holstein-Primakoff transformations (usually for spin s≥ 1/2) and the Jordan-Wigner
transformations [59, 277–279].
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The latter means that the a j operators resemble Fermi operators in the same site,(
a†j
)2
= a2j = 0, and boson operators in different sites. Therefore, as mixed com-
mutation rules are satisfied, the Hamiltonian (D.19) cannot just be diagonalised by
a linear transformation [278, 280]. Therefore, the mapping (D.16) must be modi-
fied to keep the local commutation relations, while to change commutation to anti-
commutation in different sites. In other words, if there is more than one spin in the
system, independent spin operators commute but independent fermions anticom-
mute. A solution to this problem, in a 1D setting, is called Jordan-Wigner trans-
formation [278], which converts the Hamiltonian (D.19) in a system of spinless
fermions [278,279], as
ci = exp
(
iπ
i−1
∑
j=1
a†ja j
)
ai, c†i = a
†
i exp
(
−iπ
i−1
∑
j=1
a†ja j
)
, (D.22)
where the operators obey to fermion commutation rules,
{
ci,c†j
}
= δi j,
{
ci,c j
}
=
{
c†i ,c
†
j
}
= 0. (D.23)
The inverse transformations are
ai = exp
(
−iπ
i−1
∑
j=1
c†jc j
)
ci , a†i = c
†
i exp
(
iπ
i−1
∑
j=1
c†jc j
)
. (D.24)
In other words, the spin operator is transformed as S+ = a†jeiφ j , where eiφ j , known
as string operator, contains the sum over all fermion occupancies of sites to the left
of j. The complete Jordan-Wigner transformation is
S+j = c je
iπ ∑l< j nl , S−j = c je
−iπ ∑l< j nl , (D.25)
Szj = c
†
jc j−1/2. (D.26)
As eiπn j is hermitian, the overall sign of the phase factors can be reversed without
changing the spin operator [281]. A propriety of the string operator is that it anti-
commutes with any fermion operator to the left of its free end and commutes, while
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commutes with fermions at all other sites, namely
{
eiφ j ,c†l
}
= 0, for l < j (D.27)[
eiφ j ,c†l
]
= 0, for l ≥ j (D.28)
For the specific case of the Hamiltonian (D.14), the transformation (D.26) gives
Hˆ =
N
∑
j=1
cˆ†j cˆ j+1+ cˆ jcˆ
†
j+1 (D.29)
that is a quadratic form in the operators cˆ j and can be reduced to a diagonal form by
canonical transformations [275,280,281], as
Hˆ =∑
ν
ενa†νaν . (D.30)
The latter corresponds to a system of free fermions. In the same fashion, the XXZ
Hamiltonian, Eq. (1.104), in an external magnetic field, is transformed, under the
Jordan-Wigner transformation, in a system of interacting fermions, [279], as
H =−t∑
j
(
c†j+1c j+H.c.
)
+V∑
j
(
c†j+1c j+1−
1
2
)(
c†jc j−
1
2
)
−h∑
j
(
c†jc j−
1
2
)
,
(D.31)
where t =−J/2 and V = J∆.
D.3 Effective Hamiltonian for Bound States in the
Bose-Hubbard Model
We briefly describe a projective technique, developed in [282], to derive an effective
Hamiltonian description, when the Hilbert space of the system has two subspaces
with a large spectral separation. In this appendixwe apply this technique to the Bose-
Hubbard model (1.64) to derive an effective Hamiltonian for a bound state with M
particles. We assume that the Hilbert space of the systemH can be divided respect-
ively in a relevant,Hp and irrelevant,Hq, subspaces and that the two subspaces are
well separated in energy. We define a projection operator Pwhich projects the states
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to the relevant subspace and the complementary operator Q=1−P. Because P and
Q operate onto disconnected subspaces we have [82]
P+Q = 1 ,
PQ = QP= 0 , (D.32)
P2 = P ,
Q2 = Q .
Eq. (D.32) can be applied on the Schrödinger equation, to obtain a system of two
coupled equations for the dynamics in the relevant/irrelevant subspaces, namely
i∂tP|ψ⟩ = (PHP+PHQ) |ψ⟩ , (D.33)
i∂tQ|ψ⟩ = (QHP+QHQ) |ψ⟩ . (D.34)
Finally, using the two last expression in (D.32) one obtains the system
i∂t
⎛⎝ |ψp⟩
|ψq⟩
⎞⎠=
⎛⎝ Hp V
V † Hq
⎞⎠⎛⎝ |ψp⟩
|ψq⟩
⎞⎠ (D.35)
where
Hp =PHP , Hq =QHQ , V = PHQ ,
|ψP⟩= P |ψ⟩ , |ψQ⟩=Q |ψ⟩ . (D.36)
Here |ψp⟩ and |ψq⟩ are respectively the projection of the state |ψ⟩ in the relev-
ant/irrelevant subspaces. In the interaction picture [135]
|ψp⟩ = e−iHpt |φˆp⟩ , (D.37)
|ψq⟩ = e−iHqt |φˆq⟩ , (D.38)
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the free evolution is eliminated,
i∂t |φˆp⟩ = e+iHptVe−iHqt |φˆq⟩ ≡ Vˆ (t)|φˆq⟩ , (D.39)
i∂t |φˆq⟩ = e+iHqtV †e−iHpt |φˆp⟩ ≡ Vˆ †(t)|φˆp⟩ . (D.40)
We introduceUp andUq, operators that diagonalise Hp and Hq,
Hp =UpλpU†p , Hq =UqλqU†q , (D.41)
where λp=diag
{
λ ip
}
and λq=diag
{
λ iq
}
, and defining |φ˜p⟩ ≡U†p |φˆp⟩ , and |φ˜q⟩ ≡
U†q |φˆq⟩ , we have
i∂t |φ˜p⟩ = V˜ (t)|φ˜q⟩ , (D.42)
i∂t |φ˜q⟩ = V˜ †(t)|φ˜p⟩ , (D.43)
where
V˜ (t) =U†pVˆ (t)Uq = e
iλptVˆ (t)e−iλqt . (D.44)
Assuming that the population of the irrelevant space is initially zero |φˆq(0)⟩ = |0⟩,
the formal solution of system (D.35) is, in components
φ˜q,k(t) =−i∑
j
∫ t
0
dt ′ V ∗jke
i(λq,k−λp, j)t ′ φ˜p, j(t ′) , (D.45)
and after partial integration one finds
φ˜q,k(t) =−i∑
j
{
ei(λq,k−λp. j)t ′
i(λq,k−λp. j)V
∗
jkφ˜p, j(t ′)
∣∣∣∣∣
t
0
−
∫ t
0
dt ′
ei(λq,k−λp. j)t ′
i(λq,k−λp. j)
d
dt ′
φ˜p, j(t ′)
}
.
(D.46)
The second integral can be neglected, as carrying on the partial integration procedure
the next term is of the order of (λq,k−λp. j)−2. Indeed because the subspaces Hp
andHq are energetically separated, |λ kQ−λ jP|≫1, and when the edge term is zero
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one has
φ˜q,k(t) =−∑
j
W˜k j(t)φ˜p, j(t) , (D.47)
where
W˜k j(t)=V ∗jk
exp
[
i
(
λ kQ−λ jP
)
t
]
λ kQ−λ jP
. (D.48)
Finally one find that the effective Schrödinger equation for the relevant space dy-
namics is
i∂t |ψp⟩ ≃ Heff|ψp⟩ , (D.49)
where the effective Hamiltonian is
Heff = Hp−VW , (D.50)
andW satisfies
HqW −WHp =V †. (D.51)
When Hp consists of a degenerate levels with energy E0 the above effective theory
corresponds to the usual degenerate perturbation theory [132],
⟨φ |Heff|φ ′⟩ ≃ ⟨φ |H|φ ′⟩+ ∑
m∈Hq
⟨φ |V |m⟩⟨m|V |φ ′⟩
E0−Em + · · · , (D.52)
whereHp andHq are the relevant/irrelevant Hilbert subspaces and |φ⟩, |φ ′⟩ ∈Hp.
We derive explicitly the effective Hamiltonian for a Bose-Hubbard model, Eq.
(1.64). The Hilbert spaceH with fixed number of particleM in a chain with length
L has size
dimH = (M+L−1)!
M!(L−1)! . (D.53)
The relevant spaceHp ≡HM is defined as
Hp =
{
|ψbm⟩ ∈H : |ψbm⟩= |0, . . . ,0,Mm,0, . . . ,0⟩
}
, (D.54)
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whereMm =M. Clearly dimHp = L. The irrelevant spaceHq =H \Hp is
Hq =
{
|ψum⟩ ∈H : |ψum⟩= |n1, . . . ,nL⟩,where ∑
j
n j =M and n j ̸=M
}
.
(D.55)
Given the above definition we rename the basis of the Hilbert space as |m⟩, with
m = 1, . . . ,dimH such that |m⟩ = |ψbm⟩ for m = 1, . . . ,L. The Hamiltonian then
takes the following block form
H =
⎛⎝ Hp V
V † Hq
⎞⎠ , (D.56)
where each block can be evaluated explicitly with the following projection operators
P=
L
∑
m=1
|m⟩⟨ψbm| , Q=
dimHq
∑
m=1
|L+m⟩⟨ψum| . (D.57)
Clearly dimHp = (L,L), dimHq = (dimH − L,dimH − L) and dimV =
(L,dimH − L). The effective Hamiltonian (D.50) can be computed explicitly
using a series expansion for largeUj =U . The relevant Hamiltonian for the Bose-
Hubbard model (1.64) takes the simple form
Hp =
L
∑
m=1
U
2
M(M−1)|m⟩⟨m|−
L
∑
m=1
µmM|m⟩⟨m|. (D.58)
SimilarlyHq andV can be computed explicitly. The effective model can be obtained
by solving Eq. (D.50) and (D.51). To find theW matrix we vectorise Eq. (D.51), as
explained in Sec. A.0.3 and in [283], finding
Gvec(W ) = vec(V †), (D.59)
where
G=
(
1dimHp⊗Hq
)− (Htp⊗1dimHq) . (D.60)
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It it is convenient to write G= Glarge+Gsmall where
Glarge = 1dimHp⊗H largeq −
(
H largep
)t⊗1dimHq , (D.61)
Gsmall = 1dimHp⊗Hsmallq −
(
Hsmallp
)t⊗1dimHp . (D.62)
and H large is the part of the Hamiltonian (1.64) that contains the terms inU , namely
H large =∑Lj=1 U2 n j(n j−1) and Hsmall =H−H large. The system (D.59) can be form-
ally solved by taking the inverse of the G matrix as
vec(W ) = 1
Glarge+Gsmall
vec(V †) (D.63)
and using the following identity, valid for two operators A and B:
1
A+B
=
1
A
(
1−B 1
A+B
)
. (D.64)
Indeed one can easily find that
1
A
(
1−B 1
A+B
)
= A−1(1−B(A+B)−1) =
= A−1
[
(A+B)(A+B)−1−B(A+B)−1]=
= A−1
[
A(A+B)−1
]
=
1
A+B
.
(D.65)
Using recursively the Eq. (D.64) one finds the expansion
1
Glarge+Gsmall
=
(
Glarge
)−1 +∞
∑
n=0
(−1)n(Gsmall
(
Glarge
)−1
)n, (D.66)
that corresponds to a series expansion in the onsite interaction parameterU (which
is contained in Glarge). Moreover,
Glarge =−U
2
L
∑
m=1
dimHq
∑
n=1
g(n,m) |L+n,m⟩⟨L+n,m|, (D.67)
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where
g(n,m) =∑
j
M(M−1)δ jm−n j(n j−1)> 0,
since in Hq it is n j < M and ∑ j n j = M. Therefore, Glarge is diagonal and non-
singular for each value of M. By truncating the expansion (D.66) at the relevant
order n in U one obtains the matrix W from Eq. (D.63) and then the effective
Hamiltonian from Eq. (D.50), valid to the n-th order.
As an example of the general procedure outlined above we consider explicitly
the first order solution whereM = 2 and (D.66) reduces to
(Glarge+Gsmall)−1 ≈ (Glarge)−1 (D.68)
=−U−1
L
∑
m=1
dimHq
∑
n=1
|L+n,m⟩⟨L+n,m| (D.69)
=−1q⊗1p
U
. (D.70)
Therefore, according to (D.59),W =−V †/U , so
Heff ≃−
L
∑
m=1
µmM|m⟩⟨m|+
L
∑
m,m′=1
|m⟩⟨ψ
b
m|VQV †|ψbm′ ⟩
U
⟨m′|, (D.71)
where we have explicitly omitted the terms proportional to the identity. For the
interaction term V between Hp and Hq we observe that the only non-zero matrix
elements are ⟨ψbm|a ja†j+1|ψun ⟩ (as well as their Hermitian conjugate) when
|ψbm⟩= |0, . . . ,Mj, . . . ,0⟩ (D.72)
|ψun ⟩= |0, . . . ,1 j,(M−1) j+1, . . . ,0⟩. (D.73)
These can give rise to a hopping from |m⟩ to |m+1⟩ only for M = 2. Indeed, this
is done with the following steps. Starting from |m⟩ = |0, . . . ,2m,0 . . .⟩ the operator
ama†m+1 inV maps this state to |0, . . . ,1m,1m+1,0 . . .⟩which is inHq. Then the oper-
ator ama†m+1 in V † maps that state to |m+1⟩= |0, . . . ,2m+1,0 . . .⟩. By generalising
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the above argument, with simple calculations one finds then
HM=2eff ≃−
L
∑
m=1
µmM|m⟩⟨m|+
L−1
∑
m
J2m
2U
(|m⟩⟨m+1|+h.c.) . (D.74)
The generalisation to higher values of M proceeds along the same lines. For
instance forM = 3 one has to consider the second order expansion in (D.66) which
depends also on Gsmall. Indeed, an effective hopping can happen only via a three
step procedure
|m⟩= |0, . . . ,3m,0 . . .⟩ → |0, . . . ,2m,1m+10 . . .⟩ (D.75)
→ |0, . . . ,1m,2m+10 . . .⟩ (D.76)
→ |0, . . . ,3m+10 . . .⟩ ≡ |m+1⟩. (D.77)
By doing explicit calculations we find the effective Hamiltonians mentioned in the
main text.
D.4 Minimal engineering of the Three Particle Bound
state propagation
The state transfer fidelity of the three particle bound state can be improved by intro-
ducing an optimal coupling scheme, namely tuning the first and the last tunnelling
coupling to J1 = JL−1 = J0 and the rest of the chain to Jj = J. We find that, in or-
der to delocalise the bound state, two pairs of localised fields in the endpoints are
necessary, respectively µ j = −β1(δ j,1 + δ j,L) and µ j = −β2(δ j,2 + δ j,L−1) where
β1 = (2J2−J20)/8U and β2 = (J2−J20)/8U . In this case the beam splitting condition
for L≫ 1 is realised when a local field µ j =−βδ j,L/2+1 with strength β = β˜J3/8U2
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is added in the middle of the chain. The effective Hamiltonian is it in this case
HIIIopt/2J
III
eff =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
UIIIopt
J30
2J3
J30
2J3
. . . 1/2
1/2 UIIIopt
. . .
. . . UIIIopt + β˜
. . .
. . . UIIIopt 1/2
1/2 . . . J
3
0
2J3
J30
2J3 U
III
opt
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(D.78)
where JIIIeff = 3J3/16U2,UIIIopt = 8(U/J)3+2U/J+16(J/U)2. In order to have a per-
fectly balanced beam splitter in this single-particle Hamiltonian, as shown in Chap.
2, one needs β˜ = 1. Therefore, β 50/50=J3/8U2. Our method is straightforwardly
generalisable to bound states with a higher number of particles.
Appendix E
Numerical Data
Constant Symbol Value
Planck Constant h 6.626 068 96×10−34 J s
Reduced Planck Constant h¯ 1.054 571 628×10−34 J s
Bohr Radius a0 0.529 177 208 59×10−10 m
Atomic Mass Unit u 1.660 538 782×10−27 kg
Elementary Charge e 1.602 176 487×10−19 C
Boltzmann’s Constant kB 1.380 6504×10−23 J/K
Table E.1: Physical constants [79].
Atomic Mass
23Na 0.381 754 035×10−25 kg [284]
39K 0.6470 07×10−25 kg [285]
41K 0.6801 87×10−25 kg [285]
87Rb 1.443 160 648×10−25 kg [79]
133Cs 2.206 946 50×10−25 kg [286]
Table E.2: Atomic masses of some alkali atoms.
Scattering length Value
aAA 100.4 a0 [287]
aBB 95.44 a0 [288]
aAB 98.006 a0 [288]
Table E.3: s-wave scattering length for 87Rb in the states |A⟩ ≡ |F = 1,mF =−1⟩ and |B⟩ ≡
|F = 2,mF = 1⟩, where a0 is the Bohr radius.
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