




An Experimental analysis for Detection of 

















The large-scale expansion of the computing environment in recent years has also seen an 
increase in hardware system failures. The construction of a system that would predict such 
hardware failures beforehand is therefore in demand. When hardware failures occur not only 
is the administrator pressed with tasks such as investigating the cause and recovery 
procedures, these failures also hinder the smooth services used by the computer users.
However it is difficult to detect failure symptoms by only monitoring the hardware internal 
information such as performance degradation. Hence, the system is needed that detects these 
failure symptoms by comprehensively examining the internal information of computers and 
external information such as the statuses of system installations. In this study, we performed 
an analysis on the prediction of hard disk failures by applying machine learning to the 
S.M.A.R.T. data generated from hard disk system and report the results.
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タ シ ス テ ム は 死 活 監 視 シ ス テ ム やSNMP







































































































































2 Power-On Hours 通電時間の合計
3 Device Power Cycle Count 電源投入回数
4 Write Error Rate 書き込みエラー率
5 Read Error Rate 読み込みエラー率
6 Erase Fail Count 消去エラー回数
7 Program Fail Count プログラムのエラー回数
8 Spin Retry Count スピンアップ再試行の数
9 Unexpected Power Loss 予期しない電力損失
10 Command Timeout タイムアウトによるコマンドの中止回数
11 Throughput performance スループット性能





















































































































































1 K. TSUDA “Overview of Support Vector 























































































































































































 （ 1 ）モデル 1 ： M 1
 （ 2 ）モデル 2 ： M 2

























































































M 1 113 4519
M 2 58 2625
M 3 61 975
図10　PRE of M1（1－30 days）
図11　PRE of M1（31－60 days）
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図12　PRE of M1（61－90 days）
図13　PRE of M1 （151－180 days）
図14　PRE of M2（1－30 days）
図15　PRE of M2（31－60 days）
図16　PRE of M2（61-90 days）
図17　PRE of M2（151－180 days）
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図18　PRE of M3（1－31 days）
図19　PRE of M3（31－60 days）
図20　PRE of M3（61－90 days）
図21　PRE of M3（151－180 days）









































1 −30 days，31−60 days，61−90 days付近
の判定器を用いた判定精度が高く，151−180
日以内に壊れるハードウェアに対しては,151−
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【注】
1）K. TSUDA “Overview of Support Vector 
Machine”, 電子情報通信学会誌 vol.83, p460.2000
2）2013年よりデータセンターのハードドライブに
関する統計情報などを毎日アップデートして公開
している。これにより，通常では収集することが
できない多数のハードディスクドライブのデータ
を閲覧したり，独自に評価したりすることができ
る。これらのデータは,多くの業界やベンダーな
どにとっても貴重な公開情報として捉えられてい
る。
　blackblaze,“https://www.backblaze.com/b2/
hard-drive-test-data.html
