In this paper, we propose a cross layer design strategy that consists of a cooperative maximum likelihood detector operating in conjunction with link selection for cooperative multiple-input multipleoutput (MIMO) relay networks. The system considered is a two phase relaying model, with amplify-and forward (AF) relays. The model considers the effect of relay placement and of large scale shadowing. We develop a cooperative maximum likelihood detector for an arbitrary number of relays, and link selection schemes are devised for two scenarios relating to the available knowledge at the destination node, which considers relay combination, with complexity analysis. We also propose a cooperative list sphere decoder that processes soft information and implements an iterative detection and decoding scheme. The results of simulations of the systems are presented, with comparisons to system models used in previous literature, and show how the cooperative detector and the proposed link selection schemes affect the bit error rate (BER) performance at the destination node, for both the hard decision non-iterative case, and the soft information iterative processing case.
I. INTRODUCTION
In environments where the transmission of signals point to point can be difficult, such as heavily built up urban areas, outages can occur frequently due to shadowing effects, multipath fading and path loss.
Through the use of relay nodes, power consumption, outage rates and BER performance can be improved in comparison to the single point-to-point link, as the relay nodes form different transmission paths and increase spatial diversity. Cooperative diversity [1] , [2] , is a technique that allows transmissions travelling by multiple routes simultaneously to be combined in an optimal fashion at the destination, increasing the likelihood of the transmission being successfully received [3] , [4] .
The method in which these relays forward the transmitted signal is usually divided into one of three cooperation strategies, amplify-and-forward (AF) [5] , [6] , [7] , decode-and-forward (DF) [8] , [9] and compress-and-forward (CF) [10] , each method having its own advantages and disadvantages. However, with the destination receiving many different copies of the same transmitted signal, each with different fading and noise effects applied, the destination needs to use detection techniques that can take advantage of the extra information available, and combine this to reduce the probability of errors occurring compared to the non-cooperative transmission.
There are many different proposed techniques in order to perform this combination of signals at the receiver, but the method highlighted in this paper is based upon the maximum likelihood (ML) receiver, which extends the cooperative ML detector originally proposed by Amiri and Cavallaro [11] , [12] . The original proposed cooperative ML detector is limited by the fact that it is formulated for the single relay case, with [13] extending this to the multiple relay case, but within this formulation it is required that the destination have perfect knowledge of each relays retransmission, which could not be easily obtained in the system if the relays retransmit simultaneously. In [14] the authors proposed a method for adapting the multiple relay cooperative ML detector with information that was available within the system, along with a stochastic gradient (SG) [15] power allocation technique that could optimise the global power distribution within the system to the source and relay nodes and their antennas. However, it was seen that the system performance was heavily dependent on the fact the relays were close to the source and destination and had good channel links to both. If the relays were badly positioned and so had weak channel links to the source and destination nodes, the cooperation at the destination node could actually decrease the performance of the system as compared to the non-cooperative case. It was also shown that if a simple linear detector was used at the DF relay nodes, then the system performance would also degrade.
In this paper, the AF relay case will be considered in a model that represents multiple relays with different path loss, and with large scale shadowing effects. A cross-layer cooperative ML detector is derived based upon the expansion and reduction of the ML rules that describe the transmission of signals within the two phase cooperative MIMO system, with considerations and approximations made to utilise the information available to the system effectively. The cooperative ML detector is designed with a summation based simplification of the link channels, which is used as a basis for a cross-layer design consideration for link selection in the system. Techniques for selecting which relays within the system to cooperate with are then considered, with two new link selection strategies proposed, which are based upon the idea of the combination of relay channels as a summation set, in comparison to the prior strategies previously reported, which only considers the relays individually. The link selection techniques use the power of the channels associated with the links and combination of relays considered, and so can be calculated on a per-packet basis for a quasi-static channel model. The cross-layer design also considers the constraints of a global power limit, in which the available power over the two phases of cooperative transmission is divided between the source and available relays, with the link selection deciding which relays are active within the system, and so which relays are allocated power for transmission. The link selection techniques are also analysed for the computational complexity cost, and how the complexity varies across the number of antennas utilised in the MIMO cooperative system, as well as how the number of relays selected affects the complexity required. Channel coding and iterative detection are considered, with a soft information sphere decoder for the cooperative system developed, which is based upon the combination of a list sphere decoder (LSD), which outputs multiple solutions to the ML problem, and maximum a posteriori (MAP) bit detection. The iterative detection process can be seen to use a posteriori, a priori and extrinsic information between the inner soft-information LSD and MAP detector combination and an outer convolutional code decoder, in order to improve the BER performance of the system. The main contributions of the paper are:
• A cross-layer cooperative ML detection rule is derived for a multiple MIMO relay two-phase cooperative communication system, with considerations for complexity and available information in the system.
• Two link selection techniques are proposed based upon the idea of the summation of a set of relay channels in different combinations.
• The performance and complexity of the proposed link selection techniques is compared with existing link selection techniques.
• An iterative detection and decoding scheme is integrated into the cross-layer cooperative ML detector with convolutional channel encoding.
The paper is organised as follows: Section II describes the system model being used, with the modelling of the various channel effects and how the AF scheme operates, Section III reviews the Sphere Decoder (SD) and the cooperative ML detector previously proposed by the authors, Section IV covers the two sets of link selection proposed and used in this system, Section V looks at the use of soft decision iterative decoding for the system, Section VI covers the simulation and results of this paper and Section VII draws the final conclusions.
II. SYSTEM MODEL
The system under consideration is a two-phase MIMO relay system, with a single source node (S), a single destination node (D) and M multiple relay nodes (R). The source node transmits the data in the first phase of the system, which are received by the destination node and the relay nodes, and in the second phase the relay nodes retransmit the received data, through a Amplify-and-Forward (AF) technique where the received signal is amplified by a factor γ before being retransmitted to the destination node. The destination node can use both sets of received signals from each phase to recover the original transmitted data from the source node.
Assumptions made in this system are that each node has the same number of antennas per device (N t ), that the system is under a total power constraint, that all relays transmit simultaneously in the second phase, the channels are assumed to be quasi-static for transmissions and so unchanged during a single packet transmission and that nodes that require channel knowledge have this information a priori and error-free. Also, the relays are assumed to be linear and the channels are assumed to be frequency independent, and so the amplified noise can be treated as being white Gaussian noise. In the system model, relays are modelled as being at variable distances away from the source and destination nodes, and so path loss is factored into the model, as are large scale shadowing effects, which are modelled by Log-Normal Shadowing (LNS) losses to the power of the received signal.
The first phase (S → R and S → D) of the system model can be represented as follows:
where H sd and H srm are N t × N t matrices denoting the S → D and S → R channels, where the m Page 4 of 37
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subscript denotes the relay number that the value is associated with up to M relays and x is the vector of length N t that denote the data symbols that are transmitted from the source. The matrix A s is the N t × N t diagonal matrix representing the power allocation on each antenna of the source node. The scalars α sd , α srm represent the path loss in the channel due to distance and the scalars β sd and β srm are the LNS fading channel losses. The N t length vectors y sd and y srm represent the received signal at the nodes, and n d and n rm represent the noise at the receive antennas of the nodes. The superscript (1) on each n indicates the transmission phase in which the noise vector is applied.
For AF relays, we can describe the second phase of transmission as:
The vector y rd is the sum of the relay transmissions in the second phase plus the additive noise contribution at the destination receiver in the second phase. S and D, and so relative to the path loss of the S to D link, similarly to [16] :
where L is the power path loss of the S to D link, d srm and d rdm are the relative distances of each R from the S and D as compared to the S to D link and ρ is the path loss exponent, usually between 2 and 4 depending on the environment.
The channel LNS is modelled by a log-normal random distribution [17] , produced from the logarithmic representation of a normal distribution with a standard deviation of σ s , which is known as the shadowing spread, given in dB. β p,q is a linear log-normal variable, representing shadowing between generic transmitter p and generic receiver q, calculated by:
where N (0, 1) represents a normal distribution with mean 0 and variance 1, and it is assumed that each channel LNS is characterised by the same shadowing spread.
The AF amplification factor γ rm for relay m is chosen as to normalise the received signal to unit power 1, [18] , [19] and can be expressed as:
where • F is the Frobenius norm and σ 2 n is the noise variance.
III. COOPERATIVE ML DETECTION AND SPHERE DECODING
In this section an overview of the Sphere Decoder (SD) ML detection algorithm for MIMO systems is provided and how we can adapt our cooperative system to efficiently operate using the SD is discussed.
For convenience, the scalar terms α p,q and β p,q will be grouped into a single term along with the channel matrix H p,q , as in practice a channel estimation technique will estimate these values as part of the channel matrix. The overall channel matrix will be represented by H H H p,q = α p,q β p,q H p,q . 
A. Sphere Decoder
The SD is designed to obtain the ML solution to the search problem
where y is the N t length observation column vector of the N t transmitted symbol column vector x through the N t × N t channel matrix, and where X is the set of every possible permutation of the symbol vector x withx as the ML estimate of x. The ML solution involves testing every x in X to find the optimum solution of the ML rule, and for large values of N t or a complex modulation scheme with multiple bits per symbol, testing every solution quickly becomes computationally prohibitive.
The SD operates on the idea of a constrained search set, instead of the full vector set X , pruning poor decision options by the algorithm before being fully processed. The SD effectively searches within a multi-dimensional sphere (a hypersphere) of Euclidean distance radius r in the set space X around a factorised observation vector z, by checking the ML distance between each partial solution at each layer sequentially, with partial solutions falling outside the Euclidean distance radius r being discarded, along with the subset of solutions that include the discarded partial solution.
If a partial solution is found to satisfy the radius constraint, then the partial solution is stored, so that for the next layer, the partial solution can have the next solution possibilities appended to it and tested again under the radius constraint. This continues until the last layer, when the complete solution that has the lowest Euclidean distance (if there is more than one solution at this layer) is taken as the ML solution.
However, it is possible that the SD will discard every possible solution before the end of the algorithm, in which case the SD has failed to find a solution. This is usually due to the radius r being set too small.
However, if the radius is too large, then an unnecessary amount of solutions will be tested, increasing the computational complexity without gain. Also, whilst the SD has a lower computational complexity than the complete ML search, it is generally time-variant for each transmission, and the complexity is O(N 3 t ). The modulation scheme also affects the complexity, as the amount of possible symbols per transmission directly affects the number of branches the SD has in the tree diagram.
B. Cooperative ML Detection
As detailed in the previous subsection, the SD is less complex to solve than the ML search, but the complexity still scales with the number of information streams transmitted. In prior work by Amiri and 8 signals and communication channels into a single ML rule form that the SD can easily operate on.
However, this is only formulated for the case of a single DF relay. The multiple relay case is described in [13] , including AF relays, but does not consider how the information required for this expansion may be obtained from the system information available.
The cooperative ML AF detection problem can be described as the following optimisation:
where Z represents the constellation set for the modulation scheme used, Ω s is the selected relay set which is selected by a link selection method, such as in Section IV, and x n is the nth element of
The proposed ML rule that is desired is formed by combining the two ML rules of the first and second phase transmissions to the destination, to produce an equivalent ML rule of the form:
where y e is the N t length equivalent received signal column vector, H H H e is the equivalent N t × N t channel matrix and A e is the N t × N t equivalent power allocation matrix. 
Unfortunately, since the system will only have knowledge of the summed second phase received signal y rd and not the individual relay transmissions y rdm , the equations need to be reformulated to use the available information. By defining the summed channel relation S
an approximation of the equivalent ML rule can be derived (See the Appendix for details):
IV. LINK SELECTION Some existing link selection techniques have been described in the literature [20] , [21] , [22] , [23] , [24] , [25] that are employed to improve the BER performance of the system, and here two new link selection strategies based upon the combination of relay channels sets instead of individual relays are proposed.
The application of these techniques to the cooperative MIMO system will be examined in the case of the destination node having knowledge of all channels in the system, and in the case of the destination node having only H H H sd and H H H rdm channel knowledge.
A. Limited Channel Knowledge
In the limited channel knowledge scenario, a simple scheme is to choose the relays with the greatest second phase channel power p Hrd m . This channel power (CP) link selection, if given the number of relays to be selected (R L ), chooses the relay setΩ s associated with the R L greatest p Hrd m as described by
Using the assumption that H H H rdm is static over a single packet and known at the receiver, this link selection can be performed once before each packet transmission. Another advantage is that it only requires knowledge of the second phase of the cooperative channels, which is useful for scenarios of limited system knowledge, such as DF systems.
B. Knowledge of All Channels
If the system has knowledge of all the channels associated with the relays in the system, there are a number of link selection strategies that can be utilised, based upon the channel's powers, as in Eq. (17), with the source to relay channel power p srm defined as:
The maximum sum channel power (MS-CP) link selection strategy uses the summation of the channel powers from both the first and second phase channels, giving the set:
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The maximum minimum channel power (MM-CP) link selection strategy [20] , [21] , [22] finds the least powerful channel associated with each relay, as the least powerful channel will be the performance limiter for each link, then finds the link with the largest least powerful channel, as below:
The maximum harmonic mean channel power (MH-CP) selection strategy [23] , [24] relies on taking the modified harmonic mean of the two channels associated with a relay as the link metric as given by:
This metric can however be rearranged so that the amount of division required is reduced, as below:
C. Proposed Combinatorial Link Selection Strategies
The link selection strategies discussed above consider the power of the channels associated with the relays in the system, but do not take into account the structure of the individual values in the MIMO channel. This would be adequate for selecting a single link or relay within the system, but in this work multiple relays can be utilised together as part of the summation approximation in the cross-layer ML detector in Section II.
As the system model described in Section II shows, the second phase of the cooperative system has the relays transmitting simultaneously, and so the signals from each relay will interfere. It is then possible that the signals from different relays will interfere destructively, producing a small signal at the destination, even if the individual channels have large powers.
The cooperative ML detector in Section III also makes use of a summed channel approximation in Eq. (14), and so it is logical to apply the idea of summing the channels into the link selection strategies.
Therefore, we define the sum of the relay to destination channels H H H rdt of a set of considered relays Ω c as:
where Ω c (k) is the kth relay of the considered relay set, and the power of this summed channel is described as:
Using these definitions we can now propose link selection strategies based upon the combination of relays, not just individual relays.
Firstly, we propose a maximum minimum combinatorial channel power (MMC-CP) link selection strategy for combinations of relays, that considers the relay sets Ω c which contain relay combinations of R L relays in every possible unique combination. The number of possible Ω c sets for R L of M relays being selected is M ! (M −RL)!RL! , where ! denotes the factorial function. The channel powers to consider for a single Ω c using the summed second phase channel can then be described as:
and so the maximum minimum criteria becomes:
Similarly, we can propose a maximum harmonic mean combinatorial channel power (MHC-CP) selection strategy, using a generalised form of the modified harmonic mean for multiple values:
Table I summarises the complex multiplication and addition operations required for each relay selection algorithm, and Fig. 2a shows how the number of complex operations varies with the number of available relays. It can be seen that the CP link selection that uses limited channel information requires much less complexity than the link selection strategies that require all channel information associated with the relays, but the CP link selection strategy performance will be reduced as compared to the other link selection strategies due to the limited information available. It should also be noted that the proposed combinatorial variants of the link selection strategies have a complexity also reliant on R L , not just N t and M as with the other link selection strategies, as shown in Fig.2b .
V. ITERATIVE AND COOPERATIVE DETECTION AND DECODING
Here a brief overview of a simple convolutional code soft-input soft-output (SISO) decoder [26] and detector incorporating a List Sphere Decoder (LSD) will be covered, for use in comparing how the proposed iterative cooperative detection and decoding scheme performs with an iterative processing detector at the destination node. The subscripts 1 and 2 will be used in this section to denote the variables associated with the inner mapping and detection operations, and the outer encoding and decoding sections, respectively.
A. Iterative Processing
The transmission of the individual data symbols is as described in Section II, but the data symbols themselves are not directly converted from the binary data (b) source by the constellation mapper, and are instead encoded before transmission and represented by λ. For the purposes of the cooperative ML detector, an ML detector that uses and outputs soft information is needed, to take the place of the soft detector in Fig. 3 . The List Sphere Decoder [27] can be used for this purpose, which outputs a set of most likely solutions to the ML rule. The LSD operates on the same ML rule as the hard decision SD,Eq. (11) (12) (13) (14) (15) (16) are usable in the iterative detection system, as the manipulation involved takes place before the detection process takes place.
B. MAP Detection for an Iterative Cooperative Detector
For maximum a posteriori (MAP) bit detection, maximising the a posteriori probability (APP) for a given bit reduces the probability of making an incorrect detection decision on that bit. The APP is usually expressed as a LLRV, which is convenient to use, as the iterative detection process in Fig. 3 uses LLRVs to describe the iterative algorithm. The cth bit of the nth symbol in a symbol vector b for n = 1, ..., N t , c = 1, ..., C (where C is the number of bits per symbol), will be referenced as b n,c in this paper, and the logical zero is represented by an amplitude level of b n,c = −1, with the logical one amplitude level described as b n,c = +1.
The inner APP LLRV (Λ D1 ) of the bit b n,c , given the received signal symbol vector y can be expressed as:
which describes the ratio of the probability that the bit b n,c is a logical one to the probability that the bit b n,c is a logical zero. Using Bayes' theorem, and using the bit independence assumption to split up the joint probabilities into probability products, Eq. (29) can be expressed as: 
It is possible to rewrite Eq.(30) with the right side summation as a vector multiplication with some manipulation, to give:
where b [n,c] is the bit vector b with the bit b n,c removed, and Λ
[n,c]
A1 is the vector of all a priori probability LLRV Λ A1 values associated with b, also excluding the Λ A1 of the bit b n,c .
C. Obtaining the MAP Detection Values
In Eq.(32), the function (p(y|b) is required to be known, and this is found with the following definition:
where H is the equivalent channel matrix that through which x is transmitted with x representing the bit vector b mapped to constellation points governed by the modulation scheme used in the system.
The Max-log approximation is a simplification of a sum of exponentials within a logarithm, and can be expressed as:
and so this simplification can be used to reduce the computational complexity of the inner extrinsic information LLRV calculation Λ E1 (b n,c |y) to give:
Unfortunately, despite the complexity reductions given above, for each b n,c there 2 NtC−1 possible encoded bit vectors b to test, which can result in a high complexity for higher order modulation schemes and a large number of antennas.
D. Cooperative List Sphere Decoder
The cooperative LSD is a variant of the SD, which instead of attempting to reach a single ML optimal solution, produces a list of the most likely ML solutions, as the solution to Eq.(9) may not be the optimal solution to satisfy Eq. (29) . To this end, we can alter the procedure of the SD so that if a partial solution satisfying the radius constraint is found, it is added to L if L is not full, and if L is full, the partial Euclidean distance of the partial solution is compared to the largest partial Euclidean distance in L, replacing the existing partial solution if the new partial Euclidean distance is smaller.
When the cooperative LSD has finished processing, L contains the ML solution (given that the radius constraint is appropriately large), and the L − 1 next closest solutions. The list L can then be used as a constrained set for Eq.(35), reducing the search size for the max function:
If the size of the list L is set to the maximum possible size 2 NtC , then this is equivalent to full MAP detection, and if L = 1, then this is equivalent to ML detection, as the LSD will only return the ML solution (assuming appropriate constraint radius size). It should be noted that for iterations of the iterative MAP detection process, the list L can be generated once for the first iteration using the LSD, and used for each iteration without reprocessing.
VI. SIMULATIONS
In this section, the results of the simulations performed using the techniques set out in this paper are presented. In the simulation environment, the assumption is made that the relays are arranged pseudorandomly in an area defined by a set of polar coordinates, that is centred on the source node which is defined as being a relative distance of unit 1 for the S to D link for the purposes of the path loss fading calculations in Eqs. (4)- (6) . The radius length d srm is determined as a uniform random variable between r min and r max limit, and the angular component θ srm is a uniform random angle between 0 and 2π. The distance of the relay nodes to the destination node d rdm is then calculated using trigonometrical identities, as below:
For the numerical results, r min is set to 0.1 and r max is set to 0.9. For the power allocation matrices A, the system allocates half of the global power constraint (across both phases) to the source node, and the other half spread evenly across the relay nodes. The global power constraint is set to 1 for the obtained results, and so the source node power allocation matrix A s is set as:
and the relay power allocation matrices A rm are set as:
For the fading effects associated with the channel H, the path loss fading for the channels associated with each relay is defined by the distances d srm and d rdm , and the base power loss of the S to D link, L. For the simulations, L is set as a 20dB power loss. The large scale LNS is randomised per packet according to a log-normal random distribution, with the shadowing spread set at 6dB for all channels. Within the system, we assume that the channel information is perfectly known at the relay and destination nodes, and that the relays in the second phase all transmit with perfect synchronisation. Fig.4a shows the results of a 2x2 MIMO system with no channel coding or link selection, with a hard decision ML SD detector at the destination, using a QPSK modulation scheme with Gray coding to minimise bit errors when adjacent symbols are incorrectly detected. The system model used is the model described in Section II.
The number of relays in the system is varied, and it can be seen that the addition of a single relay to the system can improve BER performance by up to 7dB, but the gains of adding extra relays quickly as is common in literature on cooperative systems. It can be seen that unlike Fig.4a , adding relays to the system does not appear to contribute much BER gain. Fig.4c shows the BER results for the channel model and relay placement scheme from [11] . This model takes into account path loss, but the relay(s)
are placed very close to the source node. Adding the relays to the system gives a very large BER gain as the relays are well placed and fixed in position. Fig.4d shows the BER results for a system with path loss and 8dB of shadowing, which is similar to the system model described in this paper, but the relays The system models compared and contrasted in Fig.4a-d show that the system models in previous literature tend to not take into account all the features of the system model described in this paper, such as the path loss or LNS, or for considering non-static relays, that may not be well placed for relaying signals. schemes reduce to the non-combinatorial cases, and for 2 and 3 relays selected in the system, the gains of the combinatorial strategies over the non-combinatorial strategies is seen to be 2-3dB. The performance of the MH-CP and MM-CP link selection strategies is extremely similar for this setup, and so the MM-CP link selection could be seen as preferable, as it has a lower complexity cost than the MH-CP. The MH-CP and MHC-CP schemes are seen to have up to 7.5dB and 9dB of gain respectively over no link selection scheme being used. Fig.6b represents the results for the same system setup as for Fig.6a , but with a rate 1/3 [7, 7, 5] code, showing that the MH-CP scheme has 6dB of gain over no link selection scheme and the MHC-CP scheme has 7.5dB of gain over no link selection scheme for this convolutional channel coding scheme with iterative detection and decoding.
In the case of the system setup being simulated for these numerical results, it can be seen that selecting more than 2 relays out of the 6 available can have very little impact on the BER performance. This suggests that on average for the relay setup considered, that only 1-2 relays will be in a position that benefits the transmission from the source to the relay in terms of BER performance.
VII. CONCLUSIONS
In this paper, we have defined a two phase cooperative system incorporating path-loss based and large scale shadowing based fading, with variable positioning of MIMO AF relays for a MIMO source and destination under a power constraint. In this system we have demonstrated cooperative ML detection that incorporates both phases of the received signal from the source and relays expressed as a single cooperative ML rule that can be processed by a SD detector, taking into account available information in the system and making appropriate substitutions so that the results can be numerically calculated. Also considered is the use of soft decision information and iterative processing for MAP detection, utilising the LSD as a soft decision detector that can be incorporated into a channel coded iterative processing detector. Several relay link selection strategies are also considered for the system, with limited channel information and full channel information scenarios considered. The proposed combinatorial link selection strategies have been shown to have BER performance gains over existing link selection schemes in both coded and uncoded cooperative MIMO systems. It has also been shown that adding relays to the system may not necessarily give BER gains, depending on the positioning and the number of relays present in the system model, and so the relay link selection strategies can be shown to give gains in BER performance over a full relay case, even when using less relays.
Future research deriving from the work presented in this paper could involve the extension of the proposed ML detector and proposed link selection schemes to other cooperative MIMO system models, such as DF relaying, multi-hop cooperative systems such as wireless sensor networks (WSN) [28] or for consideration with methods involving the use of space time coding (STC) in cooperative systems [29] , [30] , [31] , [32] , [33] . The proposed link selection schemes in particular would be amenable to application in such systems, as the proposed schemes are entirely dependent on the measured power of the channels involved in the system transmissions, and are not influenced by the data being transmitted by the system. Therefore, the link selection schemes could be applied separately to the system being considered, to select the relays to use from the pool of available relays links before the cooperative transmission methods are employed. Further work on the research presented in this paper could include mathematical analyses, such as a diversity gain or BER analysis of the proposed link selection and cooperative ML detector, which is not included in this work due to the complexity of the problem, which would require a lengthy derivation and explanation.
which is clearly still a SPDH matrix. Therefore H H H e A e is also a SPDH, which therefore means that 
