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Abstract
In this paper, we study the problem of signal estimation from noisy non-linear measurements when the unknown
n-dimensional signal is in the range of an L-Lipschitz continuous generative model with bounded k-dimensional
inputs. We make the assumption of sub-Gaussian measurements, which is satisfied by a wide range of measurement
models, such as linear, logistic, 1-bit, and other quantized models. In addition, we consider the impact of adversarial
corruptions on these measurements. Our analysis is based on a generalized Lasso approach (Plan and Vershynin,
2016). We first provide a non-uniform recovery guarantee, which states that under i.i.d. Gaussian measurements,
roughly O
(
k
ǫ2
logL
)
samples suffice for recovery with an ℓ2-error of ǫ, and that this scheme is robust to adversarial
noise. Then, we apply this result to neural network generative models, and discuss various extensions to other models
and non-i.i.d. measurements. Moreover, we show that our result can be extended to the uniform recovery guarantee
whenever a so-called local embedding property holds. For instance, under 1-bit measurements, this recovers an existing
O
(
k
ǫ2
logL
)
sample complexity bound with the advantage of using an algorithm that is more amenable to practical
implementation.
I. INTRODUCTION
In standard compressive sensing (CS) [1], [2], one considers a linear observation model of the form
yi = 〈ai,x∗〉+ ǫi, i = 1, 2, . . . ,m, (1)
where x∗ ∈ Rn is an unknown k-sparse signal vector, ai ∈ Rn is the i-th measurement vector, and ǫi ∈ R is the
noise term. The goal is to accurately recover x∗ given A and y, where A ∈ Rm×n is the measurement matrix
whose i-th row is aTi , and y ∈ Rm is the vector of observations. To obtain an estimate of x∗, a natural idea is to
minimize the ℓ2 loss subject to a structural constraint:
minimize ‖Ax− y‖2 subject to x ∈ K, (2)
where K captures the structure of x∗; this may be set to be the set of all k-sparse vectors in Rn, or for computational
reasons, may instead be the scaled ℓ1-ball, giving rise to the constrained Lasso [3]. We refer to (2) as the K-Lasso
(with observations y and measurement matrix A).
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2Despite the far-reaching utility of standard CS, in many real-world applications the assumption of a linear model
is too restrictive. To address this problem, the semi-parametric single index model (SIM) is considered in various
papers [4]–[6]:
yi = f(〈ai,x∗〉), i = 1, 2, . . . ,m, (3)
where f : R→ R is an unknown (possibly random) function that is independent of ai. In general, f plays the role
of a nonlinearity, and we aim to estimate the signal x∗ despite this unknown nonlinearity. Note that the norm of x∗
is sacrificed in SIM, since it may be absorbed into the unknown function f . Hence, for simplicity of presentation,
we assume that x∗ is a unit vector in Rn. In this paper, similar to that in [5], we make the assumption that the
random variables yi are sub-Gaussian; see Section II-B for several examples. In addition, to further strengthen the
robustness guarantees in our results, we also allow for adversarial noise. That is, we consider the case of corrupted
observations y˜ that can be produced from y in an arbitrary manner (possibly depending onA) subject to an ℓ2-norm
constraint.
Motivated by the tremendous success of deep generative models in abundance of real applications [7], a new
perspective of CS has recently emerged, in which the assumption that the underlying signal can be well-modeled by
a (deep) generative model replaces the common sparsity assumption [8]. In addition to the theoretical developments,
existing works have presented impressive numerical results for CS with generative models, with large reductions
(e.g., a factor of 5 to 10) in the required number of measurements compared to sparsity-based methods [8].
A. Related Work
In this subsection, we provide a summary of some relevant existing works. These works can roughly be divided
into (i) CS with generative models, and (ii) SIM without generative models.
CS with generative models: Bora et al. [8] show that for an L-Lipschitz continuous generative model with
bounded k-dimensional inputs, roughly O(k logL) random Gaussian linear measurements suffice for an accurate
recovery. The analysis in [8] is based on the K-Lasso (2), as well as showing that a natural counterpart to the
Restricted Eigenvalue Condition (REC), termed the Set-REC (S-REC), is satisfied by Gaussian measurement matri-
ces. Extensive experimental results for the K-Lasso have been presented in [8] in the case of linear measurements.
Follow-up works of [8] provide certain additional algorithmic guarantees [9]–[12], as well as information-theoretic
lower bounds [13], [14].
1-bit CS with generative models has been studied in various recent works [15], [16]. In [15], the authors study
robust 1-bit recovery for d-layer, w-width ReLU neural network generative models, and the dithering technique [17]–
[20] is used to enable the estimation of the norm. It is shown that roughly O
(
kd
ǫ2 logw
)
sub-exponential measure-
ments guarantee the uniform recovery1 of any signal in the range of the generative model up to an ℓ2-error of ǫ.
These results do not apply to general non-linear measurement models, and the authors only consider ReLU neural
networks with no offsets, rather than general deep generative models. In addition, the algorithm analyzed is different
to the K-Lasso.
1A uniform recovery guarantee is one in which some measurement matrix A simultaneously ensures the recovery of all x∗ in the set of
interest. In contrast, non-uniform recovery only requires a randomly-drawn A to succeed with high probability for fixed x∗.
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3The authors of [16] prove that the so-called Binary ǫ-Stable Embedding property (BǫSE) holds for 1-bit compres-
sive sensing with L-Lipschitz continuous generative models with O
(
k
ǫ2 log
L
ǫ2
)
Gaussian measurements. However,
these theoretical results are information-theoretic in nature, and computationally efficient algorithms are not consid-
ered. Hence, when specialized to the 1-bit setting, our results complement those of [16] by considering the K-Lasso,
which can be approximated efficiently via gradient descent [8].
The work [21] is perhaps closest to our work, and considers the estimation of a signal in the range of an L-
Lipschitz continuous generative model from non-linear and heavy-tailed measurements. By considering estimators
via score functions based on the first and second order Stein’s identity, it is shown that roughly O
(
k
ǫ2 logL
)
measurements suffice for achieving non-uniform recovery with ℓ2-error at most ǫ. The authors make the assumption
that the nonlinearity f is differentiable, which fails to hold in several cases of interest (e.g., 1-bit and other quantized
measurements). In addition, the estimators based on the above-mentioned score functions differ significantly from
the K-Lasso.
SIM without generative models: The authors of [5] consider SIM and a measurement matrix with i.i.d. standard
Gaussian entries. The analysis is based on the estimates of both the global and local Gaussian mean width (GMW) of
the set of structured signals K, which can be used to understand its effective dimension. The work [4] generalizes
the results in [5] to allow ai ∼ N (0,Σ) with an unknown covariance matrix Σ, derives tighter results when
specialized to the linear model. In these papers, K is assumed to be star-shaped2 or convex, which may not be
satisfied for the range of general Lipschitz continuous generative models. In addition, without further assumptions
on the signal x∗, the structured set K, or the measurement model, the recovery error bound exhibits m− 14 scaling,
which is weaker than the typical m−
1
2 scaling. In each of these papers, only non-uniform recovery guarantees are
provided. See the table in Appendix A for a more detailed overview.
Further follow-up works of [4], [5] include [6] and [22]. In [6], the results for the K-Lasso are extended to a
fairly large class of convex loss functions with the assumption that K is convex. The authors of [22] develop a
framework for characterizing time-data tradeoffs for various algorithms used to recover a structured signal from
nonlinear observations.
For high-dimensional SIM with heavy-tailed elliptical symmetric measurements, [23], [24] propose thresholded
least square estimators to attain similar performance guarantees to those for the Gaussian case. Thresholded score
function estimators via Stein’s identity are proposed in [25], [26], with the purpose of obtaining a consistent estimator
for general non-Gaussian measurements. While treating heavy-tailed measurements, their methods depend heavily
on the chosen basis, and appear difficult to generalize beyond sparse and low-rank signals.
Sharp error bounds (including constants) for various generalized Lasso problems were provided in [27]–[30]. Our
focus is on scaling laws, and we leave refined studies of this nature for future work.
A table comparing our results with the most relevant existing works is given in Appendix A.
2A set K is star-shaped if λK ⊆ K whenever 0 ≤ λ ≤ 1.
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4B. Contributions
In this paper, we provide recovery guarantees for the K-Lasso with non-linear and corrupted observations under
a generative prior. Our main results are outlined as follows:
• In Section III, we characterize the number of measurements sufficient to attain a non-uniform and accurate
recovery of an underlying signal in the range of a Lipschitz continuous generative model. In Section III-A, we
specialize this result to neural network generative models.
• In Section IV, we discuss several variations or extensions of our main result, including an unknown covariance
matrix for the random measurement vectors, relaxing the norm restriction for the underlying signal, considering
bounded k-sparse vectors, representing the sample complexity in terms of the Gaussian mean width of K, and
recovery guarantees for a correlation-based optimization algorithm under binary observations.
• In Section V, we provide uniform recovery guarantees under the assumption of a local embedding property,
which is known to hold for various models of interest.
C. Notation
We use upper and lower case boldface letters to denote matrices and vectors respectively. We write [N ] =
{1, 2, · · · , N} for a positive integer N . A generative model is a function G : D → Rn, with latent dimension k,
ambient dimension n, and input domain D ⊆ Rk. For a set S ⊆ Rk and a generative model G : Rk → Rn, we
write G(S) = {G(z) : z ∈ S}. We use ‖X‖2→2 to denote the spectral norm of a matrix X. We define the ℓq-ball
Bkq (r) := {z ∈ Rk : ‖z‖q ≤ r} for q ∈ [0,+∞], and we use Bkq to abbreviate Bkq (1). Sn−1 := {x ∈ Rn : ‖x‖2 =
1} represents the unit sphere in Rn. The symbols C,C′, C′′, c, c′ are absolute constants whose values may differ
from line to line.
II. PROBLEM SETUP
In this section, we formally introduce the problem, and overview the main assumptions that we adopt. In addition,
we provide examples of measurement models satisfying our assumptions.
Before proceeding, we state the following standard definition.
Definition 1. A random variable X is said to be sub-Gaussian if there exists a positive constant C such that
(E [|X |p])1/p ≤ C√p for all p ≥ 1. The sub-Gaussian norm of a sub-Gaussian random variable X is defined as
‖X‖ψ2 := supp≥1 p−1/2 (E [|X |p])1/p.
A. Setup and Main Assumptions
Recall that the (uncorrupted) measurement model is given in (3), where the function f(·) may be random (but
independent of A). Except where stated otherwise, we make the following assumptions:
• The measurement matrix A has i.i.d. standard Gaussian entries, i.e., ai
i.i.d.∼ N (0, In).
• The scaled vector µx∗ lies in a set of structured signals K, where µ is a fixed parameter depending on f
specified below. We focus on the case that K = Range(G) for some L-Lipschitz continuous generative model
G : Bk2 (r)→ Rn (e.g., see [8]).
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5• Similarly to [5], [31], [32], we assume that each yi is (unconditionally) sub-Gaussian.
• In addition to any random noise in f , we allow for adversarial noise. In this case, instead of observing y
directly, we only assume access to y˜ = [y˜1, . . . , y˜m]
T ∈ Rm satisfying
1√
m
‖y˜− y‖2 ≤ τ (4)
for some parameter τ ≥ 0. Note that the corruptions of y yielding y˜ may depend on A.
• To derive an estimate of x∗ (up to constant scaling), we seek xˆ minimizing ‖y˜ −Ax‖2 over K:
xˆ = argmin
x∈K
‖y˜−Ax‖2. (5)
Recall that we refer to this generalized Lasso as the K-Lasso (with corrupted observations y˜ and measurement
matrix A) [4], [5]. It may seem counter-intuitive that the K-Lasso is provably accurate even for non-linear
observations; the idea is that the nonlinearity is rather treated as noise and one may transform the non-linear
observation model into a scaled linear model with an unconventional noise term [4].
• Let g ∼ N (0, 1) be a standard normal random variable. To analyze the recovery performance as a function of
the nonlinearity f , we use the following parameters, which play a key role:
– The mean term, denoted µ := E[f(g)g];
– The sub-Gaussian norm of f(g) (i.e., of any given yi), denoted ψ := ‖f(g)‖ψ2 .
Remark 1. For K = Range(G), the estimator (5) was considered in [8], focusing on linear observations. It was
noted that although finding an exact solution may be difficult due to the (typical) non-convexity of G, gradient
methods for finding an approximate solution are effective in practice.
B. Examples of Measurement Models
When f does not grow faster than linearly, i.e., |f(x)| ≤ a+b|x| for some scalars a and b, yi will be sub-Gaussian.
We may also consider various nonlinear models that give sub-Gaussian observations. For example, the censored
Tobit model, f(x) = max{x, 0}, gives µ = 12 and ψ ≤ C.
In addition, by setting a = 1 and b = 0 in the above-mentioned condition |f(x)| ≤ a + b|x|, we observe that
measurement models with each output selected from {−1, 1}, i.e., 1-bit measurements, lead to sub-Gaussian yi.
For example, for 1-bit observations with random bit flips, we set f(x) = ξ · sign(x), where ξ is an independent
±1-valued random variable with P(ξ = −1) = p < 12 . In this case, we have µ = (1 − 2p)
√
2
π and ψ = 1 [6].
We may also consider additive noise before 1-bit quantization, i.e., f(x) := sign(x+z), where z is an independent
noise term. Different forms of noise lead to distinct binary statistical models. For example, if z is Gaussian, this
corresponds to the probit model. On the other hand, if z is logit noise, this recovers the logistic regression model.
More generally, we may consider non-binary quantization schemes, such as uniform (mid-riser) quantization: For
some ∆ > 0, f(x) = ∆
(⌊ x∆⌋+ 12). It is easy to see that |f(x)| ≤ |x|+ ∆2 for all x ∈ R, and thus the corresponding
observations are sub-Gaussian. In addition, we have µ = 1 and ψ ≤ C + ∆2 [33].
June 24, 2020 DRAFT
6III. MAIN RESULT
In the following, we state our main theorem concerning non-uniform recovery, i.e., the vector x∗ is fixed in
advance, before the sample matrix A is drawn. The proof is given in Appendix C.
Theorem 1. Consider any x∗ ∈ Sn−1 ∩ 1µK with K = G(Bk2 (r)) for some L-Lipschitz G : Bk2 (r) → Rn, along
with y from the model (3) with ai
i.i.d.∼ N (0, In), and an arbitrary corrupted vector y˜ with 1√m‖y˜−y‖2 ≤ τ . For
any ǫ > 0, if Lr = Ω(ǫψn) and m = Ω
(
k
ǫ2 log
Lr
ǫψ
)
,3 then with probability 1 − e−Ω(ǫ2m), any solution xˆ to the
K-Lasso (5) satisfies
‖µx∗ − xˆ‖2 ≤ ψǫ+ τ. (6)
If τ = 0 and ψ > 0 is fixed, we get an error bound on the order of
√
k log(Lr)
m up to a logarithmic factor in m, in
particular matching the usual m−
1
2 scaling. In addition, the k log(Lr) dependence (as well as the effect of τ > 0)
is consistent with prior work on the linear [8] and 1-bit [16] models, while also holding for broader non-linear
models. Additional variations are given in Section IV, and a uniform guarantee is established in Section V under
additional assumptions. In the following, we apply Theorem 1 to neural network models, as these are of particular
practical interest.
A. Application to Neural Network Generative Models
We consider feedforward neural network generative models; with d layers, we have
G(z) = φd (φd−1 (· · ·φ2(φ1(z, θ1), θ2) · · · , θd−1) , θd) , (7)
where z ∈ Bk2 (r), φi(·) is the functional mapping corresponding to the i-th layer, and θi = (Wi,bi) is the parameter
pair for the i-th layer: Wi ∈ Rni×ni−1 is the matrix of weights, and bi ∈ Rni is the vector of offsets, where ni is
the number of neurons in the i-th layer. Note that n0 = k and nd = n. Defining z
0 = z and zi = φi(z
i−1, θi), we
set φi(z
i−1, θi) = φi(Wizi−1 + bi), i = 1, 2, . . . , d, for some activation function φi(·) applied element-wise.
The following corollary applies Theorem 1 to feedforward neural network generative models. Note that here we
do not constrain the ℓ2-norm of the signal G(z
∗) ∈ K.
Corollary 1. Suppose that the generative modelG : Bk2 (r)→ Rn is defined as in (7) with at most w nodes per layer.
Suppose that all weights are upper bounded byWmax in absolute value, and that the activation function is 1-Lipschitz.
For any z∗ ∈ Bk2 (r), let y = f
(
A
G(z∗)
µ
)
and let y˜ be the observed vector with 1√
m
‖y − y˜‖2 ≤ τ . In addition,
define f¯(x) = f
(‖G(z∗)‖2
µ x
)
and µ¯ = E[f¯(g)g], ψ¯ = ‖f¯(g)‖ψ2 . Then, for any ǫ > 0, if (wWmax)dr = Ω(ǫψ¯n),
m = Ω
(
k
ǫ2 log
r(wWmax)
d
ǫψ¯
)
and
µ¯G(z∗)
‖G(z∗)‖2 ∈ K, then with probability 1−e−Ω(ǫ
2m), any solution xˆ to the K-Lasso (5)
satisfies ∥∥∥∥µ¯ G(z∗)‖G(z∗)‖2 − xˆ
∥∥∥∥
2
≤ ǫψ¯ + τ. (8)
3Here and in subsequent results, the implied constant is implicitly assumed to be sufficiently large.
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7Proof. We know that under the assumptions of the corollary, the generative model G is L-Lipschitz with L =
(wWmax)
d
(cf. [8, Lemma 8.5]). Letting ρ = ‖G(z∗)‖2, it is straightforward to see that f¯(g) = f
(
ρ
µg
)
is also
sub-Gaussian, where g ∼ N (0, 1). In addition, we have
y = f
(
A
G (z∗)
µ
)
= f
(
A
ρ
µ
· G (z
∗)
ρ
)
= f¯
(
A
G (z∗)
ρ
)
. (9)
Note that
G(z∗)
ρ is a unit vector, and µ¯
G(z∗)
ρ ∈ K by assumption. Applying Theorem 1 to the observation function
f¯ and the unit signal vector
G(z∗)
ρ completes the proof.
Remark 2. Several commonly-used activation functions are 1-Lipschitz, such as i) the ReLU function, φi(x) =
max(x, 0); (ii) the Sigmoid function, φi(x) =
1
1+e−x ; and (iii) the Hyperbolic tangent function with φi(x) =
ex−e−x
ex+e−x .
Moreover, it is straightforward to generalize to other activation functions whose Lipschitz constants that may exceed
one.
IV. VARIATIONS AND EXTENSIONS
In this section, we discuss several variations and extensions of our main result, including considering bounded
k-sparse vectors in Section IV-A, recovery guarantees for a correlation-based optimization algorithm under binary
observations in Section IV-B, an unknown covariance matrix for the random measurement vectors in Section IV-C,
relaxing the norm restriction for the underlying signal in Section IV-D, and relating the sample complexity to the
Gaussian mean width in Section IV-E.
A. Bounded Sparse Vectors
In the proof of Theorem 1, for the set of signals K = G(Bk2 (r)), we make use of the property that for any δ > 0,
there exists a δ-net M of K such that |M| ≤ O (exp (k log Lrδ )). Hence, we can readily extend the result to other
sets K with known bounds on the size of a δ-net. As an example, we state the following for bounded sparse vectors,
defining Σnk to be the set of k-sparse vectors in R
n. A proof outline is given in Appendix D-A.
Corollary 2. Fix ǫ > 0, and let ν ≥ µ satisfy ν = Ω(ǫψk). Fix x∗ ∈ Σnk ∩ Sn, let y = f(Ax∗), and let y˜ be a
vector satisfying 1√
m
‖y − y˜‖2 ≤ τ . Then, when m = Ω
(
k
ǫ2 log
νn
ǫψk
)
, with probability 1 − e−Ω(ǫ2m), any xˆ that
minimizes ‖y˜ −Ax‖2 over Σnk ∩ νBn2 satisfies
‖µx∗ − xˆ‖2 ≤ ψǫ+ τ. (10)
This corollary is similar to other sparsity based results for the generalized Lasso, such as those in [4], [5]. It is
intuitive that similar sparsity-based results to Theorem 1 follow without difficulty, given that generative models are
known that can produce bounded sparse signals [13], [14].
B. Alternative Model for Binary Measurements
For binary observations, the following measurement model is considered in various works [34]–[37]: The response
variables, yi ∈ {−1, 1}, i ∈ [m], are drawn independently at random according to some distribution satisfying
E[yi|ai] = θ(aTi x∗), (11)
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8for some deterministic function θ with −1 ≤ θ(z) ≤ 1. In this section, we provide a result related to Theorem 1
for this model, again considering the case that ai ∼ N (0, In) and x∗ ∈ K ∩ Sn−1 with K = G(Bk2 (r)) for some
L-Lipschitz generative model G.
The model (11) is a special case of (3) in which f(g) ∈ {−1, 1} and E[f(g)] = θ(g). Using this interpretation
and the tower property of expectation, we readily find that
µ = E[E[f(g)g | g]] = E[θ(g)g] (12)
with g ∼ N (0, 1). In addition, we have for any i ∈ [m] that
E[yia
T
i x
∗] = E[E[yiaTi x
∗|ai]] = E[(aTi x∗)θ(aTi x∗)] = µ, (13)
and it is straightforward to show that [35, Lemma 4]
E[yiai] = µx
∗. (14)
Let y˜ ∈ {−1, 1}m be a vector of corrupted observations satisfying 1√
m
‖y − y˜‖2 ≤ τ . To derive an estimator for
x∗, we seek xˆ maximizing y˜T (Ax) over x ∈ K = G(Bk2 (r)), i.e.,
xˆ := argmax
x∈K
y˜T (Ax). (15)
As was done in previous works such as [34], [35], we assume that the considered low-dimensional set is contained
in the unit Euclidean ball, i.e., K ⊆ Bn2 . Using auxiliary results outlined in Appendix C-A, we derive the following
theorem, which is similar to Theorem 1. Although the ideas are similar, the model assumptions and the algorithms
used are slightly different, so the results are both of interest.
Theorem 2. Consider any x∗ ∈ K ∩ Sn−1 with K = G(Bk2 (r)) ⊆ Bn2 for some L-Lipschitz generative model
G : Bk2 (r)→ Rn, along with y generated from the model (11) with ai i.i.d.∼ N (0, In), and an arbitrary corrupted
vector y˜ with 1√
m
‖y˜ − y‖2 ≤ τ . For any ǫ > 0, if Lr = Ω(ǫn) and m = Ω
(
k
ǫ2 log
Lr
ǫ
)
, then with probability
1− e−Ω(ǫ2m), any solution xˆ to (15) satisfies
‖x∗ − xˆ‖2 ≤ ǫ+ τ
µ
. (16)
The proof is mostly similar to that of Theorem 1, so we only outline the differences in Appendix C-B.
C. General Covariance Matrices
Thus far, we have focused on the case that ai ∼ N (0, I). Following the ideas of [4], we can also consider
the more general scenario in which ai ∼ N (0,Σ) for an unknown covariance matrix Σ ∈ Rn×n, assuming that
‖√Σx∗‖2 = 1 and µx∗ ∈ K. The definitions of µ and ψ remain the same, cf., Section II-A. The following is easily
deduced from Theorem 1; see Appendix D-B for the details.
Corollary 3. Suppose that ai
i.i.d.∼ N (0,Σ) for i ∈ [m] and ‖√Σx∗‖2 = 1. Suppose that y = f(Ax∗) and
µx∗ ∈ K. Let y˜ be any vector of corrupted measurements satisfying 1√
m
‖y − y˜‖2 ≤ τ . Then, for any ǫ > 0,
June 24, 2020 DRAFT
9when ‖Σ‖1/22→2Lr = Ω(ǫψn) and m = Ω
(
k
ǫ2 log
‖Σ‖1/2
2→2
Lr
ǫψ
)
, with probability 1 − e−Ω(ǫ2m), any solution to the
generalized Lasso (5) satisfies
‖
√
Σ(xˆ − µx∗)‖2 ≤ ψǫ+ τ. (17)
D. Removing the ℓ2-norm Assumption
Continuing from the previous subsection and again following [4], our results can easily be generalized to the
case that ‖√Σx∗‖2 6= 1 (or for Σ = I, the case that ‖x∗‖2 6= 1). The idea is similar to that presented in the proof
of Corollary 1. In particular, setting ρ = ‖√Σx∗‖2 and x¯ = x∗ρ gives
f(Ax∗) = f(ρAx¯) = f¯(Ax¯), (18)
where f¯(x) := f(ρx) for x ∈ R. Hence, for g ∼ N (0, 1), if E[f¯(g)g]x¯ ∈ K, the preceding theorems and corollaries
apply to the estimation of x¯, with modified parameters
µ¯ := E[f¯(g)g], ψ¯ := ‖f¯(g)‖ψ2 . (19)
E. Relation to the Gaussian Mean Width
The (global) Gaussian mean width (GMW) of a set K is defined as
ω(K) := E
[
sup
x∈K−K
〈g,x〉
]
, (20)
where K − K := {s − t : s ∈ K, t ∈ K} and g ∼ N (0, In). The GMW of K is a geometric parameter, and is
useful for understanding the effective dimension of K in estimation problems. In various related works such as [4],
[5], the sample complexity derived depends directly on the GMW or its local variants. For example, if K ⊆ Rn is
compact and star shaped, then by [5, Eq. (2.1)], m = O
(ω(K)2
ǫ4
)
measurements suffice for ǫ-accurate recovery.
According to [34], the GMW satisfies the following properties:
1) If K = Bn2 or K = Sn−1, then ω(K) = E[‖g‖2] ≤
(
E
[‖g‖22])1/2 = √n;
2) If K is a finite set contained in Bn2 , then ω(K) ≤ C
√
log |K|.
Using these observations, we obtain the following; see Appendix D-C for the proof.
Lemma 1. Fix r > 0, and let G be an L-Lipschitz generative model with Lr = Ω(1), and let K = G(Bk2 (r)).
Then, we have
ω(K)2 = Θ
(
k log
Lr
√
n√
k
)
. (21)
Returning to the sample complexitym = O
(
k
ǫ2 log
Lr
ψǫ
)
in Theorem 1, we find that this reduces to m = O
(ω(K)2
ǫ2
)
in broad scaling regimes. For instance, this is the case when ψ is constant, Lr = nΩ(1) (as is typical for neural
networks [8]), and ǫ decays no faster than polynomially in n.
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V. UNIFORM RECOVERY GUARANTEE
In this section, we turn to uniform recovery guarantees, stating that a single matrix A simultaneously permits
the recovery of all x∗ in the set of interest. For brevity, we consider µ and ψ to be fixed constants and omit them
in the O(·) notation.
Our result will depend on the following Local Embedding Property (LEP).
Definition 2. A deterministic function f˜ and measurement matrix A˜ are said to satisfy the LEP(S, δ, β) with set
S and parameters δ ≥ 0 and β ≥ 0 if, for any x1 ∈ S and x2 ∈ S satisfying ‖x1− x2‖2 ≤ δ, the following holds:
1√
m
‖f˜(A˜x1)− f˜(A˜x2)‖2 ≤ Cδβ (22)
for some C > 0 not depending on δ.
This definition essentially states that nearby signals remain close upon multiplying by A˜ and then applying the
function f˜ . See, for example, [16], [38] for similar concepts in earlier works. With this definition in place, our
main assumption in this section is stated as follows.
Assumption 1. Under the (possibly random) function f , i.i.d. Gaussian measurement matrix A, and generative
model G with K = Range(G), there exists a constant β ∈ (0, 1] and functions MLEP, PLEP such that for any
sufficiently small δ, the following holds with probability 1 − PLEP(δ, β) when m ≥ MLEP(δ, β): The pair (f,A)
satisfies the LEP(S, δ, β) with S = Sn−1 ∩ {x : cx ∈ K for some c ∈ [µ(1 − η), µ(1 + η)]}, where η > 0 is a
(small) positive constant not depending on δ, and µ = E[f(g)g].
We impose the restriction β ≤ 1 because the case β > 1 fails even for linear measurements, and the LEP for
β > 1 implies the same for β = 1. Before providing some examples of models satisfying Assumption 1, we state
our uniform recovery result, which is proved in Appendix F.
Theorem 3. Suppose that f yields parameters µ = Θ(1) and ψ = Θ(1), and that Assumption 1 holds. Then,
for sufficiently small ǫ > 0, if Lr = Ω(ǫn) and m ≥ MLEP
(K, ǫ1/β , β) + Ω( kǫ2 log Lrǫ ), then with probability
1−e−Ω(m)−PLEP
(K, ǫ1/β , β), we have the following: For any signal x∗ ∈ Sn−1 with µx∗ ∈ K and y = f(Ax∗),
and any vector y˜ of corrupted measurement satisfying 1√
m
‖y˜ − y‖2 ≤ τ , any solution xˆ to the K-Lasso satisfies
‖µx∗ − xˆ‖2 ≤ ǫ+ τ. (23)
Assumption 1 is satisfied by various measurement models; for example:
• Under the linear model f(x) = x, setting α = 12 in Lemma 4 in Appendix B, we find upon choosing any
δ > 0 and setting β = 1 and µ = 1, we obtain MLEP(δ, β) = O
(
k log Lrδ
)
and PLEP(δ, β) = e
−Ω(m).
• The preceding example directly extends to any 1-Lipschitz function f , such as the censored Tobit model with
f(x) = max{x, 0}.
• In Appendix E, we use an existing result in [16] to show that for the noiseless 1-bit model with f(x) =
sign(x), we can choose any δ = O(1), set β = 12 and µ =
√
2
π , and obtain MLEP(δ, β) = O
(
k
δ log
Lr
δ2
)
and
PLEP(δ, β) = e
−Ω(δm).
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Regarding the last of these, we note that our sample complexity in Theorem 3 matches that of [16, Thm. 2], but with
the advantage of considering an algorithm more amenable to practical implementation (i.e., the K-Lasso), rather
than purely information-theoretic arguments.
VI. CONCLUSION
We have provided recovery guarantees for the generalized Lasso with nonlinear observations and generative
priors. In particular, we showed that under i.i.d. Gaussian measurements, roughly O
(
k
ǫ2 logL
)
samples suffice for
non-uniform ǫ-recovery, with robustness to adversarial noise. Moreover, we derived a uniform recovery guarantee
under the assumption of the local embedding property. Possible extensions for future work include handling signals
with representation error (i.e., µx∗ is not quite in K) [4], [8], a sharp analysis including constants [27]–[30], and
lower bounds on the sample complexity [5], [13], [14].
APPENDIX A
TABLE COMPARING TO THE EXISTING LITERATURE
The comparison of our results to those in the existing literature, as discussed in Section I-A, is outlined in
Table I. In the table, we write µ = E[f(g)g] for g ∼ N (0, 1). We use K to represent the structured set of
interest, and Σnk to represent the set of k-sparse vectors in R
n. For Projected Back Projection (PBP) [5], the
reconstructed vector is xˆ := PK
(
1
mA
Ty
)
, where PK is the projection operator onto K. In addition, ∂K represents
the boundary of K. Letting q : Rn → R be the density of the random measurement vector a and assume that q is
differentiable, we write Sq(a) = −∇q(a)q(a) . For thresholded Empirical Risk Minimization (ERM), the reconstructed
vector is xˆ := argminx∈G(Bk
2
(r)) ‖x‖22− 2m
∑m
i=1 yˆi 〈Sq(ai),x〉, where yˆi := sign(yi)·|yi|∧τ for some thresholding
parameter τ . We recall that GMW stands for Gaussian Mean Width (cf., Section IV-E) and LEP stands for Local
Embedding Property (cf., Definition 2). Interested readers may refer to [18, Table 1] for a summary of further
relevant results.
APPENDIX B
AUXILIARY RESULTS FOR PROVING THEOREM 1 (NON-UNIFORM RECOVERY)
In this section, we provide some useful definitions and lemmas; we first present those that are general, and then
those that are specific to our setup.
A. General Auxiliary Results
First, we present the definition of the Set-Restricted Eigenvalue Condition (S-REC) [8], which is a generalization
of the REC.
Definition 3. Let S ⊆ Rn. For parameters γ > 0, δ ≥ 0, a matrix A˜ ∈ Rm×n is said to satisfy the S-REC(S, γ, δ)
if, for every x1,x2 ∈ S, it holds that
‖A˜(x1 − x2)‖2 ≥ γ‖x1 − x2‖2 − δ. (24)
Recall that we use A ∈ Rm×n to represent the random matrix with i.i.d. N (0, 1) entries. The following lemma
from [8] shows that 1√
m
A satisfies the S-REC condition for bounded Lipschitz generative models.
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Table I
SUMMARY OF EXISTING RESULTS AND THEIR ASSOCIATED CONDITIONS ON THE STRUCTURED SET, THE OBSERVED SIGNAL, THE SENSING MODEL, AND THE RECONSTRUCTION ALGORITHM.
[4] [5] [6] [21] (this work)
Signal set
K ⊆ Rn
Convex; considers
(local) GMW on the
tangent cone at x∗
Star-shaped,
closed; considers
(local) GMW
Convex; considers
(local) GMW
G(Bk2 (r)) G(B
k
2 (r))
Condition
on x∗
x∗ ∈ Sn−1 ∩ 1µK µ x
∗
‖x∗‖2 ∈ K x∗ ∈ Sn−1 ∩ 1µK
x∗ ∈ Sn−1 ∩ K,
λx∗ ∈ K,
λ := E
[
f ′
(
aTx∗, ξ
)] x∗ ∈ Sn−1 ∩ 1µK
Sensing
model
f(aTi x
∗)
f(aTi x
∗)
yi sub-Gaussian
f(aTi x
∗), with
extra adversarial noise
f(aTi x
∗, ξi),
ξi random noise,
f differentiable
and deterministic
f(aTi x
∗)
yi sub-Gaussian, with
extra adversarial noise
Algorithm K-Lasso PBP General convex
loss functions
Thresholded ERM K-Lasso
Uniform/
Non-uniform
guarantee
Non-uniform Non-uniform Non-uniform Non-uniform
Non-uniform (and
uniform if LEP holds)
Error
bound
µx∗ ∈ ∂K: the
dependence on m
can be m−
1
2
(In general, m−
1
4 )
K = Σnk , noiseless
1-bit observations:√
k log nk
m
(In general, m−
1
4 )
K = µ
(√
kBn1 ∩Bn2
)
and µx∗ ∈ ∂K:
√
k log nk
m
(In general, m−
1
4 )
√
k logLr
m
√
k logLr
m
Measurement
vector ai
N (0,Σ) N (0, In) N (0,Σ) Sq(a) sub-Gaussian N (0,Σ)
Ju
n
e
2
4
,
2
0
2
0
D
R
A
F
T
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Lemma 2. ([8, Lemma 4.1]) Fix r > 0, and let G : Bk2 (r) → Rn be L-Lipschitz. For α ∈ (0, 1), if m =
Ω
(
k
α2 log
Lr
δ
)
, then a random matrix 1√
m
A ∈ Rm×n with aij i.i.d.∼ N (0, 1) satisfies the S-REC(G(Bk2 (r), 1−α, δ))
with probability 1− e−Ω(α2m).
In addition, we have the following basic concentration inequality.
Lemma 3. ([39]) Fix fixed x ∈ Rn, we have for any ǫ ∈ (0, 1) that
P
(
(1− ǫ)‖x‖22 ≤
∥∥∥ 1√
m
Ax
∥∥∥2
2
≤ (1 + ǫ)‖x‖22
)
≥ 1− e−ǫ2(1−ǫ)m/4. (25)
Using the two-sided concentration bound provided in Lemma 3, and by a simple modification of the proof of
Lemma 2, we obtain the following lemma, which is useful for upper bounding the error corresponding to adversarial
noise.
Lemma 4. Fix r > 0, and let G : Bk2 (r)→ Rn be L-Lipschitz. For α < 1 and δ > 0, if m = Ω
(
k
α2 log
Lr
δ
)
, then
with probability 1− e−Ω(α2m), we have for all x1,x2 ∈ G(Bk2 (r)) that
1√
m
‖Ax1 −Ax2‖2 ≤ (1 + α)‖x1 − x2‖2 + δ. (26)
Alongside the sub-Gaussian notion in Definition 1, we use the following definition of a sub-exponential random
variable and sub-exponential norm.
Definition 4. A random variable X is said to be sub-exponential if there exists a positive constant C such that
(E [|X |p]) 1p ≤ Cp for all p ≥ 1. The sub-exponential norm of X is defined as
‖X‖ψ1 = sup
p≥1
p−1 (E [|X |p]) 1p . (27)
The product of two sub-Gaussian random variables is sub-exponential, as stated in the following.
Lemma 5. ([40, Lemma 2.7.7]) Let X and Y be sub-Gaussian random variables (not necessarily independent).
Then XY is sub-exponential, and satisfies
‖XY ‖ψ1 ≤ ‖X‖ψ2‖Y ‖ψ2 . (28)
In our setting, since we assume that yi is sub-Gaussian and 〈ai,x∗〉 ∼ N (0, 1), Lemma 5 reveals that the random
variable yi〈ai,x∗〉 is sub-exponential, and has the same distribution as f(g)g with g ∼ N (0, 1), yielding
µ = E[f(g)g] ≤ E[|f(g)g|] ≤ ‖f(g)g‖ψ1 ≤ Cψ (29)
for some absolute constant C > 0. In addition, we have the following concentration inequality for sums of
independent sub-exponential random variables.
Lemma 6. ([41, Proposition 5.16]) Let X1, . . . , XN be independent centered sub-exponential random variables,
and K = maxi ‖Xi‖ψ1 . Then for every α = [α1, . . . , αN ]T ∈ RN and ǫ ≥ 0, it holds that
P
(∣∣∣ N∑
i=1
αiXi
∣∣∣ ≥ ǫ) ≤ 2 exp(−c ·min( ǫ2
K2‖α‖22
,
ǫ
K‖α‖∞
))
. (30)
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B. Auxiliary Results for Our Setup
In the remainder of this appendix, we consider the setup described in Section II. Based on Lemma 6, we have
the following.
Lemma 7. Fix any x¯ ∈ Sn−1 and let y¯ := f(Ax¯). For any t > 0, if m = Ω(t+ logn), then with probability
1− e−Ω(t), we have ∥∥∥∥ 1mAT (y¯ − µAx¯)
∥∥∥∥
∞
≤ O
(
ψ
√
t+ logn
m
)
. (31)
Proof. For any fixed j ∈ [n], let Xj be the j-th entry of 1mAT (y¯ − µAx¯). We have
Xj =
1
m
m∑
i=1
aij(y¯i − µ〈ai, x¯〉) = 1
m
m∑
i=1
Xij , (32)
whereXij := aij(y¯i−µ〈ai, x¯〉). We proceed by showing that {Xij}i∈[m] are i.i.d. sub-exponential random variables.
Since ai ∼ N (0, In), we have Cov[aij , 〈ai, x¯〉] = x¯j . For i ∈ [m], letting g := 〈ai, x¯〉 ∼ N (0, 1), we find
that aij ∼ N (0, 1) can be written as aij = x¯jg +
√
1− x¯2jh, where h ∼ N (0, 1) is independent of g. Thus,
Xij = aij(y¯i − µ〈ai, x¯〉) = (x¯jg +
√
1− x¯2jh)(f(g)− µg), and hence E[Xij ] = x¯jE[f(g)g − µg2] = µ− µ = 0.
In addition, from Lemma 5 and (29), we obtain
‖Xij‖ψ1 ≤ C′‖f(g)− µg‖ψ2 ≤ C′′ψ. (33)
For fixed c′ > 0, letting ǫj = c′‖X1j‖ψ1
√
t+log n
m and ǫ = maxj ǫj , we have from Lemma 6 that
P(|Xj | ≥ ǫ) ≤ P(|Xj | ≥ ǫj) (34)
= P
(
1
m
∣∣∣∣∣
m∑
i=1
Xij
∣∣∣∣∣ ≥ ǫj
)
(35)
≤ 2 exp
(
−cmin
(
mǫ2j
‖X1j‖2ψ1
,
mǫj
‖X1j‖ψ1
))
(36)
≤ exp (−Ω(t+ logn)) , (37)
where (37) uses m = Ω(t+ logn) and the choice of ǫj . For sufficiently large c
′, we can make the implied constant
to Ω(·) in (37) greater than one, and taking the union bound over j ∈ [n] gives
P
(∥∥∥∥ 1mAT (y¯ − µAx¯)
∥∥∥∥
∞
≥ ǫ
)
≤ n exp (−Ω(t+ logn)) = e−Ω(t) (38)
as desired.
In addition, we have the following useful lemma.
Lemma 8. Fix any x¯ ∈ Sn−1 and let y¯ := f(Ax¯). For any fixed u ∈ Rn, the random variable U :=
1
m
〈
u,AT (y¯ − µAx¯)〉 has zero mean and is sub-exponential. Moreover, for any ξ > 0, if m = Ω(ξ2), then
with probability 1− e−Ω(ξ2), we have
|U | ≤ ξψ‖u‖2√
m
. (39)
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Proof. When u is the zero vector, the result is trivial, so we only consider u 6= 0. Following similar steps to the
proof of Lemma 7, we write
〈
u,AT (y¯ − µAx¯)〉 = n∑
j=1
uj
m∑
i=1
aij(y¯i − µ〈ai, x¯〉) (40)
=
m∑
i=1
(y¯i − µ〈ai, x¯〉)
n∑
j=1
ujaij (41)
= ‖u‖2
m∑
i=1
(y¯i − µ〈ai, x¯〉)〈ai, u¯〉 (42)
= ‖u‖2
m∑
i=1
Ui, (43)
where u¯ = u‖u‖2 and Ui := (y¯i−µ〈ai, x¯〉)〈ai, u¯〉. We proceed by showing that U1, . . . , Um are i.i.d. sub-exponential
random variables. Note that 〈ai, u¯〉 ∼ N (0, 1), and Cov[〈ai, u¯〉, 〈ai, x¯〉] = 〈x¯, u¯〉. Fixing i ∈ [m] and letting
g := 〈ai, x¯〉 ∼ N (0, 1), we find that 〈ai, u¯〉 can be written as 〈ai, u¯〉 = 〈x¯, u¯〉g+
√
1− 〈x¯, u¯〉2h, where h ∼ N (0, 1)
is independent of g. Therefore, we obtain
E[Ui] = E [(y¯i − µ〈ai, x¯〉)〈ai, u¯〉] = 〈x¯, u¯〉E[f(g)g − µg2] = 0. (44)
In addition, from Lemma 5 and (29), we derive
‖Ui‖ψ1 ≤ C′‖f(g)− µg‖ψ2 ≤ C′′ψ. (45)
Letting ǫ = c′ ξψ‖u‖2√
m
, we deduce from Lemma 6 that
P(|U | ≥ ǫ) = P
(
‖u‖2
m
∣∣∣∣∣
m∑
i=1
Ui
∣∣∣∣∣ ≥ ǫ
)
(46)
≤ 2 exp
(
−cmin
(
mǫ2
‖Ui‖2ψ1‖u‖22
,
mǫ
‖Ui‖ψ1‖u‖2
))
(47)
≤ e−Ω(ξ2), (48)
where (48) follows from m = Ω(ξ2) and the choice of ǫ.
The following definition formally introduces the notion of an ǫ-net, also known as a covering set.
Definition 5. Let (X , d) be a metric space, and fix ǫ > 0. A subset S ⊆ X is said be an ǫ-net of X if, for all
x ∈ X , there exists some s ∈ S such that d(x, s) ≤ ǫ. The minimal cardinality of an ǫ-net of X is denoted by
N ∗(X , ǫ) and is called the covering number of X (with parameter ǫ).
Based on the above lemmas and definitions, we establish the following lemma. Note that here we only require
that x˜ ∈ K = G(Bk2 (r)), and we do not require that µx¯ ∈ K.
June 24, 2020 DRAFT
16
Lemma 9. Fix any x¯ ∈ Sn−1 and let y¯ := f(Ax¯). Suppose that some x˜ ∈ K is selected depending on y¯ and A.4
Then, for any δ > 0, if Lr = Ω(δn) and m = Ω
(
k log Lrδ
)
, then with probability 1− e−Ω(k log Lrδ ), it holds that
〈
1
m
AT (y¯ − µAx¯), x˜− µx¯
〉
≤ O

ψ
√
k log Lrδ
m

 ‖x˜− µx¯‖2 +O

δψ
√
k log Lrδ
m

 . (49)
Proof. We utilize ideas from [8] based on forming a chain of nets. Specifically, for a positive integer l, let M =
M0 ⊆ M1 ⊆ . . . ⊆ Ml be a chain of nets of Bk2 (r) such that Mi is a δiL -net with δi = δ2i . There exists such a
chain of nets with [41, Lemma 5.2]
log |Mi| ≤ k log 4Lr
δi
. (50)
By the L-Lipschitz assumption on G, we have for any i ∈ [l] that G(Mi) is a δi-net of G(Bk2 (r)). We write x˜ as
x˜ = (x˜− x˜l) + (x˜l − x˜l−1) + . . .+ (x˜1 − x˜0) + x˜0, (51)
where x˜i ∈ G(Mi) for all i ∈ [l], and ‖x˜− x˜l‖2 ≤ δ2l , ‖x˜i − x˜i−1‖2 ≤ δ2i−1 for all i ∈ [l]. Therefore, the triangle
inequality gives
‖x˜− x˜0‖2 < 2δ. (52)
We decompose 1m 〈AT (y¯ − µAx¯), x˜− µx¯〉 into three terms:〈
1
m
AT (y¯ − µAx¯), x˜− µx¯
〉
=
〈
1
m
AT (y¯ − µAx¯), x˜0 − µx¯
〉
+
l∑
i=1
〈
1
m
AT (y¯ − µAx¯), x˜i − x˜i−1
〉
+
〈
1
m
AT (y¯ − µAx¯), x˜− x˜l
〉
. (53)
We derive upper bounds for these terms separately:
1) For any t ∈ Rn, from Lemma 8, we have that for any ξ > 0, if m = Ω (ξ2), then with probability 1−e−Ω(ξ2),〈
1
m
AT (y¯ − µAx¯), t− µx¯
〉
≤ ξψ√
m
‖t− µx¯‖2. (54)
Recall that log |G(M)| = log |M | ≤ k log 4Lrδ . We set ξ = C
√
k log Lrδ in (54), where C is a certain positive
constant, and let m = Ω
(
ξ2
)
= Ω
(
k log Lrδ
)
. By the union bound over G(M), we have that with probability
1− e−Ω(k log Lrδ ), for all t ∈ G(M),〈
1
m
AT (y¯ − µAx¯), t− µx¯
〉
≤ O

ψ
√
k log Lrδ
m

 ‖t− µx¯‖2. (55)
Therefore, with probability 1− e−Ω(k log Lrδ ), the first term in (53) can be upper bounded by〈
1
m
AT (y¯ − µAx¯), x˜0 − µx¯
〉
≤ O

ψ
√
k log Lrδ
m

 ‖x˜0 − µx¯‖2 (56)
≤ O

ψ
√
k log Lrδ
m

 (‖x˜− µx¯‖2 + 2δ), (57)
4For example, we may choose x˜ to be a minimizer of the K-Lasso (5) with inputs y¯ and A.
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where (57) uses (52) and the triangle inequality.
2) From Lemma 8, similarly to (54), and applying the union bound, we obtain that for all i ∈ [l] with
corresponding ξi > 0 and all (ti−1, ti) pairs in G(Mi−1)×G(Mi), if m = Ω
(
maxi ξ
2
i
)
, then with probability
at least 1−∑li=1 |Mi−1| · |Mi|e− ξ2i2 ,〈
1
m
AT (y¯ − µAx¯), ti − ti−1
〉
≤ ξiψ√
m
‖ti − ti−1‖2. (58)
Since (50) gives log (|Mi| · |Mi−1|) ≤ 2ik+2k log 4Lrδ , if we set ξi = C′
√
ik + k log Lrδ with C
′ sufficiently
large, we obtain
l∑
i=1
|Mi−1| · |Mi|e−
ξ2i
2 =
l∑
i=1
e−Ω(ik+k log
Lr
δ ) = e−Ω(k log
Lr
δ )
l∑
i=1
e−Ω(ik) = e−Ω(k log
Lr
δ ). (59)
Recall that ‖x˜i − x˜i−1‖2 ≤ δ2i−1 for all i ∈ [l]. Then, we obtain that if m = Ω
(
k
(
l + log Lrδ
))
, with
probability 1− e−Ω(k log Lrδ ), the second term in (53) can be upper bounded by
l∑
i=1
〈
1
m
AT (y¯ − µAx¯), x˜i − x˜i−1
〉
≤ ψ√
m
l∑
i=1
ξi‖x˜i − x˜i−1‖2 (60)
≤ C′ψ
l∑
i=1
√
ik + k log Lrδ
m
× δ
2i−1
(61)
≤ C′ψδ
√
k
m
l∑
i=1
√
i+
√
log Lrδ
2i−1
(62)
= O

ψδ
√
k log Lrδ
m

 , (63)
where (61) substitutes the choice of ξi, (62) uses
√
a+ b ≤ √a+√b, and (63) uses the assumption Lr = Ω(δn)
and the fact that
∑∞
i=1
√
i
2i−1 is finite.
3) With m = Ω
(
k log Lrδ
)
, if we set t = Ω(k log Lrδ ) in Lemma 7, we obtain with probability 1− e−Ω(k log
Lr
δ )
that ∥∥∥∥ 1mAT (y¯ − µAx¯)
∥∥∥∥
∞
≤ O

ψ
√
k log Lrδ
m

 . (64)
Then, setting l = ⌈log2 n⌉, with probability 1 − e−Ω(k log
Lr
δ ), the third term in (53) can be upper bounded
as follows: 〈
1
m
AT (y¯ − µAx¯), x˜− x˜l
〉
≤
∥∥∥∥ 1mAT (y¯ − µAx¯)
∥∥∥∥
∞
‖x˜− x˜l‖1 (65)
≤ O

ψ
√
k log Lrδ
m

√n‖x˜− x˜l‖2 (66)
≤ O

ψ
√
k log Lrδ
m

√n× δ
2l
(67)
= O

ψδ
√
k log Lrδ
m

 , (68)
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where (65) uses Hölder’s inequality, (66) uses ‖v‖1 ≤ √n‖v‖2 for v ∈ Rn, (67) uses the definition of x˜l,
and (68) uses l = ⌈log2 n⌉.
By the assumption Lr = Ω(δn), the choice l = ⌈log2 n⌉ leads to m = Ω
(
k
(
l + log Lrδ
))
= Ω
(
k log Lrδ
)
.
Substituting (57), (63), and (68) into (53), we obtain that whenm = Ω
(
k log Lrδ
)
, with probability 1−e−Ω(k log Lrδ ),
〈
1
m
AT (y¯ − µAx¯), x˜− µx¯
〉
≤ O

ψ
√
k log Lrδ
m

 ‖x˜− µx¯‖2 +O

δψ
√
k log Lrδ
m

 . (69)
APPENDIX C
PROOF OF THEOREM 1 (NON-UNIFORM RECOVERY)
Because xˆ is a solution to the K-Lasso and µx∗ ∈ K, we have
‖y˜ − µAx∗‖22 ≥ ‖y˜ −Axˆ‖22 = ‖(y˜ − µAx∗)−A (xˆ− µx∗)‖22 , (70)
and expanding the square and diving by m gives
1
m
‖A(xˆ− µx∗)‖22 ≤
2
m
〈y˜ − µAx∗,A(xˆ− µx∗)〉 (71)
=
2
m
〈AT (y˜ − µAx∗), xˆ− µx∗〉. (72)
We aim to derive a suitable lower bound on 1m‖A(xˆ−µx∗)‖22 and an upper bound on 2m 〈AT (y˜−µAx∗), xˆ−µx∗〉.
For any δ ∈ (0, 1) satisfying Lr = Ω(δn) (to be verified later), setting α = 12 in Lemma 2, we have that if
m = Ω
(
k log Lrδ
)
, then with probability 1− e−Ω(m),∥∥∥∥ 1√mA(xˆ − µx∗)
∥∥∥∥
2
≥ 1
2
‖xˆ− µx∗‖2 − δ. (73)
Taking the square on both sides and re-arranging, we obtain
1
4
‖xˆ− µx∗‖22 ≤
1
m
‖A(xˆ− µx∗)‖22 + δ‖xˆ− µx∗‖2. (74)
Recalling that y = f(Ax∗), we also have
1
m
〈AT (y˜ − µAx∗), xˆ− µx∗〉 = 1
m
〈AT (y˜ − y), xˆ − µx∗〉+ 1
m
〈AT (y − µAx∗), xˆ− µx∗〉. (75)
To bound the first term, note that by setting α = 12 in Lemma 4, we have with probability 1− e−Ω(m) that∥∥∥∥ 1√mA(xˆ− µx∗)
∥∥∥∥
2
≤ O(‖xˆ− µx∗‖2 + δ). (76)
Therefore, the following holds with probability 1− e−Ω(m):〈
1
m
AT (y − y˜), xˆ− µx∗
〉
=
〈
1√
m
(y − y˜), 1√
m
A(xˆ− µx∗)
〉
(77)
≤
∥∥∥∥ 1√m (y − y˜)
∥∥∥∥
2
·
∥∥∥∥ 1√mA(xˆ− µx∗)
∥∥∥∥
2
(78)
≤ τO(‖xˆ − µx∗‖2 + δ). (79)
by (76) and the assumption 1√
m
‖y˜− y‖2 ≤ τ .
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We now consider the second term in (75). From Lemma 9, we have that when Lr = Ω(δn) andm = Ω
(
k log Lrδ
)
,
with probability 1− e−Ω(k log Lrδ ),
〈
1
m
AT (y − µAx∗), xˆ− µx∗
〉
≤ O

ψ
√
k log Lrδ
m

 ‖xˆ− µx∗‖2 +O

ψδ
√
k log Lrδ
m

 . (80)
Putting the preceding findings together, we have the following with probability 1− e−Ω(k log Lrδ ):
‖µx∗ − xˆ‖22 ≤
4
m
‖A(xˆ− µx∗)‖22 + 4δ‖xˆ− µx∗‖2 (81)
≤ 8
〈
1
m
AT (y˜ − µAx∗), xˆ− µx∗
〉
+ 4δ‖xˆ− µx∗‖2 (82)
≤ O

ψ
√
k log Lrδ
m
+ δ + τ

 ‖xˆ− µx∗‖2 +O

τδ + ψδ
√
k log Lrδ
m

 , (83)
where (81) uses (74), (82) uses (72), and (83) combines (75), (79) and (80).
By considering both possible cases of which of the two terms in (83) is larger, we find that if δ satisfies
δ = O

ψ
√
k log Lrδ
m

 , (84)
then we have
‖µx∗ − xˆ‖2 ≤ O

ψ
√
k log Lrδ
m
+ τ

 . (85)
Then, for any ǫ ∈ (0, 1) satisfying Lr = Ω(ǫψn) (as assumed in the theorem), setting m = Ω ( kǫ2 log Lrδ ) leads to
δ = O
(
ψ
√
k log Lrδ
m
)
= O(ǫψ) and thus Lr = Ω(δn) (as assumed previously in the proof). Hence, we have with
probability 1− e−Ω(ǫ2m) that
‖µx∗ − xˆ‖2 ≤ ǫψ + τ. (86)
A. Auxiliary Results for Proving Theorem 2 (Binary Models)
In the remainder of this appendix, we assume that the binary vector y is generated according to (11). Note that
for binary measurements, the relevant random variables are sub-Gaussian, and thus we only need concentration
inequalities for sub-Gaussian random variables, instead of those for sub-exponential random variables. According
to [41, Proposition 5.10], we have the following concentration inequality for sub-Gaussian random variables.
Lemma 10. (Hoeffding-type inequality [41, Proposition 5.10]) Let X1, . . . , XN be independent zero-mean sub-
Gaussian random variables, and let K = maxi ‖Xi‖ψ2 . Then, for any α = [α1, α2, . . . , αN ]T ∈ RN and any
t ≥ 0, it holds that
P
(∣∣∣ N∑
i=1
αiXi
∣∣∣ ≥ t
)
≤ exp
(
1− ct
2
K2‖α‖22
)
, (87)
where c > 0 is a constant.
By Lemma 10 and the equality E[yiai] = λx
∗, we arrive at the following lemma, which is similar to Lemma 7.
June 24, 2020 DRAFT
20
Lemma 11. [35, Lemma 3] With probability at least 1− e1−t, we have∥∥∥∥ 1mATy − λx∗
∥∥∥∥
∞
≤ c
√
t+ logn
m
(88)
for a certain constant c > 0.
The following lemma is proved similarly to Lemma 8, so the details are omitted.
Lemma 12. For any u ∈ Rn, the random variable U := 〈 1mATy − λx∗,u〉 is sub-Gaussian with zero mean.
Moreover, for any ξ > 0, with probability 1− e−Ω(ξ2), we have
|U | ≤ ξ‖u‖2√
m
. (89)
Finally, based on Lemmas 11 and 12, and by using a chain of nets similarly to (50)–(51), we derive the following
analog of Lemma 9, whose proof is again omitted due to similarity. Note that Lemmas 11 and 12 are only used to
derive Lemma 13, and they are not directly used in the proof of Theorem 2.
Lemma 13. For any δ > 0, if Lr = Ω(δn) and m = Ω
(
k log Lrδ
)
, then with probability 1− e−Ω(k log Lrδ ), it holds
that 〈
1
m
ATy − λx∗, xˆ− x∗
〉
≤ O


√
k log Lrδ
m

 ‖x∗ − xˆ‖2 +O

δ
√
k log Lrδ
m

 . (90)
B. Proof Outline for Theorem 2 (Binary Models)
Because xˆ maximizes y˜T (Ax) within K and we assume x∗ ∈ K, we obtain
y˜T (Axˆ) ≥ y˜T (Ax∗), (91)
which gives the following after some simple manipulations:
〈µx∗,x∗ − xˆ〉 ≤
〈
1
m
AT y˜ − µx∗, xˆ− x∗
〉
. (92)
Using ‖xˆ‖2 ≤ 1 and ‖x∗‖2 = 1, we derive a lower bound for 〈µx∗,x∗ − xˆ〉, i.e.,
µ
2
‖xˆ− x∗‖22 ≤ 〈µx∗,x∗ − xˆ〉. (93)
Once this result is in place, the analysis proceeds similarly to that of Theorem 1: Similar to (79), we derive an
upper bound for the adversarial noise term, and using Lemma 13 (which is similar to Lemma 9) to derive the
following analog of (80):
〈
1
m
AT y˜ − µx∗, xˆ− x∗
〉
≤

τ +
√
k log Lrδ
m

 ‖x∗ − xˆ‖2 +O

τδ + δ
√
k log Lrδ
m

 . (94)
Combining (93) and (94), and using similar steps to those following (83) in the proof of Theorem 1, we derive the
desired upper bound for ‖x∗ − xˆ‖2. The details are omitted to avoid repetition.
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APPENDIX D
OMITTED PROOFS FROM SECTION IV (OTHER EXTENSION)
A. Proof Outline for Corollary 2 (Bounded Sparse Vectors)
For fixed ν > 0, let Sν := Σnk ∩ νBn2 , where Σnk represents the set of k-sparse vectors in Rn. We know that
for any δ > 0, there exists a δ-net Mν of Sν with |Mν | ≤
(
n
k
) (
ν
δ
)k ≤ ( enνkδ )k = exp (O (k log νnδk )) [42]. Using
this observation and following the proof of Theorem 1, we can derive the Corollary 2 for the case that the signal
comes from the set of bounded k-sparse vectors.
B. Proof of Corollary 3 (General Covariance Matrices)
We can write ai as ai =
√
Σbi with bi ∼ N (0, In). Letting5 A =
[
aT1 ; a
T
2 ; . . . ; a
T
m
] ∈ Rm×n and B =[
bT1 ; . . . ;b
T
m
] ∈ Rm×n, we have
xˆ = argmin
x∈K
‖y−Ax‖2
⇔ xˆ = argmin
x∈K
‖y−B
√
Σx‖2 (95)
⇔
√
Σxˆ = arg min
x∈√ΣK
‖y −Bx‖2. (96)
Define Gˆ as Gˆ(z) =
√
ΣG(z) for all z ∈ Bk2 (r). Then, it is straightforward to establish that Gˆ is Lˆ-Lipschitz
with Lˆ = ‖Σ‖ 122→2L. In addition, we have y = f(Ax∗) = f(B
√
Σx∗), ‖√Σx∗‖2 = 1 and µ
(√
Σx∗
) ∈ √ΣK =
Gˆ(Bk2 (r)). Applying Theorem 1, we obtain that when ‖Σ‖
1
2
2→2Lr = Ω(ǫψn) and m = Ω
(
k
ǫ2 log
‖Σ‖
1
2
2→2
Lr
ǫψ
)
, with
probability 1− e−Ω(ǫ2m),
‖
√
Σxˆ− µ
√
Σx∗‖2 ≤ ψǫ+ τ, (97)
as desired.
C. Proof of Lemma 1 (Gaussian Mean Width)
As we stated in (50), for any δ > 0, there exists a set M ⊆ Bk2 (r) being a δL -net of Bk2 (r) with log |M | ≤
k log 4Lrδ , and G(M) is a δ-net of K. For any x ∈ K − K, there exists s ∈ G(M) −G(M) with ‖x− s‖2 ≤ 2δ;
hence,
〈g,x〉 ≤ 〈g, s〉+ ‖g‖2‖x− s‖2 ≤ 〈g, s〉+ 2δ‖g‖2. (98)
As a result, we have
ω(K) = E
[
sup
x∈K−K
〈g,x〉
]
(99)
≤ ω(G(M)) + 2δE[‖g‖2] (100)
≤ C
√
k log
4Lr
δ
+ 2δ
√
n. (101)
By a similar argument, we also have
ω(K) ≥ C
√
k log
4Lr
δ
− 2δ√n. (102)
Setting δ =
√
k
n and applying the assumption Lr = Ω(1), we obtain the desired result.
5For matrices V1 ∈ R
F1×N and V2 ∈ R
F2×N , we let [V1;V2] denote the vertical concatenation.
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APPENDIX E
LOCAL EMBEDDING PROPERTY (LEP) FOR THE 1-BIT MODEL
For v,v′ ∈ Rm, let dH(v,v′) := 1m
∑m
i=1 1{vi 6= v′i} denote the (normalized) Hamming distance. Note that
when f(x) = sign(x), we obtain µ = E[f(g)g] =
√
2
π and ψ = 1. We have the following lemma, which essentially
states that for all x, s ∈ Sn−1, if x is close to s in ℓ2-norm, then sign(Ax) is close to sign(As) in Hamming
distance.
Lemma 14. (Adapted from [16, Corollary 2]) For fixed ǫ ∈ (0, 1), if m = Ω(kǫ log Lrµǫ2 ), with probability 1 −
e−Ω(ǫm), for all x1,x2 ∈ Sn−1 with µ1x1, µ2x2 ∈ K, where µ1, µ2 = Θ(µ), it holds that
‖x1 − x2‖2 ≤ ǫ⇒ dH(sign(Ax1), sign(Ax2)) ≤ O(ǫ). (103)
Note that each entry of |sign(Ax1)− sign(Ax2)| is either 2 or 0. Hence, if (103) is satisfied, we have
1√
m
‖sign(Ax1)− sign(Ax2)‖2 = 2
√
dH(sign(Ax1), sign(Ax2)) ≤ O(
√
ǫ). (104)
That is, setting β = 12 , we have that f(x) = sign(x) satisfies Assumption 1 in Section V with MLEP(δ, β) =
O
(
k
δ log
Lr
µδ2
)
and PLEP(δ, β) = 1− e−Ω(δm).
APPENDIX F
PROOF OF THEOREM 3 (UNIFORM RECOVERY)
We briefly repeat the argument at the start of the proof of Lemma 9: For fixed δ ∈ (0, 1) and a positive integer
l, let M = M0 ⊆M1 ⊆ . . . ⊆Ml be a chain of nets of Bk2 (r) such that Mi is a δiL -net with δi = δ2i . There exists
such a chain of nets with
log |Mi| ≤ k log 4Lr
δi
. (105)
By the L-Lipschitz assumption on G, we have for any i ∈ [l] that G(Mi) is a δi-net of G(Bk2 (r)). We write µx∗
and xˆ as
µx∗ = (µx∗ − µx∗l ) + (µx∗l − µx∗l−1) + . . .+ (µx∗1 − µx∗0) + µx∗0, (106)
xˆ = (xˆ − xˆl) + (xˆl − xˆl−1) + . . .+ (xˆ1 − xˆ0) + xˆ0, (107)
where xˆi, µx
∗
i ∈ G(Mi) for all i ∈ [l], and ‖xˆ − xˆl‖2 ≤ δ2l , ‖µx∗ − µx∗l ‖2 ≤ δ2l , and ‖xˆi − xˆi−1‖2 ≤ δ2i−1 ,
‖µx∗i − µx∗i−1‖2 ≤ δ2i−1 for all i ∈ [l]. Therefore, the triangle inequality gives
‖xˆ− xˆ0‖2 < 2δ, ‖µx∗ − µx∗0‖2 < 2δ. (108)
In analogy with (53), we write〈
1
m
AT (y˜ − µAx∗), xˆ− µx∗
〉
=
〈
1
m
AT (y˜ − y), xˆ − µx∗
〉
+
〈
1
m
AT
(
y − f
(
A
x∗0
‖x∗0‖2
))
, xˆ− µx∗
〉
+
〈
1
m
AT
(
f
(
A
x∗0
‖x∗0‖2
)
− µA x
∗
0
‖x∗0‖2
)
, xˆ− µx∗
〉
+
〈
1
m
ATµA
(
x∗0
‖x∗0‖2
− x∗
)
, xˆ− µx∗
〉
(109)
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and proceed by deriving uniform upper bounds for the four terms in (109) separately. In the following, we assume
that m = Ω
(
k log Lrδ
)
; we will later choose δ such that this reduces to m = Ω
(
k log Lrǫ
)
, as in the theorem
statement.
1) A uniform upper bound for
〈
1
mA
T (y˜ − y), xˆ − µx∗〉: Recall that from (79), we have〈
1
m
AT (y − y˜), xˆ− µx∗
〉
≤
∥∥∥∥ 1√m (y − y˜)
∥∥∥∥
2
×
∥∥∥∥ 1√mA(xˆ− µx∗)
∥∥∥∥
2
(110)
≤ τO(‖xˆ − µx∗‖2 + δ). (111)
This inequality holds uniformly for all xˆ, µx∗ ∈ K, since it is based on the uniform result in Lemma 4.
2) A uniform upper bound for
〈
1
mA
T
(
y − f
(
A
x
∗
0
‖x∗
0
‖2
))
, xˆ− µx∗〉: From (108), we have ‖x∗ − x∗0‖2 ≤ 2δµ .
Because ‖x∗‖2 = 1 and ‖x∗ − x∗0‖2 ≥ |‖x∗0‖2 − ‖x∗‖2|, we obtain∥∥∥∥x∗0 − x∗0‖x∗0‖2
∥∥∥∥
2
=
∥∥∥∥x∗0(‖x∗0‖2 − 1)‖x∗0‖2
∥∥∥∥
2
≤ ∣∣‖x∗0‖2 − 1∣∣ ≤ 2δµ , (112)
and the triangle inequality gives ∥∥∥∥x∗ − x∗0‖x∗0‖2
∥∥∥∥
2
≤ 4δ
µ
. (113)
If we choose δ ≤ c′µ for sufficiently small c′, then we obtain ‖x∗0‖2 ∈ [1 − η0, 1 + η0] for arbitrarily small
η0, which implies that c
x
∗
0
‖x∗
0
‖2 ∈ K for some c ∈ [µ − η, µ+ η] and arbitrarily small η > 0 (since µx∗0 ∈ K
and µ = Θ(1)). Hence, considering Assumption 1, we observe that the high-probability LEP condition (22)
therein (along with µ = Θ(1)) implies
1√
m
∥∥∥∥y − f
(
A
x∗0
‖x∗0‖2
)∥∥∥∥
2
=
1√
m
∥∥∥∥f(Ax∗)− f
(
A
x∗0
‖x∗0‖2
)∥∥∥∥
2
≤ O (δβ) , (114)
Then, similarly to the derivation of (111), we have that if m ≥ MLEP(δ, β) + Ω
(
k log Lrδ
)
, then with
probability 1− PLEP(δ, β)− e−Ω(m),〈
1
m
AT
(
y − f
(
A
x∗0
‖x∗0‖2
))
, xˆ− µx∗
〉
≤
∥∥∥∥ 1√m
(
y − f
(
A
x∗0
‖x∗0‖2
))∥∥∥∥
2
×
∥∥∥∥ 1√mA(xˆ− µx∗)
∥∥∥∥
2
(115)
≤ O(δβ)×O(‖xˆ− µx∗‖2 + δ) (116)
= O(δβ‖xˆ− µx∗‖2 + δβ+1). (117)
3) A uniform upper bound for
〈
1
mA
T
(
f
(
A
x
∗
0
‖x∗
0
‖2
)
− µA x∗0‖x∗
0
‖2
)
, xˆ− µx∗〉: For brevity, let
s0 =
1
m
AT
(
f
(
A
x∗0
‖x∗0‖2
)
− µA x
∗
0
‖x∗0‖2
)
. (118)
We have
〈s0, xˆ− µx∗〉 =
〈
s0, xˆ− µ x
∗
0
‖x∗0‖2
〉
+
〈
s0, µ
(
x∗0
‖x∗0‖2
− x∗
)〉
. (119)
June 24, 2020 DRAFT
24
By Lemma 9 and the union bound over G(M) (for x∗0), we obtain with probability 1− |M |e−Ω(k log
Lr
δ ) =
1− e−Ω(k log Lrδ ) that〈
s0, xˆ− µ x
∗
0
‖x∗0‖2
〉
≤ O


√
k log Lrδ
m

∥∥∥∥xˆ− µ x∗0‖x∗0‖2
∥∥∥∥
2
+O

δ
√
k log Lrδ
m

 (120)
≤ O


√
k log Lrδ
m

 (‖xˆ− µx∗‖2 + 4δ) +O

δ
√
k log Lrδ
m

 (121)
= O


√
k log Lrδ
m

 ‖xˆ− µx∗‖2 +O

δ
√
k log Lrδ
m

 , (122)
where (121) follows from the triangle inequality and (113). In addition, we have〈
s0, µ
(
x∗0
‖x∗0‖2
− x∗
)〉
=
〈
s0, µ
(
x∗0
‖x∗0‖2
− x∗0
)〉
+ 〈s0, µ(x∗l − x∗)〉+
l∑
i=1
〈
s0, µ(x
∗
i−1 − x∗i )
〉
. (123)
Then, by Lemma 8 and the union bound over G(M) (for x∗0), we obtain with probability 1 − e−Ω(k log
Lr
δ )
that 〈
s0, µ
(
x∗0
‖x∗0‖2
− x∗0
)〉
≤ O


√
k log Lrδ
m

µ ∥∥∥∥ x∗0‖x∗0‖2 − x∗0
∥∥∥∥
2
≤ O

δ
√
k log Lrδ
m

 , (124)
where the last inequality uses (112). Similar to that in the proof of Lemma 9, we set l = ⌈log2 n⌉. By (68), the
union bound over G(M) (for x∗0), and the assumption ψ = Θ(1), we obtain with probability 1−e−Ω(k log
Lr
δ )
that
〈s0, µ(x∗l − x∗)〉 ≤ O

δ
√
k log Lrδ
m

 . (125)
In addition, by (63) and a union bound over both G(M) and over G(Mi−1) × G(Mi) for all i ∈ [l], we
obtain with probability 1− e−Ω(k log Lrδ ) that
l∑
i=1
〈
s0, µ(x
∗
i−1 − x∗i )
〉 ≤ O

δ
√
k log Lrδ
m

 . (126)
Substituting (122)–(126) into (119), we obtain
〈s0, xˆ− µx∗〉 ≤ O

δ +
√
k log Lrδ
m

 ‖xˆ− µx∗‖2 +O

δ
√
k log Lrδ
m

 . (127)
4) A uniform upper bound for
〈
1
mA
TµA
(
x
∗
0
‖x∗
0
‖2 − x∗
)
, xˆ− µx∗〉: From Lemma 4, we have that when m =
Ω
(
k log Lrδ
)
, with probability 1− e−Ω(m),〈
1
m
ATµA
(
x∗0
‖x∗0‖2
− x∗
)
, xˆ− µx∗
〉
≤
∥∥∥∥ 1√mµA
(
x∗0
‖x∗0‖2
− x∗
)∥∥∥∥
2
∥∥∥∥ 1√mA(xˆ− µx∗)
∥∥∥∥
2
(128)
≤ O(δ)O(‖xˆ − µx∗‖2 + δ) = O
(
δ‖xˆ− µx∗‖2 + δ2
)
. (129)
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Having bounded the four terms, we now substitute (111), (117), (127), and (129) into (109), and deduce that if
m ≥ MLEP(δ, β) + Ω
(
k log Lrδ
)
, then with probability at least 1 − e−Ω(m) − PLEP(δ, β), it holds uniformly (in
both µx∗ and xˆ) that〈
1
m
AT (y − µAx∗), xˆ− µx∗
〉
≤ O

τ + δβ +
√
k log Lrδ
m

 ‖xˆ− µx∗‖2 +O

δτ + δ
√
k log Lrδ
m
+ δ1+β

 . (130)
Then, similarly to (83), we derive that if m ≥MLEP(δ, β)+Ω
(
k log Lrδ
)
, then with probability at least 1−e−Ω(m)−
PLEP(δ, β), it holds uniformly that
‖µx∗ − xˆ‖22 ≤ O

τ + δβ +
√
k log Lrδ
m

 ‖xˆ− µx∗‖2 +O

δτ + δ
√
k log Lrδ
m
+ δ1+β

 , (131)
where we used the fact that δβ + δ = O(δβ), since β ≤ 1.
Considering the parameter ǫ in the theorem statement, we now set δ = ǫ1/β (i.e., ǫ = δβ), meaning that the
previous requirementm = Ω
(
k
ǫ2 log
Lr
δ
)
reduces tom = Ω
(
k
ǫ2 log
Lr
ǫ1/β
)
= Ω
(
k
ǫ2 log
Lr
ǫ
)
. In addition,
√
k log Lrδ
m =
O(ǫ). Since ǫ ≤ 1 and β ≤ 1, we have
O

τ + δβ +
√
k log Lrδ
m

 ‖xˆ− µx∗‖2 +O

δτ + δ
√
k log Lrδ
m
+ δ1+β


= O(τ + ǫ)‖xˆ− µx∗‖2 +O
(
ǫ1/βτ + ǫ1+1/β
)
(132)
= O(τ + ǫ)‖xˆ− µx∗‖2 +O
(
(ǫ + τ)2
)
. (133)
Substituting into (131) and considering two cases depending on which term in (133) is larger, we obtain that if
m ≥MLEP(ǫ1/β, β)+Ω
(
k
ǫ2 log
Lr
ǫ
)
, then with probability at least 1− e−Ω(m)−PLEP(ǫ1/β , β), it holds uniformly
that
‖µx∗ − xˆ‖2 ≤ O(τ + ǫ). (134)
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