Abstract-We present the Networked InfoMechanical System for Planar Translation, which is a novel two-degree-of-freedom (2-DOF) cable-driven robot with self-calibration and online driftcorrection capabilities. This system is intended for actuated sensing applications in aquatic environments. The actuation redundancy resulting from in-plane translation driven by four cables results in an infinite set of tension distributions, thus requiring realtime computation of optimal tension distributions. To this end, we have implemented a highly efficient, iterative linear programming solver, which requires a very small number of iterations to converge to the optimal value. In addition, two novel self-calibration methods have been developed that leverage the robot's actuation redundancy. The first uses an incremental displacement, or jitter method, whereas the second uses variations in cable tensions to determine end-effector location. We also propose a novel leastsquares drift-detection algorithm, which enables the robot to detect long-term drift. Combined with self-calibration capabilities, this drift-monitoring algorithm enables long-term autonomous operation. To verify the performance of our algorithms, we have performed extensive experiments in simulation and on a real system.
et al. [1] describe several advantages of cable-driven robots, including 1) remote location of motors and controls; 2) rapid deployability; 3) potentially large workspaces; 4) high load capacity; 5) reliability. A balloon-cable-driven robot for use in search and rescue is developed in [2] but suffers from poor stability in windy conditions [3] . Additionally, several cable-driven robotic systems such as the SkyCam [4] and Cablecam [5] have found success in the fields of sports and entertainment. Similar platforms have been implemented for use as aerial vehicle simulators [6] . Recently, cable-based robotic systems have demonstrated critical capabilities for monitoring terrestrial [7] and aquatic [8] [9] [10] environments.
There is much prior work in kinematic, static, and dynamic analysis of cable-driven robotic systems. The authors of [11] present necessary and sufficient conditions for static equilibrium and derive conditions for completely restraining the robot. The conditions hinge on the existence of a strictly positive vector in the left null space of the inverse Jacobian. Williams and coworkers provide analysis and simulations for planar cabledriven robots in [12] [13] [14] . Other work in the design and control of fully constrained cable-driven robots includes the WARP [15] and FALCON [16] systems.
Fully constraining a cable-driven robot requires the existence of a strictly positive vector in the left null space of the inverse Jacobian, and the number of cables n must, therefore, exceed the number of DOFs m. Platforms wherein n = m + 1 are known as "completely restrained." Additionally, redundant cables may also be used to increase the workspace or otherwise improve performance.
When n > m, the left null space of the inverse Jacobian is nonempty, and there may be an infinite number of valid tension distributions. There exists considerable prior work in determining tension distributions for cable-driven robots with n = m + 1. The authors of [17] derive analytical expressions for optimal tension distributions in a completely restrained sixdegree-of-freedom (6-DOF) robot, but this method does not extend to redundantly actuated mechanisms. Other previous works [18] [19] [20] have suggested linear programming (LP) approaches to the problem of determining tension distributions in cable-driven robots.
For redundantly actuated cable-driven robots, prior work in tension distribution is somewhat limited. The authors of [21] use Dykstra's alternating-projection algorithm to find the minimum-norm tension distributions for a pair of simulated robotic systems. This is an iterative convex optimization method requiring a large number of iterations to converge. The authors of [22] present a noniterative algorithm that computes "safe" and continuous tension distributions for redundant platforms. However, computational complexity scales combinatorially with increasing degrees of actuation redundancy.
It has been shown that tension distributions that are optimal for · p are prone to discontinuous behavior for p = 1, ∞ [23] . This behavior is characterized by finite step changes in cable tensions resulting from infinitesimally small changes in robot configuration. Such step changes in tension can excite highfrequency oscillation in cables and otherwise degrade system performance. Thus, · 1 or · ∞ norms should only be used in platforms that do not exhibit discontinuous behavior.
A streamlined calibration process is a requisite for rapid deployability of a field robotic system. While calibration of openlink serial mechanisms has received much attention, calibration of parallel-link systems has been studied only in recent years [24] . Methods to accurately calibrate these systems often require data acquisition from external calibration-specific sensors, such as laser displacement sensors [25] or inclinometers [26] . These sensors can be expensive and significantly complicate setup procedures.
Two more promising technologies are 1) self-calibration, which requires only information gathered by a robot's internal sensors, and 2) autonomous calibration, which requires information from additional joint or link sensors. For both of these methods, sensor redundancy must somehow be introduced. The authors of [24] install a small number of redundant sensors to dynamically calibrate a 6-DOF hexapod machine tool. A hexapod in [27] is locked such that its translational DOFs are removed. Thus, six actuator sensors are used to measure only three DOFs. Another method uses points of singular operation to achieve sensor redundancy [28] .
In parallel platforms with redundant links, self-calibration is enabled by the existence of redundant internal sensors. The authors of [29] investigate a number of self-calibration techniques for a 2-DOF robot with three links. A similar platform is considered in [30] , but a new error function is proposed that is robust to measurement error of the joint sensors. It should be noted that all of this study is aimed at rigid-arm parallel mechanisms. Although very few examples of prior work exist in the calibration of cable-driven robots, the authors of [31] present selfcalibration methods for a biologically inspired cable-driven arm.
In this paper, we present Networked InfoMechanical System for Planar Translation (NIMS-PL), which is a novel 2-DOF four-cable-driven robot designed for actuated sensing in aquatic environments. A schematic of a typical deployment is shown in Fig. 1 . Four actuator units are visible, each of which controls one cable. These cables are attached at a common point to an end-effector. While only three cables are required for in-plane translation, a redundant fourth cable is used to enable quadrangular deployment configurations, which increase workspace size and are well suited to typical aquatic configurations. Translation in a planar workspace driven by four cables results in an infinite set of tension distributions. We have implemented a highly efficient method of computing optimal tension distributions using a specialized LP solver. Furthermore, we have developed two novel methods of self-calibration, which enable the system to measure its own position without external sensors. We also present a least-squares method of monitoring cable slip. This, combined with self-calibration capabilities, is critical in mitigating system drift and enabling long-term autonomous operation.
In summary, the contributions of this paper are as follows: 1) design and implementation of a novel 2-DOF cable-driven robot intended for large-scale deployments in aquatic environments; 2) highly efficient computation of optimal tension distributions using a specialized LP solver; 3) two novel self-calibration methods; 4) a least-squares drift-detection algorithm, which is critical in enabling long-term autonomous operation; 5) extensive simulation and experimental results showing the performance of our proposed methods. The remainder of this paper is structured as follows. In Section II, the hardware and software systems comprising NIMS-PL are described. Kinematics are presented in Section III. In Section IV, a brief overview of LP theory is provided and the specialized LP solver used to compute optimal tension distributions is detailed. Thereafter, in Section V, two methods of self-calibration are described and a least-squares drift-detection algorithm is presented. Experimental results are given in Section VI. Finally, in Section VII, we conclude the paper and describe current research objectives.
II. NIMS-PL SYSTEM OVERVIEW

A. System Hardware
The NIMS-PL system consists of four actuation modules, each of which contains a motor-spool assembly, a cantilevered tension sensor, an external encoder, and a spring damper if the actuator is in tension control mode. The design of these individual modules has several advantages. By subdividing the hardware architecture to permit individual modular packages, the size and mass of each case can be reduced. This simplifies transport and installation and enables flexibility in deployment configurations. The modules are designed to be weather and impact resistant, are lightweight and compact, and are housed in robust Pelican brand cases. An actuation module is shown in Fig. 2 . These cases can be fixed to the ground or other static fixtures using a combination of stakes and tie-down straps. Alternatively, the cases can be fixed by placing sufficiently heavy items on them.
The actuators are 520 W dc servomotors with built-in 3:1 inline planetary gearheads. Their peak torque is 3.27 N·m, and the rated speed is 5800 r/min. Thus, they are sufficiently powerful for the large-scale deployments required by many environmental sampling applications.
Precise control of cable release is of paramount importance in this system. Motor position can be controlled by mounting an encoder on the motor output shaft and employing feedback to ensure correct positioning. The critical issue in this system, however, is not controlling motor position but, rather, cable length. Because retraction of the cable into and out of the control modules changes the spooling radius, the relationship between motor position and line release is nonlinear and becomes difficult to predict. Previous work [20] has employed specially designed winch systems in which the cable is wound onto a threaded drum, which moves laterally as the motor rotates. This solution requires substantial hardware complexity and is severely limited in the length of cable that can be stored on the winch. The solution employed in NIMS-PL is to introduce precise cable tracking enabled by optical encoders mounted on idler wheels that rotate freely as the cable passes over them. Since the diameter of the idler wheels is constant, the amount of released cable is directly proportional to the encoder output value and is thereby directly controllable. While the use of these encoders does yield significant improvements in positioning accuracy, slippage of a cable relative to an idler wheel is still possible. We have developed novel methods to detect and correct this drift, and these are presented in Section V.
B. Software and Controls
A schematic representation of NIMS-PL is shown in Fig. 3 . The lengths of cables 1 and 2 control the position of the endeffector, which is considered a point mass. Motors 3 and 4 are placed in tension control mode, in which they change their respective cable lengths to maintain optimal tensions. The iterative method used to compute optimal tension distributions is presented in Section IV-B. The actuators are controlled by a fouraxis controller with integrated pulsewidth-modulated (PWM) amplifiers. Tension control via PID compensation is also managed by this device, with feedback coming from cantilevered strain gauge transducers. In the current system, signal level and motor power lines are routed from the controller to actuator modules. It is important to note that a second configuration also uses fiber-optic communication capabilities for communication between the central controller and the actuation units, while power for each actuation unit is provided locally. This enables synchronized control without necessitating power transmission between the controller and actuator modules.
III. KINEMATICS
Again, consider the schematic shown in Fig. 3 . We select P 1 as the origin and P 2 to be on the y-axis. The inverse position kinematics are straightforward, with
Using the first two cables to compute position, the forward position kinematics are given by
and
The forward velocity kinematics are necessary for the selfcalibration method presented in Section V-B; therefore, we provide them here:
IV. EFFICIENT COMPUTATION OF OPTIMAL TENSION DISTRIBUTION
A. Linear Programming Theory
Before describing our method of computing optimal tension distributions, we begin by providing a brief introduction to LP theory. A more complete review of LP theory is available in, for example, [32] . A linear program is one in which the objective is to minimize a linear function subject to linear equality and inequality constraints. Because an equality constraint can be represented as two inequality constraints, it is sufficient to consider only inequalities. Thus, a typical LP problem might be
where r ∈ h is the optimization variable, λ ∈ h is the cost vector, and A LP ∈ l×h and b LP ∈ l represent the inequality constraints. Given such a problem, either 1) the inequality constraints are infeasible, in which case, we define p * = ∞, 2) the problem is unbounded, in which case, p * = −∞, or 3) the problem is bounded and the feasible region non-empty, in which case, p * is finite. In any case, the feasible set is an intersection of half-spaces, which is a convex set known as a polyhedron. One property of LPs is that, if the optimal value is finite, an optimal solution p * always occurs at a basic feasible point. A basic feasible point is one at which the residual, which is given by b LP − A LP r, is nonnegative and is zero for at least h rows, and the matrixÂ that contains the rows of A LP with zero residuals is full-rank.
Every LP has a dual formulation, which we will not discuss here, except that it seeks to maximize a linear objective function d = b T LP z, where z is the dual variable. In bounded feasible LPs, d ≤ p, i.e., the objective function of the dual problem is a lower bound for the primal problem. Except for very special cases, the bound is, in fact, tight, and equality occurs only for d * = p * , corresponding to the optimal solutions of the dual and primal problems, respectively.
A common method used to solve LP problems is the simplex method [33] , which jumps from one basic feasible point to another that has a lower objective value. Thus, the simplex method is a descent method, and each iteration has a lower objective value than the previous one. At each iteration, a dual solution is generated, and the corresponding objective value of the dual problem is compared with that of the primal problem. If they are equal, then an optimal solution has been reached.
Because the simplex method is iterative, an initial basic feasible point must be found. This is, in general, nontrivial, and in many cases, a special "phase 1" problem must be solved to generate a starting point for the original problem, which is then referred to as "phase 2." Thus, two LP problems must be solved. T and a desired force vector b that is to be imparted on the end-effector. Hydrodynamic effects and the dynamics of the end-effector and cables can be compensated for by varying b. This is the subject of future research.
B. Optimal Tension Distribution
The set of tension distributions that provide the appropriate net force on the end-effector is characterized by
where
T is the set of cable tensions, and A is a pose-dependent structure matrix. The ith column of A is given by a i = (P i − x)/ P i − x , which is the unit vector directed from the end-effector x to P i , i.e.,
Since A is a 2 × 4 matrix, (6) is underdetermined. Thus, it is apparent that using four cables to control two DOFs results in an infinite number of tension distributions that satisfy the equality condition.
The most significant difference between cable-driven robots and rigid-arm parallel mechanisms is the inability of cables to exert positive or push forces. Thus, to find a valid tension distribution in (6) , it becomes necessary to bound the set of tensions between T min and T max , which are the lower and upper bounds on tension. The lower bound is required to protect against cable slack, and the upper bound is a result of the finite torque capabilities of the system's actuators. The optimal tension distribution f * can be expressed as follows:
where c(f ) is some cost function. This problem has received some attention in recent years. A completely restrained 6-DOF robot is considered in [17] . The authors find one-norm optimal tensions by reducing the problem to a one-variable LP problem and then exhaustively checking the basic feasible points.
However, this method does not scale well as the degree of dynamic redundancy increases beyond one, because the number of basic feasible points grows rapidly. Furthermore, Verhoeven and Hiller show that one-norm optimal tension distributions are prone to discontinuous behavior [23] . The authors of [21] use Dykstra's alternating projection algorithm to find · 2 optimal tension distributions for a pair of simulated robotic systems. Convergence is slow for this method, and therefore, a large number of iterations must be performed. Furthermore, no experimental results are provided.
As described in Section I, tension distributions that are optimal for either · 1 or · ∞ are prone to discontinuous behavior. Thus, it must be ensured that platforms using such tension arrangements do not exhibit this behavior. We have learned through extensive experimentation that NIMS-PL does not undergo step tension discontinuities under normal operating conditions. Thus, we select c(f ) = f 1 . In case NIMS-PL has to follow different trajectories than analyzed in these experiments, the continuity can be ensured by offline prechecking or online supervision to stop the system in case of discontinuous tension distributions. To solve (8), we use a specialized version of the standard simplex algorithm [33] that converges on the optimal solution in a very small number of iterations.
We begin by partitioning the structure matrix A ∈ 2×4 into two matrices, i.e., B and
Similarly, we partition the tension vector into two vectors f 1 and f 2 ∈ 2 . Thus
Solving for f 2 yields
and the objective function c(f ) becomes
where 1 is a vector of ones. Equation (8) becomes
The original four-variable LP, which had an equality constraint, has been reduced to a two-variable LP without an equality constraint.
This LP must be solved by the controller during the kinematics routines, and the solver must, therefore, be implemented in an efficient way. We employ a novel adaptation of the simplex algorithm, in which we select
T as an initial starting point, since we know it is an intersection of two edges. There is no guarantee that this starting point is feasible, but if this is the case, it is the optimal operating point. If one or more inequality constraints is violated, we select the first violated constraint k, and move toward it along the edge that approaches constraint k fastest. We move along the edge until we reach the closest intersection. This is repeated until either a feasible point is found or it is determined that the feasible set is empty. The feasible set is found to be empty if it is not possible to move closer to constraint k along either of the active edges. Extensive experimental evaluation on NIMS-PL has shown that, if a feasible point is found, it is always the optimal solution. Thus, our method does not require a two-phase solution. If our algorithm is applied to other robotic configurations, in which the first feasible point may not be optimal, it is of interest to find an upper bound on the number of iterations N required of a second-phase simplex solver. Generating tight upper bounds on N is not generally possible [34] , but N must always be lower than the number of extreme points P of the feasible polyhedron. Upper bounding P is also difficult, and furthermore, P grows quickly with increasing problem dimensions. However, for configurations wherein the number of cables n exceeds the number of DOFs m by exactly 2, P ≤ 2n. Thus, given that the first phase has found a suboptimal extreme point of a feasible polyhedron with the maximum number of extreme points 2n, the worst-case behavior would be that the simplex algorithm foregoes an initially adjacent optimal point and must circumvent the entire polyhedron. In this case, the number of iterations required would be 2n − 1. Thus, if n = m + 2, the number of iterations required for a second-phase is upper bounded by 2n − 1. For NIMS-PL, this yields a maximum of seven iterations for convergence from a suboptimal starting point. It should, however, be noted that the simplex algorithm is typically characterized by much faster convergence and that it would be difficult to contrive a scenario in which this upper bound is met. This is particularly true when our adaptation of the simplex algorithm is used to find near-optimal starting points.
An example of our simplex method is shown in Fig. 4 . Because (13) is a two-variable LP, we can represent the problem T . The next point is found by moving along the T 2 = T min edge toward the first violated constraint. After this iteration, only one violated constraint remains, and we move along the T 3 constraint to the optimal operational point f * 1 . It is generally not possible to provide tight upper bounds on the number of iterations required to solve LP problems using active-set algorithms [34] . The number of iterations is always upper bounded by the total number of intersections of constraints R, because the optimal solution lies at one of these intersections, and each intersection is visited at most once. However, as the dimensionality of the problem increases, R grows combinatorially, and this upper bound becomes trivial. However, for very small-scale problems, R remains reasonable. For NIMS-PL, in which there are four sets of parallel 2-D hyperplanes: R = 24. Thus, the number of iterations required to compute the optimal tension distribution or prove infeasibility in NIMS-PL is always bounded by 24. However, use of our novel adaptation of the simplex algorithm, combined with our selection of [T min T min ] T as a starting point, yields significantly faster convergence.
Because it is not possible to provide tight upper bounds on the number of iterations required for convergence, we must demonstrate the efficiency of our algorithm statistically. We consider a hypothetical configuration with anchor points at the vertices of a square with sides of length 10 m. The desired force vector b is taken to be 10 N with a random direction, and we take T min = 10 N and T max = 100 N. The optimal tension distribution was computed for 10 000 randomly chosen locations, and the number of iterations required for convergence was recorded. The results are shown in Table I , which shows the probability associated with each iteration number for feasible points, and Table II , which shows the number of iterations required to prove infeasibility in the case of infeasible operation points. In the former case, the average number of iterations is 2.13, and in the latter, it is 2.10. It is apparent that only a small fraction of the 24 potential constraint intersections are considered. Furthermore, floating point operation (FLOP)-count analysis of the simplex algorithm shows that each iteration requires fewer than 100 FLOPs. Thus, in the worst case encountered in our simulations, the computational cost of computing f * was less than 400 FLOPs, which is quite small for modern CPUs.
V. SELF-CALIBRATION
The actuation redundancy resulting from in-plane translation driven by four cables results in redundant sensors, thereby enabling self-calibration, which is essential for rapid deployments and long-term autonomous operation. For example, during a deployment, the field team may wish to freely spool out cables and connect them to an end-effector in the workspace. Thereafter, the system would be powered up, but would have no information regarding position. Calibration would then require some sort of measurement device, which may be expensive or require significant training. Furthermore, as is the case with any dead-reckoning system, drift may accumulate over time, thus resulting in significant positioning error. As discussed in Section V-C, redundant cables enable detection of this error, and self-calibration enables its correction.
We have developed two novel self-calibration methods that enable the system to discover its current position with no prior information regarding cable lengths. The first method uses highfidelity tension gauges that are already in place for tension control, whereas the second method uses small moves or jitters to determine the position.
It should be noted that these calibration methods assume that the locations of the anchor points P i , i = 1, . . . , 4 are known. In a deployment, these locations can be found by measuring distances between the points using a laser rangefinder and computing the locations consistent with these measurements.
A. Tension-Based Self-Calibration
At static equilibrium, we have
where we have included x to emphasize that the matrix A is indeed a function of position. If the position is held constant and the tension distribution is changed by some amount ∆f ∈ 4 , then we have
Thus, we propose the following self-calibration scheme, where we use the notation given in Fig. 3 .
1) The lengths of cables 3 and 4 are held constant, while cable 1 increases its tension by some amount ∆T 1 , and cable 2 maintains steady tension. 2) The resulting tension distributionf 1 is recorded.
3) The system returns to its original tension distribution f 0 . 4) The lengths of cables 3 and 4 are again held constant, while cable 2 increases its tension by some amount ∆T 2 , and cable 1 maintains steady tension. 5) The resulting tension distributionf 2 is recorded. 6) The system returns to its original tension distribution f 0 . It should be noted here that without any prior knowledge of end-effector position, it is impossible to find an initial tension distribution f 0 , which is guaranteed to meet the constraints imposed by (8) . To resolve this issue, we use this calibration method only if we can assure that the end-effector is near the center of the workspace. Furthermore, the initial tensions in cables 1 and 2 are set to 1.5 × T min so that the resulting tensions in cables 3 and 4 do not approach slack conditions. In our experiments, ∆T 1 = ∆T 2 = 1.5 × T min . However, if one of the cables approaches slack conditions during the transition to the new tension distributions, the tension transition is halted, and the corresponding tension distribution is measured at that operating point.
We now define
From (15), we have
and finding the position x * can be expressed as
where we are using the Frobenius norm. We compute x * online by means of an iterative Newton method [34] .
B. Jitter-Based Self-Calibration
The jitter-based calibration method uses small changes in the lengths of cables 1 and 2 and the resulting changes in cables 3 and 4 to compute position, where we again use the notation given in Fig. 3 . In short, we experimentally determine the ratio of the changes in cable lengths ∆L i /∆L j , for i = 3, 4 and j = 1, 2 and then find the position x that is most consistent with these measurements.
In order to experimentally determine ∆L i /∆L j for i = 3, 4 and j = 1, 2, we proceed as follows.
1) Place cables 3 and 4 in tension control mode, such that they maintain a constant tension. 2) While keeping L 2 constant, make a small change ∆L 1 in L 1 , and record the resulting changes ∆L 31 and ∆L 41 in the lengths of cables 3 and 4. 3) Return cable 1 to its original length. 4) While keeping L 1 constant, make a small change ∆L 2 in L 2 , and record the resulting changes ∆L 32 and ∆L 42 in the lengths of cables 3 and 4. 5) Return cable 2 to its original length. We can now compute a matrix of experimental partial derivatives ∆L exp
The forward velocity kinematics, which is given in (4), provide expressions for ∂x/∂L 1 , ∂y/∂L 1 , ∂x/∂L 2 , and ∂y/∂L 2 . We can find expressions for ∂L i /∂L j for i = 3, 4 and j = 1, 2 as follows:
We can now compute the matrix of partial derivatives dL(x)
where we again include the x term to emphasize that dL(x) is a function of position. The position x * most consistent with the measured partial derivatives ∆L exp is given by
We compute x * online by means of a direct multidirectional search method discussed in [35] .
C. Drift Detection
Once the system has performed self-calibration, the lengths of all cables can be determined by means of inverse kinematics. Initially, all cable lengths will agree perfectly with one another. However, as drift accumulates during operation, we expect the agreement between the cable lengths to decrease. A least-squares time-of-arrival (TOA) method [36] can be used to detect this drift. Given the four cable origins
T and cable lengths L i , i = 1, . . . , 4, we have
By squaring both sides and rearranging, we arrive at
where R = x 2 + y 2 . Equation (24) can be written as
. . .
In the presence of error in cable lengths, the position of the end-effector can now be estimated using the standard leastsquares approximation
The residual, which is given by (ΛΘ − g) T (ΛΘ − g), is a measure of how well the cable lengths agree with one another. A small residual indicates that the cable lengths agree well and that little drift has occurred, whereas a large residual indicates that drift has occurred. Thus, if the residual rises above some threshold, a self-calibration routine is run, after which, the system resumes operation. 
VI. EXPERIMENTAL RESULTS
In order to provide experimental validation of our methods, we performed an indoor deployment of a vertical configuration in our laboratory. The size of the workspace was 1.264 m × 1.264 m, and the end-effector was small enough to be considered massless.
A. Tension Distribution Experiments
In order to evaluate the performance of the tension distribution algorithm, tensions were monitored while a circular trajectory was executed. The trajectory begins and ends near the edge between motors 1 and 4 and moves clockwise. At the initial point, cables 1 and 4 are required to maintain high tensions to balance the forces of cables 2 and 3. As the trajectory moves toward the edge between motors 1 and 2 (t = 2.5 s), these cables become taut, and cable 4 becomes slack. At t = 5 s, cables 2 and 3 become taut as the trajectory nears the edge between these motors. At t = 7.5 s, cables 3 and 4 become taut, and as the trajectory approaches the starting point, cables 1 and 4 again become taut. It is apparent that the tension distribution algorithm successfully avoids slack conditions throughout execution of the trajectory, despite low tension in cable 2 between t = 6 s and t = 9 s. This temporary violation of tension constraints, which is caused by imperfect tension regulation, underscores the importance of positive, nonzero, lower tension limits.
B. Self-Calibration Experiments
In order to experimentally verify the performance of our proposed calibration methods, both routines were performed at a set of positions within the workspace of a laboratory-scale 1.264 m × 1.264 m deployment. For the jitter-based method, the length of the jitter was taken to be 0.038 m or 3% of the workspace size. A video camera was used to monitor the actual position throughout the experiment. Thereafter, the calibration results were compared with the corresponding positions as found by image processing of the video camera data.
The set of points considered was a square 9 × 9 grid spanning the center of the workspace from 0.5 to 0.75 m. The calibration results for both methods are given in Table III . The average error for the tension-based method was 1.98 cm, whereas the error for the jitter-based method was 0.63 cm. It is apparent that the jitter-based method offers significantly improved accuracy as compared with the tension-based scheme. It should be noted here that the image-processing equipment used to verify location in these experiments was limited to a resolution of 0.3 cm per pixel. Thus, the accuracy of the jitter-based method closely approaches the resolution of our measurement device. Fig. 6 shows the calibration results for both methods. Stars indicate actual position, and dots show calibration results. Because the average error achieved by the tension-based method is comparable with the distance between experimental points, it is difficult to discern which tension-based calibration result corresponds to a particular experimental point. However, for the jitter-based method, the average error is low, and the correspondence is close.
The jitter-based calibration scheme is characterized by improved accuracy and reduced susceptibility to force disturbances, thus making it better suited for most applications. However, the tension-based method is preferable in situations where moving the end-effector during calibration is not possible. For example, the user may wish to calibrate the system while the end-effector is sampling some phenomenon and must remain stationary for some time. In other situations, the time required to perform a jitter is prohibitive. In these cases, the tension-based method might be preferable.
It should be noted here that these results demonstrate successful operation only for a laboratory-scale workspace. The effects of nonidealities such as cable sag, which may affect performance in larger workspaces, are the subject of current research. 
C. Drift-Detection Experiments
Our proposed cable drift-detection algorithm is intended to mitigate the effects of drift and, thereby, enable long-term autonomous operation. However, this drift occurs over long periods of time, and it is difficult to demonstrate long-term drift correction experimentally. In order to provide results of drift detection within a reasonable time span, we artificially introduce drift by obscuring the LED on the optical encoder regulating cable 4. While the light is obscured, the encoder registers zero movement, and the controller's estimate of cable length becomes inaccurate.
During our experiments, the end-effector was moved in a circle of radius 0.2 m centered at the middle of a 1.264 m × 1.264 m workspace. In the first trial, a 2.44-cm drift was introduced in L 4 at time t = 59.5 s. A trace of the resulting residual is shown in Fig. 7 . Initially, a small residual is evident. This residual is due to imperfections in the measurements of the cable origins and in the initial calibration. The residual is also a function of position within the workspace, as is evidenced by its periodic oscillation as the end-effector executes its circle. However, when drift is introduced in L 4 , the magnitude of the residual increases. Thus, with appropriate thresholding, the drift can be successfully detected.
Once cable drift has been detected, it is necessary to correct the drift to improve positioning accuracy. In order to demonstrate this drift correction, a similar experiment was performed in which a 12.3-cm drift was introduced in L 4 at time t = 20 s during execution of a circular trajectory. NIMS-PL immediately detects the drift but waits for the completion of its current circle, at which point, it self-calibrates and resumes operation. A trace of L 4 during this experiment is shown in Fig. 8 . Before the drift is introduced, L 4 oscillates sinusoidally, as is expected during execution of a circular trajectory. Once drift has occurred, a considerable offset is observed in L 4 during the completion of the final circle. Thereafter, NIMS-PL performs jitter-based self-calibration, during which, L 4 experiences a slight change as a result of the jitter at t = 38 s. At t = 52 s, NIMS-PL re- sumes execution of the circular trajectory. It is apparent that the drift in L 4 has been virtually eliminated, as the original 12.3 cm offset has been reduced to 0.3 cm. The drift-detection residual during this experiment is shown in Fig. 9 . The large residual caused by the introduction of drift is reduced from 4. 
VII. CONCLUSION
In this paper, we have introduced NIMS-PL, which is a novel 2-DOF cable-driven robotic system intended for aquatic sensing applications. The actuation redundancy resulting from in-plane translation driven by four cables results in an infinite number of cable tension distributions. We propose a novel, highly efficient, iterative algorithm and demonstrate its efficiency in simulation and experiments on a laboratory-scale NIMS-PL deployment.
We have also proposed two novel self-calibration methods. The accuracy of these calibration schemes has been verified experimentally by means of video imaging tests, and the applicability of each calibration method to various deployments situations is described.
A least-squares drift-detection algorithm has been developed to enable long-term autonomous operation. We have experimentally verified the ability of this algorithm to detect small amounts of cable drift. Furthermore, we have performed experiments demonstrating the ability of NIMS-PL to significantly reduce error by performing self-calibration upon detection of drift.
There are many planned applications for NIMS-PL in actuated sensing of aquatic environments. This includes monitoring of stream, river, reservoir, and lake systems. Current research is directed to performing in-field deployments in regions of interest to the scientific community.
