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A probing scheme is considered with an accessible and controllable qubit, used to probe an
out-of equilibrium system consisting of a second qubit interacting with an environment. Quantum
spontaneous synchronization between the probe and the system emerges in this model and, by
tuning the probe frequency, can occur both in-phase and in anti-phase. We analyze the capability
of machine learning in this probing scheme based on quantum synchronization. An artificial
neural network is used to infer, from a probe observable, main dissipation features, such as the
environment Ohmicity index. The efficiency of the algorithm in the presence of some noise in the
dataset is also considered. We show that the performance in either classification and regression is
significantly improved due to the in/anti-phase synchronization transition. This opens the way to
the characterization of environments with arbitrary spectral densities.
Keywords: Machine learning, quantum synchronization.
I. INTRODUCTION
The development of automated procedures is one of
the main goals of modern science and technology [1]. In-
telligent automation is expected to enable processes to
perform such that both human and time resources are
reduced and optimized. Among many other fields of ap-
plication, machine learning (ML) algorithms are widely
used in physics studies for instance to reconstruct and
interpret data, for pattern recognition, or for automated
designs of new experiments [2, 3]. On top of that, quan-
tum information technologies make available promising
applications in communication and computation and are
also expected to have a strong impact in our everyday
life in the near future [4–6]. Quantum machine learn-
ing (QML) covers the field where quantum computing
and artificial intelligence cooperate with each other [7–
9]. The interest in such discipline has raised in the last
decades and we have already experienced significant ad-
vances in both directions of influence: on the one hand,
quantum-based algorithms have been proved to speed up
many ML methods; on the other hand, ML is already
being used in many cutting-edge technologies, includ-
ing those based on quantum information settings, such
as quantum design of new experiments [10, 11], quan-
tum metrology [12, 13], Hamiltonian estimation [14, 15],
quantum control [16], and the identification of phases of
matter [17, 18].
As a subfield of QML, the idea of “quantum learn-
ing” has been introduced to design protocols that aim
at “learning about” properties of quantum systems. In
some instances, one may want to learn about a quantum
state or a quantum map using classical ML algorithms.
Such methods have already been employed to control and
classify systems exhibiting quantum features. Examples
are given by the identification of the optimal conditions
to create a Bose-Einstein condensate [19], the detection
of quantum change points [20], the classification of qubits
[21], the prediction and suppression of decoherence [22–
24], the identification of many-body phase transitions
[17, 18], the gate design and simulation [25].
In this paper, we propose a method to detect the fun-
damental properties of a large quantum system (an en-
vironment interacting with a qubit) by making use of a
learning algorithm receiving the data of an observable
probe, represented by another qubit. As it was reported
in Ref.[26], an out-of equilibrium qubit, interacting with
an environment, can synchronize with another coupled
qubit. The emergence of quantum synchronization has
been recently reported in several systems [27] and, in
particular, in spin systems [26, 28–34]. This phenomenon
can emerge not only in the well-known case of systems ex-
hibiting self-sustained oscillations [35–37], but also dur-
ing transient dynamics [26, 28, 31–33, 38, 39]. Further-
more, the role played by dissipation and decoherence in
synchronization has been explored not only in transient
regimes but also in decoherence free subspaces [40] and
in the presence of self-sustained oscillations (in opto-
mechanichal systems [41]). In the case of two coupled
qubits, even with different frequencies, with a significant
imbalance between their losses, both synchronization and
anti-synchronization can arise depending on the system
parameters [26]. The transition between these two in-
phase and anti-phase oscillation regimes can actually be
induced by tuning the frequency of the probe and can
be exploited in a probing scheme: therefore, measuring
the supposed accessible and controllable probe one can
infer features of the other dissipating qubit and of its
environment.
The aim of this work is to show that the time evolution
of an observable of the probe can be used by an artifi-
cial neural network (ANN) to learn how to distinguish
different forms of environments and that the transition
between in-phase and anti-phase synchronization plays
any significant role. For this purpose, as usual ANNs
need to identify statistical patterns and then classify new
patterns based on the previous knowledge. In particular,
in the so-called supervised learning approach, part of the
data are employed to train the ANN. The ANN uses these
labelled data to learn or approximate a proper solution to
ar
X
iv
:1
90
1.
05
23
0v
1 
 [q
ua
nt-
ph
]  
16
 Ja
n 2
01
9
2!q
!p
 
̂F1(ω)
̂F2(ω)
̂FN(ω)
INPUT 
 LAYER
OUTPUT  
LAYER
HIDDEN  
LAYER
Figure 1. Schematic view of the set-up. On the left part of
the figure the physical system is depicted: the shadowed area
represents the environment, in which the qubit q with natural
frequency ωq is immersed. The system q interacts with the
probe qubit p (with frequency ωp) through the coupling coef-
ficient λ. The Fourier transform Fˆ (ω) of the measured data
〈σxp (t)〉 is used as input data to train the hidden layer, where
the learning takes place. Then, the output layer projects the
results.
the problem at hand. Then, the machine tries to assign
the correct labels to the rest of the, previously unseen,
data. In Figure 1, a pictorial view of the ML probing
scheme is presented: a dissipating qubit interacts with
a probe and the data of an observable of the probe are
used as an input for the ANN, whose output contains
information about the relevant features of the bath.
Identifying the features of any environment is essential
from a technological point of view, as the emergence of
decoherence is the main detrimental effect against quan-
tum information-processing applications. Even when
considering systems weakly interacting with the environ-
ment, the form of dissipation is determined by the spec-
tral density: several situations are properly described by
a Ohmic spectral densities [43–45], but many sub- and
super-Ohmic deviations are also known in many solid
state, biophysical, optomechanical and quantum dots
systems, as recently reviewed in Ref.[46] in connection
with non-Markovianity [47].
In the following sections we introduce the model and
the ML approach, to provide a self-contained presen-
tation. In Section IV we present results of both clas-
sification and regression of the Ohmicity and damp-
ing strength characterizing different environments, dis-
cussing the role of synchronization and robustness in the
presence of noise. Conclusive remarks and outlook are
discussed in the last Section.
II. MODEL
In this section, we summarize the main results of Ref.
[26] on the dynamics of the system q and probe p (see
Figure 1). A qubit q dissipates in an external environ-
ment and is coupled to a second, nondissipating, qubit
p that is assumed to be experimentally accessible and
used as an external probe. A similar probing scheme is
also discussed in Ref. [48]. The frequency of the system
qubit ωq is fixed and set as a reference while the probe
frequency ωp is tuned. The total Hamiltonian is
H =
∑
j=p,q
ωj
2
σzj+
∑
k
Ωka
†
kak+
∑
k
gk(a
†
k+ak)σ
x
q +λσ
x
q σ
x
p ,
(1)
where σij (i = x, y, z) are Pauli matrices and ak ( a
†
k) de-
scribe the bosonic eigenmodes of the bath with energies
Ωk (~ set to 1 throughout the paper). The dissipative
process is fully determined by the spectral density of the
environment J(ω) =
∑
k g
2
kδ(ω − Ωk). Even though the
environment only directly interacts with the system qubit
q, the master equation for the reduced system of the two
qubits must be calculated starting from the eigenstates of
the full system Hamiltonian HS =
ωq
2 σ
z
q +
ωp
2 σ
z
p +λσ
x
q σ
x
p
whenever the system-probe coupling strength λ is strong
enough [26, 42]. Assuming weak dissipation, the dynam-
ics of the density matrix ρ(t) of the pair of qubits can
be studied in the Born-Markov and secular approxima-
tions with Lindblad master equation ρ˙(t) = −i[HS +
HLS , ρ(t)] + D[ρ(t)], where the small Lamb shift HLS
commutes with HS and D[ρ(t)] is the standard dissipa-
tor [43]. The diagonalization of HS can be done employ-
ing the Jordan-Wigner procedure, which maps spins into
spinless fermions and leads to (see Ref. [26] for the de-
tails) HS = E1(η
†
1η1 − 1/2) + E2(η†2η2 − 1/2). Here, the
two energies are E1 = (−
√
4λ2 + ω2− −
√
4λ2 + ω2+)/2
and E2 = (
√
4λ2 + ω2− −
√
4λ2 + ω2+)/2, where ω± =
ωq ± ωp.
The emergence of dissipation-induced spontaneous
synchronization in quantum systems has been discussed
in a series of previous papers [26, 27, 29, 38]. In the
presence of more oscillating modes decaying at different
rates, synchronization is achieved whenever there is ap-
preciable separation between the two largest decay times
characterizing the dynamics. Then, slowly decaying lo-
cal degrees of freedom experience monochromatic oscil-
lations at the unique surviving frequency, while the rel-
ative phases among them are locked. In the model dis-
cussed here, there are two normal modes, associated to
the fermion operators η1 and η2 and characterized by
their respective frequency oscillation E1 and E2, that
enter the dynamics of the local observables σxp and σ
x
q .
After a transient phase and taking the bath at tempera-
ture T = 0, we have
〈σxq (t)〉 ∼ 2 cos(θ+ + θ−)e−γ˜
+
1 t/2Re[eiE1t〈η˜1(0)〉]
+ 2 sin(θ+ + θ−)e−γ˜
+
2 t/2Re[eiE2t〈η˜2(0)〉], (2)
〈σxp (t)〉 ∼ 2 sin(θ+ − θ−)e−γ˜
+
1 t/2Re[eiE1t〈η˜1(0)〉]
+ 2 cos(θ+ − θ−)e−γ˜
+
2 t/2Re[eiE2t〈η˜2(0)〉], (3)
with the (fermionic) annihilation operators η˜i = Pηi,
where the parity operator is P = (1− 2η†1η1)(1− 2η†2η2),
and with θ± = arcsin(2λ/
√
4λ2 + ω2±)/2. The effective
3decay rates determining the dynamics are directly related
to the spectral density and are γ˜±1 = cos
2(θ + φ)J(±E1)
and γ˜±2 = sin
2(θ + φ)J(±E2)
As a result of such dynamical structure, in the long-
time limit, the two qubits experience monochromatic,
synchronous oscillations if either γ˜1  γ˜2 or γ˜1  γ˜2.
The frequency of such synchronous oscillations is ωsync '
E1 for γ˜1  γ˜2 and ωsync ' E2 for γ˜1  γ˜2 [26]. The
cases where the two decaying rates are of the same order
of magnitude are characterized by the absence of syn-
chronization, that can be quantified using the so-called
Pearson correlation coefficient [27]. Let us now assume a
power-law spectral density for the bath [43, 44, 46]:
J(ω) ∼ γ0 ωs, (4)
with a high-energy cut-off, that can be consistently ne-
glected. The condition for the absence of synchronization
γ˜1/γ˜2 = 1 is satisfied along a line in the ωp–s diagram
which corresponds to logE¯1/E¯2 tan
2(θ¯+ + θ¯−) = s, where
the bar indicates that all the parameters must be calcu-
lated at a given probe frequency ωp = ω¯p. Then, deter-
mining the value of ωp at which the transition from in-
phase to anti-phase synchronization takes place amounts
to estimating the value of s. Remarkably, such an es-
timation can be done by monitoring the probe alone,
due to the macroscopic jump in ωsync that can be de-
tected locally [26]. It is also worth noticing here that
such transition does not depend on the coupling constant
γ0, which only determines the time scale of dissipation.
Examples of trajectories exhibiting in-phase, anti-phase,
and absence of- synchronization are reported in Figure
2, together with the respective dynamics of the Pearson
correlation coefficient.
III. MACHINE LEARNING APPROACH TO
PROBING THE ENVIRONMENT
The analytical solution for the probe dynamics allows
one to reconstruct the shape of the spectral density [26]
but it is beneficial to apply machine-learning techniques
to probe the bath properties for the following reasons: (i)
the simplicity of the model permits to highlight the spe-
cific role played by the emergent phenomenon of synchro-
nization in the automated learning procedure; (ii) since
more complex environments can be either found in na-
ture or engineered, the case discussed here can be taken
as a benchmark test to explore the validity of the au-
tomated reconstruction approach. Furthermore we will
also address the effect of noise in the data.
The machine-learning problem is tackled within the
so-called supervised learning paradigm. The basic com-
ponent is a network made by artificial neurons (ANs) dis-
tributed in one or more hidden layers that are fed with
input data. Here, we used a network with a single hidden
layer. Each AN is a real function parametrized by a vec-
tor of real weights ~w and an activation function ϕ(~x · ~w),
Figure 2. Panels (a), (b), and (c): evolution of qubit and
probe exhibiting in-phase synchronization ((a) ωp = 1.25
and s = 0.5), no synchronization ((b) ωp = 1 and s = 1)
and anti-phase synchronization ((c) ωp = 0.75 and s = 2).
Other parameters: γ0 = 0.01 and λ = 0.2 ωq; initial state
|ψ(0)〉 = (| ↑〉+ | ↓〉) (| ↑〉+ | ↓〉) /2. Blue lines represent 〈σxp 〉
and red lines 〈σxq 〉. Panel (d) shows the Pearson correlation
coefficient as a function of time (setting ∆t = 50ω−1q as the
width of the temporal window for its computation) for the
three trajectories: the blue line corresponds to (a), the green
line to (b) and the red line to (c).
where ~x is the vector of input data which the neuron re-
ceives from other neurons. The task of the training is
to optimize the weights ~w and, possibly, the parameters
that determine the activation function ϕ of each neuron,
as to minimize the error in the classification of the train-
ing set. The activation function used here is the standard
sigmoid function ϕ(x) = 1/(1 + e−x).
The machine-learning protocol (Figure 1) assists iden-
tifying the properties of the bath by measuring only the
probe dynamics. The ANN is composed of three layers,
namely the input layer, the hidden layer and the output
layer. The input layer has M nodes, which in our case
correspond to the number of samples in the Fourier trans-
form of the probe signal. The hidden layer is made up
of L artificial neurons, which have an activation function
ϕ(x). The output layer has, in our case, a single artifi-
cial neuron, which gives the final result. The connections
between the layers are considered to be of feed-forward
only type and the strength of these connections (weights)
are optimized via back-propagation [49].
IV. RESULTS
In the following, we consider time series of the probe
interacting with an out-of equilibrium qubit in different
environments, going beyond usual Ohmic (s = 1) spec-
tral densities. Also the probe frequency ωp is allowed to
be tuned, leading to trajectories with different dynam-
ical evolution as shown in Figures 2a, 2b and 2c. We
address the performance of the ANN in connection with
4the phenomenon of spontaneous synchronization, focus-
ing on the transition between in-phase and anti-phase
synchronization [26]. This is quantified by the Pear-
son coefficient [27], that is the correlation (normalized
with variances) between the time fluctuations (with re-
spect to the averages on a time window) of two functions.
The considered functions will be the expectation values
〈σxq (t)〉 and 〈σxp (t)〉. Figure 2d shows the Pearson coeffi-
cient C(〈σxq 〉〈σxp 〉) evolution for three different parameter
sets that lead to either in-phase (a) or anti-phase (c) syn-
chronization, or absence of synchronization (b).
A. Classification of s
We start by considering the ability to distinguish sub-
Ohmic, Ohmic and super-Ohmic dissipation. We aim
at identifying the proper value of s, which varies among
three different values (s = 0.5, s = 1, s = 2), for the
bath power law in Equation (4) by using the ML algo-
rithm. To that end, we generate trajectories for different
values of ωp uniformly distributed in a certain range of
frequencies nearly resonant with the one of the qubit.
The input data for the ML algorithm are the probe spec-
tra, i.e. the modulus of the Fourier transform Fˆ (ω) of the
time trajectories 〈σxp (t)〉. Proper resolution in frequency
in Equation (2) is achieved considering 101 points in the
time interval [0, 100ω−1q ]. This allows one to distinguish
the sharp peaks centred around E1 and E2. The shape
of these peaks depends on ωp and s, as well as on the
system-probe coupling, set to λ = 0.2 ωq. The train-
ing set consists of N spectra with their respective labels
(the three values of s) for the supervised learning pro-
cedure, while the remaining spectra (of size 0.25N) are
used for testing the performance of the algorithm. With
this dataset, the ML algorithm must learn to classify the
spectra in three different categories that correspond to
the three possible values of s.
In this context, training the neural network means
teaching it to distinguish among the family of shapes
of the Fourier transform of the trajectories in order to
identify the correct label in the test phase. An exam-
ple of the training data is given in Figure 3(a-c), where
Fˆ (ω) is plotted, for each of the s to be identified and for
three different values of ωp. The small changes in the
probe spectrum depending on the environment (s) are
the signature to identify the environment with the ML
algorithm (we note that here only a part of the points of
the spectrum are represented). The relative height of the
peaks in Fig. 3 encodes the dominant frequency of the
system, depending on the occurrence of in-phase or anti-
phase synchronization. As mentioned before, a key prop-
erty of this model is indeed the existence of a phase dia-
gram with a quite sharp transition between synchronous
and anti-synchronous oscillations in the pre-asymptotic
regime [26]. Considering values of s between 0.5 and
2, this transition takes place for ωp approximately lying
in the interval {0.95, 1.1}, as shown in the top panel of
Figure 3. Fourier transform of the probe dynamics for (a)
ωp = 1.15ωq , (b) ωp = ωq and (c) ωp = 0.9ωq. In all cases
the green line corresponds to s = 2, the red line to s = 1 and
the blue line to s = 0.5. The qubit-bath coupling coefficient
is γ0 = 0.03 in this case, in order to better visualize the
differences between the trajectories for each value of s. Panel
(d) shows the Fourier transform for a fixed value of s = 1 and
different values of the qubit-bath coupling coefficient: the blue
line corresponds to γ0 = 0.005, the green line to γ0 = 0.01,
the red line to γ0 = 0.015 and the orange line to γ0 = 0.02.
Figure 4. Inside this region, different values of s give
qualitatively different dynamics (in/anti-phase synchro-
nization), while outside it, there is a minor quantitative
difference in the height and width of the peaks.
Our results for the classification of s are summarized in
the lower panel of Figure 4. We have divided the whole
training set into seven regions with different frequency
ratios and implemented, for each of the seven samples,
the classification protocol with the ML algorithm. Going
beyond the absolute error (that can be improved with
larger training sets), it is important to note the struc-
ture present in these results. We find that in the region
of the spectrum where the transition in/anti-phase syn-
chronization takes place, the classification error (that is,
the rate of failure P in identifying s) is much smaller
than in the other regions, reaching a minimum. There-
fore the phenomenon of synchronization in this set-up,
not only allows one to probe the system, but the in/anti-
phase synchronization transition facilitates the learning
process of the neural network.
This main result is explored both for very weak and
less weak dissipation conditions, remaining always within
the regime of validity of our model. We find that for
larger γ0, corresponding to faster dissipation (blue color
in the lower panel of Fig. 4), the classification error is
reduced. The improvement of the ML performance for
larger dissipation can be understood observing that, in
the presence of bigger decay rates and considering the
same time window, the effects of the environment and
its characterizing features become more evident in the
5Figure 4. Top: absolute value of the Pearson correlation coef-
ficient C, fixing t = 80ω−1q and ∆t = 20ω
−1
q and for Ohmicity
index s ∈ [0.5, 2]. The yellow band corresponds to lack of
synchronization (C ' 0), while the region at the right of the
band corresponds to in phase synchronization (C > 0) and
the left region corresponds to antiphase (C < 0). Bottom:
histogram of the percentage of error (that is, the percentage
of incorrect labels with respect to the total number of test
examples) produced by the ML algorithm in the classification
between s = 0.5, s = 1 and s = 2, for different intervals of
ωp and for different values of the coupling γ0 (as in the pic-
ture). We have used N = 720 training examples and a single
hidden layer of L = 50 neurons with the logistic activation
function. The upper limits of the blue, green and orange bars
correspond to the fraction of error with γ0 = 0.02, γ0 = 0.01
and γ0 = 0.005, respectively.
frequency spectra.
B. Classification of γ0
We have seen that a stronger dissipation increases the
ability of learning a feature of the environment such as its
sub/super-Ohmic form. A different question is the ability
of the ML method to discriminate among different values
of the system-bath coupling γ0. Although not graphically
shown, we have observed that the ML algorithm yields
low classification errors for the value of γ0 independently
of the value of s, with s = 0.5, 1, 2. For instance a classi-
fication between γ0 = 0.005, γ0 = 0.01, γ0 = 0.02 is real-
ized with errors less than 2% (with N = 720 training ex-
amples and L = 50 neurons). We note that the error can
be optimized, with an increase in the computation time,
both by using larger training sets and changing the num-
ber of hidden neurons. It is also worth mentioning that a
better performance is in general obtained when consider-
ing a sample of probe frequencies uniformly (rather than
randomly) distributed within the sample. Interestingly,
we find that the classification is neither significantly influ-
enced by the sub/super-Ohmic character of the bath, nor
on the presence of the sharp synchronization transition
between in phase and anti-phase synchronization. This
can actually be expected as changing the (weak) dissi-
pation strength leads to broader spectral line-widths but
does not have strong effects on the dynamics for different
ωp’s. From these results, we conclude that combining the
classification of both γ0 and s, different spectra described
by Eq. (4) could then be discriminated.
C. Regression of s
As a further step, instead of asking the ML algorithm
to identify the correct label among a family of discrete
values, we can try to estimate the value of s itself through
a continuous regression obtained in the limit of infinite
labels. In this case, the performance of the algorithm can
be tested by measuring the deviation between the true
s of any tested data and the output of the ANN 1. As
a figure of merit we show in Figure 5 the performance
of the regression for the identification of s. The normal-
ized mean error NME is calculated using the following
formula:
NME =
1
T
T∑
i=1
|si − si|
si
(5)
Figure 5. Regression of s for different intervals of the probe
frequency. The sample consists of trajectories for all values
of s ∈ {0.5 + 0.02 · m}75m=0 and 30 values of frequencies in
each interval. We used L = 20 neurons and N = 1900 train-
ing examples in each case and then calculated the error by
cross-validation. The error shown is calculated as the mean
value (averaged over all test examples) of the module of the
differences between each of the ANN’s prediction value of s
and the correct value of s for its respective example using Eq.
(5). Parameters: γ0 = 0.01, λ = 0.2.
1 Regression is performed with the MLPRegressor of the module
sklearn.neural network in Python.
6being {si}Ti=1 the correct values of the parameter that
is being predicted (in this case, s) and {si}Ti=1 the
respective prediction values of the ANN, for each of the
T test examples in the considered interval. We find that,
similarly to the classification results shown in Fig. 4,
the error in the regression is significantly reduced in the
region of the in/anti-phase synchronization transition.
The error bars for the NME in each frequency interval in
Fig. 4 show that the results are robust when considering
the variance in the performance by cross-validation, i.e.
different combinations of training and testing datasets.
The variance in the regression error is also larger far
from the in/anti-phase synchronization transition. It is
worth mentioning that the results presented in Fig. 4 do
in general worsen if the time trajectories, instead of the
Fourier spectra, are used as input data to the ML algo-
rithm. We also find that the regression results worsen
if only reduced information of the spectrum is used, as
for instance the values for the peak positions and heights.
After training the ML algorithm, the weights connect-
ing the input and the hidden layers have been optimized
in order to minimize the regression error. Interestingly,
we have observed that the optimized weights capture
the structure of the frequency spectra that feed the
ANN. More specifically, the weights associated to the
frequencies around the two main peaks of the spectra
have a larger absolute value. This indicates that the
ML algorithm has indeed identified the most relevant
features of the input data.
Finally, one could wonder if it is easier to infer the fea-
tures of the environment when it is Ohmic. In order to
address this issue, we look at the results of the regres-
sion but now as a function of the Ohmicity parameter
s. Figure 6 shows the regression NME for s taking the
probe frequency in the interval around the synchroniza-
tion phase transition (ωp ∈ {0.9 ωq, 1.15 ωq}). Interest-
ingly, we find that there is no significant difference in the
performance when considering environments other than
the Ohmic one. Here, we have considered a large num-
ber of examples for the training set such that we obtain
estimated values of s with a precision of around 1%. The
error bars obtained by cross-validation are also displayed.
Figure 6. NME in the regression of s as a function of s. The
sample consists of ωp ∈ {0.9 + 0.0005 · i}500i=0 and s values
spaced by 0.02. We have used N = 12000 training examples
and L = 50 neurons for a fixed γ0 = 0.01. The error bars
represent the error obtained by cross-validation.
D. Machine learning in the presence of noise
An important question when considering possible ex-
perimental implementations of the current scheme is
whether the ANN can identify the features of the out-
of equilibrium spin system when the time trajectories
are noisy. In this section, we report on the effect of
an increasing noise strength both in the classification
and regression of s. Considering the results shown in
the previous sections, we focus on the probe frequency
leading to a transition from in phase to anti-phase syn-
chronization. The results shown in Figure 7, obtained
for ωp ∈ {0.9 ωq, 1.15 ωq}, illustrate that the perfor-
mance monotonically degrades with an increasing noise
strength, as one may have expected. The rate of error
in classification (Figure 7a) reaches 10% for a Gaussian
noise of amplitude of 3% of the trajectory. A qualita-
tive similar trend is found in the regression error when
increasing the strength of the noise, Figure 7b.
The saturation in the performance for large noise
strengths approaches the statistical limit, dictated by ei-
ther the number of labels in the classification or the range
of values of s ([0.5, 2] in the regression. Furthermore, our
results show that the performance worsens with noise in-
dependently of the number of examples as far as regres-
sion is considered, while a slight performance improve-
ment can be obtained in classification when increasing
the size of the training set.
V. SUMMARY AND OUTLOOK
The presence of dissipative two-level systems is ubiq-
uitous in many experimental set-ups and the precise
knowledge of the unavoidable dissipative processes is of
paramount importance [50]. Such systems are also suit-
able to be used in the framework of quantum simulations
in a variety of platforms and especially using ultracold
7(a)
(b)
Figure 7. Error produced in the presence of noise as a func-
tion of the percentage of noise added to the trajectories. Panel
a): Probability of failure in classification. Panel b): NME in
regression. We have calculated the trajectories for all values
of ωp ∈ {0.9 + 0.0005 · i}500i=0, and used for ML in all cases
L = 50 neurons and the number of training examples N spec-
ified in the legend. The percentage of noise represents the
relation between its amplitude (understood as the standard
deviation) and the total amplitude of the function 〈σxp (t)〉.
Other parameters: γ0 = 0.01 and λ = 0.2.
atoms in optical lattices [51]. Their control represent a
fundamental tool towards the development of quantum
technologies. In this context, it is relevant to establish
probing schemes that allow for a proper characterization
of the dissipation features of qubits.
Building on the proposal for quantum probing of Ref.
[26], we have studied here its performance using a ML
learning estimation of the environmental properties. The
learning process is implemented using a neural network
which is supplied by the Fourier series of the probe dy-
namics taken for different values of the frequency of the
probe itself and of the bath spectral density. In the lan-
guage commonly employed in robotics, the ANN plus the
probe qubits can be seen as our intelligent “agent” that
tries to learn from and adapt to the “environment” (here
the word environment should not be confused with the
quantum bath causing dissipation on the system qubit).
The main result of our work is that such a learning pro-
cedure is strongly enhanced by quantum synchronization,
namely by the presence of a sharp transition between in-
phase and anti-phase oscillations in the pre-asymptotic
regime. In fact, both in classification and in regression of
features of the bath, such as its Ohmicity parameter, the
information about the synchronization phase strongly re-
duces the amount of estimation errors generated by the
algorithm, making it very efficient. We have also studied
how the presence of noise (unavoidable in experimental
set-ups) affects the learning precision and found that the
algorithm is robust even in the presence of (moderate)
noise, both in classification and regression.
Once the advantage played by the synchronization has
been proved in our benchmark case, Eq. (4), more com-
plicated scenarios can be also tested with arbitrary spec-
tral densities of the dissipating qubit and also going be-
yond the weak-coupling regime where deviations from
Ohmicity become especially important. This is relevant
in experimental platforms where there is no prior infor-
mation about the spectral density [26, 46, 52].
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