Abstract. Linear regression is a statistical tool used to model the relation between a set of housing characteristics and real estate prices. It estimates the mean value of the response variable, given levels of the predictor variables. The quantile regression approach complements the least squares by identifying how differently real estate prices response to a change in one unit of housing characteristic at different quantiles, rather than estimating the constant regression coefficient representing the change in the response variable produced by a one-unit change in the predictor variable associated with that coefficient. It estimates the implicit price for each characteristic across the distribution of prices, and allows buyers of higher-priced properties to behave differently from buyers of lower-priced properties even if they are within one single housing estate. Thus, it better explains the real world phenomenon, and offers a more comprehensive picture of the relationship between housing characteristics and prices.
Introduction
Residential property is a multi-dimensional commodity which can be considered as a bundle of utility-bearing attributes that consumers value. These attributes are characterized by their physical inflexibility, durability, and spatial fixity such that different combinations of them can produce a heterogeneous good. In the real estate literature, housing price is defined as a function of a bundle of inherent attributes (i.e., flat size, age, floor, and balcony), neighborhood characteristics (i.e., view), accessibility (i.e., transport, the presence of recreation facilities, community services, and school), and environmental quality (waterfront or natural beauty) that yield utility or satisfaction to homebuyers. Particularly, a hedonic price model involves first the specification of a housing price function which relates the observed housing expenditure to the selected physical, neighborhood, and accessibility characteristics that are considered to influence prices (Bailey et al., 1963; Ridker and Henning, 1967; Kain and Quigley, 1970; Wilkinson, 1973; Freeman, 1979; Pollakowski, 1982; Epple, 1987; Case, 1992; Chesire and Sheppard, 1995; Can and Megbolugbe, 1997) . Based on the estimated coefficients of housing attributes, the second stage is to construct price indexes.
Linear regression is a statistical tool used to model the relation between a set of predictor variables and a response variable. It estimates the mean value of the response variable for given levels of the predictor variables. Suppose we are interested in investigating the relationship between housing prices and a set of predictors, such as apartment size, age, floor level, view, direction and car park. The data set used for this example contains a total of 5,947 cross sectional inter-temporal transaction data from City One Sha Tin, a private housing estate located in Sha Tin, 
This model estimates how, on average, these properties' characteristics impact on real estate prices. The car park predictor variable, , CP compares the effect of having a car park on property prices with not having a car park. While this model can address the question of whether or not a car park matters in the price determination, it cannot answer another important question: "Does a car park influence property prices differently for low-priced properties than for median-priced properties?" One can obtain a more comprehensive picture of the effect of the predictors on the response 1 For the data definitions and sources, please refer to Section 4 Data Sources.
variable by using quantile regression, which models the relation between a set of predictor variables and the specific percentiles (or quantiles) of the response variable.
It specifies changes in the quantiles of the response. For example, a median regression (the 50 th percentile) of property prices on properties' characteristics specifies the changes in the median property prices as a function of the predictors. The effect of car park on median property prices can be compared to its effect on other quantiles of property prices.
In linear regression, the regression coefficient represents the change in the response variable produced by a one-unit change in the predictor variable associated with that coefficient. The quantile regression parameter estimates the change in a specified quantile of the response variable produced by a one-unit change in the predictor variable. This allows for a comparison of how specific percentiles of property prices may be more affected by certain properties' characteristics than other percentiles. This is reflected in the change in the size of the regression coefficient.
The objective of this paper is to empirically estimate how specific quantiles of property prices respond differently to a one-unit change in the properties' characteristics. As an alternative to OLS regression, this study adopts quantile regression to identify the implicit prices of housing characteristics for the different percentiles of the distribution of housing prices. This explicitly allows higher-priced apartments to have different implicit prices to a property's characteristic than lowerpriced apartments. Heckman (1979) suggests that the issues associated with truncation could possibly be avoided since quantile regression makes use of the entire sample rather than the mean value of the response variable. This will eliminate the problem of biased estimates that is created when OLS is applied to housing price subsamples (Newsome and Zietz, 1992) . This paper is organized as follows. Section 2 briefly presents a literature review of the quantile regression. Section 3 discusses the model specification adopted in this paper, while the data quality and sources will be presented in Section 4. Section 5 presents and discusses the empirical results, utilizing housing transaction data from one mega-scale housing estate, the City One Sha Tin, located in Shatin, the New
Territories for the period between January 1997 and October 2004. The last section summarizes the major findings.
Literature Review
Quantile regression is based on the minimization of weighted absolute deviations for estimating conditional quantile (percentile) functions (Koenker and Bassett 1978; Koenker and Hallock 2001) . For the median (quantile = 0.5), symmetric weights are used, while asymmetric weights are employed for all other quantiles (e.g., 0.1, 0.2,…, 0.9). While the classical OLS regression estimates conditional mean functions, quantile regression can be employed to explain the determinants of the dependent variable at any point of the distribution of the dependent variable. For hedonic price functions, quantile regression makes it possible to statistically examine the extent to which housing characteristics are valued differently across the distribution of housing prices. Although one may argue that the same goal may be accomplished by utilizing the price series subsamples according to its unconditional distribution and then applying OLS to the subsamples, Heckman (1979) argues that the "truncation of the dependent variable" may create biased parameter estimates and should be avoided if possible. Since quantile regression employs the full data set, a sample selection problem does not arise in the first place. Koenker and Hallock (2001) suggest that there is a rapidly expanding empirical quantile regression literature in economics that, when taken as a whole, makes a persuasive case for the value of "going beyond models for the conditional mean" in empirical economics. This methodology has been intensively applied to the issues in labor economics, such as union wage effect, returns to education, and labor market discrimination. Chamberlain (1994) finds that for manufacturing workers, the union wage premium at the first decile is 28 percent, and declines monotonically to a 0.3 percent at the upper decile. The least squares estimate of the mean union premium of 15.8 percent is thus captured mainly by the lower tail of the conditional distribution.
Other studies exploring these issues in the labor market include the influential work of Buchinsky (1994; , Schultz and Mwabu (1998) , and Kahn (1998) . Particularly, the work of Machado and Mata (1999) is notable, since it introduces a useful way to extend the counterfactual wage decomposition approach of Oaxaca (1973) to quantile regression, and provides a general strategy for simulating marginal distributions from the quantile regression process. Arias, et al (2001) , employing data on identical twins, interpret observed heterogeneity in the estimated returns to education over quantiles as an indicator of an interaction between observed educational attainment and unobserved ability.
In demand analysis, Deaton (1997) offers an introduction to quantile regression.
Employing food expenditure data from Pakistan, his study finds that although the median Engel elasticity of 0.906 is similar to the ordinary least squares estimate of 0.909, the coefficient at the tenth quantile is 0.879 and the estimate at the 90th percentile is 0.946, indicating a pattern of heteroskedasticity. In another demand application, Manning, et al (1995) investigate the demand for alcohol using survey data from the National Health Interview Study, and suggest the presence of considerable heterogeneity in the price and income elasticities over the full range of the conditional distribution.
Utilizing the American Housing Survey data, Gyourko and Tracy (1999) (2006) suggest that quantile regression has advantages over the conventional mean-based approaches to estimate housing price index. A medianbased quantile estimator which reduces the outlier effect, suffers less bias from unobserved renovations than a standard mean-based estimator. The problem of outliers is particularly important for the repeat-sales estimator, which is vulnerable to an upward bias when the sample includes renovated houses and there is no way to identify which homes have been upgraded. In this situation, a more realistic view of the housing market may be gained by constructing indexes using lower quantiles as the target point. Zietz et al (2008) 
Model Specification
For the purpose of this study, the hedonic pricing model of residential real estate takes the following forms:
). , , , ( we can then obtain an estimate of the conditional expectation function ( ).
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For quantile regression, we can simply go further to obtain an estimate of the conditional median function by replacing the scalar ξ in Equation (3) (Buchinsky, 1982; Efron, 1982; Hao and Naiman, 2007) . Gould (1992; also suggest that the standard errors of coefficient estimates using the bootstrap method are significantly less sensitive to heteroskedasticity than the standard error estimates based on the method suggested by Rogers (1993) .
Data Sources
To minimize the spatial effects upon residential property prices, a feasible approach is to select a sample of similar location-specific characteristics, relatively homogenous household tastes, and least variations in building design and quality such that the net effects of inherent attributes and location-specific factors tend to be similar. For the purpose of this study, we choose the City One Sha Tin for our case study because it comprises 10,642 small to-medium sized units in 52 residential blocks of different sizes and layouts, but with a relatively homogenous design. It is a standard mass housing estate located in the New Territories with a high trading volume at all times.
Since the current study casts a focus on only one housing estate, the accessibility characteristics (such as accessibility to transport, amenities, and school, etc) and the external environment are more or less identical for all dwelling units of the estate. the direction a property is facing respectively; for they equal 1 if a property is facing a particular direction, 0 otherwise. The omitted category is NW so that coefficients may be interpreted relative to this category. The car park, , CP represents that a residential property transaction is associated with the sale of a car park. It is a dummy variable which equals 1 if the transaction is such a tie-in sale, 0 otherwise.
The financial variable is measured in real terms by using the "Monthly Price Indices for Selected Popular Private Domestic Developments" to deflate the series. 
Empirical Results
Most analysis of hedonic pricing model has employed conventional least squares regression methods. However, it has been recognized that the resulting estimates of various effects on the conditional mean of real estate prices are not necessarily indicative of the size and nature of these effects on the lower tail of the price distribution. A more complete picture of covariate effects can be provided by estimating a family of conditional quantile functions. At any chosen quantile, one can ask how different are the corresponding real estate prices, given a specification of the other conditioning variables. The apartment size, age and floor level enter the model as quadratic effects.
According to the linear regression model, while GFA tends to increase real estate prices up to the size of 1,257 square feet, it tends to decrease prices beyond 1,257 square feet. AGE tends to decrease prices up to 13.4 years, and increase prices Empirical results demonstrate that homebuyers of higher-priced properties are more concerned about the type of view their properties have, and they are not willing to opt for properties with a building or obstructive view unless a bigger discount is offered to them than to the homebuyers of lower-priced properties. This phenomenon is represented by bigger and negative estimated coefficients of these two variables at higher quantiles than those of their mean values and the lower quantiles.
An apartment with a car park obviously commands a greater price premium than an apartment without one, about HK$167,000, according to the ordinary least squares estimates of the mean effect, but is clear from the quantile regression results that the disparity is much larger in the lower quantiles of the distribution and considerably smaller in the higher tail of the distribution. For example, a car park commands HK$314,000 at 0.05 quantile, but only costs about HK$52,000 at 0.95 quantile. The least squares estimate of the mean car park effect is thus mainly captured by the lower tail of conditional distribution. The conventional least squares confidence interval does a poor job of representing this range of disparities. 
Concluding Remarks
The objective of this paper is to investigate how differently homebuyers value specific housing characteristics across different quantiles of conditional distribution. Although linear regression estimates the mean value of the response variable for given levels of the predictor variables, the results are quite different from the specific data points within the sample, depending on which side of the distribution those particular points of interest lie. Particularly, the quantile regression parameter estimates the change in a specified quantile of the response variable produced by a one-unit change in the predictor variable. This allows for a comparison of how specific percentiles of real estate prices may be more affected by certain properties' characteristics than other percentiles. This is reflected in the change in the size of the regression coefficient.
The distinction between linear and quantile regression is best explained by Mosteller and Tukey (1978) that "[w] hat the regression curve does is give a grand summary for the averages of the distributions corresponding to the set of x's. We could go further and compute several different regression curves corresponding to the various percentage points of the distributions and thus get a more complete picture of the set. Ordinarily this is not done, and so regression often gives a rather incomplete picture. Just as the mean gives an incomplete picture of a single distribution, so the regression curve gives a corresponding incomplete picture for a set of distributions."
Empirical results suggest that homebuyers' tastes and preferences for specific housing attributes vary greatly across different quantiles of conditional distribution. This is simply due to the fact that individual's tastes and preferences are unique such that some homebuyers place a higher valuation on certain housing characteristics than others. The quantile regression approach complements the least squares by identifying how differently real estate prices response to a change in a one-unit of housing characteristic at different quantiles, rather than estimating the constant regression coefficient representing the change in the response variable produced by a one-unit change in the predictor variable associated with that coefficient. It allows buyers of higher-priced properties to behave differently from buyers of lower-priced properties even if they are within one single housing estate, which better explains the real world phenomenon.
