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Abstract
We prove completeness-to-the-future of null hypersurfaces emanat-
ing outwards from large spheres, in vacuum space-times evolving from
general asymptotically flat data with well-defined energy-momentum.
The proof uses scaling and a gluing construction to reduce the problem
to Bieri’s stability theorem.
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1 Introduction
The question arises whether asymptotically flat, say vacuum, initial data
sets lead to space-times (M , g) where the radiation fields can be defined.
For this one needs to be able to recede to infinity in M in null directions.
The object of this paper is to prove that this is indeed the case, for a large
class of asymptotically flat vacuum initial data sets, under natural decay
conditions on the metric and without smallness conditions.
To make things precise, consider a space-time (M , 4g) evolving out of
initial data (S , g,K), satisfying the vacuum constraint equations, which are
asymptotically flat at large distances in the asymptotic regions. We wish to
address the question of existence in M of a family of hypersurfaces which be-
have as the retarded time coordinate u = t−r in Minkowski space-time. This
will be modeled by a foliation by null hypersurfaces N (u) parameterised by
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a parameter u ∈ (−∞, u0], so that the hypersurfaces N (u) intersect the
asymptotically flat region of S in spheres which, to leading order, are co-
ordinate spheres in manifestly asymptotically Euclidean coordinates on S ,
and which recede to infinity on S as u tends to minus infinity. We will
also require that the family of spheres so obtained foliates the asymptotic
region of S , with the future-directed tangents to the generators of N (u)
pointing outwards on S . Finally, we will require that all generators of each
N (u) are complete to the future. Such a family of null hypersurfaces will
be referred to as a retarded foliation near i0.
One can view such null hypersurfaces as being obtained from an initial
asymptotically flat Cauchy surface by an infinite boost. The existence of a
retarded foliation near i0 can then be thought of as an infinite boost theorem.
We will prove such a theorem below. However, to avoid confusion with the
already existing name associated with the Aichelburg-Sexl metrics [1], we
will not use the infinite boost terminology in this context.
While the finite boost theorem has been proved a long time ago [9],
the existence of future-complete null hypersurfaces has only been settled so
far for weak gravitational fields, or for restricted classes of initial data, or
both [4, 5, 8, 21, 22]. For instance, within the class of space-times evolving
out of vacuum asymptotically flat initial data, such foliations exist
1. (obviously, by uniqueness of solutions in domains of dependence) for
initial data which are stationary at large distances, or
2. for small initial data with optimal asymptotic conditions [5] or,
3. without smallness restrictions, for CMC initial data which are Schwarzschildean
to high order [21];
4. without smallness restrictions, for initial data which have well-defined
total energy, momentum, angular momentum and center of mass [6].
So the key point of the current work is to remove the condition of well-
defined angular momentum and center of mass from the hypotheses in [6].
This is the contents of Theorem 3.1 below.
The strategy of the proof follows closely that in [6], but we face sev-
eral new technical difficulties. There is a standard way of reducing the
proof of existence of the retarded foliation N (u) to a small-data existence
result by scaling down. This is presented in detail in the “Evolution Argu-
ment 3.2”, p. 7 below. One can then imagine adapting the existing global
existence arguments to prove directly global existence for small data in do-
mains of dependence, but this does not appear to be straightforward within
the scheme of proof of [5], which is the only one so far under optimal decay
conditions. Here optimality is with respect to the requirement of existence
of a well-defined total mass and momentum of the initial data. As in [6], we
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show instead that scaled-down exterior regions can be filled-in by initial data
with small energy while preserving the vacuum constraint equations. This is
done by a gluing argument which is relatively standard for initial data with
well defined energy-momentum, center of mass, and angular momentum,
but turns out to be rather delicate in the general case.
Now, the gluing construction requires two sets of initial data which are
nearby and which will be glued together. In our setting the exterior data
are given, and the main new contribution of this work is the construction
of the second, “interior” data set, which needs to have small energy and be
near to the exterior data set in a suitable norm on the overlapping region.
It turns out that we can construct such a data set under optimal decay
conditions for time-symmetric initial data, where Kij = 0. This is the heart
of the proof of Theorem 3.1 in the time-symmetric case, and is the contents
of Proposition 3.3 below. The corresponding construction for initial data
with Kij 6= 0 is carried-out in Proposition 3.4, where we have not been able
to handle the borderline fall-off case, and have been forced to assume “an
ǫ-amount” of anti-parity in the initial data.
We emphasise that we do not make any new claims concerning regularity
of the resulting “piece of Scri”. However, the resulting space-times have
enough regularity to define the radiation field, the Trautman-Bondi mass of
the hypersurfaces N (u), and to show that the Trautman-Bondi mass tends
to the ADM mass when u tends to minus infinity. The reader is referred
to [6] for a discussion of these points.
2 “Poincare´ charges”
A key role in the argument is played by “Poincare´ charges” calculated over
large spheres, and the question of the speed of their convergence as the radii
of the spheres recede to infinity. It is therefore convenient to review the
conditions needed to define the total energy-momentum, angular momentum
and the center of mass of asymptotically Euclidean initial data sets. This is
the aim of this section.
Let α ∈ R+, ℓ ∈ N, ℓ ≥ 1. We shall say that (g,K) on the exterior E
of a ball in R3 constitutes an C−αℓ -asymptotically Euclidean end provided
there are coordinates in which, for all multi-indices |γ| ≤ ℓ, |β| ≤ ℓ− 1,
|∂γ(gij − δij)(~x)| = O(|~x|−|γ|−α), |∂βKij(~x)| = O(|~x|−|β|−1−α), (2.1)
where ∂ denotes the partial derivative operator. Unless explicitly indicated
to the contrary, or otherwise clear from the context, norms such as |~x|,
or |~c(R)| in (2.9) below, etc., are calculated using the Euclidean metric.
Note that the index ℓ refers to the differentiability class of the metric, with
K being a priori only (ℓ − 1)-times differentiable. Throughout the rest of
this work we require ℓ ≥ 4. We say that (M,g,K) is C−αℓ -asymptotically
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Euclidean (AE) if M is the union of a compact set and a finite number of
ends, all of which are C−αℓ -asymptotically Euclidean.
An obvious analogue of the above are the definitions ofW−αℓ,q -asymptotically
Euclidean manifolds and ends, where one requires that in each end E we
have
g − δ ∈W−αℓ,q (E) and K ∈W−α−1ℓ−1,q (E) . (2.2)
Here a tensor field u belongs to W−αℓ,q (E) if the following norm-to-power-q
‖u‖q
W−α
ℓ,q
:=
∑
|γ|≤ℓ
∫
E
|(1 + r)α+|γ|∂γu|q d
3x
(1 + r)3
is finite. We set H−αℓ :=W
−α
ℓ,2 .
As pointed out in [11], every C−αℓ -asymptotically Euclidean end with
α > 1/2 possesses a well-defined finite energy-momentum vector (p0, ~p) when
the dominant energy condition | ~J | ≤ ρ holds with ρ ∈ L1. The arguments
there easily adapt to show that this remains true for W−αℓ,q -asymptotically
Euclidean ends with α ≥ 1/2 and qℓ > 3; compare [2].
Further conditions have to be imposed on the initial data to guarantee
convergence of the integrals defining the centre of mass and total angular
momentum. One possible such condition is a parity requirement (cf. [17,
Proposition E.1]), that there exists α− > 0 satisfying
α+ α− > 2 (2.3)
such that we have∣∣gij(~x)− gij(−~x)∣∣+ (1 + r)∣∣∂k(gij(~x)− gij(−~x))∣∣ = O(|~x|−α−) ,∣∣Kij(~x) +Kij(−~x)∣∣ = O(|~x|−1−α−) . (2.4)
This requirement is in the spirit of, but weaker than the Regge-Teitelboim
conditions [3, 23] for a well-defined angular-momentum and center of mass,
which are (2.4) with α = 1 and α− = 2.
The infinite-boost theorem of Section 3 below will require some control
of the integrals associated with the centre of mass and angular momentum,
which we describe in detail now. Given an asymptotically flat end within
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an initial data set (S , g,K) we set
p0(R) =
1
16πR
∫
r=R
(∂igij − ∂jgii)xj d2S , (2.5)
ck(R) =
1
16πR
∫
r=R
xk(∂igij − ∂jgii)xj d2S
− 1
16πR
∫
r=R
(gkix
i − giixk) d2S , (2.6)
pk(R) =
1
8πR
∫
r=R
Pikx
id2S , (2.7)
Jk(R) =
1
8πR
∫
r=R
Pijǫkjℓx
ℓxid2S , (2.8)
where all repeated indices are summed over. Here, and elsewhere,
Pij = −Kij + trgKgij .
The center of mass and the angular momentum are limits, as R tends to
infinity, of the integrals above, whenever these limits exist. While we will
not require existence of the limits, we will need to assume a bound on the
growth of the integrals, namely existence of αc ∈ R+ such that
|~c(R)|+ | ~J(R)| = o(R2−2αc) . (2.9)
The constant αc < 1 can be chosen as close to one as desired when the limits
~c := lim
R→∞
~c(R) and ~J := lim
R→∞
~J(R)
exist and are finite.
We claim that, for Wα1,2-asymptotically Euclidean vacuum initial data
sets with α < 1, the largest constant αc such that (2.9) holds satisfies
αc ≥ α . (2.10)
For this, consider the “Freud superpotentials” Uαβ defined as
U
νλ := UνλβX
β +
1
8π
∆α[νXλ];α , (2.11)
U
νλ
β :=
2|det ηµν |
16π
√|det gρσ |gβγ(e2gγ[νgλ]κ);κ , (2.12)
where a semicolon denotes covariant differentiation with respect to the Minkowski
metric η, while
e :=
√
|det gρσ|√
|det ηµν |
, ∆αν := e gαν − ηαν . (2.13)
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Finally, X is assumed to be a Killing vector field of the background Minkowski
metric η.
For the purpose of the estimates here, and for vacuum initial data close
to the Minkowskian ones, we will need an identity of the following form (cf.,
e.g., [10, Equation (3.6)], compare [11, 12])
∂λU
νλ = X
(
(∂g)2 +K × ∂g +K2)+ (g − δ)∂X(∂g +K) . (2.14)
Here, as elsewhere, δ denotes the Euclidean metric. The integrals (2.5)-
(2.8) are essentially identical to integrals such as the left-hand side of (2.15)
below: under the asymptotic conditions used in this work, X = ∂µ gives pµ,
X = xi∂t + t∂i gives ci, and generators of rotations x
i∂j − xj∂i, give ǫijkJk.
Letting X be the generators of rotation or boosts, and integrating (2.14)
over a ball of radius R we obtain the estimate∫
{|~x|=R}
U
νλdSνλ =
∫
{|~x|≤R}
O(|~x|−1−2α) ≤ CR2−2α . (2.15)
Integrating (2.14) over an annulus of exterior radius R ≥ R0 and interior
radius R0 we obtain, using weighted Sobolev embeddings,∫
{|~x|=R}
U
νλdSνλ =
∫
{|~x|=R0}
U
νλdSνλ +
∫
{R0≤|~x|≤R}
o(|~x|−1−2α)
≤ CR2−2α0 + o(R2−2α) . (2.16)
Hence, as R tends to infinity, for 0 < α < 1,
|~c(R)|+ | ~J(R)| ≤ CR2−2α0 + o(R2−2α) = C
(
R0
R
)2−2α
R2−2α + o(R2−2α)
= o(R2−2α) , (2.17)
for all R0 and R/R0 sufficiently large, as desired.
An identical calculation shows that for Wα1,2-asymptotically Euclidean
vacuum initial data sets with α < 1 satisfying the parity condition (2.4) we
can without loss of generality assume that
αc ≥ min(1
2
(α+ α−), 1) , (2.18)
where we have allowed α+ α− < 2.
3 The “future-complete-null-hypersurfaces” theo-
rem
In this section we prove the future-complete-hypersurfaces theorem for a
large class of AE initial data. The assumptions in the time-symmetric case
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appear to be optimal with respect to the definition of total mass. In the case
where K 6≡ 0 our proof requires a very mild parity assumption to eliminate
the borderline case α− = α = 1/2, where α− is the anti-parity exponent of
(2.4). The hypothesis is used to obtain slightly better control of the growth
of the center-of-mass and angular-momentum integrals when α = 1/2, and
we expect it to be unnecessary:
Theorem 3.1 Let (S , g,K) be an H−αℓ -AE initial data set with α ≥ 1/2,
ℓ ≥ 4, and timelike four-momentum. Assume that (S , g,K) is vacuum at
large distances. Suppose that either
1. the initial data are time-symmetric, i.e. K ≡ 0, or
2. the anti-parity exponent α− in (2.4) satisfies
α− >
1
2
. (3.1)
Then the vacuum maximal globally hyperbolic development of (S , g,K) con-
tains a retarded foliation near i0, as defined in Section 1.
Proof:We start by noting that the proof has two components: the first is an
interior gluing statement, the second a uniqueness-in-domains-of-dependence
property of the evolution problem.
For the purpose of some arguments that will follow we introduce a natural
number k ∈ N which will need to be taken large.
For all ε sufficiently small, consider the initial data (R3\B(2), gε,k,Kε,k),
obtained by scaling-down the complement of a coordinate ball of radius
16k/ε in an asymptotically Euclidean end of (S , g,K) (compare (3.2) be-
low). We will show that for all ε small enough and k large enough the data
(R3 \B(2), gε/k ,Kε/k) can be extended, by gluing, to a vacuum data set, say
(R3, gˆε,k, Kˆε,k), with small weighted Sobolev norms so that the evolution
theorem of Bieri [5] applies.
The following evolution argument will be common to both cases 1. and
2.:
Evolution argument 3.2 Making ε smaller and k larger if necessary,
the vacuum solution, say (M , 4gε,k) associated with the initial data set
(R3, gˆε,k, Kˆε,k) exists globally by [5] and contains a foliation by null hy-
persurfaces N (u) defined by a retarded null coordinate u ∈ R. Uniqueness
of solutions within domains of dependence guarantees that the space-time
metric in the domain of dependence of (R3\B(16k/ε), g,K) within the space-
time (M , 4g) obtained by evolving (S , g,K) will, after a constant rescal-
ing of the space-time metric, be isometric to the domain of dependence of
(R3, gˆε,k, Kˆε,k) within (M ,
4gε,k), and will contain the hypersurfaces N (u)
with u ∈ (−∞, u0] for some u0 ∈ R, forming the required retarded foliation
near i0. ✷
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Before continuing the proof of Theorem 3.1, some further generalities
are in order. To avoid an unnecessary discussion of logarithms that could
arise in some integrals, without loss of generality we can, and will, assume
that
α < 1 .
Set
E(R) := R3 \B(R) , A(R) = {R ≤ |~x| ≤ 2R} .
For all ε sufficiently small consider the family of scaled initial data sets
(E(1), gε,Kε) defined, in local coordinates on E(1) as
gεij(~x) := gij(~x/ε) = δij + ε
−αo(|~x|−α) ,
Kεij(~x) := Kij(~x/ε) = ε
−α−1o(|~x|−α−1) . (3.2)
Let ǫ > 0, for all ε small enough we will have
‖gε − δ‖W−αℓ,2 (E(1)) + ‖K
ε‖W−α−1
ℓ,2
(E(1)) ≤
ǫ
3
. (3.3)
We will write
Q˚(R0) ≡ (p˚0(R0), ~˚p(R0), ~˚c(R0), ~˚J(R0))
for the charge integrals at radius R0 associated with the unscaled metric g.
The following scaling properties of the global charges (2.5)-(2.8) are easily
derived, as calculated for the initial data (gε,R,Kε,R) := (gε/R,Kε/R):
p0(R0) :=
1
16πR0
∫
r=R0
(∂ig
ε,R
ij − ∂jgε,Rii )xj d2S ,
=
ε
R
p˚0
(
RR0
ε
)
, (3.4)
cℓ(R0) :=
1
16πR0
∫
r=R0
xℓ(∂ig
ε,R
ij − ∂jgε,Rii )xj d2S
− 1
16πR0
∫
r=R0
(gε,Rℓi x
i − gε,Rii xℓ) d2S
=
( ε
R
)2
c˚ℓ
(
RR0
ε
)
, (3.5)
pℓ(R0) := − 1
8πR0
∫
r=R0
P ε,Riℓ x
id2S
=
ε
R
p˚ℓ
(
RR0
ε
)
, (3.6)
Jℓ(R0) :=
1
8πR0
∫
r=R0
P ε,Rij ǫℓjhx
ixhd2S
=
( ε
R
)2
J˚ℓ
(
RR0
ε
)
. (3.7)
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We want to glue the initial data (3.2) with suitable interior initial data
on an annulus A(R), for ε small enough and for R large. For this we need
to construct a family of “interior data” on R3, which will be denoted by
(gˆ, Kˆ), with well controlled charge integrals. It turns out that this can be
carried-out with the choice
R a multiple of k (3.8)
for all k large enough. More precisely, we will use R = 2k in the static case,
R = 4k in the parity-symmetric case, and R = 8k in the general case. In
view of (3.8) and (2.17), to do the matching of the interior solution to the
exterior one will need
|~c|+ | ~J | = o(R2−2αc) = o(k2−2αc) , (3.9)
with
αc =
1
2
(α+ α−) ≥ α (3.10)
(compare (2.10)). We will therefore consider initial data (gˆ, Kˆ) with charge
parameters Q such that
1
2ε|m˚| ≤ |m| ≤ 2ε|m˚| , |~p| ≤ 2ε|~˚p| , |~c|+ | ~J | ≤ λk2−2αc , (3.11)
where (m˚, ~˚p ) ≡ p˚ is the ADM four-momentum of (S , g,K), with a constant
0 < λ ≤ 1 equal to one if αc > 12 , and which will be chosen very small if
αc =
1
2 .
We pass now to the static case which is simpler, and where a sharper
result is established. As before, the first step is a gluing construction:
Proposition 3.3 Under the hypotheses of point 1. of Theorem 3.1 let more-
over 1/2 ≤ α < 1. There exists a sequence of scalar flat metrics gk on R3
which coincide with gε outside of a ball of radius 4k, with ‖gk − gε‖W−αℓ,2
tending to zero as k tends to infinity, and with
‖gk − δ‖W−α
ℓ,2
(R3) →ε→0 0 . (3.12)
Proof of Proposition 3.3: Let (R3, ginterior,m) be a family of parity-
symmetric scalar-flat metrics smoothly varying withm in an interval [0,m0),
with m0 > 0, which for definiteness we take to coincide with the space-
Schwarzschild metric outside of B(R0) (compare [16]). We also assume that
for every R the Cℓ(B(R))-norm of ginterior,m − δ goes to zero as m goes to
zero. Decreasing m0 if necessary we can also arrange to have
‖ginterior,m − δ‖W−αℓ,2 (R3) ≤
ǫ
3
, (3.13)
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for all m ∈ [0,m0). Existence of such families follows e.g. from the proof
of [6, Proposition 5.1].
Let ~a ∈ R3 and let (R3, ginterior,m,~a) be the family of metrics obtained
by applying a translation by the vector −~a to ginterior,m in a coordinate
system in which the metric takes the usual explicit conformally Euclidean
form. Then (R3, ginterior,m,~a) is Ricci-scalar flat, has ADM energy p0 = m
and center-of-mass ~c = m~a.
From now on we work in the region R ≥ |~a|+R0, where we have
ginterior,m,~a =
(
1 +
m
2|~x− ~a|︸ ︷︷ ︸
=:φm,~a
)4
δ . (3.14)
To simplify notation, we will write g for ginterior,m,~a.
Assuming |~a|+ |m| ≤ R/4, the integrals (2.5)-(2.6) for the metric g read
p0(R) = − 1
2πR
∫
r=R
φ3m,~ax
j∂jφm,~a d
2S , (3.15)
= m
(
1 +O
(
(m+ |~a|)R−1)) , (3.16)
cj(R) =
1
8πR
∫
r=R
xjφ3m,~a(φm,~a − 4xi∂iφm,~a) d2S (3.17)
= maj
(
1 +O
(
(m+m|~a|)R−1)) . (3.18)
Let k ∈ N be a number satisfying k ≥ R0, which will be soon taken to
be very large. Let χ ∈ C∞(R) satisfy |χ′| ≤ C for some constant C and
χ(x) = 0 for x ≤ 5/4, χ(x) = 1 for x ≥ 7/4, and 0 ≤ χ ≤ 1. (3.19)
Set
χk(~x) = χ
( |~x|
k
)
=⇒
χk(~x) =
{
0, |~x| ≤ k;
1, |~x| ≥ 2k, and |∇χk(~x)| ≤
C
k
1A(k)(~x) ≤
2C
|~x| . (3.20)
Here and elsewhere we use the letter C to denote a possibly large positive
constant which may vary from line to line, and 1Ω denotes the characteristic
function of a set Ω.
We restrict the range of translation vectors ~a to vectors satisfying
|~a| ≤ λk2−2αc =
{
k2−2αc , αc > 1/2;
λk, αc = 1/2.
(3.21)
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For k ∈ N we scale down all metrics from A(2k) to A(1), setting for
~x ∈ A(1)
gk,εij (~x) := gij(2k~x/ε) = δij + o(k
−αεα) ,
gkij(~x) := gij(2k~x) =
(
1 +
m
2|2k~x − ~a|︸ ︷︷ ︸
=:φm,~a,k
)4
δij
= δij +O(mk
−1 + λmk−2αc) = δij +O(mk
−1) . (3.22)
Let χ be as in (3.19). Working still on A(1), the metric
χgk,εij + (1− χ)gk
has scalar curvature which is
O(mk−1) + o(k−αεα) . (3.23)
Hence, using the results of [17, 18], for k large enough we can correct the
metric by terms of order as in (3.23) to obtain a metric, denoted by gk, which
is scalar-flat up to the projection on the space spanned by the functions
{1, xi}3i=1. It then remains to show that this last projection vanishes as well
under a judicious choice of m and ~a. This will follow by the usual fixed-point
arguments after an analysis of the “balance formula” (recall that U has been
defined in (2.11)):
1
2
∫
{|~x|=2}
U
αβdSαβ − 1
2
∫
{|~x|=1}
U
αβdSαβ =
1
2
∫
{1≤|~x|≤2}
∂αU
α0dµgk , (3.24)
for the metrics gk, where the vector field X arising in the definition of Uαβ is
X = ∂t orX = t∂i+x
i∂t. For the sake of the estimates it is convenient to use
the equivalent identities of [14, Section 3], which do not invoke space-time
fields.
When X = ∂t, the left-hand side of (3.24) is p0(2) − p0(1). Now, near
{|~x| = 1} the metric gk coincides with gk, and a rescaled version of (3.15)-
(3.16) with R = 2k gives
p0(1) =
m
2k
+O(m2k−2 + λmk−2αc) . (3.25)
Next, near {|~x| = 2} the metric gk coincides with gk,ε. Recall that m˚
denotes the ADM mass of g. A calculation similar to that leading to (2.17)
together with scaling shows that
p0(2) =
εm˚
2k
+ o(ε2αk−2α) . (3.26)
11
The right-hand side of (3.24) is the sum of the L2-projection operator on
the function 1 of the scalar curvature R(gk) of the metric gk, and of error
terms which are quadratic in the first derivatives of the metric:∫
{1≤|~x|≤2}
(
R(gk) +O(m2k−2) + o(k−2αε2α)
)
dµgk .
From (3.24), taking into account the boundary terms (compare (3.16)), one
finds
2k
∫
{1≤|~x|≤2}
R(gk)dµgk = εm˚−m
+O(mλk1−2αc +m2k−1) + o(k1−2αε2α) . (3.27)
When X = xi∂t + t∂i, the left-hand side of (3.24) is c
i(2) − ci(1). As
already pointed out, near {|~x| = 1} the metric gk coincides with gk. To
calculate ci(1), recall that
cj(1) =
1
8π
∫
|~x|=1
xj(φ4m/R,~a/R − 4φm/R,~a/Rxi∂iφm/R,~a/R) d2S . (3.28)
By parity considerations, the integral will remain unchanged if φ4m/R,~a/R in
the integrand is replaced by
1
2
(
φ4m/R,~a/R − φ4m/R,−~a/R
)
.
A calculation shows that on A(1) we have, for (m+ |~a|)/R < 1/2,
1
2
(
φm/R,~a/R − φm/R,−~a/R
)
= m
~a · ~x
4R2|~x|3 +O(m|~a|
2R−3) , (3.29)
leading to
1
2
(
φ4m/R,~a/R − φ4m/R,−~a/R
)
= m
~a · ~x
R2|~x|3 +O(m
2|~a|R−3+m|~a|2R−3) . (3.30)
Similarly, the integral will remain unchanged if φ3m/R,~a/Rx
i∂iφm/R,~a/R in the
integrand is replaced by
(∗) := 1
2
(
φ3m/R,~a/Rx
i∂iφm/R,~a/R − φ3m/R,−~a/Rxi∂iφm/R,−~a/R
)
.
The estimates of the error terms arising in (∗), needed in the calculations,
are best carried-out using formulae such as
(∗) = 1
2
∫ 1
−1
d
(
φ3m/R,s~a/Rx
i∂iφm/R,s~a/R
)
ds
ds .
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After some work one finds, still on A(1) and with (m+ |~a|)/R < 1/2,
(∗) = 5m ~a · ~x
R2|~x|3 +O(m|~a|
2R−3 +m2|~a|R−3) , (3.31)
so that
ci(1) =
mai
R2
+O(m2|~a|R−3 +m|~a|2R−3) . (3.32)
Recall that c˚i(R) denotes the center-of-mass integral at radius R of g.
As near {|~x| = 2} the metric gk coincides with gk,ε, the center of mass at
radius 2 of the metric gk is
ci(2) = ε2R−2c˚i(2Rε−1) . (3.33)
The right-hand side of (3.24) is the sum of the L2-projection operator on
the function xi of the scalar curvature R(gk) of the metric gk, and of error
terms which are quadratic in the first derivatives of the metric:∫
{1≤|~x|≤2}
(
xiR(gk) +O(m2k−2) + o(k−2αcε2α)
)
dµgk ,
where for αc > α we have used the anti-parity condition on the metric to ob-
tain that the integral of xio(k−2αε2α) produces an error which is o(k−2αcε2α).
From (3.24) we conclude, keeping in mind that the scaling parameter R (not
to be confused with the scalar curvature R(gk)) equals R = 2k,
(2k)2
∫
{1≤|~x|≤2}
xiR(gk)dµgk = ε
2c˚i(4kε−1)−mai + o(k2−2αcε2α)
+O(m2 +m2λ2k2−4αc +m2λk1−2αc +mλ2k3−4αc) . (3.34)
We rescale m ∈ (εm˚/2, 2εm˚) to a mass parameter ms belonging to the
interval (m˚/2, 2m˚):
m = msε . (3.35)
We rescale ~c = m~a to a vector ~cs belonging to a unit ball:
~cs :=
m~a
λR2−2αc
, ~˚cs(R) :=
~˚c(2Rε−1)
λ(2R)2−2αc
, (3.36)
thus
|~cs| ≤ 1 and |~˚cs(R)| →R→∞ 0.
In terms of these variables, (3.27) and (3.34) can be rewritten as
2k
ε
∫
{1≤|~x|≤2}
R(gk)dµgk = m˚−ms
+O(λk1−2αc + εk−1) + o(k1−2αε2α−1) , (3.37)
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λ−1(2k)2αc
∫
{1≤|~x|≤2}
xiR(gk)dµgk = ε
2c˚is(2k)− cis + o(λ−1ε2α)
+O(ε2(λ−1k2αc−2 + λk−2αc + k−1) + ελk1−2αc) . (3.38)
We are now ready to show that for k large enough we can choose (m,~cs) so
that the right-hand sides of (3.27) and (3.38) vanish: Consider the sequence
of maps, denoted by Φk(m,~cs), which to
(ms,~cs) ∈ (1
2
m˚, 2m˚)×B(1) ⊂ R× R3
assign
−
(2k
ε
∫
{1≤|~x|≤2}
R(gk)dµgk−m˚ , λ−1(2k)2αc
∫
{1≤|~x|≤2}
xiR(gk)dµgk)
)
∈ R×R3 .
Choose λ = εα. Let ǫ1 > 0, we can choose ε small enough so that the
integrals of the error term O(λk1−2αc) in (3.37)-(3.38) are each smaller than
ǫ1/2. We can then choose k large enough so that the sum of all remaining
error terms in (3.37)-(3.38) is smaller than ǫ1/2. But then the maps Φk
differ from the identity by a multiple of ǫ1 in the sup norm. From e.g.
Lemma 5.2 in [20] one concludes that the images of all the Φk’s, with k
sufficiently large and ε (and hence ǫ1) sufficiently small, contain the origin
in R × R3. Equivalently, there exists a choice of parameters (m,~a) so that
gk is Ricci-scalar flat for all k large enough.
By construction, it follows from (3.3) and (3.13) that (3.12) holds, which
finishes the proof of Proposition 3.3. ✷
We are ready now to prove point 1. of Theorem 3.1. It follows from
Proposition 3.3 that the norm of the data (R3, gk), as needed for the stabil-
ity theorem in [5], can be made smaller than ǫ by decreasing ε and increasing
k if necessary. The initial data (gˆε,k, Kˆε,k) invoked in the Evolution Argu-
ment 3.2, p. 7 are defined to be (gˆε,k, Kˆε,k) := (g
k, 0). Point 1. of Theorem 3.1
follows now from that argument.
As should be clear by now, point 2. follows similarly from the Evolution
Argument 3.2 together with the following gluing result, which will complete
the proof of Theorem 3.1: ✷
Proposition 3.4 Under the hypotheses of point 2. of Theorem 3.1, as-
sume moreover that α < 1. There exists a sequence of vacuum initial data
(R3, gk,Kk) which coincide with (gε,Kε) outside of a ball of radius 16k and
satisfy
‖(gk − gε,Kk −Kε)‖W−α
ℓ,2
⊕W−α−1
ℓ−1,2
→k→∞ 0 , (3.39)
as well as
‖(gk − δ,Kk)‖W−α
ℓ,2
⊕W−α−1
ℓ−1,2
→ε→0 0 . (3.40)
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Proof of Proposition 3.4: Our first step will be to construct a fam-
ily of small-energy interior initial data sets with zero center of mass and
zero momentum, but with the required range of masses and angular mo-
menta. For this, let ~n be a unit vectors in Euclidean R3 and let σ1(~n, ~x) and
τ1(~n, ~x) denote the solutions of the linearised vacuum constraint equations,
supported in A(1), as described in [20] (see Proposition 3.1 there), which
are used to construct initial data sets with angular momentum ~n modulo an
error as small as desired, as made precise in that reference. Note that the
tensors σ1(~n, ·) are obtained by simply rotating the coordinate system when
rotating ~n, and therefore their Sobolev norms of any order are independent
of ~n; similarly for τ1(~n, ·).
Recall that αc has been defined in (3.10). Decreasing α− if necessary we
can, and will, assume that 1/2 < α− < 1, and thus also 1/2 < αc < 1.
For ~J 6= 0 set
σk~J
(~x) := | ~J | 12σ1
(
~J
| ~J|
, ~xk
)
, τk~J
(~x) := | ~J | 12 k 12−λc τ1
(
~J
| ~J|
, ~xk
)
, (3.41)
and define σk~0 := 0 =: τ
k
~0
. We will often write σk for σk~J
, with ~J implicitly
understood, similarly for τk. Let ginterior,m be as in (3.13) and introduce
(gˆ, Kˆ) ≡ (ginterior,m + 1
k
σk~J ,
1
k2
τk~J ) . (3.42)
We will only consider m and ~J such that
ε
2 |m˚| ≤ |m| ≤ 2ε|m˚| , | ~J | ≤ k2−2αc . (3.43)
Let us denote by
(R3, g,K) ≡ (R3, ginterior,m, ~J,k,K interior,m, ~J,k) (3.44)
the family of vacuum initial data of the form
g = u4gˆ , P ij = u
2(Pˆij + DˆiXj + DˆjXi − DˆkXkgˆij) , (3.45)
where Dˆ is the covariant derivative operator of the metric gˆ, with
P ij = −Kij + trgKgij , Pˆij = −Kˆij + trgˆKˆgˆij , (3.46)
and where u and X are obtained by solving the constraint equations for
(g,K) of the form (3.45). These are essentially the same as the initial
data used in [20] (the compactly supported additions in [19, 20] are not
needed here as there will be no cokernel in our case). However, we have to
reexamine the construction of [20] because of the need to use pairs (~c, ~J)
which are allowed to grow in norm with k, cf. (3.43). Indeed, it is not even
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clear whether the required solutions of the constraint equations exist with
the needed ranges of parameters.
Thus, we view the constraint operator as a functional of u and X:
C(u,X) :=
(
(∆gˆu− Rˆ8 )u+ 18 (|K|2g − (trgK)2)u5
2D
i(
u2(DˆiXj + DˆjXi − DˆkXkgˆij + Pˆij)
)
)
, (3.47)
where D is the covariant derivative operator of the metric g, and where in
the first line K should be expressed in terms of X and Pˆ as in (3.45)-(3.46).
The fields (3.42) fail to satisfy the vacuum constraints only on the an-
nulus A(k). Since σk and τk satisfy the linearised constraint equations in
the Euclidean metric δ, on A(k) the violation of the scalar constraint by
the data (gˆ, Kˆ), which will be denoted by Cˆs, is a sum of terms such as
k−1∂σk∂ginterior,m , k−2(∂σk)2, k−4(τk)2, and somewhat similar, which can
all be estimated as
‖Cˆs‖q
W−β−2
ℓ−2,q
≤ C
∫
k≤|~x|≤2k
(1 + r)−3×(
(1 + r)β+2k−4
(| ~J | 12 + | ~J |))qd3x ≤ Ck(β−2αc)q =: Ck−qδc .
For any 0 < β < 1 the norm in (3.48) goes to zero as k tends to infinity.
An estimate for the violation of the vector constraint, say Cˆv, can be
similarly derived:
‖Cˆv‖W−β−2
ℓ−2,q
≤ Ckβ−2αc = Ck−δc . (3.48)
Let L denote the linearisation of C at the initial data (gˆ, Kˆ), u ≡ 1, and
X ≡ 0. Standard considerations (cf., e.g., [7]) show that for all ε sufficiently
small all the operators
L :W−βℓ,q 7→W−β−2ℓ−2,q , ℓ ≥ 2 , β ∈ (0, 1) , qℓ > 3 , (3.49)
obtained by varyingm and ~J as in (3.43) and k ∈ N are isomorphisms for all
k large enough, with the norms of their inverses bounded independently of
k, ε, m and ~J within the ranges considered. It follows that we can apply the
implicit function theorem to the equation C(u,X) = 0 to obtain existence
of solutions1
(u,X) ∈W−βℓ,q , β ∈ (0, 1) ,
satisfying
‖(u,X)‖
W−βℓ,q
≤ Ck−δc . (3.50)
1More precisely, for any parameters as in (3.49) there exists a solution for k large
enough. Uniqueness implies that the solutions are independent of the triples (β, q, ℓ). So
the solution found for, say, β = 1/2, q = ℓ = 100 satisfies the estimates claimed for all
β ∈ (0, 1), q > 3/ℓ and ℓ ≥ 2.
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Here one should keep in mind that such a weighted Sobolev estimate implies
weighted pointwise decay estimates for the solution and its derivatives, e.g.
|u|+ |Xi| ≤
C‖(u,X)‖
W−β
ℓ,q
(1 + r)β
≤ C
2k−δc
(1 + r)β
. (3.51)
We will use the symbol ǫc to denote a small positive constant which can
vary from line to line. In the calculations that follow it is convenient to note
that we can write
k−β−δc ≡ k−2αc = O(k−1−ǫc) ,
and that r−β = O(r−1+ǫc), r−2β = O(r−2+ǫc), etc., making the constant ǫc
smaller at each further equality if necessary.
Let Ls denote the linearisation with respect to u, at u ≡ 1, of the
operator appearing in the upper line of (3.47). Set
uˆ := u− 1 .
We will have 1/2 ≤ u ≤ 2 for k large enough, which implies that the function
uˆ satisfies an equation of the form
Lsuˆ = O(|Pˆ |2gˆ)) (3.52)
= O
( k−ǫc
(1 + r)4−ǫc
+ k−3−ǫc1A(k)
)
, (3.53)
with
Ls = ∆gˆ − Rˆ
8
+O(|Pˆ |2gˆ) (3.54)
= ∆gˆ +O
( k−ǫc
(1 + r)4−ǫc
+ k−3−ǫc1A(k)
)
, (3.55)
A standard asymptotic analysis, using e.g. [13], shows that for r > 1 we
have
uˆ =
b
r
+ uˆ1 =:
b√
1 + r2
+ uˆ2 , (3.56)
where b is a constant, with
b = O(k−ǫc) , uˆ2 = O
( k−ǫc
(1 + r)2−ǫc
)
, (3.57)
and with the last estimate holding on R3. Inserting this into the equation
satisfied by X we find
Dˆi
(
DˆiXj + DˆjXi − DˆkXkgˆij
)
= −2u−2DˆiPˆij +O(Dˆu× DˆX) = O
(
k−2−2αc1A(k) +
k−ǫc
(1 + r)4−ǫc
)
= O
(
k−3−ǫc1A(k) +
k−ǫc
(1 + r)4−ǫc
)
. (3.58)
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where we have again used the fact that τk~J
satisfies the linearised vector
constraint in the Euclidean metric. This implies, for r ≥ 1,
Xi =
ci
r
+ Xˆi =:
ci√
1 + r2
+ X˜i , |X˜i| = O
( k−ǫc
(1 + r)1+ǫc
)
. (3.59)
with some constants ci.
From the fact that both gˆ and Kˆ are even under the parity map, using
uniqueness of solutions we infer that u is even and the Xi’s are odd (note
that the one-form Xidx
i is thus parity-even under pull-back), hence
ci = 0 =⇒ |Xi| = O
( k−ǫc
(1 + r)1+ǫc
)
. (3.60)
For |~x| ≥ 2k the equation C(u,X) = 0 reads
0 =
(
∆gˆu+
1
8 (|K|2g − (trgK)2)u5
2D
i(
u2(DˆiXj + DˆjXi − DˆkXkgˆij)
)
)
. (3.61)
One can insert in (3.61) the improved estimates (3.57) and (3.60) to obtain,
again by standard arguments and taking the parity properties of (u,X) into
account, that (u,X) have full asymptotic expansions in terms of powers of
r−1 and ln r, with
u = 1 +
b
r
+ u˜ , Xi =
cijx
j
r3
+ X˜ ,
u˜ , Xˆi ∈ C−2−ǫcℓ+2 (R3 \B(2k)) , (3.62)
where the cij ’s are constants, with
|u˜|+ |X˜i| ≤ C k
−ǫc
r2+ǫc
, (3.63)
in fact
‖u˜‖C−2−ǫc
ℓ+2
+ ‖X˜i‖C−2−ǫc
ℓ+2
≤ Ck−ǫc . (3.64)
The parity properties of u and X imply that both g and K are even. In
particular the center-of-mass integrals of g on any centered sphere vanish,
similarly for the ADM momentum integrals.
Since b = O(k−ǫc), the mass integrals at R ≥ 2k of (g,K) approach those
of (gˆ, Kˆ) as k goes to infinity.
It further follows from the calculations in [20] and the estimates above
that for R ≥ 4k the angular momentum integrals at R ≥ 2k of (g,K)
approach the vector ~J as k tends to infinity. One can then determine the
constants cij algebraically through ~J , which leads to
cij = O(k
2−2αc) . (3.65)
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We are ready to finish the proof for parity-even initial data (g,K), by glu-
ing together across an annulus A(R), with R = 2k and for k large, the initial
data sets (E(R), gε,Kε) and (B(2R), ginterior,m,
~J,k,K interior,m,
~J,k), as in [15].
The boundary terms at {|~x| = 1} and {|~x| = 2} in the rescaled balance for-
mula (3.24) for mass and angular momentum can be calculated by scaling
the boundary terms of the metrics (B(2R), ginterior,m,
~J,k,K interior,m,
~J,k) and
(E(R), gε,Kε). The error terms are rather similar to those that occur in the
calculations already carried-out in the time-symmetric case, we leave the
details to the reader. The fact that the Sobolev norms of the resulting ini-
tial data sets go to zero as ε goes to zero follows directly from the estimates
established so far.
For general (g,K) we need to enlarge the family of interior candidates
to obtain initial data sets with center of mass and angular momentum in
the relevant ranges. For this, let
(E(R), gKerr,m,
~JKKerr,m,
~J) (3.66)
be initial data on a slice x0 = 0 in Kerr-Schild coordinates, as in [15, Sec-
tion 2.1]. Since the data (3.66) are parity-symmetric, we can carry out the
gluing just described of (E(R), gKerr,m,
~JKKerr,m,
~J), with R = 2k, together
with (B(2R = 4k), ginterior,m,
~J,k,K interior,m,
~J,k) on A(2k). The resulting ini-
tial data on R3 have small energy and therefore exist globally in harmonic
coordinates by [22]. The solution is exactly Kerr in the domain of depen-
dence of E(4k).
After translating by a vector −~a, satisfying |~a| ≤ k2−2αc < k, one obtains
initial data which are exactly Kerrian outside of B(8k), have center of mass
integrals at R ≥ 8k which approach ~c = m~a as k tends to infinity, and
angular momentum integrals at R ≥ 8k approaching ~J as k tends to infinity.
This provides a family of initial data
(R3, ginterior,m,~c,
~J,k,K interior,m,~c,
~J,k)
with small energies. Performing a Lorentz transformation on the global
harmonic coordinates so that the level sets of the new time coordinates have
momentum
|~p| ≤ 4εm˚
we obtain a family of initial data
(R3, ginterior,Q,k,K interior,Q,k)
with small energies. Keeping in mind that (~a, ~J) transform linearly under
Lorentz transformations, the family contains all Q = (m, ~p,~c, ~J) with
|~a|+ | ~J | ≤ (1 + Cεm˚)k1−2αc , (3.67)
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for some constant C.
A final gluing of (B(16k), ginterior,Q,k,K interior,Q,k) with (E(8k), gε,Kε)
across A(8k) provides the desired vacuum initial data. This completes the
proof of Proposition 3.4. ✷
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