In this paper, we investigate the Fisher-Rao geometry of the two-parameter family of Pareto distribution. We prove that its geometrical structure is isometric to the Poincaré upper half-plane model, and then study the corresponding geometrical features by presenting explicit expressions for connection, curvature and geodesics. It is then applied to Bayesian inference by considering the Jeffreys prior determined by the volume form. In addition, the posterior distribution from the prior is computed, providing a systematic method to the Bayesian inference for Pareto distribution.
Introduction
A statistical model is often described by a family of distributions which are indexed by a set of parameters. These parameters form a space which can be endowed with some differential-geometrical structures reflecting the properties of the specified distributions. These geometrical structures then provide geometrical approaches to deal with statistical problems. One of the most useful structures is the Fisher-Rao metric which stems from the use of the Fisher information matrix [11] . Rao [18] considered the Fisher information from a differential-geometrical viewpoint. Gradually, the Fisher-Rao metric becomes one of the central concepts in the subject of information geometry, e.g. [1, 2, 10, 20] , which combines ideas from differential geometry and information theory to study the geometrical structure of statistical models.
In this paper, we focus on the two-parameter family of Pareto distribution, a family of statistical models with power-law probability distributions that is often used in describing many scientific and social phenomena, e.g. [3, 22] . Pareto distribution does not belong to the well-studied regular type of distributions, since the support of the probability density depends on one of its parameters. Consequently, the Fisher-Rao geometry for Pareto distribution is not as regular as many other distributions. Note that the Fisher-Rao metric is no longer equal to the negative Hessian form as it is expected in regular cases. Although both of them are symmetric, the negative Hessian form is not guaranteed to be positive definite on the whole parameter space. However, in the earlier work [15] , the geometrical structure of Pareto distribution was actually calculated by the negative Hessian form. Thus, this paper is first devoted to presenting the proper metric structure for Pareto distribution. Interestingly, this structure is readily identified, as we shall prove that it is isometric to the Poincaré upper half-plane model which is reminiscent of a similar result about the two-parameter family of one-dimensional normal distribution. Based on this observation, the geometrical characteristics of Pareto distribution such as curvature and geodesics can be readily obtained. These results are included in Section 3.
To illustrate an application of the geometrical structure for statistical inference over Pareto distribution, we utilize the Jeffreys prior to develop a systematic approach to Bayesian inference for Pareto distribution. The Jeffreys prior (cf. [12] ) is a non-informative prior distribution for a parameter space, that is, a prior distribution without any subjective information assumed. The basic idea of the Jeffreys prior is, to define a prior distribution such that the probability of finding a parameter in a specified region is proportional to the geometrical volume of this region. Different from the previous work [14] , no change of variables is introduced in this paper as a change of variable involving parameters may greatly affect the statistical and geometric properties of the distribution. For instance, it is well known that any normal distribution can be transformed to a standard one. In this paper, our derived prior is an improper prior which does not have a proper probability distribution, nevertheless we can proceed to calculate the posterior distribution from the prior, and to obtain a proper posterior probability distribution as we shall show in Section 4. Then the posterior distribution can be directly applied to Bayesian inference for Pareto distributions, as an illustration of that, we present simulation results in Section 5.
Preliminaries
For convenience, we review some necessary differential-geometrical concepts and results (cf. [17, 21] ) which are used later in Section 3.
Definition 1.
A Riemannian metric on a smooth manifold M is a C ∞ assignment to each point p ∈ M of an inner product g p on the tangent space T p M . A Riemannian manifold is a pair (M, g) consisting of a manifold M together with a Riemannian metric g on M .
Theorem 3. On a Riemannian manifold there always exists a unique Riemannian connection, namely, an affine connection that is torsion-free and compatible with the metric. Definition 4. Let ∇ be an affine connection on an m-dimensional manifold M and let e 1 , . . . , e m be a local frame on M . For a vector field X, the connection forms ω i j are defined by ∇ X e j = ω i j (X)e i , and the matrix [ω i j ] is called the connection matrix of the connection ∇ relative to the frame e 1 , . . . , e m . Similarly, the curvature forms Ω i j are defined by
where the curvature tensor R is given by
and the matrix [Ω i j ] is called the curvature matrix of the connection ∇ relative to the frame e 1 , . . . , e m .
Note that we adopt the Einstein summation convention here and throughout the paper.
Proposition 5. The curvature forms Ω i j are related to the connection forms ω i j by the second structural equation:
Proposition 6. Let (M, g) be an m-dimensional Riemannian manifold, ∇ be the Riemannian connection, e 1 , . . . , e m be an orthonormal frame, and θ 1 , . . . , θ m be the dual frame. Then the connection matrix [ω i j ] of ∇ relative to e 1 , . . . , e m is a skew symmetric matrix such that the first structural equation holds,
Consequently, the curvature matrix [Ω i j ] is also skew symmetric. 
Definition 8. Let ∇ be an affine connection on a manifold M and ∂ 1 , . . . , ∂ m be a local coordinate frame on M . Then the Christoffel symbols Γ k ij of ∇ relative to ∂ 1 , . . . , ∂ m are defined by
Proposition 9. Let (U, x 1 , . . . , x m ) be a coordinate chart on a manifold with Γ k ij be the Christoffel symbols of a connection. Then the geodesic equations are given bÿ
3 Geometry of the two-parameter family of Pareto distribution
In this section, we study the geometrical structure related to the Fisher-Rao metric of the two-parameter family of Pareto distribution. The Fisher-Rao metric provides us with a Riemannian manifold structure and makes the differential-geometrical tools applicable on the parameter space of statistical models. For a family of distribution with probability function p(x | θ), where θ = (θ 1 , . . . , θ m ) ∈ Θ being an open subset of R m , the Fisher-Rao metric is defined below.
Definition 10. Let X denote a random variable which represents the probability function p(x | θ) and ∂ i = ∂ ∂ θ i . The Fisher-Rao metric matrix about the frame ∂ 1 , . . . , ∂ n is defined via the expectation as
where
Suppose that the following regularity conditions hold, namely, (i) For each x, the mapping θ → p(x | θ) is smooth.
(ii) The order of integration and differentiation can be freely rearranged. For instance,
For discrete distributions, we simply replace the integration by summation.
(iii) Different parameters stand for different probability density functions, that is,
and the Fisher-Rao metric in the negative Hessian form
Now, we calculate the Fisher-Rao metric for the two-parameter family of Pareto distribution. Its probability density function is given by
Thus, the log-likelihood function is given by
Note that, with parameters θ = (α, β) ∈ Θ = R + × R + , the probability density function of Pareto distribution does not satisfy the second regularity condition since the support of x depends on parameter α, and hence the negative Hessian form (8) is not valid as the Fisher-Rao metric. If it is used regardless, one would obtain a 'fake' metric matrix
which is not positive definite unless 0 < β < 1.
Set θ 1 = α, θ 2 = β and ∂ 1 = ∂/∂α, ∂ 2 = ∂/∂β. By Definition 10 and the observation that the random variable (log X − log α) obeys the exponential distribution with mean value 1/β, the proper Fisher-Rao metric is calculated as
Above results about the Fisher-Rao metric of Pareto distribution are summarized as follows.
Proposition 11. The tensor expression of the Fisher-Rao metric for the two-parameter family of Pareto distribution is given by
In the rest of this paper, we shall denote the statistical manifold of Pareto distribution by
Together with the Fisher-Rao metric g given by (11), (P, g) becomes a Riemannian manifold in the sense of Definition 1.
An isometry between the Pareto manifold and the Poincaré upper half-plane model
In this subsection, we shall show that the Riemannian manifold (P, g) is isometric to the Poincaré upper half-plane model.
The Poincaré upper half-plane model (cf. [13, 19] ) is the upper half-plane
together with the Poincaré metric
Let F : (P, g) → (H, h) map p α,β to (log α, 1/β). Then, we have
which yields the following Proposition 12.
Proposition 12. The diffeomorphism F defined above is an isometry between (P, g) and (H, h).
Now we can make use of the geometry of the Poincaré upper half-plane model to study the statistical manifold of Pareto distribution, since isometry preserves essential geometrical structures.
Connection form, curvature form and Christoffel symbols
As a consequence of Proposition 12, (P, g) has constant Gaussian curvature K = −1. It hence contributes as another member of the statistical manifolds with constant curvatures, e.g. [6, 16] . Now we shall study the geometrical structure of (P, g) in detail by using differential forms, which have been tools of great power and versatility in differential geometry, sinceÉlie Cartan pioneered its use in the 1920s [7] . In this subsection, we derive the connection and curvature for (P, g) in terms of differential forms.
With the metric given by (11), we obtain an orthonormal frame as
The dual frame with respect to (12) is given by
The volume form is given by
which can also be derived from (3). Let ∇ be the unique Riemannian connection on (P, g). Let [ω i j ] and [Ω i j ] be the connection and curvature matrices of ∇ relative to e 1 , e 2 , respectively. By the skewsymmetry stated in Proposition 6, we only need to determine ω 1 2 and Ω 1 2 for (P, g). By differentiating (13), we have
The first structural equation (2) reads
By comparing (15) and (16), we obtain
Using the second structural equation (1), we get
Now we present another description of the connection ∇ by the Christoffel symbols Γ k ij defined in Definition 8. For any smooth vector field X on M , we have
Similarly, we have
Hence, relative to the coordinate frame ∂ 1 , ∂ 2 , we obtain
The corresponding Christoffel symbols Γ k ij are given in Table 1 . 
Geodesics and geodesic distances
By (4) and Table 1 , we obtain the geodesic equations for (P, g) as
Thanks to the well-known results about (H, h), we can derive explicit expression of the geodesics on (P, g) by Proposition 12 instead of solving (17) directly. On (H, h), the unit-speed geodesic starting from (x 0 , y 0 ) ∈ H, with the initial velocity making an angle θ 0 about the positive x-axis, is given by
Hence, the corresponding geodesic starting from (α 0 , β 0 ) on (P, g) is given by F −1 (x(t), y(t)), i.e., α(t) = α 0 exp sinh t cos θ 0 β(t) , Fig. 1 illustrates the radial geodesics given by (18) with (α 0 , β 0 ) = (1, 1) and θ 0 = kπ/16, k = 0, 1, . . . , 31 respectively, which outline the shape of the unit geodesic ball with t ∈ [0, 1]. On (H, h), the geodesic distance between two points (x 0 , y 0 ) and (x 1 , y 1 ) is given by
Hence, the geodesic distance on (P, g) between probability densities p α 0 ,β 0 and 
An application to Jeffreys prior
In statistics, the first step in Bayesian inference for parametric models is to select an appropriate prior distribution for the related parameters. As there already exist many useful results about Bayesian inference for Pareto distribution, e.g. [4, 5] , we shall focus ourselves on the Bayesian approach generated from the so-called Jeffreys prior. The Jeffreys prior is a non-informative prior which is directly related to the Fisher-Rao metric by stipulating that the prior probability be proportional to the geometrical volume in the parameter space. Although there already exist lots of priors from which one can carefully choose for practical use, our choice of the Jeffreys prior is made here in order to observe the statistical feature of our specified geometrical structure. By the volume form in (14), we obtain the Jeffreys prior for the two-parameter Pareto model as
The proportionality in (20) cannot give us a proper probability distribution as integration of p(α, β) yields infinity, but an improper prior can still be useful. Improper priors usually provide much less information than that available in the observed data, which is a desired property as most inference problems are mainly based on data analysis rather than the specification of priors.
To deal with the inference problem after we observed the data x = (x 1 , . . . , x n ) from Pareto distribution with unknown parameters, we first calculate the posterior distribution by using (20) as the improper prior. Bayes' theorem gives the posterior probability density as
where the joint probability density of the observations x is given by
By the factorization criterion, we note from (22) that the statistics
are jointly sufficient statistics for the parameters α, β. Actually, by classical results in statistics (cf. [8, 9] ), q 1 (x), q 2 (x) are minimal jointly sufficient statistics for α, β, since they are equivalent to the maximum likelihood estimator (MLE) of α, β:
.
By direct computation, we have
Thus, by (21), we obtain the joint posterior probability density for α, β as
Next, we calculate the marginal posteriors by integrating (23). The marginal posterior of α is given by
and the cumulative distribution function of α is
We notice from (24) that one anomalous posterior behavior of α is that p(α | x) → ∞ as α → 0 + , and this phenomenon cannot be eliminated even with increasing sample size n. However, from (25), we observe that
which tends to 0 for t < c α(x) with positive c < 1 as n → ∞. This means that the distribution (24) is concentrated in the vicinity of α(x) for large sample size n in spite of the unboundedness near 0. Similarly, the marginal posterior of β is obtained as
which is a probability density of gamma distribution. Hence, the posterior feature of β is readily identified as it belongs to a well-studied distribution. Suppose the random variables V 1 , . . . , V n are independently drawn from the exponential distribution with population mean β(x), then the sample mean 1 n n i=1 V i obeys the gamma distribution (27). As a consequence of the central limit theorem, for large sample size n, the distribution of β in (27) approximates to the normal distribution with mean β(x) and variance β 2 (x)/n.
Furthermore, to deal with the situation when either of α and β is known, we can derive the conditional posteriors from the joint posterior and the marginal posteriors. The conditional posterior of α with known β is given by
with cumulative distribution function
The conditional posterior of β with known α is given by
which is again a gamma distribution. Both of these two distributions are easy to manipulate, and we shall not discuss them in depth. Now we can derive some estimators and predictions for the parameters α, β from the posterior distributions. By setting Pr(α ≤ t | x) = 1/2 in (26), the posterior median α(x) of α can be obtained as
Similarly, by using (28), the posterior median α(x, β) of α with known β can be obtained as α(x, β) = 2
As the posterior and conditional posterior of β both satisfy the gamma distribution, their medians do not have simple closed form. The posterior meanᾱ(x) of α can be computed as
Although it does not yield a simple closed form, we can still obtain the following bounds forᾱ(x).
Proposition 13. These inequalities hold for the posterior meanᾱ(x):
Proof. Note that
From this, we have
By (29), we obtain the second inequality of (30). By change of variables u = log( α(x)/t), we have
This yields the first inequality of (30).
The other posterior means can be readily computed from the corresponding distributions. We present these results without details as follows. The posterior mean of α with known β is given byᾱ
The posterior mean of β with unknown α is given bȳ
The posterior mean of β with known α is given bȳ
We can also easily determine the posterior predictive distribution of a new observation x which is independently drawn from the Pareto distribution with the same parameters as the previous observations x. The posterior predictive distribution with unknown α, β is
The posterior predictive distribution with known α is
The posterior predictive distribution with known β is
Simulations
We shall generate random samples for simulation of the Pareto distribution with underlying parameters fixed as α 0 , β 0 . By the inverse transform sampling method, the desired samples from Pareto distribution can be generated as X = α 0 U −1/β 0 , where U is drawn from random numbers uniformly distributed in the unit interval (0, 1). We first randomly generate 100 samples from the Pareto distribution with parameters α 0 = 1, β 0 = 1. The posterior distributions and corresponding estimators are obtained by the methods given in the previous section. The results of estimators are recorded in Table 2 . To illustrate the extent to which the estimators approximate to the underlying parameters, we show in the last column the distances d(p α 0 ,β 0 , p α,β ) between the underlying parameters α 0 , β 0 and the estimators of α, β by using (19) . One interesting phenomenon is that the distances decrease much more in the case of known β than in the case of known α. This implies that the known β conveys much more information than the known α.
We also provide graphical representations of the joint posterior and marginal posteriors as follows. The joint posterior probability density function p(α, β | x) is shown in Fig. 2 . As we can see, the joint posterior probability is concentrated in a small area near the MLE ( α(x), β(x)) = (1.0303, 1.1271). We also note from (23) that the density p(α, β | x) is unbounded near α = 0, β = 0, but the inappreciable probability makes it imperceptible from The marginal posterior probability density functions of α and β are shown in Fig. 3 . From the marginal posterior of α in Fig. 3(a) , we see that the probability density p(α | x) is extremely concentrated in the vicinity of α(x). In addition, as we have already discussed, the density p(α | x) is unbounded near α = 0. However, this fact cannot be directly seen from Fig. 3(a) , since α diverges so slowly that it needs α being far less than 10 −280 to achieve a noticeable magnitude of p(α | x). Furthermore, by using (26), we can deduce that the probability for α < 0.9 is less than 10 −6 . Thus, it is very unlikely that α is very distant from α(x), let alone being near 0. Fig. 3(b) illustrates the marginal posterior density p(β | x), which approximates to the normal distribution with mean β(x) = 1.1271 and standard deviation β(x)/ √ n = 0.1127, as we have mentioned earlier. This explains the concentration of the probability density of β near β(x) as shown in Fig. 3(b) . Fig. 4 illustrates the approximation to the underlying Pareto distribution by the posterior predictive distribution. The probability density function p(x | α, β) of the underlying distribution is determined by (9) with α = α 0 , β = β 0 ; the probability density function p( x | x) of the posterior predictive distribution is determined by (31). As we can see, the predictive density p( x | x) well approximates to the underlying density p(x | α, β), except that it is continuous for x > 0 with a cusp at x = α(x). We also note from (31) that p( x | x) is unbounded near x = 0, which cannot be directly seen from 
Conclusion
In this paper, we proved that the two-parameter family of Pareto distribution with a proper Fisher-Rao metric is isometric to the Poincaré upper half-plane model. Geometrical properties of the Pareto distribution, such as connection, curvature and geodesics, could then be studied in the light of the isometry. One notable result is that it contributes as one of the statistical manifolds with constant curvatures among the very few known occasions, including the well-known normal distribution and the Weibull distribution [6] ; a classification of exponential families with constant curvatures is available in [16] . Jeffreys prior, a non-informative prior closely related to the Fisher-Rao metric, was accordingly obtained to carry out Bayesian inference. We expect that results of this paper would motivate further differential-geometric investigations of statistical manifolds violating the regularity conditions as well as their applications.
