We propose a family of four-parameter distributions on the circle that contains the von Mises and wrapped Cauchy distributions as special cases. The family is derived by transforming the von Mises distribution via Möbius transformation which maps the unit circle onto itself.
INTRODUCTION
As is the case on the real line, the most familiar distributions on the circle are symmetric unimodal distributions with two parameters, one controlling location (centre of symmetry), the other scale (in this context called concentration). For example, the von Mises distribution vM(µ, κ) has probability density function f V M (θ) = 1 2πI 0 (κ) exp {κ cos(θ − µ)} , 0 ≤ θ < 2π, where 0 ≤ µ < 2π is the location parameter, κ ≥ 0 is the concentration parameter and I 0 (κ) is the modified Bessel function of the first kind and order zero. This model has played a central role in directional statistics as one can see in books such as Fisher (1993) , Mardia and Jupp (1999) and Jammalamadaka and SenGupta (2001) . These books also cover another important distribution on the circle, the wrapped Cauchy distribution, which has density f W C (θ) = 1 2π 1 − r 2 1 + r 2 − 2r cos(θ − µ) , 0 ≤ θ < 2π, where 0 ≤ µ < 2π is again the location parameter and 0 ≤ r < 1 is the concentration parameter. See also McCullagh (1996) . Note that both the von Mises and wrapped
Cauchy distributions have as special case the circular uniform distribution, when κ = 0 and r = 0, respectively.
In this article, we propose the first four-parameter extension of these distributions which allows for both asymmetry and variations in 'tailweight' encompassing both von Mises and wrapped Cauchy distributions in the extended family. The approach is one of transformation and the key notion is the important circle to circle function which is the Möbius transformation. The Möbius transformation from, say,Θ to Θ is given by e iΘ = e iµ e iΘ + re iν re i(Θ−ν) + 1 or Θ = µ + ν + 2 arctan w r tan 1 2
where 0 ≤ µ, ν < 2π, 0 ≤ r < 1, are the three parameters of the transformation (µ controlling location) and w r = (1 − r)/(1 + r). (See Rudin, 1987 , for details about the Möbius, or linear fractional, transformation.) In particular, we propose to apply the Möbius transformation to a random variable following the von Mises distribution;
to this end, letΘ be distributed as vM (0, κ) . Then the distribution of Θ has density given by f (θ) = 1 − r 2 2πI 0 (κ) exp κ{ξ cos(θ − η) − 2r cos ν} 1 + r 2 − 2r cos(θ − γ) 1 1 + r 2 − 2r cos(θ − γ)
, 0 ≤ θ < 2π,
where γ = µ + ν, ξ = r 4 + 2r 2 cos(2ν) + 1 and η = µ + arg{r 2 cos(2ν) + 1 + ir 2 sin(2ν)}. Note that the four parameters of this distribution are 0 ≤ µ, ν < 2π, 0 ≤ r < 1 and κ > 0. (The normalizing constant in (2) can be confirmed by using (3.338.4)
of Gradshteyn and Ryzhik, 1994 .)
The main properties of the distribution with density (2) are explored in Section 2. These include its special cases, calculation of probabilities, closure under Möbius transformation, conditions for symmetry, conditions for unimodality, graphs of densities, skewness, a conditional derivation, random variate generation and its divergence from the wrapped Cauchy distribution. We then explore further properties of the (novel) three-parameter family of symmetric distributions associated with setting ν = 0 or π in (2) in Section 3. Its probability density function, conditions for unimodality, moments and maximum likelihood estimation are investigated in Sections 3.1 to 3.4, respectively. Note that this symmetric sub-family has a direct competitor which also covers the von Mises and wrapped Cauchy distributions, namely the distributions of Jones and Pewsey (2005) ; a comparison is made in Section 3.5. In Section 4, we briefly investigate an alternative, asymmetric, three-parameter subfamily of the full four-parameter model, corresponding to ν = ±π/2. In particular, its density function, mean direction and skewness are studied.
Our study of the asymptotic properties of maximum likelihood estimation in Section 3.4 takes place in the context of the symmetric three-parameter special case of our full model. It includes the derivation of a reparametrisation which decreases the asymptotic correlation between two of the distribution's parameters. This reparametrisation is advocated for use in the four-parameter full model too (Section 5), although we need to resort to general optimisation methods to implement maximum likelihood estimation in all our models. Section 5 also includes a one-sample example where the asymmetric three-parameter special case of Section 4 turns out to be much the most suitable form of our model.
A particular merit of the current family of distributions is the way it interacts with covariates via the Möbius transformation. This has been taken advantage of for circular-circular regression with wrapped Cauchy errors by Kato, Shimizu and Shieh (2008) ; their work is extended to the use of family (2) in Section 6. An example involving the dependence of wind directions at midday on those in the early morning is treated there.
Unlike on the real line, on the circle it seems difficult to divorce the introduction of asymmetry from the introduction of non-unimodality. It seems desirable, however, to keep the latter to a minimum (else one runs the risk of fitting bimodal distributions to datasets that display no such bimodality, and perhaps falsely interpreting the apparent structure). In Section 2.5, and further for the symmetric case in Section 3.2, we investigate the range of parameter values that leads to bimodality (two turning out to be the maximum number of modes possible in density (2)). In Section 7, we contrast our results (and other aspects) with properties of the four-parameter case of the generalized von Mises distribution first proposed by Maksimov (1967) and recently investigated by Gatto and Jammalamadaka (2007) . Broadly speaking, we come to the conclusion that the generalized von Mises distribution is preferable if bimodality is to be expected, model (2) if not. The paper finishes with discussion in Section 8; a five-parameter extension of our distribution is among the topics considered there.
PROPERTIES OF THE FOUR-PARAMETER FORM OF THE DISTRIBUTION

Special Cases
The uniform distribution is transformed to the wrapped Cauchy distribution via Möbius transformation and the wrapped Cauchy is closed under that transformation (McCullagh, 1996) . It follows that distribution (2) includes the von Mises (r = 0), wrapped Cauchy (κ = 0) and uniform (r = κ = 0) distributions as special cases. As κ → ∞ or r → 1, the model converges to a point distribution with singularity at
Probabilities
Probabilities of intervals under density (2), i.e. quantities of the form 
This is helpful because numerical methods for calculating probabilities associated with the von Mises distribution have been developed by e.g. Hill (1977) .
Closure under Möbius Transformation
Distribution (2) is closed under the Möbius transformation. This property is obvious from the derivation of the model and the fact that the Möbius group is closed under composition:
where Rudin, 1987) . Therefore, the distribution with density (2) is transformed into the same family with parameters µ, r and ν replaced by arg(γ), |β| and arg(β), respectively. This will be particularly relevant for the regression model to follow in Section 7.
Conditions for Symmetry
The density (2) is, in general, asymmetrically distributed. The conditions for symmetry are given in the following theorem.
Theorem 1. The density (2) is symmetric if and only if r = 0, ν = 0, π, or κ = 0.
See Appendix A.1 for the proof. Of course, the symmetric special cases with r = 0 and κ = 0 are the von Mises and wrapped Cauchy distributions; the wider threeparameter family of symmetric distributions arising when ν = 0, π will be discussed in Section 3.
Conditions for Unimodality
In this subsection we discuss the modality of the proposed model (2). Without loss of generality, the location parameter µ is taken to be 0. The first derivative of the density (2) with respect to θ is calculated as
+κ(1 − r 2 ) r 2 sin(θ − 2ν) − sin θ + 2r sin ν .
To discuss the modality, the problem which should be solved reduces to finding the roots of the following equation:
where
As discussed in a related context by Yfantis and Borgman (1982) , this equation is equivalent to a quartic equation. On putting x = tan (θ/2), it follows that cos θ = (1 −x 2 )/(1 + x 2 ) and sin θ = 2x/(1 + x 2 ). By expressing the equation (4) as a function of x, we get
This quartic equation can be solved by using Ferrari's method as discussed in Uspensky (1948) . The discriminant of the quartic equation is given by It is known that equation (5) 
Graphs of Density
In this subsection we further discuss the interpretation of the parameters by mak- 
ing some plots of density (2) in Figure 2 . As Figure 2 (a) shows, the distribution generally has an asymmetric shape if κ > 0, r > 0 and ν = µ + (−1) j π (j = 0, 1). 
Skewness
Mardia (1972) proposed a measure of skewness for circular distributions, s, which is defined by
where α and ρ are the mean direction and the mean resultant length of the distribution of Θ, respectively. Here we make numerical calculations to consider how, in particular, the parameter ν influences skewness. See Figure 3 . show that, in general, the greater the value of κ, the greater the absolute value of the skewness. Figure 3 (b) also suggests that the skewness takes its maximum value when ν is in about [0.8, 1.6]. We note for future reference that this interval contains the value π/2. It seems that, as r increases, the value of ν which maximises the skewness decreases.
A Conditional Derivation
Let (X, Y ) be distributed as a bivariate normal distribution N(ζ, σ 2 I), where
′ and I is the 2 × 2 identity matrix. Suppose Z = X + iY andZ = (Z + β)/(βZ + 1), where |β| = 1. It is fairly easy to see that the density ofZ is given by where ζ c = ζ 1 + iζ 2 . WriteZ = Ξe iΘ , β = re iν and ζ c = ψe iµ . Then the density of the conditional distribution of Θ given Ξ = ξ is proportional to
where κ = ξγ {1 + r 2 ψ 2 + 2rψ cos(µ − ν)} /σ 2 and γe iη = (ζ c + β)/(βζ c + 1). After some reparameterization, we find that the above density is essentially the same as the density (2). This result is clear from the fact that the von Mises distribution is obtained as a conditional distribution of the bivariate normal distribution (e.g. Jammalamadaka and SenGupta, 2001, p.40) and that Möbius transformation and conditioning commute.
Random Variate Generation
Construction (1) affords random variate generation immediately via Möbius transformation of von Mises random variates, provided a good algorithm is available for simulating from the von Mises distribution. For example, employing the method of Best and Fisher (1979) , which is an acceptance/rejection algorithm based, intrigu-ingly, on an envelope proportional to the wrapped Cauchy density, a random number from model (2) is generated by the following algorithm. First, set
Then follow the steps below:
Step 1: Generate uniform (0, 1) random numbers U 1 and U 2 .
Step 2: Put Z = cos(πU 1 ), F = (ζZ + 1)/(ζ + Z) and C = κ(ζ − F ).
Step 3: If C(2 − C) − U 2 > 0, then go to Step 5.
Step 4: If log(C/U 2 ) + 1 − C < 0, return to Step 1.
Step 5: Generate a further uniform (0, 1) random number U 3 and setΘ = sign(U 3 − 0.5) × cos −1 (F ).
Step 6:
See Best and Fisher (1979, p.155) for the acceptance ratio of this algorithm.
Divergence From the Wrapped Cauchy Distribution
As mentioned before, the proposed model reduces to the wrapped Cauchy distribution for κ = 0. For general κ > 0, the density of our model is expressed as the product of that of the wrapped Cauchy, an exponential function and a Bessel function divisor. In this subsection, we discuss the distance or affinity between the proposed model and the wrapped Cauchy model by using two well-known measures of divergence, namely, those of Bhattacharyya and Kullback-Leibler.
Let f and f W C be the densities of the proposed model (2) and the wrapped Cauchy model WC(γ, r), respectively. Then the measure of divergence given by Bhattacharyya is calculated as
It is easy to see that I B (f, f W C ) = 0 when κ = 0. Differentiating, we have
is monotonically increasing with respect to κ (see, for example, Jammalamadaka and SenGupta, 2001, Section 4.2.1)), it follows that I B (f, f W C ) is monotonically increasing with respect to κ.
Next, we consider directed Kullback-Leibler divergence which is defined in general
Applying the inverse Möbius transformation, it turns out that both I KL (f, f W C ) and I KL (f W C , f ) are readily obtainable (although, for brevity, the calculations are omitted). We have
(see Jammalamadaka and SenGupta (2001, Section 4 .2.1)), it follows that
Hence both measures of divergence by Bhattacharyya and (both versions of directed) Kullback-Leibler show that the distance between the proposed model and the wrapped Cauchy increases as κ increases.
THE THREE-PARAMETER SYMMETRIC SPECIAL CASE
Probability Density Function
In this section we investigate detailed properties of the symmetric case of the distribution (2) corresponding to ν = 0 or ν = π. In this case, the density (2) reduces to
where 0 ≤ µ < 2π, κ > 0 and −1 < r < 1. Note that the domain of the parameter r is extended so that it includes negative values. The distribution (7) with r > 0 is equivalent to (2) with ν = 0 whereas density (7) with r < 0 is essentially the same as density (2) with ν = π. Clearly, this distribution is symmetric about θ = µ and µ + π. Of course, this model also includes the von Mises (r = 0), the wrapped Cauchy (κ = 0) and the uniform (κ = r = 0) distributions as special cases.
By considering the density of the rescaled random variable
, and letting κ → ∞ we readily find that the symmetric version of our distribution tends to a normal distribution with mean µ and variance w r = (1 − r)/(1 + r). This is a generalised form of the standard result for the von Mises distribution (r = 0) given, for example, in Mardia and Jupp (1999, pp.37-38) .
Conditions for Unimodality
The model (7) can be unimodal or bimodal depending on the choice of the parameters. Let µ = 0, without loss of generality. Then, equation (4) for this submodel can be simply expressed as
The condition for unimodality is thus that
Clearly, the model with r > 0 is unimodal because then condition (i) holds (and it is easy to see that the mode is at 0, and there is an antimode at π). The interpretation of condition (i) is that the model is unimodal because the Möbius transformation only weakly attracts the von Mises distribution towards π (and the mode, it seems, remains at zero). On the other hand, condition (ii) yields unimodality when the (2) when µ = ν = 0.
Möbius transformation strongly attracts the von Mises toward π compared with the concentration of the untransformed model (and the mode is at π). Bimodality occurs only in some 'in between' cases where it can be shown that the modes are at the two
The property of unimodality of (7) for r ≥ 0 can be argued to be a good reason for sometimes restricting attention to the parameter domain 0 ≤ r < 1.
Moments
The following theorem holds for the model (7). See Appendix A.2 for the proof.
Theorem 2. Let Θ have density (7) with µ = 0. Write d r = −4r/(1 − r) 2 . Then the following equation holds:
where B(a, b) is the beta function and Φ 1 (a, b, c, d, e) is the confluent hypergeometric series of two variables (Gradshteyn and Ryzhik, 1994, Section 9.26) . Figure 4 plots the first trigonometric moment as a function of −1 < r < 1 and κ > 0 when µ = 0. The positive and negative trigometric moments correspond to the mean direction being given by 0 and π, respectively. The figure suggests that the mean direction is 0 when r > 0 and can be π when r < 0 and κ is sufficiently small.
It is also easy to see that the mean resultant length is monotonically increasing as a function of κ when r > 0. The contour corresponding to mean resultant length zero
Maximum Likelihood Estimation
Consider an i.i.d. sample θ 1 , ..., θ n from density (7) and let the log-likelihood function be denoted by ℓ. By way of notation, write
Differentiation reveals elements of the observed information matrix to be Attractively,
so thatμ is asymptotically independent ofr andκ (where the 'hats' denote maximum likelihood estimators); this is a consequence of µ being the location parameter of a symmetric distribution. Perhaps surprisingly, the necessary expectations can be explicitly performed to obtain helpful formulae for the other elements of the expected information matrix; see Appendix A.3 for an indication of these calculations. We now concentrate on the elements associated with r and κ; they turn out to be
while ι κ,κ is, of course, given by the formula in (10).
Note that ι r,κ > 0 which means that the asymptotic correlation betweenr andκ, given by
is negative. It is also, remarkably, independent of the value of r. However, as is typical of many three-parameter symmetric models, the absolute value of the asymptotic correlation is very high: see the lower curve in Figure 5 .
We can, however, take advantage of the special structure of the expected Fisher information matrix to attempt construction of an orthogonal reparametrisation (Cox and Reid, 1987) . In particular, we can write
for appropriate functions of r and κ only. Then consider a reparametrisation of the form {s, κ} = {s(r, κ), κ}. Write s ij (r, κ) = ∂ i+j s(r, κ)/∂r i ∂κ j , i, j = 0, 1. The asymptotic correlation betweenŝ andκ is proportional to
This is zero if we take s(r, κ) = A(r)B(κ) where ∂ log A(r)/∂r = T (r) and ∂ log B(κ)/∂κ = C(κ)/S(κ). Since T (r) = (1 − r 2 ) −1 , this yields an explicit form for A(r) which is
(1 + r)/(1 − r). No such explicit result is forthcoming for B(κ) so we resort to a small κ approximation which yields small correlation for small κ and, hopefully, does not increase too rapidly for larger κ. We investigated several versions of this asymptotic approximation, much the best of which turned out to be that associated
smaller asymptotic correlation between s(r,κ) = 1 +r 1 −r exp
andκ is portrayed by the upper curve in Figure 5 . (We also looked at replacing κ rather than r by s(r, κ) but to less effect.)
A helpful knock-on effect of the reparametrisation above is that the asymptotic variance ofκ is much reduced: see Figure 6 . Reparametrisation (11) seems to us to be useful in general practice; see Section 5.
Comparison With the Jones and Pewsey Distribution
An alternative three-parameter family of symmetric circular distributions was proposed by Jones and Pewsey (2005) . This family of distributions has density where P 1/ψ (z) is the associated Legendre function of the first kind of degree 1/ψ and order 0 (Gradshteyn and Ryzhik, 1994, Sections 8.7, 8.8 ) and, again, 0 ≤ µ < 2π is a location parameter, κ > 0 and −∞ < ψ < ∞. Distributions (12) and (7) have several areas of commonality and, where they differ, are somewhat complementary.
Both (12) and (7) are:
• symmetric about θ = µ and µ + π;
• unimodal with mode at θ = µ and antimode at µ + π (provided we take r ≥ 0 in the case of (7));
• have the von Mises and wrapped Cauchy distributions as special cases (when ψ = 0 and ψ = −1, respectively, in (12));
• have a similar level of complexity (normalising constant, trigonometric moments, etc);
• are of similar nature in terms of maximum likelihood estimation;
• arise from conditioning distributions associated with the bivariate normal distribution in different ways.
An advantage of the Jones and Pewsey (2005) distribution is:
• it includes a wider range of pre-considered special case densities, including the cardioid and Cartwright's power-of-cosine distribution.
Advantages of distribution (7) include:
• its attractive properties vis-a-vis the Möbius transformation;
• its ready extension to a four-parameter asymmetric family of distributions.
Note that Jones and Pewsey (2005, p. 1422) also give a brief comparison of their distribution with the (three-parameter) family of wrapped symmetric stable distributions (Mardia, 1972 , Section 3.4.8e, Jammalamadaka and SenGupta, 2001, Section 2.2.8, Gatto and Jammalamadaka, 2003) . This distribution is very similar to the wrapped t distribution (Pewsey, Lewis and Jones, 2007) .
A THREE-PARAMETER ASYMMETRIC SPECIAL CASE
In building up four-parameter families of distributions on the real line, one sometimes takes a route through a three-parameter subfamily where the third parameter controls tailweight while the distributions retain symmetry; such a subfamily of (2) has, of course, just been considered in Section 3. Perhaps more often, however, the first introduction is that of a third parameter controlling skewness. It would be helpful if such a three-parameter asymmetric subfamily of (2) were also available. To this end, in this section, partly building on the skewness insights of Section 2.7 and partly on grounds of simplicity, we briefly investigate the asymmetric models associated with ν = ±π/2.
Probability Density Function
In this case density (2) reduces to
where r is redefined such that −1 < r < 1 and the other parameters are defined in the same manner as in (2). Clearly, f (µ + θ; µ, r, ν) = f (µ − θ; µ, −r, ν) for any θ.
Plots of density (13) for specified values of the parameters can be seen in Figure 1 (a).
As this frame shows, this model is asymmetric except for the special cases r = 0 and κ = 0 and, in the cases shown at least, remains unimodal. 
Mean Direction
We briefly discuss how the parameters, r and κ, determine the mean direction of the three-parameter asymmetric submodel. A contour plot of the mean direction for this submodel with µ = 0 is displayed in Figure 7 . This figure implies that, for small κ, the mean direction tends to ± 1 2 π at high speed as |r| moves away from 0. On the other hand, for sufficiently large κ, the mean direction depends mainly on r, with κ having little influence.
Skewness
As one can see in Figure 3 , the absolute value of skewness for the general model (2) is relatively large when ν = ±π/2. Figure 8 plots skewness for the proposed model (13) for specified values of its parameters. In Figure 8 (a), skewness is plotted as a function κ. This frame suggests that skewness is monotonically increasing as a function of κ when κ ≤ 3. Figure 8 (b) displays skewness as a function of r. It seems that the curves in this frame show concavity. This frame also shows that as r approaches 0 or 1, the skewness tends to zero. 
MAXIMUM LIKELIHOOD ESTIMATION AND ONE-SAMPLE EXAMPLE
Consider an i.i.d. sample θ 1 , ..., θ n from density (2) and let the log-likelihood function be denoted by ℓ. We do not write out the general score equations here because they are not especially informative or useful. For instance, no explicit formulae for maximum likelihood estimates (mle's) arise nor do the score equations give rise to any simple iterative method of solution. (This is true of the mle's for the symmetric case in Section 3.4 also.) It seems that we cannot guarantee uniqueness of the mle.
In our example, we resort to direct maximisation of ℓ with multiple restarts to check for multiple maxima. The work of Section 3.4 is informative, however, in suggesting a reparametrisation which we employ in the general case also. We are, therefore, maximising ℓ over the parameter set {µ, ν, s, κ}.
As an illustrative example, we consider a dataset of azimuths of cross-beds in the rocks of the upper Kamthi river valley, India Rao, 1966, Mardia and Jupp, 1999, Table 1 .3; n = 580); Mardia and Jupp present the data (but do not analyse them) as "an example of an asymmetrical distribution" on the circle. We fit the full model (2) and some submodels to the dataset based on the method of maximum likelihood, and compare the results. Note that the data were provided in histogram form (with bins of width 20 • ) and this discretisation is taken into account in our likelihood, making use of the approach to calculating probabilities (here, over bins) described in Section 2.2. Table 1 shows maximum likelihood estimates of the parameters (converted back to the original parametrisation), the maximised log-likelihood, AIC and BIC values for the full model (2), the three-parameter asymmetric submodel (13), the threeparameter symmetric submodel (7), the von Mises and wrapped Cauchy distributions.
Notice that the fitted three-parameter symmetric submodel reduces, essentially, to the von Mises distribution. However, by comparing the maximised log-likelihoods, we find that there is no support for any of the latter three, symmetric, models. The maximised log-likelihoods associated with the full model (2) and the three-parameter asymmetric submodel (13) are, however, close. Applying the likelihood ratio test distribution, so this provides no evidence to reject the null hypothesis. According to the AIC and BIC criteria, which also take the simplicity of the model into account, the three-parameter asymmetric submodel is also most reasonable among the five models given in the table. (The second and third best models swap places according to whether AIC or BIC is considered.) (7) (dashed), the three-parameter asymmetric submodel (13) (solid) and the von Mises distribution (dot-dashed). Figure 9 plots the histogram of the data and the maximum likelihood fitted densities of the full model (2), the three-parameter asymmetric submodel (13) and the von Mises distribution. The similarity of the fits of models (2) and (13) is clear, as is the fact that the dataset is indeed (mildly) asymmetrically distributed. At one level, and for some purposes, it can be pronounced (see Figure 9 ) that this dataset can be well modelled by distribution (13) which achieves its good fit using just three parameters (and which does not introduce what would here be an inappropriate bimodality into the model). That said, chi-squared goodness-of-fit tests resoundingly reject the fit of this model (and, of course, its submodels). This is because, at a more detailed level, the dataset appears to display a degree of multimodality.
CIRCULAR-CIRCULAR REGRESSION
We consider pairs of wind directions measured at a weather station in Texas. The data we discuss here are part of a larger dataset which is taken from the Codiac data archive and is available at http://data.eol.ucar.edu/codiac/dss/id=85.034. The We use a regression model which adopts model (2) as angular error distribution to regress the wind direction at noon on that at 6 a.m., and compare its fit with existing regression models. Let Y j and x j (1 ≤ j ≤ 73) be the response (wind direction at noon) and the covariate (wind direction at 6 a.m.), respectively. Then the extended regression model we discuss here is given by
where |β 0 | = 1, β 1 ∈ C and {arg(ε j )} are independent and distributed as model (2) with mean direction 0, i.e., µ = − arg{ 2π 0 e iθ f (θ; κ, r, ν, µ = 0)dθ}. This model is an extension of the regression models of Downs and Mardia (2002) and Kato, Shimizu and Shieh (2008) , which use the regression curve given in (14) and adopt the von Mises and wrapped Cauchy distributions, respectively, for the angular errors. Since we do not desire bimodality for the angular error distribution, we make a restriction on the parameter space, namely, assume that
]. This restriction enables us to avoid bimodality except when both κ and r take large values, while describing a sufficiently wide range of skewness as seen in Figure 3 and including the threeparameter symmetric and asymmetric submodels.
To estimate the parameters based on maximum likelihood, we adopt an optimization method, the PORT routine, which can be carried out using the command nlminb in R. Table 2 shows the maximum likelihood estimates, the maximised log-likelihood, AIC and BIC values for the extended model (14), along with those of its von Mises and wrapped Cauchy special cases. According to the AIC criterion and a comparison of log-likelihoods, the extended model (14) is required to provide the most reasonable fit among the three models. The BIC criterion, which penalises a greater number of parameters more strongly, disagrees. Note that it happens that the estimated angular error distribution reduces to the three-parameter asymmetric submodel (13)
. BIC for this model is 210.8 which is lower than that for the simpler alternatives. In addition to the planar plot of the data set, Figure 10 (a) also shows the estimated regression curve which seems to describe the relationship between paired wind directions reasonably well. Next we conduct a residual analysis. Figure 10 (b) exhibits a histogram of the residuals expressed in terms of radians, i.e. {arg(y j β 0 (x j + β 1 )/(1 + β 1 x j ))}, and the fitted density (2). From this frame, it appears that the residuals are asymmetrically distributed. However, the large-sample test of circular symmetry of Pewsey (2002) leads to (14) where quantiles of the angular error distribution (x-axis) and of the empirical error distribution (y-axis) are plotted.
from the regression line towards the right-hand side of this frame and the point isolated middle-bottom of the frame. The goodness of fit of the model is confirmed in Figure 10 (d) displaying a Q-Q plot for model (14), which is a plot of quantiles of the angular error distribution against those of the empirical error distribution.
COMPARISON WITH THE GENERALIZED VON MISES DISTRIBUTION
The generalized von Mises (henceforth gvM) distribution of Maksimov (1967) (see also Yfantis and Borgman, 1982, and especially Gatto and Jammalamadaka, 2007) has, for its four-parameter special case, density proportional to
Properties in common with distribution (2) include:
• symmetric and asymmetric distributions;
• being unimodal or at most bimodal;
• having the von Mises distribution as a special case;
• arising from the bivariate normal distribution (in the generalized von Mises case, directly) by a conditioning argument.
A particular advantage of the gvM distribution is its membership of the exponential family and hence a number of nice inferential properties ensue. In particular, the gvM distribution has the advantage over distribution (2) of having a concave loglikelihood function and hence a unique maximum likelihood estimator. (Gatto and Jammalamadaka, 2007 , also emphasise an entropy maximisation property of the gvM distribution.)
On the other hand, the normalising constant associated with the gvM distribution is an infinite sum of products of modified Bessel functions. Hence, trigonometric moments are not readily available either. The gvM distribution has no particular link with the wrapped Cauchy distribution (or the Möbius transformation).
The gvM distribution turns out to display bimodality for a much greater range of parameter values than does the current proposal. To see this, note that Gatto with µ 2 = π/4. The region of positive discriminant/bimodality is displayed in black while the region of negative discriminant/unimodality is exhibited in white.
and Jammalamadaka (2007) show that the condition determining the unimodality or otherwise of the gvM distribution can also be reduced to the behaviour of the roots of a quartic equation. We apply the change of variable x = tan(θ/2), which is also used in Yfantis and Borgman (1982) , so that the real roots of our quartic equation can take any value, and hence that discriminant (6) applies. Formula (5) then arises
here, δ = (µ 1 − µ 2 ) mod π, ρ = κ 1 /(4κ 2 ). For comparison with Figure 1 associated with density (2), we plot positive (bimodal density) and negative (unimodal density)
areas of the discriminant D arising from (15) in Figure 11 . We see a much greater proportion of bimodal distributions in the gvM family than in family (2). By the way, the frame corresponding to Figure 11 (c) is absent from Figure 1 because it is blank. There, all densities are unimodal for the corresponding values of κ and r; here, densities are unimodal (when µ 2 = π/4) only when κ 1 > 2κ 2 .
This degree of bimodality is a two-edged sword. It is advantageous when bimodality is expected (as it often will be) from a process or situation involving two groups with locations µ 1 and µ 2 . This is the same argument that leads to consideration of two-component mixture distributions (of, for example, von Mises distributions) but Gatto and Jammalamadaka (2007, p.352) argue, not unreasonably, that the gvM may have advantages over the mixture alternative in such situations. On the other hand, in more purely empirical situations in which there is no particular reason to expect, or evidence for, bimodality but there is evidence of asymmetry, the greater proportion of asymmetric unimodal distributions in family (2) seems rather more attractive.
DISCUSSION
Our work on distribution (2) 
where ξ ≥ 0 and 0 ≤ η < 2π satisfy ξ cos η = {r 2 cos(2ν) + 1} tanh(κψ) − 2r cos ν 1 + r 2 − 2r cos ν tanh(κψ) and ξ sin η = r 2 sin(2ν) tanh(κψ) − 2r sin ν 1 + r 2 − 2r cos ν tanh(κψ) .
The normalizing constant of (16) is given by
Trivially, r = 0 yields Jones and Pewsey's (2005) distribution (in which case, the parameter ν is also redundant). Also, the family (16) is symmetric if the parameters are chosen such that η = ±ν. This four-parameter symmetric family is considered in detail by Abe, Shimizu and Pewsey (2008) . The full family (16) contains five parameters. On grounds of parsimony and interpretability, we prefer to pursue four-, or even three-, parameter distribution families that also allow skewness and that, hopefully, are just as useful, if not more so, in practice. (By the same token, we prefer a three-parameter family of symmetric distributions.) To those ends, we have concentrated in this paper on the subfamily of (16) corresponding to its limit as ψ goes to 0, and further subfamilies thereof.
Formulation (2), and its sub-families (7) and (13), has availed itself of a large number of interesting properties and features which have been described in this paper.
We feel that it has considerable potential as a generally useful family of distributions for modelling skewness and varying 'tailweights' in circular data. We have slight misgivings about the bimodality of these densities for certain parameter configurations, but are relatively content that bimodality occurs in only a minority of cases.
Central to this work has been the use of the Möbius transformation. It is particularly advantageous to adopt our family as an angular error in circular-circular regression because of the connection between the proposed family and the regression curve whenever the latter is itself appropriate to formulate as a Möbius transformation.
APPENDIX: ELEMENTS OF PROOFS
A.1 Proof of Theorem 1
Clearly, the density (2) is symmetric if r = 0, ν = 0, π or κ = 0. We consider the necessary condition for symmetry. Let f be the density (2) and assume that r = 0, ν = 0, π, and κ = 0. The density f is said to be symmetric if there exists a constant 0 ≤ a < π such that f (µ + ν + a − θ) = f (µ + ν + a + θ) for all 0 ≤ θ < 2π.
It is clear that the following holds f (µ + ν + a − θ) − f (µ + ν + a + θ) = 1 − r 2 2πI 0 (κ) exp κ{ξ cos(µ + ν + a − θ − η) − 2r cos ν} 1 + r 2 − 2r cos(θ − a) 1 − A(θ) 1 + r 2 − 2r cos(θ − a) , where A(θ) = exp κ{ξ cos(µ + ν + a + θ − η) − 2r cos ν} 1 + r 2 − 2r cos(θ + a) − κ{ξ cos(µ + ν + a − θ − η) − 2r cos ν} 1 + r 2 − 2r cos(θ − a) × 1 + r 2 − 2r cos(θ − a) 1 + r 2 − 2r cos(θ + a) .
If f is symmetric, then A(θ) = 1 for all 0 ≤ θ < 2π. We show that κ ξ cos(µ + ν + a + θ − η) − 2r cos ν 1 + r 2 − 2r cos(θ + a) − ξ cos(µ + ν + a − θ − η) − 2r cos ν 1 + r 2 − 2r cos(θ − a)
+ log 1 + r 2 − 2r cos(θ − a) 1 + r 2 − 2r cos(θ + a)
is not equal to 0 for some 0 ≤ θ < 2π. The second term of the above implies that a should be 0 or π since r = 0. Because κ = 0, it follows that B(θ) ≡ ξ cos(µ + ν + a + θ − η) − 2r cos ν 1 + r 2 − 2r cos(θ + a) − ξ cos(µ + ν + a − θ − η) − 2r cos ν 1 + r 2 − 2r cos(θ − a)
should be 0 for any 0 ≤ θ < 2π. When a = 0, B(θ) can be expressed, after some manipulation, as B(θ) = − (1 − r 2 ) sin ν sin θ 1 + r 2 − 2r cos θ .
Since ν = 0, π, B(θ) is not equal to 0 for some θ. Similarly, B(θ) = 0 for some θ for a = π. Therefore f is not symmetric.
A.2 Proof of Theorem 2
Making the successive substitutions cos φ = {(1 + r 2 ) cos θ − 2r}/(1 + r 2 − 2r cos θ)
and then x = + n − j, n, n − j + 1, − 4r (1 − r) 2 , 2κ .
A.3 Formulae for Calculation of Expectations of (8) and (9) To evaluate the expectations of terms in (8) and (9), we make the first substitution of Appendix A.2 to transform back to a problem involving trigonometric moments of the von Mises distribution. In particular, we find that, if Θ ∼ (7) with µ = 0, To complete the calculations, use the facts that E{cos(nΦ)} = I n (κ)/I 0 (κ) (Mardia and Jupp, 1999, (3.5.29) ) and the relationship κ{I ν−1 (κ) − I ν+1 (κ)} = 2νI ν (κ) (Gradshteyn and Ryzhik, 1994, (8.486 .1)).
