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ASYMPTOTIC BEHAVIOR OF SOLUTIONS TO AN 
EVOLUTIONARY ECOLOGY MODEL WITH DIFFUSION* 
ROGER LUIt 
Abstract. Fisher's equation was proposed in 1937 to model the spatial spread of an advantageous gene 
in a population living in a homogeneous one-dimensional habitat [Ann. Eugenics, 7 (1937), pp. 355-369]. 
The model assumed single locus with two alleles and that the fitnesses of the genotypes are constants. Here, 
the same model is considered except that the fitnesses of the genotypes are allowed to depend on the 
population size. It is shown that solutions of the resulting reaction-diffusion equations converge to maximize 
the population size lying on the zero mean fitness curve. In many cases, the solutions also propagate spatially 
with a positive speed. 
Key words. reaction-diffusion equations, evolutionary ecology, comparison methods, speed of propa- 
gation 
AMS(MOS) subject classifications. 35K55, 92A10, 92A12 
1. Introduction. The purpose of this paper is to study the asymptotic behavior of 
solutions to the following system of reaction-diffusion equations: 
Pt =Pxx + (NA-a)P(l -p), 
(1.1) 
N,=NXX + NN. 
This system of equations arises from a model in evolutionary ecology where p represents 
the frequency of an allele A and N represents the size of the population. The functions 
N1A, Na, N- represent the average fitnesses of allele A, allele a, and the population, 
respectively. They may depend on p and N, and their precise definitions will be given 
later. 
Evolutionary ecology is a fusion of population ecology with the classical theory 
of population genetics. Population ecology is primarily concerned with the growth of 
population and how individuals in the population interact with each other. Until 
recently, all the models in population ecology have assumed that the genetics of the 
individuals are identical. This is due to the belief that the time scale for natural selection 
is much longer than that of changes in population size. Recently, natural selection has 
been proven to be much stronger than expected so that genetic changes can occur in 
the same length of time needed by a population to attain equilibrium in size [8]. 
Therefore, there seems to be a need to develop models that can handle population 
growth and population genetics simultaneously. Evolutionary ecology is thus formed. 
One of the best references on this subject is the book by Roughgarden [8]. 
Without diffusion, that is, without the terms p,, and N, (1.1) is contained in [2, 
? 5.3]. Roughgarden [8, Chap. 17] derived and studied a model that is the discrete-time 
version of (1.1), also without diffusion. To derive (1.1), we assume that the population 
has a genetic system of one locus with two alleles. Therefore, individuals in this 
population are classified into three types according to their genotypes: AA, Aa, and 
aa. Let the fitnesses of the three genotypes be denoted by NAA, NqAa, and 77aa, respectively. 
(They may depend on p and N.) Then the average fitnesses of allele A, allele a, and 
* Received by the editors March 15, 1988; accepted for publication (in revised form) October 14, 1988. 
This research was partially supported by National Science Foundation grant DMS-8601585. 
t Department of Mathematical Sciences, Worcester Polytechnic Institute, Worcester, Massachusetts 
01609. Present address, Department of Mathematics, University of Utah, Salt Lake City, Utah 84112. 
1447 
1448 ROGER LUI 
the population are given by NqA=PNAA+(l0- P)71Aa, 1a =PNqAa+(l P) aa and 7= 
P71A + ( - P) 7a , respectively. 
Let 2n be the total number of allele A in the population. If we think of the 71's 
as per capita growth rates and that the individuals in the population diffuse at the 
same (unit) rate, then n and N satisfy the equations: 
(1.2) n, = nxx+ NAn, N, = Nxx+NN. 
By definition, p = n/N. It is easy to verify that p and N satisfy (1.1) with the term 
2(ln N)xpx added to the right side of the equation for p. Let this system be denoted 
by (1.1)*. 
We show later in this paper that under certain conditions on the fitness functions, 
the solutions (p, N) of (1.1) converge to a constant as t oo, uniformly on compact 
subsets of lR with lim,O N > 0. From Schauder estimates, N, and px converge to zero 
uniformly on compact subsets of lR. Hence (p, N) satisfies (1.1)* approximately for 
large time. This is one reason why we study (1.1) instead of (1.1)* other than the fact 
that (1.1) is mathematically more manageable. 
In the absence of diffusion, (1.1) has been studied by Selgrade and Namkoong 
[7], [10]. They have shown that if the fitnesses of the genotypes depend only on N 
(density dependent), then the solutions of the reaction equ-ations evolve to maximize, 
locally, the population size lying on the curve -q = 0. Lui [6] has shown that the results 
continue to hold for (1 .1) on a bounded domain with homogeneous Neumann boundary 
conditions. Thus diffusions do not change the dynamic effects of reactions in this case. 
In this paper, we again assume density-dependent selection and show that the results 
of Selgrade, Namkoong, and Lui also hold for an unbounded domain, in the sense of 
uniform convergence on compact subsets of lR. Actually our results are slightly stronger 
than this, and in several cases (Theorems 3.1 and 3.3), we show that solutions of (1.1) 
converge to the equilibrium and at the same time propagate spatially with a positive 
asymptotic speed. 
One of the main difficulties in working with parabolic systems is that maximum 
principles are hard to apply. We circumvent his difficulty by going back and forth 
between the two equations in (1.1), each time using the results we know for a single 
equation. Results for a single equation are summarized in ? 2. Section 3 contains the 
hypotheses and statements of our main theorems and ? 4 contains the proofs. We end 
the paper with an example in ? 5. 
2. Mathematical preliminaries. Consider the following initial value problem: 
u, = uxX + h(u) in R x [0, co), 
(2.1) 
u (x, O) = uo(x) in 1R. 
We assume that 0' uj(x) ' 1 in lR and h satisfies the conditions 
(2.2) h C1[0,1], h(O)=O, h(l)=O. 
Since u 0 and u 1 are solutions to the differential equation, the maximum principle 
implies that 0' u(x, t) ' 1 for all time. In addition to (2.2), we also assume that h 
satisfies one of the following three conditions: 
(2.3) h'(0)>0 and h(u)>0 on (0, 1). 
(2.4) h'(0) > 0, h'(1) > 0 and there exists an a C (0, 1) such that h(u) > 0 on (0, a) 
and h(u) < 0 on (a, 1). 
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(2.5) h'(0) < 0, h'(1) < 0 and there exists an a C (0, 1) such that h(u) < 0 on (0, a), 
h(u) > O on (a, 1) and J,h(u) du > O. 
Fisher [3] has used (2.1) with h(u) = u(1 - u) to study the spatial spread of an 
advantageous gene in a population living in a one-dimensional homogeneous habitat. 
Aronson and Weinberger [1] have extended Fisher's model to include the cases (2.4) 
and (2.5). They called (2.3) the heterozygote intermediate case, (2.4) the heterozygote 
superior case, and (2.5) the heterozygote inferior case. The following theorem is a 
combination of the results in ? 4 of their paper. 
THEOREM 2.1. In each of the three cases (2.3), (2.4), (2.5), there exists a positive 
number c* such that: 
(i) If uo(x) has bounded support, then for any x and c such that Icl > c*, we have 
lim, ,, u (x + ct, t) = O. 
(ii) If h satisfies (2.3) and uo0 0, then for any x and c such that Icl < c*, we have 
lim inf,, u(x + ct, t) = 1. Furthermore, ifh(u) h'(O)u on [0, 1], then c* = 2Vh'(O). 
(iii) If h satisfies (2.4) and uo0 0, then for any x and c such that IcI < c*, we have 
lim inf,C u(x + ct, t) ? a. There is also another positive constant $iP such that if uo #t1 
and Icl < LP, then lim sup,, u(x + ct, t) - a. 
(iv) If h satisfies (2.5) and lim,O u(x, t) = 1, then for any x and c such that Icl < c*, 
we have lim , u (x + ct, t) = 1. 
DEFINITION. D is a conical domain with slope 1/c, c > 0, if there exist constants 
L1, L2,and r-?OsuchthatL2-cr<LI+crand D={(x, t) L2-ct<x<LI+ct, t>r}. 
The lines x = L2- ct and x = LI + ct, t ? r are the boundaries of D. The interval 
[L2 - ct, LI + ct] at t = r is the base of D. D' is a conical subdomain of D if D' is a 
conical domain and D' c D. 
Let ,3 C (0, 1) in the intermediate or inferior case. Define x(t) = sup {x I u(x, t) =/8} 
and x(t) = inf {x > 0 l u(x, t) =/}. Then lim,, jc-(t)/ t = lim,,D x( t)/ t = c*, where c* is 
defined in Theorem 2.1 [1]. This result implies the following about the solutions of (2.1). 
Let D be a conical domain with slope 1/c and suppose 0< c < c*. Then, in the 
intermediate or inferior case, the solution u of (2.1), with appropriate initial data, 
converges to 1 uniformly in D. A similar statement can be made in the superior case 
for the solution to converge to a. 
In the sequel we shall study (2.1) in a conical domain D, as defined above, with 
zero boundary conditions. The standard theory of parabolic equations, such as the 
maximum principles and Schauder estimates, are also valid for such a domain [4]. 
THEOREM 2.2. Let u and v satisfy 0? u, v M, and the inequality 
u,- uXX -f(x, t, u) ' v, - v -f(x, t, v) 
in a conical domain D. Suppose fu(x, t, u) is bounded in D x [0, M] and 
u(x, t) ' v(x, t) for (x, t) belonging to the boundaries of D, 
u(x, r) v(x, r) for x belonging to the base of D. 
Then u(x, t) ? v(x, t) in D. If u(x, r) > v(x, r) for x belonging to an open interval on the 
base of D, then u(x, t) > v(x, t) in D. 
We now generalize part of Theorem 2.1 to the case of a conical domain with zero 
boundary conditions. 
LEMMA 2.3. Let D be a conical domain with slope 1/c and base at t= r. Let v be 
a solution to (2.1) in D with v = 0 on the boundaries of D, v(x, r) is nonnegative and 
nontrivial on the base of D. 
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(i) Suppose h satisfies (2.2) and (2.3) with 1 replaced by a > 0. Suppose also that 
h satisfies h(u) ' h'(O)u on [0, a]. Then there exists a constant c'> 0, depending only on 
c and h'(0), such that if D' is any conical subdomain of D with slope 1/c', then v converges 
to a uniformly in D'. 
(ii) Suppose h satisfies (2.2) and (2.5) and lim,O v(x, t)= 1. Then there exists 
c > 0, depending on c and h, such that if D' is any conical subdomain of D with slope 
1/c', then v converges to 1 uniformly inD'. Also let K be defined by fK h(u) du = 0. Then 
given c > 0 such that K + C( < 1, there xists L,, > 0, depending on c and h but not on D, 
such that if v(x, T)> >K + C on an interval greater than Lfo on the base of D, then 
lim",O v(x, t) = 1. 
Proof. See the Appendix for the proof. 
3. Hypotheses and statement of the theorems. For notational convenience, we 
define 77= 77AA, 72 =7Aa, 773 =77aa, f(p, N) =(7A - q7a)P(I -p), and g(p, N) = 7N. 
We assume the following about the functions 71., _1A - qa and -q. Recall that 
71A =P771 + (P2, a = P)2 ? P) 7- = P71A + (1-P) = P 2NI + 2p ( 1-P) 712 + 
(1 -p)2 q3 
(3.1) (i) r-,(N) c C'[0, oo). 
(ii) m1i(O) > 0 and there exists Ki > 0 such that 7Ri(N) > 0 on [0, K,) 
and q, (N)<0 for N>Ki. 
(iii) There exists a positive function N c Cl[0, 1] such 
that (71A-ha)(P, N(p))=0 on [0, 1]. 
Furthermore, (A - _qa)(p, N) < 0 if N < N(p) and 
(77A- 7a)(P, N) > 0 if N > N(p). 
(iV) 77N < 0 
Remark 3.1. Condition (3.1)(i) implies that the genotype fitness functions are 
frequency-independent. 
Remark 3.2. Condition (3.1)(iii) implies that allele A is more fit than allele a if 
N> N(p) and condition (3.1)(iv) implies that the average fitness of the population 
decreases when the population size increases. 
Remark 3.3. Conditions (3.1)(ii) and (iii) are not needed when there is no diffusion. 
However, they are quite reasonable assumptions. We shall see later that the ordering 
of the constants Ki allows us to classify the model into the heterozygote intermediate, 
superior, and inferior cases, which is very similar to what was done in [1]. Note that 
condition (3.1) (ii) implies that 7q (p, 0) > 0 and -q (p, N) < 0 for sufficiently arge N. 
From the Implicit Function Theorem, there exists Ne CC[0, 1] such that 
71(P, N(p)) = on [0,1]. Let F, and F2 be the graphs of N and N in Q= 
{( p, N) 0 ? =' p = 1 and N - 0}. Then 77 is positive below F1 and negative above it, 77A - 71a 
is negative below F2 and positive above it. Let ,30 = (0, K3), let I,3 = (1, K1) denote the 
endpoints of F1, and let yo, yi denote the endpoints of F2. It is clear that I38, f3i, 
(0, 0), and (1, 0) are the only boundary equilibria of (1.1). Any internal equilibrium 
is obtained by the intersection of F1 and F2. We assume the following concerning F1 
and F2. 
(3.2) F1 and F2 intersect no more than once in the interior of Q and any intersection 
must be nontangential. 
There are then four cases to consider. 
Case 1. F1 is above F2. 
Case 2. F1 is below F2. 
Case 3. F1 intersects F2 once with 30O> yo and I3, < yl. 
Case 4. F1 intersects F2 once with I3o < yo and I, > yl. 
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Since 77p = 2( qA- -), the function N is monotone increasing in Case 1 and 
monotone decreasing in Case 2. Also, the point of intersection of F1 and F7 is a local 
A A 
maximum of N in Case 3 and a local minimum of N in Case 4. 
There is also a relationship between the K,'s and the shape of 17. To see this, we 
assume for simplicity that 
(3.3) K,, K,, K3 are all distinct. 
Suppose K3< K2< K,. Then if N < K3, - = 2P271 +2p(l-Pp)71+(l -P)2r3 is positive 
for O_p'1. If N>KI, then Ti is negative for O?p?l and if K3< N < KI, then Ti 
is negative near p = 0 and positive near p = 1. Hence, if K3 < K2 < KI, we are in Case 
1. Similarly, if K3> K2 > K,, we are in Case 2. We call these two cases the first and 
second (heterozygote) intermediate cases, respectively. If K3 < K2, K, < K2, then we 
are in Case 3 or the (heterozygote) superior case and if K2 < K3, K2 < K,, we are in 
Case 4 or the (heterozygote) inferior case. Figures 3.1(a)-3.1(d) summarize all this 
information together with the local stability properties of the equilibrium points. The 
internal equilibrium, denoted by (p*, N*), is stable in the superior case and is a saddle 
point in the inferior case. 
We always assume the following about our initial data. 
(3.4) po, No are nontrivial continuous functions with bounded support such that 
0-po_ 1 and 0' No M. The line N = M lies above F, and F2 in Q. 
The region Q' = {( p, N) I 0 ' p ' 1, 0' N ' M} is an invariant rectangle and solutions 
of (1.1) exist and are unique and remain in Q' for all time [9]. We are now ready to 
state our main results. 
THEOREM 3.1. (i) In Case 1, suppose there exists o > 0 such that F2 lies below the 
line N = K3 - Eo in Q or suppose that F2 is increasing. Then there exists c > 0 such that 
N 
stable 
saddle r 
YO 
W0 
0 1 
saddle saddle 
FIG. 3.1(a). Case 1. First heterozygote intermediate case. 
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N 
stabl e 1 
Yl 
saddle 
0 1 
saddle saddle 
FIG. 3.1(b). Case 2. Second heterozygote intermediate case. 
N 
Yl 
1 rl / saddle 
saddle 2 
YO 
0 1 
saddle saddle 
FIG. 3.1(c). Case 3. Heterozygote superior case. 
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N 
stable 
ri 
stable 
Y1 
0 
saddle saddle 
FIG. 3.1(d). Case 4. Heterozygote inferior case. 
if (p, N) is a solution to (1.1) in R x [0, oo) with initial data satisfying (3.4), then 
limt, (p, N) = f31 uniformly in any conical domain D with slope 1/c. 
(ii) In Case 2, suppose there xists Eo > 0 such that F2 lies above the line N = K, + Eo 
in Q or suppose that F2 is decreasing. Then there exists c> 0 such that if (p, N) is a 
solution to (1.1) in R x [0, oo) with initial data satisfying (3.4), then lim, (p, N) = go3 
uniformly in any conical domain D with slope 1/c. 
THEOREM 3.2. In Case 3, suppose 
(3.5a) Nq2>(771+773)/2 for N-'O, 
and 
(3.5b) (-7A 27a)N(P N(p))>0 forpE[0, 1]. 
Then F2 is increasing. Let ABCD be any square in Q with side 2S and center at the 
internal equilibrium (p*, N*). Then there exists c8 > 0 such that for any conical domain 
D8 with slope 1/c8 and (p, N) a solution to (1.1) in R x [0, oo) with initial data satisfying 
(3.4), there exists T> 0 such that (p, N) C ABCD if (x, t) E D8 and t _ T. 
THEOREM 3.3. In Case 4, suppose 
(3.6a) 772<(771+773)/2 for N-0, 
and 
(3.6b) (77A 77a)N(P,N(P))>O forpE[0,1]. 
Then F, is decreasing. Suppose also that there xist constants 0< NJ < N* and K1 ' N, _ 
M such that 
(3.7) max (m-m)< min (N1rN). 
[N,,N,] [N,,N,] 
Then K3 < K1. Let E > 0 be sufficiently small; then there exist constants C, > 0, LF > 0, 
and c > 0 such that if N1 + E ? N((x) ' N,, po(x) > CF on an interval J of length greater 
than LF, then the solution (p, N) of (1.1) with initial data (po, No) satisfies 
lim , (p, N) = f31 uniformly in any conical domain D with slope 1/ c. 
Remark 3.4. Condition (3.1)(iii) implies that (qA -7a)N(PA N(p))0, which is 
the weak form of (3.5b) and (3.6b). 
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4. Proofs. We first establish some lemmas. 
LEMMA 4.1. Let (p, N) be a solution to (1.1) in RDx[O,oo) and suppose that 
O?a?-p(x, t)'b-'1 in a conical domain D' with slope 1/c'. Let N-= 
min {N I (p, N) EF F and a ? p ? b}. Then there exists c" > 0 such that for any conical 
subdomain D" of D' with slope 1/c", we have lim inf,3 N(x, t) N- uniformly inD". 
Furthermore, c" depends on c' but not on a and b. 
Proof. Fix p and consider g = -qN as a function of N. Then g(p, 0) = 0, g,(p, 0) = 
-q(p O)-min{7I1(O), 7O2(0), m3(0)}>O. Also g(p, N) =O at some point N =Kp, which 
is unique because gN = 77NN < 0 at places where g = 0 and N positive. Therefore, g> 0 
on (0, Kp) and g<0 on (Kp,oo). The point (p, Kp) lies on Fl. From our hypotheses, 
Kp_ N- if pE[a, b]. 
Let h be a smooth function defined on [0, oo) such that h(0) = 0, h'(0) > 0, h > 0 
on (0,N-), h<0 on (N-,oo), and h(N)'g(p,N) for all a-p-b. Since N-'- 
min{NI(p, N)F 1,0 p?1}, which is positive, h may be chosen so that h'(0) is 
independent of a or b and h(N)-'h'(O)N for N'O. 
Let N(x, t) satisfy the equation N,-NV,-h(N)==0 in D', N(x, t) =O on the 
boundaries of D', and 0' N' min {N, N-} on the base of D'. Without loss of 
generality, we may assume that N #0 on the base of D'. Since h(N-) = 0 and 
Nt-NXX-h(N)'-O0, Theorem 2.2 implies that 0 ' N ' min{N, N-} in D'. Also, 
according to Lemma 2.3(i), there exists c"> 0, depending only on c' and h'(0), such 
that N converges to N- uniformly in any conical subdomain D" of D' with slope 
1/c". Therefore, lim inf , N(x, t) ? N- uniformly in D". The proof of Lemma 4.1 is 
complete. 
LEMMA 4.2. Let (p, N) be a solution to (1.1) in R x [0, oo) and let N'=- 
max{NI(p,N) cF and O'p_1}. Then limsup,, N(x, t)-'N' uniformly in R. 
Proof. From what was said in the first paragraph of the proof of Lemma 4.1, we 
see that there exists a function h(N) such that g(p, N) ? h(N) for 0O_?p ' 1, h(O) = 0, 
h'(0)>0, h>0 on (0, N'), and h<0 on (N',oo). Let N(t) satisfy the equation 
N'=h(N), N(O)=M where M is defined in (3.4). Then N,-NXX-h(N)?' 
Nt - NXX- h(N) in RF x [0, oo) and N(x, 0) ' N(O). The maximum principle implies 
that N ' N in RF x [0, oo). Since N decreases to N+ as t - oo, the proof of Lemma 4.2 
is complete. 
Proof of Theorem 3.1. We only prove part (i) assuming that F2 lies below N= 
K3 - Eo. The case when F2 is increasing will be proved in Remark 4.3. Part (ii) may 
be reduced to a case very similar to part (i) by looking at the system of equations 
involving the functions q = 1 -p and N. 
To define c, we have to define three conical domains D3 D D2 ' D1. First look at 
the proof of Lemma 4.1 with a = 0, b = 1, and D' = {(x, t) I t ? 0}. We observe that the 
same proof works if in the last paragraph of the proof, instead of applying Theorem 
2.2, we apply the maximum principle for the upper halfspace. Therefore, there exists 
c*>0 (depending only on 77) such that if D3 is any conical domain with slope 1/c3, 
0 < c3 < c*, then lim inf,x N(x, t) ? K3 uniformly in D3 . We fix C3 for the rest of the 
argument. 
From both the above and Lemma 4.2, given a conical domain D3 with slope 1/c3, 
there exists a constant T3 T3(D3, EO, po, No) such that 
(4.1) K3_-E N(x, t)'-K1+ 0 
for all (x, t) E D3, t ' T3. On the other hand, from Fig. 3.1(a) and our hypothesis that 
F2 lies below K3 - EO, there exists a constant o- > 0 such that (NqA - 7/a ) ? u- in the region 
{(p, N) I N ' K3-0, 0 'p '1}. 
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Let p satisfy the equation pt = _ + o-p(1 - p) in a conical domain D3 with slope 
1 / c3. Let p = 0 on the boundaries of D3, 0? p 1 on the base of D3. Then according 
to Lemma 2.3(i), there exists a constant c2, depending only on C3 and o-, such that for 
any conical subdomain D2 of D3 with slope 1/c2, p converges to 1 uniformly in D2. 
To continue, fix a conical domain D2 as above. Let E >0 and a = 1 - e, b = 1, 
D'= D2 in Lemma 4.1. Then there exists cl > 0, depending on c2 but not on E, such 
that if 1 - ?- p - 1 on D2, then lim inf,O N(x, t)? N- uniformly in any conical 
subdomain D, of D2 with slope 1/c,. Here N- is defined by (1 - E, N7) e F, and N- 
increases to K1 as E E 0. 
Having defined the constants Cl < C2 < C3, we let c, in the statement of Theorem 
3.1(i), equal cl. Now let D be any conical domain in {(x, t) I t _ 0} with slope 1/c and 
let (p, N) be the solution stated in the theorem. Let D3 D D2 D, where D3, D2 are 
conical domains with slope 1/c3, 1/c2, respectively, and let T3 be defined as above. 
Then (4.1) holds in D3n{t? T3} so that (77A-77a)--o and p satisfies p,-p,,- 
op(l-p) _-O in D3qn {t?_ T3} 
Choose p as above with D3 replaced by D3n q{t ? T3} and with the additional 
property that p _ p on the base of D3. Then p converges to 1 uniformly in D2. Since 
p ' p in D3, p must also converge to one in D2. This shows that p converges to 1 
uniformly in D. 
Let E > O and choose T, i T3 so large that 1 - E ' p _ 1 in D2n{ t ' T, }. Then from 
what we said earlier and Lemma 4.2, we have 
NE lim inf N(x, t) ' lim sup N(x, t) ' K1 
uniformly in D n {t ' TF}. Since NF increases to K1 as E decreases to zero and c does 
not depend on E, the proof of our theorem is complete. 
Proofof Theorem 3.2. We now turn to the proof of Theorem 3.2. From the definition 
of N(p), we have [N]'(p) = -( NA 7a)p/(NqA N1a)N =(7+? 773 27/2)/(7/A 7Na)N 
evaluated at (p, N(p)). Therefore (3.5) implies that F2 is increasing in Q. Fix N between 
yo and yi and consider NqA - Nqa as a function of p. This function is decreasing on [0, 1] 
and has a nondegenerate root (because of (3.5)) at a(N) = [N]-1(N). Therefore, we 
can write (qA-Na)==13(N)[a(N)-P] where 13(N) satisfies O<C Cl ' ,(N) _ C2 for 
N E [yo, yi]. The following lemma is the counterpart of Lemma 4.1. 
LEMMA 4.3. Suppose we are in the heterozygote superior case and (3.5) holds. Let 
(p, N) be a solution to (1.1) in R x [0, oo). Suppose there exist constants c, d such that 
-yO< c < d < Yi and c _ N(x, t)' d in a conical domain D' with slope 1/c'. Let p+ = a(d) 
andp- = r(c) where ca(N) = [N1]-(N). Then there xists c"> 0 such thatforany conical 
subdomain D" of D' with slope 1/c", we have lim supt, p(x t) 'p+ and 
liminft,p(x t)?p- uniformly in D". 
Proof. We only prove the first inequality since it is more difficult. Let q =1 - p. 
Then q satisfies q, - qxx + (NA - Na)q(l - q) = 0. If N lies in [c, d], then p- _ a(N) ' p+ 
so that ( NA - Na) = ,3(N)[q - (1 - a1 (N))] ? /(N)[q - q+] where q+ 1 -p+. Let h(q) = 
Cl (q+ - q)q(I - q) for 0 q ' q+ and let h(q) = C2(q'- - q)q(I - q) for q > q+. Then 
qt- qx- h(q): 0 in D' but h is not continuously differentiable. 
Let 8 > 0 and h E C'[0, oo) such that h(0) = 0, h'(0) > 0, h > 0 on (0, q+ - 8), h < 0 
on (q+-i,oo) h(q)=h'(0)q for q -0and h=h. Then q,-qx,-h(q)?0 in D'. Let q 
satisfy qt - q_x - h(q) = 0 in D', q = 0 on the boundaries of D' and q = min {q q+ - 8} 
on the base of D'. Then Theorem 2.2 implies that the same inequality is valid in D'. 
From Lemma 2.3(i), there exists c"> 0 such that q converges to q+ - uniformly on 
any conical subdomain D" of D' with slope 1/c", c" depends only on c', and h'(O). 
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Also h may be chosen so that h'(O) is independent of 8. Therefore, lim inf,, q(x, t) 
q+ - 8 uniformly in D", which is equivalent to lim sup,,, p(x, t) p + ( uniformly in 
D". Since 8 is arbitrary and 3" is independent of 8, the first inequality is proved. 
We now repeat the same idea to prove the second inequality, obtaining a constant 
c" along the way. c" in the theorem is then defined to be the smaller of 3" and c". The 
proof of Lemma 4.3 is complete. 
Remark 4.1. We see from the above proof that if there exists * >0 such that 
yo+8*=-c< d _ yl -E*, then c" depends only on * and not on c, d. 
Remark 4.2. If d -:-y or c _ yo, then we can define p+ = 1 or p- 0 so that the 
theorem is still valid. 
We now return to the proof of Theorem 3.2. It is clear that F2 is increasing and 
passes through (p*, N*). The rest of the proof involves constructing n rectangles 
R, = {(p, N) p- --p ' p* N N ? N*}, such that Rj+1 c Ri and Rn is contained in 
the interior of the square ABCD with sides 28. Also, for each i, there exists a constant 
c >0 such that if DW is any conical domain with slope 1/ ct, then 
(4.2) (p', N-) liminf(p N)_ limsup(p, N)(p* N*) 
.00 ,00 (DO t-(D 
uniformly in D. The constant c8 in the theorem will be set equal to cn. It is clear 
from (4.2) with i = n that the result of our theorem is valid. Finally, to avoid repetition, 
we only define R1, R2, R3, which are shown in Fig. 4.1. The definitions of the rest of 
the Ri's will become obvious. 
N 
YY 
1~~~~~~~~~~~~~~~~ _ 2 
0 p.1 
Fpo 4.1 
EVOLUTIONARY ECOLOGY MODEL 1457 
Let ABCD be as shown in Fig. 4.1. We assume that K1 < yo< K3. The cases when 
Yo,y K1, K3 are ordered differently may be dealt with similarly. Let 8* satisfy yo< 
K3 - 28* and N* + 28* < y,. From an idea similar to the one given at the beginning 
of the proof of Theorem 3.1(i) and from Lemma 4.2, there exists c, >0 (depending 
only on i1) such that for any conical domain D, with slope 1/cl, we have 
(4.3) K1 _ lim inf N(x, t) _ lim sup N(x, t) ' N* 
t->, t 
uniformly in D,. Therefore, given 0< E < E*, there exists T, = T,(D,, 8, po, No) such 
that 
K-E NN(x, t)? N*+E 
for (x, t)DI, t-T,. Let c=K,-E, d= N*+E, and D'= Din{t'-TI as in Lemma 
4.3. Then there exists c2> 0 (depending only on cl and 8*; see Remark 4.1) such that 
in any conical subdomain D2 of D, with slope I/c2, we have 
0- lim infp(x, t) ? lim sup p(x, t)_ pF. 
t--0 t ->0 
Here p+ is defined by (p+, N* + E) C F2. Since p+ I p* as E I O and c2 is independent 
of 8, we have 
(4.4) 0 ? lim inf p(x, t) ' lim sup p(x, t) ' p* 
t--00 t->00 
uniformly in D2. Let p7=0, N= K1 in the definition of R1. Then (4.2) is valid 
uniformly in any conical domain DE with slope 1/c* where c? *= c2. 
To define R2, let 0 < E < E* and let Di, D2, Cl, C2 be defined as above. From (4.4), 
there exists T2= T2(D2, 8, Po, NO) such that 0 ' p(x, t) ' p* + E for (x, t) C D2 and 
t? _T2. Let a=0, b =p*+E, D'=D2n {t- T2}, andc'=c2asinLemma4.1.Thenthere 
exists C3> 0, independent of 8, such that for any conical subdomain D3 of D' with 
slope 1/ C3, we have 
(4.5) K3 C lim inf N(x, t) ? lim sup N(x, t) ? N* 
t--00 t->00 
uniformly in D3. Therefore, there exists T3= T3(D3, 8, Po, NO) such that K3 - E ? 
N (X, t) N *+ E for (x, t) E D3 n {t _ T3}. 
Let c= K3-E, d = N*+E, and D'=D3n{t? T3} as in Lemma 4.3. Then there 
exists C4>0, depending on E*, such that for any conical subdomain D4 of D3 with 
slope 1/ C4, we have 
p ?lim inf p(x, t) ? lim sup p(x, t) 'p 
too>0 too>0 
uniformly in D4. Here (p+, N* + E) and (pE 9K3-E) both lie on F2. Since p+ I p*, 
PF increases to p;- as E 0  where (p-, K3) E F2, and C4 is independent of 8, we have 
(4.6) p2 _ lim inf p(x, t) ? lim sup p(x, t) _ p* 
t ->00 t ->00 
uniformly in D4. From (4.5) and (4.6), if we let N- = K3, we have defined R2, and 
(4.2) is valid in any conical domain D* with slope 1/cr , Cgj = C4. 
It is now easy to see from Lemmas 4.1-4.3 and Fig. 4.1 that R3 = 
{(p, N)lp- _p _p*, N3-i_-N?C N*}whereN-=min{NI(p, N)cEF, p- Cp Cp*} and 
P3- is defined by (p3-, N-) CiT2. We repeat this process and it is clear from Fig. 4.1 
that after a finite number of steps, say n, which depend on S, Rn c ABCD. The proof 
of Theorem 3.2 is complete. 
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Remark 4.3. We now prove Theorem 3.1(i), assuming that F, is increasing but 
does not lie below N= K3. We observe that FT and FT to the left of p =p* in Fig. 4.1 
is exactly like the first intermediate case except that yj <,f1 as in Fig. 3.1(a). Let ABCD 
be a square with side 28 in Q with f,3 as the midpoint of the right side. Choose 8 > 0 
small enough so that ABCD lies above F2. Proceed as in the proof of Theorem 3.2 
and conclude that there exists c, > 0 such that for any conical domain D, with slope 
1/c,, the solution (p, N) C ABCD uniformly in D, as t -> oo. From (3.1)(iii), there exists 
o-> 0 such that (NA - N )a o- in ABCD. Using the lower comparison function p as 
defined in the proof of Theorem 3.1, we can show that there exists c,> 0 such that 
p-* 1 uniformly in any conical subdomain D' of D, with slope 1/c,. From this we 
can show that No- K,. Since 8 depends only on F1 and F2, the proof of Theorem 3.1 
is complete. 
Proof of Theorem 3.3. From (3.6) and the definition of N, F2 is decreasing. From 
(3.7), (mR3 - Nq2)(KI) < (Ni - Nq2)(K1), which implies that K3 < K,. We now state a tech- 
nical lemma whose proof will be given at the end of this section. 
LEMMA 4.4. Let E > 0 satisfy N, + E < N*. Then there exists LF > 0 such that if 
N1 + E-' No(x) ' N2 on an interval J of length greater than LF, then there xists a conical 
domain D, with slope I/ cl and base contained in J such that the solution of (1.1) satisfies 
N _N(x, t)-N2 in D,. 
Let cl=N1-E and dF=N2+E. We would like to find a,> 0, 13F>0 such that 
h,(p) = (aCp - )3)p(1 -p) satisfies the inequality f(p, N)?_h: (p) in [0, 1] x [cF, dj] 
and the conditions in (2.5). Since (AN- a) = (a(N)p -13(N)) where a (N) = 
N1 + N3 2N2 and 83(N) =Nq3 - N2, the inequality holds if 83(N) _I/38 and aC '- 
a (N)-13(N)+3,B. Therefore we define /3F =max[,C,d,] 3(N) and aC. = 
min[,.,,d, (NI - N2) +13F. On the other hand, fJ hF > 0 if and only if aF > 2F, which is 
satisfied according to (3.7) if E> 0 is sufficiently small. For each such small E, we 
define KF by fJ hF =0. 
Let E > 0 be sufficiently small such that N1 + E < N* and h, has the properties 
mentioned above. Let L. = L' be defined as in Lemma 4.4. From the hypotheses of 
(po, No), the solution (p, N) of (1.1) satisfies f(p, N)- hF(p) in D,. 
Fix t > 0 such that CF = K, + Z < 1. Let Lo) be defined as in Lemma 2.3(ii) with 
h, K replaced by hF, K,, respectively. We shall see later in the proof of Lemma 4.4 that 
the base of D1 has length greater than L,,,. From the hypothesis of po, there exists a 
function po defined on the base of D, such that 0?po?-po and po> C, on an interval 
greater than L,. 
Let p(x, t) satisfy p,-p.YX-h,(p)= 0 in D1, p= 0 on the boundaries of D, and 
p(x, 0) =po. Then Theorem 2.2 and the above inequality between f and h, imply that 
p _ p in D, From Lemma 2.3(ii), there exists c2 > 0 such that p, and hence p, converges 
uniformly to one in any conical subdomain D2 of D, with slope 1/C2. The rest of the 
proof is now easy. We simply apply Lemma 4.1 with a T 1 and b= 1 and Lemma 4.2 
with N+ = K1 to show that N converges to K1 in any conical subdomain D of D2 
with slope 1/c. Therefore, the proof of Theorem 3.3 is complete once we prove Lemma 
4.4. 
Proof. Let a = N1 + E. Similar to the proof of Lemma 4.1, there exists h c C'[0, oo) 
such that h(0)=0, h'(0)>0, h>0 on (0,a), h<0 on (a,oo), h(N)_g(p, N), and 
h ( N)-h'(0) N for 0-p _ 1 and N -' O:. 
Consider (Al) in Appendix A where 0<,c <21h'(0). Rewrite (Al) as (A2) and 
consider its phase plane. The point (a, 0) is a saddle and (0, 0) is a stable spiral. The 
solutions on one direction of the stable manifold at (a, 0) remain in S+ = 
{(q, p)I0<q<a, p>O} as t->-oo until they reach a point P on the positive p-axis. 
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One direction of the unstable manifold at (a, 0) remains in S- = {(q, p) 0 ? < q < a, p < O} 
until it reaches the negative p-axis and then spirals into (0, 0). 
Let (qp3, pf3) be the trajectory mentioned in (b) of Appendix A that connects a 
point on the positive p-axis to a point on the negative p-axis. If (q,8(0), p,(0)) is 
sufficiently close to P, then (q,,, pB) passes through a point (/3, 0) that is very close to 
the equilibrium point (a, 0). Since N1 <,8 <a, q13(x)> N1 on an interval (a, b) with 
length greater than Lo) defined earlier. 
Let z be a solution to (2.1) in OR x [0, x), iJ(x) = qp(x) on (0, bp) and zero elsewhere. 
Then z(x - ut, t) is nondecreasing in t for each x (see Appendix A). From above, 
z(Ja) _ N1 so that z(a - tt, t ) _ N1 for t ' 0. Let LI = 3b13 as in Lemma 4.4. Without 
loss of generality, we may assume that J = (-ba8, 2bo) so that 2o(x) < No(x) on OR. 
Let N satisfy the equation Nt-  - h ( N) = 0 in OR x [0, cc) with zo N- ' No on 
OR. Then the same inequalities hold between z, N, and N for t> 0. We may further 
restrict N0, to be symmetric about (a + b)/2 on OR and increasing to the left of it. Then 
the same is true for t > 0. Since N(a - ut, t) _ N1 for t ' 0, N, and hence N, lie above 
N1 in a conical domain with base (a, b) and slope 1/. Let this domain be denoted 
by D1. Then N-' N, in D1 since K1 ' N2 (see Lemma 4.2). Note that the base of D, 
lies inside J and is greater than L,. The proof of Lemma 4.4 is complete. 
5. Example. Let -qi = r,(1 - N/K,) where r, > 0, K, > 0 are distinct for i = 1, 2, 3. 
Then the four cases mentioned in ? 3 correspond to the following ordering of the K,'s. 
Case 1. K1 >K2> K3. 
Case 2. K1 < K2< K3. 
Case 3. K1 <K2 and K3< K2 
Case 4. K1 >K2 and K3> K2 
Assume that 
(5.1) r1 < r2< r3 
and 
(5.2) r, < r2 < r3 
K1 K2 K3 
It is clear that conditions (3.1) are satisfied. In particular, from (5.2), (A - Th)N > 0 
so that the Implicit Function Theorem implies that N exists. Also, from (5.1), (?jA- 
-qa)(P,O)<0 so that (3.1)(iii) is satisfied. Condition (3.5a) holds if, for example, 
r2> 2(r1 +r3) and r2/K2 <( r1/K1+r3/K3). Condition (3.6a) holds if these inequalities 
are reversed. As for condition (3.7), (R3 - 72) is decreasing in N and (mq - m) is 
increasing in N. Therefore, (3.7) holds if (r 3 - rq2)(N1) < (1?I - -q2)(N1), which translates 
into the inequality (r3 - r1) < (r3/K3 - r1/ K1) N1. Suppose N1 = K2, which must be less 
than N*; then this inequality is satisfied if r3(1 - K2/K3) < r1(1 - K2/ K1). 
Appendix A. 
Proof of Lemma 2.3(i). We first observe that by replacing v by the function 
v(x+ (L1 + L2)/2, t - r), we may assume that D is symmetric about the t-axis (L, = 
-L2= L) and its base lies on the x-axis (i-= 0). The constant c' in the statement of 
the theorem can be any number that satisfies 0 < c'< min {2A1h'(0), c}. We fix such a 
number for the rest of the argument. 
To prove Lemma 2.3(i), we must construct lower comparison functions z and i 
These are solutions of (2.1) in D that vanish on the boundaries and have initial data 
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satisfying the following equation: 
(Al) q"_+ _q'+ h(q) = O 
where 0 ' < 2,/ h'(0). 
To analyze (Al), let p = q' and write the equation as a first-order system. 
q, =p, 
(A2) 
p =- -p - h(q). 
Using phase-plane analysis, Aronson and Weinberger [1] have proved the following 
results concerning (A2): 
(a) If u = 0, then for every 0< , < a, there exist a function qj3 and a constant 
b3 > 0 such that qp satisfies (Al) on (0, b.) and vanishes at the endpoints. Furthermore, 
q 3(x) ' q3 (b[3) ' , q,3 converges to the function / sin V/h'(0) x as / I 0 and limi3l, b3 = 
(b) If 0 < ,u < 21h'(0), then the origin in the phase plane is a spiral. This implies 
that there exist trajectories that connect the positive p-axis to the negative p-axis. 
Suppose such a trajectory crosses the q-axis at the point ,B. Let qo be the corresponding 
solution to (Al) on the interval (0, b13) with q13(0) = 0, q13(b13) = 0 and 0< q13(x) ? ,B < ca 
on (0, b13). 
To define z, we first consider (Al) with u = 0. Let b,3 and qj3 be as defined in (a) 
above. Without loss of generality, we may assume that the base of D contains the 
interval (0, ir/V/h'(0)). Hence for sufficiently small /3, the base of D also contains the 
interval (0, ba,). Let z(x, t) be the solution of (2.1) in D, z=0 on the boundaries, 
z(x, 0) = q,(x) on (0, b,,) and z(x, 0) = 0 elsewhere on the base of D. Let R be the 
infinite stripe {(x, t)I 0 x ' bI, t _0} contained in D. Clearly, q,3 satisfies (2.1) in R 
and vanishes on the vertical boundaries. Therefore, from the maximum principle, 
q, (x) z(x, t) on R. 
Let 8 > 0 and consider the function z,(x, t) = z(x, t + S) that is defined on a slightly 
larger conical domain containing D. From above, z(x,0)'= z,(x,0) on the interval 
(O, bN). Since z(x, 0) = 0 elsewhere, the inequality holds on the base of D. Theorem 
2.2 implies that z(x, t) ' z,(x, t) in D. Therefore, z(x, t) is nondecreasing in t, bounded 
above by a, and converges to a function r(x)?-0 that satisfies (Al) on OR (Schauder 
estimates). We can show that r= a (see [1]). In summary, we have shown that 
lim,O z(x, t)= a uniformly on compact subsets of OR. 
Next we define i. Consider (Al) with 0< <min {21h'(O), c}. Let b,3, q,3 be as 
defined in (b) above. Let z(x, t) be the solution to (2.1) in D, z = 0 on the boundaries, 
z(x, 0) = qo (x) on (0, b:) and z(x, 0) =0 elsewhere on the base of D. Let z' (x, t) = 
z(x-jt, t). Then z' satisfies the equation 
(A3) Z/- = zI-x + ,uz' + h Wzy) 
in D,, where D,, = {(x, t) I -L- (c -g)t x L+ (c+ g)t, t-0 O}. Also, z' =0 on the 
boundaries of D,, and z'(x, 0) = z(x, 0). The argument used above to show that z 
increases to ca uniformly on compact subsets of OR is also valid here. Therefore, for 
each x, lim t .(x - bt, t) = a. 
We now return to the proof of Lemma 2.3(i). Since v(x, 0) is nontrivial, Theorem 
2.2 implies that v > 0 in the interior of D. Recall that z actually depends on qo defined 
in (a) by the relation z(x, O) = qf3(x) on (0, ba), z(x, 0) = 0 elsewhere on the base of D. 
Therefore, given e > 0, we may choose ,B so small that z(x, 0) v(x, e) on the base of 
D. Since v(x, t + E) 0 O on the boundaries of D, Theorem 2.2 implies that z(x, t) = 
v(x, t+ e) in D. From what we have shown about z, lim , v(x, t) = a uniformly on 
compact subsets of OR. 
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To continue, recall that z depends on q3 defined in (b) by the relation z(x, 0) = 
qp(x) on (0, b13), =O0 elsewhere on the base of D. From the last paragraph, for 
sufficiently large T, we have v(x, T) ? wo(x) z 2(x, 0) on the base D. Here w( is an 
even function with support in the interior of the base of D. Also, we can choose wo 
to be nonincreasing for 0 < x < L on the base of D. 
Let w be the solution to (2.1) in D with w = 0 on the boundaries and w(x, 0) = wo(x) 
on the base of D. Theorem 2.2 implies that z(x, t) w(x, t) - v(x,t + T) in D. Let 
c' < ,u < min {221h'(0), c}. Then lim,O w(x - 1jt, t) = a. In other words, w converges to 
a on a ray lying in D with slope -1/. From the maximum principle (applied to w, 
in quarter-space) w(x, t) is symmetric in x and w,(x, t) < 0. Therefore w converges to 
a uniformly in a conical subdomain D of D with slope I/IL. Since c'<A, Dn{t_ T} 
eventually contains D', n {t ? T} for sufficiently large T. Since w(x, t) ' v(x, t + T) in 
D, v also converges to a uniformly on D'. The proof of Lemma 2.3(i) is complete. 
Proof of Lemma 2.3(ii). We prove the second half of the lemma first. Let ,B 
K + Cw C (K, 1). Then there exist a function q: and a positive constant bo such that q, 
satisfies q"+ h(q) = 0 and is positive on the interval (0, b,). Furthermore, q, (0) = 
qfl(b13) = 0 and q, (x)? qj3('b,3) =,8 in [0, bj3]. These facts can be proved by looking at 
the phase plane of the equation q"+ h(q) = 0 where h satisfies (2.2) and (2.5) [5, p. 129]. 
To prove the second half of the lemma, let L. = b,3. From our hypotheses, there 
exists xo such that v(x, 0) _ q, (x - x0) on the interval (xo, xo + bj3) that lies on the base 
of D. Let w be the solution to w, = w,, + h(w) in D, and w = 0 on the boundaries. Also, 
let w(x,0)=q13(x-xo) on (xo,xo+b13), and w=0 elsewhere on the base of D. Then 
Theorem 2.2 implies that w(x, t) < v(x, t) in D. We can show that w increases to one 
uniformly on compact subsets of R, just as we did for the function v in the proof of 
Lemma 2.3(i). Therefore, lim,O v(x, t) = 1 uniformly on compact subsets of 1R. 
The proof of the first half of Lemma 2.3(ii) follows the same recipe as the proof 
of Lemma 2.3(i). By choosing A > 0 sufficiently small, the origin is a saddle and (a, 0) 
is a stable focus in the phase plane of (A2). We can show that there exists a trajectory 
connecting the positive and negative p-axes. We leave the details to the reader. The 
proof of Lemma 2.3(ii) is complete. 
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