ABSTRACT
Introduction
With the development of information technology, people have paid more and more attention to the information security. Information hiding in a digital image has become the focus of the information security research. For an effective information hiding scheme, three basic requirements should be satisfied: transparency, robustness and security. The former two are in conflict with each other. To dissolve this conflict availably, we can consider using the masking characteristic of human visual system (HVS) [1] . Duo to its good time-frequency localization function is similar to the visual masking of HVS, the DWT has been used widely in the field of information hiding [2] . A good hiding technique should also extract the hidden information from stego-image blindly.
In recent years, many algorithms based on HVS and DWT had been proposed for information hiding [1] [2] [3] [4] [5] [6] . And some [1] [2] [3] of them also had implemented the blind extraction of hidden information. But those algorithms are mostly armed at binary iconic watermark. So they are unsuitable for hiding the text information and covert communication. The reference [5] proposed a robust encryption technique for text information. Though the transparency, robustness and security of that algorithm were all good, the embedded capacity was restricted due to only one bit watermark can be hidden in two blocks, whose sizes were settled as 8×8.
Use for reference [5] in watermark embedding, we propose an adaptive information hiding method based on average value relation of corresponding DWT sub-bands of two neighboring blocks with double JND thresholds and adjustable block size. As mentioned previously, in order to adjust the input image for transparent watermarks, we employ a visual model [2, 5] to calculate the different double block based JND thresholds for determining the intensity of watermarking at the different location of image. We also give a redundant encoding method for robustness. This paper is organized as follows. In Section 2, we give the JND threshold calculation equation for controlling the embedding intensity. Section 3 presents the information hiding algorithm and its extraction in detail. Section 4 examines the performance of proposed algorithm, and shows that the proposed scheme yields more effective and better performance, both in terms of transparency and robustness through simulation. Section 5 gives the conclusion of this paper.
JND Threshold Calculation

Visual Model
Under the background gray f, the human eyes relative sensitivity to gray change (f)=f/f, which is a non-linear function of f, can be approximated by the equation as follows [5] :
where e is the base of natural logarithm. In experiment, we can use the gray mean of K×K image block B uv located at (u, v) as the background gray f, i.e. f=mean (B uv ).
JND Calculation
To ensure the watermark has good transparency and robustness, we can use JND to adjust the intensity of watermark-embedding [2, 4, 5] 
Adaptive Information Hiding Scheme
Watermark Embedding
Let W represents a watermark sequence, B uv1 and B uv2 are two neighboring image blocks and their DWT-transformed detail sub-bands are and (simply marked by D 1 and D 2 , or by a universal symbol D t , t {1, ∈ 2}). Now we can define the admissible distortion factor of sub-band coefficients of DWT as follows:
where is a positive number, which is an effect factor of absolute values of detail sub-band coefficients to embedding intensity. When the block size is 2×2, whatever the value of is, the Equation (3) is constant and can be simplified to .
We assume that  is the mean value of JNDs of two neighboring blocks. It is represented by equation as follows:
If the crytic normalized range of [a,b] in Equation (2) is set by two different un-overlapped ascend ranges [a 0 ,b 0 ] and [a 1 ,b 1 ], such as [1, 2] and [6, 7] , then we can get two different from Equations (2) and (4). They can be represented by  0 and  1 , or by a universal symbol  r ,
r∈{0,1}.
We also assume that d is the corresponding DWT detail sub-band coefficients difference of two neighboring blocks at same direction, and is the adjustment intensity matrix of detail sub-bands coefficients. They are represented by equations as follows respectively:
where Sign(·) is a sign function, it is defined as follows:
W k is the k-th element of binary watermark sequence W.
If the DWT detail sub-band features of two neighboring blocks after embedded should satisfy the relationship with the consecutive two bits W k and W k+1 of watermark sequence as shown in Table 1 . We can prove that the watermark embedding rule is as follows:
From the embedding rule, we know that each couple corresponding detail sub-bands of two neighboring blocks can be embedded 2 watermark bits. And the two neighboring blocks have three couple corresponding detail sub-bands. So, if the size of carrier image is M×N, the information hiding capacity of this algorithm can reach to the value of (3MN)/(K 2 ) bits. It is double than that of [5] . For example, if the size of carrier image is 512×512 and the block size is 2×2, then the full information hiding capacity is 196608 bits or 24576 bytes. It is large enough to hide information. If applied to hide short text information into a carrier image, this method can bring an enough redundancy to ensure its robustness.
Watermark Extraction
Being the same with watermark embedding, we should select two neighboring blocks B′ uv1 and B′ uv2 each time from Hilbert scanning sequence of stego-image blocks, and a couple of their DWT detail sub-bands 1 D and 2 D . d set th=(b 0 +a 1 )/2. Then, we can prove that the watermark extraction rule is as follows: The size relationship of corresponding DWT detail sub-bands
An
where is the k-th element of watermark sequence , which is extracted from stego-image blindly. From Equation (9), we know that the anti-interference ability of this algorithm lies on the interval value between b 0 and a 1 . The larger interval value is, and the better anti-interference ability is. 
Information Hiding Algorithm
Step 1: Read a text file and convert it into a bit stream W, which is called the original watermark.
Step 2: In order to enable that the length of original watermark W is just equal to 3 times of total blocks number of carrier image, some zeros can be appended to the end of it.
Step 3: For improving the robustness of watermarking, the redundancy of embedded watermarks should be ensured. So the original watermark W should be extended periodically as follows:
where W ex is the extended watermark, represents its m-th element, Cr is the extended factor. m ex
W
Step 4: In order to improve the security of watermarking, W ex should be scrambled randomly.
Step 5: In order to keep the relativity of two neighboring image blocks, we can scan the original carrier image by Hilbert scanning to obtain a Hilbert scanning sequence.
Step 6: Select two neighboring image blocks B uv1 and B uv2 each time from the Hilbert scanning sequence, and embed the watermark according to the method as mentioned in Section 3 until all DWT detail sub-bands of all blocks have been processed.
Step 7: After applied the inverse DWT for all watermark embedded blocks, we can get a stego-image I′.
Information Recovering Algorithm
Step 1: Scan the stego-image I′ by Hilbert scanning with the same order as that in information hiding.
Step 2: Select two neighboring image blocks B′ uv1 and B′ uv2 each time from the Hilbert scanning sequence, and extract the watermark according to the method as mentioned in Section 3 until all DWT detail sub-bands of all blocks have been processed.
Step 3: After that, we can get a watermark sequence ex Ŵ , which involves the Cr copies of original watermark.
Step 4: If there was a scrambling when watermark was embedded, here we should do unscrambling to ex Ŵ .
Step 5: The final watermark can be obtained from ex Ŵ as follows:
Step 6: The binary watermark sequence should be converted back into a text file.
Ŵ
Experimental Results
The peak signal-to-noise ratio (PSNR) is employed to evaluate the quality of stego-image, meanwhile the bit error rate (BER) is employed to evaluate the quality of recovered secret information.
In the experiment, the proposed algorithm was evaluated on the gray image "Lena" (512×512×8). The block size K can be 8, 4 or 2. In order to ensure the algorithm's anti-interference ability is good, As shown in Figure 1 , the PSNRs of stego-image are constant when K =2, but when K >2, the bigger  is, the higher PSNRs are. But as known in Section 3, the bigger  will bring down on the embedding intensity, it leads that the performance of recovering algorithm will be worse, especially when K =8, the BERs will be higher. As shown in Figure 2 , we know that BERs are always zeros when ≤1, and whatever the K is. So we set the =1 in the following experiments. As shown in Figure 3 [6, 7] . As shown in Table 2 , the algorithm's full hiding capacities in various block sizes and their performances are good enough to hide information. Table 2 and Figure 4 , considering the visual perception in the algorithm, the hidden information in "Lena" gray image is invisible though the PSNR is a little low. The algorithm can fully recover the hidden information from the stego-image. Figure 4 . The information hidden results of "Lena" In the experiment, we also did some attacking tests to the algorithm on the condition of K=4 and 768 bytes text with 8 redundant copies. As shown in Table 3 , we found that the algorithm was robust to central region cropping, brightness enhancement and contrast enhancement.
Conclusions
This paper presented a new scheme of information hiding in gray images based on DWT for long text information hiding or covert communication. In our approach, the comparability of corresponding DWT detail sub-bands of two neighboring image blocks was considered, and in order to improve the transparency of information hiding, the visual model was also used for calculating the double block based JNDs to determine the embedding intensity at different locations of image. The block DWT sub-band feature encoding technique increased the embedding capacity double than that of [5] . The adjustable block size gave facilities for various applications. If you request the algorithm to have a better transparency, you should select bigger block size. Or if you request that it has a larger embedding capacity, you should select smaller block size. In addition, in order to improve the algorithm's robustness and ability of defense some general image processing attacks, such as cropping, brightness enhancement and contrast enhancement, the redundant encoding was given for increasing the embedded copies of watermark. The experiment results demonstrate that the proposed algorithm yields the acceptable performance for transparency and robustness, and also increases the embedding capacity for information hiding.
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