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ABSTRACT 
Reis, George Angelo. M.S. Egr., Department of Biomedical, Industrial, and Human Factors 
Engineering. Wright State University, 2009. The Effects of Depth and Eccentricity on Visual 
Search in a Depth Display. 
 
 
 
The attribute of depth has been shown to provide saliency or conspicuity for items in a visual 
search task. Novel displays that present information in real physical depth offer potential benefits. 
Previous research has studied depth in visual search but depth was mostly realized without real 
physical separation of display elements. This study aimed to better understand the effects of real 
physical depth and eccentricity on visual search in a depth display. Through this understanding, 
we can appropriately utilize this new technology. An experiment was conducted to test four 
hypotheses regarding how depth, eccentricity, target feature, and screen location would affect 
target acquisition speed. An ANOVA of the experiment’s data suggests that physical depth can 
enhance the target search speed, especially when combined with other attributes for guiding 
attention.  Visual search performance can be hampered when eccentricity increases for the target 
item.  In addition, there seem to be interactions between target attributes and eccentricity.
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I. INTRODUCTION AND PURPOSE 
Novel displays that present information in depth or true three-dimensional (3D) 
representations have made tremendous advances and offer potential benefits.  For operators in 
control rooms or process monitoring positions, alerting mechanisms or mechanisms for providing 
situation awareness (SA) through depth, could prevent the loss of equipment, identify abnormal 
processes, or even as drastically, save lives.  However, these mechanisms or display element 
attributes must be applied appropriately and should be designed and evaluated for usability.  
There are different technologies that provide depth or true 3D, and these technologies must be 
evaluated with the same vigor that two-dimensional (2D) displays have been evaluated. One such 
display technology is that of a depth display. 
Depth Displays 
There are four major parts in the depth display: a back light source, a rear LCD display 
panel, a front LCD display panel, and optics between the LCDs. In a depth display, one liquid 
crystal display (LCD) screen is placed in front of another, and the frontal screen is transparent 
such that information can be seen on the frontal screen and through this information one is able to 
see information on the back screen.  The structure of such a display allows for imagery or 
information to be displayed in depth, realized through binocular vision and movement parallax 
(also referred to as motion parallax).  Figure 1 shows an example illustration of a depth display.  
In Figure 1, a map of the greater Detroit area lies on the rear screen and highlighted routes lie on 
the front screen.  That is to say, the highlighted routes are on a separate plane from the map.  The 
actual depth between the routes from the map is realized through accommodation, convergence, 
stereopsis, and movement parallax. 
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Figure 1. A representation of a depth display is shown with a Google map of the greater 
Detroit area on the back screen and the dotted-line routes on the front screen. 
 
Objectives and Scope of the Research  
The main objectives in this research are to study (1) whether depth (utilized with the 
depth display) can help in acquiring a target among a number of distracters and (2) whether 
eccentricity of the target will affect its acquisition.  The task performed in this study was a 
relatively simple task, but as described below, the study was designed not to extent itself 
aimlessly, but to provide a building block in a wall of research for depth displays. 
Contribution of the Research   
Some studies have explored operator performance using depth displays; however, there 
has not been a progression of basic experiments in the same manner that conventional 2D 
displays have received. This research on a depth display serves as a building block in the 
development of sufficient research to understand the utility of depth displays. This research 
provides a better understanding of the effects of real physical depth and eccentricity on visual 
3 
search in a depth display, which can provide guidance to designers of interfaces of how to 
appropriately utilize this new technology. 
Thesis Organization 
The remainder of the thesis is organized as follows.  In Section II, a discussion will be 
given of the terms 3D, 3D perspective, 2.5D, and depth. In that section, topics of vision science, 
space perception, and depth cues associated with perceiving depth will also be discussed.  Also in 
Section II, previous research on depth and visual search are reviewed.  Section III states four 
hypotheses that are tested in this study.  The experiment that has been conducted to test the 
derived hypotheses is described in Section IV.  Analyses of the experimental results are 
summarized in Section V.  Finally, Section VI offers conclusions and discussions of this research. 
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II. LITERATURE REVIEW 
In the 1980’s, new technologies and inexpensive computer parts evolved and spawned a 
new era in human-computer interaction (HCI).  The interdisciplinary field of HCI draws from 
many fields such as perception, cognition, linguistics, human factors, graphics design, computer 
science, and many more.  These new technologies required new research to be performed in HCI 
and its component fields.  In an analogous manner, advances in computer components, optics, 
computer science, augmented reality, and virtual reality environments have spawned new 
research for 3D and depth user interfaces (UI).  This section reviews related research on 3D 
displays, namely, a depth display. 
3D and Depth Displays 
The expression 3D display conveys different things to different people. We must clarify 
of what is meant by the actual term. Bowman, Kruijff, LaViola, and Poupyrev (2004) associate 
3D user interfaces with interaction that occurs in a spatial context.  In Bowman et al., the term 3D 
spatial context must be questioned or dissected further.  The term 3D has taken on an umbrella-
type role to encompass the different displays that provide some type of spatial context in three 
dimensions.  3D displays can include various types of displays.  Stereoscopic displays provide the 
illusion of depth in a two-dimensional image by presenting a slightly different image to each eye.  
Autostereoscopic 3D displays are flat-panel displays that have a lenticular screen, and when 
viewers position their heads in certain ―viewing zone,‖ they will perceive a different image with 
each eye (one from each of the sets of lenticles), giving a stereo image.  Holographic 3D displays 
reproduce a light field that is identical to that which emanated from the original scene.  
Volumetric displays present points of light within a volume and forms a visual representation of 
an object in three physical dimensions through the use of a rotating screen and multipoint
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projections.  In addition to the displays mentioned above we must also include 2D flat screen 
displays that present imagery in 3D perspective or 2.5D.  Here, the observer makes use of cues of 
such as perspective to obtain a sense or representation of depth.  The term 2.5D refers to the fact 
that the display is a 2-dimensional screen but with perspective cues employed, the scene 
represents a 3D context, hence it lies between 2D and 3D.  Lastly, and the focus of this paper, are 
depth displays.  
As mentioned in Section I, depth displays utilize two fully overlapped LCD screens.  
Concurrently, the back and front screens can present information while the front screen presents 
information at some level of transparency.  These depth displays only offer two discrete levels in 
the ―Z‖ direction (front and back) so it might be argued whether this display may be called 3D.  
We recognize that such a display is aptly characterized as a depth display because we see actual 
separation of information at two separate ―depths.‖  So when we talk about 3D we must be sure 
that all involved understand the specific nature what the 3D spatial context is in the display.  For 
more information on 3D UIs see Bowman et al. (2004) and Blundell and Schwarz (2006).  
The jump from 2.5D visualizations to 3D displays is still an evolving process. 2.5D 
visualization has proven utility, but could there be further performance benefits of visualizations 
provided through 3D and depth displays using the same imagery from these 2.5D visualizations?  
Performance benefits include those of faster and more accurate decisions provided through higher 
levels of situation awareness.  With that being said, we must approach our research in 3D and 
depth displays with caution due to possible geometrical illusions as experienced in 2.5D displays.  
There are competing theories of these geometrical illusions (Purves & Lotto, 2003), but 
regardless of the origin of such illusions, we must be aware of such phenomenon.  Smallman and 
St John (2005) and Cutting (2003) also have pointed out that visual perception is flawed and thus 
2.5D views of the world carry over these misinterpretations. To accommodate for these 
misconceptions, suggested methods include caricaturing reality and supplementing what is 
missed.  These adjustments to the perspective view can vary across multiple depth cues.  If these 
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adjustments can be done to the depth cues in the perspective views, we might then consider 
applying similar adjustments to the imagery created in 3D and depth displays. The next section 
will discuss some of the depth cues used by the human visual system. 
Depth Cues 
Depth cues allow us to perceive three dimensions in the real world or in a picture from 
the information delivered to the 2D area on our retinas. The set of depths cues also includes the 
changing information on our retinas due to motion either by the observer or the environment.  
Depth cues can be classified according to three categories: monocular static, monocular dynamic 
and binocular (Ware, 2004). Monocular static cues can be utilized with one eye while the image 
being viewed is static. Monocular dynamic cues can be utilized with one eye while the image 
being viewed is moving or dynamic. Binocular cues are utilized with the combination of the two 
eyes. Table 1 shows a list of some of the more important depth cues and a brief description of 
each cue follows. 
Table 1. Depth Cues Categorized. 
 
Monocular Static Monocular Dynamic Binocular Artificial Cues 
Linear Perspective Kinetic Depth Convergence Drop Lines 
Size Gradient Motion Parallax Stereoscopic Depth Proximity Luminance Covariance 
Texture Gradient    
Relative Height    
Occlusion 
(Interposition) 
   
Depth of Focus    
Cast Shadows    
Self-shadows    
Shape-from-shading    
Accommodation    
Atmospheric depth    
Familiar Size    
 
Linear perspective, size gradient, texture gradient. In the real world, as parallel lines 
recede away from the viewer, the lines converge on the retina as distance increases. The lines do 
not have to be parallel. The same effect is produced with a set of winding lines that have equal 
spacing between the lines.  The underlying mechanism is that geometry of objects in the real 
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world becomes smaller on the retina as they are positioned farther, hence, in addition to lines 
converging with distance, objects become smaller and a size gradient is perceived. The 
underlying mechanism also creates texture gradients. The texture elements in a uniformly 
textured gradient are perceived as smaller as the texture projects into the distance. 
Relative height. From our experience with the world, we have an understanding that the 
horizon is a distant place. Therefore, Earth-bound objects, positioned below the horizon, as 
created on the retina, appear farther as they get closer to the horizon. The same holds true for 
objects above the horizon, such as clouds or airplanes. The closer they are to the horizon the 
farther they appear. 
Occlusion.  This depth cue is ordinal in nature in that it tells us if an object is either in the 
front or the back of another object.  This binary effect of depth is created through the partial or 
complete overlap of one object on another. 
Depth of focus.  When we focus on an object in depth, the remaining scene and the 
objects in it, behind, and in front of the object, are blurred. This effect can be simulated in 
pictures and video. 
Cast shadows: Cast shadows are the result of a light source directed onto the object. The 
shadows appear on a detached object or a plane on the opposite side of the light source and 
provide cues for the relative height above a plane as well as affect the perception of relative size 
and shape. 
Shelf shadows, shape-from-shading: Self shadows are shadows created on the object of 
interest from other parts on the object of interest. Closely related to shelf shadows are cues 
obtained from shape-from-shading. Here, shape of an object is determined from the shadowing in 
the corners and curves of an object; however, the interaction of the shading and the contour of the 
shape can have a tremendous effect on the understanding of the object. 
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Accommodation. Accommodation is the bulging and flattening of the lens in the eye as 
focus changes from one depth to another. The underlying theory behind this depth cue is that 
depth is coupled to the shape of the lens and our visual system recognizes this function.  
Atmospheric perspective.  When we look at an object into the distance, we look through 
more air and particles than if we did at an object closer up. This extra air and particles make the 
object less sharp. In addition, the distance and the object in the distance acquire a tinting of the 
hue blue. This tinting is created by short wavelength light abundant between the observer and the 
object. 
Familiar size.  Our perception of depth can be affected by knowing, through experience, 
how big something is relative to other items in the world. So if a quarter has the same retinal 
footprint as a car, we know that the quarter is closer. 
Kinetic Depth.  The kinetic depth effect occurs when an object in a 2.5D display rotates 
about its y or x axis and thus showing its 3D form. The object formed can be either a rigid 
contour or volumized by dots. The integration of all the different ―frames‖ of perspective 
produces the effect of depth. 
Motion (movement) parallax.  Motion Parallax is the apparent shift in an object as the 
person moves. Objects farther away will move less across the retina while that same physical 
move in the object that is closer to the observer will cause the image to move farther across the 
retina. 
Convergence.  Convergence is the inward and outward movement of the eyes as the 
distance of the object moves closer and father. The use of convergence as a depth cue is best 
accomplished for distances within an arm’s length. 
Stereoscopic depth.  This cue is enabled through the condition of binocular disparity. Our 
eyes are separated by approximately 6.3 centimeters (Dodgson, 2004) and thus each eye receives 
a different image of the world. Our brain fuses these two images and is able to calculate depth. 
This process is best done for observing objects less than 30 meters away. 
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Drop Lines.  Drop lines are an effective way to integrate the positional height of objects 
to the point on a plane in which it floats above. This technique is often used in scatter plots. 
Although this cue is artificial in nature, it is enabled through the other depth cues discussed 
above. 
Proximity luminance covariance.  In computer graphics, the cue of proximity luminance 
covariance enables the perception of distance through the variation of an objects coloring. More 
distance objects and contours are faded toward the color of the background in the image. This cue 
is very much associated to the cue of atmospheric depth. 
Application of various combinations and intensities of the depth cues discussed above 
helps us determine our spatial world. The depth display can utilize many of the cues discussed 
and present information such that real physical depth can be perceived. By being able to perceive 
real physical depth with such a display, it is purported that enhanced performance is obtained. 
Various studies have explored such claims and some will be discussed next.  
Previous Depth Display Research 
Some studies have explored operator performance using depth displays; however, there 
has not been a progression of basic experiments in the same manner that conventional displays 
have received.  From the studies that have been performed with depth displays, there is mixed 
evidence that depth display technology can be of benefit for operator performance and SA. 
Wesler, Lucas, Gallimore, and Marshak (1999) observed mixed results of the efficacy of a depth 
display for overlaying unmanned aerial vehicle (UAV) parameter information on UAV 
symbology in UAV supervisory tasks.  
Bolia, Nelson, Middendorf, and Guilliams, (2004) also evaluated a depth display for the 
overlaying of information. Their interest, however, was in concurrent task performance by 
eliminating the effects of occlusion. They sought out to test whether varying levels of 
transparency and depth at two levels had any effect on multiple task performance. They used a 
multi-element tracking task to simulate a situation display of an air battle manager.  This research 
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did not find performance benefits using a depth display, contrary to their previous research 
(Bolia, Nelson, Gardner, Vidulich, & McLaughlin, 2003).  As in the previous study, the results 
pointed to transparency as a potential solution to the problem of occlusion in multi-task 
environments.  These results were realized with better objective-based performance measures and 
perceived workload.  However, differing from their previous study was the lack of an effect of 
depth on performance or subjective workload.  Bolia et al. (2004) point out that the depth display 
in the second study had a separation of 12 mm between the two screens, where the one in the 
earlier study had 40 mm in separation.  This LCD separation difference is a crucial fact in that it 
gives us information about how potentially far apart the screens need to be to provide an 
increased level of performance across a variety of tasks.   
Wong, Joyekurun, Nees, Amaldi, and Villanueva (2005) used a depth display to 
segregate levels of information to simulate a typical command and control (C2) information 
handling task.  Their results suggested that a depth display can help in C2 tasks and even more so 
for more demanding task levels.   
Mancero and Wong (2005) used a depth display in the context of change detection.  They 
studied changing digits in a matrix with accompanying transient information, color or depth, to 
highlight the change. They observed that response times (RTs) were faster for color over depth 
but the depth-transient condition provided higher accuracy in identifying which digit was 
changed.  In addition, their data suggested that depth may provide higher accuracy of where the 
change occurs when the item is outside the parafoveal region.   
In addition to the more specified contexts described above, Wong et al. (2005) give four 
general capabilities afforded by the depth display.  They identified these capabilities as (1) Focus 
+ Context—users can focus on items on the front screen while maintaining awareness of the 
context on the back screen, (2) Visual linking—making relationships between the front and back 
screens obvious through such mechanism as coloring and grouping, (3) Information layering—
putting text or other graphical objects on the separate screens, (4) Information foraging—for 
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example, using the display to find objects of interest through prioritization.  In developing studies 
with the depth display, researchers may want to consider these four key capabilities.   Other 
considerations for researchers include task paradigms to use for study.  One such experimental 
framework is utilizing visual search tasks. 
Eccentricity and Stereoscopic Depth in a Visual Search Paradigm 
In our everyday lives, we are constantly searching our visual space—whether we are 
looking for our keys, a word in a paragraph, a face in a crowd, etc. So using a visual search 
paradigm makes not only practical sense but it is something that can easily be applied in an 
experiment. In a visual search task, participants are usually required to search for a target among 
distracters of various kinds. The usual dependent variables are reaction time to find the target 
along with accuracy of location and identification of the target. Some target-distracter 
combinations allow for faster reaction times and such findings come from decades of research 
(Wolfe, 1998a) performed on conventional displays so using a visual search paradigm to assess 
depth displays is an appropriate approach in that it allows us to take advantage of all that has been 
done in researching conventional 2D displays with visual search. One aspect of visual search that 
has been studied is that of the target’s eccentricity to a point of initial fixation in a task. 
With the exception of the study done by Mancero and Wong, it is not clear whether 
eccentricity is taken into account in a depth display. There is a variety of research studying 
eccentricity in visual search (e.g., Wolfe, O’Neil, & Bennett, 1998; Carrasco, Previc & Blume 
1993, and Evert, Chang, & Katz, 1995); however, research of eccentricity is lacking in depth 
displays which requires some degree of stereoacuity.  Stereoacuity is best processed when in the 
foveal area of the retina and stereoacuity decreases in the peripheral areas.  Coupling this fact 
with the eccentricity effect in visual search (objects farther away from fixation are not found as 
fast), we expect a strong effect of the compounding of depth and eccentricity on target 
acquisition.  Understanding the effects of depth and eccentricity may help explain some of the 
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inconsistencies in depth display research and can help design future interfaces for warnings and 
providing saliency to critical and important information.  
In the study presented here, we observe the effects of cues provided through stereoscopic 
depth (binocular disparity), accommodation, convergence, and movement parallax. Previous 
research has shown that depth through stereopsis improves operator performance in terms of 
visual search (Nakayama & Silverman, 1986; Reinhart, 1991) and multi-element tracking 
(Viswanathan & Mingolla, 2002).  
Nakayama and Silverman (1986) extended on the notion that a search on for an item 
defined by the conjunction of two stimulus dimensions, namely, color and motion, is conducted 
serially; however, there are exceptions when one of the dimensions in the conjunctive search is 
stereoscopic disparity. When one of the dimensions is stereoscopic disparity, the search becomes 
efficient (i.e., increasing the number of distracters does not increase search time). In their 
experiment, stereoscopic depth was created by generating two separate images on a television 
monitor and used crossed-polarized filters to obtain dichoptic separation to produce stereograms. 
Viswanathan and Mingolla investigated whether disparity and T-junctions (Apostoloff & 
Fitzgibbon, 2005) improve performance in a mutil-element tracking task when the elements were 
allowed to overlap while in motion. The conditions tested by Viswanathan and Mingolla 
included:  
 No depth present 
 Only outlines present (T-junctions) 
 Only binocular cues present 
 Only shading present (T-junctions) 
 Outlines (T-junctions) and binocular disparity 
 Shading (T-junctions) and binocular disparity 
The condition with shading and binocular disparity produced the most correctly tracked targets. 
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The disparity was produced using Crystal Eyes Stereographics liquid-crystal stereo glasses and a 
monitor producing alternating images corresponding to the glasses. 
  Moore, Elsinger, and Lleras’ (2001) study, however, showed contrary evidence for the 
case of depth. They sought out to test the hypothesis that depth relations are different from other 
types of relations and that targets defined by depth relations will support efficient search. In their 
work, no evidence was found to indicate that search for a target defined by depth relations is any 
different than a search for a target defined by other types of spatial relations, with regard to 
efficiency of search. The binocular disparity used in this study was introduced using a 
Stereographics CrystalEyes II stereo system. The findings in Moore et al. and the rest of the 
studies performed in this area should be compared by task performed, the complexity of target 
and distracters, and methodology. Every slight nuance in such studies can lead to disparate 
results.  While mixed results are examined in the above works, they provide grounding for the use 
of depth as a performance enhancer.  
Although these studies made use of various stereoscopic displays, it is argue that the 
depths cues are similar enough and results would be similar in the depth display.  One important 
factor, however, surfaced from the literature search. This was the required minimum disparity in 
the depth display.  The minimum disparity for stereopsis is generally described as 2-10 arc 
seconds (Westheimer, 1979; Collewijn, Steinman, Erkelens, & Regan, 1991; Tyler, 1983, 1991).  
The initial disparity produced in the current study was 303 arc seconds.  The disparity is qualified 
as ―initial‖ because participants could have moved their heads while searching but at the start of a 
trial, the disparity was 303 arc seconds.  This value was indeed a large disparity and sufficed to 
meet any deficiencies in stereoacuity in the participants.  
Some visual attributes of objects may guide the deployment of attention better than others 
(Wolfe, 2007; Wolfe & Horowitz, 2004, Wolfe, 1998; O'Toole & Walker 2008). While many 
worthy attributes could have been chosen for study, the effects on RT by manipulating depth 
(target on a same or separate plane from distracters) and additional feature markings (target made 
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more conspicuous with additional mark) were observed. This additional marking took the form of 
an additional line on a circle. The way in which this circle-line stimulus was presented in this 
study has shown to guide attention in an efficient manner (Treisman & Souther, 1985) and thus 
serves as a baseline and legitimate contender to beat in terms of trying to find it as a target.
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III. HYPOTHESES 
 The main purposes of this research are to examine (1) whether depth helps in acquiring a 
target and (2) how eccentricity of the target fits into this acquisition.  To test the effect of depth, I 
chose to baseline the target as one that is distinguished by an additional mark.  Given the past 
literature, four hypotheses have been derived in this research.  
Hypothesis I: Depth can reduce the time required to acquire a target. 
Hypothesis II: With the addition of the mark to the target depth, acquisition of the target would be 
faster over that of a target distinguished on depth alone or mark alone.   
Hypothesis III: Eccentricity will affect task acquisition.  The target and distracters are placed in 
the form of a row-column matrix. I hypothesize that the target is easier to acquire when it is in the 
middle row/column versus that of a row/column farther away from center screen fixation. 
Hypothesis IV: There would be an effect of screen. In particular, the target is easier to acquire 
when it is presented on the front screen versus when it is presented on the back screen. Here, it is 
intuitively though that something that pops in towards you may be more salient than something 
that pops out away from you—hence the screen variable is put into the design. 
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II. METHOD 
Participants 
Nine participants (three females, six males), ranging from 21 to 50 years in age, were 
tested in the study. All participants had normal or correct-to-normal visual acuity and depth 
perception.  
Apparatus 
The depth display used in this study was a Multi-Layered Display
TM 
(MLD).  Multi-Layer 
Display
TM
 is a registered trademark of PureDepth, Inc. (PureDepth, 2008).  The MLD utilizes two 
LCD screens (one in front of the other).  The resolution of each screen was 1280 x 1024 pixels.  
While performing a visual search task, participants viewed a 17-inch MLD that sat on a desk in 
front of the participants in a dimly lit room. The distance between the two LCD screens was 14 
mm and the front LCD screen was positioned 76 cm from the participants’ eyes. Participants were 
asked to search for a target among 24 distracters.  The target could be distinguished from the 
distracters on either depth (target on one screen, distracters on the other), mark (target had an 
additional mark intersecting the bottom portion of the target—similar to stimuli presented in 
previous visual search research (Treisman & Souther, 1985), or the target could be distinguished 
on both depth and mark (see Figure 2).  Distracters were always presented as circles.  As the 
participants looked straight at the matrix of stimuli on the display, 25 positions were occupied by 
either a target or distracter (see Figure 3).  The matrix spanned 23.5 cm horizontally and 19.5 cm 
vertically.  The circles’ diameters and the mark intersecting the circles were all 1.5 cm. 
Horizontal adjacent stimuli were separated by 5.5 cm and vertical adjacent stimuli were separated
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by 4.5 cm.  Figure 3 shows the nine possible eccentricities (degrees of visual angle from fixation) 
on which the target could appear. 
 
Figure 2. The target could be distinguish from the distracters on depth, mark or both depth + mark. 
 
 
Figure 3. The target could appear in any of the 25 positions. Eccentricities (given in degrees of visual angle 
from fixation) are given for targets on the front screen (F) and on the back screen (B). Not drawn to 
scale. 
18 
Design 
The independent variables (IVs)of interest were type of target distinction (depth, mark, 
depth + mark), screen (the target could be present on the front screen or on the back), and 
eccentricity in degrees of visual angle of the target to the point of fixation (on the back screen: 0
○
, 
3.32
○
, 4.06
○
, 5.25
○
, 6.64
○
, 7.71
○
, 8.11
○
, 8.76
○
, 10.47
○
; on the front screen: 0
○
, 3.38
○
, 4.14
○
, 5.34
○
, 
6.76
○
, 7.85
 ○
, 8.26
○
, 8.92
○
, 10.66
○
).  Row positions 1-5 (top to bottom) and column positions 1-5 
(left to right) were also analyzed as IVs. The dependent variable (DV) was RT.  It is important to 
note that RT comprised the time required to search for a target, acknowledge if the target was 
present and the establishment of any mental processes that determined how that target was 
distinguishable from its distracters.  RT was measured in milliseconds (ms). The experimental 
trials are itemized in the Table 2.  
 
Table 2.  
Itemized  trials. Shaded cells signify no target present trials. 
 
 
The target appeared in all 25 positions on the display at each of five repetitions. The total number 
of target present trials was 3 Target Distinctions x 2 Screens x 25 Positions x 5 Repetitions = 750. 
There were also 250 non-target present trials (125 circles on the front screen and 125 circles on 
FRONT Screen BACK Screen
1 Circle with feature 
on FRONT screen
5 repititions at each of 25 positions 5 repititions at each of 25 positions
1 Circle with feature 
on BACK screen
5 repititions at each of 25 positions 5 repititions at each of 25 positions
1 Circle                                                                    
on FRONT screen
125 trials 5 repititions at each of 25 positions
1 Circle                    
on BACK screen
5 repititions at each of 25 positions 125 trials
500 trials 500 trials
 24 Circles on:
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the back screen), yielding a total of 1000 experimental trials. These 1000 trials were randomly 
presented with the constraint that the target did not appear in the same position (1-25 in the 
matrix) in two sequential trials.  Prior to analyses, the data were averaged over repetitions in each 
combination of screen (back, front) x target distinction (depth, mark, depth +mark) x position (1-
25), and a logarithmic transformation was applied due to the non-normality of data distributions 
after this averaging of repetitions (Appendix A). 
Statistical Models.  
For the first analysis, the seven effects that were tested were the main effects of screen, 
target distinction, and row position, and the interactions effects of screen x target distinction, 
screen x row position, target distinction x row position, and screen x target distinction x row 
position. An appropriate full model for the three-way repeated measures design is given by: 
Yijkl = μ + αj + βk + γl +πi + (αβ)jk + (αγ)il + (βγ)kl + (αβγ)jkl + (απ)ji + (βπ)ki + (γπ)li + 
(αβπ)jki + (αγπ)jli +(βγπ)kli +(αβγπ)jkli + εijkl ,  
 
where Yijkl is the score on the dependent variable for the ith subject at the jth level of screen and 
kth level of target distinction and lth level of row position; μ is the grand mean parameter; αj is 
the effect associated with the jth level of screen; βk is the effect associated with the kth level of 
target distinction; πi is the effect associated with the ith subject; (αβ)jk is the effect associated of 
the interaction of the jth level of screen and ith level of target distinction; (αγ)il is the effect 
associated of the interaction of the ith level of screen and lth level of target distinction; (βγ)kl is 
the effect associated of the interaction of the kth level of screen and lth level of target distinction; 
(αβγ)jkl is the effect associated of the interaction of the jth level of screen and kth level of target 
distinction and lth level of row position; (απ)ji is the effect associated of the interaction of the jth 
level of screen and the ith subject; (βπ)ki is the effect associated of the interaction of the kth level 
of target distinction and the ith subject; (γπ)li is the effect associated of the interaction of the lth 
level of row positon and the ith subject; (αβπ)jki is the three-way interaction effect associated of 
the interaction of the jth level of screen, kth level of target distinction, and the ith subject; (αγπ)jli 
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is the three-way interaction effect associated of the interaction of the jth level of screen, lth level 
of row position, and the ith subject; (βγπ)kli is the three-way interaction effect associated of the 
interaction of the kth level of target distinction, lth level of row position, and the ith subject; 
(αβγπ)jkli is the four-way interaction effect associated of the interaction of the jth level of screen, 
kth level of target distinction, lth level of row position, and the ith subject; εijkl is the error for the 
ith subject in the jth level of screen, kth level of target distinction, and lth level of row position. 
For the second analysis, the seven effects that were tested were the main effects of 
screen, target distinction, and column position, and the interactions effects of screen x target 
distinction, screen x column position, target distinction x column position, and screen x target 
distinction x column position. An appropriate full model for the three-way repeated measures 
design is given by the same equation at listed above but where column position substitutes row 
position. 
For the third and forth analysis, I collapsed across screen. The three effects to be tested 
were the main effects of target distinction and eccentricity and the interaction of target distinction 
and eccentricity. An appropriate full model for the two-way repeated measures design is given 
by: 
Yijkl = μ + αj + βk + πi + (αβ)jk + (απ)ji + (βπ)ki + (αβπ)jki + εijk , 
 
where Yijk is the score on the dependent variable for the ith subject at the jth level of target 
distinction and kth level eccentricity; μ is the grand mean parameter; αj is the effect associated 
with the jth level of target distinction; βk is the effect associated with the kth level of eccentricity; 
πi is the effect associated with the ith subject; (αβ)jk is the effect associated of the interaction of 
the jth level of target distinction and kth level of eccentricity;(απ)ji is the effect associated of the 
interaction of the jth level of target distinction and the ith subject; (βπ)ki is the effect associated of 
the interaction of the kth level of eccentricity and the ith subject;(αβπ)jki is the three-way 
interaction effect associated of the interaction of the jth level of target distinction, kth level of 
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eccentricity, and the ith subject; εijk is the error for the ith subject in the jth level of target 
distinction and kth level of eccentricity. 
Procedure 
Each participant completed 24 practice trials before being tested on the 1000 
experimental trials. All trials were performed under free viewing—the participants were allowed 
to take as long as they wanted to reach a decision and respond in a trial. For each trial, the 
participants fixated on crosshairs on the back screen in the middle of the display and then hit a 
button on a joystick to initiate the trial. The participants then hit another button when they as 
quickly and accurately as possible determined how a target was distinguished from the 
distracters: distinguished in depth, distinguished in mark, or distinguished in depth + mark. If 
there was no target present, participants were to respond that a target was not distinguishable 
from distracters. With an on-screen graphic, the participants responded on a joystick in the left, 
right, up, or down positions, respectively. Figure 4 shows graphically the sequence just described. 
Participants were told that the target could appear at either the back or front screen but they were 
not tasked to indicate which screen the target was on.  
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Figure 4. The trial sequence.
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III. RESULTS 
An approach of multiple analyses was administered to fully understand the effects of 
depth and eccentricity. Analysis of Variance (ANOVA) was conducted for Screen x Target 
Distinction x Row, Screen x Target Distinction x Column, Target Distinction x Eccentricity on 
the back screen, and for Target Distinction x Eccentricity on the front screen. Graphed means and 
confidence intervals are shown in their back-transformed state (i.e., means transformed from 
logarithmic scale to original millisecond scale to obtain geometric means [GM]). When 
appropriate, post-hoc pairwise comparisons were conducted using the Bonferroni method. 
Regression analyses were performed on eccentricity separately for the back and front screens on 
the untransformed data. There was less than 2% error, evenly across participants and treatments, 
in correctly identifying how the target was distinguished. These trials were not used in any 
analyses. This deletion of data did not result in any average over repetition to be fewer than three 
data points. There were no differences in RT between the two cases where no target was present 
(all distracters on front screen vs all distracters on front screen). 
Screen x Target Distinction x Row 
The results of a 2 (Screen: Front, Rear) x 3 (Target Distinction: Depth, Mark, 
Depth+Mark) x 5 (Row Position:  1, 2, 3, 4, 5—top to bottom) repeated measures ANOVA 
yielded a significant main effect of target distinction and row position as well as a significant 
interaction between target distinction and row position. The statistics are shown in Table 3. The 
effect of screen was marginally significant. The analysis suggests that targets were found faster 
when they were on the front screen (M = 2.992, SD = 0.069, GM = 981, 95% CI: 948, 1060) over 
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that of the back screen (M = 3.001, SD = 0.071, GM = 1002, 95% CI: 928, 1037). For target 
distinction, pairwise comparisons concluded that it was faster to find the target when the target 
was distinguished by depth and mark (M = 2.946, SD = 0.067, GM = 883, 95% CI: 750, 1039 ) 
than when it was to find the target distinguished alone on depth (M = 3.045, SD = 0.069, GM = 
1110, 95% CI: 943, 1306) or alone on mark (M = 2.998, SD = 0.085, GM = 995, 95% CI: 846, 
1171), but finding a target defined on mark was marginally faster than when it was defined on 
depth.  
 
Table 3 
ANOVA table: Screen x Target Distinction x Row Position; DV: log10(RT) 
Source df MSE F 𝜂𝑝
2  
Screen (2) 1,8    .001 4.98***  .38 
Target Distinction (3) 2,16    .010 22.23*** .74 
Row Position (5) a 3.17, 25.35    .003 29.26*** .79 
Screen X Target Distinction 2,16    .001 0.28***  .03 
Screen X Row Position 4,32 < .001 1.97* * .20 
Target Distinction X Row Position a 6.03, 48.23    .001 14.79*** .65 
Screen X Target Distinction X Row Position 8,64    .001 1.64**8  .17 
***p < .001, a Significance values are Huynh-Feldt corrected p values. 
 
 
In general, the analysis shows a decreased RT to finding the target in rows that are closer 
to the center of fixation. Descriptive statistics for the row effect are given in Table 4. Pairwise 
comparisons indicate that RTs did not differ between rows 3, 2, 4, and 1, and RTs did not differ 
between rows 4, 1, and 5. Results from pairwise comparisons indicate that the significant Target 
Appearance x Row Position interaction is due primarily to the participants finding the target 
faster when it was distinguished by mark over depth for rows 1 and 5 (top and bottom) but not 
necessarily so for rows 2,3, and 4 (middle rows) – see Figure 5. 
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Table 4 
Statistics for row position. Groups of means that are not 
significantly different from each other span the same gray bar. 
Rowa M SD GM 95%  CI Groupings 
3 2.960 0.076 912 (837, 995) 
    
 
2 2.963 0.073 917 (841, 1000) 
    
 
4 2.991 0.069 980 (899, 1068) 
    
 
1 3.015 0.070 1036 (950, 1129) 
    
 
5 3.052 0.074 1128 (1035, 1230) 
    
 
aBonferroni pairwise comparisons were performed with an overall α = .05. 
 
 
 
 
Figure 5. Geometric mean reaction time as a function of target distinction and row 
position. Error bars represent 95% CIs. Row 1 = top, 5 = bottom. 
 
Screen x Target Distinction x Column 
The results of a 2 (Screen: Front, Rear) x 3 (Target Distinction: Depth, Mark, 
Depth+Mark) x 5 (Column Position: 1, 2, 3, 4, 5—left to right) repeated measures ANOVA 
yielded a significant main effect of target distinction and column position as well as a significant 
interaction between target distinction and column position. ANOVA statistics are shown in Table 
5. For screen and target distinction, descriptive statistics and pairwise comparison results were 
similar to those in the previous analysis with the exception that RTs were significantly rather than 
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marginally faster when targets were distinguished by mark over that of depth. In general, the 
analysis shows a decreased RT to finding the target in columns that are closer to the center of 
fixation. Descriptive statistics for column are given in Table 6.  
 
Table 5 
ANOVA table: Screen x Target Distinction x Column Position; DV: log10(RT) 
Source df MSE F 𝜂𝑝
2  
Screen (2) 1, 8 .001 5.23***  .40 
Target Distinction (3) 2, 16 .009 22.23*** .73 
Column Position (5)  4, 32 .001 29.26*** .90 
Screen X Target Distinction 2, 16 .001 0.45***  .05 
Screen X Column Position a 2.23, 17.80 .002 0.51* * .06 
Target Distinction X Column Position a 5.82, 46.60 .001 18.95*** .70 
Screen X Target Distinction X Column Position 8, 64 .001 0.88**8  .10 
***p < .001, a Significance values are Huynh-Feldt corrected p values. 
 
 
 
Table 6 
Statistics for column position. Groups of means that are not 
significantly  different from each other span the same gray bar. 
Columna M SD GM 95%  CI Groupings 
3 2.959 0.068 910 (866, 956)     
 
  
 
4 2.964 0.070 920 (875, 966)     
 
  
 
2 2.967 0.065 926 (881, 973) 
 
  
 
  
 
5 3.032 0.070 1077 (1025, 1131)      
 
  
 
1 3.035 0.074 1085 (1033, 1140)         
 
aBonferroni pairwise comparisons were performed with an overall α = .05.  
 
 
 
Pairwise comparisons indicate that RTs did not differ between columns 2, 3, and 4, and 
RTs did not differ between columns 1 and 5. Results from pairwise comparisons indicate that the 
significant Target Appearance x Column Position interaction is due primarily to the participants 
finding the target faster when it was distinguished by mark over depth for columns 1 and 5 (left 
and right) but not necessarily so for columns 2, 3, and 4 (middle columns) – see Figure 6. 
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Figure 6. Geometric mean reaction time as a function of target distinction and column 
position. Error bars represent 95% CIs. Column 1 = leftmost, 5 = rightmost. 
 
Target Distinction x Eccentricity on the back screen 
The results of a 3 (Target Distinction: Depth, Mark, Depth+Mark) x 9 (Eccentricity: 0○, 
3.32
○
, 4.06
○
, 5.25
○
, 6.64
○
, 7.71
○
, 8.11
○
, 8.76
○
, 10.47
○
) repeated measures ANOVA yielded a 
significant main effect of target distinction and eccentricity as well as a significant interaction 
between target distinction and eccentricity. ANOVA statistics are shown in Table 7.  
 
Table 7 
ANOVA table: Target Distinction x Eccentricity on the back screen; DV: log10(RT) 
Source df MSE F 𝜂𝑝
2  
Target Distinction (3) 2, 16 .011 13.42*** .63 
Eccentricity (9)  8, 64 .002 35.12*** .81 
Target Distinction X Eccentricity 16, 128 .002 10.69*** .57 
***p < .001 
 
For target distinction, pairwise comparisons concluded that it was faster to find the target when 
the target was distinguished by depth and mark (M = 2.941, SD = 0.066, GM = 872,  95% CI: 
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735, 1034 ) over finding the target distinguished alone on depth (M = 3.024, SD = 0.070, GM = 
1056,  95% CI: 890, 1253) or alone on mark (M = 2.997, SD = 0.088, GM = 992,  95% CI: 837, 
1177), but finding a target defined on mark was not necessarily faster than when it was defined on 
depth. In general, the analysis shows decreased RTs for targets at smaller eccentricities. 
Descriptive statistics for eccentricity are given in Table 8.  
Table 8 
Statistics for eccentricity on back screen. Groups of means that are not 
significantly different from each other span the same gray bar. 
Eccentricitya M SD GM 95%  CI Groupings 
0.00 2.927 0.075 845 (789, 905) 
    
 
3.32 2.943 0.072 878 (820, 940) 
    
 
4.06 2.947 0.086 885 (827, 948) 
    
 
5.25 2.951 0.077 893 (833, 956) 
    
 
8.11 2.989 0.071 974 (910, 1043) 
    
 
6.64 3.005 0.068 1013 (946, 1084) 
    
 
7.71 3.015 0.064 1035 (966, 1108) 
    
 
8.76 3.028 0.078 1066 (996, 1142) 
    
 
10.47 3.077 0.071 1194 (1115, 1279) 
    
 
aBonferroni pairwise comparisons were performed with an overall α = .05.  
 
Pairwise comparisons indicate that RTs did not differ between eccentricities 0.00
○
, 3.32
○
, 4.06
○
, 
5.25
○
, 8.11
○
, and 6.64
 ○
, and RTs did not differ significantly between 3.32
○
, 4.06
○
, 5.25
○
, 8.11
○
, 
6.64
○
, 7.71
○
, and 8.76
○
. Results from pairwise comparisons indicate that the significant Target 
Appearance x Eccentricity interaction is due primarily to the participants finding the target faster 
when it was distinguished by depth over mark for eccentricities below 5.25 but the reverse 
holding for eccentricities over 5.25 – see Figure 7. The data in Figure 7 appear to show some 
special patterns. Therefore, regression analysis was performed on the means of the untransformed 
data. Considering the data from Ogle (1950), where stereoacuity starts to degrade at accelerating 
rates at about 5 degrees, it was suspected that the data here would follow the same quadratic 
trend. The quadratic model was attempted to fit these data, including the mark only condition for 
comparison only (not based on any theoretical underpinnings).  Figure 8 shows curve estimation 
29 
for the depth and the depth+mark level of target distinction across eccentricities on the back 
screen The regression analysis indicates that a quadratic model fits the patterns observed in the 
data for depth + mark (r
2
 = .92, F2, 8 = 35.71, p < .001, RT = 1.2*eccentricity
2
 - 11.7*eccentricity 
+ 760.6) and depth (r
2
 = .92, F2, 8 = 33.82, p = .001, RT = 6.8*eccentricity
2
 - 3.4*eccentricity + 
806.1), while the quadratic fit was not found significant for mark (r
2
 = .55, F2, 8 = 3.61, p = .094) 
 
Figure 7. Geometric mean reaction time as a function of target distinction and 
eccentricity on back screen. Error bars represent 95% CIs.  
 
Figure 8. Curve estimation for each level of target distinction across 
eccentricities on the back screen. 
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Target Distinction x Eccentricity on the front screen 
The results of a 3 (Target Distinction: Depth, Mark, Depth+Mark) x 9 (Eccentricity: 
0.00
○
, 3.38
○
, 4.14
○
, 5.34
○
, 6.76
○
, 7.85
○
, 8.26
○
, 8.92
○
, 10.66
○
) repeated measures ANOVA yielded 
a significant main effect of target distinction and eccentricity as well as a significant interaction 
between target distinction and eccentricity. ANOVA statistics are shown in Table 9.  
 
Table 9 
ANOVA table: Target Distinction x Eccentricity on the front screen; DV: log10(RT) 
Source df MSE F 𝜂𝑝
2  
Target Distinction (3) 2, 16 .007 21.78*** .73 
Eccentricity (9)a 7.12, 56.99 .002 38.71*** .83 
Target Distinction X Eccentricitya 10.62, 84.93 .002 12.46**** .61 
***p < .00, a Significance values are Huynh-Feldt corrected p values. 
 
For target distinction, pairwise comparisons concluded that it was faster to find the target when 
the target was distinguished by depth and mark (M = 2.930, SD = 0.068, GM = 851,  95% CI: 
742, 975 ) over finding the target distinguished alone on depth (M = 3.013, SD = 0.063, GM = 
1031,  95% CI: 900, 1181) or alone on mark (M = 2.989, SD = 0.086, GM = 976,  95% CI: 852, 
1118), but finding a target defined on mark was not necessarily faster than when it was defined on 
depth. In general, the analysis shows decreased RTs for targets at smaller eccentricities. 
Descriptive statistics for eccentricity are given in Table 10. Pairwise comparisons indicate that 
RTs did not differ between eccentricities 0.00
○
, 4.14
○
, 3.38
○
, and 5.34
○
, and RTs did not differ 
significantly between 7.85
○
, 8.26
○
, 6.76
○
, and 8.92
○
. As in the case for the back screen, results 
from pairwise comparisons indicate that the significant Target Appearance x Eccentricity 
interaction is due primarily to the participants finding the target faster when it was distinguished 
by depth over mark for eccentricities below 5.25
○ 
but the reverse holding for eccentricities over 
5.25
○
– see Figure 9. As was done for the back screen, regression analyses were performed on the 
means of the untransformed data. The quadratic model was attempted to fit the data at the three 
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different target distinctions just as was done in the back screen. Figure 10 shows curve estimation 
for each level of target distinction across eccentricities on the back screen. The regression 
analysis indicates that a quadratic model fits the patterns observed in the data for depth + mark (r
2
 
= .86, F2, 8 = 18.30, p = .003, RT = 1.6*eccentricity
2
 - 3.9*eccentricity + 764.1), depth (r
2
 = .93, 
F2, 8 = 38.12, p < .001, RT = 6.1*eccentricity
2
 - 6.0*eccentricity + 748.6), and for mark (r
2
 = .78, 
F3, 8 = 10.63, p = .011, RT = 1.533*eccentricity
2
 + 1.9*eccentricity + 913.6). Here, is it 
interesting to note that a quadratic function does fit the mark data. 
Table 10 
Statistics for eccentricity on front screen. Groups of means that are not 
significantly  different from each other span the same gray bar. 
Eccentricitya M SD GM 95%  CI Groupings 
0.00 2.896 .074 787 (735, 843) 
    
 
4.14 2.930 .081 852 (795, 913) 
    
 
3.38 2.938 .070 866 (809, 928) 
    
 
5.34 2.942 .064 874 (816, 937) 
    
 
7.85 2.993 .060 985 (919, 1055) 
    
 
8.26 3.005 .085 1012 (945, 1084) 
    
 
6.76 3.008 .077 1019 (951, 1091) 
    
 
8.92 3.012 .067 1027 (959, 1100) 
    
 
10.66 3.073 .083 1183 (1105, 1268) 
    
 
aBonferroni pairwise comparisons were performed with an overall α = .05.  
 
 
Figure 9. Geometric mean reaction time as a function of target distinction and 
eccentricity on front screen. Error bars represent 95% CIs.  
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Figure 10. Curve estimation for each level of target distinction across eccentricities on the front screen. 
 
Visualization of Reaction Times 
If we collapse across the front and back screens (across the two sets of eccentricities), we 
can visualize in Figure 11 a general pattern of RT for each position in the experimental matrix. 
Figure 11 shows the untransformed RTs mapped to gray scale values where the smallest RT value 
is white and the largest RT value is black. For the depth + mark condition, we see that the middle 
position stands out as the item of interest. For the depth condition, we observe that RTs are 
probably faster in the middle and upper areas of the matrix (intersection of rows 1, 2, 3, 4 and 
columns 2, 3, 4), and for the mark condition, the RTs appear to be somewhat the same with 
longer RTs at the corners. 
 
 
 
 
 
Figure. 11. Untransformed RTs mapped to gray scale values. 
Values are collapsed across front and back screen.
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IV. DISCUSSION 
The initial analyses that include row and column positions show an additive effect of 
depth and mark across rows and columns. It appears, however, that at rows 1 and 5 and at 
columns 1 and 5, acquiring a target distinguished on depth alone takes longer than one 
distinguished on mark. For designers who may wish to utilize a depth display, they might 
consider the stacking of cues (depth with other cues) for best results in guiding attention. 
Moreover, if designers wish to use entire rows or columns as alerting areas, they might consider 
the use of depth + mark or just mark as these two conditions provide more consistency in terms of 
RT across rows or columns. 
A marginally significant screen effect was observed (i.e., when the target was on the front 
screen, it was found faster). Previous research by O’Toole and Walker (2008) found similar 
results although the disparities between fixation, surround, and target were a bit different between 
their study and this study. This marginal significance of a screen effect calls for more 
investigation. The initial thought was that the target might be acquired faster because it ―pops‖ 
toward the subject and the marginal significance of the screen effect might support this claim. 
However, it was realized that there might be confound in this deduction. This confound takes the 
form of the ―sharpness‖ or image resolution of the stimuli. Figure 12 shows a picture of a target 
and a distracter on different screens, in adjacent positions. As a result of the light traveling 
through both LCD panels, images drawn on the back panel are slightly blurry. Potential 
perceptual differences between the distracter on the left (back screen) and target on the right 
(front screen) could be attributed to the front panel (and interstial optics) filtering out middle to
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 higher spatial frequencies. To help examine this apparent difference, Appendix F shows Fourier 
transform power spectrums for sampled imagery. In addition to stimuli having different spectral 
qualities, masking effects might have had an effect on performance. In particular, masking effects 
associated with contours or surround. For a more complete discussion of masking effects see 
Breitmeyer and Ogmen (2006). This blurriness was not accounted for in this study but could 
potentially have an impact. 
\  
Figure 12. The figure shows an enlarged picture of a distracter on the back screen (left) and a target on 
the front screen (right). The distracter’s edges are more diffuse or blurry. 
 
Other implications for design stem around the interaction of eccentricity and target 
distinction. For both the back and front screens, a target distinguished by depth is acquired faster 
than one distinguished by mark from 0.0
○
 to somewhere between 5.25
○
and 6.64
○
 for the back 
screen and from 0.0
○
 to somewhere between 5.35
○
 and 6.76
○ 
for the front screen. Above these 
degrees of visual angle, however, the opposite is true—targets distinguished by mark are acquired 
faster. So if one was to decide whether a depth display was needed to provide more saliency to 
information, the placement of the information on the displays would be a factor to consider in that 
decision. The condition of depth + mark provides the fastest acquisition of a target with the 
caveat that depth alone might be just as good and depth + mark up to 5.34
○
 on the front screen. 
The curve estimations confirm these conclusions. Considering the reversal point at around 5.25
○
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and 5.35
○
 degrees of visual angle (as shown in Figures 7-10), it is interesting that previous 
research (Ogle, 1950; Rawlings & Shipley, 1959) has shown that stereoscopic sensitivity 
decreases at accelerating rates of 5
○
 and above.  
A close inspection of Figures 5 and 11 suggests that RTs may possibly be smaller for the 
upper rows.  This is interesting in that this effect is documented in Breitmeyer, Julesz, and Kropfl, 
(1975).  In their study, targets in the upper half of the visual field could be detected with shorter 
durations than those presented in the lower field when the target was presented at a depth from 
fixation.  In addition, a potential issue to consider with eccentricity is the tendency for humans to 
attend to different display locations.  In experiments by Wolfe, O’Neil, and Bennett (1998) and 
Previc and Blume (1993), participants responded to upper and right visual fields faster than lower 
and left visual fields.  Considering the RTs observed in these cells in Figure 11 suggests that this 
tendency holds here.  However, it should be noted that other research has found the lower visual 
field to provide better image resolution and performance (Kristjansson, & Sigurdardottir, 2008; 
Cameron, Tai & Carrasco, 2002; Carrasco, Giordano & McElree, 2004), and studies should be 
compared to understand important methodological differences and similarities.  
From some of the studies mentioned above, the methodologies and disparities were 
different from the study presented here.  Nevertheless, there is evidence that the perceptual 
mechanisms and resulting performance behavior are comparable between conventional 2D 
displays and depth displays.  The comparisons between the study presented here and the previous 
ones mentioned above have an additional major difference—the depth display provides real depth 
and thus slight movements of eyes and head allow for movement parallax depth cues. To what 
degree the movement parallax depth cue had an effect was not accounted for in this study, but it 
is assumed that it did because the participants’ heads were not constrained. 
Other than using a depth display for alerting and saliency in an interface, future work 
includes using the depth display for electronic mapping.  Depth displays can be used to delineate 
different levels of the world. We may wish to separate like items onto different screens.  For 
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example, the Earth (and all Earth-bound items such as cars, trees, buildings, ships, etc.) can be 
placed on the back screen while airborne items like planes, unmanned aerial vehicles, flocks of 
birds, and weather systems are placed on the front screen. 
Some issues would need resolving however, if we are to use the depth display for such 
separation in electronic mapping.  Let us take the case of a military map where it is desired to 
place a red symbol on the front screen that represents an enemy airplane and on the back screen 
we want to present a body of water in blue. The red symbol will not appear red but rather black. 
An LCD display consists of a back light, color filters for the red, green, and blue primary colors 
as well as a liquid crystal layer, which passes or blocks a variable amount of light.  Due to the 
way the MLD works, care must be taken when considering what types of information to display 
on the front or back layer. Since the front layer can only subtract light passing from the back, you 
cannot create a white target in front of a black background, or a red enemy marker in front of a 
blue section of water on a map.  Figure 13 shows a diagram of a red target on a white 
background.  First the back light is filtered to produce red, green, and blue primary colors.  Then 
each color passed though the back LCD layer to produce a white background.  The front LCD 
panel blocks the green and blue light from passing through so only red is visible on the front.  
Figure 14 shows a red target on a blue background.  The back panel blocks the red and green 
colors while passing blue so we get a blue background.  The front panel blocks green and blue 
and lets red pass.  The problem is all the red light has been blocked by the first panel so we end 
up with a black target in the front of the blue background instead of a red target in front of a blue 
background. 
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Figure 13. Diagram showing a red target (RGB values = 1,0,0) on a white 
background (RGB values = 1,1,1). Here, the intended red target is indeed red. 
 
Figure 14. Diagram showing a red target (RGB values = 1,0,0) on a blue 
background (RGB values = 0,0,1). Here, the intended red target is black. 
 
 
Although the use of color in this depth display has significant caveats, it should be 
considered for follow up experimentation.  For example, research should be done to understand 
the various stacking of different cues for guiding attention and color it as important as any cue 
can get considering its importance in our perceptual intake.  The designs of such experiments 
should consider the situation given above, however.  Other studies should explore dynamic 
movement to and from the two screens and translational movement across the screens.  Along 
with the suggested experiments, the variables that were used in this study should be continued to 
be explored as their effect was significant on RT (see Appendix G). 
This was a simple study, but it has revealed that having depth as an additional 
distinguishing attribute helps for differentiating targets from distracters in terms of speed in 
acquiring the target and identifying its distinguishing attributes.  We also observed instances or 
situations where tradeoffs could be made between target attributes and eccentricities.  Designers 
need to be aware of these caveats and interactions.  These will drive the design principles that will 
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provide high levels of SA; thus, benefitting end goals for effectively alerting operators and 
providing more efficient interaction.  Of course depth displays and other novel technologies 
should be vetted through requirements and practices of cognitive systems engineering.  It is 
hypothesized that depth, in general, would also help in other paradigms of research such as the 
ones we discussed earlier in the paper.  We need to build on this research to systematically 
determine the appropriate uses for depth displays. 
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APPENDIX A: 
Plots of Data Distributions 
 Although the ANOVA methods are robust, 
there is an assumption of normally distributed data 
underlying the methods of ANOVA. A base-10 
logarithmic transform was applied to the data due to 
non-normality of the data distribution. This non-
normality was observed in various perspectives from 
the variables in question. First, Figure A1 shows all 
nine participants data. The column on the left shows 
histograms of RTs for each participant in the original 
scale. The column on the right shows the log-
transformed data. The transformation seemed to help 
to some degree but was not fully to what was desired.  
 
 
 
 
 
 
 
 
 
 
 
Figure A1. Histogram plots of the participants’ 
data (averaged over repetition) collapsed 
over all variables. Column on left is original 
data. Column on right is the log transformed 
data. 
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Figure A2 show histograms of the RTs split for front (top row of plots) and rear (bottom 
row of plots) screens. The column on the left shows the RTs for the original data. The column on 
the right shows the data for the transformed data. Once again the transformations helped to some 
degree.  
 
 
 
Figure A2. Histogram plots of the participants’ data (averaged over repetition) collapsed over. 
target distinction and position Column on left is original data. Column on right is the log 
transformed data. Top row is screen at the rear level and bottom row is screen at the front 
level. 
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Figure A3 shows histograms of the RTs for depth+mark (top row of plots), depth (middle 
row of plots), and mark (bottom row of plots). The column on the left shows the RTs for the 
original data. The column on the right shows the data for the transformed data.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A3. Histogram plots of the participants’ data (averaged over repetition). Data collapsed 
over target position and screen.Column on left is original data. Column on right is the log 
transformed data. Top row is target distinction depth+mark, middle row is target 
distention of depth and the bottom row is target distinction of mark.  
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APPENDIX B 
ANOVA and Pairwise Comparisons for Screen x Target Distinction x Row 
Table B1.  
ANOVA Table for Screen x Target Distinction x Row 
 
 
Measure:LogRT
Type III Sum 
of Squares df Mean Square F Sig.
Partial Eta 
Squared
Sphericity Assumed
.006 1 .006 4.982 .056 .384
Greenhouse-Geisser
.006 1.000 .006 4.982 .056 .384
Huynh-Feldt .006 1.000 .006 4.982 .056 .384
Lower-bound .006 1.000 .006 4.982 .056 .384
Sphericity Assumed
.009 8 .001
Greenhouse-Geisser
.009 8.000 .001
Huynh-Feldt .009 8.000 .001
Lower-bound .009 8.000 .001
Sphericity Assumed
.445 2 .223 22.230 .000 .735
Greenhouse-Geisser
.445 1.678 .265 22.230 .000 .735
Huynh-Feldt .445 2.000 .223 22.230 .000 .735
Lower-bound .445 1.000 .445 22.230 .002 .735
Sphericity Assumed .160 16 .010
Greenhouse-Geisser .160 13.426 .012
Huynh-Feldt .160 16.000 .010
Lower-bound .160 8.000 .020
Sphericity Assumed .323 4 .081 29.262 .000 .785
Greenhouse-Geisser .323 2.248 .144 29.262 .000 .785
Huynh-Feldt .323 3.169 .102 29.262 .000 .785
Lower-bound .323 1.000 .323 29.262 .001 .785
Sphericity Assumed .088 32 .003
Greenhouse-Geisser .088 17.982 .005
Huynh-Feldt .088 25.353 .003
Lower-bound .088 8.000 .011
Sphericity Assumed .001 2 .000 .281 .759 .034
Greenhouse-Geisser .001 1.461 .000 .281 .692 .034
Huynh-Feldt .001 1.704 .000 .281 .725 .034
Lower-bound .001 1.000 .001 .281 .610 .034
Sphericity Assumed .020 16 .001
Greenhouse-Geisser .020 11.685 .002
Huynh-Feldt .020 13.636 .001
Lower-bound .020 8.000 .002
Sphericity Assumed .004 4 .001 1.973 .122 .198
Greenhouse-Geisser .004 2.622 .001 1.973 .155 .198
Huynh-Feldt .004 4.000 .001 1.973 .122 .198
Lower-bound .004 1.000 .004 1.973 .198 .198
Sphericity Assumed .016 32 .000
Greenhouse-Geisser .016 20.976 .001
Huynh-Feldt .016 32.000 .000
Lower-bound .016 8.000 .002
Sphericity Assumed .118 8 .015 14.787 .000 .649
Greenhouse-Geisser .118 3.342 .035 14.787 .000 .649
Huynh-Feldt .118 6.029 .020 14.787 .000 .649
Lower-bound .118 1.000 .118 14.787 .005 .649
Sphericity Assumed .064 64 .001
Greenhouse-Geisser .064 26.738 .002
Huynh-Feldt .064 48.230 .001
Lower-bound .064 8.000 .008
Sphericity Assumed .009 8 .001 1.641 .131 .170
Greenhouse-Geisser .009 4.172 .002 1.641 .185 .170
Huynh-Feldt .009 8.000 .001 1.641 .131 .170
Lower-bound .009 1.000 .009 1.641 .236 .170
Sphericity Assumed .045 64 .001
Greenhouse-Geisser .045 33.377 .001
Huynh-Feldt .045 64.000 .001
Lower-bound .045 8.000 .006
Error(Tar_App)
Tests of Within-Subjects Effects
Source
Screen
Error(Screen)
Tar_App
Tar_App * Row
Error(Tar_App*Row)
Screen * Tar_App * Row
Error(Screen*Tar_App*Row)
Row
Error(Row)
Screen * Tar_App
Error(Screen*Tar_App)
Screen * Row
Error(Screen*Row)
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Table B2 
Pairwise Comparisons for Levels of Target Distinction Under Screen x Target Distinction x Row. In table Tar_App = 
Target Discintion. Level 1 = depth+mark, level 2 = depth, level 3 = mark. 
 
Table B3 
Pairwise Comparisons for levels of Row Position. In table, level 1 = most top row, level 5= most bottom row. 
 
 
Lower Bound Upper Bound
2 -.099
*
.015 .000 -.145 -.054
3 -.052
*
.012 .006 -.088 -.017
1 .099
*
.015 .000 .054 .145
3 .047 .017 .081 -.006 .100
1 .052
*
.012 .006 .017 .088
2 -.047 .017 .081 -.100 .006
Based on estimated marginal means
Measure:LogRT
Pairwise Comparisons
*. The mean difference is significant at the .05 level.
a. Adjustment for multiple comparisons: Bonferroni.
Std. Error
Mean 
Difference (I-
J)(J) Tar_App(I) Tar_App Sig.
a
95% Confidence Interval for 
Difference
a
1
2
3
Lower Bound Upper Bound
2 .053
*
.009 .005 .017 .088
3 .055
*
.011 .013 .011 .099
4 .024 .014 1.000 -.028 .077
5 -.037 .013 .244 -.088 .014
1 -.053
*
.009 .005 -.088 -.017
3 .002 .004 1.000 -.012 .017
4 -.029 .010 .193 -.066 .009
5 -.090
*
.009 .000 -.126 -.054
1 -.055
*
.011 .013 -.099 -.011
2 -.002 .004 1.000 -.017 .012
4 -.031 .010 .127 -.068 .006
5 -.092
*
.010 .000 -.132 -.052
1 -.024 .014 1.000 -.077 .028
2 .029 .010 .193 -.009 .066
3 .031 .010 .127 -.006 .068
5 -.061
*
.006 .000 -.085 -.037
1 .037 .013 .244 -.014 .088
2 .090
*
.009 .000 .054 .126
3 .092
*
.010 .000 .052 .132
4
.061
*
.006 .000 .037 .085
Based on estimated marginal means
Pairwise Comparisons
Measure:LogRT
(I) Row (J) Row
Mean 
Difference (I-
J) Std. Error Sig.
a
95% Confidence Interval for 
Difference
a
*. The mean difference is significant at the .05 level.
a. Adjustment for multiple comparisons: Bonferroni.
1
2
3
4
5
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Table B4 
Pairwise Comparisons for levels of Target Distinction x Row Position. In table Tar_App = Target Discintion. Level 1 = 
depth+mark, level 2 = depth, level 3 = mark. For Row, level 1 = most top row, level 5= most bottom row. 
 
Lower Bound Upper Bound
2 -.133
*
.020 .001 -.195 -.071
3 -.052
*
.013 .013 -.092 -.012
1 .133
*
.020 .001 .071 .195
3 .081
*
.024 .030 .008 .153
1 .052
*
.013 .013 .012 .092
2
-.081
*
.024 .030 -.153 -.008
2 -.056
*
.013 .007 -.094 -.018
3 -.047
*
.014 .032 -.089 -.004
1 .056
*
.013 .007 .018 .094
3 .009 .015 1.000 -.036 .054
1 .047
*
.014 .032 .004 .089
2 -.009 .015 1.000 -.054 .036
2
-.062
*
.011 .002 -.095 -.028
3
-.073
*
.017 .009 -.125 -.020
1
.062
*
.011 .002 .028 .095
3 -.011 .016 1.000 -.059 .036
1 .073
*
.017 .009 .020 .125
2 .011 .016 1.000 -.036 .059
2 -.094
*
.019 .003 -.152 -.037
3 -.058
*
.015 .013 -.102 -.013
1 .094
*
.019 .003 .037 .152
3 .037 .021 .351 -.026 .100
1 .058
*
.015 .013 .013 .102
2 -.037 .021 .351 -.100 .026
2
-.153
*
.023 .001 -.223 -.082
3 -.032
*
.009 .017 -.058 -.006
1 .153
*
.023 .001 .082 .223
3 .120
*
.025 .004 .046 .195
1
.032
*
.009 .017 .006 .058
2
-.120
*
.025 .004 -.195 -.046
5 1
2
3
Based on estimated marginal means
*. The mean difference is significant at the .05 level.
3 1
2
3
4 1
2
3
1 1
2
3
2 1
2
3
Pairwise Comparisons
Measure:LogRT
Row (I) Tar_App (J) Tar_App
Mean 
Difference (I-
J) Std. Error Sig.
a
95% Confidence Interval for 
Difference
a
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APPENDIX C 
ANOVA and Pairwise Comparisons for Screen x Target Distinction x Column  
Table C1. ANOVA Table for Screen x Target Distinction x Column Position
 
Measure:LogRT
Type III Sum 
of Squares df Mean Square F Sig.
Partial Eta 
Squared
Sphericity 
Assumed
.006 1 .006 5.226 .052 .395
Greenhouse-
Geisser
.006 1.000 .006 5.226 .052 .395
Huynh-Feldt .006 1.000 .006 5.226 .052 .395
Lower-bound .006 1.000 .006 5.226 .052 .395
Sphericity 
Assumed
.009 8 .001
Greenhouse-
Geisser
.009 8.000 .001
Huynh-Feldt .009 8.000 .001
Lower-bound .009 8.000 .001
Sphericity 
Assumed
.400 2 .200 21.560 .000 .729
Greenhouse-
Geisser
.400 1.697 .235 21.560 .000 .729
Huynh-Feldt .400 2.000 .200 21.560 .000 .729
Lower-bound .400 1.000 .400 21.560 .002 .729
Sphericity 
Assumed
.148 16 .009
Greenhouse-
Geisser
.148 13.576 .011
Huynh-Feldt .148 16.000 .009
Lower-bound .148 8.000 .019
Sphericity 
Assumed
.326 4 .081 74.378 .000 .903
Greenhouse-
Geisser
.326 2.534 .129 74.378 .000 .903
Huynh-Feldt .326 3.806 .086 74.378 .000 .903
Lower-bound .326 1.000 .326 74.378 .000 .903
Sphericity 
Assumed
.035 32 .001
Greenhouse-
Geisser
.035 20.272 .002
Huynh-Feldt .035 30.452 .001
Lower-bound .035 8.000 .004
Sphericity 
Assumed
.001 2 .000 .450 .646 .053
Greenhouse-
Geisser
.001 1.547 .001 .450 .599 .053
Huynh-Feldt .001 1.847 .001 .450 .631 .053
Lower-bound .001 1.000 .001 .450 .521 .053
Sphericity 
Assumed
.017 16 .001
Greenhouse-
Geisser
.017 12.372 .001
Huynh-Feldt .017 14.775 .001
Lower-bound .017 8.000 .002
Sphericity 
Assumed
.002 4 .001 .508 .730 .060
Greenhouse-
Geisser
.002 1.764 .001 .508 .590 .060
Huynh-Feldt .002 2.225 .001 .508 .629 .060
Lower-bound .002 1.000 .002 .508 .496 .060
Sphericity 
Assumed
.035 32 .001
Greenhouse-
Geisser
.035 14.112 .003
Huynh-Feldt .035 17.802 .002
Lower-bound .035 8.000 .004
Sphericity 
Assumed
.115 8 .014 18.948 .000 .703
Greenhouse-
Geisser
.115 3.278 .035 18.948 .000 .703
Huynh-Feldt .115 5.824 .020 18.948 .000 .703
Lower-bound .115 1.000 .115 18.948 .002 .703
Sphericity 
Assumed
.049 64 .001
Greenhouse-
Geisser
.049 26.225 .002
Huynh-Feldt .049 46.596 .001
Lower-bound .049 8.000 .006
Sphericity 
Assumed
.005 8 .001 .877 .541 .099
Greenhouse-
Geisser
.005 3.963 .001 .877 .488 .099
Huynh-Feldt .005 8.000 .001 .877 .541 .099
Lower-bound .005 1.000 .005 .877 .376 .099
Sphericity 
Assumed
.041 64 .001
Greenhouse-
Geisser
.041 31.707 .001
Huynh-Feldt .041 64.000 .001
Lower-bound .041 8.000 .005
Tar_app * 
Column
Error(Tar_app
*Column)
screen * 
Tar_app * 
Column
Error(screen*
Tar_app*Colu
mn)
Column
Error(Column)
screen * 
Tar_app
Error(screen*
Tar_app)
screen * 
Column
Error(screen*
Column)
Tests of Within-Subjects Effects
Source
screen
Error(screen)
Tar_app
Error(Tar_app
)
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Table C2 
Pairwise Comparisons for Levels of Target Distinction Under Screen x Target Distinction x Column. In table Tar_App 
= Target Discintion. Level 1 = depth+mark, level 2 = depth, level 3 = mark. 
 
Table C3 
Pairwise Comparisons for Levels of Column Position. In table, level 1 = most top row, level 5= most bottom row. 
 
Lower Bound Upper Bound
2 -.094
*
.014 .000 -.136 -.052
3 -.051
*
.012 .007 -.087 -.016
1 .094
*
.014 .000 .052 .136
3 .043 .017 .107 -.008 .094
1
.051
*
.012 .007 .016 .087
2 -.043 .017 .107 -.094 .008
1
2
3
Based on estimated marginal means
*. The mean difference is significant at the .05 level.
a. Adjustment for multiple comparisons: Bonferroni.
Pairwise Comparisons
Measure:LogRT
(I) Tar_app (J) Tar_app
Mean 
Difference (I-
J) Std. Error Sig.
a
95% Confidence Interval for 
Difference
a
Lower Bound Upper Bound
2 .069
*
.007 .000 .043 .095
3 .076
*
.008 .000 .046 .107
4 .072
*
.008 .000 .041 .102
5 .003 .005 1.000 -.015 .021
1 -.069
*
.007 .000 -.095 -.043
3 .007 .006 1.000 -.014 .029
4 .003 .006 1.000 -.020 .026
5 -.066
*
.007 .000 -.092 -.039
1 -.076
*
.008 .000 -.107 -.046
2 -.007 .006 1.000 -.029 .014
4 -.005 .004 1.000 -.020 .011
5 -.073
*
.007 .000 -.098 -.048
1 -.072
*
.008 .000 -.102 -.041
2 -.003 .006 1.000 -.026 .020
3 .005 .004 1.000 -.011 .020
5 -.068
*
.006 .000 -.092 -.045
1 -.003 .005 1.000 -.021 .015
2 .066
*
.007 .000 .039 .092
3 .073
*
.007 .000 .048 .098
4
.068
*
.006 .000 .045 .092
*. The mean difference is significant at the .05 level.
a. Adjustment for multiple comparisons: Bonferroni.
1
2
3
4
5
Based on estimated marginal means
Pairwise Comparisons
Measure:LogRT
(I) Column (J) Column
Mean 
Difference (I-
J) Std. Error Sig.
a
95% Confidence Interval for 
Difference
a
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Table C4 
Pairwise Comparisons for levels of Target Distinction x Cloumn  Position. In table Tar_App = Target Discintion. Level 
1 = depth+mark, level 2 = depth, level 3 = mark. For Row, level 1 = most left column, level 5= right-most column. 
 
Lower Bound Upper Bound
2 -.141
*
.022 .001 -.207 -.076
3 -.051
*
.011 .006 -.084 -.017
1 .141
*
.022 .001 .076 .207
3 .091
*
.022 .009 .026 .156
1 .051
*
.011 .006 .017 .084
2 -.091
*
.022 .009 -.156 -.026
2 -.069
*
.012 .001 -.104 -.034
3 -.060
*
.013 .005 -.099 -.021
1 .069
*
.012 .001 .034 .104
3 .009 .016 1.000 -.039 .057
1 .060
*
.013 .005 .021 .099
2 -.009 .016 1.000 -.057 .039
2 -.056
*
.014 .014 -.100 -.013
3 -.065
*
.018 .018 -.119 -.012
1 .056
*
.014 .014 .013 .100
3 -.009 .018 1.000 -.063 .045
1 .065
*
.018 .018 .012 .119
2 .009 .018 1.000 -.045 .063
2 -.063
*
.012 .003 -.099 -.026
3 -.047
*
.014 .028 -.089 -.006
1 .063
*
.012 .003 .026 .099
3 .015 .019 1.000 -.041 .072
1 .047
*
.014 .028 .006 .089
2 -.015 .019 1.000 -.072 .041
2
-.141
*
.020 .000 -.200 -.082
3 -.033
*
.010 .026 -.062 -.004
1 .141
*
.020 .000 .082 .200
3 .108
*
.022 .003 .042 .173
1
.033
*
.010 .026 .004 .062
2
-.108
*
.022 .003 -.173 -.042
a. Adjustment for multiple comparisons: Bonferroni.
5 1
2
3
Based on estimated marginal means
*. The mean difference is significant at the .05 level.
3 1
2
3
4 1
2
3
1 1
2
3
2 1
2
3
Pairwise Comparisons
Measure:LogRT
Column (I) Tar_app (J) Tar_app
Mean 
Difference (I-
J) Std. Error Sig.
a
95% Confidence Interval for 
Difference
a
48 
APPENDIX D: 
 
 
ANOVA and Pairwise Comparisons for Target Distinction x Eccentricity on the back screen 
 
 
 
Table D1.  
ANOVA Table for Target Distinction x Eccentricity on the back screen.  
 
 
 
 
 
 
 
 
 
 
 
 
Measure:LogRT
Type III Sum 
of Squares df Mean Square F Sig.
Partial Eta 
Squared
Noncent. 
Parameter
Observed 
Power
a
Sphericity 
Assumed
.290 2 .145 13.417 .000 .626 26.835 .991
Greenhouse-
Geisser
.290 1.740 .167 13.417 .001 .626 23.351 .983
Huynh-Feldt .290 2.000 .145 13.417 .000 .626 26.835 .991
Lower-bound .290 1.000 .290 13.417 .006 .626 13.417 .892
Sphericity 
Assumed
.173 16 .011
Greenhouse-
Geisser
.173 13.923 .012
Huynh-Feldt .173 16.000 .011
Lower-bound .173 8.000 .022
Sphericity 
Assumed
.522 8 .065 35.116 .000 .814 280.929 1.000
Greenhouse-
Geisser
.522 3.448 .151 35.116 .000 .814 121.086 1.000
Huynh-Feldt .522 6.378 .082 35.116 .000 .814 223.986 1.000
Lower-bound .522 1.000 .522 35.116 .000 .814 35.116 .999
Sphericity 
Assumed
.119 64 .002
Greenhouse-
Geisser
.119 27.585 .004
Huynh-Feldt .119 51.028 .002
Lower-bound .119 8.000 .015
Sphericity 
Assumed
.295 16 .018 10.692 .000 .572 171.076 1.000
Greenhouse-
Geisser
.295 4.678 .063 10.692 .000 .572 50.022 1.000
Huynh-Feldt .295 12.074 .024 10.692 .000 .572 129.096 1.000
Lower-bound .295 1.000 .295 10.692 .011 .572 10.692 .816
Sphericity 
Assumed
.221 128 .002
Greenhouse-
Geisser
.221 37.427 .006
Huynh-Feldt .221 96.590 .002
Lower-bound .221 8.000 .028
Target_Appea
rance * 
Eccentricity
Error(Target_
Appearance*
Eccentricity)
a. Computed using alpha = .05
Tests of Within-Subjects Effects
Source
Target_Appea
rance
Error(Target_
Appearance)
Eccentricity
Error(Eccentri
city)
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Table D2 
Pairwise Comparisons for Levels of Target Distinction Under Target Distinction x Eccentricity on the back screen. In 
table Tar_Appearance = Target Distinction. Level 1 = depth+mark, level 2 = depth, level 3 = mark. 
 
 
 
 
 
Table D3 
Pairwise Comparisons for Levels of Eccentricity Under Target Distinction x Eccentricity on the back screen. In table 
Level 1 to 9 correspond to eccentricities of 0○, 3.32○, 4.06○, 5.25○, 6.64○, 7.71○, 8.11○, 8.76○, 10.47○, respectively. 
 
 
 
Lower Bound Upper Bound
2 -.083
*
.014 .001 -.124 -.042
3 -.056
*
.016 .023 -.104 -.008
1 .083
*
.014 .001 .042 .124
3 .027 .019 .587 -.031 .084
1
.056
*
.016 .023 .008 .104
2 -.027 .019 .587 -.084 .031
1
2
3
Based on estimated marginal means
*. The mean difference is significant at the .05 level.
a. Adjustment for multiple comparisons: Bonferroni.
Pairwise Comparisons
Measure:LogRT
(I) 
Target_Appea
rance
(J) 
Target_Appea
rance
Mean 
Difference (I-
J) Std. Error Sig.
a
95% Confidence Interval for 
Difference
a
Lower Bound Upper Bound
2 -.017 .008 1.000 -.057 .024
3 -.020 .010 1.000 -.068 .028
4 -.024 .008 .667 -.062 .015
5 -.079
*
.013 .011 -.140 -.017
6 -.088
*
.014 .010 -.157 -.019
7 -.062
*
.008 .002 -.101 -.023
8 -.101
*
.015 .004 -.171 -.031
9 -.150
*
.013 .000 -.213 -.087
1 .017 .008 1.000 -.024 .057
3 -.004 .013 1.000 -.067 .060
4 -.007 .009 1.000 -.052 .038
5 -.062 .017 .220 -.142 .018
6 -.071
*
.013 .021 -.134 -.009
7 -.045
*
.007 .010 -.081 -.010
8 -.084
*
.012 .003 -.140 -.029
9 -.134
*
.012 .000 -.191 -.076
1 .020 .010 1.000 -.028 .068
2 .004 .013 1.000 -.060 .067
4 -.004 .008 1.000 -.041 .033
5 -.058 .018 .385 -.143 .026
6 -.068
*
.014 .046 -.135 -.001
7 -.042 .012 .295 -.099 .015
8 -.081
*
.016 .032 -.156 -.006
9 -.130
*
.015 .001 -.201 -.059
1
2
3
Pairwise Comparisons
Measure:LogRT
(I) Eccentricity
(J) 
Eccentricity
Mean 
Difference (I-
J) Std. Error Sig.
a
95% Confidence Interval for 
Difference
a
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Table D3. Continued. 
 
 
 
1 .024 .008 .667 -.015 .062
2 .007 .009 1.000 -.038 .052
3 .004 .008 1.000 -.033 .041
5 -.055 .014 .146 -.121 .011
6 -.064
*
.008 .002 -.105 -.024
7 -.038 .008 .052 -.076 .000
8 -.077
*
.011 .003 -.128 -.027
9 -.126
*
.010 .000 -.175 -.078
1 .079
*
.013 .011 .017 .140
2 .062 .017 .220 -.018 .142
3 .058 .018 .385 -.026 .143
4 .055 .014 .146 -.011 .121
6 -.009 .014 1.000 -.076 .057
7 .017 .013 1.000 -.043 .077
8 -.022 .014 1.000 -.089 .044
9 -.072
*
.010 .004 -.121 -.022
1 .088
*
.014 .010 .019 .157
2 .071
*
.013 .021 .009 .134
3 .068
*
.014 .046 .001 .135
4 .064
*
.008 .002 .024 .105
5 .009 .014 1.000 -.057 .076
7 .026 .011 1.000 -.026 .079
8 -.013 .008 1.000 -.050 .024
9 -.062
*
.008 .001 -.099 -.025
1 .062
*
.008 .002 .023 .101
2 .045
*
.007 .010 .010 .081
3 .042 .012 .295 -.015 .099
4 .038 .008 .052 .000 .076
5 -.017 .013 1.000 -.077 .043
6 -.026 .011 1.000 -.079 .026
8 -.039 .011 .213 -.090 .011
9 -.088
*
.009 .000 -.133 -.044
1 .101
*
.015 .004 .031 .171
2 .084
*
.012 .003 .029 .140
3 .081
*
.016 .032 .006 .156
4 .077
*
.011 .003 .027 .128
5 .022 .014 1.000 -.044 .089
6 .013 .008 1.000 -.024 .050
7 .039 .011 .213 -.011 .090
9 -.049
*
.006 .001 -.078 -.021
1
.150
*
.013 .000 .087 .213
2 .134
*
.012 .000 .076 .191
3 .130
*
.015 .001 .059 .201
4 .126
*
.010 .000 .078 .175
5 .072
*
.010 .004 .022 .121
6 .062
*
.008 .001 .025 .099
7 .088
*
.009 .000 .044 .133
8
.049
*
.006 .001 .021 .078
7
8
9
Based on estimated marginal means
a. Adjustment for multiple comparisons: Bonferroni.
*. The mean difference is significant at the .05 level.
4
5
6
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Table D4 
Pairwise Comparisons for Levels of Target Distinction x Eccentricity on Back Screen. In table Tar_Appearance = 
Target Distinction. For Target Distinction, level 1 = depth+mark, level 2 = depth, level 3 = mark. For Eccentricity, 
level 1 to 9 correspond to eccentricities of 0○, 3.32○, 4.06○, 5.25○, 6.64○, 7.71○, 8.11○, 8.76○, 10.47○, respectively. 
 
 
 
 
 
 
Lower Bound Upper Bound
2 -.041
*
.013 .046 -.080 -.001
3 -.124
*
.035 .022 -.228 -.019
1 .041
*
.013 .046 .001 .080
3 -.083 .032 .094 -.180 .013
1 .124
*
.035 .022 .019 .228
2 .083 .032 .094 -.013 .180
2 .000 .018 1.000 -.055 .055
3 -.086 .029 .056 -.173 .002
1 .000 .018 1.000 -.055 .055
3 -.086
*
.028 .048 -.171 -.001
1 .086 .029 .056 -.002 .173
2 .086
*
.028 .048 .001 .171
2 -.023 .015 .495 -.068 .022
3 -.074
*
.021 .021 -.136 -.012
1 .023 .015 .495 -.022 .068
3 -.051 .020 .094 -.110 .008
1 .074
*
.021 .021 .012 .136
2 .051 .020 .094 -.008 .110
2 -.041 .016 .089 -.088 .006
3 -.070
*
.021 .028 -.133 -.008
1 .041 .016 .089 -.006 .088
3 -.029 .020 .561 -.091 .032
1 .070
*
.021 .028 .008 .133
2 .029 .020 .561 -.032 .091
2 -.116
*
.027 .008 -.197 -.035
3 -.034 .021 .444 -.098 .030
1 .116
*
.027 .008 .035 .197
3 .082 .030 .074 -.008 .172
1 .034 .021 .444 -.030 .098
2 -.082 .030 .074 -.172 .008
5 1
2
3
3 1
2
3
4 1
2
3
1 1
2
3
2 1
2
3
Pairwise Comparisons
Measure:LogRT
Eccentricity
(I) 
Target_Appea
rance
(J) 
Target_Appea
rance
Mean 
Difference (I-
J) Std. Error Sig.
a
95% Confidence Interval for 
Difference
a
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Table D4. Continued. 
 
 
 
 
 
 
 
 
 
 
2 -.126
*
.025 .003 -.202 -.051
3 -.012 .019 1.000 -.069 .046
1 .126
*
.025 .003 .051 .202
3 .115
*
.032 .020 .019 .210
1 .012 .019 1.000 -.046 .069
2 -.115
*
.032 .020 -.210 -.019
2 -.102
*
.026 .015 -.181 -.022
3 -.033 .022 .528 -.100 .034
1 .102
*
.026 .015 .022 .181
3 .069 .028 .118 -.016 .153
1 .033 .022 .528 -.034 .100
2 -.069 .028 .118 -.153 .016
2 -.132
*
.029 .006 -.220 -.044
3 -.020 .024 1.000 -.093 .054
1 .132
*
.029 .006 .044 .220
3 .112
*
.029 .013 .026 .198
1 .020 .024 1.000 -.054 .093
2 -.112
*
.029 .013 -.198 -.026
2
-.166
*
.019 .000 -.222 -.110
3 -.052 .019 .081 -.110 .006
1 .166
*
.019 .000 .110 .222
3 .114
*
.031 .018 .021 .206
1 .052 .019 .081 -.006 .110
2
-.114
*
.031 .018 -.206 -.021
a. Adjustment for multiple comparisons: Bonferroni.
9 1
2
3
Based on estimated marginal means
*. The mean difference is significant at the .05 level.
7 1
2
3
8 1
2
3
6 1
2
3
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APPENDIX E 
ANOVA and Pairwise Comparisons for Target Distinction x Eccentricity on the front screen 
Table E1.  
ANOVA Table for Target Distinction x Eccentricity on the front screen.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Measure:LogRT
Type III Sum 
of Squares df Mean Square F Sig.
Partial Eta 
Squared
Noncent. 
Parameter
Observed 
Power
a
Sphericity 
Assumed
.300 2 .150 21.776 .000 .731 43.551 1.000
Greenhouse-
Geisser
.300 1.901 .158 21.776 .000 .731 41.386 1.000
Huynh-Feldt .300 2.000 .150 21.776 .000 .731 43.551 1.000
Lower-bound .300 1.000 .300 21.776 .002 .731 21.776 .982
Sphericity 
Assumed
.110 16 .007
Greenhouse-
Geisser
.110 15.204 .007
Huynh-Feldt .110 16.000 .007
Lower-bound .110 8.000 .014
Sphericity 
Assumed
.646 8 .081 38.708 .000 .829 309.660 1.000
Greenhouse-
Geisser
.646 3.659 .177 38.708 .000 .829 141.617 1.000
Huynh-Feldt .646 7.124 .091 38.708 .000 .829 275.753 1.000
Lower-bound .646 1.000 .646 38.708 .000 .829 38.708 1.000
Sphericity 
Assumed
.134 64 .002
Greenhouse-
Geisser
.134 29.269 .005
Huynh-Feldt .134 56.992 .002
Lower-bound .134 8.000 .017
Sphericity 
Assumed
.252 16 .016 12.455 .000 .609 199.277 1.000
Greenhouse-
Geisser
.252 4.432 .057 12.455 .000 .609 55.195 1.000
Huynh-Feldt .252 10.617 .024 12.455 .000 .609 132.228 1.000
Lower-bound .252 1.000 .252 12.455 .008 .609 12.455 .870
Sphericity 
Assumed
.162 128 .001
Greenhouse-
Geisser
.162 35.453 .005
Huynh-Feldt .162 84.933 .002
Lower-bound .162 8.000 .020
Target_appea
rance * 
Eccentricity
Error(Target_
appearance*E
ccentricity)
Tests of Within-Subjects Effects
Source
Target_appea
rance
Error(Target_
appearance)
Eccentricity
Error(Eccentri
city)
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Table E2 
Pairwise Comparisons for levels of Target Distinction Pairwise Comparisons for Levels of Eccentricity Under Target 
Distinction x Eccentricity on the front screen.. In table Tar_Appearance = Target Distinction. Level 1 = depth+mark, 
level 2 = depth, level 3 = mark. 
 
 
 
Table E3 
Pairwise Comparisons for Levels of Eccentricity Under Target Distinction x Eccentricity on the front screen. In table 
Level 1 to 9 correspond to eccentricities of 0.00○, 3.38○, 4.14○, 5.34○, 6.76○, 7.85○, 8.26○, 8.92○, 10.66○, respectively. 
 
Lower Bound Upper Bound
2 -.084
*
.013 .000 -.121 -.046
3 -.060
*
.012 .003 -.096 -.023
1 .084
*
.013 .000 .046 .121
3 .024 .014 .408 -.020 .067
1
.060
*
.012 .003 .023 .096
2 -.024 .014 .408 -.067 .020
1
2
3
Based on estimated marginal means
*. The mean difference is significant at the .05 level.
a. Adjustment for multiple comparisons: Bonferroni.
Pairwise Comparisons
Measure:LogRT
(I) 
Target_appea
rance
(J) 
Target_appea
rance
Mean 
Difference (I-
J) Std. Error Sig.
a
95% Confidence Interval for 
Difference
a
Lower Bound Upper Bound
2 -.042 .012 .373 -.101 .018
3 -.034 .012 .864 -.093 .025
4 -.045 .011 .136 -.099 .008
5 -.112
*
.015 .003 -.184 -.039
6 -.097
*
.016 .012 -.174 -.020
7 -.109
*
.017 .007 -.190 -.028
8 -.115
*
.013 .001 -.179 -.052
9 -.177
*
.019 .000 -.267 -.087
1 .042 .012 .373 -.018 .101
3 .007 .010 1.000 -.039 .054
4 -.004 .008 1.000 -.043 .036
5 -.070
*
.014 .032 -.136 -.005
6 -.055
*
.011 .041 -.109 -.002
7 -.067 .015 .085 -.141 .006
8 -.074
*
.014 .023 -.139 -.009
9 -.135
*
.014 .000 -.204 -.067
1 .034 .012 .864 -.025 .093
2 -.007 .010 1.000 -.054 .039
4 -.011 .012 1.000 -.067 .044
5 -.078
*
.012 .006 -.133 -.022
6 -.063 .014 .066 -.129 .003
7 -.075
*
.012 .011 -.134 -.016
8 -.081
*
.013 .009 -.143 -.019
9 -.143
*
.012 .000 -.199 -.086
1
2
3
Pairwise Comparisons
Measure:LogRT
(I) Eccentricity
(J) 
Eccentricity
Mean 
Difference (I-
J) Std. Error Sig.
a
95% Confidence Interval for 
Difference
a
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Table E3. Continued. 
 
 
1 .045 .011 .136 -.008 .099
2 .004 .008 1.000 -.036 .043
3 .011 .012 1.000 -.044 .067
5 -.066
*
.013 .034 -.129 -.004
6 -.052
*
.008 .005 -.088 -.015
7 -.064 .013 .054 -.128 .001
8 -.070
*
.011 .011 -.125 -.015
9 -.131
*
.015 .001 -.205 -.058
1 .112
*
.015 .003 .039 .184
2 .070
*
.014 .032 .005 .136
3 .078
*
.012 .006 .022 .133
4 .066
*
.013 .034 .004 .129
6 .015 .010 1.000 -.032 .061
7 .003 .006 1.000 -.024 .030
8 -.004 .008 1.000 -.040 .033
9 -.065
*
.010 .006 -.113 -.018
1 .097
*
.016 .012 .020 .174
2 .055
*
.011 .041 .002 .109
3 .063 .014 .066 -.003 .129
4 .052
*
.008 .005 .015 .088
5 -.015 .010 1.000 -.061 .032
7 -.012 .011 1.000 -.065 .041
8 -.018 .010 1.000 -.067 .031
9 -.080
*
.013 .011 -.143 -.016
1 .109
*
.017 .007 .028 .190
2 .067 .015 .085 -.006 .141
3 .075
*
.012 .011 .016 .134
4 .064 .013 .054 -.001 .128
5 -.003 .006 1.000 -.030 .024
6 .012 .011 1.000 -.041 .065
8 -.006 .010 1.000 -.054 .042
9 -.068
*
.012 .014 -.123 -.012
1 .115
*
.013 .001 .052 .179
2 .074
*
.014 .023 .009 .139
3 .081
*
.013 .009 .019 .143
4 .070
*
.011 .011 .015 .125
5 .004 .008 1.000 -.033 .040
6 .018 .010 1.000 -.031 .067
7 .006 .010 1.000 -.042 .054
9 -.062
*
.010 .007 -.107 -.016
1
.177
*
.019 .000 .087 .267
2 .135
*
.014 .000 .067 .204
3 .143
*
.012 .000 .086 .199
4 .131
*
.015 .001 .058 .205
5 .065
*
.010 .006 .018 .113
6 .080
*
.013 .011 .016 .143
7 .068
*
.012 .014 .012 .123
8
.062
*
.010 .007 .016 .107
7
8
9
Based on estimated marginal means
a. Adjustment for multiple comparisons: Bonferroni.
*. The mean difference is significant at the .05 level.
4
5
6
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Table E4 
Pairwise Comparisons for Levels of Target Distinction x Eccentricity on the front screen. In table Tar_Appearance = 
Target Distinction. For Target Distinction, level 1 = depth+mark, level 2 = depth, level 3 = mark. For Eccentricity, 
level 1 to 9 correspond to eccentricities of 0.00○, 3.38○, 4.14○, 5.34○, 6.76○, 7.85○, 8.26○, 8.92○, 10.66○, respectively. 
 
 
 
 
 
 
Lower Bound Upper Bound
2 -.001 .012 1.000 -.038 .037
3 -.083
*
.018 .005 -.136 -.029
1 .001 .012 1.000 -.037 .038
3 -.082
*
.018 .006 -.137 -.027
1 .083
*
.018 .005 .029 .136
2 .082
*
.018 .006 .027 .137
2 -.028 .011 .092 -.060 .004
3 -.053 .020 .081 -.112 .006
1 .028 .011 .092 -.004 .060
3 -.025 .018 .613 -.080 .030
1 .053 .020 .081 -.006 .112
2 .025 .018 .613 -.030 .080
2 .005 .012 1.000 -.031 .041
3 -.059 .021 .071 -.123 .005
1 -.005 .012 1.000 -.041 .031
3 -.064
*
.021 .042 -.127 -.002
1 .059 .021 .071 -.005 .123
2 .064
*
.021 .042 .002 .127
2 -.041
*
.013 .043 -.080 -.001
3 -.072
*
.016 .007 -.122 -.023
1 .041
*
.013 .043 .001 .080
3 -.032 .016 .275 -.081 .018
1 .072
*
.016 .007 .023 .122
2 .032 .016 .275 -.018 .081
2 -.129
*
.035 .020 -.236 -.022
3 -.052
*
.015 .029 -.099 -.006
1 .129
*
.035 .020 .022 .236
3 .077 .035 .174 -.028 .182
1 .052
*
.015 .029 .006 .099
2 -.077 .035 .174 -.182 .028
5 1
2
3
3 1
2
3
4 1
2
3
1 1
2
3
2 1
2
3
Pairwise Comparisons
Measure:LogRT
Eccentricity
(I) 
Target_appea
rance
(J) 
Target_appea
rance
Mean 
Difference (I-
J) Std. Error Sig.
a
95% Confidence Interval for 
Difference
a
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Table E4. Continued. 
2 -.123
*
.018 .000 -.177 -.069
3 -.051
*
.011 .006 -.086 -.017
1 .123
*
.018 .000 .069 .177
3 .072
*
.019 .016 .015 .129
1 .051
*
.011 .006 .017 .086
2 -.072
*
.019 .016 -.129 -.015
2 -.139
*
.019 .000 -.195 -.083
3 -.087
*
.028 .045 -.173 -.002
1 .139
*
.019 .000 .083 .195
3 .051 .030 .383 -.040 .142
1 .087
*
.028 .045 .002 .173
2 -.051 .030 .383 -.142 .040
2 -.126
*
.019 .000 -.182 -.070
3 -.033 .016 .221 -.082 .015
1 .126
*
.019 .000 .070 .182
3 .093
*
.023 .010 .025 .161
1 .033 .016 .221 -.015 .082
2 -.093
*
.023 .010 -.161 -.025
2
-.172
*
.024 .000 -.243 -.101
3 -.046
*
.012 .012 -.081 -.011
1 .172
*
.024 .000 .101 .243
3 .125
*
.024 .003 .051 .199
1
.046
*
.012 .012 .011 .081
2
-.125
*
.024 .003 -.199 -.051
*. The mean difference is significant at the .05 level.
9 1
2
3
Based on estimated marginal means
a. Adjustment for multiple comparisons: Bonferroni.
7 1
2
3
8 1
2
3
6 1
2
3
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APPENDIX F 
Fourier Transform Power Spectrums 
 
Using ImageJ (http://rsb.info.nih.gov/ij/), the fast Fourier transform was performed to obtain the 
power spectrum of two different images, one image that represented the stimuli on the back 
screen and the other that represented the stimuli on the front screen. Samples, the very top 
portion, of each stimulus from Figure 12, were taken to perform the transform. This sampling 
was done so that artifact, visually seen at a cross hatch pattern, would be eliminated from the 
analysis. These samplings for the back screen and front screen are shown in Figure F1a. The 
power spectrums of the images are shown in Figure F1b. The horizontal and vertical line profiles 
for the power spectrums can be seen in Figure F1c and F1d respectively. Although the power 
spectrums appear similar, in the horizontal line profile there is more power in the mid to high 
frequencies associated with the stimuli on the front screen vs. that of stimuli on the back screen.  
In the vertical line profile there is more power across the entire frequency range. 
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 Back Screen Sample Front Screen Sample 
a) 
  
 Power Spectrum Power Spectrum 
b) 
  
 Horizontal Line Profile 
c) 
 
 Vertical Line Profile 
 
 
 
Figure F1. Samples taken from the back and front stimuli, their associated power spectrums and 
line profiles. 
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APPENDIX G 
Effect Size. 
 
Screen x Target Distinction x Row 
 
Screen x Target Distinction x Column 
 
  
  
  
 
Figure G1. Proportion of the effect + error variance that is attributable to the effect. Charts in left 
column contain analysis with Row Position. Charts on right contain analysis with Column 
Position 
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Target Distinction x Eccentricity 
 on back screen 
 
Target Distinction x Eccentricity 
 on front screen  
  
  
  
 
Figure G2. Proportion of the effect + error variance that is attributable to the effect. Charts in left 
column contain analysis with Eccentricity on back screen. Charts on right contain analysis 
with Eccentricity on front screen. 
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