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1. INTRODUCTION 
Starting with a general formulation of a differential system (DS), two 
other system representations are derived, and the relationships between the 
three representations are investigated. The first, called a generalized 
dynamical system (GDS), studied by Roxin [I, 2, 31, is defined via the 
“attainability function” of the DS. Following Warga [4], a relaxed differential 
system (RDS) is defined byaugmenting the set of “permissible” velocities 
of the DS. It is shown that he set of solutions f the derived GDS and the 
set of solutions f the derived RDS coincide with the closure ofthe set of 
trajectories of theDS in the topology ofuniform convergence over finite 
intervals. In a less general nd somewhat different se ting, Warga [4], has 
obtained this relationship between a DS and its derived RDS. The differences 
between Warga’s formulation andthis one is the replacement of continuity 
a.e. with respect tothe time parameter ( equired by Warga) by local 
integrability. Furthermore, thepart played by the “control variable” of the 
DS is made more explicit. 
2. NOTATIONS AND DEFINITIONS 
2.1. If x is a vector in n-dimensional real Euclidean space Rn, the norm 
of x is denoted by 
1 x 1 = (i xiy. 
i=l 
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2.2. V[t, tJ denotes the real Banach space of all continuous functions 
x : [t,,  tJ ---f Rnwhere the norm of x is given by 
2.3. If A is a subset of a topological sp ce, A denotes its closure. 
2.4 If 2c ERn and A is a subset of Rn, then 
f(44 =f(x,A) =inf{/x--yI IyEA}; 
and for E > 0 
S,(A) = {x E R” / p(x, A) < E}. 
3. THE DIFFERENTIAL SYSTEM (DS) 
The differential system (DS) under consideration is described by the 
vector differential equ tion 
where the following conditions hold: 
(i) t E RI, x(t) E Rn and u(t) E: U for each t, where U is an arbitrary 
fixed, nonempty subset of R”. 
(ii) For each fixed t, fis continuous in (x, u) for all (x, u) in R” x R”. 
And for each fixed (x, u), fis measurable with respect tot. 
(iii) There is a locally-integrable function k,such that for every uin U 
and s, X’ in R”, 
If@, t, 4 -f(x’, t, 4 d k(t)1 3 - x’ I. 
(iv) There are a locally-integrable function e and positive numbers 
M and N such that for every xin Rn and u E U, 
I f(x, t, u)l < l(t)(M + N I ix I). 
DEFINITION 3.1. A function u : [to ,tr] -+ Rm is called an admissible 
control, ifit is measurable, andif u(t) E U for each t E [t,,  tl]. 
DEFINITION 3.2. A function x :[to, tl] --f Rn is called a trajectory f the 
DS, if there exists anadmissible control u,such that xis absolutely continuous 
and i(t) = f(x(t), , u(t)) a.e. in [t, tl]. The trajectory is said to start at 
(+,), to) and end at (x($), tl). 
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DEFINITION 3.3. (i) For x,, in Rn, t,, , ti in R1 with t, < ti , let 
T(.q, , to , ti) be the set of those vectors .Yin Rn for which there xists a 
trajectory of the DS starting at (x a, to) and ending at (x, ti). Inother words, 
T(.q, , t, , ti) is the set of states attainable at time t, by the DS starting at 
(x0 30 t ) and using an admissible control. -___- 
(ii) Let Q(s, to , ti) = T(x, t a , ti). Q is called the attainability 
function fthe generalized dynamical system (GDS) derived from the DS. 
(See Section 5)
DEFINITION 3.4. The set of all trajectories defined on[to ,tl] and starting 
at (x0 ,to) is denoted by Y-(x0 ,to , tJ. S(x o , to , tl) is considered a subset 
of qto 3 41. 
LEMMA 3.1. Let x0 E R*; to , tl ER1 with to < tl . Then 
u (Wo 9to 99) t,stst, 
is abounded subset ofRn, and heme Y(x o , to , tl) is abounded subset of%‘[t, , tl], 
Proof. Let t E [to ,tl]. Each point of T(xo ,to , t) is given by 
for some admissible control U.From condition (iv) of the DS we have 
1 @)I G 1 xO 1+ j:, n/lr(S) ds i- 1:. L~~(S)~ S(S)l ds, 
so that by Gronwall’s lemma [5, p. 1 I] 
I x(t)1 < I x0 I exp (/IO W4 ds) + /IO exp (1: W) d+) Ml(s) ds 
= &, 1 to 9q. 
Clearly Ax0 , to , t) is acontinuous monotonic function oft and is independent 
of the admissible control u so that he result follows. 
LEMMA 3.2. (i) 5(x,, to , tl) is m equi’continuouf subsetof U[t, tJ. 
(ii) T(xo ,to , tJ is jointly-continuous  all its arguments; i.e., giwen 
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x0 in Rn, also t, , t, in R1 with to < 2, , and E > 0 there isa 8 > 0 such that ;f 
I x0 - .~A 1< 8, 1 to - t6 I < 6, I t, - t; / < 6 and t; < t; , then 
and 
Proof. Consider two trajectories x and x’ starting at (x0 ,to) and (5 , t(,), 
respectively, and determined bythe same admissible control u defined for 
t > min{t, , ti}. Thus, 
whereas 
x(t) = xo + ,: f (44, s, 44) ds, 
0 
Let 
dx(t, t’) = I x(t) - x’(f)1 < ( x(t) - x(f)1 + 1 x(f) - x’(f)1 
= Llx,(l, t’)+ Ax&‘). (3.1) 
TO prove (i), let B be a finite bound of F(x, , to , tl). Such a bound exists 
by Lemma 3.1. Then for to < t Q t’ < tl , 
“6, t’> = I x(t) - -+‘)I Q ,I’ If (x(s), , +)>I ds 
< 
I 
:’ (M + NB) Z(s) ak (3.2) 
Since 1 is locally-integrable, iven c> 0, there is a S, > 0 such that if 
1 t - t’ I < 6, then 
I 
$’ (A4 + iVB) Z(s) a% < $. (3.3) t 
Since the admissible control u was arbitrary, we see from (3.2) and (3.3) that 
for every xin F(x,, to , tI) and for every t, t’ in [to ,tl] with I t - t’ 1 < 6, , 
and (i) is proved. 
1 Ax&, t’)1 < + . (3.4) 
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To prove (ii), consider 
Ax&;) = I s(f;) - x’(t;)l $ 1x0 - x; 1 + 
IJ 
- j:jW(s), s4s)) ds 1 , 
d I xO - 6 I + jl If (x(s), s, u(s)) - f (% s, +))I ds 
+ j; If w, s9 WI h 




/3 = ; E (exp j’f k(s) ds)-: 
kl 
Let 6, > 0 be such that if 1 to - ti I < 6,) then 
J 
*” (M + NB) l(s) ds< ; /3. 
h 
Then if I to - t; / < 8, and I “c, - &, 1 < @ we have, from (3.5), 
b(G) < B + j; WI 4s) - W)I d& 
By Gronwall’s lemma [5, p. 111, 
dx,(t;) < /I exp ( j: K(s) df) < i l . (3.6) 
Substituting (3.6) and (3.4) into (3.1), wesee that for 8 = min(6, ,a, #}, 
dx(t, t;) < E and hence (ii) is proved. 
4. THE GENERALIZED DYNAMICAL SYSTEM (GDS) 
Following Roxin [.?I, we define a GDS by an “attainability function” 
F(x, to , tr) which, for every x0 in Rn and to , tl in R1 with to < tl , represents 
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the set of states attainable by the system at time t, , starting  state x0at 
time to . The attainability function F satisfies th  following axioms: 
4.Al. For x0 in R” and to , t, in R1 with to < t, , F(x, to , tl) is anonempty, 
compact subset of Rn. 
4.A2. For x0 in Rn and to in RI, F(x, to , to) = {x0}. 
4.A3. F(xo > o , 1 t t ) is jointly-continuous in all its arguments, i.e., given 
x0 in R”, also to , t, in R1 with to < t, , and E > 0 there is a 6 > 0 such 
that if 1 x,, - $, 1 < 6, / t, - t; / < 6, / t, - t; 1 < 6, and ti < t; , then 
and 
F(xo , to ,td C W-T4 , t; ,Ql, 
F(4 , t; ,t;) C W’(xo , to ,tdl. 
4.A4. For x0 in R” and to , t, , t, in R1 with to < t, < t, 
WY, , to , te) = t-j W, f, , td. 
xEF(x,,.tO,tl) 
DEFINITION 4.1. A function x :[to ,tJ + Rn is called a motion of the 
GDS if, for t < 7 < 7 < t o--. 01 l--. 1, 
x(d ~F(x(so), 70 3 4 
The motion is said to start a (x(tO), to)and end at (x(tl), tJ. 
Remark 4.1. From axiom 4.A4 it is clear that every motion is a con- 
tinuous function ftime. 
DEFINITION 4.2. The set of motions of the GDS defined on[to, tJ and 
starting at (x0 ,to) is denoted by &(x0 , to , tl). &?(xo ,to , tl) is considered 
a subset of %Z[to , tl]. 
The following lemma is proved in Roxin [3]: 
LEMMA 4.1. Af(xo , to ,tJ is a closed subset of%[t, , tl]. 
5. THE DERIVED GDS 
The function Q of Definition 3.3(ii) is used to derive a GDS from the 
given DS. 
THEOREM 5.1. The function Q of DeJinition 3.3(ii) satisfies the axioms 
4.A1-4.A4 ofan attainability function for a GDS. 
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Proof. Conditions (i)-(iv) of Section 3 guarantee the existence ofa 
solution tothe DS for every initial condition (q, to) and every admissible 
control. Therefore T(x a, t, , ti) is nonempty. By Lemma 3.1, T(q, to, ti) 
is bounded so that Q(x, t, , t,) is nonempty and compact. Hence Q satisfies 
4.Al. 
For a DS it is evident that T(x, t, , to) = {x0) so that Q(x,,  t, , t,) = {x,,). 
By Lemma 3.2, T is jointly-continuous  all its arguments. Since Q is the 
closure ofT, it follows that Q is also jointly-continuous a d hence satisfies 
4.A3. 
From the definition of the function T it is clear that for x0 in R”, and 
to , t, , t, in R1 with t,, < t, < t, 
By Lemma 3.2, T satisfies th  hypothesis of Lemma Al of the appendix, so
that 
! u 
u T(x, 4 9 h). (5.2) 
s~T(r,.t,.t,) scTkz,.t,.t,l 
Then from (5.2) and Definition 3.3(ii) 
Q(“0 I totts> = u Q(x, t, tJ. =O(zo.t,.t,) 
This completes the proof of Theorem 5.1. 
6. RELATIONSHIP BETWEEN MOTIONS AND TRAJECTORIES 
Let a, b be fixed numbers with a < b and x0 a fixed element of Rn, 
I = [a, b], A = A(x o , a, b) be the set of motions of the derived GDS 
defined on[a, b] and starting at (x0 ,a), and Y = 9-(x,,  a, b). 
THEOREM 6.1. d =9=. 
Proof. From the definitions of a trajectory and amotion, and from the 
definitions of Q.it is evident that & 3 Y. By Lemma 4.1 .M is closed, so
that 
MU=U4T3.T. (6-1) 
In order to show inclusion n the converse direction t will be demonstrated 
that for every motion xin A, there is a trajectory y E Y arbitrarily close to X. 
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Let E > 0 be given. By Lemma 3.2 Y is equicontinuous s  that here 
is 6, > 0 such that if t, t’ are in I with 1 t - t’ / < S, , then 
I r(t) - r(t’>l < e/3 (6.2) 
for every E Y. 
Let x EJZ be given. Then x is uniformly-continuous o  I so that here is 
6, > 0 such that if t, t’ are in I with / t - t’ 1 < 6, , then 
/ x(t) - x(t’)l < e/3. (6.3) 
Letting 6 = min{$ , a,}, we choose afinite s quence a = t, < t, < *a* 
< t, = b such that , - t,-, < 6 for each K. Denote xk = z(tk) for each k. 
By 4.A3 there is qs-r > 0 such that if 1 z - xg-r I< 7p--l , then 
Q(x,-I 3 &+I 1b) C WQ@, b-1 9b)l- (6.4) 
For 0 < k < p - 2 there is 7k > 0 such that if 1 z - xk j < r], then 
Q(% 9 t, 9t,,,) c S,,[Q(% t, 9Gc+,)l, (6.5) 
where yli = min{c/3, 7k+l}. 
Now let y1 E T(x, t, , tr) such that /yr - x1 / < y. , and for 2 < k < p 
let yk E T(y,-, , t,-, , tk) such that 1 yk - xk 1 < ykml . This is possible 
because of (6.5), (6.4), and the fact hat Q is the closure ofT. Since ach 
yk E T(y,-, , tkml , tJ, there is a trajectory vii starting at (yk-r , tk-r) and 
ending at (yk , ta). Also, for tPml < t < t, , 
1 x(t) - o,(t)1 < Ix(t) - Xk I + I .Q - yh: I+ I Yk - %(a 
<E 
from (6.2), (6.3) and because 13ck - yp 1 < yk < (e/3). Let y EY be 
defined byy(t) = wk(t) for t,-, < t < t, . Then I/ x - y 11 < E. Since l > 0 
and x E .M are arbitrary JY C 9, and the theorem is proved. 
7. THE RELAXED DIFFERENTIAL SYSTEM (RDS) 
Following Warga [A, we derive a relaxed differential system from the DS 
of Section 3.The class of differential systems under study is more general 
than that investigated by Warga. The difference li s in the replacement 
of continuity a.e. in t (required by Warga) by local integrability. 
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DEFINITION 7.1. For the DS of Section 3 let 
F(x, t) = {y E R” / y = f(x, t, u), uE U}. 
Thus P(x, t) represents theset of “permissible velocities” of the DS at the 
phase (x, t). 
DEFINITION 7.2. For x in Rn and t in Ii1 let G(x, t) be the convex closure 
of F(x, t). 
DEFINITION 7.3. (i) A function x : [to, tr] + Rn is called a relaxed 
trajectory if x’is absolutely-continuous and 
k.(t) E G(x(t), t) 
a.e. in [to ,tr]. The relaxed trajectory is said to start a (x(ts), to)and end at 
Wl)l t1). 
(ii) The set of relaxed trajectories starting at (x,,  t,) and defined on
[to ,tr] is denoted by 9(x, , t,, , tr). a(q, , t, , tr) is considered a subset of 
VtLl > t11* 
Let a, b with a < b be fixed finite numbers and x,, afixed vector in Rn. 
Let I = [a, b], W = W(X, , a, b), and r = 9-(x0 ,a, b). 
Lemma 7.1 is standard, andLemma 7.2 is proved in Cullum [6]. 
LEMMA 7.1. Let A be a closed convex subset of Rqk. Then x* E A if and only 
lf or each y E Rn 
LEMMA 7.2. Let v,,! : I+ Rrl for m = 1, 2, 3 ,..., bemeasurable functions 
(uniformly bounded by an integrable function), v :I + Rn be integrable on I, 
and suppose that for each y E R” and each measurable subset E of I, 
J 
. 
E(YT %(t>i dt + j Cy, $(t)> dt. 
E 
Then, for each y E R”, 
lim C-v, v,(t)> 3 (y, q(t)> > lim (y, g),(t)> 
m 
m 
a.e. in I. 
LEMMA 7.3. Let x E 99 be$xed. Then, for each E > 0 there xist measurable 
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fumtions oli ,ui for each i= l,..., n + 1 such that for each tin I, q(t) > 0 with 
ui(t) E U and 
Proof. Let q : I ---f RIbe a measurable function. 
to be a regular point of q if 
< E. (7.1) 
A point  in I is said 
lim I. t-k’ 
A+0 h s I q(t) - q(s)l fh= 0. t 
We note that if q is in L, , almost all points of I are regular points of q. 
For t in I and u E U, let g(t, U) = f(x(t), t, u). Let U, be a countable 
dense subset of U. For each uin U,, let T, be the set of regular points of 
the function g(t, u) and let T, be the set of regular points of9(t). Let 
Then measure (T) = measure (I). 
Let y be any positive number. Then, for each t E T there xists numbers 
/3{(t) 3 0, 1 < i < n + 1 with 
and vectors oi(t) E U, , 1 < i < n + 1 such that 
(7.2) 
Furthermore, there is a number h(t) > 0 such that for 0 < h < h(t), 
and 
- +)I h <y, (7.3) 
1 *A 
5; t I I &, %W - &l W)l ds < Y- (7.4) 
Thus from (7.2), (7.3), (7.4), and the triangle inequality we see that for 
0 < h < h(t), 
(7.5) 
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Let It = (t, t+ h(t)); then / = (JfsTIt covers I except for aset of measure 
zero. Let E be an open set containing this null set such that 
J 
. 
E (I f(s)1 + l(s)(M + N II .Y II)) d.v < y. (7.6) 
Let E, It, ..., ItNbe a finite subcovering of I. It is assumed that , < th+l 
for each k. Now let Jk = It, - (Ufztilr,) and let Jo = I - ((JrzlJk) C E. 
Now define the function ai( ui(t) asfollows: 
4) = B&c) for t E Jk K = 1 I..., N; i = l,..., rz + 1, 
Qt) = v&J for t E Jk k = l,..., N; i= I,..., n + 1, 
q(t) = I, az(t) = *** = Oln+1(t) = 0 for tEJl3t 
zQ(t) = #i i = l,..., II + 1, for tgJo, 
where the U* are arbitrary fixed elements ofU. Then, 
j, / W - c %Msl ~)l dr G 1 
j (I +)I + 1 +)I ds, ui(s))I) ds 
Jo z 
< y + 3~ C mes I Jk I < Y + 3~ mes (4 
by (7.5) and (7.6). Bytaking y < &I + 3 mes(l)), we obtain (7.1). 
THEOREM 7.1. 92 is closed inV. 
Proof. Let .X E9 so that k(t) E G(x(t), t)) a.e. in 1. But then from the fact 
that G(x, t) is the convex closure ofF(x, t) and from condition (iv) of Section 3,
we see that 
1 k(t)/ < l(t)(M + N 1 x(t)l) a.e. in I. (7.7) 
Therefore the same argument as in Lemma 3.1 shows that there xist 
B < co such that 11 x// < B for xE W. 
Now let {xn} be a sequence in9 such that x, -+ 1 for some f in V. It must 
be shown that (i) 2is absolutely-continuous and (ii)(t) EG(S(t), (t) a.e. in I. 
Because of (7.7), given any E > 0, there is a 6 > 0 such that for every xin 
W and every finite s quence t, < t; < t, < ti < a** < t,n < th in I with 
xi I t; - ti I< 6, 
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Therefore, 
The second term on the right-hand side is less than E by (7.8), and the 
remaining terms can be made arbitrarily small by choosing  large since 
11 X, - 5 II + 0. Therefore, 
so that 4 is absolutely-continuous. 
Next it will be shown that he functions &, and $ satisfy the hypothesis 
of Lemma 7.2. Clearly, from (7.7) the ji;, are uniformly bounded by an 
integrable function a d k is integrable. For y > 0 there is S > 0 such that 
I A(I WI + I &;m ds <; 
for every n and every measurable set A of I of measure less than 6. Let E 
be any measurable subset of I. Let J be a finite union of intervals (tK,t;), 
K = I,...,p, such that measure (E - J) < S, and let N be so large that 
11 f - x, (( < (y/3p) for n > IV. Then for n > IV, 
Hence 
for every measurable subset E of I, and therefore forach yE P, 
j-, <Y, k(s)> dc--+ I, <Y, W ds. 
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By Lemma 7.2, for each yE R?‘, 
lily ‘;y, .%(t), \ > (y, a(t)> >, lim (y, *Jt):: (7.9) 
11 
a.e. in I. 
Since the functionf(x, t, U) is continuous in xfor fixed u, t, the set function 
G(x, t) is continuous in x for fixed t. Hence for every fixed tand every 
y E Rn, since /I q, - .2 j] -+ 0, 
(7.10) 
Hence from (7.9) and (7. lo), for each yE R” we have 
a.e. in I. By Lemma 7.1, i(t) E G(Z(t), t) a.e. in I and the theorem is proved. 
LEMMA 7.4. Let u be an admissible control, X a compact subset of Rn, and 
E > 0. Then there is a continuous function h : X x I+ R” such that for 
every measurable function x : I --f X, 
s If@(t), t, u(t)) - Q(t), t)l dt -=c l . I (7.11) 
Proof. From Section 3,
If(x, t, u) -f(X’, 4 u)l d k(t)1 .r -x’ I
for u in U and x, x’ in Rn. Let 
Let r’, ..., V,, be a finite open covering ofX such that he diameter of
these sets is less than 6. Therefore, if .r, ZE’ are in Vi then ( x - x’ / < 6, 
so that 
c I,f(x, t u(t)) -f(s’, t, u(t))1 dt< 6 s K(t) dt = 5. (7.12) - I I 
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For each j, let xi be a fixed point in Vj and let hj : I -+ Rn be continuous 
functions such that 
[ lf(xj , t, u(t)) - h,(t)1 dt < $ , 
* I 
(7.13) 
where p is the integer determined above by 6. Now let q+(x),..., qp(x) for the 
partition of unity on X with respect tothe {Vj}; i.e., the vj are continuous 
real-valued functions on X with the property hat 
0 < f&(x) G 1; qlj(X) = 0x !$ rj ) c cpj(X) = 1. (7.14) 
Then define, 
/2(X, t) = C h,(t) Fj(N). 
Now let x: I + X be any measurable function a d consider 
H(t) = f q#(t))1 x(t) - xj 1 . 
j=l 
If / x(t) - Xj 1 > S then x(t) $ Vj and so r&x(t)) = 0. If j x(t) - xi(t)1 < 6 
then &x(t))1 x(t) - X, j < Sqj(x(t))e Thus for all t E 1, cpj(x(t))l x(t  - xj 1 < 
&&x(t)) and so by (7.14) 
H(t) = f Tj(x(t))l x(t) - xj I d s f, p)i(x(t)) < &* (7.15) 
j=l j=l 
Then by (7.15) and (7.12), 
/,I f(X(t), ts u(t)) - C Vdx(t))f(-vj t t, u(t))1dt i 
< 0 I vj(x(t))lf(x(Q t, u t))-f(xi ,t, +))I dt 3 
< 0 &X(t))1 X(t) - xj I h(t) dtI 3 
= j- H(t) K(t) dt < 6 j. 
I I 
k(t) dt = ; E. 
294 
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Now by definition of h(x, t) and the last two results 
G j-, If(+), t, u(t)) -c rpjW))f(x, , t, 4’NI dti 
LEMMA 7.5. For i = l,..., 71 - 1, let ui be admissible controls and let 
q : I -+ R1 be measurable functions with as(t) 3 0, 
Let x : I -+ Rn be any continuous function. Then, for eah E > 0 there is an 
admissible control u, such that for every t, , t, in I, 
t2 II (c t1 i &)f (44, ~9 44) -f (x(s), ~9 44)) ds 1 < l . 
Proof. Let .the range of the function x be the compact subset X of P, 
and let y > 0 be fixed. ByLemma 7.4, for each ithere xists a continuous 
function h,: X x I -+ Rn such that 
I If (x(t), t, UXt)) - h&(t), t)l dt < Y. (7.16) 
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Let 6, > 0 be such that for every x in X and t, t’ in I with 1 t - t’ 1 < S, 
I hi@, t) - hi@, f)l < y (7.17) 
for each i. Let 6, > 0 be such that for every measurable subset A of I with 
measure less than 6,) 
I (M + iVB) Z(t) dt< y. (7.18) A 
Here B is the uniform bound of W. Let 8 = min{S, , S,} and let 
a = t, < t1 < 0.. < t, = b with (ti+l - ti) < 6 for each i. Let Ik = 
[&, tk] and subdivide each interval Ikinto n + 1 subinterval Ik,r ,
L.2 I..., La+1 such that he measure of I,,, is 
I4c.j I = J‘,, 4t) dt. (7.19) 
Now define the admissible control 6,by 
C(t) = uj(t) whenever t EI, for somej, k. (7.20) 
For convenience d note J(t) = f@(t), t, q(t)),f(t) = f@(t), tzi(t)), and
I&(t) = h&(t), t). Then from (7.20), 
Let Y, , ~a be any integers with 1 < rr < ~a < p. Then from (7.21), 
(7.21) 
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Consider the first term of the last bound in (7.22); by (7.16), 
Similarly by (7.16), the second term is bounded by (n + 1)~. The third term 
can be written as
< 2y mes(1). (7.24) 
The third-last bound in (7.24) follows from (7.17). Using the above bound, 
we see from (7.22) that, 
d(y, YP) < 2r(n + 1 + 11 I). (7.25) 
Now let t, and t, be arbitrary points in I with t, < t, . Let rl and r2 be 
integers ,such that 
1 
1 j,(~%J-f)I+I j; (~aiX-fjl+l j,(T%A-f)I 
1 i 
(7.26) 
where 1, is a subinterval of IrIm and 1, is a subinterval of IVl+, . Then by 
(7.W 
d ji, (M + NB) &)(x ~i +1) <2y. (7.27) 
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Similarly, 
(7.28) 
From (7.26), (7.27), (7.28), and (7.25) we see that 
qt, tz) < Jr1 , y2) + 4Y < 2r(n + 1 + II I) + 4Y 
= 2y(n + 3 + I I I). 
Therefore, for y = (6/2)(n + 3 + / I I)-’ the function u’defined in(7.2) 
satisfies th  assertion of the lemma. 
THEOREM 7.2. W = f. 
Proof. By definition, 99 1.7 and by Theorem 7.1%’ is closed so that it 
suffices to show that 9 C f. To this end, let xin W and E > 0 be given. Let 
y = G [exp (jIk(t) dt)]--l (7.29) 
where k is the function fcondition (iii) ofSection 3.By Lemma 7.3, there 
exist measurable functions CQ ,i = I,..., II + 1 with ai > 0 and C q(t) = 1, 
and there xist admissible controls ur ,... , un+r such that for all tin I 
j: 1w - ly %(S)f (X(S), s, @))I G!J -=l Y.. (7.30) 
By Lemma 7.5, there xists anadmissible control u,such that for all tin I 
t 
II (c 4)f (44, ST 4s)) - f ( ( ) ~ s , s, uycs,,) ds j< Y. (7.31‘) 0 i 
Let y in Y be defined by
with 
Jxt) = f(Y(Ol t, @)) (7.32) 
y(a) = x(a). 
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Then from (7.30), (7.31), and condition (iii) ofSection 3,
+ ( 11 (fca $9 Ilyw -f(Y(4, s9 W)) fit 1 
< 2Y + j” &)I x(s) -y(s)1 ds. 
a 
By Gronwall’s lemma, the last estimate implies that for each tin I, 
I x(t) - Y(~)I G zy exp (1: 4) hj <E. 
This completes the proof of Theorem 7.2. 
Combining Theorems 6.1 and 7.2 gives 
THEOREM 7.3. W = Y = A. 
APPENDIX 
LEMMA Al. For each x in R” let T(x) be a subset ofRn such that he 
mapping x + T(x) is continuous; i.e., for x in R” and Q > 0 there is a 6 > 0 
such that for 1 x - y 1 < 6 
T(x) C VW1 (A-1) 
and 
T(Y) C WWI. (A-2) 
Then for every bounded set A in P 
,u, T(x) = $ T(x). 64-3) 
Proof. Let y E UzcA T(x); then there is a sequence y,, E uzaA T(x) such 
that yn - y. For each n let x, in A be such that y,, ET(x,). Taking sub- 
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sequences, if necessary, it can be assumed that X~ converges to Y in A. Given 
E > 0 let N be so large that, for n > N 
and 
so that, 
wk) c ~,P%N 
( Y,L -Yi de, 
P(Y, T(x)) < 26 
Since 6 is arbitrary, this implies that y E T(x) and hence 
,u, T(x) ‘ ,u, T(x). 
On the other hand, let y E Uaez -T(x), then there is x E xsuch that y E T(x). 
Let x, be a sequence in A converging to x, and let yn be a sequence in T(x) 
converging to y. Let E > 0, and let N be so large that, 
and 
W) c S,Wn)l 
IY-Yn’n) <e 
for n > N. Therefore p(y, UesA T(x)) -=z 2a and since E is arbitrary 
Y E UZE.4 T(x) and the lemma is proved. 
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