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• 1 
Introducción 
Los filtros de Kalman (fK) son algoritmos numéricos de tipo recursivo bastante 
complejos, Surgieron fuera del campo de la meteorología hace 38 años para ser apli-
cados a ~istemas .más sencillos que la atmósfera.' Para la publicación de su trabajo 
Kalman encontró verdaderas dificultades iniciales con los editores, hasta que en otoño 
de' 1960, invitado a exponer sus recientes resultados en la NASA, se reconoció la im-
portancia de su descubrimiento en la estimación y control de la trayectoria en el Pro-
yecto· Apolo, un viaje por el espacio ,tripulado por hombres con la misión de alunizar 
por vez primera en. la historia de la humanidad y regresar posteriormente a la tierra. 
En 1985, Kalman fu~ galardonado con el "Kyoto Prize" , el equivalente al Premio 
. Nobel japonés, y en 1990, con ocasión de cumplir sus 60 aAos, la comunidad interna-
cional le dédicó unas Jornadas especiales en honor de sus logros, pioneros de una 
nueva ciencia denominada Teoría Matemática de Sistemas, de las que éxist.e un 
"Festschrift" publicado con igual título(1). 
Las aplicaciones fK en meteorología son muy diversas actualmente, siendo de las 
más interesantes la estimación del estado inicial de la.atmósfera en la predicción nu-
. mérica a plazo medio, que por su propia índole tiene un domi,nio de integración hemis-
férico o global para las ecuaciones del modelo. El poner las condiciones inidales al 
modelo supone en sí mismo un problema gigantesco, que ha dado origen a las nuevas 
disciplinas de a~imilación 4D, operación de mezcla o combinación de los datos pre-
vios a un instante , lo que va a permitir la determinación. de un conjunto completo de 
datos para el arranque del modelo, y de inicialización , que trata tal conjunto complefo 
de forma que desaparezcan de él las ondas rápidas (ondas cortas' de gravedad ficti-
cias) responsables de las malas predicciones del modelo durante las primeras horas 
_9el medio plazo. 
En los distintos Centros de Predicción a Medio Plazo, entre ellos el Centro Europeo 
(ECMRWF) , se tratan ampos problemas, de manera separada; pero debido .a que la 
asimilación 40 y la inicialización están íntimamente relacionados y no .se diferencian 
entre sí en la acción del filtro de Kalman, su aplicación ha dado buenos resultados en 
la ·estimación del estado inicial de la atmósfera en simulaciones numéricas del tiempo 
atmosférico efectuadas con modelos más simples que los operativos en tales Centros 
., y se persigue ·que el fK opere muy pronto tambié~ en tales Centros. ' · 
En efecto, el carácter detérminista de partida de los modelos, con ecuaciorws tales 
como la de Euler o de continuidad, queda interrumpido al tenerse que recurrir a un es-
quema numérico para su integración, ya que fa solución analítica de un sistema tan 
(1. ) " Mat~ematical System Theory. The lnfluence of R. E. Kalman" , Springer-Verlag, 1991 ; Berlín. 
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complejo como la atmósfera nos tiene vedada su s.olución analítica.- En · su condición 
de sistema discreto es impo.sible evitar un considerable grado de incertidumbre o error 
en el conocimiento del .estado de la atmósfera· en GUalquier instante dado, al ser el d_is-
tanciamiento entre estaciones sinópticas grande, incluso dentro, de las regiones más 
hab_itadas· del planeta. Por el carácter no lin.eal de las ecuaciones del modelo, estos 
, errores se propagan en las sucesivas integraciones del ordenador, yendo en aumento 
con el tiempo en · razón inversa del tamaño de la escala del .fenómeno estudiado; su 
periodo de doblamiento es de varios días en el caso de las ondas más largas (de va- . 
ri9s minutos en el caso de una tormenta), lo que enturbia y finaliza anulando la solu-
ción del problema. 
'El hecho cierto es qu~ para la predicción sólo disponemos de un sLstema de diná-
mica incierta, y lo mejor es expresar con más precisión nuestra ignorancia utilizando 
las probabilidades. La imposibilidad de poder evitar los ·errores en .la medida se co-
noce desde los tiempos de Galileo (1564-1642), pero fue .Gauss (1777-1855) el pri- · 
mero en obtener estimaciones. óptimas en problem~s de estimación en astronomía 
(1795) a partir de datos adulterados con ·SU método de mínimos cuadrados; a pesar 
. de' que había ideado dicho método para problemas de estimación lineal, por primera 
vez s'u aplicación fue en un problema no lineal. El paralelismo es· total con lo que 
po?teriormente sucedería con el filtro de Kalman, pues como ya hemos qicho al co-
mienzo su primera aplicación fue también a un problema no lineal , a pesa·r de haber 
sido inicialmente ideado por Kalman para tratar con problemas lineales y, como en el 
caso de Gauss, se aplica ·con impunidad y considerable éxito en muchos otros pro-
blemas no lineales. -
El escenario adecuado a los filtros de Kalm.an es el espacio de estados, para lq que 
nuestro esquema numérico de predicción deberá estar expresado eri la forma 
. . 
. . . 
si.endo x el vecto.r de estado, vector columna den x 1 dimensiones, lJl la matriz n xn 
determinada por nuestro. esquema. numérico; en ~I caso de dinámica lineal 
P/(_1 es Independiente de XK-I . 
~. es un vector aleatorio de ruido qlanco de igual dimensión que X y representa la 
componente aleatoria del sistema. Sus estadísticos de p~imer y segundo orden son, 
respectivamente, 
representando ~ el operador· del valor esperado y Q la matriz de covariancia . de 
ruido del sister:na; dentro del algoritmo de Kalman el valor de Q se supone conocido; 
Para el modelo perfecto, Qk = O, \i'k. 
Para que pueda operar el filtro de Kalmar:i también hay que suministrarle informa-
. ción sobre la red de observaciones. disponible. Toda la información de la que dispon-
gamos en un instante dado perteneciente al intervalo de asimilación viene recogida en 
el vector de observación z . Por consiguiente, ~i disponemos de información en N ins-
tantes correspondientes a dicho intervalo de asimilación, nuestro conjunto completo 
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de datos par.a la determinación del estado i'niéial de la atmósfera vendría determinado 
por el conjunto de los N vectores 
{zk:k = 1,2, ... , N}. 
Cada uno de estos vectores se relaciona al vector de estado del instante corres-
pondiente, mediante la ecuación 
zK = Hxk + <;k, (k=1,2, .. :,N), 
siendo H la matriz de observación; de dimensión (p x _n) y p la dimensión del vec-
tor de observ8:ción z. Tal valor de p está en función. del número de puntos de obser~ 
vación de la red y del número de variables medidas en cada punto. En ocasiones no 
estará justificado prescintjir del subíndice k en la matriz H como acaba·mos de hacer 
en la ecuación anterior, esto es, suponiéndola constante en el tiempo, circunstancia 
que no siempre se justifica en la realidad dado que es sabido que el número de esta-
ciones varía· de un instante sinóptico a uno subsinóptico y en ellos, además, se mide · 
un número distinto de variables. Tales circuns~ancias _~e reflejan por la dife~ente can-
tidad y distrrbución de ceros y unos de los elementos de· matriz de la ·correspondien-
te Hk. . ~ · . 
En general, p << n, esto es, ~I número de ob?er\taeiones de cualquier instante es 
muy inferior al número de componentes del vector de estado de nuestro mod~lo ·nu-
mérico. Por ejemplo, si el modelo de simulación numérica del tiempo atmosférico fue-
se el .sistema de ecuaciones.para el movimiento fluido en aguas someras ("shallow wa-
ter") en una única dimensión, tomada a lo largo de un paralelo geográfico (coordenada 
geográfica x) , hay ·tres variables a considerar en la determinación del vector. de esta-
u . - . . -
do, ( v ) , Por tanto, si designariios por M el número de puntos del mallado de discre-
0 ~ . ' . . ' 
tización espacial de la coordenada · geográfica x, en este. caso tendríamos para la 
dimensión del vector de estado el valor n ·= 3M puésto que se precisa conocer ca-
da· una de las variables de estado en los M puntos del referid.o reticulado geográfi-
co. El caso hipotético p = n = 3N, haría coincidentes las dimensiones de los vecto-
res de observaC'.ión y oe estado y se ·reduciría nuestro problema a otro simple de 
interpolación, posible ~e resolver sin necesidad. de tomar en cuenta la dinámica del 
sistema. 
Finalmente, el vector c;I( representa en la ecuación anterior un vector aleatorio de 
• 1 
ruido blanco asociado con la red de observación de dimensión (p x 1), la misma que 
corresponde al vector de observación z, cuyo estadístico de segundo orden 
es la matriz R de covariancia de ruido de la red de .observación. Existen. én el mer-
cado algoritmos para la determinación. de ambas matrices (Q y R) ; ambas necesarias 
para que pueda operar el filtro de Kalman que pasamos a describir en el siguiente 
apartado. 
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Algoritmo de Kalman 
. La teoría de'I filtro de Kalman se basa principalmente en la teoría de matrices, si 
bien tal te.cría resulta insuficiente en alguna medida al tener que intervenir la mente hu-
mana circunstancialmente en la decisión, y los fundamentos de la mente humana aún 
no se conocen bien. 
Con la finalidad de interesar a la comunidad meteorológica española por el filtro de 
Kalman, este mismo autor p resentaba·su expresión. matemática formada por 5 ecua-
c!ones matriciales en la Vª Asa'mblea Nacional de GEODESIA Y ~EOFÍSICA que se ce-
. lebró en 1983, aunque las ACTAS de la misma no fuesen publicadas hasta cuatro años 
más farde(2) . En la ecuaciones que figuran a continuación el superíndice f ("forecast") 
indica que en el cálculo de la cantidad referenciada no participa la información de ese 
preciso instante, mientras que, por ~I contrario, sí figura_ ("analysis") como superíndi-
ce se indica que en el cálculo se hace uso.de la información de ese preciso instante. El 
circunflejo(") sobre el vector x que representa el estado del sistema indica el valor de 
la estimación detal cantidad, no su verdadero valor. 
Af /\a 
Xk - q.tk-I Xk-1 
. . 
Pf = 'fic-1 Jta_1 q.¡_¿1 + Qk-1 
1 
f T ( f T · )-l " Jt Hk Hk P¡¿ Hk +Rk 
(1 ~k Hk)Pf 
:;: = ;~ +Kk ~k -. · Hk ~:) 
_para instantes k=I,2, .. ~ 
La primera ecuación obtiene ef vector de. predicción ';/k en el . instante k, contenien-
do las n componentes con los valores de las variables previstas en los puntos del ma-
llado. Se obtiene al multiplicar el vector de anál,isis x~_ 1 por la matriz n xn de la dinámi-
(2) Sáez Rivilla, A., "Filtros de Kalman Aplicados a Esquemas que Simulan Numéricamente el Tiempo At-
mosfé~ico" , COMUNICACIONES de la Vª Asamblea Nacional de GEODESIA Y GEOFÍSICA , págs. 1047 a 
1060, Vol. 11, n.º 4, 1987, Madrid. · 
276 
ca del sistem? Pk_ 1. Cuando carecemos de las observaciones correspondientes al ins-
"ª "' tante k-1, se cumple xk_ 1 = xk_ 1. 
La segunda ecuación obtiene-la evoluciónrexacta P/, ,matriz de covariancia del 
error de predicción. 
La tercera ecuación obtiene la matriz de ganancia de Kalman Kk, que luego se apli-
ca en la qyinta ecuación del filtro al valor residual [ zk-H0d E( vector p-dimensional 21< 
lo constituyen las p observaciones disponibles en el instante k, y Hk es la matriz de ob-
servación, que interpola a partir de los puntos de rejilla en los _ puntos de localización 
de las ·observaciones. 
La matriz Pkª que figura en la cuarta ecuación es la matriz de covariancia del error 
del análisis y viene determinada de rnan~ra exacta por dicha ec'uación. 
La presencia de la segunda· ecuación en el filtro de Kalman marca la diferencia sus-
tancial con el esquema de la interpolación óptima: la matriz de covariancia del error de 
predicción se conoce con precisión en el filtro de Kalman, mientras que en la interpo-
lación óptima dicha matriz se aproxima mediante hipótesis adecuadas. Tal diferencia 
es esencial, pues mediante ella, por ejemplo, se determina el carácter de la propaga- _ 
ción de los érrores entre regiones con densidad de estaciones de observación muy di-
ferentes, graeias a lo cual el filtro Kalman debe süs propiedades. de .optimalidad. La 
principal carga computacional del filtro reside también en ella al requerir. su cálculo la 
multiplicación de matrices n xn en cada escalón temporal (n es la dimensión del vector 
~ . . . 
del s.istema Xk) . ., _ . - . , 
. . 
-_ La parte de "análisis"· del filtro de Kalman está representada en las tres última·s 
ecuaciones del filtro, una forma bastante simplificada de escribir el esquema de in-
terpolación óptima usual, por lo que ésta resulta coincidente en los dos métodos. 
r 
Programa F.O.R.T.R.A.N del algoritmo ·aplicado en un caso simple 
Vamos_ a estimar, mediante seis observaciones sucesivas de la posición de una go-
ta de lluvia en caída libre en el campo de gravedad, los estados de este sistema en ca-
da uno de estos instantes aplicando el filtro de Kalrnan. La dinámica del sistema es 
t =. -g, -(Q =O) 
y Ja estimación del estado en cada uno de estos instantes requiere conocer tanto' la . 
posición como la velocidad de la gota. Para la aplicación del_ filtro de Kalman hay que 
expresar esta ecuación en términos de las variables -del espacio de estados y d_iscreti-
zar sus ei;:;uaciones. 
El programa· FORTRAN que figura en la Lámina 1 muestra los dátos de partida del 
estado inicial, los errores asumidos para arrancar el método recursivo y el vector de 
observación. En la notación empleada anteriormente: 
. 277 
.,, 
20 
'(ll'f"S. 
YU/W"'S 
YHl'V"'~ 
.. -
u . 
"" .... 
"'· ." 1.1.1.1.U 
1.1.1.l.tll 
u: 
u: 
"" 
"" u u . 
u 
u 
"' u ll 
u 
ll 
"" u 
"" 
'" u 
FfFfFFFFFF 
ffff fff fff 
ff 
FP 
Ff 
FF 
FFFFFFFF 
FFFFFfFF 
fF 
fF ,, 
ff 
FF 
FF 
&&Ali.A 
..... , ..... 
u :: .. 
... .... 
u .... 
.... ... 
o ... 
a.u .. u.aa&u. 
......... , ......... 
u u. 
u u. 
u AA 
.. .. 
8:IB&88 
00 • DD 
00 
ºº 00 
ºº 
ºº 
00 
00 00 
00 DO 
00 00 
00 00 
DO OD 
ºª 
00 
0 00000 
000000 
H 
LI.. 
l.L 
l.L 
ll 
l.l. 
ll 
l.l 
Ll. . 
u. 
u. 
l.U.U.U.LU. 
l.l.l.U.U.Ll.l. 
. IUllH I 
uuuu 
11 u 
... u 
u .. 
tR .. 
ltllllll 
uuuu 
u .. QI .. 
IU .. 
IR o 
.. .. 
u .. 
EUH 
t ( 
~~tf 
E 
ffE~l 
~= 
"""" 111\KN 
"" 
'"' ::: 
.Kll 
"" 
"" 
"" 
"" 
"" 
lP AO : l'S-SfP-1,.<f. 01 ! JJ 
t::~~ n=u ~::;:: :;g: 
ODllWAIYrlSCI 
OIS<l\'Al"l'f\SU 
- OD<JUIYllHI 
/ 
Lllll _ 
l 
l 
1 
l 
l 
llLU 
"" 
"" 
"""" 
"""" 
"" "" 
"" 
IU\ 
"" :: 
"" IU\ . 
.... 
M 
!!H ¡¡¡; 
:;;; 
¡¡¡¡ 
.. 
~::u~ 
u u 
:: ~: 
... .... 
u .... 
u .... 
A.AAAAIAAAA 
U.&AAUAAA 
u AA 
u .... 
.. . .. 
u u 
mm )) JJ 
ll 3l 
J3 )J 
)) 
n 
Jl )) 
J) H 
ll 3l 
Hllll 
JJJJJJ 
=~ HI\ llN 
== 
HH 
.... 
..CNk 
"" ltNNI NIC 
"" 
·1111 llH 
.... 1111 1111 
"" """" .... .. ....  
ICN llN 
:: :: 
ICN 
"" 
SSSSS aAU 1 [EHE llllf 
S • l A E l 
SSS & A EEEE L $ UUa E l 
S A A E l 
SSSS A A EHU llll l 
DIMENSION P(2,2) 
DIMENSION Y(6) ,AK(2) 
OPEN(2, FILE= 'KALMAN ') 
X=95.0 
V=l.O 
Pll,l)=l0 , 0 
~(1,2)=0 . 0 
P(2,1)=0.0 
_P( 2 , n=l. 0 
Y(l) =100 . 0 
Y(2) =97 . 9 
Y(3)=94.4 
Y(4)zo92.7 
Y(5)•87 . 3 
Y(6)=82.l 
DO 20 I=l, 6 
X=X+V- . 5 
V=V- l. O . 
P(l,l).,P(l, l) +P(2, 2) +2 . O"P(2,l) 
P(2, l )=P( 2, l) +P(2, 2) 
D=P(l, l) H. 
AK(ll =P(l, l) ID 
AK(2)=P(2,l)/D 
Z:Y(I) - X 
X=X+AK(l)•z 
V=V+AK(2) •z 
P(2,2)=P(2,2)-AK(2)•. P(2;l) 
P (2, l) =P(2, l)-AK(2) *P(l, 1) 
P(l.l)=(l. - .AK(l))•P(l,l) 
WRITE(2,200) Y(!) , x', V, P(l.l) ; 
WRITE(2, 99) 
CONTINUE 
100 . 0000 99 . 6250 o. 3750 
97 : 9000 . 98 . 4333 - l.1583 
.94..4000 95 . 2143 - 2.9048 
\.. 92. 70 00 92 .3550 -3. 6945 
87 . 3000 87.6848 . ·-4.S4j6 
82 . 1000 82 : 2216 - 5 . 8749 
~(2, ll , P(2, 2) 
200 FORMAT(lX, lO(lH ) , frl0.4) 
99 FORMAT(lX , lH ) 
Lámina 1 
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STOP 
EN¡:> 
o. 9167 
o. 6667 
o. 6571 
o . 6125 
0 . 5528 
0.4958 
0.0833 0 . 9167 
o. 3333 
o. 3143 
0.2362 
o .1733 
0 .1298 
o. 5833 
0.2952 
o .1513 
o. 0842 
o. 0507 
' 
La matriz de observación es H = (1 O) y los 6 vectores de observación son: 
= (1001. =(97,9] • =(94._4· ) ' =(92.7Jt• ~ (87.3 J • =(821) I 
Z1 . o ) ' ~2 o ' Z3 . o , Z4 o ' Zs .' o .' z6 o . 
Este programa, inicialmente compilado en un ordenador VAX/ VMS de las instala-
ciones del Centro de Cálculo de la Universidad de Sevilla en 1984, corre sin dificultad 
en una estación de trabajo SUN del INM, mostrándose en la referida· Lámina 1 la-sali-
da del mismo, situada a la derecha del programa. 
El éontenido de. cada una de las 6 columnas está indicado en la instrucción de sa-
lida WRITE (2,200) del programa FORTRAN, por lo que 1a·1.ª columna contiene los da-
tos del vector de observaCión, las columnas 2.ª y 3.ª son las sucesivas estimaciones 
del vector de estado del sistema, y las tres restantes contieí)e las' covariancias de los 
errores de predicción (matriz simétrica) en cada una de la 6 estimaciones. Los únicas 
que nos interesan son las que contienen los términos diagonales (columnas 4.ª y 6.ª ), 
debido _a que representan los errores cuadrático medios de las estimas de las posicio- · 
nes y velocidades; respectivamente. ·El gráfico 1 nos muestra su evolución . 
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Debido a que la observación determina la posición de la gota de agua , una vez que 
hayamos procesado la primera observación el error de posición cae rápidamente. Por 
el contrario, el error de la velocidad no decrece substancialmente hasta realizar una 
. segunda observación, debido a que se requieren dos observaciones de posición para 
la determinaeión dé ambas componentes del_vector de estado. El sistema es·tal que la 
279 
'I 
,. 
posición no afecta a· la velocidad, si no que, por el contrario, es la velocidad la que 
·afecta a la posición. ~n consecuencia, hemos de disponer de buenas estimas de velo-
cidad antes de poder obtener .buenas estimas de po~ición. · 
Diremos para terminar, que en el mercado existen paquetes informáticos tales co-
mo SIG ( "A general purpose ·signa! processing") y SSPACK ( "A general purpose sta-
te-space package") que facilitan las diversas aplicaciones del filtro de Kalman. 
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