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When taking a look around our universe we know from precision measurements that space-
time is expanding, dragging around planets, stars and galaxies with it, thus furnishing deci-
sive proof for the theory of the Big Bang. No more than two decades ago it was discovered
that such an expansion proceeds at a slightly accelerating rate: the cause for this phe-
nomenon, still unknown, may be the so called dark energy, an entity that would permeate
all space, foreshadowed by Einstein in his famous general relativity equations via the intro-
duction of the cosmological constant1. Despite this constant evolution of the universe, at
a quick glance it may seem reasonable to think that its “state”, that is its particle content
and the values of the coupling constants, cannot undergo an abrupt change. The first blow
to this picture was given in the sixties by the Higgs mechanism hypothesis, that predicted a
transition phase due to symmetry breaking.
In the late seventies, in addition, it was first laid down in a mathematically precise way
the idea that, even if our universe resides in a minimum of its potential, it may not be
so stable after all, thanks to the pioneering work of Coleman and De Luccia ([30][31]). In
fact, if another minimum with lower energy exists, the universe may be prone to reach it
via a quantum tunneling process, thus changing its state: if many successive minima with
lower energy are present, this transition process could go on for a long time, coming to an
end when the universe reaches the lowest vacuum state, or when the transition to another
minimum becomes impossible for energetic reasons.
The intriguing (and, in some way, daunting) concept that the universe may be in an
unstable state, or that it was so in the distant past, has sparked many fruitful ideas to solve
conundrums that regard our present observations. In this respect, great attention has been
devoted to the cosmological constant problem, devising relaxation mechanisms that could
in principle explain the astonishingly small rate of acceleration that our universe is subject
to. In the work of Brown and Teitelboim [41], dating back to the late eighties, a four-form
kinetic term was added to the usual Einstein-Hilbert action in four dimensions, yielding
1We recall that Einstein’s equations with a cosmological constant read: Rmn− 12Rgmn+Λgmn = 8πGTmn
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something like (neglecting the appropriate coefficients)2:
S = SGRAV +
∫
FmnrsFmnrs (1)
The core idea of their mechanism relies on the fact that in four-dimensions this field strength
is non-dynamical and can be expressed in terms of a single constant. This means that using
its equation of motion the four-form field strength Fmnrs can be written as:
Fmnrs = cεmnrs, (2)
where c is a constant. It follows that the term
∫
FmnrsFmnrs contributes with a factor ∝ c2
to the vacuum energy of the theory, effectively acting as a cosmological constant. Brown
and Teitelboim further showed that the value of c can change if a membrane coupled to
the three-form potential3 of Fmnrs appears. This mechanism is completely analogous to the
discharge of an electric field between two plates due to the appearance of pairs of electrons
inside the field, a phenomenon known as Schwinger process. We see then its relevance for
the vacuum instability problem: if the universe sits in a vacuum with some value of the
cosmological constant c, the nucleation of a spherical membrane can cause it to tunnel to
another minimum, with cosmological constant c′, and this event could be repeated until a
stable vacuum is reached. On the inside of the membrane there is the new (“true”) vacuum
state, whereas the outside remains in the old (“false”) one.
Although affected by a few problems, Brown and Teitelboim’s approach has received conspic-
uous attention, producing more sophisticated hypotheses regarding the cosmological constant
relaxation in contexts such as string theory, for example through the work of Bousso and
Polchinski [42].
As a matter of fact, string theory is a natural realm in which to study vacuum transitions
processes, thanks to the variety of potentials in four dimensions that it can give rise to. More
specifically, the starting point when studying string theory is a ten-dimensional action, that
apparently has no relation to our four-dimensional world. In the low energy-limit, however,
it is possible to get rid of the six extra dimensions (via a compactification technique) and to
obtain a supergravity effective theory in four spacetime dimensions, that will possess some
scalar potential with its corresponding extrema. The crucial point is that the properties
of the extra dimensions and of the fields that live on them greatly influence the shape of
the scalar potential in four dimensions, ultimately determining the precise location of its
extrema. In the course of the thesis we will consider models in which a contribution to the
potential is given by the fluxes of some gauge field-strengths, the generalization to higher
2Here and in the rest of the thesis we employ the notation of Wess and Bagger [7]:
• m (µ, µ̇) for bosonic (fermionic) curved indices
• a (α, α̇) for bosonic (fermionic) flat indices
3The three-form potential enters the field strength as: Fmnrs = ∂[mAnrs].
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dimension of the familiar electromagnetic field-strength. Just like the latter can have a
non-trivial flux through a surface, the generalized gauge field-strengths can thread the extra
dimensions with some flux, directly influencing the structure of the scalar potential in four
dimensions. Concretely speaking, a different value of the flux of some field strength through
the extra dimensions causes a different scalar potential in four dimensions.
The main objective of the thesis is to take into account a specific model of string com-
pactification (described in [25]) and to study, in the context of the resulting four-dimensional
supersymmetric effective theory, the transitions among vacuum states characterized by dif-
ferent values of the fluxes, by means of the nucleation of a membrane that separates the
true from the false vacuum. This means that on one side of the membrane there will be a
potential defined by some values of the fluxes e, whereas on the other side they will assume
different values e′.
In order to take on this study in a mathematically precise way, it is appropriate to employ a
formalism that allows a dynamical treatment of the values of the fluxes, as a consequence of
the fact that during the transition they change from e to e′. In a few recent articles (we refer
for example to [20] and [21]) this has been achieved by introducing new gauge three-forms
that substitute the values of the fluxes e, that completely disappear from the potential. In
any case, the original theory can be recovered by imposing the equations of motion for the
new three-forms, re-obtaining a potential dependent on the fluxes.
If we stick to using the new gauge three-forms, instead, the updated transition mecha-
nism works in this way: just like in the Brown-Teitelboim approach, the gauge three-forms
can be coupled to membranes, that will therefore be characterized by some quantized charge
q. This is exactly the higher dimensional alias of how the electromagnetic potential Am can
be coupled to a charged particle like the electron. Then, by using the equations of motion
for the three-forms, we will show that the quantized charge q causes a jump e′ − e = q in
the values of the fluxes on the two sides of the membrane, in this way completely describing
the vacuum transition.
The advantage of the new formalism, that in a nutshell substitutes the fluxes with gauge
three-forms, is that it provides a natural way to add membranes into the theory, introducing
a coupling between them and the three-forms. At the same time, the gauge three-forms have
field strengths that are four-forms and consequently, as in (2), they are non-dynamical: in
our case the constant c that appears in the equation of motion (2) is the value of the fluxes
e.
We will hence concentrate on re-writing the model of [25] in the new formulation, showing
that all the properties of the original theory are maintained (for example, showing that the
scalar potential written with the three-forms is compatible with the one written with the ex-
plicit values of the fluxes). Then, we will focus on the transitions among different AdS vacua
mediated by membranes, trying to understand what energetic constraints come into play. In
particular, other than a charge the membranes possess a tension (intuitively speaking, the
mass per unit area) that cannot be arbitrarily large if we want the transition to be allowed:
it will be then of crucial importance to understand how to correctly assess this tension in
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order to test the feasibility of the vacuum decay in a concrete case. To this end, we will have
to introduce various approximations (chiefly the so-called thin-wall approximation) and take
into account the contribution that the fields of the model give to the membrane tension.
This study is particularly relevant in light of the claim by Ooguri and Vafa (presented in
[34]) that all non-supersymmetric AdS vacua are unstable.
Finally, having computed the charge and the tension of a membrane that mediates some
decay among different vacuum states, we will be able to employ these results to the weak
gravity conjecture, that roughly speaking states that the tension and the charge should
be equal when the underlying state is supersymmetric. It is in this application that the
three-forms formalism shows its power: it allows us to write kinetic terms for the three









where qe is the charge of the electron and g is the elementary charge possessed by the mem-
brane that we will try to compute. The physical charge of the membrane, that shall be
compared to the tension in order to examine the WGC, will hence be a multiple of the
elementary charge g.
To shed some further light on this topic we will also consider some simple models different
from the one described in [25], trying to draw some conclusions about the applicability of
the weak gravity conjecture to our case, that involves charged membranes.
The thesis will be subdivided in the following way:
In chapter 1 we will introduce some basic supersymmetry and supergravity notions,
fundamental for the formalism that we will develop later.
In chapter 2 we will show how a generic ten-dimensional action with fluxes deriving
from string theory can be compactified to yield a four dimensional supergravity effective
theory, as well as how to compute its scalar potential.
In chapter 3 the gauge three-forms’ formalism devised in [20] and [21], that resides in a
supergravity context, will be exhibited.
Chapter 4 will treat the concrete application of the gauge three-forms’ formalism to the
model of [25].
In chapter 5 we will study the extrema of our model and the transitions among AdS
vacua with different values of the fluxes, taking into account the due approximations.
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In chapter 6, finally, we will apply the results of chapter 4 and 5 to the weak gravity
conjecture.
In Appendix A a few notions of complex geometry, especially useful for the content of





Supersymmetry was first introduced in the 70’s as an additional symmetry that could be
shared by the particles that compose our universe: roughly speaking, it states that every
boson (fermion) possesses a fermionic (bosonic) “supersymmetric partner”. Of course as of
now we do not know any of these partners (e.g. there is no clue of a bosonic partner for the
electron), and so if supersymmetry is a real property of our world such additional particles
should be extremely heavy (at least above the electroweak scale) or interact very feebly with
known matter, even though research in this direction at the LHC and other experiments has
been so far inconclusive [38][39].
Supersymmetry is a rigid theory, namely it acts in the context of Minkowskian spacetime: if
it is made local it can be shown to encompass diffeomorphisms, so that it naturally includes
gravity in its description. The theories that exhibit local supersymmetry are called “super-
gravity theories”. In the next sections we will review both rigid and local supersymmetry,
in order to pave the way for the formalism that we will develop in chapter 3, that resides in
a supergravity context.
1.1 Rigid N = 1 Supersymmetry in 4 dimensions
The Coleman-Mandula theorem states, under a few reasonable assumptions, that the Lie
algebra of a quantum field theory containing the Poincaré group P can at most be of the
form P ⊕ A, where the generators of A are Lorentz scalars, as a result of the direct sum.
This is valid provided that the theory is not composed only of massless particles (in that
case further symmetries, such as conformal invariance, can arise).
It was subsequently shown by Haag, Lopuszanski and Sohnius that, including anticommu-
tators in the definition of the algebra, the symmetry of the theory can be uniquely extended
to include the so called supersymmetry. The generators of supersymmetry are QIα, where
α is a spinorial index, while I = 1, ...,N labels the number of generators. The QIα form a
graded algebra together with the Lorentz group generators (Mmn,Pm). As a consequence,






of the Lorentz group (it can be shown that higher
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α] = 0 (1.1)
The supersymmetry generators, instead, combine in the following way:





{QIα, QJβ} = εαβZIJ {Q̄Iα̇, Q̄Jβ̇} = εα̇β̇(Z
IJ)∗ (1.3)
Dotted indices belong to the conjugate representation (dotted and undotted indices are raised
and lowered by means of εα̇β̇ and εαβ, respectively). Z
IJ are Lorentz scalars called central
charges, i.e. they commute with the whole supersymmetry algebra. More importantly, they
can be non-vanishing only if N > 1. We have omitted, instead, possible tensorial central
charges.
Physically speaking, it can be shown that the supersymmetry generators raise or lower the
spin of half a unit, providing a link between bosons and fermions. It is therefore natural
to expect that supersymmetrically invariant actions must contain equal numbers of bosonic
and fermionic degrees of freedom.
The simplest example of such an action is the Wess-Zumino model, that contains a com-
plex scalar φ, a Weyl spinor ψ and an auxiliary complex scalar F (essential if supersymmetry
is required to close also off-shell). Both fermions and bosons have a total of 2 complex degrees










The corresponding supersymmetry transformations are as follows (ε is an infinitesimal Weyl





The most convenient way to generalize this approach and obtain automatically supersymmetry-
invariant actions is to take advantage of the superspace formalism [3]. It is customary to
introduce the Grassmann numbers θα,θ̄α̇, which enjoy the usual anticommutation, derivation
and integration rules. In addition they must have −1
2
mass dimension so as to give rise to
sensible actions. A generic function (named superfield) of the spacetime coordinates and the
1The convention σ̄m = (1,−σi) where σi are the usual Pauli matrices has been used.
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Grassmann numbers can therefore be expanded as:
Y (x, θ, θ̄) = f(x) + θψ(x) + θ̄χ̄(x) + θθm(x) + θ̄θ̄n(x) + θσmθ̄Am(x)+
+ θθθ̄λ(x) + θ̄θ̄θρ(x) + θθθ̄θ̄d(x)
(1.6)










where σm = (1, σi), with 1 the identity and σi the Pauli matrices.
In order to reduce the number of components of Y (x, θ, θ̄), so as to fit the remaining ones
in a representation of the supersymmetry algebra, constraints have to be introduced. The
chiral constraint makes use of covariant derivatives with respect to the supersymmetry trans-
















Their anticommutation rule is (while all other anticommutators among the D’s and the Q’s
vanish):




Hence a chiral field will satisfy the condition:
D̄α̇Φ = 0 (1.10)
In order to find the most general component expansion of a chiral field it is useful to introduce
new coordinates ym, defined as:
ym = xm + iθσmθ̄ ȳm = xm − iθσmθ̄ (1.11)
The advantage of utilizing these coordinates resides in their properties:
D̄α̇θβ = 0 = D̄α̇y
m Dαθ̄β = 0 = Dαȳ
m (1.12)
Using the chirality condition (1.10) it can be seen that a chiral superfield can depend only
on θ and ym, whereas an explicit dependence on θ̄ is forbidden. Therefore its component
expansion will be:
Φ(y, θ) = φ(y) +
√
2θψ(y) + θ2F (y) (1.13)
It can be hence shown that the corresponding component expansion for the variables xm is:
Φ(x, θ, θ̄) = φ+
√



















As an aside it is relevant to observe that the projector −1
4
D2 corresponds, up to a total
derivative, to the integration measure
∫
d2θ.
Another kind of supersimmetrically-invariant restriction that can be imposed is a reality
condition on a so called vector superfield V :
V = V̄ (1.16)
The component expansion of V is rather long but, as is valid for the chiral field, the number of
fermionic degrees of freedom equals the number of bosonic ones. It is immediately shown that
the chiral and vector superfields correspond respectively to the chiral and vector multiplets
deriving from the supersymmetry representations.




with X a generic real superfield. Using the invariance of the Grassmann integration measure
upon translation and the explicit expression of the supersymmetry transformations it is
easily shown that (1.17) is indeed invariant.
The most general lagrangian density furnishing the chiral fields with kinetic terms can be





To make things more clear, we show the simplest possible example of a Kähler potential
involving just one scalar field:
K(Φ, Φ̄) = Φ̄Φ (1.19)
The reason for the name of the Kähler potential is that its second derivative gij̄ (also called
Kähler metric and often denotedKij̄) is present, after component expansion, in the scalar and
spinorial kinetic terms: in particular this means that the scalar fields constitute coordinates
on the Kähler manifold with metric Kij̄. For a discussion of such manifolds we refer to
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The lagrangian density LK , in addition, enjoys an invariance under Kähler transformations
(where Λ and Λ̄ are holomorphic functions):
K(φi, φ̄i) −→ K(φi, φ̄i) + Λ(φi) + Λ̄(φ̄i) (1.21)
A further term, giving non-derivative “interactions” among the components of the chiral
superfield, can be added to the lagrangian:
LW =
∫
d2θ W (Φi) +
∫
d2θ̄ W̄ (Φ̄i) (1.22)
W is called superpotential and, in order to make sure that the lagrangian is invariant under
supersymmetry, it must necessarily be a holomorphic function of Φi (that is, it cannot contain









i = 0, (1.23)
where the first term is zero because the Φi are chiral and the second vanishes because of the
holomorphicity of W .









The total lagrangian for a set of chiral fields {Φi} will hence be Lchiral = LK + LW . If we
wish to include a gauge interaction for the chiral fields a coupling with the superfield V must
be introduced. The corresponding modified “super Yang-Mills” lagrangian is2:
LSYM =
∫
d2θd2θ̄ Φ̄eV Φ +
∫
d2θ W (Φi) +
∫












The lagrangian LSYM is then invariant under the action of a non-abelian symmetry group
2Neglecting Fayet-Iliopulos terms which arise if the symmetry group is not semi-simple.
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generated by {T a}, whose explicit transformations are:{
eV −→ eiΛ̄eV e−iΛ
Φ −→ eiΛΦ,
(1.27)
with V and Λ taking values in the Lie algebra of the symmetry group.
In this context it is common to adopt the Wess-Zumino gauge, resulting in the following
component expansion of V (Am is a vector boson, λ is a fermion, the gaugino, and D is an
auxiliary field):
V = θσmθ̄Am + +iθ
2θ̄λ̄− iθ̄2θλ+ 1
2
θ2θ̄2D ⇒ eV = 1 + V + 1
2
V 2 (1.28)





















where Fmn is the field strength of Am, F
i are the auxiliary fields of the chiral superfields Φi




Da = −φ̄iT aφi (1.30)
When the equations (1.30) are inserted into the bosonic lagrangian (1.29) the scalar potential
V is obtained:











As a consequence the supersymmetric vacua of the theory will have to be found by setting
to zero the scalar potential and looking for possible solutions. This is so because it can be
shown that a vacuum is supersymmetric if and only if its energy is zero. In fact, recalling
the supersymmetry algebra (1.3) (for example with N = 1) and considering a vacuum state





||Qα |Ω〉 ||2 + ||Q̄α̇ |Ω〉 ||2
)
≥ 0 (1.32)
Hence the vacuum is supersymmetric (namely, Qα and Q̄α̇ act trivially on it) only if its
energy P 0 vanishes.
1.2 N = 1 Supergravity in 4 dimensions
The starting point in deriving the minimal supergravity action consists in making the su-
persymmetry transformation parameter ε local, i.e. dependent on the spacetime coordinates,
14
ε(x). Doing so and considering the Wess-Zumino action (1.4) it can be seen [4] that it is
necessary to introduce a vectorial spinor ψαm with an appropriate variation depending on the
derivative of ε, if we wish that the action is still supersymmetry-invariant. ψαm transforms
under the (1, 1
2
) representation of the Lorentz group, and it is called gravitino. Moreover, to
maintain the equality between fermionic and bosonic degrees of freedom, a graviton gmn has
to be introduced. Hence gravity is naturally present in locally supersymmetric theories.
As a matter of fact it is more convenient to restate the theory through Cartan formalism.




















A covariant derivative (with respect to local Lorentz transformations) can be defined acting
on spinors such as the gravitinos as:
Dmψn = ∂mψn +
1
4
ω abm γabψn (1.36)
where 1
4
γab are the generators of the Lorentz group and ω
a
b is the spin connection (i.e. a
connection on the spinor bundle), and, as in the case of the Christoffel connection, it is
possible to define the Ricci curvature tensor (we are using the conventions of appendix A),





c ∧ ωcb (1.37)
The full Riemann tensor, furthermore, satisfies the usual antisymmetry properties:
R a[cd b] = 0 (1.38)
Covariant derivatives satisfy, analogously to the Yang Mills case, the familiar relation with




R abmn γab (1.39)
Moving to flat indices a further term, the torsion, appears:









ab ≡ 2ema emb D[mecn] (1.40)
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Mathematically speaking, a vanishing torsion implies that the spin connection can be fully





abc − Ωbca − Ωbac) with Ωabc = ema enb (∂menc − ∂nemc) (1.41)
Instead, if the torsion is non-vanishing, an additional term (the so called “contorsion tensor”),
dependent on the torsion, must be added:





This will be seen to happen in the supergravity case. The supergravity lagrangian will
therefore contain a kinetic term for the graviton (the Einstein-Hilbert lagrangian LEH), a
kinetic term for the gravitino (the Rarita-Schwinger lagrangian LRS) and a term quartic in
the gravitino to enforce supersymmetry:
L[e, ψ] = LEH [e] + LRS[e, ψ] + Lψ4 [e, ψ] =
= −1
4
|e|ema enbR abmn +
1
2
εmnrsψ̄mγnγ5Drψs + Lψ4 [e, ψ],
(1.43)
where |e| is the determinant of the vielbein. The quartic term is proportional to the contor-
sion tensor:
Lψ4 [e, ψ] = −
1
4
|e|(K aca K bb c +KabcKcab), (1.44)
where:





The corresponding supersymmetry variations are:
δeam = −iε̄αγaψαm δψαm = Dmεα (1.46)
It can be noted that the variation of the “gauge field”, that is the gravitino, is proportional
to the transformation parameter, like in the Yang Mills case. It is possible to exhibit a more
compact form of the action considering the spin connection in the non-vanishing torsion case,
namely ω̂abm [e], and thus absorbing the quartic terms. With this expedient the lagrangian
and the supersymmetry transformations become:
L̂[e, ψ] = −1
4








δeam = −iε̄αγaψαm δψαm = D̂mεα
(1.47)
It can be shown that the action of two consecutive supersymmetry transformations on the
vielbein results in a combination of a diffeomorphism (parametrized by ξm), a local Lorentz
transformation (parametrized by Λab), and a supersymmetry transformation (dependent on
16
ε), thus ensuring the closure of the algebra, that is:












As far as the gravitino is concerned the supersymmetry algebra closure is guaranteed by
its equation of motion. If, instead, we do not impose the equations of motions auxiliary
fields must be introduced to match the degrees of freedom (d.o.f.). In fact, the vielbein
has 6 off-shell d.o.f.: starting from 16 components, 4 can be fixed via diffeomorphisms,
whereas 6 are set by local Lorentz transformations. The gravitino, instead, has a 12 off-shell
d.o.f.: the number of components is 22 × 4, of which 4 get canceled by local supersymmetry
transformations depending on ε. The six missing bosonic degrees of freedom are provided by
an auxiliary vector field bm and a complex scalar M . The supersymmetry transformations
(1.47) must then be modified to accommodate the new fields. The complete supergravity




m bm M (1.49)
Like in the case of rigid supersymmetry, convenience in the formulation of locally supersym-
metric actions in more involved cases implies the use of the superspace formalism: the indices
A = (a, α, α̇) will denote flat space and M = (m,µ, µ̇) the curved space ones. The basic ob-
jects used to build the supergravity action in the superspace formalism are the super-vielbein
EAM(x, θ) and the super-spin connection Ω
AB
M . Super-Einstein transformations parametrized
by ξM act on these objects: the components ξm(x)|θ=0 are the diffeomorphisms, whereas the
ξµ|θ=0 = εµ are local supersymmetry transformations. In addition there are the local Lorentz
transformations ΛAB: stemming from the fact that the spin is a Casimir of the Lorentz group
representations, ΛAB cannot contain terms mixing bosons and fermions. Further requiring












Reasoning in an analogue way for the spin connection (which, as said, can be thought as the
connection for the Lorentz transformations) the following result is obtained:
ΩABM =








It is useful then to define super-covariant derivatives (remembering that the index M splits
into m and µ, µ̇):




Just as in the regular case, the super-torsion T PMN and the super-curvature tensor R
mn
MN can
be appropriately defined through the commutator (for bosonic components) and anticom-
mutator (for fermionic components) of the flat covariant derivatives (linked to the curved
ones by means of the super-vielbein):






















baba − iema Dmba
]
, (1.54)
where M is the complex auxiliary field and ba is the vector auxiliary field with flat index. R
is the usual Ricci curvature, that depends on the vielbein and the spin connection, and is
defined as:




n − ∂nω abm + ω acn ω bmc − ω acm ω bnc ) (1.55)
In order to match the superspace description with the regular one a convenient gauge choice
of the super-Einstein transformations can be made:
Eam(x)|θ=0 = eam Eαm(x)|θ=0 = ψαm Ωabm(x)|θ=0 = ωabm (1.56)
Moreover a few components of the torsion must be adjusted to accommodate various re-
quirements and fix some components [7]: the most relevant are a consistency condition,
T γ̇αβ = T
a
αβ = 0, which guarantees that the chiral constraint D̄α̇Φ = 0 is well defined, and
the super-conformal choice T aαa = 0, ensuring that no non-sense equation of motion (such as
E = 0) appears.
The next task ahead is to find an invariant measure suitable for the supergravity action. It




where sdetEAM is the super-determinant (also called Berezinian) of E
A
M , a generalization of
the usual determinant for matrices in superspace. Finally, it can be shown that in the case
of rigid superspace sdetEAM = 1, so that the correct measure is recovered.
The wish is to construct a theory resembling the action (1.25) with proper modifications
to accommodate curved superspace: in order to introduce superpotential terms a chiral
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The chiral invariant measure will therefore be defined as:∫
d4xd2θ 2E (1.59)
The last thing left to generalize is the projector −1
4
D2 appearing in equation (1.15); using
the commutation rules (1.53) it can be shown that the appropriate projector in supergravity
is −1
4
(D2− 8R). As a result the two can be interchanged when passing from rigid to curved




(D̄2 − 8R)eVDαe−V (1.60)
Combining everything together the most general supergravity action (with no more than


















where g is the usual gauge coupling (that, in full generality, could also depend on the Φi).
The term which differs the most from (1.25) is the one involving the Kähler potential: the
reason why it appears lies in requiring the correct normalization of the Einstein action and
the kinetic terms (even though, in order to recover the standard Einstein-Hilbert action,
a so-called Weyl rescaling will be needed, as we will show later on). In order to partially
justify its presence it is useful to re-introduce the Newton coupling constant k2 = 8πG and












It can be seen that, sending k → 0, i.e. in the low-energy limit, the O(k2) terms vanish, and
what remains is the Einstein and Rarita-Schwinger action (contained in the first term) and
the regular Kähler potential for the gauge-coupled chiral superfields.
The component expansion for the bosonic sector of the lagrangian (1.61) is (with φi being








mn − V, (1.63)
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where |e| is the determinant of the vielbein and D̃ is the covariant derivative with respect to
the gauge vector Am. The explicit expression for the scalar potential V is, if we put to zero
the terms proportional to the auxiliary fields D (that we will not consider in the following):
V = eK
(



























+ Λ(Φi) + Λ̄(Φ̄i) (1.66)
Among the minima of the potential V , the supersymmetric ones are found imposing that the
supersymmetric variations of the fermions appearing in the chiral superfield Φ and the vector
superfield V evaluated at the minimum vanish. The reason for this is that, in the vacuum
states that correspond to the minima, all the fermionic fields of the theory must vanish. This
means that the variations for the scalars and the vielbein (that depend only on the fermions)
vanish identically, whereas the fermions’ variation could possibly give a contribution. As a
result, if we impose that these variations vanish, the following supersymmetricity condition
(in the absence of D terms) is obtained:
DiW = 0 (1.67)
It is worth observing from (1.64) that supersymmetric vacua imply Minkowski (i.e. null




The idea of the existence of extra dimensions, beyond the four familiar ones we can expe-
rience in everyday life, dates back to the beginning of the past century and is due to the
German physicist Theodor Kaluza, who tried to ease the conflict between general relativity
and electromagnetism and to obtain a unified theory. Since then this seemingly simple and
yet revolutionary concept (not restricting ourselves to the apparently arbitrary number of
spacetime dimensions) has been applied in a variety of ways, as well as on a multiplicity of
different problems. One of the most prominent fields where the guess that there exist extra
dimensions that we cannot directly perceive has been put to an extensive use is string theory,
and as a matter of fact this has been one of the most recognizable features of string theory
as a whole. Remarkably this characteristic is not artificially added into the theory, but it is
implemented in a mathematically precise way by quantum consistency requirements.
At a first glance, nevertheless, our world shows only four dimensions, and consistency
with this basic premise is an inescapable urgency for all theories that aspire to have some
connection with reality. A possible solution is to postulate the existence of “large” extra
dimensions, but with the crucial difference that the access to them is severely restricted for
most of the particles that populate the standard model. This is the case of the large fifth
dimension of the Randall-Sundrum model [19], that can be explored only by the gravitons
(this idea is used to explain why gravity appears to be the “weakest” force in our universe),
whilst all the other particles are confined to the usual four dimensions.
Another approach, that is often adopted by string theory, is to assume that the supernu-
merary dimensions are so small that we have not been able to sense their presence yet: they
must in a sense be extremely “small” and therefore unaccessible to the present particle ac-
celerator energy (and, as far as we know, even much above it). Even though they cannot
be directly probed, the geometrical properties of the extra dimensions are fundamental in
determining the features of the particles and the forces that characterize the universe (if
the string theory description is true, ça va sans dire), and therefore understanding how this
influence is exerted is essential in order to achieve a satisfying physical theory.
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2.1 The Kaluza-Klein dimensional reduction
The chief strategy to tackle this task, that goes by the name of Kaluza-Klein (KK) dimen-
sional reduction method, is to start from a ten-dimensional action (in the following we will
be exclusively concerned with string theories with a total of 10 spacetime dimensions, 3+1
usual ones and 6 extra)1, that describes the theory in its full extension, and to assume that
the fields that compose the theory depend on the extra dimensional coordinates in the sim-
plest possible way. In general we can consider small fluctuations of the fields around some
background value2, calling x the 4d coordinates and y the extra ones:
Φ(x, y) = Φbg(x, y) + δΦ(x, y) (2.1)
The fluctuations δΦ must therefore satisfy, just like Φbg(x, y), the ten-dimensional equations
of motion, that will be something like:
OTOT δΦ(x, y) = (Ox +Oy) δΦ(x, y) = 0, (2.2)
where OTOT is a differential operator (for example, a Laplacean) that can be split into a
part acting only on the standard 4 dimensions (Ox) and another pertaining only to the
extra dimensions (Oy). Furthermore the fluctuations in the ten dimensional theory can be





where the functions Y (n)(y) satisfy:
OyY (n)(y) ∝ m2(n)Y (n) (2.4)
The coefficients m(n) are nothing but the masses of the fields φ
(n)(x) that appear in the
decomposition (2.3); in fact inserting (2.3) into (2.2) the following relations holds:










Most importantly it can be shown that the masses m(n) are inversely proportional to the
size of the extra dimensions: as a result, the smaller they are, the larger the masses will be.
From now on the indices belonging to 4d spacetime will be the middle latin ones m,n, etc.
whereas the extra indices are denoted by i,j, etc. Using this convention the four dimensional
part of the metric must be expanded in the following way, so as to preserve all the properties
1Actually the starting point could also be M-theory with 11 dimensions.
2The field Φ can be a scalar, a vector, a fermion etc., we have suppressed the possible indices for conve-
nience.
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of the Ricci scalar:









Once this Fourier expansion has been performed, the idea of the KK reduction is to insert
the expressions like (2.3) in the total action and to integrate over the extra dimensions, de
facto eliminating them. This is a key point in our discussion: in the low energy limit it
can be shown that the massive modes in the expansion (2.3), that is all of the φ(n) expect
for φ(0), can be integrated out and play no role in the resulting theory. The “memory” of
the additional dimensions, as a consequence, will remain in the new theory in the form of
the zero modes (that is, the massless ones) that appear in the expansion (2.3). The final
action that is obtained after this process is properly defined in four dimensions and it is in
all respects an effective theory, because it has been obtained, and it is valid, only in the low
energy limit.
With the tools of the appendix A at hand it is now possible to take on the study of
type IIa superstring theory compactified on Calabi-Yau threefolds in the presence of fluxes.
Before delving into the details, it is necessary to explain what we have just said: type IIa
superstring theory describes the behaviour of strings in a supersymmetric context, namely
with two supersymmetric charges (N = 2), whence the “II”. In order for this description
to be consistent it is required that the theory is stated in 10 (9 spatial plus one temporal)
dimensions, and as a result all of the fields in the action will be expressed in 10d. These
fields arise from the quantization of closed superstrings, and in general are organized in a
tower of states with increasing mass. Such masses, however, are proportional to the inverse
of the string length scale, that being extremely small (of order of the Planck length) results
in enormous masses for the massive states. It is then natural, if we want to study low energy
applications, to concentrate our attention exclusively on the massless states that develop
from string quantization, and to neglect all of the massive states. Moreover we will add to
the picture the fluxes of some field-strengths (similar to the fluxes of the electro-magnetic
field strength Fmn that we are more familiar with), that will contribute with further terms
to the action.
The next step will consist in reducing the number of supercharges from 2 to 1, in order
to make contact with more realistic models: this will be done by projecting out some of
the components of the fields, by means of a so-called “orientifold projection”, that will be
explained more extensively in the following.
Once we have stated this 10-dimensional theory, the wish is to dimensionally reduce
it and obtain a four-dimensional effective theory. As we have briefly outlined before, this
is achieved by applying the Kaluza-Klein reduction method. In the present case we will
compactify the theory on a Calabi-Yau three-fold, that is a complex manifold with three
complex dimensions (as a result, it will be described by three complex coordinates). The
ten total dimensions will be then split into two parts: the ordinary four dimensions M4 and
the Calabi-Yau manifold X6 (that possesses six real dimensions). 10d spacetime will hence
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be the direct product of these two spaces:
M10 = M4 ×X6 (2.7)
The appropriate formalism to treat such a compactification and the complex geometry of
the Calabi-Yau manifold makes use of p-forms, the generalization of the differentials that
are employed in one-dimensional integrals. The p-forms have a natural domain of integra-
tion, the p-cycles, that are submanifolds of dimension p of a more ample space, such as the
Calabi-Yau manifold. All of these notions are more accurately defined in appendix A, but
throughout this chapter we will explain the most relevant parts when necessary.
If we want to compactify the 10d-theory we will have to express all of the fields in the action
as a combination of a part that lives in four dimensions and another that pertains to the
six extra ones, so as to be able to perform the integration on X6 and reduce to only four
dimensions. After this procedure we will finally obtain a four dimensional effective theory
with N = 1 supersymmetry. Summing up the whole procedure we can draw this schematic
diagram:
M4 ×X6 (N = 2)
Orientifold projection−−−−−−−−−−−−→ M4 ×X6 (N = 1)
KK reduction−−−−−−−→ M4 (N = 1)
2.2 The 10d action
As we have said, the starting point is a theory living in 10 spacetime dimensions. Following
Grimm’s convention [13] we will denote fields in 10d with a hat, whereas in 4d they will be
devoid of it.
Quantization of the closed superstring with appropriate boundary conditions - Ramond (R)
and Neveu-Schwarz (NS) - gives rise to a varied massless bosonic spectrum, encoded in the
so-called R-R and NS-NS sectors (while the R-NS and NS-R contain the fermions, which
we will not care about, as they can be recovered by supersymmetry) [14]. The NS-NS
sector contains a scalar field, the dilaton φ̂, the graviton gMN (capital indices span from 0
to 9) and an antisymmetric two form B̂2. In the R-R sector a one-form Ĉ1 and a three-
form Ĉ3 are present. All of these p-forms can intuitively be seen as the generalization of
the electromagnetic potential that we are more familiar with. Furthermore, we employ the
formalism of Romans [15] that introduces a mass m0 for the NS-NS two-form B̂2. The
parameter m0 can be also seen as a constant “zero-form”3 F0.
The most general ten-dimensional action that includes the mentioned fields is (setting the
3Using F0 proves useful if the democratic approach, that adds other forms Ĉ5, Ĉ7 and Ĉ9, related to the
conventional ones via an expression involving the Hodge duality, is used. For further details we refer to [40].
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R̂ ∗ 1− 1
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dφ̂ ∧ ∗dφ̂− 1
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φ̂(m0)2 ∗ 1 + LChern-Simons
(2.8)












































4 are the background fluxes of the respective forms. These fluxes of
the p-forms through some p-cycle in the extra dimensions can be thought as nothing but the
analogue of an electric or magnetic flux through a closed surface that we usually consider in
the four standard dimensions. p-cycles, in fact, are submanifolds of dimension p in the extra
dimensions and have no boundary, just like a sphere in the ordinary four dimensions. We see
then that the field strengths in (2.10) are the sum of the derivative of their potential (just
like in electromagnetism F = dA) plus a fixed contribution of a non vanishing background
flux in the extra dimensions.
2.3 Compatification of type IIa theories
We can now proceed in compactifying the theory, by means of Kaluza-Klein dimensional








where m and n span the four dimensional spacetime, while i, j = 1, 2, 3 run over the Calabi-
Yau manifold described by the coordinates zi and z̄i. Writing down (2.11) we are assuming
that, at least at zero order, the two spaces M4 and X6 do not interfere with each other,
namely that there are no non-diagonal terms.
The next step is to express the fields in (2.8) splitting their dependence on the four standard
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dimensions (labelled by x) and on the extra ones (labelled by z and z̄). In particular, we
should expand the fields of the theory in a basis of the space M4 ×X6, something like:
Φ(x, z, z̄) = η(x) + ψ(x) ∧ ρ(z, z̄) + χ(z, z̄), (2.12)
where η, ψ, ρ and χ are some functions of the respective coordinates. Moreover, if Φ is a
p-form, all of the products on the right hand side should also give rise to a p-form. More
specifically ρ and χ should belong to some basis of the compactification manifold X6. How
can such a basis be found? In general the elements of a basis defined on X6 are (p, q)-forms,
where p refers to the coordinates z and q to the z̄, and whose natural domain of integration
is a (p, q)-cycle. As an example we could write a (1,1)-form ω:
ω = dz ∧ dz̄ (2.13)
Of course we could have built a (2,1)-form, or a (3,0)-form, etc. The question, therefore, is
how many independent forms of each type (that is, for every possible p, q, that can go from
1 to 3) exist on the complex manifold X6 we are considering. It is the geometrical properties
of this manifold that precisely determine the number of basis elements for each kind of (p, q)-
forms. More specifically, every independent (p, q)-form4 is a so-called cohomology class, with
well defined properties that are explored with further detail in appendix A. The set of all of
the (p, q)-cohomology classes is the cohomology group Hp,q. As a result, the number of basis
elements for each cohomology group of a manifold X6 is defined to be the Hodge number
hp,q. For example, if h1,1 = 3, it means that the manifold X6 possesses three independent
(1, 1)-forms, and that we should expand the fields of the theory accordingly. At this point it
is crucial to note that every (p, q)-form is also a (p+ q)-form. If, for example, we wanted to
build a 3-form field using the expansion (2.12), we could use a sum of (3,0)- and (2,1)-forms
on the right hand side, because both of them are 3-forms. The total number of independent
(p + q) forms for some given p and q with fixed sum is the so-called Betti number bp+q (for
a more precise definition we always refer to Appendix A).
In this regard, it can be shown that the Calabi-Yau manifold X6 under consideration is
completely characterized by the Hodge numbers h3,0 = 1, h2,1 and h1,1. We further note,
using (6.82), that:
b3 = 2(h3,0 + h2,1) = 2 + 2h2,1 (2.14)
We can therefore introduce bases of harmonic forms (recalling from appendix A that they are
in correspondence with the cohomology classes) for each of the involved cohomology groups:
• ωA for H1,1(X6) (A = 1, ..., h1,1)
• ω̃A for H2,2(X6), dual to ωA (so that the index A runs over the same range as for ωA).
• (αK̂ , βK̂) for H3(X6) (K̂ = 0, ..., h2,1)
4More precisely, every independent equivalence class of (p, q)-forms, where two (p, q)-forms are equivalent
if they differ by an exact form.
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αK̂ and β









L̂ = 0, (2.15)
whereas the duality condition on the ωA and the ω̃A is:∫
ωA ∧ ω̃B = δAB (2.16)
Expanding the RR and NSNS fields in their appropriate bases and restricting to the zero
modes (as we have mentioned that the massive modes do not contribute to the effective
theory) gives:
Ĉ1(x) = c1(x) B̂2 = B2(x) + b
A(x)ωA
Ĉ3(x) = c3(x) + A




A(x), B2(x) and c3(x) are respectively 1-, 1-, 2- and 3-forms defined on four
dimensional spacetime, whereas bA(x), ξK̂(x) and ξ̃K̂(x) are scalars always living in 4d.
The background fluxes for the field strengths (2.10) can be accordingly expanded as:
Ĥbg3 = q
K̂αK̂ − pL̂β




We see consistently that Ĥbg3 , being a 3-form, has been expanded in a basis of the cohomology
group H3, that indeed includes the 3-forms (αK̂ , β
K̂); the same goes for F̂ bg2 (expanded in a
basis of 2-forms ωA) and F̂
bg
4 (expanded in a basis of 4-forms ω̃A).
Additional zero modes that must be taken care of in the compactification arise from the
deformations of the metric gij. These fluctuations can be divided into two categories: the
ones deforming the components gij and gij, and the ones transforming the mixed components
gij [17]. It can be shown that the deformations of gij are nothing but fluctuations of the
Kähler form J , defined in appendix A; as a result the corresponding moduli space MK is:
MK = H1,1(X6) (2.19)
The term moduli, therefore, indicates the fields that parametrize some given deformations, in
this case the ones of the Kähler form. The moduli space is the set of all possible deformations
of a given kind, and from a mathematical point of view it is a Kähler space.
As a consequence of (2.19) there will be h1,1 parameters vA describing MK . Their Kähler







J ∧ J ∧ J
)
≡ −ln (8κ) , (2.20)
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ωA ∧ ωB ∧ ωC κAB =
∫
X6














Intuitively speaking the intersection numbers express how many times some p-cycles defined
on the manifold X6 (in our case, the ωA and J) intersect each other. The deformations δgij,
instead, are linked to a change of the complex structure Y , that can in turn be encoded
in deformations of the nowhere-vanishing holomorphic and harmonic 3-form (6.85). These
deformations turn out to be described by a (2,1)-cohomology class. That is to say that the
moduli space MCS of complex structure deformations has dimension h2,1 and is:
MCS = H2,1(X6) (2.22)
The h2,1 parameters associated with MCS are the complex scalars zK , with K running from 1
(not 0 as for K̂) to h2,1. In order to define them more precisely we introduce the coordinates




Ω ∧ βK̂ FK̂(z) ≡
∫
X6
Ω ∧ αK̂ (2.23)
As a result Ω(z) can be expanded using (2.15):
Ω(z) = ZK̂(z)αK̂ −FK̂(z)β
K̂ (2.24)














The 2(h2,1 +1) coordinates ZK̂ and FK̂ are not entirely independent if Ω defines the complex
structure. First of all the FK̂ can be expressed as functions of the ZK̂ : using a corollary of













where F is the prepotential of the Calabi-Yau manifold under scrutiny. Another dependent
coordinate among the ZK̂ is eliminated making use of the Kähler invariance enjoyed by Ω
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and KCS (h(z) is a holomorphic function):
Ω(z)→ Ω(z)e−h(z) KCS(z)→ KCS(z) + h(z) + h̄(z̄) (2.28)
In this way it is possible to fix, for example, Z0 = 1, being left with just h2,1 coordinates
zK ≡ ZK
Z0
, as required by (2.22).
The bosonic fields built so far can be assembled into supersymmetric N = 2 multiplets of
the following form (omitting the fermions):
• 1 gravitational multiplet containing the bosonic components (gmn, c1)
• h1,1 vector multiplets containing the bosonic components (AA, vA, bA)
• h2,1 hypermultiplets containing the bosonic components (zK , ξK , ξ̃K)
• 1 tensor multiplet containing the bosonic components (B2, φ, ξ0, ξ̃0)
A useful simplification can be made re-assembling and rescaling some of the fields:





where the tA are the coefficients of the basis expansion of the so-called complexified Kähler
form Jc:
Jc ≡ B̂2 + iJ = tAωA (2.30)
2.4 The orientifold projection
Before writing down the complete action we perform an orientifold projection, in order to
reduce the number of supersymmetries from N = 2 to N = 1. The general idea behind this
process is to introduce a projection operator O and to apply it to the fields of the theory
we have built in the previous section, retaining only the ones that remain unaffected. We
will then see that the remaining degrees of freedom naturally accommodate into multiplets
of N = 1 supersymmetry.
The discrete symmetry operator O is composed of an involution σ (i.e. such that σ2 = 1; it
acts non-trivially only on the Calabi-Yau manifold X6), the world-sheet parity operator Ωp,
that flips the orientation of the strings, and (−1)FL , with FL the number of fermions in the
left-moving sector (arising from the quantization of the closed superstring):
O = Ωp(−1)FLσ (2.31)
Further properties of σ include antiholomorphicity, isometry and the action on the Kähler
form as (denoting with σ∗ the pullback of σ on the cotangent bundle where J lives):
σ∗J = −J (2.32)
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The locus of the points left fixed by the action of σ is called orientifold plane, a non-
dynamical object that is commonly indicated with On, where n is its spatial dimension.
As a consequence of the fact that σ acts trivially on the standard four dimensions the
orientifold plane will at least be an O3 (so that it has 3 spatial and 1 temporal dimension).
The consistency requirement (imposed by the Hodge numbers) J ∧ J ∧ J ∝ Ω ∧ Ω̄ implies
that:
σ∗Ω = e2iθΩ̄, (2.33)
with e2iθ a generic constant phase.
As we have said the core strategy of the orientifold projection is to eliminate the fields that
are not invariant under the action of the operator O. First of all we note that Ĉ1 and Ĉ3 are
the only odd fields under (−1)FL , whereas B̂2 and Ĉ3 are the only odd ones with respect to
the world-sheet parity operator Ωp. It then turns out that the O-invariant 10-dimensional
fields must satisfy:
σ∗φ̂ = φ̂ σ∗gMN = gMN σ
∗B̂2 = −B̂2
σ∗Ĉ1 = −Ĉ1 σ∗Ĉ3 = Ĉ3
(2.34)
Correspondingly the homology groups H1,1(X6), H
2,2(X6) and H
3(X6) split under the action
of σ in even and odd subspaces. As a result also their basis elements will get reduced.
Denoting even subspaces with the subscript + and odd ones with − we get [13]:



























We note that the dimensions of H2,2+ and H
2,2
− are swapped with respect to the ones of H
1,1
+




J ∧ J ∧ J which is odd for (2.32); moreover, the base ω̃A is the Hodge dual of ωA,
so that the only way to obtain an odd function over the whole manifold when computing∫
X6
ωA ∧ ω̃B is: ∫




ω+α ∧ ω̃+i = 0 (2.35)







In order to simplify the following computations a specific choice of the symplectic basis
(2.15) can be made, considering the αK̂ to be even under O, and the βK̂ to be odd. In any
case the reasoning could be made with a generic basis choice and the end result would not
be affected.
Bearing in mind (2.34) we see that J , B̂2 and Ĉ1 must be expanded in an odd basis if
we want to meet the requirement that only fields even under O survive the projection, and
all the rest in an even basis. It can be noted, besides, that Ĉ1 gets entirely projected out,
as a consequence of the fact that no odd (neither even for that matter) harmonic one-forms
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exist, recalling (6.86), and that σ acts as the identity on four-dimensional spacetime. The
corresponding expansions are hence:
J = viω−i B̂2 = b
iω−i i = 1, ..., h
1,1
−
Ĉ3 = c3(x) + A




As it was done previously, it is convenient to assemble the real scalar fields components of
J and B̂2 into new complex fields:
ti ≡ bi + ivi (2.37)
Correspondingly we define the complexified Kähler form as:
Jc ≡ B̂2 + iJ (2.38)
The intersection numbers (2.21), being proportional to the odd volume form, are non van-
ishing only if they contain one or three odd basis elements of the form ω−i . As a result the
vanishing components are:
καβγ = καij = καi = κα = 0 (2.39)
The surviving ones maintain the relations among themselves described in (2.21).
The background field strengths are also involved in the projection (with symmetry properties
determined by their gauge fields), resulting in:
Ĥbg3 = −pK̂β




We immediately see that when these field strengths are integrated on appropriate p-cycles,
dual to the basis p-forms that appear in the field strengths’ expansion, the result is nothing
but the values of the fluxes (i.e. the coefficients in the basis expansion). For example, as









βL̂ = −pL̂, (2.41)
where we have used the symplectic relations (2.15). This definition is in agreement with the
intuition that these values of the fluxes are the analogue of a more conventional electric or
magnetic flux through a surface.
Putting (2.36) and (2.40) together the complete field strengths turn out to be:
Ĥ3 = −pK̂β
K̂ + dbi ∧ ω−i
F̂2 = −miω−i +m0biω−i
F̂4 = e
iω̃+i + dc3(x) + dA











As far as the 3-form Ω is concerned, the condition (2.33) implies:
Im(e−iθZK̂) = 0 Re(e−iθFK̂) = 0 (2.43)
The Kähler transformation (2.28) is analogously reduced to a simple real rescaling, that is:
Ω(z)→ Ω(z)e−Re(h(z)) KCS(z)→ KCS(z) + 2Re(h(z)) (2.44)
In this context, instead of employing this invariance tout court to fix one of the periods of
Ω, it is useful to “hide” it in a complex compensator (i.e. a non-physical field) subject to
the transformation law [18]:
Z ≡ eD−iθ−
KCS
2 Z → ZeRe(h(z)) (2.45)
We hence define a rescaled Ω as:
ZΩ = Re(ZZK̂)αK̂ − iIm(ZFL̂)β
L̂ (2.46)
The purpose of this rescaling is to define a new combination of fields Ωc that is nothing but
a chiral multiplet formed by the remnants of the orientifold projection of Ω and a part of
Ĉ3:
Ωc = ξ
K̂αK̂ + 2iRe(ZΩ) (2.47)























In the end, we have shown that the total moduli space of the theory possesses the following
structure:
MK ×MQ, (2.50)
where MK is the moduli space spanned by the deformations of the complexified Kähler form
Jc (that is, by the fields b
i and vi), whereas MQ is described by the dilaton D, the axion ξ
and by a submanifold defined by the complex structure moduli zK .
Summarizing all the (bosonic components of the) multiplets of N = 1 supersymmetry that
remain after the orientifold projection we obtain:
• 1 gravitational multiplet (with bosonic component gmn)
• h1,1+ vector multiplets (with bosonic component Aα)
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• h1,1− chiral multiplets (with bosonic component ti)
• h2,1 + 1 chiral multiplets (of which 1 unphysical, with bosonic component nK̂)
We consistently note that the bosonic component c1 has disappeared from the gravitational
multiplet, leaving the familiar N = 1 supersymmetry spectrum.
Taking into account the reasoning made so far it is finally possible to perform the Kaluza-
Klein reduction and expand the resulting components; inserting (2.42) and (2.36) in (2.8)
and integrating over the Calabi-Yau manifold X6 we get [9],[13]:






R ∗ 1−Gijdti ∧ ∗dtj +
1
2
ImNαβFα ∧ ∗F β +
1
2
ReNαβFα ∧ F β






















where eA = (e0 − ξKpK , ei) and mA = (m0,mi) and Fα = dAα. The constant e0 that has
appeared can be viewed as the dual of the three-form c3, that in four dimensions carries
no propagating degrees of freedom. Adding to the initial action a Lagrange multiplier of
the form e0dc3, in fact, the three-form c3 can be eliminated from the expression, giving the
formula (2.52).






















) appropriately restricted taking into account the orientifold projection (for
more details, we refer to [13]).
ImMK̂L̂ instead depends on the complex structure deformations moduli in the following
way:




In addition the integral appearing in V corresponds to:∫
X6
H3 ∧ ∗H3 = −pK̂ (ImM)
−1K̂L̂ pL̂ (2.55)
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The matrix N appearing in the potential V , instead, has the following components:
N =






















The potential V can be rewritten in the canonical supergravity formalism (1.64) by means
of the Kähler potentials (2.20) and (2.49) and the associated superpotentials:
WK = e0 +
∫
X6










Jc ∧ Jc ∧ Jc =












With this step we have concluded the task that was set at the beginning of the chapter:
starting from a N = 2 ten-dimensional theory, we have ended up with a N = 1 four-
dimensional action, described by the kinetic and potential terms (2.52). In the next chapter
we will develop an alternative formalism to deal with the values of the fluxes that appear
explicitly in the superpotential WK (2.58). In chapter 4, instead, we will apply the dimen-
sional reduction outlined in this chapter to obtain an effective theory in a concrete case,




An alternative formulation for the p-forms fluxes
In the previous chapter we have shown how a completely general superstring theory of type
IIa can be dimensionally reduced to obtain a four dimensional supergravity effective theory.
In this treatment the contribution of non-vanishing fluxes of the p-forms present in the theory
has been taken into account. The values of these fluxes enter in the potential (2.52) of the
theory and will determine the location of its extrema. Until now we have treated the fluxes
as mere constants: after all, they are nothing but the coefficients of the basis expansion
(2.40). In the following, however, we will be concerned in studying the transitions among
different minima of the potential (2.52), labeled by varying values of the fluxes. In other
words, the transitions that will be studied will occur between a minimum of the potential
with some values of the fluxes (eA,m








′ −mA), is caused, as we will see
explicitly in chapter 5, by the presence of a (p+2)-brane that extends along two of the usual
spatial directions, thus separating 3d space in two different regions, and that wraps some
p-cycle in the internal manifold. If, for example, a 4-brane wraps a 2-cycle in the internal
space, one of the fluxes ei of the field strength F4 will change. In general, a (p + 2)-brane
wrapping a p-cycle results in a jump in the value of the flux of the field strength that is a
(p + 2)-form. To see how this comes about it is useful to employ a more familiar example,
namely a charged particle accelerating in an electric field in two spacetime dimensions. In
chapter 5, nevertheless, the full case with the membranes will be thoroughly explained.
Let us consider then the action in two-dimensional flat space for a particle with charge e
and mass m (say an electron) immersed in an electromagnetic field Fmn. This field strength
derives from the potential Am by means of the usual relation Fmn = ∂mAn − ∂nAm; there















The parameter s parametrizes the world line of the particle and, observing that the whole
action is reparametrization-invariant, it can be chosen to be the particle proper time. ym
1We use the conventional mostly positive metric employed in general relativity.
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describes the world line of the particle (that in this case is composed of 1 spatial dimension
and 1 temporal one) and ẏm = dy
m
ds
is the proper velocity of the particle. g, instead, is the









ds δ(2)(xm − ym(s))ẏn(s),
(3.2)
where am = dẏ
m
ds
is the acceleration of the particle. The interesting thing to note is that in
two dimensions the antisymmetric tensor Fmn has only one independent component, denoted
with E. As a result the following decomposition is always valid, with εmn being the Levi-





Having in mind the higher dimensional case of the membranes that will be treated next, an
analogue procedure can be carried out in an arbitrary number of dimensions, let it be d,
provided that the field strength under scrutiny is a d-form. If that is the case, in fact, only
one independent component fully characterizes the field strength.










ds δ(2)(xm − ym(s))ẏn(s)
(3.4)
Adopting the convention ε01 = 1 it is ensured that a particle with positive charge immersed
in a positive electromagnetic field accelerates towards increasing x1.
The direct consequence of (3.4) is that the value of the electric field E jumps when cross-
ing the world-line of the particle. By integration of the second equation, indeed, it can be
immediately seen that the term containing the Dirac delta causes a jump in the value of E:
as a result, once a boundary value for the electromagnetic field has been chosen, its evolution
is completely determined in all spacetime, except for the world-line where the Dirac delta is
defined.
The mechanism with the full set of ten dimensions is completely analogous: a gener-
alized Dirac delta with domain on the world-volume of a charged membrane implicates a
jump for the flux of the corresponding field strength. As we have mentioned before, this
can be seen as the effect of a brane (with 2 extended dimensions and some others extra)
wrapping an appropriate p-cycle in the extra dimensions, and causing the flux to jump: the
crucial problem with this approach is that only a qualitative description of the process can
be displayed, given the complexity of the complete theory in 10 dimensions. An alternative
strategy, that we will show to give precise quantitative results, stems from the effective the-
ory in four dimensions that results from the Kaluza-Klein reduction. Our objective will be
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to introduce membranes (that is, objects that extend along 2 space dimensions separating
the whole space into two sub-regions) into the effective theory, causing the fluxes to jump
when going through the membranes themselves.
In this view, however the fluxes that appear in (2.52) are nothing but constants character-
izing the potential: the field strengths from which they have been generated do not appear in






in the case of the electron, and no coupling to a source (that is, the membrane) like
e
∫
ds ẏmAm. It is therefore necessary, if one desires to work only in the four dimensional
framework, to adopt another approach and to associate, in some way we will define, a field
strength to the fluxes (eA,m
A).
A new formalism that precisely allows this kind of strategy in 4d supergravity has been
recently developed in [20]: in this approach the values of the fluxes (eA,m
A) that appear
in the superpotentials (2.58) are completely eliminated from the theory, at the cost of the
appearance of appropriate gauge field strengths, equipped with their respective kinetic term.
In this way a coupling term with a membrane can be naturally introduced into the theory
[21], employing the potentials of the field strength we just mentioned. The original theory,
moreover, can be recovered using the equations of motion for the field strengths: it will be
then shown that the values of the fluxes will correspond to the vacuum expectation value
of the field strengths. There is of course one caveat: the number of degrees of freedom of
the theory must remain unchanged. As a consequence, the field strengths that substitute
the values of the fluxes must be 4-forms (and their potentials 3-forms), so that they contain
only one degree of freedom, just like the electromagnetic field in two spacetime dimensions
that we took under scrutiny before. The 4-form field strengths, therefore, will display a
decomposition similar to equation (3.3), but in four dimensions, as we will show in chapter
4 when dealing with a concrete case.
The importance of gauge three-forms, nevertheless, is not limited to their applications
to the membrane coupling: in the Kaloper-Sorbo model [43][44] of inflation, for example, an






















where µ is some coupling constant, Fmnrs is the four-form field strength and Sboundary is an
additional term needed to make the variational principle well defined for the three-form Amnr
(upon which we will talk about more extensively in a moment). If the equation of motion





where c is the constant value assumed by Fmnrs, the analogous of E in (3.3): the study of the
scalar potential and of its different branches (that depend on the value of c that we choose)
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sets the stage for the comprehension of the axion’s slow-roll dynamics towards its minima.
In the following, however, we will not take into account such models and we will concentrate
exclusively on the procedure that introduces gauge three-forms in lieu of the values of the
fluxes. A final remark, that will be extremely useful for our subsequent discussion, regards
the boundary term. In order to simplify the reasoning (that can anyway be performed in















The corresponding equation of motion for the three-form Amnr is:
Fmnrs = cεmnrs, (3.8)
Thus implying that Fmnrs is in fact fixed.
Generally speaking, this equation of motion is deduced variating with respect to Amnr, and
then considering vanishing variations at the boundary to discard the surface terms that
appear, that is:
δAmnr|boundary = 0 (3.9)
However, it is clear that this condition is not gauge invariant, and it may not be satisfied
for non-trivial boundary conditions. In order to overcome this difficulty, we would like to
impose a gauge-invariant condition on the field strength:
δFmnrs|boundary = 0 (3.10)








−g ∂m (FmnrsAnrs) (3.11)
In this way it can be shown (see for example [47]) that the equations of motion of the original
theory remain unaffected by the presence of the boundary term, with the advantage that only
surface integrals that depend on δFmnrs appear, consistently with (3.10). Most importantly,
it can be shown that when the equations of motion (3.8) are imposed the boundary term
gives to the action a contribution that is twice as large as that of − 1
2·4!FmnrsF
mnrs, but with














In this way we obtain a net contribution to the cosmological constant that is compatible
with the Einstein equations of motion (see [47] for further details). This last feature of the
boundary terms will prove crucial for our later discussions (even though in more involved
cases) in order to make sure that the scalar potential of our theories possesses the correct
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sign.
In the previous chapter we have shown that the action of the IIa superstring theory, suit-
ably compactified, can be written in four spacetime dimensions in the standard supergravity
formalism, making use of the superpotentials (2.58). These superpotentials give rise to the
proper scalar potential through the relation (1.64), and as stated previously they depend on
the values of the fluxes, that up to here are mere constants. The final objective of the next
sections, therefore, will be to rewrite these superpotentials (along with the other terms in the
supergravity action) in such a way that all traces of the values of the fluxes have vanished,
leaving room for new gauge field strengths. Before dealing with the complete case, however,
we start from simpler settings, first in rigid supersymmetry and then extending the analysis
in supergravity. The superpotential we will consider throughout the analysis, depending on
a set of superfields ΦA and T , as well as on the values of the fluxes, will be of the form:
W (Φ) = eAΦ
A +mAGABΦB + Ŵ (Φ, T ) (3.13)
GAB and Ŵ (Φ, T ) are some holomorphic functions, with the parts containing eA and mA
being subject to the dualization procedure. Ŵ (Φ, T ), instead, describes also some additional
superfields T not involved in the dualization procedure: this term, therefore, will be crucial
in keeping track of their contribution to the action. More precisely, taking into account
Ŵ (Φ, T ) it will be possible to include in the theory also fluxes that we wish to mantain
constant (that is, not dualized)2. In addition it will be shown, when the time comes, that
the superpotentials (2.58) can be written in the form (3.13), and so that the dualization
approach can be effectively applied.
We can now proceed in exposing in deeper detail the outlined strategy, always referring to
[20] and [21].
3.1 Flux dualization in rigid supersymmetry
Single three-form multiplets
As a first example, let’s take into account a supersymmetric N = 1 theory with the matrix
GAB appearing in (3.13) taken to be a constant, and ImGAB = 0. The superpotential can
hence be rewritten as:
eAΦ
A +mAReGABΦB ≡ rAΦA (3.14)
The chiral superfields ΦA and T enjoy a component expansions of the likes of (1.15).
The objective of this section is to exhibit a dualization procedure that allows to substitute the
values of the fluxes rA with appropriate field strengths of some gauge three-form potentials
AA(3), appearing in the chiral multiplets Y
A, called single three-forms multiplets, that we will
shortly define.
2The ratio for this special treatment will come from the tadpole condition, that will be explored in full
detail later on.
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where K(Φ, Φ̄) is the Kähler potential of the theory (which will give the kinetic terms once
expanded in components) and h.c. denotes the hermitian conjugate, necessary to obtain an
hermitian lagrangian. As usual, the integration of the Kähler potential is upon the whole
superspace, whilst for the superpotential it is over only half of it.
It is now possible to lay out more explicitly the dualization procedure: the general idea is to
substitute the real constants rA with auxiliary chiral superfields, let them beXA, and to add a
Lagrange multiplier, containing a real superfield UA, so as to compel XA to satisfy particular
conditions. These conditions are nothing but the fact that, if the real superfields UA are
integrated out, the original theory with the constants rA must be recovered. On the other
hand, the path that we will follow is to integrate out the chiral superfields XA, obtaining a
relation between the ΦA and the UA: in this way, substituting the original superfields ΦA,
nothing is left of the values of the fluxes rA, and the new theory thus obtained depends
exclusively on UA and its components. The gauge field strengths (or, more precisely, their
potentials) we mentioned when we first introduced this procedure are included in the θ2
component of the real superfield UA.
When dealing with more involved cases the main points of the strategy will be exactly the
same, even if the Lagrange multiplier terms will have a different structure, as well as the
components of the new fields.
Practically speaking the lagrangian (3.15) is superseded by:
Lnew =
∫












d2θd2θ̄ (XA − X̄A)UA
(3.16)
The new term in the second line is the Lagrangian multiplier, and integrating out UA the
following condition is obtained:
XA − X̄A = 0 (3.17)
Recalling that the XA are chiral superfields, that is D̄α̇XA = DαX̄A = 0, it can be seen
that (3.17) entails that XA = rA, with rA real constants, just as the ones we started from,
showing that the initial lagrangian (3.15) and the new one (3.16) are indeed equivalent.
The new formulation with no trace of the rA, instead, is obtained integrating out XA with
vanishing variations at the boundary, that is:





D̄2UA ≡ Y A (3.19)
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The components of the real superfield UA are:










D2D̄2UA|θ=θ̄=0 = −DA + i∂mAAm,
(3.20)
where φA are complex scalars, uA and DA are real scalars and AAm are real vectors. Since
AAm are one-forms their Hodge duals A
A
(3) are three-forms, and it is exactly these three-forms
that appear through their field strength in the chiral superfields Y A. It can be shown, in
fact, that the component expansion of Y A (employing the coordinates defined in (1.13)) is:
Y A = yA + θ
√
2χA + θ2(*FA(4) + iD
A), (3.21)
where DA are the real auxiliary fields we have just introduced and *FA(4) are the (Hodge
duals of the) field strengths of the three-forms AA(3) that we have just mentioned. The chiral
superfields Y A are also called single three-form multiplets : the reason behind the name is
that their θ2 component contains the field strength of a single real three-form.




These field strengths are, as usual, gauge invariant under a transformation of the potential:
AA(3) −→ AA(3) + dΛA(2) (3.23)
This kind of gauge transformation is deduced from a more general transformation of the real
superfields UA. The superfield Y A, in fact, is manifestly invariant under the transformation:
UA −→ UA + LA, (3.24)
where LA are real linear superfields, namely they satisfy:
D2LA = D̄2LA = 0 (3.25)
It can be shown that, when (3.24) is expanded in components, it gives precisely the ordinary
gauge transformation (3.23).
One last step is required to bring the dualization procedure to completion, that is to eliminate
the auxiliary fields XA from the action. This is achieved by variating the action (3.15) with
respect to the fields ΦA, employing the boundary condition:
δΦA|bd = 0 (3.26)
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D̄2KA − ŴA(Y, T ), (3.27)
where the subscripts in KA and ŴA(Y, T ) indicate derivation with respect to Φ
A, which
is then substituted with Y A according to (3.19). The derivative 1
4
D̄2 appears because the
integration measure
∫






This decomposition is valid up to a total derivative, and in fact we will soon see that this
subtlety will play an important role for boundary terms.
Finally substituting the expressions (3.19) and (3.27) in the modified lagrangian (3.16) we




d2θd2θ̄ K(Y, Ȳ ) +
(
Ŵ (Y, T ) + h.c
)
+ Lbd, (3.29)
























not vanish, as should happen according to (3.28), is that if the boundary conditions are non-
trivial total derivatives may not vanish anymore, invalidating the equality (3.28). Keeping
track of the boundary terms is not a futile exercise, but, as we will see later, it is crucial
in order to obtain a scalar potential of the theory with the correct sign. Furthermore, the
requirement that the condition (3.17) can be obtained without imposing particular conditions
on UA completely fixes the form of the Lagrange multiplier contained in the lagrangian (3.16).
The vanishing variation condition (3.26) imposed on the chiral superfields ΦA instead implies,







|bd = 0 (3.31)
The final step of the procedure, that reveals its relevance, is to expand the components of
the new lagrangian (3.29) and to extract the bosonic and fermionic sector, as well as the
explicit expression of the boundary term. Restricting to the bosonic sector, it can be shown
that the component lagrangian is:
L̂bos = KAB̄
[
































This boundary term makes sure that the variation of the action with respect to AA(3) is well
defined, just as the simpler example we displayed in (3.11).
We can see that in the bosonic lagrangian there are kinetic terms, proportional to the Kähler
metric KAB̄, for the auxiliary fields D
A and the gauge three-forms AA(3), and consistently the
fluxes rA do not appear anymore.
We proceed now in evaluating a slightly more involved case of dualization in rigid supersym-
metry, that will be explored in the next section.
Double three-form multiplets
With the help of the strategy outlined in the previous section we can now proceed to face a
more general case of dualization in rigid supersymmetry. In the following we will consider a
completely general matrix GAB, that we recall being holomorphic. This will have repercus-
sions on the dualization procedure: in order to substitute the fluxes in the superpotential
two sets of real gauge three-forms (or, equivalently, one set of complex gauge three-forms),
belonging to some chiral multiplets SA, will have to be introduced. This is why the SA will
be called double three-form multiplets.
In addition to the fields that will be subject to dualization, that is the ΦA, the Ŵ com-
ponent of the superpotential will exhibit a dependence on a set of spectator superfields T ,
that will remain untouched by the whole procedure. As a result the notation will be:
GAB = GAB(Φ) Ŵ = Ŵ (Φ, T ) (3.34)
In order to simplify the problem it is assumed that GAB is symmetric: this feature will be jus-
tified later on in a more ample context, grounded on physical and geometrical motives. The
claimed generality of the reasoning, therefore, will not be nullified. The real and imaginary
parts of the matrix GAB will be called:
ReGAB ≡ NAB ImGAB ≡MAB (3.35)
Henceforth we will employ the condition:
det(MAB) 6= 0 (3.36)
This means thatMAB is invertible: if that is not the case a slightly different procedure, that
will be explained before closing this section, must be utilized.
The initial lagrangian, with explicit appearance of the values of the fluxes, is the generaliza-
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tion of (3.15) to the full non-constant GAB case:
L =
∫










Analogously to the previous case we introduce new “fluxes” rA(Φ):
rA(Φ) = eA +m
BGAB(Φ) (3.38)
The crucial difference from the case of single three-forms is that the rA depend in a manifest
way on the chiral superfields. We can now replace them with new auxiliary chiral superfields






















MAB is nothing but the inverse of the imaginary part of the matrix GAB, whereas ΣA is a
set of complex linear superfields; in other words, they satisfy:
D̄2ΣA = 0 (3.40)
We can now take advantage of the fact that:
D̄2D̄α̇ = 0 = D
2Dα (3.41)
This is a consequence of the anticommutation properties (1.9) of the superspace coordinates
θ, implying that when three or more of them are multiplied the result is exactly zero. With
this in mind the complex linear superfields ΣA can be rewritten as covariant derivatives of a










Just as in (3.17) the previous equation, along with its complex conjugate, implies that the
term inside brackets is a real constant3
MAB(XB − X̄B) = mA (3.44)
3More precisely, we have A such constants, one for each term.
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The auxiliary fields XA can then be written as:













with eA real constants. Summing up, the chiral superfields XA must be equal to:
XA = eA + GABmB (3.47)
Inserting this equation into (3.39) we immediately see that the original lagrangian (3.37) is
recovered, as required.
On the other hand, exactly like in the previous section, the path to get rid of the values of
the fluxes eA and m











The SA are chiral superfields, and are called (generalized4) double three-form multiplets,
because in its bosonic component expansion there will be two real three-forms’ field strengths.




















where σA and sA are scalars, and C(3)A is a complex three-form containing the two real
three-forms we have previously talked about.
It is important to note that, even if we used a compact notation, the matrixMAB in (3.48)
depends on the chiral fields, that is:
MAB =MAB(Φ) (3.50)
As a consequence equation (3.48) is non-linear and, generically, the SA cannot be explicitly
extracted as a function of the ΣA. Analogously to the case of single three-forms the lagrangian
written in terms of the new chiral superfields SA enjoys a generalized gauge invariance,
4Properly speaking the double three-form multiplets appear in the dualization of a superpotential with
constant, yet non-vanishing, ImGAB . This case, that has not been treated in the main text, can be found in
[20].
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parametrized by two linear real superfields L̃A and L
B:
ΣA −→ ΣA + L̃A + GABLB (3.51)
This transformation can be specified to the usual gauge transformation acting on the three-
forms potential and leaving the field strengths, that are four-forms, invariant. We will show
explicitly this property, along with the component expansions of SA, in the next section,
that will be focused on the more physically relevant case of supergravity dualization.




D̄2KA − ŴA(S, T ), (3.52)
where we have used the same conventions of the previous section: the only difference is
that the single-three form multiplets Y A have been superseded by the double three-form
multiplets SA. Finally, plugging (3.52) and (3.48) into (3.39) a new lagrangian, with no sign




d2θd2θ̄ K(S, S̄) +
(
Ŵ (S, T ) + h.c
)
+ Lbd (3.53)

















The work exposed until now has been conducted assuming the invertibility of the matrix
MAB, the imaginary part of GAB. If that is not the case, however, a distinction between
eigenvectors with null and non-vanishing eigenvalues must be made: appropriately mixing
single and double three-form dualization the usual strategy can be successfully carried out
[20].
In the next section we will review how to perform the dualization procedure in the case of
local supersymmetry, i.e. supergravity.
3.2 Flux dualization in Supergravity
With the sequence of steps defined until now it is possible to adapt the dualization procedure
to a N = 1 supergravity context, which will be more relevant for the continuation of this
thesis. In the next chapters, in fact, we will take into account supergravity effective theories
in four dimensions of the kind outlined in chapter 2, that is deduced from the compactification
and orientifold projection of aN = 2 ten-dimensional theory containing the fields that appear
from string quantization. One of our main goals will hence be to rewrite the 4d effective
theory with no explicit appearance of the values of the fluxes eA and m
A: the physical
reason behind this procedure is to couple in a natural way the gauge three-form potentials
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that substitute the fluxes to membranes, as explained at the beginning of this chapter. As
a result in this section we will devote more attention to the component expansions of the
superfields and of the lagrangians, in order to be able to work with them more easily.
In the following the case of a supergravity multiplet coupled to a set of i = 1, ..., N chiral
fields Φi will be taken under scrutiny: its action is contained in equation (1.61) when setting








d4xd2θ 2E W (Φ) + h.c.
)
(3.55)




m Am M (3.56)
When we first exposed the supersymmetry formalism we emphasized the importance of the
invariance of the action with respect to a Kähler transformation:
K(Φ, Φ̄) −→ K(Φ, Φ̄) + Λ(Φ) + Λ̄(Φ̄) (3.57)
When making the supersymmetry transformations local, however, we did not mention this
invariance again: the reason is that further transformations are required to ensure that the
supergravity action is invariant under (3.57).
First of all the superpotential W (Φ) must transform as:
W (Φ) −→ e−Λ(Φ)W (Φ) (3.58)
In this way the potential (1.64) remains invariant. Nevertheless this is not sufficient: an
additional symmetry, known as Weyl transformation, must be included in order to fully
implement the Kähler invariance in the action. More precisely, as we are working in the
superspace formalism, we will talk about super-Weyl transformations. The action of the
super-Weyl transformations on the bosonic and fermionic components of the super-vielbein
EMΛ is respectively defined as [22] (recalling that a is a flat spatial index, and α a flat spinorial
one):










where Y and Ȳ are arbitrary chiral superfields parametrizing the transformation.
In a similar manner also the chiral fields Φi undergo a Weyl transformation of the form:
Φi −→ ewYΦi, (3.60)
where w is a number, the so-called Weyl weight of the chiral superfield. The supergravity









whereas the transformations for the full and chiral superspace measures E and d2θ E are:
E −→ e2(Y+Ȳ)E d2θ E −→ e6Yd2θ E (3.62)
Combining the just mentioned super-Weyl transformations it can be shown that the total












3 + 6YW (Φ)
]
+ h.c. (3.63)












3 − ΛW (Φ)
]
+ h.c. (3.64)
We immediately see that if Λ = 6Y the two variations cancel out, making the action invariant.
In order to obtain this cancellation, however, we have chosen a particular relation between
the transformation parameters Λ and Y .
Another approach that naturally allows to encompass super-Weyl transformations is to
construct an action that is super-Weyl invariant from the beginning: in order to achieve this,
however, it is indispensable to introduce an additional chiral superfield. Before dealing with
our case, let us examine how this mechanism works in a simpler setting.








We would like to make it invariant under a Weyl transformation, that acts on the metric
gmn as:
δgmn = −2λ(x)gmn, (3.66)
where λ(x) is a local dilation factor. It is evident that (3.65) is not invariant under such a

















with φ enjoying the following Weyl transformation law:
δφ = λ(x)φ (3.68)
It can be shown that combining the transformations (3.66) and (3.68) the modified action
(3.67) remains invariant. On the other hand, if we wish to recover the standard Einstein-
Hilbert action we must gauge fix the Weyl transformation and eliminate the auxiliary scalar





Recapping the overall strategy we identify the following steps: write the original action,
which is not Weyl-invariant; add terms that comprise an auxiliary field with an appropriate
transformation law, thus making the action Weyl-invariant; when necessary, gauge-fix the
symmetry recovering the original action. The advantage of this procedure is that it gives a
natural way to implement Weyl-symmetry and that it lies in the framework of the study of
conformal theories [48].
As regards our concrete case we start with the supergravity action (3.55), that involves N
chiral fields Φi. We wish to make this action invariant under the super-Weyl transformations
(3.59),(3.60),(3.61) and (3.62).
Analogously to the procedure we have just described for the Einstein-Hilbert action, we
consider an enlarged set of N+1 chiral multiplets ZA (with A = 0, ..., N), that are a function
of the original chiral fields Φi and of an additional field Z, called Weyl compensator, that
plays the exact same role of φ in (3.67). The chiral fields ZA have the following components:
ZA = zA +
√
2θψA + θ2FAZ , (3.70)
where, as usual, zA are complex scalar fields, ψA are Weyl fermions and FAZ are non-
propagating complex auxiliary fields, and they all depend on the old chiral superfields Φi,
as well as on the Weyl compensator Z. The ZA, moreover, are subject to super-Weyl trans-
formations:
ZA −→ e−6YZA (3.71)
As a result, the new super-Weyl invariant action is:









d4xd2θ 2E W (Z) + h.c.
)
(3.72)
The task we want to carry out in the next sections is to substitute the values of the
fluxes from the action (3.72)5 with appropriate gauge field strengths, in the same way as
in the rigid supersymmetry case. We note that (3.72) contains the N + 1 superfields ZA,
and we will treat all of them on an equal footing. After having completed the substitution,
however, we will want to recover the original theory with a supergravity multiplet coupled
to only N physical chiral multiplets. As a consequence of its definition, in fact, the Weyl
compensator Z is unphysical and is a mere mathematical device to make the action Weyl
invariant. In order to get rid of Z we will carry out an appropriate gauge-fixing of the
super-Weyl invariance, analogous to (3.69). In order to do this the dependence of the ZA
on the chiral compensator Z will be made explicit in the following way:
ZA = ZfA(Φ), (3.73)
where the fA are some functions of the physical superfields Φi that do not change under a
super-Weyl transformation. It is easy to see that this decomposition is invariant through a
5Employing also slightly different kinetic terms.
49
redefinition of the splitting between the chiral compensator and the physical fields:
Z −→ e−g(Φ)Z fA(Φ) −→ eg(Φ)fA(Φ), (3.74)
where such an invariance corresponds to the Kähler transformation (3.57) of the original
action (3.55).
The advantage of this strategy is that, dualizing the ZA before gauge-fixing Z, we will be
able to employ exactly the same steps as we did in rigid supersymmetry.
Single three-form multiplets
After this discussion we can face a simple warm-up case of the supergravity multiplet cou-
pled to a single superfield Z, the Weyl compensator. In other words, we are describing a
theory that contains only the components of the supergravity multiplet as physical degrees










d2θ 2E rZ + h.c.
)
, (3.75)
where r is a real constant, whose role is completely analogous to the values of the fluxes eA
and mA we considered in the previous sections.
Similarly to the rigid supersymmetry case the lagrangian (3.92) is modified with the substi-






















The term on the second line is the Lagrange multiplier, whose resemblance to its analogous
in the case of rigid supersymmetry, i.e. i
∫
d2θd2θ̄ (X − X̄)U , is manifest. The only differ-
ence is that this time the Lagrange multiplier has been written with an integral over chiral




. In order to guarantee that the
lagrangian remains super-Weyl invariant the new real superfield U must transform as:
U −→ e−2(Y+Ȳ)U (3.77)
The original theory is recovered if U is integrated out, implying that the auxiliary chiral
field X is a real constant r, exactly like in the rigid supersymmetry case.
On the other hand, if the variation with respect to X is performed, a dependence of the
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U ≡ Y, (3.78)
where Y are called single three-form multiplets, just like in the rigid supersymmetry case.
The components of the real superfield U are analogous to the ones reported in (3.20), pro-
vided that the supersymmetry covariant derivative D is substituted by the supergravity
covariant derivative D. In particular the Hodge dual of a three-form A(3) appears in one of
the components of U :
− 1
8
σ̄αα̇m [Dα, D̄α̇]UA|θ=θ̄=0 = (*A(3))m (3.79)
The lagrangian is invariant by a change in the real superfield U parametrized by an arbitrary
linear superfield L:
U −→ U + L (3.80)
This transformation reads for the gauge three-forms:
A(3) −→ A(3) + dΛ(2), (3.81)
where Λ(2) is a generic two-form. This gauge transformation makes sure that the gauge
three-form A(3) enters in the new chiral field Y only via its field strength.
In order to obtain a lagrangian devoid of the constant r, as well as of the auxiliary field X,





















3 + Lbd (3.83)
We emphasize again that L̂ depends exclusively on the single three-form Y , and in particular
on the Hodge dual of the field strength of the three-form A(3). The lagrangian is still super-
Weyl invariant, as a consequence of the fact that Y retains the transformation properties of
Z:
Y −→ e−YY (3.84)











At this point the dualized lagrangian can be gauge fixed, so as to eliminate the chiral com-
pensator and to obtain the minimal supergravity formulation: in this respect it is convenient
51
to use the Weyl invariance to set the single three-form multiplet to 1:
Y = 1 (3.86)
This choice implies that the lowest component of Y must be:
Y |θ=θ̄=0 = 1 (3.87)
Furthermore the highest component must satisfy:
− 1
4
D2Y |θ=θ̄=0 = 0 (3.88)
This puts a constraint on the complex scalar supergravity auxiliary field M :
ImM = −*dA(3) = −*F(4) (3.89)
As a consequence M can be written as:
M = ReM − i*F(4) (3.90)
The net result is that the supergravity multiplet, once composed by the vielbein, gravitino,
real auxiliary vector bm and complex auxiliary scalar M (1.49), gets modified by the intro-
duction, in the imaginary part of M , of the gauge three-form field strength:
eam ψ
α
m bm ReM *F(4) (3.91)
We note that of course the number of degrees of freedom has remained unchanged, since the
Hodge dual of a four-form (that is, the field strength) is nothing but a real scalar in four
dimensions.
After this analysis we can proceed to study the dualization procedure taking into account
the coupling of the supergravity multiplet to physical chiral fields in the non-linear case6.
Double three-form multiplets
In this section we consider the usual supergravity multiplet coupled to N + 1 chiral super-
fields ZA (so that A runs from 0 to N): N among these are physical multiplets, whereas
the remaining one is the chiral compensator Z. In addition we introduce a set of spectators
chiral superfields T , that are not subject to the dualization procedure, and are inert under
super-Weyl transformations.
The most general lagrangian (with no more than second derivatives) that can be con-
6As already mentioned, a careful analysis of all cases is present in [20].
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structed with these fields, maintaining the super-Weyl invariance, is:
L = −3
∫
d2θd2θ̄ E Ω(Z, Z̄, T, T̄ ) +
(∫
d2θ 2E W (Z, T ) + h.c.
)
(3.92)
We can choose a specific form for the kinetic term Ω, that contains the usual Kähler potential
K:






The structure of Ω implies that, once the chiral compensator Z has been gauge-fixed in
a suitable way, the usual supergravity kinetic term (1.61) is recovered. The super-Weyl
invariance, besides, requires that the kinetic and superpotential terms satisfy a few specific
homogeneity properties with respect to a rescaling of the superfields ZA:
Ω(λZ, λ̄Z̄, T, T̄ ) = |λ|
2
3 Ω(Z, Z̄, T, T̄ ) W (λZ, λT ) = λW (Z, T ) (3.94)
As we did for the rigid supersymmetry case we choose a specific structure for the superpo-
tential:
W (Z, T ) = eAZA +mAGAB(Z)ZB + Ŵ (Z, T ), (3.95)
where it can be noted that the whole dependence on the spectator chiral fields is contained
in Ŵ (Z, T ). In order to make contact with the supergravity effective theories presented in
the previous chapter, that possess superpotentials such as (2.58), it is favorable to restrict





effectively making GAB symmetric. The justification for this restriction comes from the fact
that matrices GAB of the kind (3.96) derive from certain models of string compactification,
as we will show in chapter 4.
It is an immediate consequence of (3.94) that GAB and the prepotential must satisfy:
GAB(λZ) = λGAB(Z) G(λZ) = λ2G(Z) (3.97)
Implying that:
GAB(Z)ZB = GA(Z) (3.98)
As in the case of rigid supersymmetry (3.35) we define:
ReGAB ≡ NAB ImGAB ≡MAB (3.99)
Since the matrix GAB depends on the chiral multiplets, the auxiliary fields XA depend upon
them too:
XA = eA +m
BGAB(Z) (3.100)
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Adding the Lagrange multiplier to (3.92) and using the substitution (3.100) yields:
Lnew = −3
∫




















ΣA = 0 (3.102)
As in the rigid supersymmetry context it can be written as the supergravity covariant deriva-
tive of a generic Weyl spinor superfield:
ΣA = D̄α̇Ψ̄α̇A (3.103)
Performing the variation of the lagrangian with respect to ΨαA gives an expression for XA
that, suitably adjusted by means of the procedure described in the previous sections, gives
the original theory, with XA depending on a set of real constants eA and m
A:
XA = eA + GABmB (3.104)










As we see this expression, that is non-linear in the fields SA (since the matrix MAB on the
right side depends on them), perfectly coincides with (3.48), as long as the supersymmetry
projector is replaced by the supergravity one. The chiral fields SA, as usual, are called
double three-form multiplets, and as we will see explicitly in a few lines they encode the field
strength of a complex three-form or, analogously, of two real independent three-forms. In
the same manner the three-form potentials lie in the components of the fields ΣA.
The new lagrangian is invariant under a gauge transformation of the ΣA, parametrized by
linear superfields L̃A and L
A, inducing an analogous transformation for the three-forms, that
will be displayed later:
ΣA −→ ΣA + L̃A + GABLB (3.106)














where the subscript on ΩA and ŴA indicates derivation with respect to ZA, that is then
replaced by the double three-form multiplets SA.
Inserting (3.105) and (3.107) into (3.101) a new lagrangian, with no explicit sign of the




d2θd2θ̄ E Ω(S, S̄, T, T̄ ) +
(∫
d2θ 2E Ŵ (S, T ) + h.c.
)
+ Lbd (3.108)














Until now we have done nothing but rephrasing the procedure carried out in the rigid
supersymmetry case with only a few minor changes, such as replacing the supersymmetry
projector with the supergravity one. In the following, however, in order to study extensively
a concrete model of flux compactification, we will be interested in obtaining an explicit
expression for the bosonic sector of the lagrangian (3.108): it is necessary, therefore, to delve
deeper into the details and expand L̂ into its components.
First of all, taking advantage of the redundancy (3.106) we use the Wess-Zumino gauge,


















where M is the lowest component of the supergravity multiplet R, and Ã(3)A and AA(3) are
two sets of N + 1 real three-forms, that appear via their respective field strengths F̃(4)A
and FA(4) in the double three-form multiplets S
A. This is a consequence of the fact that the




Ã(3)A −→ Ã(3)A + dΛ̃(2)A AA(3) −→ AA(3) + dΛA(2) (3.111)
Using the relation (3.105) it can be shown that the lowest components of SA, that we call sA,
are related to the sA that appear in (3.110) via the matrix MAB (recalling that it depends
on the multiplets SA, and therefore on their lowest components sA):
sA =MAB(s, s̄)sB (3.112)
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As a consequence of the fact that this equation is non-linear in general it is not possible to
make the dependence of sA on the scalars sA explicit: as a result it is more convenient to
use the sA as independent fields in the following steps.














where GABC corresponds to ∂GAB∂ZC , computed in Z
A = SA.
It can be seen, as expected, that the complex auxiliary field FAS includes the (Hodge duals of
the) field strengths of the gauge three-forms. The homogeneity properties (3.94), however,
impose that:
ḠABC s̄C = 0 (3.114)










At this point, having completed the dualization procedure, it is possible to fix the Weyl
invariance and reduce the set of chiral fields SA only to the physical ones. In this regard we
employ the decomposition (3.73):
SA = SfA(Φ), (3.116)
where Φi are a set of N physical fields, and S is the chiral compensator. The most convenient
gauge fixing imposes:
S = 1 f 0(Φ) = 1 (3.117)
With this choice it is evident that the components of S0 satisfy (as usual we neglect the
fermionic components):
S0|θ=θ̄=0 = 1 −
1
4
D2S0|θ=θ̄=0 = F 0S = 0 (3.118)
These constraints impose a restriction on the single terms that compose F 0S , whereas the
auxiliary fields F iS of the physical multiplets remain the same:














The first line of the previous equation is precisely of the same form of (3.89) in the case of
single three-forms. In that example only half of the supergravity multiplet auxiliary field
M (more specifically its imaginary part) was fixed in terms of the field strength of a real
gauge three-form. In the present case, however, since the dualization procedure has produced
two sets of real three-forms, the degrees of freedom counting entails that both the real and
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imaginary part of M are fixed in terms of Ã(3)A and A
A
(3).
3.3 Recap of the dualization procedure
At this point it is useful to sum up the gist of the dualization procedure in the most general
supergravity case: we start from a theory that involves a superpotential that depends on
some chiral fields ZA (that comprise a chiral compensator Z) and on the fluxes eA and
mA, substituting them with auxiliary fields XA and adding a Lagrange multiplier to the
action. Then the superfields ZA are substituted by the double-three form multiplets SA,
that contain the field strengths of two sets of real gauge three-form potentials Ã(3)A and
AA(3), that are in correspondence with the fluxes eA and m
A. Finally, a gauge-fixing allows
to eliminate the Weyl compensator Z, yielding the constraints (3.119) on the components of
the SA. The last step, to which we shall proceed now, is to write the new action in terms of
the double three-form multiplets SA, that will be the starting point in order to extract its
bosonic components.
In order to be more specific and display explicit expressions for the just mentioned relations
in the next chapter we will restrict to the case of the superpotentials in the first line of (2.58),
that appear in the four dimensional supergravities that derive from the compactification of
a 10d effective theory.
The superpotential in (2.58), describing a generic set of i = 1, ..., N chiral superfields, is a
particular case of a superpotential of the form:










We do not display an analogous conversion for the complex structure superpotential, that
appears in the second line of (2.58), because we will treat the values of the fluxes present
therein to be fixed by the tadpole condition, upon which we will shed some light in the
next chapter. Anyway, dualization of all the fluxes is feasible and displayed in full detail
in [23]. From now on, therefore, we will indicate the part of the superpotential that does
not undergo dualization with Ŵ (T ), as we have done previously, where T are the spectator
chiral superfields. In addition we do not consider a coupling between the ZA and the T , so
that Ŵ depends only on T .
If we want to rephrase (2.58) in the formalism developed in [20] and [21] that we have used
until now a chiral compensator Z must be added, thus forming a set of N + 1 superfields
ZA = ZfA(Φ). Recalling that the index A splits into 0 and i we choose the functions f i(Φ)
to be simply equal to the chiral fields themselves, and f 0(Φ) to be the identity; as a result
we have:
Z0 = Z Z i = Φi (3.121)
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With these fields the potential (3.120) can be restated as:















κijkZ iZjZk + Ŵ (T )
(3.122)
The homogeneity condition W (λZ, λT ) = λW (Z, T ) is manifestly satisfied, provided that
Ŵ (λT ) = λŴ (T ). Furthermore this superpotential can be rewritten in the more compact
form (3.95) employing a suitable prepotential G(Z), as it can be immediately verified taking




The gauge fixing condition we choose is equal to (3.117), therefore setting:
Z0 = Z = 1 (3.124)
We make one last assumption, that is that the kinetic term Ω(Z, Z̄, T, T̄ ) has the form (that
will be concretely realized in the model we will take into consideration in the next chapter):






The resulting dualized lagrangian, obtained with the general method outlined before (recall-










d2θ 2E Ŵ (T ) + h.c.
)
+ Lbd, (3.126)
where Lbd is exactly the same as (3.109).
So far we have maintained almost full generality in dualizing the initial lagrangian: the
only concessions consisted in assuming a specific form for the superpotential (3.120), that
is typical of supergravity effective theories arising from flux compactification as showed in
Chapter 2, and for the kinetic part (3.125), again justified for the same reasons.
In the next chapter we will instead delve deeper into the analysis and, after having chosen
a specific model, expand (3.126) into its components.
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CHAPTER 4
A specific model of flux compactification
In the first part of this chapter we will apply the procedure that allows to make the values of
the fluxes “dynamical”, that has been discussed at length in the preceding pages, to a con-
crete model of flux compactification, first described in [24]. The starting point of this work
is to consider a paper by Narayan and Trivedi [25], which, taking into account the model
of [24], found the extrema of the scalar potential of the theory and studied the transitions
among them mediated by membranes. We will try, therefore, to explicitly see how their
results can be rederived using the new formalism developed in [20] and [21]. Far from being
a mere restatement of known results, this analysis will allow to ponder the consequences of
the properties of the membranes involved in the transitions on statements such as the weak
gravity conjecture, upon which we will talk about more extensively in due time.
4.1 The compactification space
On a more concrete stance, the model considered by [24] and [25] is the compactification of
a 10-dimensional action (2.8) on a topological space of the form:
T 6/(Z3 × Z3) (4.1)
We recall (see for example [14]) that the field content of the 10-dimensional theory consists
of the NSNS sector, composed of the dilaton φ̂, the two-form B̂2 and the graviton gMN , as
well as of the RR sector, containing the one-form Ĉ1 and the three-form Ĉ3. As usual the
ten-dimensional fields have been denoted with a hat.
The compactification space (4.1) consists of a six-dimensional torus, product of three-
lower dimensional torii T 2 × T 2 × T 2, modded out by the action of two rotation groups Z3.
This structure implies that T 6/(Z3 × Z3) is not, mathematically speaking, a manifold, but
another topological space known as orbifold.
In general an orbifold is defined as the quotient space X/G of a smooth manifold X and
one (or more) of its discrete isometry groups1 G. From a geometrical perspective an orbifold
1Where G can therefore be the direct product of more than one group.
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is a manifold in which all the points that are connected by an isometry (that is, that lie
on the same orbit of the isometry group) are identified: we can think, therefore, that these
points are “shrunk” into a single one, giving the resulting orbifold. A very simple example
is given by the circumference S1 with the points that lie on the opposite sides of a given
axis identified (so that the isometry group is simply the reflection Z2): this orbifold hence
is S1/Z2, and appears as a segment of length 1. It can be noted that the points that lie
exactly on the symmetry axis defined by Z2 are not affected by the identification procedure,
and as a result they are called singular points. The relevance of orbifolds resides in the fact
that they can be seen as simple “degenerate” examples of smooth Calabi-Yau manifolds, be-
cause of the presence of the singular points. As we have said smooth Calabi-Yau three-folds
are complex manifolds, that is, they admit an atlas of charts with holomorphic transition
functions mapping them to some open subset of C3, whereas orbifolds do not possess such
a family of maps (more precisely, the transition functions do not satisfy the holomorphicity
condition), and as such are not manifolds. A link between Calabi-Yau manifolds and specific
orbifolds, however, can be established by “smoothing out” the singularities of the orbifold,
thus trying to recover a smooth metric. This is achieved by excising a ball of radius r around
the considered singularity: using the definition (4.1) of the orbifold we are studying it can be
seen that the boundary of such ball is S5/(Z3×Z3) (S5 because it must be a six-dimensional
ball, modded out by the same groups as the whole orbifold). The following step is to replace
the excised ball with a smooth Ricci-flat Kähler manifold with the same boundary as the
ball. This guarantees that the complete manifold can be approximated to a Calabi-Yau
one (recalling from Appendix A that Calabi-Yau spaces are nothing but Ricci-flat Kähler
manifolds). The replacement manifold, however, possesses a non-trivial topology which con-
tributes to the moduli space of the theory, according to its Hodge numbers, in exactly the
same way as what we have seen in chapter 2. This technique is usually known as the “blow
up” of the singularities. The original orbifold can then be recovered by reducing the radius
of the excised ball to zero, re-obtaining the initial singularity.
In the continuation, however, we will not display explicitly the blow-up moduli, as we will
not take them into account in the study of the extrema of the scalar potential of the theory,
following the work of [25].
We define three complex coordinates zA, with A = 1, 2, 3, to parametrize the six dimen-
sional torus T 6: each of them corresponds to a single torus T 2. As a result they must satisfy
the periodicity conditions:
zA ' zA + 1 zA ' zA + α, (4.2)
where α = ei
π
3 .
This choice allows us to note that the torus T 6 enjoys a symmetry given by a rotation group
Z3, called T , acting on the coordinates in this way:
(z1, z2, z3) −→ (α2z1, α2z2, α2z3) (4.3)
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Analyzing this constraint it can be shown that the symmetry T admits 27 fixed points.
Another Z3 symmetry Q, however, is present:










Modding out the action of Q it can be seen that only 9 fixed points remain. Furthermore,
by means of the blow-up procedure discussed above, these 9 singularities can be shown to
give rise to 9 complex moduli, given by the combination of the metric and the B̂2 moduli.
The orbifold (4.1), then, is obtained modding out the action of the symmetries T and Q on
T 6, indeed yielding T 6/(Z3 × Z3).
This Calabi-Yau manifold has Hodge numbers h1,2 = h2,1 = 0 and h1,1 = h2,2 = 12: as a
result its Euler characteristic (6.61) is χ = 24. We have seen in chapter 2 that the number
of complex structure moduli is given by h1,2; in the compactification we are considering,
therefore, the complex structure moduli are absent. The moduli that parametrize the defor-
mations of the Kähler metric, instead, are in correspondence with h1,1, so that there will be a
total of 12. Among these, 9 are the blow up moduli we have just discussed: as a consequence
taking the orbifold limit fixes the value of 9 of the 12 Kähler moduli. The remaining three
real moduli parametrize the size of the torii T 2 and, combined with 3 further real moduli
coming from the zero mode expansion of the NSNS 2-form B2, form a total of 3 complex
moduli. An additional complex modulus, finally, comes from the axion that originates from
the compactification of the RR form Ĉ3, paired up with the dilaton, as in section 2.4.
The preceding discussion does not consider the orientifold projection and the presence
of background fluxes. These ingredients will be included in the next section, following the
path sketched in chapter 2 in order to obtain a four dimensional effective theory.
4.2 The field content of the effective theory
Following [25] we define a basis of 2-forms, where each 2-form corresponds to one of the T 2





3 idzA ∧ dz̄A, (4.5)
where A = 1, 2, 3 (the indices are not summed) and κ is a normalization constant. The dual







dzB ∧ dz̄B ∧ dzC ∧ dz̄C , (4.6)
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where the indices B and C are different from A. It is therefore evident that ωA and ω̃
A
satisfy the duality condition, analogous to equation (2.16):∫
T 6/(Z3×Z3)
ωA ∧ ω̃B = δBA (4.7)
These specific form of the bases have been chosen because of their invariance properties: in
fact the wedge product dzA ∧ dz̄A is the only one left unaffected by the action of the two
symmetry groups T and Q.
The orientifold projector, that reduces the number of supersymmetries fromN = 2 toN = 1,
is the same as the one used in section 2.4:
O = Ωp(−1)FLσ (4.8)
In this specific case σ is a reflection mapping the complex coordinates of the compactification
manifold to minus their complex conjugate; it is evident therefore that σ2 = 1, as required:
σ : zA −→ −z̄A (4.9)
It can be shown that the involution σ leaves invariant a three-cycle in the internal manifold
(that therefore is even under σ), that is the compact part of an orientifold plane2 O6 that
also extends along the three canonical spacetime directions.
In order to write down the metric of T 6 we note that symmetry under the Q transformation
(4.4) implies that gAB = gĀB̄ = gAB̄ = 0, for A 6= B. Furthermore, invariance under T (4.3)





A ∧ dz̄A (4.10)
The γA are moduli parametrizing the sizes of the three T










The harmonic and holomorphic three-form (6.85) reads:
Ω(z) = 3
1
4 i dz1 ∧ dz2 ∧ dz3 (4.12)




Ω ∧ Ω̄ = 1 (4.13)
2We will talk about O6 planes more extensively when dealing with the tadpole condition.
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Ω is a three-form defined on the compactification space and as such can be expanded in a
basis of the cohomology group H3, that according to equation (6.82) has a number of basis
elements equal to:
b3 = h1,2 + h2,1 + h3,0 + h0,3 = 2h1,2 + 2 (4.14)
As a consequence of the fact that the Hodge number h2,1 vanishes for the orbifold we are
considering, so that there are no complex structure moduli, the expansion (2.24) for the




(α0 + iβ0) (4.15)
When subject to the orientifold projector O it can be shown that α0 is even (so that it
survives the projection), whereas β0 is odd (getting projected out). This results from the
parity properties of Ω under the action of σ:
σ : Ω −→ Ω̄ (4.16)
Furthermore α0 and β0 satisfy the symplectic basis relation (2.15):∫
T 6/(Z3×Z3)
α0 ∧ β0 = 1 (4.17)
Using the same notation of chapter 2 we denote the even and odd generators of H1,1 and
H2,2 as:
Even generators: ω+α , ω̃
+
i




It turns out, however, that the number of odd generators is exactly 3, the same as the
elements of the basis (4.5): we can therefore use the same basis expansions for the fields,
changing the notation and setting A = i. It can be noted explicitly, in fact, that the basis
(4.5) is odd under the involution σ, using the definition (4.9) and the antisymmetry of the
wedge product of one-forms:
σ : dzA ∧ dz̄A −→ −dzA ∧ dz̄A (4.19)
Employing these tools it can be seen that the two-form B2 must be expanded in a basis of
σ-odd two-forms, because of its parity properties under the operator Ω:
B̂2 = b
iω−i ≡ biωi (4.20)
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As a result its corresponding field strength Ĥ3 (that in general enjoys the expansion (2.10))
with the addition of a background flux, reads:
Ĥ3 = −pβ0 + dbi ∧ ωi (4.21)
The RR sector one-form Ĉ1 is odd under the reflection σ, and because of the fact that the
Hodge numbers h1,0 = h0,1 vanish, it does not survive the orientifold projection. In fact, one
could think of considering Ĉ1 as an ordinary one-form, with no part in the internal manifold
(precisely because there are no basis elements to do this). In this way, though, Ĉ1 would not
be odd under σ anymore, recalling that the involution acts as the identity on the standard
four dimensions. As a result, the only way out is to admit that Ĉ1 is not there at all.
The RR three-form Ĉ3, instead, is even under σ, and therefore can be expanded into the
even three-form α0 as:
Ĉ3 = ξα0 (4.22)
In principle, as in (2.17), Ĉ3 could feature in its expansion the h
1,1
+ even generators ω
+
α , times
some one-form living in the usual four dimensions. As we have seen, however, there are no
even basis elements for H1,1, and as a result the expansion for Ĉ3 can be nothing but (4.22).
The corresponding field strength F̂4, then, can be written as (considering also the contribu-
tion of the Romans mass m0, as done in (2.42)):
F̂4 = eiω̃
i + dξ ∧ α0 −
m0
2
B̂2 ∧ B̂2, (4.23)
where ω̃i are the even basis elements of H
2,2, that we recall being in correspondence, via a
duality relation, with the odd basis elements of H1,1.
For the time being we do not consider the contribution of background fluxes for F̂2 and
F̂6, as we will later show that their presence can be accounted for by shifting other fields of
the theory; the resulting expansion is:
F̂2 = m
0B̂2 (4.24)
To complete the discussion of the field content of the model we must include also the
dilaton field φ̂, and combine the moduli bi arising from B̂2 and the v
i deduced from the form
of the metric into three complex moduli ti. These new fields and the dilaton (that can be
interchangeably written with or without hat, as it is a scalar in the internal manifold) can
be written accordingly to (2.29):





where vol is the intersection number defined in (4.29). The vi, defined in (4.11), can be
seen as the coefficients in the basis expansion of the Kähler form J , that, being odd under
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σ depends on the generators ωi, reads:
J = viωi (4.26)
Furthermore it is convenient to pair up the dilaton D with the axion ξ coming from the basis








In the case of the specific compactification we are considering, moreover, it is possible to
display a more explicit form for the intersection numbers: for example, considering the
basis expansion (4.5), it is straightforward to note that, for the antisymmetry of the wedge




ω1 ∧ ω2 ∧ ω3 ≡ κ (4.28)
Here we are employing a bit of an abuse of notation, denoting the triple intersection number
with κ: as a matter of fact this proves useful because all the other intersection numbers can
be written in terms of κ123 ≡ κ by means of the relations (2.21):∫
T 6/(Z3×Z3)




1v2v3 ≡ κv1v2v3 ≡ vol
κ1 = 2κv
2v3 κ2 = 2κv
1v3 κ3 = 2κv
1v2
κ12 = κv
3 κ13 = κv
2 κ23 = κv
1,
(4.29)
where in the first line we have defined the volume of the compactification.
Recapping what we have discussed so far, the fields that are present in the four-dimensional
effective theory, obtained by inserting the basis expansions we have displayed into (2.8) and
performing a dimensional reduction, are:
• Three complex moduli ti: their real parts are the axions bi; their imaginary parts are
the vi.
• One complex modulus n: its real part is the axion ξ, whereas its imaginary part
depends on the dilaton D.








































It is important to note that this Kähler potential depends exclusively on the imaginary parts
of the ti moduli.
As far as the complex structure potential is concerned, instead, we have already discussed
the fact there are no complex structure moduli, due to the vanishing h2,1. Nevertheless,
using the rescaled Ω defined in (2.46) and its Kähler potential (2.49) we obtain:
KQ = −lne−4D = 4D (4.31)
The total Kähler potential is then:
















We have mentioned before that we have not considered the contribution of the fluxes of
F̂6 and F̂2: let’s assume that they are present and that the superpotential W
K takes the
form:









If we shift the fields in the following way:
ti −→ ti − m
i
m0










The superpotential WK reduces to the one in (4.33), with ei substituted by êi:





Further noting that the shifts (4.35) do not change the imaginary parts vi and D that
appear in the Kähler potential (4.32), it can be concluded that working with the reduced
superpotential (4.33) is a sensible course of action.
Before embarking on the substitution of the fluxes and the computation of the scalar potential
a few remarks about the fluxes’ normalization and the tadpole condition are in order.
Flux quantization and the tadpole condition
The values ei,m
0 and p of the background fluxes for the field strengths that we have intro-
duced before are not arbitrary: they must in fact satisfy a precise constraint, imposed by
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F̂p ∈ Z, (4.37)
where F̂p is a p−form belonging either to the NSNS or the RR sector, Σp is a p−cycle in the















The integers related to the field strengths F̂4, F̂0 and Ĥ3 are respectively f4, f0 and h3. The

















p = (2π)2α′h3 (4.41)
The extra factors of
√
2 in the denominators of ei and m
0 arise from the conventions of [24],
that consider an additional
√
2 coefficient for the RR potentials and F0.
Having settled this aspect, it is now necessary to address another issue, the tadpole
cancellation condition, that imposes that some of the values of the fluxes satisfy precise
constraints.
Physically speaking it is required that, given a p−form potential and its field strength,
the total flux of the external derivative of the field strength along a compact (p + 1)−cycle
vanishes. If, in fact, the “field lines” of a given field strength can escape freely in a non-
compact space, such as the three extended spatial dimensions, on the contrary they must
necessarily be closed when threading a compact surface. From a mathematical perspective,
this condition comes from the examination of the Bianchi identities for the RR field strengths
derived from (2.10), that read, using the fact that d2 = 0:
dF̂2 = m
0dB̂2 + source terms = m
0Ĥ3 + source terms






where the source terms will be analyzed in a few lines.
The tadpole cancellation condition would then impose that the integrals of dF̂2 and dF̂4
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along appropriate p−cycles should vanish. More precisely, the integrals should be computed
respectively on a 3-cycle and a 5-cycle. As we have previously seen, however, the geometrical
properties, that is the Hodge numbers, of the compactification manifold T 6/(Z3×Z3) imply
that there are no non-trivial compact 5-cycles in the internal manifold. The only concern
therefore comes from the integral of dF̂2, that must be performed on the only 3-cycle upon
which there is a non-vanishing flux, that is β0. On the right hand side of the second line of
(4.42), in fact, the only contribution comes from Ĥ3, that has a non-trivial flux along β0,
according to (4.21). Apart from the contribution of the fluxes, there are also be additional
terms sourced by D6-branes and O6-planes wrapping a three-cycle in in the internal manifold
(with the remaining three spatial dimensions filling the ordinary ones). As we have said,
orientifold planes are non-dynamical objects, with negative tension, that reside in the region
that is left unaffected by the involution σ that defines the orientifold projection. The relation
between the tension TDp and the charge µDp of a Dp-brane and the ones of an Op-plane reads:
µOp = −2p−5µDp TOp = −2p−5TDp, (4.43)
that in the case of D6-branes and O6-planes we are considering becomes:
µOp = −2µDp TOp = −2TDp (4.44)
The reason for the appearance of the brane and orientifold plane terms is that in the action
these objects can be coupled to the potential Ĉ7, with corresponding field strength F̂8, that
is the Hodge dual of F̂2. The action for the O6 plane, for example, contains a kinetic term











where µ6 is the tension of a D6-brane, ξ are a set of coordinates parametrizing the O6-plane
and g is the determinant of the metric induced on it by the world-volume metric. The
factors 2 in front of the terms is due to (4.44), whereas the
√
2 in front of the coupling term
arises from the normalization convention for the RR potentials used in [24] and that we have
mentioned before.




α′ [ND6 − 2NO6] δ(α0) (4.46)
ND6 is the number of D6-branes, NO6 is the number of O6-planes, and δ(α0) is a general-
ized Delta function, supported on the three-cycle α0. This “function” acts exactly like the
ordinary Delta function; in particular, when integrated on the cycle dual to α0 it gives the
unity: ∫
β0
δ(α0) = 1 (4.47)
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This is exactly like, when considering the real line, δ(x) gives the unity when integrated on
the “dual” of the point x, that is the whole R [28]. From a physical perspective this means
that the orientifold plane and the D6-branes have support on the α0 three-cycle, and this
is in agreement with the fact, explained in the previous section, that α0 is even under the
orientifold projection.










α′ [ND6 − 2NO6] (4.48)
Examining the right hand side of the equation we note that, in the model taken in consid-
eration, there surely is a contribution due to the O6-plane, because we have performed an
orientifold projection. At this point it can be observed that there are two ways to ensure
that the total sum on the right hand side is actually zero: one route is to set the integral of
Ĥ3, that is its flux, to zero and introduce two D6 branes to compensate the contribution of
the orientifold plane; another path is to employ the very flux of Ĥ3 in order to cancel the
tadpole, without the need to add new D6-branes into the theory. In the following we choose










α′ 2NO6 = −m0p− 2π
√
α′ 2NO6 (4.49)






Where we have reintroduced the usual
√
2 factor. From this equation it can be hence seen
that the values of m0 and p are not arbitrary, but depend on one another. In addition, we






Comparing (4.51) with (4.50) it can be seen that f0h3 must be equal to -2. As a result,
keeping in mind that they both belong the Z, the only allowed choices are:
(f0, h3) = ±(1,−2) (f0, h3) = ±(2,−1) (4.52)
In the following we choose to keep h3 “fixed” (although the value it assumes is not relevant)
and to let m0 vary, in order to be able to perform the dualization procedure described in
chapter 3 upon all the fluxes in the RR sector, even if, as we have just seen, the range of
choices for m0 spans only two values.
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4.3 Eliminating the fluxes in the effective theory
The effective theory built so far possesses, as we have seen, a total of four complex moduli
with superpotentials (4.33) and total Kähler potential (4.32).
The lagrangian of the corresponding supergravity effective theory, stated in four dimensions














As we have mentioned in the previous section, we choose to eliminate the fluxes of the
p−forms in the RR sector, ei and m0, in favour of new gauge three-forms, by means of the
new formalism exhibited in chapter 3. The only flux in the NSNS sector, p, instead, is left
untouched, acknowledging the constraints imposed by the tadpole cancellation condition. In
the language of the new formalism, therefore, we treat the field associated to p, that is n
(4.27) (belonging to the chiral superfield N), as a spectator field (that we usually called “T”),
whereas the ti are the lowest components of the physical fields Φi subject to dualization,
that when supplied by the introduction of a Weyl compensator Z become a set of 3+1 fields
ZA, defined as:
Z0 = Z Z i = Φi (4.54)
As a consequence our WQ(N) is the analogue of the spectator superpotential Ŵ (T ) in
(3.122). The superpotential WK(Z) can be written in the form of (3.122) setting e0 and mi








In the following, however, in order to retain full generality, we will keep also e0 and m
i and
at the end of the procedure we will put them to zero.
The kinetic term (4.71), instead, is factorized according to formula (3.125): KK(Φ, Φ̄) is the
alias of K(Z, Z̄), whereas KQ(N, N̄) is the analogue of K(T, T̄ ). From now on we rename
the Kähler potentials as:
KK ≡ K KQ ≡ K̂ (4.56)
With these identifications in mind the procedure can be performed in exactly the same way











d2θ 2E WQ(N) + h.c.
)
+ Lbd, (4.57)
where Lbd is (3.109) with the proper substitutions to adapt it to the present model and SA
are the double three-form multiplets that have superseded the ZA.
The next step is to implement a gauge-fixing condition, effectively eliminating the Weyl
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compensator from the lagrangian:
Z = 1 (4.58)
When analyzing the components of the multiplets (3.119) we have seen that the auxiliary
fields F iS and the lowest component M of the gravity multiplet depend on the field strengths
of two sets of A = 3 + 1 gauge three-form potentials Ã(3)A and A
A
(3). For convenience we
report the expression:














The matrices GAB can be computed from the prepotential (4.55), restricting ourselves to the
lowest components of the physical multiplets Φi:
GAB =








Its imaginary part MAB can then be recovered recalling that ti = bi + ivi.










































F0(4) = −F 0(4)
F i(4) = −F i(4) + biF 0(4)















At this point the way is paved to extract the components of the new lagrangian (4.57),
focusing exclusively, as usual, on the bosonic sector. In order to do this we must make use of
the explicit expressions for the invariant measures E and 2E . In this regard we can rewrite
(4.57) taking advantage of the relation between the superspace measures we have already
mentioned: ∫


































where |e| is the determinant of the vielbein and M is the supergravity multiplet complex
auxiliary field, whose real and imaginary parts are constrained by the conditions (4.61).











|M |2 + 1
3
baba − iema Dmba
)]
, (4.67)
where R is the usual Ricci scalar, ba is the supergravity multiplet vector auxiliary field with
flat index and Dm is the supergravity covariant derivative with curved index.
We have previously shown that the Kähler potentials K(S, S̄) and K̂(N, N̄) depend explicitly

















The truncation to the first order term is allowed by the fact that, when reintroducing the
gravitational coupling constant, higher terms in the expansion vanish in the low energy






K(S, S̄) + K̂(N, N̄)
)
. As far as K̂(N, N̄) is concerned




4D, where D is the dilaton (a scalar), having
used the expression (4.31) for the Kähler potential. As regards K(S, S̄), instead, a bit more
work is required. First of all we recall the component expansion of the gauge-fixed double
three-form multiplets Si (initially there were A = i + 1 double three-form multiplets, but
one of them has been gauge-fixed away producing the constraints (4.61)):
Si = si + θ2F iS (4.69)































R− iema Dmba +
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Si we have just exhibited, the
strategy now relies on inserting them into the new lagrangian (4.57), integrating over the
Grassmann variables and extracting all the different terms. In particular we will get kinetic
terms for the graviton (that corresponds to the vielbein ema ), the scalar components s
i of the
double three-form multiplets Si and the scalarsD and ξ that compose the spectator superfield
N , as well as terms depending on the auxiliary fields F iS and the spectator superpotential
WQ(N). It is these last terms that deserve further inspection: we have previously shown,
in fact, that the real and imaginary parts of the auxiliary fields F iS in (4.61) depend on
the field strengths of the three-form gauge potentials Ã(3)A and A
A
(3); this means that, when
the equations (4.61) are substituted into the auxiliary fields lagrangian kinetic and coupling
terms for the field strengths will appear. Even more interestingly, we will see in a few lines
that a coupling between the spectator superpotential WQ(N) and the field strengths arises.
This feature could at first seem curious, because in (4.57) no coupling term seems to be
present. The crucial point is that WQ(N) is coupled to the supergravity invariant measure∫
d2θ 2E , that contains in its expansion (4.66) the supergravity complex scalar auxiliary field
M that in turn, according to (4.61), depends on the field strengths of Ã(3)A and A
A
(3). We
see then that the conditions (4.61), that originate from the gauge-fixing and that fix the
components of M , imply that a coupling between WQ(N) and the field strengths arises in
the expansion of the new theory. The vector auxiliary fields bm, instead, can be integrated
out in the standard manner, bearing no relationship with the procedure that substitutes the
fluxes.
Having outlined the general structure of the component lagrangian, we now show how it
precisely comes about.
The kinetic part LKIN of the lagrangian reads (putting the inverse of the determinant of
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eK+K̂R− ∂n∂n− ∂ti∂t̄i (4.71)
Strictly speaking we should have, instead of ∂ti∂t̄i (where ti are the lowest components of the
starting physical fields Φi), a kinetic term for the lowest component of the double three-form
multiplets Si: as a matter of fact the lowest components of Φi and Si are exactly equal, and
as a result we can write (4.71).
In addition it is important to highlight that, when we will eliminate the auxiliary fields
from the theory, the kinetic terms of the scalars n and ti will become proportional to their
respective Kähler potentials, a fact that will affect the form of their equations of motion.
In order to obtain a canonically normalized Einstein and kinetic terms in four dimensions it
is necessary to rescale the metric gmn and pass from the so-called string frame to the Einstein














F iS −→ F iSe−
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where FN is the auxiliary field of the chiral superfield N that contains the scalar n.






∣∣∣M + (Kī + K̂ī)F i∗S + (K ′ + K̂ ′)FN ∣∣∣2 +
− e−(K+K̂)(Kij̄ + K̂ij̄)F iSF
j∗
S − e













(K ′ + K̂ ′)∂mn− (K ′∗ + K̂ ′∗)∂mn∗
]
+
− ŴM∗ − ¯̂WM + Ŵ ′FN + ¯̂W ′F ∗N ,
(4.74)
where the indices i and j on the Kähler potentials denote derivation with respect to the
lowest components ti of the superfields Φi (while indices with a bar refer to derivation w.r.t
their complex conjugates). The primes, instead, indicate derivation w.r.t n. It can be noted
that the supergravity vector auxiliary field bm appears only in the third and fourth line,
and can therefore be easily integrated out. The other terms in the first two lines involve,
along with the aforementioned Kähler potentials, couplings between the double-three forms
auxiliary fields F iS and the supergravity complex scalar auxiliary field M : these terms, once
substituted with the constraints (4.61) produce Yang-Mills-like kinetic terms for the three-
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forms ÃA(3) and A
A
(3). We have used the index A = i + 1 because in (4.61) also the field
strengths F̃0(4) and F
0
(4) are involved.
In the last line, instead, the first two terms, that represent a coupling between the spectator
superpotential and the supergravity scalar, have appeared: it is precisely these terms, as
hinted before, that provide a coupling between the spectator superfields N and the double
three-forms field strengths, recalling that M depends on them. Comparing (4.74) with the
analogous expression that appears in [7] we note that the only difference is that in [7] further
terms involving derivatives of the superpotential with respect to ti appear. In the model we
are considering, however, these terms are not there because the spectator superpotential
Ŵ (N) does not depend on the scalars ti.
Summing up, the component lagrangian is given by two contributions: kinetic terms
for gravity and the scalars appearing in LKIN and the auxiliary fields being exhibited in
LAUX . The fact that the Kähler potential in the model under scrutiny is “diagonal”, i.e. the
contributions of the ti and n moduli are directly summed, implies:
K̂i = K̂ij = K
′ = K ′′ = 0 (4.75)






















K̂ ′∂mn− K̂ ′∗∂mn∗
]
+
− ŴM∗ − ¯̂WM + ŴFN + ¯̂WF ∗N
(4.76)
As we have emphasized before the auxiliary fields M and F iS get substituted by a combination
of F̃A(4) and F
A
(4), according to equation (4.59): as a consequence the only fields that remain














K̂ ′∂an− K̂ ′∗∂an∗
]
(4.77)
The equation of motion for the spectator multiplet auxiliary field instead receives contribu-
tions from the dualized multiplets’ auxiliary fields and from the spectator superpotential:








Finally, inserting (4.77) and (4.78), along with (4.61) into the Weyl rescaled LKIN and LAUX




R−Kij∂ti∂t̄j − K̂ ′′∂n∂n̄+ L3-forms,Ŵ , (4.79)
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where we see that the correct normalization for the Einstein term is recovered, and a depen-
dence of the scalar kinetic terms on the derivatives of the Kähler potentials is developed.
L3-forms,Ŵ is the contribution coming from the field strengths F̃(4)A and FA(4) of ÃA(3) and AA(3)























where Lbd is a boundary term that arises from the reasoning made in chapter 3, corresponding


































































We can therefore appreciate in a manifest way the fact that in (4.79) the values of the fluxes
eA and m
A have completely disappeared, leaving room for the fields strengths of the gauge
three-forms ÃA(3) and A
A
(3).
4.4 Extracting the scalar potential
Until now we have done nothing but apply the new formalism, substituting the values of the
fluxes eA and m
A in the superpotentials with gauge four-form field strengths. If we want
to study the stability properties of vacua of the theory, however, we must come back to the
canonical supergravity formulation that involves a scalar potential, as well as the kinetic
terms that are already present in (4.79). In our case it is precisely the contribution of the
three-forms and of the spectator superpotential, L3-forms,Ŵ that will furnish the theory with
such a potential. In order to achieve this the equations of motion for the gauge three-forms
ÃA(3) and A
A
(3) must be computed: inserting their solutions into L3-forms,Ŵ the canonical
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scalar potential must be retrieved, if the dualization procedure is indeed consistent. This





∗ − 3|W |2
)
, (4.82)
where we have distinguished the contributions of the two Kähler potentials K and K̂, ob-
serving that no mixed terms of the form K ′i or K̂
′
i can appear. The only terms that involve
the gauge three-forms are included in L3-forms,Ŵ (4.80), thus constituting the starting point
in order to deduce their equations of motion. Varying with respect to the gauge three-forms
Ã(3)A and A
A
(3) and integrating the resulting equations of motion gives (calling eA and m
A
the integration constants, in order to obtain the desired form):
− 8eK−K̂*F̃(4)0 = m0 − 4
√
2peKe−D
− 2eK−K̂Kij*F̃(4)j = mi −m0bi ≡ pi
− 1
2



















where we have introduced the combinations pi, ρi and ρ0.
Most importantly the boundary term (4.81), if supported by the substitution (4.83), gives a




































































3It plays the same role of the boundary term in the simpler setting we have examined in equation (3.12).
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What we should ask ourselves now is whether the potential (4.86) reproduces expression
(4.82), which in turn is equal to (2.52). In the next section we will explicitly show that the
two expressions are indeed the same, expanding them in their respective terms.
4.5 Checking the consistency of the potential
The task at hand now is an algebraic one: expand (4.85) into its constituents, collect them
as much as possible and display the scalar potential in such a way that it depends only on
the physical scalar fields ti (that are composed of their real parts bi and imaginary parts
vi), D and ξ, as well as on the value of the fluxes eA and m
A that, thanks to the fact that
we have evaluated L3-forms,Ŵ on-shell, have reappeared into the theory. The final expression
should coincide to the scalar potential obtained in chapter two from dimensional reduction
(2.52).
In this regard we come back to the prescription we chose at the beginning of this chapter
and set:
e0 −→ 0 mi −→ 0 (4.87)
We do not display the whole procedure, as it would take too much space: we exhibit instead,
as an example, how all the terms proportional to (m0)2 get reunited into a single one,
comparing the result with what is obtained expanding (2.52). Equivalence between the
other terms can be calculated in an analogue way.
First of all we recall a few general relations among the derivatives of the Kähler potential
and the intersection numbers, and we display the explicit form of the Kähler metric as a









ivjvk κi = κijkv
jvk κij = κijkv


























Having (4.90) at our disposal it is easy to show that the identities (4.91) indeed hold. Another
useful identity satisfied by the Kähler potential is:
KijKiKj = 3 (4.92)
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Remembering that eK = 1
8vol
and carrying out this substitution the following form for the































where we have collected the terms with the same amount of fields bi.













where the components of the matrix N are the ones stated in (2.56).
We should now show that (4.93) and (4.94) coincide: the main difference to overcome
lies in the fact that in (4.94) the fields vi appear, an occurrence that is not seen in the case
of (4.93). However we will see in a short notice how to ease this difficulty.
Specifying (4.94) in the case where eA = m
i = 0 we obtain many terms:




































































































































As we can see the algebra is quite daunting for just this one term. However it turns out
looking more closely that many terms cancel against each other, except for a few that can
be further simplified using (4.91), that allows to throw the terms involving combinations of
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the intersection numbers away. In order to get rid of the terms containing the imaginary
parts vi it is convenient to exploit the identities (4.89). Furthermore, collecting the terms
with the same number of bi fields the correspondence of this potential with (4.93) becomes
manifest.
In the end, summing everything together, there remain only the terms that appear in
(4.93), that correctly coincide with the ones displayed by [25]. As a matter of fact, unfor-
tunately, we have displayed until now only the (m0)2 contribution to the scalar potential:
the same operation must be carried out for all the other terms, too. At the end of the
calculation, realized following the same steps we have shown and employing the identities












































































We underline that the expression e2i v
2













cross-terms. The reason why such a curious term comes about lies in the structure of the
term from which it originates, 4eKKijρiρj, that appears in (4.86). Recalling the definition
of ρi and considering only its ei contribution, in fact, the expression to evaluate is:
eKKijeiej, (4.97)



































































3 remain in the expression of the potential.
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In conclusion, this chapter has been mainly devoted to translate the model of Narayan
and Trivedi [25] into the new formulation that substitutes the values of the fluxes, with the
techniques of [20] and [21], and to show that the potential obtained working in the gauge
three-forms’ formalism exactly coincides with the one straightforwardly deduced from (2.52).
In the next chapter we will reap the benefits of this work, examining the scalar potential
in full detail, finding its extrema and using the information thus obtained to draw some




Membranes and Domain Walls
In the past chapters we have seen how, starting from a ten-dimensional action with non-
vanishing fluxes of the RR and NSNS sector p-forms, it is possible to perform a compact-
ification that allows a reduction to the standard four dimensions, obtaining an effective
theory with a scalar potential depending on the values of the fluxes. We have then shown
how, in the specific case of the model in [25], it is possible to rewrite the effective theory
in such a way that the values of the fluxes are not fixed anymore: to achieve this we have
introduced some (as many as the different fluxes) gauge three-forms. The scalar potential,
therefore, becomes a function of the field strengths of these three-forms, provided that they
are evaluated on-shell. Consequently it is possible to find its extrema and to assess whether
they are in correspondence with Minkowski or Anti-de Sitter spaces, as well as if they are
supersymmetric or not. This will be the main focus of the first part of this chapter.
More interestingly, however, if we leave the part of the action that depends on the gauge
three-forms as it is, it can be seen that it resembles the more familiar Yang-Mills action
with several gauge fields, that in our case are the gauge three-forms. Each of these gauge
fields possesses a coupling, related to the coefficient of the Yang-Mills term, just like in






In our case, instead, the theory naturally displays terms of the form:





where g is the gauge coupling of the three-form Amnr, whose field strength is Fmnrs.
As we have briefly outlined at the beginning of chapter 3, when motivating the use of
the new formalism that substitutes the fluxes, these gauge three-forms naturally couple to
objects that extend in 2+1 spacetime dimensions, just like the electromagnetic potential
Am couples to 0+1-dimensional objects (that is, the world-line of a particle). These 2+1
dimensional entities are nothing but membranes, and their coupling to the gauge three-forms
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where the integration is performed on three coordinates ξi (i = 1, 2, 3) that parametrize the
membrane world-volume, and q ∈ Z is the quantized charge1, that gives how many units of
the elementary charge g that we have defined in (5.2) are possessed by the membrane; this
means that Q = qg represents the physical charge of the membrane under the canonically
normalized three-form.
On the other hand, membranes must have a kinetic term describing their dynamics,






where h is the induced metric on the membrane world-volume, and T is the tension of the
membrane, that can be intuitively thought as its mass per unit area. The integration is once
again performed on the membrane world-volume parametrized by ξi. These membranes,
being charged under the gauge three-forms that have substituted the fluxes, cause a jump
in the value of the fluxes when crossing the membrane itself. This fact, that will be shown
explicitly, suggests in a natural way that membranes of this kind could be considered as
part of domain walls separating two different extrema of the scalar potential. Rephrasing
from another perspective: the scalar potential exhibits in general a diverse set of extrema,
that depend on the values of the fluxes of the p-forms in the RR sector; the appearance of a
membrane, if allowed, changes the values of the fluxes on one side, as a consequence of the fact
that the membrane is charged with respect to the gauge three-forms that have substituted
the values of the fluxes. The most direct result of this reasoning is that the properties of
the charged membranes have to be carefully discussed in order to properly understand the
transitions among vacua of the scalar potential with different values of the fluxes. More
specifically, we will at first concentrate on the effect that a membrane interpolating between
two different vacuum states has on the fields of the theory, that vary when passing from one
side to the other. If, in fact, the values of the scalar fields are fixed when the model resides in
one of its vacua, the back-reaction of the membrane forces the scalar fields to interpolate from
their minimum value on one side of the membrane to the other minimum on the opposite
side. We will show how to compute this variation and display explicit profiles of the evolution
of the scalar fields. All of this work will be performed in the thin wall-approximation, that
will be explained in due time.
Apart from being the mediators of the transitions among vacua of the scalar potential, the
charged membranes provide an intriguing testing ground for the Weak Gravity Conjecture
(WGC). This hypothesis, first proposed a little more than a decade ago [29], states2 that there
1With eventually a
√
2 factor to match the quantization conditions (4.41).
2Here we have been a bit imprecise, a more accurate statement of the Weak Gravity Conjecture will be
given later.
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must exist particles and p-branes whose energy (or tension, in the case of the membranes)
is smaller than or equal to their charge. More precisely, the equality is saturated if the state
of the theory under scrutiny is supersymmetric, whereas the mass is strictly lower than the
charge in non-supersymmetric cases, according to the most recent formulation of [34]. In the
next chapter, therefore, we will embark on the study of the relation between the tension of
the membranes interpolating the transitions, that can be deduced from expressions such as
(5.4), and their charge, in principle originated by the Yang-Mills-like terms (5.2).
Before dealing with this issue, however, we come back to the scalar potential and to the
quest for its extrema.
5.1 Finding the extrema of the scalar potential
The full scalar potential of the Narayan and Trivedi model, expressed in (4.96), depends on
a total of eight real scalar fields: the dilaton D; the imaginary parts vi of the Kähler moduli
ti; their real parts, the axions bi; the axion ξ. The first approach could therefore consist in
trying to find the extrema of this full-fledged scalar potential, computing its gradient with
respect to (D, vi, bi, ξ) and setting it to zero. Unfortunately this standard procedure is not
analytically feasible. An alternative strategy, elegantly explained in [25], relies on setting
















where only the dependence on the dilaton D and on the three scalars vi remains. A possible
problem, however, lingers: how can we be so sure that the extrema, in particular the minima,
found using (5.5), remain stationary points when also the axions bi and ξ are included?
Looking closely at the expressions of the superpotentials of the theory (4.96) it can be noted
that if we switch the signs of the axions the superpotential undergoes a transformation of
the kind:
W −→ −W (5.6)
It follows that, recalling how the scalar potential is deduced from the superpotential (1.64),
V remains invariant. More explicitly, it can be observed from (4.96) that switching the
signs of the axions causes no appreciable effect, as they appear exclusively in quadratic com-
binations. Let us suppose now that we have found an extremum of (5.5): expanding the
reduced potential around the point with vanishing axions (ξ = bi = 0 ∀i) we can use only
quadratic terms in the axions, because of the invariance of the full potential (4.96) under
sign swapping. But this means precisely that the point with (ξ = bi = 0) we have found
remains an extremum even with the corrections included. In conclusion we can safely work
with the reduced potential (5.5) and stay assured that any extremum found working in this
manner retains its properties in the full theory, too.
Taking the gradient of VR with respect to e
D (because the dilaton appears in the potential
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only with this combination) and vi gives four equations (of course the three involving deriva-
tives w.r.t vi have the same structure), that once solved give only one class of extrema that












The vi cannot, however, display arbitrary signs: exactly two of them must have a minus
sign in front, otherwise we do not have an extremum of the potential; therefore the possible
combinations of signs of the minimum values of vi are:
(v1, v2, v3) = {(+,−,−), (−,+,−), (−,−,+)} (5.8)
In order to understand whether these extrema are maxima, minima or saddle points the
Hessian matrix must be computed. A simple trick can be employed to simplify the calcu-
lations: the equations obtained deriving the potential with respect to v1, v2 and v3 are the
same, and as a result the extremal solutions retain this property, as we have shown with the
combinations of signs (5.8). It is therefore possible to substitute the vi with a single field ν,
observing that since the vi appear in (5.5) in quadratic (as in e2i v
2
i ) or cubic terms (inside
vol = κv1v2v3) no sign ambiguities arise. Further assuming that the values of the fluxes are













Having reduced the range of variables only to D and ν it is easy to compute the Hessian
matrix, whose eigenvalues evaluated at the extrema (5.7) can be shown to be strictly positive.
It follows that (5.7) are indeed minima of the reduced scalar potential, as well as extrema of
the full scalar potential, recalling the discussion pertaining to the axions contribution.



















We see then explicitly that the extremum value of the potential is negative. This means that
the vacuum state corresponding to this class of extrema is an Anti-de Sitter vacuum, that
is, with negative intrinsic curvature.
It is important for our future discussion to determine whether the minima (5.7) are super-
symmetric or not. As we have seen in chapter 1, the Lorentz invariance of the vacuum
state imposes that all the fields of the theory must vanish, except for the scalars. The only
possibly non-vanishing variations are those of the fermions:
δ(fermions) ∝ DIW, (5.11)
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where the index I runs over all the fields included in the theory: in our case, the scalars ti
and n. The total superpotential is instead given by (4.33):










Consequently if all of the DIW vanish the vacuum state under consideration is supersymmet-
ric, if instead as few as one of the DIW is non-vanishing we talk about a non-supersymmetric
vacuum.


















































where we have used the relation κi = κijkv
jvk. Inserting this intermediate step into (5.13)
and evaluating it on the minima (5.7), as well as using the explicit expression (4.29) for κi
in our model yields zero if and only if:
sign(m0ei) < 0 sign(m
0p) < 0 (5.17)































We can then insert this expression into (5.18) that, evaluated on the minima, holds if:
sign(m0ei) < 0 sign(m
0p) < 0 (5.21)
Luckily enough, taking into account the tadpole condition (4.50) we see that the condition
sign(m0p) < 0 is automatically satisfied. As regards sign(m0ei) < 0, on the other hand, it
can be noted that once that the sign of m0 has been chosen the ei must all be of the same sign
(positive or negative depending on the sign of m0) if we wish to preserve supersymmetry.
Actually, as we have seen in (4.52), the values of m0 are strictly constrained, and once
that we have chosen a value for p (that is considered to be fixed in our model) also m0 is
established.3 We see then that there is an easy way to find non-supersymmetric minima:
if we switch one (or more) of the values of the fluxes ei some of the conditions (5.17) are
violated, and the vacuum acquires a non-susy status. The main advantage of this approach
is that the minima of the potential remain such (because the potential itself is quadratic in
the fluxes ei) and that the potential evaluated on the non-susy vacua (5.10) is exactly the
same as the one of the susy ones: the only difference lies in the sign of the fluxes.
5.2 The membrane action
In the next sections we will deal with the issue of vacuum decays mediated by membranes,
following the work of [21]: in order to tackle the problem in a precise way it is necessary to
define the action for a membrane in the context of the four dimensional supergravity theory
we have discussed in chapter 4. As we have mentioned earlier, this action in general includes
a term that expresses the coupling of the membrane to the gauge three-forms Ã(3)A and A
A
(3),
as well as a kinetic term.
Taking into account the first contribution we define the following quantized charges, that
correspond to the gauge three-forms in the terms analogous to (5.3) that we want to build:





We note that the quantized charges (qA, p
A) can hence be seen as parameters that provide a
classification of the different membranes that can be introduced in the action. In addition,
we observe that the membranes we are considering are originated by higher dimensional
D-branes compactified on appropriate p-cycles in the internal dimensions, so that they con-
sistently give rise to membranes in 4d.
As we have seen in chapter 1, in order to automatically ensure that the action is super-
symmetry invariant the coupling term must be expressed in terms of superfields. We are
compelled, therefore, to introduce two sets of super three-forms Ã(3)A and AA(3), whose lowest
3Despite this fact we have dualized it anyway, in order to maintain a certain symmetry among the RR
sector p-forms, as we have mentioned earlier.
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components are the standard gauge three-forms:
Ã(3)A|θ=θ̄=0 = Ã(3)A AA(3)|θ=θ̄=0 = AA(3) (5.23)
The super three-forms Ã(3)A and AA(3) can be conveniently assembled into a single one:
A(3) ≡ qAAA(3) − pAÃ(3)A (5.24)
The explicit expression of A(3), however, is rather involved and for the full details we refer
to [21].
What is of chief interest in our discussion, instead, is the fact that the introduction of
A(3) allows for the construction of a supersymmetric action for the term that codes the
coupling of a membrane with the gauge three-forms Ã(3)A and A
A
(3). Correspondingly, given
the coordinates ξi (i = 1, 2, 3) that span the world-volume of the membrane, we define their
extension to the whole spacetime and superspace:
ξi −→ zM(ξ) = (ζm, θα, θ̄α̇), (5.25)
where θ and θ̄ are the usual superspace coordinates. With these conventions the coupling
term (also known as Wess-Zumino action) reads:
SWZ =
∫




where C is the world-volume of the membrane.
The other contribution to the action of the membrane is its kinetic term: in order to
obtain a supersymmetric physical spectrum on the membrane world-volume (that is, to make
sure that there is the same amount of bosonic and fermionic degrees of freedom) this action
must be invariant under the so called κ-symmetry, a local transformation parametrized
by a spinor κα(ξ) (that depends on the world-volume coordinates), whose effects on the
coordinates4 are specified in full details in [21]. With this requirement it can be proven that





−h|qASA − pAGA(S)|, (5.27)






with Eai the pull-back of the supervielbein on the membrane world-volume:




4As well as the proof of the invariance of the action under this symmetry.
89
with the derivation meant with respect to the coordinates ξi. It is important to note that the
kinetic term, as well as the coupling one, does not depend on the spectator superfield N that
has not undergone the dualization procedure. In the preceding discussion, in fact, we have
considered the flux p associated to N to be fixed, and as a consequence no corresponding
gauge three-form (or, in other words, no charge) has appeared.
The total supersymmetry- and super Weyl-invariant action for the membrane is the sum of
the Wess-Zumino and Nambu-Goto terms:









where all the integrations are performed on the membrane world-volume C. As usual it is
convenient, for the future discussion, to extract the bosonic components of Smembrane, after
having fixed the Weyl invariance using (4.73). Recalling that the lowest components of Si






















The first term in this expression is nothing but the generalization to a higher number of
dimensions of the kinetic term of a point particle:





Their structure differs only in the domain of integration, that is over a three-dimensional
domain in the case of the membrane. The mass m of the point particle, instead, is substituted




(K+K̂)|qAtA − pAGA(t)| (5.33)
It is evident, though, that the tension of the membrane is not a constant like the mass m, and
instead depends explicitly on the quantized charges (qA, p
A) as well as, more importantly,
on the scalar fields tA (recalling that t0 = 1 after the gauge-fixing). The charge-dependence
implies that membranes with different values of the charges have varying tensions. The
dependence on the scalars tA, instead, is more subtle: the fact that they appear inside the
expression (5.33) entails that, in order to compute the tension of a given membrane, we must
know the value of the scalars on the membrane itself, because the integration is performed
on its world-volume C. Though apparently an easy task, this last requirement is not trivial:
if a membrane is added to the action5 (4.79), the equations of motion for the scalars undergo
5We are using the term action and lagrangian in an interchangeable way, as it should not cause any
confusion.
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a modification: if we wish to obtain their value on the membrane world-volume they must
be solved with appropriate boundary conditions. We see then that the back-reaction of the
membrane on its surroundings plays an important part in determining the very tension of
the membrane, that will be soon analyzed.
We can now finally display the full action that will be studied in the following: it encodes
a four-dimensional supergravity theory with 4 scalar fields (3 ti and n), two sets of 4 three-
forms Ã(3)A and A
A



















(K+K̂)|qAtA − pAGA(t)|+ qA
∫
C





where S3-forms,Ŵ is the integral over four-dimensional spacetime of (4.80). We have left full
generality in the index A, that goes from 0 to 3, because, as we have seen in (4.35), the
superpotential of the theory can alternatively be considered with the full set of fluxes or
without e0 and m
i, with no consequences whatsoever.
5.3 The effect of the membranes on the fluxes
With the full expression of the action we can eventually see in a mathematically precise
way the crucial point we have stressed so far: the membranes, being charged under the
gauge three-forms Ã(3)A and A
A
(3), cause a change in the values of the fluxes that appear in
the scalar potential of the theory that, as we have proven in the previous chapter, can be
obtained from S3-forms,Ŵ using the equations of motion for the three-forms. These equations
of motion (4.83), rewritten without the contribution of the axions bi and ξ (recalling that
they have been neglected when computing the scalar potential), read:











It must be underlined that these equations of motion were obtained without the contribution
of the membrane. In order to obtain the new equations of motion that derive from (5.34),
instead, it is convenient to rewrite the coupling terms between the membrane and the gauge









AA(3) ∧ δ(C)− pA
∫
C
Ã(3)A ∧ δ(C) (5.36)
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In this way new terms of the form qAδ(C) and pAδ(C) enter in the equations of motion that,
once integrated, become:
−8eK−K̂*F̃(4)0 = m0 + p0Θ(C)− 4
√
2peKe−D
−2eK−K̂Kij*F̃(4)j = mi + piΘ(C)
−1
2
e−(K+K̂)Kij*F j(4) = ei + qiΘ(C)
−1
8
e−(K+K̂)*F0(4) = e0 + q0Θ(C),
(5.37)
where Θ(C) is a Heaviside function, resulting from the integration of δ(C), that is non-
vanishing only on one side of the membrane, depending on the orientation of the delta
function δ(C), that is a one-form. In fact δ(C) has a three-dimensional argument, and as we
are working in four dimensions it must necessarily be a one-form (just like a delta function
on R is a one form, because its argument is a point, namely a zero-form).
It is then clear that the inclusion of the membrane has drastically changed the situation: if,
at first, the model resides in one of its minima with values of the fluxes (eA,m
A), the addition
of a membrane with quantized charges (qA, p
A) changes the values on one side (in principle
either in the “inside” or the “outside” of the compact membrane) to (eA + qA,m
A + pA),
leaving the other side untouched.
Physically speaking it is evident that the mutated values must be on the inside of the
membrane, as otherwise the change would require an infinite amount of energy (because,
if the fluxes changed outside of the membrane, they would do so in an infinite region of
space). The new values, besides, will be in correspondence with a new minimum of the
potential, according to the expressions (5.7): we see therefore that the physical process we
are describing consists in a transition between different vacua mediated by membranes or,
in other words, in vacuum decay.
It is undeniable, at this point, that membranes play a major role in the problem of
vacuum stability, and that the action (5.34) provides a foundation for the study of such
transitions. It must be highlighted, however, that strictly speaking in this context we are
dealing with transitions among vacua that pertain to different effective potentials: if the
fluxes (eA,m
A) change, in fact, also the effective scalar potential itself (5.5) is mutated (al-
though its structure remains exactly the same, no new terms in the potential are produced
by the implementation of the membrane into the action), in agreement with its expression
(5.5). The study we will embark on in the next pages, therefore, does not regard transitions
among different vacua of the same potential.
Until now we have dedicated our attention to the construction of a plausible action for
some scalar fields coupled to gravity, and for a set of gauge three-forms that naturally couple
to a membrane. The most reasonable question at this stage could be: how do we know
that, in a semi-classical decay process, the nucleation of a membrane with charges (qA, p
A) is
actually possible? In order to provide an answer we must first lay the basis for a systematic
treatment of non-perturbative vacuum transitions, following the classic work of Coleman
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and De Luccia [30][31], also recalled by Narayan and Trivedi in [25].
5.4 Vacuum decay
First of all, in the following we will work in the Euclidean frame of reference, as standard in
the study of non-perturbative transitions, thus considering imaginary time:
t = iτ (5.38)
In this context, it is reasonable to assume that the membrane is nothing but a sphere of some
radius, and that the direction transverse to its surface is labelled by the coordinate r. This
choice, that in principle is arbitrary, is sensible given the fact that there is no anisotropy (or
any preferred direction) in our model, being for this reason widely adopted in the literature6
[30].
As a result, recalling that we are working in a Euclidean frame of reference, the metric of
spacetime can be chosen to be O(4) invariant, reading:
ds2 = (dr)2 + ρ(r)2(dΩ)2, (5.39)
with r the coordinate transverse to the membrane and (dΩ)2 is the volume element on a
unit S3.
Let us consider now an unstable vacuum of the action (5.34), called in the following false
vacuum, in correspondence with some values of the fluxes (eA,m
A). Take another vacuum,
termed true vacuum, characterized by other fluxes (e′A,m
′A), and so associated with another
scalar potential (even though of the same structure). For the moment we do not specify
whether these vacua are supersymmetric or not: as we have seen in section 5.1, in fact, the
only difference between the two cases resides in the signs of the fluxes ei, whereas the value
of VR and of the moduli t
i and n remain the same. What is established, instead, is that they
are Anti-de Sitter vacua, because in our model all the minimum values of the potential are
negative (5.10).




where A is a normalization constant that is usually difficult to compute, and B is defined
as:
B = SEtrue − SEfalse, (5.41)
6There are however cases [21], involving BPS saturated cases, in which flat membranes can be considered
(noting that they can also be thought as the limit of (5.39) for an infinite radius). In the following however
we will not deal with such examples.
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with SEtrue and S
E
false being the euclidean action for the true and false vacuum, respectively. We
see from the definition (5.40) that, if we expand the actions that compose the coefficient B in
powers of ~, every successive term will contribute more negligibly, as expected. The physical
separation between the false and the true vacuum is given, in our model, by the charged





The presence of the membrane forces the potential to change the value of the fluxes, there
is no way to jump to another minimum of the same potential if we stick to charged mem-
branes (even though this would be possible with standard Coleman-De Luccia processes not
involving membranes). Oftentimes the appearance of a region of true vacuum embedded in
a universe that resides in the false vacuum (with the separation between the two regions
provided by the charged membrane, in our model) is called bubble nucleation process.
That being said, it is fundamental to compute which constraints, if any, must be imposed
on the properties of the membrane if we wish that the decay process is allowed. In this regard
it is convenient to work in the thin-wall approximation [30]: intuitively speaking, it assumes
that the distortion caused by the membrane on the physical scalar fields is negligible, or
somewhat small. It must be noted, however, that the original work of Coleman and De
Luccia [30] regards scalar fields and does not involve membranes: despite this we will use
their formalism considering domain walls that include also a membrane contribution.
First of all we assume that the evolution of the scalar fields respects the spherical sym-
metry enjoyed by the membrane. More precisely, we know that in a universe in its false
vacuum the scalar fields assume a fixed value (i.e. the value that corresponds to the mini-
mum). So they do in the region of true vacuum. When passing through the membrane of
radius R, however, the two values of the scalar fields that correspond to the true and false
vacuum must join for continuity reasons7. Recalling that the scalar fields in the model under
consideration are ti and n, we define their minimum values as:
ti = ti+ n = n+ in the false vacuum
ti = ti− n = n− in the true vacuum
(5.43)
As we have hinted before, this correspondence between the values of the scalars on one side
of the membrane with the ones on the other is determined by the membrane itself via the
equations of motion of the scalar fields in (5.34), that we will soon display. Working in the
thin wall approximation means that it is accepted that the change in the scalar fields takes
place in a small region of variation of the radial coordinate r, at least compared to the radius
of the membrane. In this approach such a region is called the domain wall : it encompasses
the membrane and the part of space where the scalar fields undergo a change. Of course this
is not a completely realistic case: if the scalar fields settled to their exact minimum value in
7If, instead, the back-reaction of the membrane is completely neglected, it is the case of the probe ap-
proximation.
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a finite region their evolution would not be analytic. With more plausibility the minimum
value is reached asymptotically at infinity: the thin wall approximation states that most of
the variation happens in a small region. Mathematically speaking this is guaranteed if the
energy difference between the two minima (say V+ and V−) is extremely small:
ε = V+ − V−  1 (5.44)
It can be proven [30] that this assumption entails that the radius R of the membrane is
very large compared to variation range of the scalar fields, and so that the approximation is
indeed satisfied.
Converting (5.44) in a statement about the fluxes ei (that determine the values V+ and V−),
and considering m0 and p to be fixed by the tadpole condition (4.50), it can be shown that
it is equivalent to: ∣∣∣∣e′i − eiei
∣∣∣∣ ≡ ∣∣∣∣δeiei
∣∣∣∣ 1, (5.45)
where e′i are the fluxes of V−, whilst ei refer to V+.
Adopting this view the exponent B in (5.40) can be effectively computed dividing the
universe in three-sub regions: the inside of the membrane, with fixed values of the scalar
fields, the domain wall and the outside region (again with fixed scalars). In this way B
becomes:
B = Binside +Bdomain wall +Boutside (5.46)
Recalling how B has been defined (5.41) it can be noted that the outside contribution
vanishes, because in that region the model is still in its false vacuum:
Boutside = 0 (5.47)
In order to compute the contribution of the domain wall, which is a 3-dimensional shell, we
must recall the measure of integration µ for such a geometric object:
µ = 2π2ρ3dr (5.48)
We hence obtain:






LTOT (ti, n)− LTOT (ti+, n+)
)
, (5.49)
with the integration performed over the range of variation of r, termed ∆r. In LTOT (ti, n)
we have not put any subscript on the fields, because we are taking into account the fact that
the values of the scalars change over the region ∆r, namely inside the domain wall.
As we have seen, in the thin-wall approximation the region of variation of the scalar fields
is much smaller than the radius R of the membrane, and therefore we can assume that the
factor ρ3 is fixed at the value R3; taking it out of the integral the following expression is
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obtained:






LTOT (ti, n)− LTOT (ti+, n+)
)
= 2π2R3SDW , (5.50)






LTOT (ti, n)− LTOT (ti+, n+)
)
(5.51)
We emphasize the fact that SDW depends, via the presence of LTOT (ti, n), on the kinetic
contribution of the scalar fields ti and n, that is, from equation (5.34):
LKIN ∝ Kij∂ti∂t̄j + K̂ ′′∂n∂n̄ (5.52)
Another contribution is given by how much the scalar curvature has been modified by the
presence of the membrane and by the evolution of the scalar fields. Very far from the
membrane, in fact, we will find the fixed values R(ti+, n+) and R(t
i
−, n−). In the domain wall
region, however, there is an additional contribution δR(ti, n) due to the fact that the scalars





R(ti−, n−)−R(ti+, n+) + δR(ti, n)
]
(5.53)
A further term is given by the varying part of the potential VR, completely analogous to the
term due to the scalar curvature:
LPOT ∝ V− − V+ + δVR(ti, n) (5.54)
The last, and by far the largest according to the thin-wall approximation, contribution is
given by the presence of the membrane: it adds a term proportional to a delta function




(K+K̂)|qAtA − pAGA(t)|δ(C) (5.55)
Formally speaking the integration in (5.51) is performed on the region of variation of the
scalar fields ∆r (that is somewhat arbitrary), and as a result the delta function integration
would not be well-defined. We can note, however, that if C ⊂ ∆r, as in our case where the
membrane is contained in the domain wall, no mathematical problem arises. The net result





(K+K̂)|qAtA − pAGA(t)| (5.56)
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Narayan and Trivedi further show in [25] that, if the thin-wall approximation holds, the




(LKIN + LGRAV + LPOT ) (5.57)
Later on we will show explicitly that in our model this condition is indeed satisfied.
As regards the contribution of the inside of the membrane, instead, it can be shown [30],
using Einstein’s equations and integrating from 0 to the radius R of the membrane, that the
coefficient Binside is given by:
Binside = 12π
2











The total B coefficient is then:
B = Binside +Bdomain wall =
12π2
























where the minus sign in front of the minimum values of the potentials has appeared because
we are dealing with AdS vacua, coherently with equations (5.10). It is important to observe
that in the above expression the only incognita is the domain-wall tension SDW , that will
have to be carefully evaluated in the following. If the appearance of the membrane of radius
R is a plausible possibility we would wish to obtain the radius, that has not been fixed yet,





In order to prove that such an extremum is there it is convenient to evaluate expression (5.58)
also for small8 R. This can be done by expanding (5.58) to second order in R (because the








8In the end we should anyway prove that the value of R that extremizes (5.61) is large enough to enforce
the thin-wall approximation.
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εR4 ' 2π2R3SDW (5.63)
So that it is proportional to R3 with a positive coefficient. On the other hand for large
R (5.60) the sign of the coefficient of R3 is not clear, as it receives both a positive and a
negative contribution. Not all is lost though, as if we suppose that for large R the coefficient
is negative then there must be an extremum of B somewhere in between [25]. Of course this
is a sufficient condition, but we will soon show that it is also necessary. As a consequence it





















This bound on the tension of the domain wall, obtained in the thin wall approximation,
is extremely relevant and will play an important role in the next discussion. We can now















































As a result if ε is sufficiently small R becomes extremely large, as expected.






















Inserting the inequality (5.65) in place of SDW it can be proven that the above expression is
indeed satisfied if and only if (5.65) holds, showing that it is indeed a necessary condition for
an extremum of B to exist. In the next section we will write down and solve the equations
of motion for the scalar fields of our model, so as to be able to compute explicitly the total
tension of the domain wall.
5.5 The domain-wall tension
The scalar fields involved in the model introduced in section 4.2 are the three ti and n.
Previously, however, we have chosen to restrict to the special case of vanishing axions bi =
ξ = 0, showing that possible extrema of the potential remain so even after the inclusion of








where we have made the substitution eD ≡ x for convenience in the computations.
In order to compute the equations of motion the euclidean version of the total action
(5.34) and the metric (5.39) must be used. An extremely useful simplification can be made by
assuming that the scalar fields depend exclusively on the radial coordinate r, for symmetry
reasons. Anyway it is convenient to keep the usual cartesian coordinates, as in the thin-wall
approximation the membrane can almost be considered to be flat. Of course we will have to
justify this approximation at the end of the computation. Consequently we pick a coordinate
z to be the one transverse to the “almost flat” membrane: as a result all of the physical
fields will hence depend exclusively on z, if we choose to search for static solutions.
With these caveats the ensuing equations are obtained (first deriving with respect to the full



























where VR is the axion-free potential (5.5). It is clear that in the situation we are studying
there will be equations like (5.73) on both sides of the membrane, with different VR’s, de-
pending on the value of the fluxes on each side. In order to find a solution defined on the
whole spacetime it will then be necessary to join the two partial solutions on the membrane
surface.
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The most striking difference with respect to the usual scalar equations of motion is the pres-
ence of terms with derivatives of the Kähler potentials, as a consequence of the fact that
they depend on the scalar fields.
In order to simplify the above expression the explicit forms of the Kähler potentials are



















A further facilitation can be made observing that the Kähler metric for the vi is diagonal:
because of this no cross-terms between the various vi appear, and their equations of motion
are completely decoupled (except for the potential part, that we will examine in a few lines).
As a result we can employ again the following substitution, forgetting the different signs of
the vi (5.8):
ν ≡ v1 = v2 = v3 (5.75)
At the end of the computation, anyway, we will have to recall that at least two of the vi
must be negative, according to (5.8). As regards the equation of motion for e−D, instead,











Subsequently it is convenient to express the result in terms of x = eD. Proceeding in the





















where Vν has been defined in (5.9).
The next objective is to find a solution to these equations and to use the result to compute
the tension of the domain wall that separates two minima of the potential Vν with different
values of the fluxes, respectively (eA,m
A) and (e′A,m
′A)9. The energy difference ε between
the two minima must be small according to the thin-wall approximation, and as a result
the fluxes cannot change arbitrarily. As a matter of fact, looking at the expression of the
minimum value of the potential (5.10), p and m0 are fixed by the tadpole condition and κ is
9Recalling that e0 and m
i have not been considered in our model because of appropriate shifts of the
fields (4.35).
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a constant: the only fluxes that are allowed to vary are the ei. In order to ensure that ε is
small we must therefore impose the condition (5.45).
As we have done previously we simplify the problem by taking all the ei to be equal in
modulus:
e ≡ |ei| ∀i (5.78)
Even with these facilitation, however, the equations (5.77) are not analytically solvable: the
main problem resides in the complicated expression for the scalar potential Vν . Nevertheless,
the fact that the fluxes vary only slightly from one minimum to the other (5.45) implies
that the minimum values of the scalar fields (5.7) do not change much when crossing the
membrane. In other words, the false and the true vacuum lie approximately at the same
energy level, with similar moduli of the scalar fields that label the minima. This means that
it is possible to consider little perturbations of the scalar fields ν and x and to Taylor-expand
around their minimum values (ν+, x+):
ν −→ ν+ + δν+ x −→ x+ + δx+ (5.79)
with an analogous expansion for the other minima (ν−, x−). In the same fashion we expand
the scalar potential. In the false vacuum we have (with clear analogous for the true vacuum):








































They are both strictly positive and therefore they automatically satisfy the Breitenlohner-
Freedman bound [36], that ensures the perturbative stability of AdS vacua.
Inserting (5.79) and (5.80) into (5.77) and truncating to first order in δν and δx yields:
3
2(ν+)2
∂2zδν+ −M2ν+δν+ = 0
8
(x+)2
∂2zδx+ −M2x+δx+ = 0,
(5.83)
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that are generally solved by a linear superposition of functions of the form (writing also the






b+1 z + a+2 e












d+1 z + c+2 e





d−1 z + c−2 e
−d−2 z,
(5.84)
where all the b’s and the d’s are taken to be positive.






0 to automatically im-
plement the fact that the fields have a minimum value (ν+, x+) and (ν−, x−), depending
on whether we consider the false or the true vacuum. Secondly, one of the exponentials in
each solution must be discarded for continuity and energetic reasons. Taking a look at the
expressions (5.10), in fact, we can note that the true vacuum must have a lower energetic
level with respect to the false one, and as a result the modulus of its fluxes |e′| must satisfy:
|e′| > |e| (5.85)
It is then a consequence of (5.7) that the minimum values of the scalar fields satisfy:
ν+ < ν− x+ > x− (5.86)
If we hope to join the two ends of the scalars’ evolution on the membrane surface we must
hence get rid of the descending exponential for δν+ as well as of the ascending one for δν−,
and viceversa for δx+ and δx−. The solutions therefore are:
δν+ = ν+ + a
+
1 e




δx+ = x+ + c
+
2 e





Continuity of the solutions and of their derivatives on the membrane surface impose (elimi-
nating the superscripts on the coefficients):{
ν+ + a1 = ν− + a2
a1b1 = −a2b2
{
x+ + c2 = x− + c1
−c2d2 = c1d1
(5.88)
Until here the discussion has been completely general (taking into account the due ap-
proximations): nevertheless, in order not to obtain an extremely large algebraic expression,
it is convenient to proceed with a numeric example. This will allow for a compact evaluation
of the tension of the domain wall, notwithstanding that the obtained results do not depend
on the specific numbers we will choose. If we were to proceed with a completely implicit
strategy, on the other hand, we would not be able to clearly see the significance of the result
(that is, if it is close to what we expect to obtain) because of the approximations we have
made throughout the analysis.
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A useful choice, compatible with the quantization conditions (4.41) when using the units
2π
√
α′ ≡ 1, is to set:
|e| −→ 100/
√
2 |e′| −→ 101/
√
2 |δe| = 1/
√
2




We note that, as we are using only the moduli of the fluxes |e| and |e′| we are leaving open
the possibility of having either supersymmetric or non-supersymmetric vacua on the two
sides of the membrane. What is not examined, instead, is the transition between a non-susy
and a susy vacua, that would imply |δe| ' 2|e| (because one of the fluxes would have to
change sign) and so lies outside of the thin-wall approximation.
These values are convenient to reproduce the behaviour of the functions and to give the
possibility to display graphics in order to understand the evolution of the scalar fields.
Moreover, they fulfill the constraints we have imposed so far: m0 and p must be of opposite
sign, and |δe||e|  1, that corresponds to (5.44).
Solving the systems (5.88) with these values gives the following trends of the scalar fields ν
and x, with the membrane located at z = 0, the false vacuum on the left side and the true




The values of the scalar fields on the membrane surface (i.e. z = 0) are:
ν|z=0 ≡ ν0 ' 12.942 x|z=0 ≡ x0 ' 5.767× 10−4 (5.90)
Our main concern is to employ these values to compute the tension of the membrane, that
should furnish the main contribution to the energy of the domain wall. For such purpose we
should use the expression (5.33), that displays the tension as a function of the scalar fields
and of the Kähler potentials, that should both be computed at z = 0. In the present case,
with only the fluxes ei undergoing a change, the only non-vanishing quantized charges of the
membrane are the qi:
q ≡ |qi| = |δe| = 1/
√
2 (5.91)

















' 1.3867× 10−7 (5.92)


















' 2× 10−9 (5.93)
As we can see these quantities are negligible with respect to TM : taking into account the
approximations we have done (Taylor expanding all the terms in (5.73) and solving the
differential equations in flat space) it would surely be too optimistic to take these corrections
seriously and to include them. Furthermore, inserting the evolutions of the scalars (5.87)
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into the expressions for Vν and the curvature R (which is computable taking the trace of the
Einstein equations of motion) it can be shown that also their contribution can be neglected:∫ ∞
−∞
(LGRAV + LPOT ) ' 10−9 (5.94)
We have performed these integrations across all the z axis, even if actually the membrane
is a sphere with a finite radius (and so a more accurate calculation should be performed in
spherical coordinates). The size of the radius can be estimated using (5.67), valid in the
weak coupling limit, using the tension of the domain wall that we have just computed and
the definition of ε (5.44):
R ' 1.1× 105 (5.95)
As we can see observing the graphs in the previous pages this is not so large a radius,
compared to the region of variation of the scalars: nevertheless, taking into account the
extremely small contribution of the scalars’ variation to the tension of the domain wall we
can accept the validity of the approximation that consists in integrating along all the z axis.
In any case the reason why we performed such a calculation is to compare the tension of the
domain wall with the upper bound given by the thin-wall approximation (5.65). Using the








' 1.3864× 10−7 (5.96)
As we can see comparing it to (5.92) the two values are extremely similar, coherently with
what was found in [25]. It is difficult, however, to firmly establish if the decays we have
considered are allowed or not. On the one hand, in fact, we have computed explicitly the
contributions given by the variations of the scalars (5.93) and (5.94), and they are indeed
positive: if we were to believe this estimate we would then conclude that this kind of decay is
disallowed. On the other hand we must remember that we have made many approximations
(included also the bound (5.65), derived in the thin-wall approximation framework): this
fact, however, does not change the overall trend of the contributions, that remain positive.
The only significant change could concern the values of scalar fields on the membrane tension,
that directly influence (5.92). As a matter of fact we know for sure that the tension of the
membrane is bounded below and above by the minimum values of the scalar fields, that
are reached respectively at z → −∞ (for the false vacuum) and at z → +∞ (for the true
vacuum). We can then write that:
1.3641× 10−7 < TM < 1.4090× 10−7 (5.97)
It is possible therefore that using a more refined approximation we could obtain a value
at z = 0 that results in a membrane tension lower than the bound (5.65), even with the
inclusion of the scalar fields’ contribution: if that was the case the decay would be slightly
allowed.
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We must recall, in addition, that until now we have worked in a strictly classical context:
the equations of motion (5.73) have been derived without keeping track of any quantum
correction. As a result adopting a quantum description and computing one-loop corrections
to the tension, via a Coleman-Weinberg-like mechanism, would surely provide more infor-
mation about the possibility of decay.
Summing up what we have obtained, it must be observed that the decays of the non-
supersymmetric AdS vacua we have studied seem to be either forbidden or only marginally
allowed (depending on the corrections to the approximation we have made). On the other
hand, what we expect from the claim of Ooguri and Vafa [34] is that these vacua should be
unstable: in the next chapter we will try to tackle the problem from another perspective,
looking at the weak gravity conjecture.
106
CHAPTER 6
The Weak Gravity Conjecture
In section 5.5 we have directly computed the tension of the membranes TM that mediate the
transitions among two vacua of the action (5.34). As we have emphasized, these membranes
are charged under the gauge three-forms Ã(3)A and A
A
(3) that, in the formalism we have
exhibited in chapter 3, have substituted the fluxes (eA,m
A). In the next pages we will try
to investigate the relation between the tension and the charge of the membranes, in light
of the possible applications to the weak gravity conjecture: the motivation for this study is
that the WGC can give hints regarding the stability of the AdS vacua we have considered
in the previous chapter. First proposed in [29] this hypothesis was originally motivated by
the quest for a criterion to distinguish between the so called “string landscape”, that is the
set of consistent effective theories of quantum gravity, and the theories that do not fulfill
such a criterion, that belong to the “swampland”. Intuitively speaking, the WGC states that
gravity is the weakest force in our universe [33]. If we consider two identical particles of mass
m and charge q (related to a U(1) gauge group) we know from Newton’s and Coulomb’s laws

















up to O(1) numerical factors.






In this regard in our universe this inequality is undoubtedly satisfied by particles such as
electrons (we do not take into account muons and tauons as they are unstable1): if we put
two of them next to each other they will repel, as the electric force prevails. The fact that
gravity is so weak of course does not prevent the formation of large-scale structure such as
stars and planets, provided that they are formed by neutral objects (such as the atoms that
compose the Earth) or that they are sufficiently heavy to overcome the electric repulsion (as
for neutron stars).
Looking from another perspective, instead, the WGC has repercussions on, and gains
plausibility from, black-hole decay dynamics. It is known that (electrically and magnetically)







dr2 + r2(dΩ)2, (6.4)
where (dΩ)2 is the usual spherical measure and ∆ equals:
∆ = r2 − 2Mr + p2 + q2, (6.5)
with q the electric and p the magnetic charge of the black hole. The horizons of the black
hole are found imposing ∆ = 0, yielding the solutions (and defining Q2 ≡ q2 + p2):
1 M2 > Q2 −→ 2 horizons
2 M2 = Q2 −→ 1 horizon
3 M2 < Q2 −→ no horizons
The third solution, that would produce a naked singularity, is discarded according to the
cosmic censorship conjecture. What is of interest for our discussion is the second solution, in
which the mass of the black hole precisely equals its charge, which is said to be the extremal
case. If we consider this kind of black hole it is natural to ask whether it can decay to a state
of lower mass. If only particles with masses bigger than their charges existed the black hole
would reduce, after a long period of decay, to an object with no mass and still some charge,
an eventuality that, apart from the fact that no charged massless particles are known, is
considered to be troublesome [35]. It is then plausible to assume that at least one particle
state that possesses a mass lower than its charge exists.
This variety of motivations has led to the formulation of a precise statement about the ex-
istence of such particles (and p-branes) in quantum gravity theories. A precise statement
of the WGC is given in [29][33][34], with the case of charged p-branes being addressed in [45]:
WGC (one kind of charged particles): In a quantum gravity theory in four dimensions
there exists at least one stable particle state with mass m and charge q under a U(1) gauge
1More precisely, we are considering the “mild” and ”strong” versions of the WGC, in which the bound is
imposed on stable particles, see [29].
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WGC (one kind of charged p-branes): In a quantum gravity theory in four dimensions
there exists at least one stable p-brane with tension T and charge Q related to a (p+1)-form





where O(1) is a fixed number.
In particular the bounds are saturated if the theory and the states are supersymmetric. In
the case of the charged p-brane the bound is not explicitly exhibited, and we will extensively
elaborate on it in the following.
In addition, we must emphasize that the statements we have given above are often referred
to as the “mild WGC”: a stricter version, knows as the “strong WGC”, requires that the
bound is satisfied by the lightest state of the theory.
We can now state explicitly the claim proposed by Ooguri and Vafa in [34] that motivates
our discussion:
In a given theory the non-supersymmetric AdS vacuum states do not saturate the WGC
bounds (6.6)(6.7) and as a consequence they are unstable.
We see then that this statement furnishes us with a direct link between the WGC and the
stability properties of the vacua. We have now an alternative way to assess the possibility of
decay of a given AdS vacuum: if it does not saturate the WGC bound (in our case the one
involving membranes) it should be unstable. In the next sections we will try to concretely
compute the WGC statement for membranes and to examine the stability of the Narayan
and Trivedi model’s AdS vacua we have studied in the previous chapter.
6.1 The WGC and membranes
In the model by Narayan and Trivedi that we have discussed in the previous pages we have
considered 2-branes (that is, membranes) charged under two sets of 3-form gauge fields,
Ã(3)A and A
A
(3). We have also computed their tension explicitly, using (5.33). It is hence
natural to ask: what is the relation between the tension and charge of these membranes? Do
they satisfy the bound (6.7)? More specifically, we expect that membranes that interpolate
between two supersymmetric vacua exactly saturate the bound, whereas if one of the vacua
is non-supersymmetric we should obtain a strict inequality. This property is related to the
non-perturbative stability of the vacuum state under consideration: if the the WGC bound
is not saturated, we expect that the state is unstable. Furthermore, the action (5.34) we
have considered previously is supersymmetric by construction, and so we expect to be able
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to verify the validity of the conjecture for the membranes we have introduced.
As we have recalled the tension of a given membrane can be easily computed from the
expression (5.33). What of its charge instead? Of course we have at our disposal the
quantized charges (qA, p
A) that completely specify the properties of the membranes, and
that define the change in flux from the false to the true vacuum. The starting point to
compute the elementary charges related to Ã(3)A and A
A
(3) should therefore be to take into
account the coefficients of the “Yang-Mills” terms in (5.34). The part of the lagrangian that
depends on the field strengths is expressed in (4.80), and reads (putting the axions and p to


















The coefficients in the YM-like terms are then:
e−(K+K̂)
16
←→ *F0(4) eK−K̂Kij ←→ *F̃i(4)
e−(K+K̂)
4
Kij ←→ *F i(4) 4eK−K̂ ←→ *F̃0(4)
(6.9)
As we can see some of the coefficients depend on Kij, that generally speaking is not diagonal:
as a consequence, before computing the elementary charge, we should diagonalizeKij in order
to obtain a single coefficient for each field strength. In this way, however, the diagonalized
field strengths will be a combination of the starting ones, introducing additional subtleties.
Having written the coefficients (6.9), we should compare them with the analogous of the YM









where the term on the left-hand side is the general coefficient for a d-form and g is the
elementary charge (different for each field strength) that we ultimately want to compute.
We recall that in our model the Kähler potentials and the Kähler metric are:













 Kij = 4




We observe that in this particular case the metric Kij is diagonal, meaning that the *F̃i(4)
(as well as the *F i(4)) are decoupled if they have different indices, so that no diagonalization
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We have purposefully removed the Hodge stars because we want to obtain the canonical
terms for the field strengths. Moreover it is important to observe that, having set the axions
bi to zero, we can be sure that each of the F̃A(4) and FA(4) corresponds to only one non-italics
field strength, according to (4.63). Recalling the definition of the Hodge star from appendix
A (6.65), we see that, for a fixed index i:
*F i(4)*F i(4) =
1
(4!)2
(F i(4))mnrsεmnrs(F i(4))tuvzεtuvz (6.13)
Using the properties of the Levi-Civita symbol it is easy to show that:
(F i(4))mnrsεmnrs(F i(4))tuvzεtuvz = (4!)(F i(4))mnrs(F i(4))mnrs (6.14)

























































We should compare these elementary charges with the membrane tension, that we recall
being computable with the formula:
TM = 2e
K+K̂
2 |qAvA − pAGA(v)| = 2e
K+K̂
2 |∆WK |, (6.17)
where WK is the Kähler superpotential for our model (4.34) that includes non-vanishing e0
and mi fluxes.
We can hence compute the tension corresponding to a membrane that possesses a unique
non-vanishing quantized charge:
q0 6= 0 −→ Tq0 = q0
e2D√
2κv1v2v3




where i 6= j 6= k




where i 6= j 6= k





Putting (6.16) and (6.18) side by side we see that they share a striking structural simi-
larity, even though with different coefficients. In order to express them in the same units
we should multiply the elementary charges (g0, g
i, gi, g
0) with the corresponding quantized
charges (q0, p
i, qi, p
0). In other words, the (q0, p
i, qi, p
0) express “how much” elementary
charge of a given kind (g0, g
i, gi, g
0) the membrane has2. In this way we should write:









where i 6= j 6= k




where i 6= j 6= k
Qp0 = p




The Q’s hence are the true physical charges of the membranes.
Now, however, we face a problem: how should we compare the physical charges (6.19) and
the tensions (6.18)? Naively, we could think of comparing them one by one (for example
looking at Qq0 and Tq0), or to sum all of the charges and compare the result with the sum of
the tensions. This route, unfortunately, does not yield the correct results, as the charges we
have computed are basis-dependent, and therefore such a straightforward evaluation is not
2We make a brief recap of the names we have used: (qA, p
A) are the quantized charges, they express how
many units of the elementary charges g (i.e. the couplings) the membrane possesses; the Q are the physical
charges, given by the multiplication of the (qA, p
A) and the g.
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allowed.
The correct path to follow when dealing with multiple charges, instead, has been outlined
in papers such as [46] in the case of many charged particles, and in [45] with many charged
p-branes.
6.2 The WGC with multiple charges
Before dealing with the p-branes’ case that is of more interest for our discussion, we show
how the generalized WGC works in the simpler case of charged particles, following [46].
Let us consider a set of N U(1) gauge groups, each characterized by a charge ea (with
a = 1, ..., N). In general, each particle or black hole state corresponds to a vector in the
space spanned by the charges ea, in which each component of the vector expresses how much
charge of a given kind is possessed by the state. Say that we have a black hole with total





We wish to understand whether it can decay into a combination of particles, that in general
will be composed of ni particles for each particle species of mass mi labeled by i. Besides,
a charge vector ~qi in the space spanned by the U(1) groups is associated to each of the





Charge and energy conservation, as well as the WGC requirement that no charge remains














As a consequence of their definition the σi satisfy:∑
i
σi ≤ 1 (6.24)






As a result we can see that ~Zparticles is a weighted average (with weights σi) of the single
charge vectors ~zi: if we consider an extremal black hole (namely, a black hole with charge
equal to its mass | ~Q| = M), that is with |~Z| = 1, its decay is allowed only if |~Zparticles| > 1
for some choice of the weights σi. Let us suppose, in fact, that there exists a direction in
charge space for which |~Zparticles| < 1 (for every possible choice of the σi): if we consider an
extremal black hole with charge to mass vector ~Z along the same direction of ~Zparticles we see
that it cannot decay into any combination of particles, if charge conservation holds and the
WGC is true. From a geometric perspective, this means that the portion of space spanned by
~Zparticles varying the weights σi (called the convex hull) must comprise the unitary ball: the
black hole states on the border of the ball are the extremal solutions, whereas the ones in-
side have a mass that is greater than their charge. The generalized WGC for particles is then:
Generalized WGC (particles): The convex hull spanned by the vector ~zi must contain
the unit ball.
It is useful to exhibit a graphic interpretation of this result in the case of two U(1) groups
with charges ei (i = 1, 2) and, for example, two particle species associated to vectors ~zi, as
we can see in the following figure:
(a) Convex hull that satisfies the WGC (b) Convex hull that does not satisfy the WGC
It is then evident for geometrical reasons that, if the number of charges grows, the charge to
mass ratio vectors ~zi must become larger in order to satisfy the WGC, that is fulfilled when
the convex hull includes the unit ball. Assuming that all of the ~zi have the same modulus z
and that we have as many particles species as U(1) groups, it can be shown that they can
contain, at most, a ball of radius z/
√
N , where N is the number of charges (the same as the
particle species in this case). If we hope to comprise the unit ball, therefore, z must grow
with N .
Inspired by this approach, we could devise a similar bound for 2-branes: taking into
account the tensions Ti and the charge vectors ~Qi (defined in some charge space) of a family
114






We could then suppose that these vectors must satisfy a criterion similar to their particle
counterparts:
Generalized WGC (2-branes): The convex hull spanned by the charge-to-tension vectors
~zi must contain a ball of radius O(1).
We have left, once again, unspecified the O(1) number that characterizes the conjecture,
as we will deduce it directly in the following section. As a matter of fact there have been
some attempts to generalize the weak gravity conjecture to p-branes (see e.g. [45], [49] and
[50]) but there still does not seem to be a universal agreement about which exact number
should bound the charge-to mass ratio. We will talk more extensively about this discussion
in the conclusions.
6.3 The Narayan and Trivedi model
Furnished with a generalization of the WGC for the case of multiple charges, we can proceed
in trying to compute the charge-to-tension vectors for the 2-branes that we have studied in
the Narayan and Trivedi model, whose complete action is (5.34). We have computed the
tensions of the membranes that display only one non-vanishing quantized charge (one among
qA, p
A), obtaining (6.18). The corresponding physical charges, deduced from the Yang-Mills-
like terms in (6.8), are expressed in equation (6.19). As we have not diagonalized the Kähler
metric, we can use the fact that the vectors that correspond to the single physical charges
span orthogonal directions in the charge space, i.e. they do not mix with each other.






















where in the subscript we have indicated the quantized charge that relates to the vector.
We have shown on purpose all of the vectors, expanding the index i = 1, 2, 3, in order to
emphasize the fact that there are a total of 8.
We should now compute which is the radius of the largest ball that can be contained in
the convex hull spanned by the vectors (6.41), in order to assess the validity of the weak
gravity conjecture. Being all equal in modulus z =
√
2 and orthogonal in direction, the
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We see then two remarkable facts: first of all, the vectors (6.41) do not depend on the mod-
uli vi and n, nor on the spacetime coordinates, they are pure numbers; secondly, the radius
(6.28) is indeed an O(1) number, as expected from the WGC.
Unfortunately there is a problem: if we consider a membrane that mediates the decay
from a non-supersymmetric vacuum to a susy one we would expect that the bound (6.7) was
not saturated, and yet the expressions (6.16) and (6.18) do not depend on the susy/non-
susy status of the vacuum. This is because the only difference between them is the sign
of the fluxes ei. A possible solution could hence consist in going beyond the classical level
and computing quantum corrections to the charges, that we expect to be vanishing for susy
vacua and negative for non-susy ones.
In any case the features we have found could at first seem rather suspect: therefore,
before commenting on this result, we take into account two similar models, so as to establish
whether the radius we have obtained is a mere coincidence due to the specific form of the
Narayan and Trivedi model or it has some more profound significance.
6.4 Two alternative models
In this section we consider two models of a specific class, displayed in [21], that describes a
set of chiral superfields ZA with Kähler potential:
K = − log[if̄AGA − ifAḠA], (6.29)
where G is some prepotential that must satisfy the homogeneity conditions (3.97) and fA
are the gauge fixing functions (3.116). Our objective is to compute the charges and the
tensions of the 2-branes that mediate the transitions among different vacua of the potentials
of the models we are going to study, in order to compute the charge-to-tension vectors that
characterize the WGC.
First model





































f 0 = 1
f 1 = Φ
(6.31)
The superpotential of the theory reads:
W = eAZA −mAGA = e0 + e1Φ− 3m1Φ2 +m0Φ3, (6.32)
whereas the Kähler potential, using (6.29) results (defining v ≡ ImΦ):
K = − log[i(−Φ3) + iΦ∗(3Φ2)− i(−Φ3)∗ − i(Φ)(3Φ∗)2] =
= − log[−i(Φ− Φ∗)3] = −3 log[iΦ− iΦ∗] = −3 log[−2v]
(6.33)
Consistency requires that v < 0. The action of the model describes two chiral superfields








d4xd2θ 2E W (Z) + h.c.
)
, (6.34)
where we have included a possible dependence on the Kähler potential K̂ of some spectator
superfields T , that do not contribute to the superpotential. As we have done with the
Narayan and Trivedi model we wish to eliminate the fluxes (eA,m
A) from the superpotential
W (Z), substituting them with the field strengths of two sets of gauge three-forms Ã(3)A and
AA(3).
The procedure is exactly the same as the one carried out in chapter 3 and 4: at the end
of the computation, assuming that ReΦ = 0 (as we did for the Narayan and Trivedi model
















The main difference from the Narayan and Trivedi model resides in the fact that we have not
considered a spectator superpotential Ŵ (T ), that anyway does not influence the physical
charges of the gauge three-forms.
Furthermore, the membrane contribution to the total action is the same as the one in the
















where tA are the scalar components of the double three-form multiplets, that in our case
read, recalling the gauge fixing (6.31) and the fact that we have set ReΦ = 0 and ImΦ = v:
t0 = 1 t1 = v (6.37)
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The four quantized charges in this case are (q0, q1, p
0, p1), in correspondence respectively with
(e0, e1,m
0,m1). Supposing that only one of the (q0, q1, p
0, p1) is non-vanishing we obtain the
tension of the related membranes employing (6.17):



























As regards the elementary charges, we should impose the same conditions that we have used







































Inverting the relations and multiplying by the quantized charges (q0, q1, p




























Taking the quotient of the physical charges (6.40) to their respective tensions (6.38) we obtain

















As these vectors are mutually orthogonal (because we have not mixed the charges of the
membranes q0, q1, p
0, p1) the border of the convex hull they span is given by
∑3
i=0 σizi, with∑3
i=0 σi = 1.
In order to find the largest radius of a ball contained in the convex hull we must minimize
the function f =
∑3
i=0(σizi)




σi − 1 = 0 (6.42)
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2σ0z0 2σ1z1 2σ2z2 2σ3z3
1 1 1 1
)
(6.43)
Imposing that the determinant of all the minors vanishes and employing the explicit expres-
sions (6.41) of the ~zi we get:




As a result, substituting these relations into f we obtain the following maximum radius,






























f 0 = 1
f 1 = Φ
f 2 = Ψ
(6.47)
The superpotential is:
W = eAZA −mAGA = e0 + e1Φ + e2Ψ +m0ΦΨ2 −m1Ψ2 − 2m2ΦΨ (6.48)
The corresponding Kähler potential reads:
K = −log[−8ImΦ(ImΨ)2] ≡ −log[−8vy2], (6.49)
where we have defined ImΦ ≡ v and ImΨ ≡ y. The action of this model is identical to
(6.34), and the derivation of the kinetic terms for the gauge three-forms follows the exact
same steps as the previous case, considering spectators superfields T with a Kähler potential
K̂ and setting the real parts of Φ and Ψ to zero.





















Computing the tensions by putting to zero all the quantized charges except for one we obtain:





















































































zq2 = 1 zp2 = 1
(6.53)
Computing the largest radius of a ball contained in the convex hull spanned by the orthogonal





6.5 Significance and limitations of the result
In the previous section we have shown that, starting from a supersymmetric action in four
dimensions of the form (5.34), containing gauge three-forms, it is possible to consider transi-
tions among different vacua of the scalar potential mediated by membranes, and to compute
the tensions and the physical charges associated to the membranes themselves. In analogy to
the case of particles, we have assumed that the charge-to-tension vectors of the membranes
must satisfy some form of the Weak Gravity Conjecture: namely, that their convex hull must
contain a ball of some radius. We have dealt with three different models, characterized by












We note that all the three models can be deduced from the prepotential 1
6Z0κijkZ
iZjZk with
an appropriate choice of the coefficients κijk.
In all of the three cases we have found that the charge-to-tension vectors exactly include
a ball of radius 1
2
, and, most importantly, do not depend on the moduli of the theory (re-
spectively vi, v, and (v, y) for the various models), nor on the spacetime coordinates. As a
consequence, they are unaffected by the choice of the vacuum in which the theory lies on the
two sides of the membrane, be it supersymmetric or not. This fact suggests that the WGC
bound for 2-branes could be stated as:
Generalized WGC (2-branes): The convex hull spanned by the charge-to-tension vectors




This is justified by the observation that supersymmetric BPS states should saturate the
bound, and that there is no discernible difference in the charge-to-tension vectors related
to susy and non-susy vacua. Another reason to adopt the Generalized WGC statement is
that it is in agreement with what was found by the Narayan and Trivedi model [25]. In
their paper (and as we have done in another fashion in section 5.5) they show that the
membrane-mediated decays between non-susy vacua are only marginally allowed (that is,
they lie precisely on the threshold required for decay): this is exactly what happens with
our setting, as we have seen that, no matter if the vacua are susy or non-susy, the convex
hull of the charge-to-tension vectors contains the same ball of radius 1
2
.
There is, however, a problem: for the non-supersymmetric vacua we expect, following the
WGC statement by Ooguri and Vafa [34] we have cited at the beginning of the chapter, that
the bound were not saturated, and as a result that they were unstable. On the contrary,
we have just said that in our setting, which admits non-susy vacua, the bound is exactly
saturated. A possible way out could be the following: when deducing the 4d theory from the
original 10d action, we have compactified on the orbifold (4.1), considering non-vanishing
fluxes of the field strengths in the RR and NSNS sector. What we have not taken into account
is the back-reaction of these fluxes upon the geometry of the compactification space, whose
properties in general could be subject to a change. More specifically, the Kähler potential
could be modified, thus influencing the values of the physical charges of the membranes, that
explicitly depend on it via equation (6.19).
Furthermore, the generalized WGC statement we have displayed above should be com-
pared with similar claims recently proposed in the literature. In this regard, the most precise
statement regarding 2-branes has been deduced by Hebecker et alii in [45]. Employing di-
mensional reduction arguments they affirm that, when considering a theory in four spacetime
dimensions, the convex hull spanned by the charge-to-tension vectors should contain a ball
of radius 1√
2
, which is different from our result of 1
2
. It is not clear, however, if the two
statements can be directly compared, as in the work of [45] they have had to deal with
subtleties related to the dualities among the p-forms in the RR sector. As a result, further
work is required to assess if the discrepancy between the two claims is real or it is merely a
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consequence of different conventions.
Another relevant limitation with the reasoning we have carried out in this chapter lies
in the hypothesis we have made when considering the prepotentials (6.55): we have set the
real parts of the physical fields to zero. This has been done with two main motivations:
1) the Kähler potentials of these models do not depend on the real part of the fields; 2)
neglecting the real parts lets us write the part of the lagrangian that contains the gauge
three-forms with no mixing among their field strengths. To make this point clearer, let us
consider the combinations of field strengths that appear in equation (4.63) for the Narayan
and Trivedi model: when setting the real parts of the moduli (that is, the axions bi) to
zero, each italics field strength “F” corresponds to only one non-italics one “F”: in this
way, the coefficients of the gauge three-forms’ kinetic terms that appear in equation (4.80)
refer to only one gauge field-strength, so that each field strength is associated to only one
elementary charge (namely, the charge in the YM-like term ∝ 1
g2
FmnrsFmnrs). On the other
hand, were the real parts non-vanishing, if we wanted to compute the elementary charges
we would have had to diagonalize the matrix associated to the quadratic forms “F2” and to
introduce new combinations of field strengths, according to the eigenvectors of the matrix.
This enormously complicates the picture, and an analytic treatment of the problem becomes
apparently impossible. This fact could possibly indicate that, when considering also the
real parts of the fields, the charges-to-tension ratios could become moduli-dependent, so
that they must evaluated at a particular point of spacetime (presumably the location of the
membrane). A related limitation of our work is that the prepotentials (6.55) yield diagonal
Kähler metrics: more general prepotentials, still satisfying the homogeneity condition (3.97),
produce non-diagonal metrics, that oftentimes comprise also the real parts of the physical
fields. In these cases a diagonalization procedure is required so as to find appropriate field
strengths that possess a unique charge, but so far our attempts, focused mainly on a prepo-
tential of the form G = iZ0Z1 (studied extensively in [21]) have not produced the desired
results. It is then necessary to put more effort on this topic, in order to understand whether




The first part of the thesis has been devoted to reviewing the construction of a supergravity
effective theory in four dimensions, starting from a 10d type IIa effective action. The key
element in the procedure has been the presence of background fluxes for the p-forms that
belong to the bosonic sector of the 10d theory, that in turn determine the characteristics of
the scalar potential of the 4d effective theory. Our first task has been to rewrite the model
of Narayan and Trivedi [25] in such a way that the values of the fluxes disappear from the 4d
action, being replaced by appropriate gauge-three forms, by adopting the supersymmetric
formulation of [20]. This has been possible because the field strength of a gauge three-form is
non-dynamical in 4d, so that it can be put in correspondence with a constant (i.e. the value
of a flux) via its equations of motion. Computing explicitly the scalar potential derived by
the gauge three-forms it has been possible to confirm that it coincides with the standard one,
showing that the new formulation that substitutes the values of the fluxes can be successfully
applied to the Narayan and Trivedi model.
The second objective of the work was trying to compute the tensions of the 2-branes (that
is, objects that divide ordinary space into two subregions) mediating transitions among dif-
ferent AdS vacua of the scalar potential, so as to understand whether, and in which cases, the
decay from a vacuum state to another is allowed, and in particular if the non-supersymmetric
AdS vacua of the Narayan and Trivedi model are unstable, in light of the claim of [34]. In
order to do this, a supersymmetric action (5.34) involving gravity, the scalar fields of the
theory, the gauge three-forms’ kinetic terms and the membranes has been built, following
the work of [21]. We have seen how the precise value of the membranes’ tension depends on
the moduli (in our case the scalar fields) evaluated at the spacetime location of the mem-
brane. Taking into account the back-reaction of the membrane on its surroundings we have
exhibited an approximate way to compute the value of the scalar fields, even though we have
not been able to state with certainty if the transitions we have considered are allowed, a task
for which more refined approximations are required.
The last and more relevant task of the thesis was to employ the manifestly supersymmet-
ric formulation of [20] and [21], that yields kinetic terms for the gauge three-forms that have
substituted the fluxes, to assess the validity of the weak gravity conjecture for 2-branes. As
far as we know, in fact, there still isn’t a general agreement in the literature about the shape
that the WGC should take in the case of 2-branes in 4d. The idea employed in this work
was to take inspiration from the WGC in the case of particles that possess multiple different
charges, and to apply it to the case of 2-branes. More specifically, we assumed that, if the
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WGC is satisfied, the vectors defined as the ratios of the charges of the membranes with
respect to their tensions should contain a ball of some radius r. Coherently with the Ooguri
and Vafa WGC proposal [34], supersymmetric BPS states should precisely contain the ball
of radius r, thus saturating the WGC bound.
Practically speaking we have considered, other than the Narayan and Trivedi case, two ad-
ditional models, so as to be able to perform explicit computations.
Calculating the tensions of the membranes is a relatively straightforward task, as it can be
directly inferred from the membrane action contained in (5.34). A more subtle problem is
to evaluate the physical charges of the membranes: in this regard the new formulation of
[20] has proven its usefulness, naturally producing kinetic terms for the gauge three-forms.
In analogy with the usual Yang-Mills action, we have computed the physical charges of the
membranes starting from the coefficients of the kinetic terms. Finally, computing the charge-
to-tension vectors, we have shown that, surprisingly, they do not depend on the values of the
moduli, and that the radius r that characterizes the WGC for 2-branes should be equal to
1
2
. This is somewhat similar to the results of [45], even though there remain some subtleties
to be more thoroughly examined.
The main advantage of the approach that was employed in the thesis is that it starts
from a supersymmetric action in 4d and straightforwardly deduces the physical charges and
the tensions of the membranes without further hypotheses. Nevertheless, we know for sure
that there must be corrections to the computation we have performed: in our models also
the membranes that mediate transitions among non-susy vacua saturate the WGC bound,
which is not in agreement with the claim of Ooguri and Vafa [34]. As we have mentioned, a
possible resolution of this discrepancy could be to contemplate corrections to the geometry of
the compactification manifold due to the back-reaction of the fluxes on it, which are known
to correct the Kähler potential of the effective field theory.
Additional limitations of our work were the relatively small variety of models considered:
more contrived cases, involving non-diagonal Kähler metrics and non-vanishing real parts of
the scalar fields, require further inspection.
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Appendix A
In this appendix we recall a few notions of complex geometry, in particular regarding Kähler
and Calabi-Yau manifolds.
We refer especially to the lectures [10], [11] and [12].
Cohomology and Homology
The first two important concepts that have to be introduced in order to characterize complex
manifolds are cohomology and homology. A differential real p-form is an object belonging to
the cotangent space of a manifoldM of dimension d (written in some basis of a certain patch





m1 ∧ ... ∧ dxmp (6.56)
The wedge product of a p-form A(x) and a q-form B(x) (with p+ q ≤ d) is defined as:
A ∧B = 1
p!q!
A[m1...mpBmp+1...mp+q ]dx
m1 ∧ ... ∧ dxmp+q (6.57)
It can be seen that the natural domain of integration of a p-form is a submanifold of dimension





dxn ∧ dxm1 ∧ ... ∧ dxmp (6.58)
A p-form A is said to be closed if it satisfies dA = 0, and is called exact if d2A = 0. Observing
that applying the operator d twice gives the product of an antisymmetric and a symmetric
tensor we see that:
d2 = 0 (6.59)
The p-th cohomology group (or De Rham cohomology group) of M is then defined to be
the quotient space of the kernel of the operator d and its image: that is, the quotient space
of closed p-forms and the forms that can be written as exterior derivatives of a (p− 1)-form:




Stated differently, the p-th cohomology group is the set of equivalence classes of closed p-
forms, where two p-forms are said to be equivalent if they differ by an exact form. It can
be shown that the cohomology groups are vector spaces (that is, cohomology classes can be
added and multiplied by constant) of dimensions bp (called Betti numbers). In addition we





An operator that shares the same properties of d is the “boundary” operator δ, intuitively
defined acting on compact submanifolds by mapping them to their boundaries. In other
words, the expression U = δS means that U is the boundary of the compact submanifold S.
The objects upon which δ acts are named p-chains, and informally speaking they are sub-
manifolds of dimension p < d. Addition between p-chains is interpreted as their insiemistic
union, whereas multiplication by −1 as a change in the orientation of the submanifold. It
can be then shown that p-chains form a vector space, just as the p-forms.





In this view Hp is the set of equivalence classes of submanifolds without borders, deemed
equivalent if they differ at most by a border of another submanifold. In other terms, two
p-chains S and T are in the same equivalence class if they satisfy S = T + δU , with U
another submanifold.
p-chains furnish a natural domain of integration for p-forms: it is then customary to define the
following kind of product between a p-forms equivalence class [A] and a p-chains equivalence





It can be shown, by means of Stokes theorem, that choosing another representative for the
equivalence classes leaves the result unchanged. More importantly, this relationship between
cohomology and homology can be seen to prove that the dimension of Hp is again the Betti
number bp: as a result Hp and Hp are dual vector spaces. Another important link between
the two is the Poincaré duality, that, using Stokes theorem, relates a closed p-form A with






This duality implies that the Betti numbers satisfy bp = bd−p.
An extremely relevant operator acting on p-forms and transforming them into (d− p)-forms
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m1...mpdxn1 ∧ ... ∧ dxnd−p (6.65)
It must be noted that in order to raise the indices of the Levi-Civita tensor the notion of
a Riemannian metric gmn on M has been used. Using the Hodge star the volume of the






m1 ∧ ... ∧ dxmd (6.66)
Providing a link between p -forms and (d− p)-forms the Hodge operator naturally gives rise




A ∧ ∗B (6.67)
By way of the Hodge star an adjoint operator d∗ can be defined, consistently with its name:
(A, dB) = (d∗A,B) (6.68)
It can be proven that its explicit form is:
d∗ = (−1)dp+p+1 ∗ d∗ (6.69)
The adjoint operator d∗ shares with d many of its properties, such as (d∗)2 = 0, giving rise
to an analogue cohomology. With the aid of d∗ a “Laplacian” operator, mapping p-forms to
p-forms can be defined as:
∆ = d∗d+ dd∗ (6.70)
A form A will be said harmonic if ∆A = 0. An important theorem further states that each
cohomology class in Hp(M) contains exactly one harmonic form.
The whole bunch of definitions and results built so far can be extended in the case of a
complex manifold M with local coordinates zi and z̄ ī, taking care to introduce complex
(p, q)-forms A, two exterior derivative operators ∂ and ∂̄ and a laplacian ∆∂̄:
A = Ai1...ipj̄1...j̄q(z, z̄) dz
















Both of the operators ∂ and ∂̄ give rise to a cohomology, but, as a result of the fact that the
two can be proven to be isomorphic in the case of Kähler manifolds (the main topic of the
next section), it is customary to use only the ∂̄-cohomology, whose group is defined as:
Hp,q(M) = Ker ∂
Im ∂
(6.72)
The vector space Hp,q(M) has dimension hp,q. Once again a theorem by Hodge and Weyl
proves that each Dolbeault-cohomology class contains exactly one form harmonic with re-
spect to the Laplacian ∆∂̄. The set of all the admissible h
p,q are the Hodge numbers, and
they are conventionally classified into the Hodge diamond:
hd,d
hd,d−1 ... hd−1,d




Kähler and Calabi-Yau manifolds
We now proceed in specifying the notions of the previous section, deriving a few other
relations in the case of a particular kind of complex manifolds, that is the Kähler manifolds.
A manifold is said to be complex, with d complex dimensions, if it admits an atlas of charts
mapping the points of the manifold itself (labelled in some coordinate system by zi and z̄ ī,
with i = 1, ..., d) to Cn, with holomorphic transition functions. This equals the fact that
there exists a tensor Y , called complex structure, acting on the tangent space at each point
of the manifold, such that it satisfies the following conditions:






j = 0 (6.74)
A Riemannian metric g is said to be compatible with the complex structure Y if this relation
holds (where v and w are generic tangent vectors):
g(v, w) = g(Y v, Y w) (6.75)
It can be proven that as a consequence of (6.75) the components gij and gij vanish: as a
result the metric is called Hermitian. The so-called Kähler form J is defined as:
g(v, w) = J(v, Y w) (6.76)
The considered complex manifold is also said to be a Kähler manifold if J is closed, i.e. if:
dJ = 0 (6.77)
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This statement is equivalent to saying that gij = gij = 0. The cohomology class of J is
also called Kähler class. In addition, it can be shown that on some patch the non-vanishing
components of the metric gij (that we will often write Kij in the main text) can be locally





It is straightforward to see that the metric is invariant under the transformation (1.21).
Taking a swift aside, it can be observed that every p-form Ap belonging to the De Rham
cohomology can be written as the sum of Dolbeault-cohomology forms (we use an immediate
change of notation):
Ap = Ap,0 + Ap−1,1 + ...+ A1,p−1 + A0,p (6.79)
In the case of a Kähler manifold a link between the Laplacian (6.70) and (6.71) can be
established:
∆ = 2∆∂ (6.80)
Acting with the Laplacian on both sides of the equation and recalling the correspondence
between harmonic forms and cohomology classes it can be shown that:
Hp(M) = Hp,0(M)⊕Hp−1,1(M)⊕ ...⊕H0,p(M) (6.81)
We see then that the Betti and Hodge numbers are related by:
bp = hp,0 + hp−1,1 + ...+ h0,p (6.82)
As a consequence of the isomorphism between ∂-cohomology and ∂-cohomology, if M is a
Kähler manifold, the Hodge numbers hp,q are symmetric with respect to the exchange of p
and q, that is hp,q = hq,p. Furthermore, it can be proven that Hp,q and Hd−p,d−q are dual
vector spaces, resulting in the fact that hp,q = hd−p,d−q.
A subclass of Kähler manifolds are Calabi-Yau manifolds: given the metric gij, they are
defined by the vanishing of the Ricci form (namely, they are Ricci-flat), that is:
R = iRij dzi ∧ dz̄j = 0 (6.83)
This statement is equivalent to requiring that the first Chern class of M vanishes. For our
purposes it is sufficient to know that, given a connection A on a vector bundle ofM and its





Calabi and Yau proved that, given a Kähler manifold with vanishing Chern class, it is always
possible to find one Ricci-flat Kähler metric in each Kähler class, and that this metric is
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unique. Another relevant result about Calabi-Yau manifolds with 3 complex dimensions is
that there exists a unique never-vanishing holomorphic and harmonic (3, 0)-form Ω, that can
be written in some coordinate system as:
Ω(z) = f(z) dz1 ∧ dz2 ∧ dz3 (6.85)
As a result we have that in this case h3,0 = 1. If the Calabi-Yau manifold has a non-vanishing
Euler characteristic χ (as for the physically relevant case) an additional condition on Hodge
numbers can be proven [16]:
h1,0 = h2,0 = 0 (6.86)
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