ABSTRACT Diagnostic ultrasound offers great improvements in diagnostic accuracy and robustness. However, it is difficult to make subjective and uniform diagnoses, because the quality of ultrasound images can be easily influenced by machine settings, the characteristics of ultrasonic waves, the interactions between ultrasound and body tissues, and other uncontrollable factors. In this paper, we propose a novel liver fibrosis classification method based on transfer learning (TL) using VGGNet and a deep classifier called fully connected network (FCNet). In case of insufficient samples, deep features extracted using TL strategy can provide sufficient classification information. These deep features are then sent to FCNet for the classification of different liver fibrosis statuses. With this framework, tests show that our deep features combined with the FCNet can provide suitable information to enable the construction of the most accurate prediction model when compared with other methods.
I. INTRODUCTION
The incidence and mortality of liver disease are increasing yearly on the global scale, and the etiology of liver disease is complex. Consequently, the questions of how to perform prospective diagnoses of liver diseases and how to develop personalized treatment plans are important medical problems that have attracted considerable attention in recent years. Traditional diagnostic methods mainly rely on histopathological examination based on liver biopsy. However, liver biopsy is invasive and can easily cause other complications. Therefore, with the development of ultrasonic imaging technology, ultrasonic-imaging-based diagnostic techniques are becoming some of the most important methods for the examination, diagnosis and interventional treatment of various types of clinical diseases by virtue of their significant advantages such as their real-time dynamics, high sensitivity, good operability and non-invasive diagnosis.
Diagnoses based on ultrasonic imaging technology are subject to two main limitations: (1) Image quality. The quality of an image is often influenced by many subtle factors such as motion of the machinery and equipment and the experience of the image capturing staff. ( 2) The doctor's personal experience. A doctor usually assesses an ultrasound image through visual inspection, but the characteristics that can be identified by the human eye are limited. Moreover, the same ultrasonic image may be interpreted differently by doctors with different clinical experience. To overcome these limitations, methods based on image processing techniques for helping doctors to extract relevant image characteristics are gradually emerging in the medical field.
Ogawa et al. [1] distinguished the status of the liver according to seven image features. Wu et al. [2] proposed a new classification method based on a multi-resolution fractal feature vector and the textural features of a fractal Brownian motion model. Mojsilovic et al. [3] took advantage of the transformed image obtained through wavelet decomposition. Yeh et al. [4] extracted features by utilizing the grey-level co-occurrence matrix and wavelet decomposition and then used a classifier based on the support vector machine (SVM) technique for classifying the liver fibrosis status. The limitations of the traditional methods discussed above lie mainly in the following three areas: (1) The setting of the characteristics is often based on subjective human experience. ( 2) The number of extracted features is very limited.
(3) The proposed methods of feature extraction cannot be dynamically optimized according to changes in the dataset. With the development of deep learning technology, however, a new paradigm of computer-aided medical treatment is emerging. Miotto et al. [5] presented a new learning method based on unsupervised depth characteristics; this method includes an automatic decoder for noise reduction consisting of three layers. The method can produce a general characterization of a patient from electronic healthcare records to make clinical predictive modelling more convenient. Nguyen et al. [6] constructed Deeppr based on a deep convolutional neural network (DCNN) to improve the accuracy of clinical diagnosis. Nie et al. [7] presented a sparse deep learning framework for building a set of information characterizing a user's health to enable the inference of possible diseases.
Inspired by work on deep learning models and their variants, this paper proposes a two-stage framework for the classification of liver ultrasound images. The proposed framework consists of a deep feature extraction stage based on the transfer learning strategy and a classification stage using a fully connected neural network (FCNet). The proposed framework learns useful deep features from clinical data, and based on the obtained features, an artificial neural network (ANN) technique is applied to learn how to partition a liver's status as normal, early-stage fibrosis (S1-S3) or late-stage fibrosis (S4).
The main contributions of this paper are as follows:
• A new liver fibrosis classification framework is presented, which mainly benefits from two important components: deep features obtained through transfer learning and a stable classification strategy based on FCNet. The transfer learning stage explores the feature representations of liver ultrasound images, and the classification accuracy is increased using the FCNet.
• The deep features obtained through transfer learning and the VGGNet architecture can provide robust feature representations for predicting liver status based on ultrasound images.
• Our proposed method is evaluated using samples that have been diagnosed by clinicians. The experimental results confirm that the classifications of liver fibrosis samples produced by our proposed model agree well with clinicians' diagnoses. The remainder of this paper is organized as follows. Section 2 introduces the motivation for the proposed method, and Section 3 describes the proposed method in detail. Experimental results are presented in Section 4. Finally, the conclusion and plans for future work are presented in Section 5.
II. MOTIVATION
In the following, we attempt to answer two questions: 1) What will a DCNN see when we present it with a liver image? and 2) How can we refine the current classification strategy to improve the classification performance? In this section, we first discuss extensive experiments that have been conducted based on transfer learning using VGGNet [8] . Then, we analyse the features learned by VGGNet [8] , and finally, we present the reason why we use the proposed FCNet for classification instead of constructing a deeper network, as performed in [8] and [9] .
A. TRANSFER LEARNING As described in [10] , transfer learning refers to the ability to share and transfer knowledge between different tasks. Previous work has demonstrated that deep learning offers advantages for transfer learning tasks because the features learned by deep neural networks can capture most of the meaningful information that is useful for classification [11] .
In many real-world classification tasks, it is difficult to satisfy the assumption that the training data and the data to be classified share the same distribution and the same feature space. For example, suppose that we have trained an AlexNet [12] for an object classification task, but we now wish to evaluate the quality of images [13] , [14] , or we simply want to know how to take better selfies [15] . In the above cases, transfer learning has the potential to improve performance and reduce the effort required for data labelling. The detailed transfer learning process for liver fibrosis classification from ultrasound images using VGGNet [8] is described later in Section III-A.
Recent studies have found that heat maps are useful for feature analysis [16] , [17] . Inspired by such a feature analysis strategy, we use heat maps obtained from liver fibrosis images to visualize the differences between different stages of liver fibrosis and whether deep features provide sufficient information for liver fibrosis classification. Heat maps for liver images representing three liver statuses are shown in Fig. 1 . 
B. FEATURE ANALYSIS
From Fig. 1 , we can see that heat maps provide obvious clues for classifying the three represented liver statuses. Moreover, we observe that the colour of the activation regions in the heat maps is brighter when the texture information increases. We also plot histograms of these feature maps in Fig. 2 . From a comparison, we find that fibrotic liver region-ofinterest (ROI) images have much flatter texture distributions (the maximum histogram frequencies for normal liver, earlystage liver fibrosis, and late-stage liver fibrosis are 40, 18 and 30, respectively) and much wider intensity distributions than those of a normal liver (the maximum value for normal liver is only 4.5, whereas the maximum values for early-stage liver fibrosis and late-stage liver fibrosis are 9 and 7, respectively). These findings seem completely consistent with the observations reported in [18] . These phenomena indicate that the features learned by VGGNet [19] based on transfer learning already provide sufficient classification information compared with the original ROI ultrasound images.
C. DEEPER NETWORK OR DEEPER CLASSIFIER?
Our dataset consists of a total of 279 ROI ultrasound images, including 79 healthy liver ROI images, 89 ROI images representing early-stage liver fibrosis, and 111 ROI images representing late-stage liver fibrosis. It is well known that a deeper network can achieve better performance. However, a deeper network also requires tens of thousands of images for training to avoid divergence, whereas we have only 279 ROI ultrasound images at hand. To improve the performance for this limited number of ROI ultrasound images, we design FCNet for liver status classification. The architecture of our proposed FCNet is detailed in Section III-B.
III. OUR APPROACH
Liver fibrosis classification based on ultrasound images can be regarded as a pattern recognition task. Such a task usually consists of two procedures: feature extraction and classification. In the following, we first introduce our feature extraction method, in which transfer learning is applied to achieve better performance. Then, we propose FCNet for deep-featurebased liver fibrosis classification.
A. DEEP FEATURE EXTRACTION METHOD BASED ON TRANSFER LEARNING
Instead of training a network from scratch, in our experiments, we use VGGNet pre-trained on the ILSVRC dataset [20] . VGGNet [8] is a DCNN that consists of five convolutional layers, three pooling layers and two 4096-dimensional fully connected layers followed by a 1000-way softmax layer. Inspired by VGGNet [8] , and to make the deep features extracted by the DCNN more discriminative for the target task of liver fibrosis classification, we use the transfer learning technique to fine-tune the pretrained VGGNet model on the ILSVRC dataset for the 3-way liver fibrosis classification task by using ROIs cropped from liver ultrasound images. The architecture used in this paper is shown in Fig. 3 .
In particular, we replace the last 1000-way fully connected layer (fc8) with a new 3-way layer (fc8_liver) with randomly initialized weights W drawn from a normal distribution as follows: W ∼ N (µ = 1, σ 2 = 0.01). We set the learning rate for transfer learning as suggested in [16] and [21] . We initialize the global rate to one tenth of the initial learning rate for the ILSVRC dataset [20] and decrease it by a factor of 10 throughout training; however, the learning rate in the new fc8_liver layer is set 10 times higher than the global learning rate.
B. CLASSIFICATION USING FCNet
From Section III-A, we observe that a DCNN can tell the difference between normal liver images and abnormal liver images, and furthermore, it can distinguish between different stages of liver fibrosis. This suggests that the deep features extracted in this way can be effectively used for classification via a fully connected network, as these features contain rich information. Because the number of liver ultrasound images we have collected is small, establishing a deeper network and training a network from scratch is not feasible. However, we may attempt to feed the deep features obtained from the previous step into another neural network, which can be considered an alternative means of constructing a deeper network.
We propose a new classifier based on FCNet to improve the classification performance for liver images. The architecture of our proposed FCNet is shown in Fig. 4 . Our FCNet takes the 4096-dimensional fc7 features extracted by the previous deep feature extraction model as its input, and it consists of three fully connected layers (ip1, ip2 and ip3). To avoid overfitting, we adopt the ''dropout'' strategy (following [22] ). Specifically, for every fully connected layer, we add a corresponding dropout layer (drop1, drop2 and drop3, respectively). We also include a Rectified Linear Units (ReLU) layer (relu1) after the first fully connected layer (ip1) to address the gradient vanishing problem [23] . We use formula (1) to compute the loss of our FCNet model:
, N is the number of training samples, and y n ∈ {0, 1, 2} is the true label of the nth liver sample image, where y n = 0 denotes that the status of the imaged liver is normal and y n = 1 and y n = 2 indicate liver images representing S1-S3 fibrosis and S4 fibrosis, respectively. In the back-propagation stage, we use formula (2) to calculate partial derivatives, which will be used in the stochastic gradient decent (SGD) algorithm to find the optimal solution for formula (1) .
Given a test sample x j , the final classification is given by
where W and b are the parameters learned during the training stage and prob denotes the probability that sample x j belongs to class C.
IV. EXPERIMENTS
In this section, we evaluate and analyse the performance of our proposed method and compare it with state-of-theart algorithms. Raw liver fibrosis ultrasound image samples were acquired from Shanghai Jiaotong University Number Six People's Hospital. We collected only 279 cases; more cases will be obtained through practical application. The 279 collected cases include 79 normal ROI ultrasound liver images, 89 early-stage fibrosis ROI images and 111 late-stage fibrosis ROI images, as diagnosed by clinicians. To perform the liver fibrosis classification task, before fine-tuning, we cropped every ROI image from four directions in steps of 2 pixels with zero padding (see Fig. 5 ), and we flipped every ROI image horizontally and vertically. Thus, in addition to the original 279 ROI liver fibrosis images (image set A), we 
obtained 1674 further ROI ultrasound images (image set B).
For the learning of deep features via transfer learning, we used image set B to fine-tune the VGGNet model as described in Section III-A. We randomly chose 70% of the ROI images in image set B as the training set for transfer learning and used the remaining 30% of the images as the test set. Our feature extraction model is a snapshot of the 20000th iteration.
The loss during training fluctuated from 0.003 to 0.001 (see Fig. 6 ), and the testing loss was approximately 0.02 during the testing stage. Over-fitting occurred during the training stage, resulting in lower accuracy on the test set. Notably, the DCNN did its utmost to differentiate among different liver fibrosis statuses, as analysed in Section II-B.
After fine-tuning, we extracted deep features from the 1674 ROI liver images in image set B based on the finetuned model and fed these features into our proposed FCNet classifier. Again, we used the same 70% of the ROI images that were used for transfer learning as the training set to train the FCNet classifier, and the other 30% of the images were used as the test set. Then, we tested the proposed liver fibrosis framework using 30% of the images in set B, the 279 images in image set A, and the test set from set B combined with the entirety of set A. The performances are shown in Table 1 .
In Table 1 , in addition to recent state-of-the-art DCNN architectures such as AlexNet [12] , CaffeNet [19] , and VGGNet [8] , we also compare our proposed method with combinations of the deep features extracted by VGGNet [8] and four classical machine learning classifiers (Random Forest, SVM, Gradient Boosting Decision Tree and Multilayer Perceptron). In Table 1 , VGGNet-A and VGGNet-C represent the fc6 and fc7 features, respectively, obtained by VGGNet without normalization, and VGGNet-B and VGGNet-D represent the fc6 and fc7 features, respectively, obtained by VGGNet with normalization. From Table 1 , we can draw the following conclusions: 1) VGGNet achieves the best performance when compared with AlexNet and CaffeNet, which indicates that a deeper network achieves better performance. As a result, it is clear that our proposed method should achieve the best performance because it can be regarded as an alternative means of cascading three fully connected layers after VGGNet.
2) The features generated by the fc7 layer are more discriminative than the features obtained from the fc6 layer, as features that are closer to the final output layer have a higher capability of abstraction. 3) Classifiers are sensitive to feature normalization. For example, VGGNet-B and VGGNet-D always perform better compared with VGGNet-A and VGGNet-C. 4) More training data can also contribute to improving the performance of DCNNs, as seen from the fact that the performance improves considerably when we expand the size of the training set from 70% of image set A to 70% of image set B.
V. CONCLUSION
In this paper, we proposed a new framework for liver fibrosis classification based on ultrasound images using transfer learning and FCNet. We learned deep features via transfer learning and VGGNet and trained a fully connected network (FCNet) classifier to predict normal, early-stage fibrosis and late-stage stage fibrosis liver statuses. With this novel framework, tests show that our deep features combined with the FCNet can provide suitable information to enable the construction of the most accurate prediction model when compared with other methods. In our future studies, we would like to develop a real-time computer-aided ultrasound image diagnosis system for liver fibrosis based on this approach. 
