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The goal of this paper is to provide wavelet characterizations for anisotropic
Besov spaces. Depending on the anisotropy, appropriate biorthogonal tensor
product bases are introduced and Jackson and Bernstein estimates are proved
for two-parameter families of finite-dimensional spaces. These estimates lead
to characterizations for anisotropic Besov spaces by anisotropy-dependent linear
approximation spaces and lead further on to interpolation and embedding results.
Finally, wavelet characterizations for anisotropic Besov spaces with respect to Lp-
spaces with 0 < p <∞ are derived.  2002 Elsevier Science (USA)
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1. INTRODUCTION
Wavelet characterizations for isotropic Besov spaces are part of the celebrated results
in wavelet theory; see, e.g., [4–7, 10, 24, 25, 27]. In [1] wavelet characterizations for
functions in anisotropic Besov spaces, defined via the Fourier transform, are considered
by Berkolaiko and Novikov. Their approach relies basically on Fourier-analytic techniques,
and as a consequence they obtain results for anisotropic spaces on Rn and for smooth first-
generation wavelets, in particular, for so-called David–Meyer wavelets. In [17] Garrigós
and Tabacco gave characterizations for a certain subclass of anisotropic Besov spaces with
respect to Lp-spaces with p ≥ 1. Here we overcome the limitations of both papers. By
applying systematically an approximation theoretical approach via Jackson and Bernstein
estimates to two-parameter sequences of subspaces our approach covers more general
wavelet bases than does [1]; e.g., biorthogonal B-spline wavelets with compact support
are covered. Furthermore, our approach covers the complete possible class of anisotropic
Besov spaces with respect to Lp-spaces for 0<p <∞.
Our presentation is essentially based on ideas and methods developed for isotropic
Besov spaces and given in [12, 13]. However, because of the anisotropy, several basic
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properties applied in the isotropic setting do not hold or are different. Consequently, a series
of arguments in the subsequent analysis have to be adapted, replaced, and generalized.
Moreover, our approach includes interpolation and embedding results for anisotropic
Besov spaces which seem to be new.
Anisotropic Besov spaces are a generalization of anisotropic Sobolev spaces, which
contain L2-functions possessing directional L2-derivatives of certain orders. Thus,
anisotropic function spaces are the appropriate setting for describing and analyzing
functions with different smoothness properties with respect to different directions. They
allow one to study systematically linear anisotropic but coercive partial differential
problems and also to investigate nonlinear anisotropic boundary value problems; see [20].
Another application is presented in [21]: Studying nonlinear hyperbolic wavelet approx-
imations shows that hyperbolic wavelets are in particular appropriate for approximating
functions with anisotropic smoothness properties. That is, for certain ranges of anisotropy
parameters hyperbolic wavelets approximate nonlinear functions from anisotropic Besov
spaces as well as specific anisotropy adapted bases.
For more general information about anisotropic function spaces we refer the reader to
[26, 29, 32, 33]. Embeddings and interpolation for anisotropic spaces can be found in
[16, 30]. Wavelet-type characterizations are studied in [15, 22, 30]. We note that further
generalizations with respect to moduli of smoothness for coordinatewise different Lp
spaces are possible by introducing mixed p¯-quasi-norms; i.e., for p¯= (p1,p2),
‖f ‖p¯ :=
(∫
Iy
(∫
Ix
|f (x, y)|p1 dx
)p2/p1
dy
)1/p2
.
The results with respect to those spaces will be reported elsewhere.
The paper is organized as follows: First we introduce anisotropic Besov spaces via
directional moduli of smoothness and relate those spaces to anisotropic Besov spaces
defined by averaged moduli and differences. In Section 3 we introduce two-parameter
families of finite-dimensional subspaces and prove Jackson- and Bernstein estimates.
Those estimates are basic for the following first characterization of anisotropic Besov
spaces by one-parameter anisotropy-adapted linear approximation spaces in Section 4.
Those characterizations are finally utilized to prove a general wavelet characterization
result in Section 6. To this end we consider embedding and interpolation results for
anisotropic Besov spaces in Section 5.
Generally, we use the notation a  b to abbreviate a ≤ Cb with some constant C > 0,
a  b if b a, and for a  b a we write a ∼ b.
2. ANISOTROPIC BESOV SPACES
There are various possibilities for introducing isotropic and anisotropic Besov spaces.
The most common ones are via the Fourier transform, via differences, and via moduli of
smoothness. It is well-known for isotropic Besov spaces related to quasi-Banach spaces Lp
with 0< p < 1 if that those definitions do not always give the same spaces with equivalent
quasi-norms; see [34]. Since anisotropic Besov spaces include in particular isotropic Besov
spaces it is clear that this is also true for those. The most appropriate approach to deriving
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wavelet characterizations is to study linear approximation spaces and to deduce Jackson
and Bernstein estimates. Within our framework those estimates are essentially based on
local error estimates for the approximation with respect to anisotropic polynomials, which
involve certain moduli of smoothness. Thus it is natural to start with a definition of
anisotropic Besov spaces via those moduli of smoothness. Contrary to the isotropic case
we have to consider directional moduli of smoothness. We shall relate our definition for
anisotropic Besov spaces to that via differences used in [29]; i.e., we shall argue that at least
for the crucial range of parameters both definitions lead to the same function spaces with
equivalent quasi-norms, which at least in the case of p ≥ 1 is well-known; see [26]. Hence,
our final characterization results apply also to the anisotropic Besov spaces investigated
in [28, 29].
2.1. Directional Moduli of Smoothness
Let  denote the cube [0,1]2. For introducing anisotropic Besov spaces by directional
moduli of smoothness we define at first inductively the directional partial difference
operators mh,i , m ∈N, h ∈R, i = 1,2, by
(1h,if )(x) := f (x + hei)− f (x), mh,i :=1h,im−1h,i , m≥ 2,
where ei , i = 1,2, denote the canonical basis vectors in R2. The directional differences are
not defined for all x ∈ but are for x lying in the rectangles mh,i ⊂ with
mh,i := {x ∈ | x +mhei ∈}.
For t ∈ R+, mi ∈ N, i = 1,2, and 0 < p ≤∞ the directional moduli of smoothness are
given by
ωmi,i (f, t,)p := sup|h|≤t ‖
mi
h,if ‖p,mih,i , f ∈Lp().
Anisotropic Besov spaces are then defined as follows.
DEFINITION 2.1. For a¯ = (a1, a2) with 0 < a2 ≤ a1 < 2 and a1 + a2 = 2, s¯ = (s1, s2)
with s1 := s/a1, s2 := s/a2, and s > 0, and (m1,m2) ∈N2 with m1 > s1 and m2 > s2, we
set for 0 <p,q ≤∞
Bs¯p,q := Bs¯q(Lp()) := {f ∈ Lp()||f |Bs¯p,q <∞},
where
|f |Bs¯p,q :=
(∫ 1
0
( 2∑
i=1
t−si ωmi ,i(f, t,)p
)q
dt
t
)1/q
.
In addition to the (quasi-)seminorm | · |Bs¯p,q there is the (quasi-)norm
‖f ‖Bs¯p,q := ‖f ‖p + |f |Bs¯p,q .
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2.2. Averaged Directional Moduli of Smoothness
In the context of isotropic Besov spaces it is known that the averaged moduli of
smoothness are very helpful tools. In particular, they possess a summing property
which resolves technical problems that may appear. Since similar problems arise in the
anisotropic case we introduce analogously to the isotropic setting directional averaged
moduli of smoothness: For t ∈R+, mi ∈N, i = 1,2, we set
ω˜mi ,i(f, t,)p := t−1
∫ t
−t
‖mih,if ‖p,mih,i dh, f ∈Lp(), (1)
if 1 ≤ p <∞, and
ω˜mi ,i (f, t,)p :=
(
t−1
∫ t
−t
‖mih,if ‖pp,mih,i dh
)1/p
, f ∈ Lp(), (2)
if 0 < p < 1. Then the summing property reads as follows: For subdomains j ⊂ ,
j ∈ {1, . . . ,N}, N ∈ N, with ∪Nj=1j =  and a locally (with respect to N a uniformly)
finite overlap, one has
N∑
j=1
ω˜mi ,i(f, t,j )
p
p  ω˜mi ,i(f, t,)
p
p, f ∈ Lp().
It turns out that both moduli of smoothness are equivalent for 0<p <∞.
THEOREM 2.1. Let f ∈ Lp(), 0 < p <∞. Then we have for 0 < t ≤ ti := 1/4mi ,
i = 1,2,
ωmi,i(f, t,)p ∼ ω˜mi ,i(f, t,)p. (3)
Proof. We give only the sketch of a proof for 1 ≤ p <∞. The case 0 < p < 1 can be
treated similarly. First we note that the inequality “” follows directly from
‖mih,if ‖p,mih,i ≤ ωmi ,i(f, t,)p, |h| ≤ t .
Second, we observe that one has, analogously to an identity in [11, p. 184],

mi
h,if (x)=
mi∑
k=1
(−1)k
(
m1
k
)
[miks,if (x + khei)−mih+ks,if (x)],
which holds for s ∈ R and for functions f defined on R2. Next one argues for each xj ,
j = i , as in [11, Chap. 6, Lemma 5.1], and integrates with respect to xj , which gives for
0 ≤ αi < βi ≤ 1, δi := βi −miαi − (2mi)−1 > 0, and 0 < h≤ t/2, 0 < t ≤ 1/4m2,
‖mih,if ‖p,mih,i ≤
C
t
∫ βimi t
αimi t
‖miu,if ‖p,m1u,1 du, f ∈Lp(), (4)
with C = C(mi, δi). Thus, for |h| ≤ t/2 with 0 < t ≤ ti/mi it follows that
‖mih,if ‖p,mih,i ≤
C
t
∫ mi t
−mi t
‖miu,if ‖p,mih,i du.
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That is, one has
ωmi,i(f, t,)p  ω˜mi ,i(f,mi t,)p
and consequently
ωmi,i(f,mi t,)p  ω˜mi ,i(f,mi t,)p
for 0 < t ≤ ti/mi .
Let us comment briefly on another observation with respect to the averaged directional
moduli: They may be used to show that an integration of one-dimensional moduli gives
terms which are equivalent to the directional moduli. This observation allows us, e.g.,
to transfer certain one-dimensional results directly to the anisotropic situation. As an
application, in [19] we proved Marchaud-type inequalities for the directional moduli.
2.3. An Equivalence Result
Next we show the identity of anisotropic Besov spaces introduced via directional moduli
of smoothness, averaged directional moduli, and directional differences.
THEOREM 2.2. For a¯ = (a1, a2) with 0 < a2 ≤ a1 < ∞, a1 + a2 = 2, s1 := s/a1,
s2 := s/a2, s¯ = (s1, s2) for s > 0, and 0 <p <∞, 0 < q ≤∞, one has
|f |Bs¯p,q () ∼ ‖2s1jωm1,1(f,2−j ,)p‖%q + ‖2s2jωm2,2(f,2−j ,)p‖%q
∼ ‖2s1j ω˜m1,1(f,2−j ,)p‖%q + ‖2s2j ω˜m2,2(f,2−j ,)p‖%q (5)
∼
(∫ ∞
−∞
[|h|−s1‖m1h,1f ‖p,m1
h,1
+ |h|−s2‖m2h,2f ‖p,m2
h,2
]q dh
h
)1/q
.
Proof. The first two equivalences follow exactly as in the isotropic case by the
monotonicity of the moduli; see, e.g., [11]. In the third equivalence the estimate “” is
rather obvious, because the difference terms are dominated by the moduli. Thus it remains
to consider “.” Again, we sketch the proof only for 1 ≤ p <∞: Set βi = 1, αimi = 1/4
such that δi = βi −miαi − (2mi)−1 > 0. Then for 0 < h≤ τ = t/2 and 0 < t ≤ ti/2 the
inequality (4) gives
‖mih,if ‖p,mih,i 
1
τ
∫ 2miτ
τ/2
‖miu,if ‖p,mih,i du, f ∈ Lp().
Since  is compact we obtain∫ ∞
0
t−siq sup
|h|≤t
‖mih,if ‖qp,mih,i
dt
t

∫ ti/2
0
t−siq sup
|h|≤t
‖mih,if ‖qp,mih,i
dt
t

∫ ti/2
0
t−siq−1
(∫ 2mit
t/2
‖miu,if ‖qp,mih,i du
)
dt
t

∫ ∞
0
t−siq‖mit,i f ‖qp,mih,i
dt
t
,
which provides the desired estimate.
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3. LINEAR ANISOTROPIC APPROXIMATION SPACES
The starting point is two possibly different one-dimensional biorthogonal multiresolu-
tions in L2(0,1), as described in, e.g., [5, 7]. In particular, we assume that we have so-
called (primal and dual) scaling functions ϕ(i)λi : [0,1]→R and ϕ˜
(i)
λi
: [0,1]→R, i = 1,2,
with respect to nested sets of indices λi ∈ (i)j , j ∈ N0, with )(i)j ∼ 2j , which satisfy
within L2(0,1) the biorthogonality relation
〈ϕ(i)λi , ϕ˜(i)µi 〉 = δλi,µi , λi ,µi ∈
(i)
j .
The supports of the scaling functions are supposed to be local; i.e., one has
| suppϕ(i)λi | ∼ | supp ϕ˜
(i)
λi
| ∼ 2−j , λi ∈(i)j . (6)
Moreover, we assume that for each λi ∈ (i)j there exist only finitely many µi ∈ (i)j ,
such that the supports of ϕ(i)λi and ϕ
(i)
µi and also those of ϕ˜
(i)
λi
and ϕ˜(i)µi overlap, and
that there is an upper bound for this number independent of λi and j . Introducing for
i ∈ {1,2} and j ∈ N0 the finite-dimensional subspaces S(i)j := span{ϕ(i)λi | λi ∈ 
(i)
j } and
S˜
(i)
j := span{ϕ˜(i)λi | λi ∈
(i)
j }, one has S(i)j ⊂ S(i)j+1 and S˜(i)j ⊂ S˜(i)j+1, respectively.
Furthermore we suppose that there are biorthogonal wavelet functions ψ(i)λi and ψ˜
(i)
λi
,
λi ∈ ∇(i)j+1 := (i)j+1\(i)j , j ∈ N0, which are besides others basis functions for related
finite-dimensional complements of S(i)j in S
(i)
j+1 and of S˜
(i)
j in S˜
(i)
j+1, respectively; i.e.,
with W(i)j+1 := span{ψ(i)λi | λi ∈ ∇
(i)
j+1} and W˜ (i)j+1 := span{ψ˜(i)λi | λi ∈ ∇
(i)
j+1} hold S(i)j+1 =
S
(i)
j ⊕ W(i)j+1, S˜(i)j+1 = S˜(i)j ⊕ W˜ (i)j+1, S(j)j ⊥ W˜ (i)j+1, and S˜(i)j ⊥ W(i)j+1. Simplifying these
notions we set ψ(i)λi := ϕ
(i)
λi
and ψ˜(i)λi := ϕ˜
(i)
λi
for λi ∈ ∇(i)0 := (i)0 . The wavelet functions
are supposed to possess local supports as in (6). We assume generally that all primal and
dual scaling and wavelet functions are L2()-normalized and that their L∞()-norms
exist and are uniformly bounded by c2j/2 if λi ∈ (i)j and c is a fixed positive constant.
Thus the wavelet functions permit in particular the so-called FWT, i.e., the fast wavelet
transform. This means not only that the subspaces S(i)j and S˜
(i)
j are nested, but that each
(single and dual) wavelet function related to some level can be represented by a finite linear
combination of a number of scaling functions from the corresponding level such that these
magnitudes are uniformly bounded, and the coefficients themselves are also uniformly
bounded; e.g., we have for λi ∈ ∇(i)j+1, j ∈ N0, that ){µi ∈ (i)j+1 | 〈ψ(i)λi , ϕ˜
(i)
µi 〉 = 0}  1
and |〈ψ(i)λi , ϕ˜
(i)
µi 〉| 1. Ideally there is a representation formula which is independent of the
level. Typically this is true for the (with respect to the interval [0,1]) inner scaling and
inner wavelet functions, if they descend directly from a translation invariant setting and
satisfy fixed refinement relations. Let us finally remark that our assumptions are general in
the sense that all reasonable biorthogonal wavelets on an interval, which are constructed
for applications in partial differential equations, fulfill them.
Now we move to the two-dimensional situation: For J = (j1, j2) ∈ N20 we set J =

(1)
j1
×(2)j2 and for λ¯= (λ1, λ2) ∈J we write ϕλ¯ := ϕ
(1)
λ1
⊗ ϕ(2)λ2 , ϕ˜λ¯ := ϕ˜
(1)
λ1
⊗ ϕ˜(2)λ2 ; i.e.,
ϕλ¯(x1, x2) = ϕ(1)λ1 (x1)ϕ
(2)
λ2
(x2) and ϕ˜λ¯(x1, x2) = ϕ˜(1)λ1 (x1)ϕ˜
(2)
λ2
(x2), which are biorthogonal
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with respect to the L2()-inner product. Then the finite-dimensional subspaces SJ :=
span{ϕλ¯ | λ¯ ∈J } can easily be identified with the algebraic tensor products S(1)j1 ⊗ S
(2)
j2
.
Additionally, we introduce the following notation. By DJ , J = (j1, j2) ∈N20, we denote
the set of dyadic rectangles in ; i.e., DJ = {2−j1[k1, k1 + 1] × 2−j2[k2, k2 + 1], k1 =
0,1, . . . ,2j1 − 1, k2 = 0,1, . . . ,2j2 − 1}, and we set D := ∪J∈N20DJ . For each dyadic
rectangle  ∈DJ we set %i() := 2−ji and
J () := {λ¯ ∈J | |∩ suppϕλ¯|> 0},
as well as
˜ :=
⋃
ˆ∈DJ
|ˆ∩(∪
λ¯∈J () supp ϕ˜λ¯)|>0
̂.
Then, the numbers of indices in J (),  ∈ DJ , are uniformly bounded with respect to
J ∈N20; i.e.,
)J () 1. (7)
Furthermore, the number of dyadic subrectangles from DJ building ˜ is uniformly
bounded with respect to  ∈ DJ and J ∈ N20. In particular, our assumptions imply for
 ∈J , J = (j1.j2), that |˜| ∼ 2−(j1+j2) as well as %i(˜)∼ 2−ji .
Within our context of anisotropic Besov spaces it is appropriate to introduce on  :=
[0,1]2 for M = (m1,m2) ∈N2,
1M :=
{
P ∈1()
∣∣∣∣∣P(x1, x2)=
m1−1∑
k1=0
m2−1∑
k2=0
ak1,k2x
k1
1 x
k2
2 , ak1,k2 ∈R
}
.
That is, P ∈1M is for each x1 ∈ [0,1] a polynomial in x2 of degree less than m2 and for
each x2 ∈ [0,1] a polynomial in x1 of degree less than m1. In the following, we shall
assume that the subspaces SJ = span{ϕλ¯ | λ¯ ∈ J } are exact of order M = (m1,m2);
i.e., 1M ⊂ SJ . Generally, we assume for simplicity and for having spline wavelets “in
the back of the head” that the functions in SJ are “piecewise” polynomials with respect
to dyadic rectangles with sides of length 2−j1 and 2−j2 , respectively. We remark that
the latter assumption is not necessary for most parts of the subsequent considerations.
A generalization will be presented in a forthcoming paper.
After introducing all these notions and assumptions we proceed by proving Jackson
and Bernstein estimates for the two-parameter family of finite-dimensional subspaces SJ .
Beforehand we remark that one could give partly different proofs for 1 ≤ p < ∞ and
0 < p < 1; see [19]. Proving results for 0 <p < 1 requires in most cases another proof as
for 1 ≤ p <∞, which is often caused by (Lp())′ = {0}, because this fact implies that
duality arguments cannot be used directly. On the other hands proofs for 0 < p < 1 often
apply with only slight modifications to 1 ≤ p <∞ also. For example, the standard proof
for the approximation properties of polynomial subspaces of anisotropic type in the case
1 ≤ p <∞ cannot be transferred to the case 0 < p < 1, but a slight modification of our
proof for 0 <p < 1 can be applied to the other case also.
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Another difficulty in the case 0 < p < 1 is that the projectors PJ , J = (j1, j2) ∈ N20,
defined by
PJ f :=
∑
λ¯∈J
〈f, ϕ˜λ¯〉ϕλ¯, f ∈Lp(), (8)
are not uniformly bounded as operators from Lp() to Lp().
Contrarily, since the projection operators PJ on SJ turn out to be bounded for p ≥ 1 the
following approach can be applied in that case: Starting with an approximation result for
anisotropic polynomials with respect to some appropriate moduli, see, e.g., [3, 8] or (9), by
a Bernstein estimate one obtains a characterization of anisotropic Besov spaces via linear
approximation spaces. Then the boundedness of projection operators and a representation
of differences between those operators in terms of suitable wavelets lead directly to the
goal, i.e., to a wavelet characterization. Therefore, to shorten our presentation, we present
in the following complete proofs only for the case 0 <p < 1.
3.1. Jackson Estimates
Given f ∈ Lp(), 0 < p < ∞, the approximation error with respect to SJ will be
denoted by
EJ (f )p := inf
χ∈SJ
‖f − χ‖p.
Jackson estimates for the approximation error are typically the result of the fact that
function systems with well-known approximation properties are locally reproduced by the
scaling functions.
Related to the anisotropic order M of exactness of SJ , the first step is to generalize the
well-known estimate
inf
P∈1M
‖f − P‖p, 
∑
i=1,2
ωmi,i (f,1,)p, f ∈Lp(),p ≥ 1 (9)
(cf. [3, 8]), to the case 0 < p < 1, which requires further notions. In particular, we need
the so-called mixed differences and the corresponding mixed moduli of smoothness: For
h¯= (h1, h2) ∈R2+ and m¯= (m1,m2) ∈N2 we write
m¯
h¯
f (x)=m2h2,2 ◦
m1
h1,1f (x),
and for t¯ = (t1, t2) ∈R2+ we set
ωm¯(f, t¯ ,)p := sup
h¯≤t¯
‖m¯
h¯
f ‖p,m¯
h¯
,
where
m¯
h¯
:= {x = (x1, x2) ∈ | x +m1h1e1 +m2h2e2 ∈}.
LEMMA 3.1. For n¯≤ m¯ it holds that
ωm¯(f, t¯ ,)p ≤ 2
∑2
i=1 mi−niωn¯(f, t¯ ,)p, (10)
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if 1 ≤ p ≤∞, and
ωm¯(f, t¯ ,)
p
p ≤ 2
∑2
i=1 mi−niωn¯(f, t¯ ,)pp, (11)
if 0 <p < 1.
Proof. Setting Th,if (x) := f (x+hei) one has
∫
G
|Th,ig(x)|p dx =
∫
G+hei |g(x)|p dx .
For 0 <p < 1 it holds that
‖m¯
h¯
f ‖p
p,m¯n¯
=
∫
m¯n¯
|(I − Th2,2)m2(I − Th1,1)m1f (x)|p dx ≤ 2
∑2
i=1 mi−ni‖n¯
h¯
f ‖p
p,n¯
h¯
,
which implies (11) by
ωm¯(f, t¯ ,)
p
p = sup
h¯≤t¯
‖m¯
h¯
f ‖p
p,m¯
h¯
≤ 2
∑2
i=1 mi−ni sup
h¯≤t¯
‖n¯
h¯
f ‖p
p,n¯
h¯
= 2
∑2
i=1 mi−ni ωn¯(f, t¯,)pp.
If 1 ≤ p ≤∞ one gets by the triangle inequality that
‖m¯
h¯
f ‖p,m¯
h¯
≤ 2
∑2
i=1 mi−ni‖n¯
h¯
f ‖p,n¯
h¯
,
which gives (10).
Next we make essential use of the following result from [31]: For G= [a1, b1]×[a2, b2]
and f ∈ Lp(G) there is a constant C = C(f,G) such that for any k ∈ N there are ck ∈ R
with
‖f −C‖pp,G ≤ ck
{
h−11
∫ h1
0
‖kt,1f ‖pp,Gkt,1 dt + h
−1
2
∫ h2
0
‖kt,2f ‖pp,Gkt,2 dt
+ ‖1h1,1f ‖
p
p,G
(1,1)
(h1,h2)
+ ‖1h2,2f ‖
p
p,G
(1,1)
(h1,h2)
+ ‖(1,1)h1,1 f ‖
p
p,G
(1,1)
(h1,h2)
}
,
(12)
where hi = (bi − ai)/k, i = 1,2.
THEOREM 3.1. For 0 <p < 1
inf
P∈1M
‖f − P‖p, 
2∑
i=1
ωmi,i(f,1,)p, f ∈ Lp(), (13)
holds.
Proof. We construct a polynomial P = P(f ) =∑m1−1k1=0 ∑m2−1k2=0 ak1,k2xk11 xk22 ∈ 1M
such that
‖f − P‖p, 
2∑
i=1
ωmi ,i(f,1,)p.
To this end we set n :=m1 +m2, δ := 1/2n, and % :=(%,%)(δ,δ) for %= 1, . . . ,max(m1 − 1,
m2 − 1). In a first step we fix the coefficients of the monomials of degree n− 2 by defining
am1−1,m2−1 = C((m1−1,m2−1)(δ,δ) f,max(m1−1,m2−1))
δ−n+2
(n− 2)! .
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Next we set
f1(x1, x2) := f (x1, x2)− am1−1,m2−1xm1−11 xm2−12 .
Generally we write, for 1 ≤ i ≤ n− 2,
fi(x1, x2) := fi−1(x1, x2)−
min(n−1−i,m2−1)∑
j=max(0,m2−i)
an−1−i−j,j xn−1−i−j1 x
j
2
and, for j = max(0,m2 − i − 1), . . . ,min(n− 2− i,m2 − 1),
an−2−i,j := C((n−2−i−j,j)(δ,δ) )fi ,max(n−2−i−j,j)
δ−n+2+i
(n− 2− i)! .
The polynomial P ∈1M is then defined by
P(x1, x2) :=
n−1∑
i=1
min(n−1−i,m2−1)∑
j=max(0,m2−i)
an−1−i−j,j xn−1−i−j1 x
j
2 .
With these definitions we obtain
‖f − P‖pp, = ‖fn−2 − a0,0‖pp, = ‖fn−2 −C(fn−2,)‖pp,.
Next we apply (12) with k = 2n and note that 2nδ,1fn−2 =2nδ,1f , 2nδ,2fn−2 =2nδ,2f , and

(1,1)
(δ,δ)
fn−2 =(1,1)(δ,δ)fn−3. Therefore we obtain
‖f − P‖pp,  δ−1
∫ δ
0
‖2nt,1f ‖pp,2mt,1 dt + δ
−1
∫ δ
0
‖2nt,2f ‖pp,2nt,2 dt
+ ‖1δ,1fn−2‖pp,1 + ‖1δ,2fn−2‖
p
p,1
+ ‖(1,1)
(δ,δ)
fn−3‖pp,1 .
Next we apply (12) with respect to k = 2n− 1 and obtain for the third term
‖1δ,1fn−2‖pp,1 = ‖1δ,1fn−3 − a1,0δ‖
p
p,1
= ‖1δ,1fn−3 −C(1δ,1fn−3,1)‖pp,1
 δ−1
∫ δ
0
‖2n−1t,1 f ‖pp,2n−1t,1 dt + δ
−1
∫ δ
0
‖2n−1t,2 f ‖pp,2n−1t,2 dt
+ ‖2δ,1fn−3‖pp,2 + ‖
(1,1)
(δ,δ)fn−3‖pp,2 + ‖
(2,1)
(δ,δ)fn−4‖pp,2 .
The fourth term gives similarly
‖1δ,2fn−2‖pp,1 = ‖1δ,2fn−3 − a0,1δ‖
p
p,1
= ‖1δ,2fn−3 −C(1δ,2fn−3,1)‖pp,1
 δ−1
∫ δ
0
‖2n−1t,2 f ‖pp,2n−1t,2 dt + δ
−1
∫ δ
0
‖2n−1t,2 f ‖pp,2n−1t,2 dt
+ ‖2δ,2fn−3‖pp,2 + ‖
(1,1)
(δ,δ)fn−3‖pp,2 + ‖
(1,2)
(δ,δ)fn−4‖pp,2 .
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Repeating this procedure at most n times and replacing averaged differences with moduli
lead finally by Lemma 3.1 to
‖f − Pn−2‖pp, 
2∑
i=1
n−1∑
%=0
ω2n−%,i (f,1,)pp
+
m2∑
%=0
‖(m1,%)(δ,δ) f ‖pmax(m1,%) +
m1−1∑
%=0
‖(%,m1)(δ,δ) f ‖pm2

2∑
i=1
ωmi,i (f,1,)
p
p.
If p, ρ = (ρ1, ρ2) ∈ R2+, denotes a rectangle with side lengths ρ1 and ρ2, a scaling
argument gives by (13) that
inf
P∈1M
‖f − P‖p,ρ 
2∑
i=1
ωmi,i (f,ρi,ρ)p, f ∈ Lp(ρ). (14)
As a first illustrative application of Theorem 3.1 we give a generalization of a well-
known isotropic result, which can be found in [11].
THEOREM 3.2. Let f ∈ Lp(), 0 < p < 1. If ωm1,1(f, t,)p = ωm2,2(f, t,)p = 0
for some 0 < t ≤ 1, then f is on  equivalent to a polynomial in 1M , M = (m1,m2).
Proof. First we note that ωmi ,i(f, t,)p = 0 for some t ∈ (0,1] implies that
ωmi,i(f, ·,)p = 0 on (0,1]. In fact, ωm1,1(f, t,)p = 0 implies for a.e. x2 ∈ I2
that ωm1(f (·, x2), t, I1)p = 0. This gives by arguments in [11, p. 370]; for a.e. x2 ∈ I2,
that ωm1(f (·, x2), t, I1)p = 0 for t ∈ (0,1], which enforces ωm1,1(f, ·,)p = 0 identically
on (0,1].
Clearly, the same arguments work for i = 2. Therefore, the proof of Theorem 3.1
provides a polynomial P ∈1M with ‖f − P‖p, = 0; i.e., f ∈1M .
Remark. For continuous functions f the result of Theorem 3.2 can be verified without
using Theorem 3.1: The assumption ωm1,1(f, t,)p = 0 implies for ϕ ∈ C∞0 () and
h ∈ (0,1) that∫

m1−h,1
f (x)h−m1m1−h,1ϕ(x) dx =
∫

m1
h,1
h−m1m1h,1f (x)ϕ(x)= 0.
Then h→ 0+ gives ∫

f (x)
∂m1
∂x
m1
1
ϕ(x) dx = 0. (15)
Analogously, it follows that ∫

f (x)
∂m2
∂x
m2
2
ϕ(x) dx = 0. (16)
The relation (15) implies that for a.e. x2 there is a polynomial px2 ∈ 1m1−1 such that
f (·, x2) = px2 on I , and the relation (16) gives for a.e. x1 a polynomial px1 ∈1m2 such
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that f (x1, ·) = px1 on I . Thus the continuous representation of f is a.e. a polynomial
in 1m1,m2 , hence is very everywhere: Let f (t, x2) =∑m1−1k=0 ak(x2)tk and f (x1, s) =∑m2−1
%=0 b%(x1)s% with appropriate functions ak and b%. Then one has
m1−1∑
k=0
ak(x2)t
k =
m2−1∑
%=0
b%(x1)s
%,
which leads for appropriate parameters to a Vandermondsche determinant and thus
provides the assertion.
Next we denote by 1MJ the finite-dimensional vector spaces of “piecewise” polynomials
of degree less than M = (m1,m2) on DJ , J = (j1, j2). Furthermore, we define for an
arbitrary subdomain ′ ⊂ and for f ∈Lp()
EM(f,
′)p := inf
P∈1M
‖f − P‖p,′ .
Since each S ∈1MJ belongs to L2() we may set
PJ S =
∑
λ¯∈J
〈S, ϕ˜λ¯〉ϕλ¯.
Furthermore, we still assume that M = (m1,m2) denotes the anisotropic order of
polynomial exactness in SJ .
LEMMA 3.2. Let 0 <p < 1. Then one has for  ∈DJ that
‖PJ S‖p,  ‖S‖p,˜, S ∈1MJ , (17)
and
‖S − PJ S‖p, EM(S, ˜)p, S ∈1MJ . (18)
Proof. Suppose (17) is proved, then (18) follows by the fact that PJ (P ) = P for all
polynomials P ∈1M . In fact, if P ∈1M is a polynomial near-best Lp(˜)-approximation
to S, then
‖S − PJ (S)‖pp,  ‖S − P‖pp, + ‖P − PJ (S)‖pp,
 ‖S − P‖p
p,˜
EM(S, ˜)pp.
Therefore it remains to prove (17). To this end we take an arbitrary S ∈1MJ . Then PJ S is
defined and one has
PJ S| =
∑
λ¯∈J ()
〈S, ϕ˜λ¯〉ϕλ¯|.
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The equivalence of quasi-norms on finite-dimensional vector spaces and the property
|˜| ∼ 2−(j1+j2) for  ∈J give a constant c= c(2,p) such that
‖S‖2,˜ ≤ c2(j1+j2)(1/p−1/2)‖S‖p,˜, S ∈1MJ ,
which implies for λ¯ ∈J () that
|〈S, ϕ˜λ¯〉| ≤ ‖S‖2,supp(ϕ˜λ¯) ≤ ‖S‖2,˜ ≤ 2(j1+j2)(1/p−1/2)‖S‖p,˜. (19)
Therefore, we obtain by %p ↪→ %1, 0 <p ≤ 1, and by Hölder’s inequality that
‖PJ S‖pp, =
∫

∣∣∣∣ ∑
λ¯∈J ()
〈S, ϕ˜λ¯〉ϕλ¯(x)
∣∣∣∣
p
dx
≤
∑
λ¯∈J ()
|〈S, ϕ˜λ¯〉|p
∫

|ϕλ¯(x)|p dx
 2−(j1+j2)(1−p/2)
∑
λ¯∈J ()
|〈S, ϕ˜λ¯〉|p
 ‖S‖p
p,˜. (20)
As an immediate consequence of Lemma 3.2 we get a stability property in SJ .
LEMMA 3.3. One has uniformly in J ∈N2
‖v‖p, ∼
(∑
λ∈J
|〈v, ϕ˜λ¯〉|p2(j1+j2)(p/2−1)
)1/p
, v ∈ SJ .
Proof. “” Since SJ ⊂1MJ we get for v ∈ SJ by (19) and (7) that
∑
λ∈J
|〈v, ϕ˜λ¯〉|p2(j1+j2)(p/2−1) 
∑
∈DJ
‖v‖p
p,˜  ‖v‖
p
p,.
“” Since PJ v = v for v ∈ SJ we get by (20) that
‖v‖p
p,  2
(j1+j2)(p/2−1) ∑
λ¯∈J ()
|〈v, ϕ˜λ¯〉|p,
which gives the assertion by summing up with respect to .
Next we prove the Jackson estimate for the approximation of f ∈ Lp() with respect
to SJ .
THEOREM 3.3. One has for J = (j1, j2) ∈N20 that
EJ (f )p 
2∑
i=1
ωmi,i (f,2
−ji ,), f ∈Lp(). (21)
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Proof. First we introduce an appropriate anisotropic approximation procedure for a
given f ∈ Lp(): For each  ∈ DJ and f ∈ Lp() let P be a near-best Lp()-
approximation to f from 1M . If P ∈ 1M is a near-best approximation of f on ˜ we
get
‖P − P‖p,  ‖P − f ‖p, + ‖f − P‖p, EM(f, ˜)p.
Next we observe that there is a constant c > 0 depending on p, M , and the constant in
|˜| 2−(j1+j2) such that uniformly in  ∈D
‖P‖
p,˜ ≤ c‖P‖p,, P ∈1M.
This fact follows simply from the equivalence of quasi-norms on 1M and a change of
variables. Consequently, we get
‖P − P‖p,˜  ‖P − P‖p, EM(f, ˜)p,
which gives
‖f − P‖p,˜  ‖f − P‖P,˜ + ‖P −P‖p,˜ EM(f, ˜)p.
Next we define SJ ∈1MJ ∈L2() by
SJ (x) := P(x), x ∈,  ∈DJ ,
and an approximation of f in SJ by
AJ (f ) := PJ SJ .
This definition implies by (18) for  ∈J that
‖f −AJ (f )‖p,  ‖f − SJ ‖p, − ‖SJ − PJ SJ ‖p,
 ‖f − P‖p, +EM(SJ , ˜)p
EM(f, ˜)p +EM(SJ , ˜)p. (22)
Since for any ′ ∈DJ with ′ ⊂ ˜ it holds that
‖SJ − P‖p,′ = ‖P′ − P‖p,′ ≤ ‖f −P′ ‖p,′ + ‖f − P‖p,′
EM(f,′)p + ‖f − P‖p,˜ EM(f, ˜)p,
we obtain
EM(SJ , ˜)pp ≤ ‖SJ − P‖pp,˜ =
∑
′⊂˜
‖SJ − P‖pp,′

∑
′⊂˜
EM(f, ˜)pp EM(f, ˜)pp,
because the number of ′ ∈ DJ with ′ ⊂ ˜,  ∈ DJ , is uniformly bounded. Thus,
(22) implies
‖f −AJ (f )‖p, EM(f, ˜)p.
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Finally, we apply Theorem 3.1, which gives
‖f −AJ (f )‖pp, =
∑
∈DJ
‖f −AJ (f )‖pp, 
∑
∈DJ
EM(f, ˜)pp

2∑
i=1
∑
∈DJ
ωmi ,i(f, %i(˜), ˜)
p
p 
2∑
i=1
ωmi,i(f,2
−j1,)pp, (23)
where we again repeatedly apply the equivalence of the moduli of smoothness to the
averaged moduli, the summing property of the averaged moduli, and %i(˜) 2−j .
From Theorem 3.3 follows directly the Jackson estimate for f ∈ Bs¯p,q , 0 < p < 1,
0 < q <∞:
THEOREM 3.4. Under the above assumptions on the scaling function, it holds for
0 < s¯ <M and 0 <p < 1, 0< q <∞, that
‖f −AJf ‖p  (2−j1s2 + 2−j2s2)|f |Bs¯p,q , f ∈Bs¯p,q . (24)
Since similar proofs give the same estimates for 1 ≤ p < ∞ we end up with the
following corollary.
COROLLARY 3.1. For 0 <p <∞ and J = (j1, j2) ∈N20 it holds that
EJ (f )p 
2∑
i=1
ωmi,i(f,2−ji ,), f ∈ Lp(), (25)
as well as
‖f −AJf ‖p  (2−j1s1 + 2−j2s2)|f |Bs¯p,q , f ∈Bs¯p,q . (26)
3.2. Bernstein Estimates
Bernstein estimates are typically proved under appropriate smoothness assumptions on
the basis functions. It turns out that within our framework the following formulation is
appropriate. We say that the scaling functions are Bs¯p,q -smooth, s¯ > 0, if for (r1, r2) > s¯
there are λ¯J = (λ1,J , λ2,J ) ∈J such that uniformly in J ∈N20 and k ∈N0,
ωri,i(ϕλ¯,2
−k,)p  ωri,i (ϕλ¯J ,2
−k,)p, λ¯ ∈J ,
and if uniformly in J = (j1, j2) ∈N20 it holds that
|ϕλ¯J |Bs¯p,q  2(j1+j2)(1/2−1/p)
2∑
i=1
2ji si . (27)
Both assumptions are satisfied by tensor products of typical wavelet constructions;
in particular, they are fulfilled within the translation-invariant context if the starting scaling
functions are smooth enough. Let us emphasize that the wavelet-characterization result
for the Besov spaces under consideration typically enforces no further approximation or
smoothness assumptions on the dual scaling and wavelet functions. Consequently, we do
not need all the properties of, e.g., the biorthogonal wavelet bases constructed in [9].
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THEOREM 3.5. If the scaling functions are Bs¯p,q -smooth for 0 < p < ∞ and 0 <
q ≤∞ then one has uniformly in J = (j1, j2) ∈N20 that
|f |Bs¯p,q  (2s1j1 + 2s2j2)‖f ‖p, f ∈ SJ . (28)
Proof. We present only the proof for 0 < p < 1, since the proof for 1 ≤ p <∞ needs
only slight modifications. Let f =∑λ¯∈J aλ¯ϕλ¯ ∈ SJ . Then we obtain for ri > si and k ∈N
by standard estimates and the Bs¯p,q -smoothness of the scaling functions that
ωri,i (f,2
−k,)p = sup
|h|≤2−k
(∫

ri
h,i
|rih,if (x)|p dx
)1/p
= sup
|h|≤2−k
(∫

ri
h,i
∣∣∣∣rih,i ∑
λ¯∈J
aλ¯ϕλ¯(x)
∣∣∣∣
p
dx
)1/p
≤ sup
|h|≤2−k
(∑
λ¯∈J
|aλ¯|p
∫

ri
h,i
|rih,iϕλ¯(x)|p dx
)1/p
≤
(∑
λ¯∈J
|aλ¯|p sup
|h|≤2−k
∫

ri
h,i
|rih,iϕλ¯(x)|p dx
)1/p

(∑
λ¯∈J
|aλ¯|p
)1/p
ωri ,i(ϕλ¯J ,2
−k,)p.
Thus we get by (5), (27), and Lemma 3.3 that
|f |Bs¯p,q 
2∑
i=1
‖(2%isi ωri ,i(f,2−%i ,)p)%i≥0‖%q

(∑
λ¯∈J
|aλ¯|p
)1/p 2∑
i=1
‖(2%isiωri ,i(ϕλ¯J ,2−%i ,)p)%i≥0‖%q
 2(j1+j2)(1/2−1/p)
2∑
i=1
2j1si
(∑
λ¯∈J
|aλ¯|p
)1/p

2∑
i=1
2jisi‖f ‖p,.
4. CHARACTERIZATIONS BY APPROXIMATION SPACES
In the preceding section we proved Jackson and Bernstein estimates for two-parameter
sequences of subspaces SJ . Now we consider specific subsequences of (SJ )J∈N20 , which
depend on a particular anisotropy; i.e., we introduce anisotropy-dependent sequences
of finite-dimensional subspaces. Let 0 < a2 < a1 < 2, a1 + a2 = 2, s > 0, s1 := s/a1,
s2 := s/a2. For n ∈N0 we set j1(n) := n, j2(n) := $ns1/s2% = $na1/a1%,
Vn := S(j1(n),j2(n)),
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and V := V (a1, a2) := (Vn)n∈N0 . Clearly one has Vn ⊂ Vn+1 for n ∈ N0. Furthermore,
since 2−s2j2(n)  2−s1n, we have for s¯ <M ,
inf
χ∈Vn
‖f − χ‖p  2−s1n|f |Bs¯p,q , f ∈ Bs¯p,q, (29)
if (26) holds, and for Bs¯p,q -smooth scaling functions it follows from (28) that
|f |Bs¯p,q  2s1n‖f ‖p, f ∈ Vn, (30)
with constants independent of n ∈ N0, since 2s2j2(n) ≤ 2s1n. Moreover, we set An :=
A(j1(n),j2(n)).
With respect to V = (Vn)n∈N we introduce for a > 0, 0 < p <∞, and 0 < µ<∞ the
approximation spaces
Aαp,µ :=
{
f ∈ Lp()
∣∣∣∣∣
( ∞∑
n=0
[2nαEn(f )p]µ
)1/µ
<∞
}
, (31)
where En(f )p := infχ∈Vn ‖f − χ‖p .
In our context the investigation of these approximation spaces, which, of course, turn
out to be anisotropic Besov spaces, serves in some sense as a preliminary step toward a
wavelet characterization. In fact, for 1 ≤ p <∞ the result of the following Theorem 4.1
immediately implies such a characterization; see Section 6. Only the case 0 < p < 1
enforces some further work; see Theorem 6.1.
On the other hand, the subsequent identity (35) is interesting by itself and provides
various nontrivial consequences like interpolation and embedding results. Those results
generalize known isotropic results (see [12]) and are, similar to the isotropic case,
essentially a consequence of interpolation properties of the approximation spaces. For
example, applying directly results from [11, 13] and the Jackson and Bernstein estimates,
i.e., (29) and (30), we obtain
Aαp,µ = (Lp,Bs¯p,q)α/s1,µ, 0 < α < s1. (32)
For 0 < p < 1 what the right-hand side is does not seem to have been published.
Therefore, the following identity (35) leads to a generalization of known interpolation
results. Moreover, since for 1 ≤ p < ∞ the interpolation spaces are already known
(see [2, 28, 29]), Eq. (32) gives directly (35); i.e., nothing new has to be proved. Thus,
Theorem 4.1 and its proof are only given because of the case 0 <p < 1.
To begin with we remind the reader of discrete Hardy inequalities, which will be applied
repeatedly in the following: First we introduce for a, q > 0 sequence spaces %αq equipped
with the quasi-norms
‖(an)n∈N0‖%αq :=
{(∑∞
n=0[2nα|an|]q
)1/q
, 0 < q <∞,
supn 2nα|an|, q =∞.
(33)
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The discrete Hardy inequalities then read as follows (see [11]): For sequences (an)n∈N0
and (bn)n∈N0 it holds that
‖(bn)n∈N0‖%αq  ‖(an)n∈N0‖%αq
if either
|bn| 2−nλ
(
n∑
j=0
[2jλ|aj |]µ
)1/µ
, n ∈N0, (34)
or
|bn|
( ∞∑
j=n
|aj |µ
)1/µ
, n ∈N0,
with µ≤ q and in (34) λ > α.
Additionally, we remind the reader of the following inequality: For µ := min(p,1),
0 <p ≤∞, it holds that
‖f + g‖µp ≤ ‖f ‖µp + ‖g‖µp, f, g ∈Lp().
THEOREM 4.1. Let 0 < p <∞ and 0 < q ≤∞ and assume that the scaling functions
are Bs¯p,q -smooth with s¯ ≤ M . Then one has for α > 0 with α(1, a1/a2) < s¯ that f ∈
B
α(1,a1/a2)
p,q if and only if f ∈Aαp,q ; i.e.,
Aαp,q = Bα(1,a1/a2)p,q . (35)
Moreover, one has with A−1f := 0 that
‖f ‖
B
α(1,a1/a2)
p,q
∼ ‖f ‖p +
( ∞∑
n=0
[2nαEn(f )p]q
)1/q
∼
( ∞∑
n=0
[2nα‖An(f )−An−1(f )‖p]q
)1/q
.
Proof. First we prove the second equivalence. The direction “” follows from
En(f )p  ‖f −An(f )‖p 
[ ∞∑
%=n
‖An+1(f )−An(f )‖µp
]1/µ
,
whereµ := min(1,p), and a discrete Hardy inequality, since f =An(f )+∑∞%=n(An+1(f )
−An(f )).
The direction “” follows directly from
‖An+1(f )−An(f )‖p  ‖An+1(f )− f ‖p + ‖f −An(f )‖p
En+1(f )p +En(f )p.
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Thus it remains to investigate the first equivalence. To begin with we observe that (25) and
(21) together with j1(n)= n and j2(n)= $na2/a1% give( ∞∑
n=0
[2nαEn(f )p]q
)1/q

( ∞∑
n=0
[
2nα
2∑
i=1
ωmi,i(f,2−ji (n))p
]q)1/q

2∑
i=1
( ∞∑
n=0
[2nαωmi,i(f,2−j1(n))p]q
)1/q
 |f |
B
α(1,a1/a2)
p,q
since( ∞∑
n=0
[2nαωm2,2(f,2−j2(n))p]q
)1/q
=
( ∞∑
%=0
∑
(a1/a2)%≤n<(a1/a2)(%+1)
[2nαωm2,2(f,2−%)p]q
)1/q

( ∞∑
%=0
[2%(αa1/a2)ωm2,2(f,2−%)p]q
)1/q
 |f |
B
α(1,a1/a2)
p,q
.
That is, we have proved Bα(1,a1/a2)p,q ↪→ Aαp,q .
Next, we show Aαp,q ↪→ Bα(1,a1/a2)p,q by proving
‖(2sinωmi,i(f,2−ji (n))p)n∈N‖%q  ‖(2nαEn(f )p)n∈N0‖%q + ‖f ‖p, (36)
for i = 1,2. To this end we observe first that
‖(2si%ωmi ,i(f,2−ji (%))p)%∈N0‖%q  |f |Bs¯p,q  2s1n‖f ‖p, f ∈ Vn, i = 1,2,
implies for t > 0 that
ωm1,1(f, t)p min(1, t2n)s1‖f ‖p, f ∈ Vn,
as well as
ωm2,2(f, t)p min(1, t2j2(n))s2‖f ‖p, f ∈ Vn.
Thus we get for n ∈N0, by (23), that
ωm1,1(f,2
−n)pp ≤ ωm1,1(A0f,2−n)pp +
n−1∑
%=0
ωm1,1(A%+1f −A%f,2−n)pp
+ωm1,1(f −Anf,2−n)pp
 2−ns1p‖A0f ‖pp + 2−ns1p
n−1∑
%=0
2s1%p‖A%+1f −A%f ‖pp + ‖f −Anf ‖pp
 2−ns1p‖f ‖pp + 2−ns1p
n∑
%=0
2s1%pE%(f )pp,
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which gives by a Hardy inequality (36) for i = 1. Finally, we treat the case i = 2; i.e., we
have to show that for β := α(a1/a2) < s2 it holds that
∞∑
n=0
2βnqωm2,2(f,2
−n)qp  ‖f ‖qp +
∞∑
n=0
2nαqEn(f )qp.
Since for µ< min(p, q)
(
n∑
%=0
2j2(%)s2pE%(f )pp
)1/p
≤
(
n∑
%=0
2j2(%)s2µE%(f )µp
)1/µ
,
we obtain analogously to the above by (23) that
ωm2,2(f,2
−n)pp  2−ns2p‖f ‖pp + 2−ns2p
(
n∑
%=0
2j2(%)s2µE%(f )µp
)p/µ
.
Therefore, by Hölder inequalities and by transfering ideas from the isotropic setting again
(see, e.g., [27]) we see that
∞∑
n=0
2βnqωm2,2(f,2
−n)qp

∞∑
n=0
2βnq
(
2−ns2q‖f ‖qp + 2−ns2q
(
n∑
%=0
2j2(%)s2µE%(f )µp
)q/µ)

∞∑
n=0
2nq(β−s2)‖f ‖qp +
∞∑
n=0
2nq(β−s2)
(
n∑
%=0
2j2(%)s2µE%(f )µp
)q/µ
 ‖f ‖qp +
∞∑
n=0
2nq(β−s2)
(
n∑
%=0
2j2(%)(s2−β)(µ−µ2/q)2j2(%)(s2−β)µ2/q2j2(%)βµE%(f )µp
)q/µ
 ‖f ‖qp +
∞∑
n=0
2nq(β−s2)
(
n∑
%=0
2j2(%)(s2−β)µ
)q/µ−1 n∑
%=0
2j2(%)(s2−β)µ2j2(%)βqE%(f )qp
 ‖f ‖qp +
∞∑
n=0
2n(β−s2)µ
n∑
%=0
2j2(%)(s2−β)µ2j2(%)βqE%(f )qp
 ‖f ‖qp +
∞∑
%=0
(∑
j≥%
2j (β−s2)µ
)
2j2(%)(s2−β)µ2j2(%)βqE%(f )qp
 ‖f ‖qp +
∞∑
%=0
2j2(%)βqE%(f )qp
 ‖f ‖qp +
∞∑
n=0
2αnqEn(f )qp.
We remark that an analog to (35) holds for p =∞. But treating this case would have
required some additional care; e.g., some estimates in Sections 3.2 and 3.3 are not true
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for f ∈ L∞() but are for f ∈ C(). To streamline our presentation we neglected such
“details.”
Further, we note that Bs¯p,q -smooth scaling functions with 0 < q ≤∞ are for suitable
? > 0 also Bs¯−(?,?)p,q -smooth. Thus, instead of (35) we may write
Aαp,r = Bα(1,a1/a2)p,r , 0 < r ≤∞.
5. INTERPOLATION AND EMBEDDING RESULTS
In this section we present some consequences from the characterization result in
Section 4. In particular, we investigate interpolation and embedding properties.
First we observe that for a1 = a2 = 1, i.e., s1 = s2 = s > 0, and for 0 < p < ∞,
0 < q ≤∞ holds
B(s,s)p,q = Bsp,q, (37)
since the approximation spaces are in this case already identified as isotropic Besov spaces;
cf. [4, 5, 13, 25, 27]. That is, the isotropic Besov spaces are specific anisotropic Besov
spaces.
Another immediate consequence concerns interpolation properties for anisotropic Besov
spaces: Eqs. (32) and (35) imply for 0< r ≤∞ that
(Lp,B
s¯
p,q )α/s1,r = Bα(1,a1/a2)p,r , 0 < α < s1, (38)
which generalizes results presented in [28, 29]. We remark that at least for 1 ≤ p <∞
(38) may be concluded from results in [28, 29] as follows: For %¯ ∈N20 anisotropic Sobolev
spaces are defined by
W%¯p() :=
{
f ∈ Lp()
∣∣∣∣∣Dαf ∈Lp(),
2∑
j=1
αj
%j
≤ 1
}
.
In [29] it is proved that for 0< θ < 1 and s¯ = θ%¯,
Bs¯p,q()= (Lp(),W%¯p())θ,q
holds. Thus, a standard reiteration theorem provides (38) for 1 ≤ p <∞.
Moreover, we note that in [28] one also finds the identity
Bs¯p,q ()= (Lp(),W(%1,0)p ())θ,q ∩ (Lp(),W(0,%2)p ())θ,q, (39)
for s¯ = θ(%1, %2), 1 ≤ p <∞, and 1 ≤ q ≤∞.
We remark that by arguments which are similar to those above one can prove
ω%1,1(f, t,)p ∼K(f, t%1,Lp(),W(%1,0)p ()) (40)
and analogously that
ω%2,2(f, t)p ∼K(f, t%2,Lp(),W(0,%2)p ()), (41)
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where K denotes the usual K-functional with respect to Banach spaces. The relations (40)
and (41) give then an alternative proof for the fact (39).
Next we give an anisotropic generalization of the isotropic interpolation result
presented in [12]. This generalization is in some sense sharp because of the anisotropic
counterexample given in [29].
THEOREM 5.1. For α0, α1 > 0, 0 < p0,p1, q0, q1 <∞, and 0 < C < 1 with 1/q :=
C/q0 + (1−C)/q1, 1/p :=C/p0 + (1−C)/p1,
(Bα0 s¯p0,q0,B
α1,s¯
p1,q1)C,q = Bαs¯p,q (42)
holds with α =Cα0 + (1−C)α1, provided p = q .
Proof. The following sketch of a proof for (42) is essentially a modification of
Chapter 6 in [12]: For a quasi-Banach space (X,‖·‖X) and a > 0, 0 < q ≤∞ we introduce
the quasi-Banach space %αq (X), which consists, analogously to (33), of all sequences
(an)n∈N0 ⊂X such that
‖(an)n∈N0‖%αq (X) := ‖(2nα‖an‖X)n∈N0‖%q <∞.
In [11] the following interpolation property is proved: If X0, X1 are a pair of quasi-Banach
spaces and if α := (1 − θ)α0 + θα1, 1/q = (1 − θ)/q0 + θ/q1 , where 0 < q0, q1 ≤∞,
α0, α1 > 0, and 0 < θ < 1, one has
(%α0q0 (X0), %
α1
q1
(X1))θ,q = %αq ((X0,X1)θ,q). (43)
In order to prove (42) we set X0 := Lp0 and X1 := Lp1 . Next we define a mapping, which
relates Bαi s¯Pi ,qi to %
αi
qi (Xi). To this end we note that the approach in [12] applies the following
observation from [14]: Let I and J denote cubes, i.e., quadratic rectangles, in R2 with
I ⊂ J and |J | ≤ a|I |; then there is a constant c > 0 depending on a and independent of
0 <p <∞ such that for any polynomial P of coordinate degree <r one has
‖P‖p,J ≤ c‖P‖p,I . (44)
This independence of p is no longer true if I and J are allowed to be arbitrary dyadic
rectangles in D. Thus the constant in (44) depends on p. Moreover, if with respect to
a cube I and a function f ∈ Lρ(I), ρ > 0, a near-best polynomial approximation of
coordinate degree <r is denoted by Qρ , it is shown in [12] that this turns out to be also
a near-best Lp(I) approximation on the cube I for all p ≥ ρ. Here again, the anisotropy
in the admitted dyadic rectangles destroys the underlying basic estimates for polynomials
which provide this property; i.e., we are not able to prove independent of p ≥ p, ρ > 0
fixed, that near-best approximations on  ∈ D are also near-near-best approximations
on ˜. In both problems we can resolve the situation by fixing p0 and p1 in the above
situation.
LEMMA 5.1. Let 0 < p0 ≤ p1 <∞. Then there is a constant c = c(p0,p1,M) such
that
‖P‖p1, ≤ c||(1/p1−1/p0)‖P‖p0,, P ∈1M,  ∈D.
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Proof. First we note that the equivalence of quasi-norms on 1M gives
‖P‖p1, ≤ c(p0,p1,M)‖P‖p0,.
For an arbitrary but fixed  ∈D we denote the affine mapping which maps onto  by C
and set P˜ := P ◦C−1. Then we get
‖P‖p1
p1, = ||‖P˜‖
p1
p1,
≤ c(p0,p1,M)||‖P˜‖p1p0,
= c(p0,p1,M)||1−p1/p0‖P‖p1p0,.
LEMMA 5.2. Let 0 < p0 ≤ p1 < ∞ and let Qp0 ∈ 1M be a near-best Lp0()-
approximation, ∈D to f ∈ Lp1(); i.e., for a constant A≥ 1
‖f −Qp0‖p0, ≤A inf
Q∈1M
‖f −Q‖p0,
holds. Then there is a constant c= c(p0,p1,M) such that
‖f −Qp0‖p1, ≤ cA2 inf
Q∈1M
‖f −Q‖p1,.
Proof. Let Qp1 ∈ 1M denote a near-best Lp1()-approximation to f . Then by
Lemma 5.1
‖f −Qp0‖p1, ≤ ‖f −Qp1‖p1, + ‖Qp1 −Qp0‖p1,
≤A inf
Q∈1M
‖f −Qp1‖p1, + c(p0,p1,M)||1/p1−1/p0‖Qp1 −Qp0‖p0,
follows. The Hölder inequality gives
‖Qp1 −Qp0‖p0, ≤ ‖f −Qp1‖p0, + ‖f −Qp0‖p0, ≤ (1+A)‖f −Qp1‖p0,
≤ (1+A)||1/p0−1/p1‖f −Qp1‖p1,,
and consequently we obtain
‖f −Qp0‖p1, ≤ (A+A(A+ 1)c(p0,p1)) inf
Q∈1M
‖f −Qp1‖p1,
≤A2(1+ 2c(p0,p1,M)) inf
Q∈1M
‖f −Q‖p1,.
Lemma 5.2 allows us to introduce for fixed 0 <p0,p1 <∞ and suitable functions f for
each dyadic rectangle ∈D a polynomial in 1M , which is a near-best approximation with
respect to Lp0() and Lp1() with a common constant independent of . Furthermore,
this common near-best approximation on is also a near-best approximation on the related
dyadic rectangles ˜ with constants independent of , though, contrary to [12], dependent
on p0 and p1.
Proceeding with the proof of (42), let us assume for the following without any restriction
that 0 < p0 ≤ p1 < ∞: If we start with local near-best approximations on  for f ∈
Lp0() with respect to Lp0(), we obtain via An(f ) and an(f ) := An(f ) − An−1(f ),
n ∈ N0, a mapping on Lp0() defined by Af := (an(f ))n∈N, such that f ∈ Bαi s¯pi ,qi if and
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only if Af ∈ %αiqi (Lpi ) and also ‖f ‖Bαi s¯pi ,qi ∼ ‖Af ‖%
αi
qi
(Lpi )
; cf. Theorem 4.1. Thus, if we
could prove for t > 0 that
K(f, t,Bα0 s¯p0,q0,B
α1 s¯
p1,q1)∼K(Af, t, %α0q0 (Lp0), %α1q1 (Lp1)), (45)
then we would get by standard interpolation arguments that f ∈ (Bα0 s¯p0,q0,Bα1 s¯p1,q1)θ,q if and
only if Af ∈ (%α0q0 (Lp0), %α1q1 (Lp1))θ,q for 0 < θ < 1, 0 < q ≤∞, together with equivalent
quasi-norms. Thus, applying (43) and finally
(Lp0(),Lp1())θ,q = Lp,q(),
1
p
= θ
p0
+ 1− θ
p1
,
where Lp,q() denotes Lorentz spaces, we end up with (42). Thus it remains to prove (45).
But taking into account the above modifications and our results in Sections 3.1 and 3.2, the
arguments from [12, Chap. 6] can now be transferred verbatim.
Next we prove an embedding result for the anisotropic spaces under consideration. To
this end we note that Lemma 5.1 implies for p ≤ r , P ∈1M , and  ∈DJ that
‖P‖r, ≤ c(p, r)2(j1+j2)(1/r−1/p)‖P‖p,.
Thus we get for S ∈1MJ ,
‖S‖rr, =
∑
∈DJ
‖S‖rr,  2(j1+j2)(1−p/r)
∑
∈DJ
‖S‖rp,
 2(j1+j2)(1−p/r)
( ∑
∈DJ
‖S‖p
p,
)r/p
,
since p/r ≤ 1, which gives
‖S‖r,  2(j1+j2)(1/p−1/r)‖S‖p,. (46)
In particular, for j1(n) = n, and j2(n) = $na2/a1%, n ∈ N0, and 1/p − 1/r = s/2 =
s1s2/(s1 + s2) > 0 (46) yields for v ∈ Vn
‖v‖r,  2(n+ns1/s2)(1/p−1/r)‖v‖p, = 2ns1‖v‖p,.
THEOREM 5.2. For s¯ = (s1, s2) > 0 and 0 < p < r < ∞ with 1/p − 1/r = s/2,
Bs¯p,r ↪→ Lr() holds; i.e.,
‖f ‖r  ‖f ‖Bs¯p,r , f ∈ Bs¯p,r . (47)
Proof. Let us first prove the weaker embedding
Bs¯p,µ ↪→ Lr() (48)
with µ := min(1, r): We fix s¯ > 0 and 0 < p < r < ∞ and choose a suitable
multiresolution such that Theorem 4.1 is applicable with respect to the anisotropic
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Besov space Bs¯p,r . Then for f ∈ Bs¯p,r we obtain in Lp(), f =
∑∞
n=0 Anf −
An−1f (A−1f := 0), and consequently for µ= min(1, r),
‖f ‖r ≤
( ∞∑
n=0
‖Anf −An−1f ‖µr
)1/µ

( ∞∑
n=0
(2ns1‖Anf −An−1f ‖p)µ
)1/µ
 ‖f ‖Bs¯p,µ .
If r > 1, the embedding (48) states only Bs¯p,1 ↪→ Lr() instead of Bs¯p,r ↪→ Lr(). We
remark that for our proof of the wavelet characterization in Theorem 6.1 this would be
sufficient.
The more general embedding (47) can be shown by applying the interpolation result (38)
and generalizing a further idea from [12] as follows: For r > 1 we choose ri , i = 0,1, such
that 1 ≤ r0 < r < r1 <∞, and set α1 = (1/p− 1/ri)(2/a1). Then we get by (48) that
‖f ‖ri  ‖f ‖Bα1 (1,a1/a2)
p,1
,
and for θ ∈ (0,1) with 1/r = θ/r0 + (1− θ)/r1 it follows by (38) and interpolation theory
that
‖f ‖r  ‖f ‖
B
α(1,a1/a2)
p,r
,
where we used α = (1/p − 1/r)(2/a1) = 2/pa1 + (θ/r0 + (1 − θ)/r1)(2/a1) = θα0 +
(1− θ)α1.
We note that for p ≥ 1 Theorem 5.2 is known; see, e.g., the survey given in [23].
6. WAVELET CHARACTERIZATIONS
Now we show wavelet characterizations for the anisotropic Besov spaces under
consideration. As above we fix the anisotropy by choosing 0 < a2 ≤ a1 < 2 with a1 +
a2 = 2 and consider again a related sequence of finite-dimensional subspaces V =
V (a1, a2)= (Vn)n∈N.
To formulate the wavelet characterization results we introduce corresponding aniso-
tropy-dependent index sets Fn, n ∈ N0, which are related to the complements of Vn
in Vn+1: If for n ∈N0, j2(n+ 1)= j2(n) holds, we set
Fn+1 := {(λ1, λ2) | λ1 ∈ ∇(1)n+1, λ2 ∈(2)j2(n)}.
If j2(n+ 1)= j2(n)+ 1, then
Fn+1 := {(λ1, λ2) | λ1 ∈ ∇(1)n+1, λ2 ∈(2)j2(n),
λ1 ∈(1)n , λ2 ∈ ∇(2)j2(n)+1,
λ1 ∈ ∇(1)n+1, λ2 ∈ ∇(2)j2(n)+1}.
Moreover, we set F0 := ∇(1)0 ×∇(2)0 .
For λ¯ ∈ Fn we denote the corresponding biorthogonal tensor-product wavelet basis
functions by ψλ¯ and ψ˜λ¯, respectively; i.e., e.g., if λ¯ = (λ1, λ2) ∈ (1)n × ∇(2)j2(n)+1 then
ψλ¯ = ϕ(1)λ1 ⊗ψ
(2)
λ2
, or if λ¯= (λ1, λ2) ∈ ∇(1)n+1 ×∇(2)j2(n)+1 then ψλ¯ =ψ
(1)
λ1
⊗ψ(2)λ2 .
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To begin with we discuss wavelet characterizations for 1 ≤ p <∞. It turns out that
they can, more or less, be deduced directly from the results in Section 4: Let 1 ≤ p <∞,
0 < q ≤ ∞, and assume that the scaling functions are Bs¯p,q -smooth with s¯ ≤M . Then,
replacing An with Pn and setting P−1 := 0, the proof of Theorem 4.1 implies for α > 0
and α(1, a1/a2) < s¯ that
‖f ‖
B
α(1,a1/a2)
p,q
∼
( ∞∑
n=0
[2nα‖(Pn − Pn−1)f ‖p]q
)1/q
, f ∈ Bα(1,a1/a2)p,q , (49)
and f ∈Lp() lies in Bα(1,a1/a2)p,q if and only if the right-hand side in (49) is finite. On the
other hand, the above definitions imply (Pn − Pn−1)f =∑λ¯∈Fn〈f, ψ˜λ¯〉ψλ¯ for n ∈N, and
our assumptions concerning FWT provide taking into account∥∥∥∥∑
λ¯∈j
aλ¯ϕλ¯
∥∥∥∥
p,
∼ 2(j1+j2)(1/2−1/p)‖(aλ¯)λ¯∈J ‖%p ,
that
‖(Pn − Pn−1)f ‖p ∼ 2j (n)(1/2−1/p)‖(〈f, ψ˜s¯〉)λ¯∈Fn‖%p ,
where j (n) := j1(n)+ j2(n). Thus, for 1≤ p <∞, we end up with
f ∈Bα(1,a1/a2)p,q iff
( ∞∑
n=0
[
2nα+j (n)(1/2−1/p)
(∑
λ¯∈Fn
|〈f, ψ˜λ¯〉|p
)1/p]q)1/q
<∞
with equivalent (quasi-)norms.
Already the study of isotropic Besov spaces has shown that the analog to the last
statement is in general not true for all 0 < p < 1; see [24]. An obvious problem is that,
generally, 〈f, ϕ˜λ¯〉 as well as 〈f, ψ˜λ¯〉 is not defined without assuming some additional
smoothness. Furthermore, replacing in the above arguments Pn with An, one has in general
Anf −An−1f =
∑
λ¯∈Fn
〈f, ψ˜λ¯〉ψλ¯.
Thus, even under suitable regularity assumptions Theorem 4.1 would not imply directly an
appropriate wavelet characterization. But we shall see that an application of Theorem 5.2
will lead to the desired result.
THEOREM 6.1. Let 0 < p <∞ and 0 < q ≤∞ and assume that the scaling functions
are Bs¯p,q -smooth with s¯ ≤M . Then for α > 0 with α(1, a1/a2) < s¯ and 1min(1,p) − 1 <
αa1/2 one has f ∈ Bα(1,a1/a2)p,q if and only if f =∑n∈N0∑λ¯∈Fn fλ¯ψλ¯ ∈ Lp() with
fλ¯ := 〈f, ψ˜λ¯〉 and
(∑
n∈N0
[
2nα+j (n)(1/2−1/p)
(∑
λ¯∈Fn
|fλ¯|p
)1/p]q)1/q
<∞. (50)
Furthermore, (50) defines an equivalent (quasi-)norm.
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Proof. Because of our above remarks it remains to consider 0 < p < 1. Since for
Qnf := (Pn − Pn−1)f , n ∈N0,
‖Qnf ‖p ∼ 2j (n)(1/2−1/p)
( ∑
λ¯∈n,j2(n)
|〈Qnf, ϕ˜λ¯〉|p
)1/p
holds (see Lemma 3.3), one has
‖Qnf ‖p ∼ 2j (n)(1/2−1/p)
(∑
λ¯∈Fn
|〈f, ψ˜λ¯〉|p
)1/p
.
Thus it is sufficient to prove
f ∈ Bα(1,a1/a2)p,q iff f ∈ Lp() and
( ∞∑
n=0
(2nα‖Qnf ‖p)q
)1/q
<∞.
To this end we introduce for 0 < q ≤∞,
Sαp,q :=
{
f ∈ Lr()
∣∣∣∣∣
( ∞∑
n=0
(2nα‖Qnf ‖p)q
)1/q
<∞
}
, (51)
where 1/r := 1/p− αa1/2 < 1.
In the first step we show that Bα(1,a1/a2)p,p ↪→ Sαp,∞: Since by definition it follows that
B
α(1,a1/a2)
p,p ↪→ Bα(1,a1/a2)p,1 one has by Theorem 5.2 that Bα(1,a1/a2)p,p ↪→ Lr(). Thus the
terms 〈f, ψ˜λ¯〉 are defined and Hölder’s inequality and biorthogonality give for n ∈N,
|〈f, ψ˜λ¯〉| 2−j (n)(1/2−1/r) inf
P∈1M
‖f − P‖r,supp(ψ˜λ¯), λ¯ ∈Fn.
With respect to = [0,1]2 we proved for 1/p− 1/r = s/2 that
‖f ‖r,  ‖f ‖
B
α(1,a1/a2)
p,1
, f ∈ Bα(1,a1/a2)p,1 ,
which implies by Theorem 3.1 that
inf
P∈1M
‖f − P‖r,  inf
P∈1M
‖f − P‖p, + |f |
B
α(1,a1/a2)
p,1
 |f |
B
α(1,a1/a2)
p,1
. (52)
Defining ˜λ¯ := supp ψ˜λ¯, λ¯ ∈Fn, we get
‖f ‖r,˜λ¯ ∼ 2
−j (n)/r‖f˜ ‖r,,
where f˜ denotes the translated and rescaled version of f |˜λ¯ on .
Next we note that for % ∈N0,
ωm1,1(f˜ ,2
−%,)p  2j (n)/pωm1,1(f,2−(%+n), ˜λ¯)p and
ωm2,2(f˜ ,2
−j2(%),)p  2j (n)/pωm2,2(f,2−j2(%+n), ˜λ¯)p
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hold, which implies by (52) and by taking into account that 2j (n)(1/p−1/r)∼ 2αn that
inf
P∈1M
‖f −P‖r,˜λ¯  2
−j (n)/p inf
P∈1M
‖f˜ − P‖r,
 2−j (n)/r
∞∑
%=0
2%α
2∑
i=1
ωmi,i (f˜ ,2−ji (%),)p

∞∑
%=0
2α(n+%)
2∑
i=1
ωmi,i(f,2
ji(n+%), ˜λ¯)p
 |f |
B
α(1,a1/a2)
p,1 (˜λ¯)
.
Next, by the summing property of the averaged moduli follows
∑
λ¯∈Fn
|f |p
B
α(1,a1/a2)
p,p (˜λ¯)

∑
λ∈Fn
( ∞∑
j=0
[2αj ω˜m1,1(f,2−j , ˜λ¯)p]p +
∞∑
j=0
[2αa1/a2j ω˜m2,2(f,2−j , ˜λ¯)p]p
)

∞∑
j=0
[2αj ω˜m1,1(f,2−j ,)p]p +
∞∑
j=0
[2αa1/a2j ω˜m2,2(f,2−j ,)p]p

∞∑
j=0
[2αjωm1,1(f,2−j ,)p]p +
∞∑
j=0
[2αa1/a2jωm2,2(f,2−j ,)p]p
 |f |p
B
α(1,a1/a2)
p,p ()
,
which provides
2j (n)(1/2−1/p)
(∑
λ¯∈Fn
|〈f, ψ˜λ¯〉|p
)1/p
 2j (n)(1/r−1/p)
(∑
λ¯∈Fn
|f |p
B
α(1,a1/a2)
p,p (˜λ¯)
)1/p
 2−nα|f |
B
α(1,a1/a2)
p,p ()
,
i.e.,
‖nf ‖p,  2−nα|f |
B
α(1,a1/a2)
p,p ()
, n ∈N.
Moreover, we note that
‖Q0f ‖p = ‖P0f ‖p ≤ ‖P0f ‖r  ‖f ‖r  ‖f ‖
B
α(1,a1/a2)
p,p
.
In the second step we prove that Sαp,p ↪→ Bα(1,a1/a2)p,p : f ∈ Sαp,p gives f ∈ Lr() and,
further, that f =∑∞n=0 Qnf in Lp(). Then by Theorem 3.5
‖f ‖p
B
α(1,a1/a2)
p,p

∞∑
n=0
‖Qnf ‖p
B
α(1,a1/a2)
p,p

∞∑
n=0
2pαn‖Qnf ‖pp
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follows. Finally, interpolation arguments give the result: Choosing appropriate α1 < α <
α2, i.e., α = (1− θ)α1 + θα2 with an θ ∈ (0,1), we get by the above arguments that
Sαip,p ↪→ Bαi(1,a1/a2)p,p ↪→ Sαip,∞.
Then interpolation implies for 0 < q ≤∞ that Sαp,q = (Sα1p,p, Sα2p,p)θ,q and Sαp,q = (Sα1p,∞,
S
α2
p,∞)θ,q , and reiteration gives by (38) that Bα(1,a1/a2)p,q = (Bα1(1,a1/a2)p,p Bα2(1,a1/a2)p,p )θ,q1 thus
Sαp,q ↪→ Bα(1,a1/a2)p,q ↪→ Sαp,q .
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