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CONNECTIONS BETWEEN OPTIMAL TRANSPORT,
COMBINATORIAL OPTIMIZATION AND
HYDRODYNAMICS
YANN BRENIER, CNRS, CENTRE DE MATHE´MATIQUES LAURENT SCHWARTZ,
ECOLE POLYTECHNIQUE, PALAISEAU, FRANCE
Abstract. There are well-established connections between combinatorial
optimization, optimal transport theory and Hydrodynamics, through the
linear assignment problem in combinatorics, the Monge-Kantorovich prob-
lem in optimal transport theory and the model of inviscid, pressure-less
fluids in Hydrodynamics. Here, we consider the more challenging quadratic
assignment problem (which is NP, while the linear assignment problem is
just P) and find, in some particular case, a correspondence with the problem
of finding stationary solutions of Euler’s equations for incompressible fluids.
For that purpose, we introduce and analyze a ”gradient flow” equation
(0.1) ∂tϕ+∇ · (ϕv) = 0, (−△)
mv = −P∇ · (∇ϕ⊗∇ϕ),
where P denotes the L2 projection onto divergence-free vector fields and
m = 0 or m = 1, with suitable boundary conditions. Then, combining
some ideas of P.-L. Lions (for the Euler equations) and Ambrosio-Gigli-
Savare´ (for the heat equation), we provide for the initial value problem a
concept of generalized “dissipative” solutions which always exist globally in
time and are unique whenever they are smooth.
1. Well-known connections between Optimal transport theory,
Hydrodynamics and combinatorial optimization
1.1. The Monge-Kantorovich distance in optimal transport theory.
The (quadratic) Monge-Kantorovich (MK2 ) distance (very often called “Wasser-
stein” distance in optimal transport theory and also called Tanaka distance in
kinetic theory [19]) can be defined in terms of probability measures and random
1
2 YANN BRENIER, CNRS, CMLS
variables as:
(1.1) dMK2(µ, ν) = inf{
√
E(|X − Y |2), law(X) = µ, law(Y ) = ν}
where µ and ν are probability measures (with finite second moments) defined
on the Euclidean space Rd , X and Y denotes random variables valued in Rd ,
| · | is the Euclidean norm and E denotes the expected value.
1.2. Hydrodynamic interpretation of the MK2 distance. Using the so-
called ”Benamou-Brenier formula” or the ”Otto calculus” [7, 17, 2], we may
express the MK2 distance in hydrodynamic terms. More precisely, at least in
the case when µ and ν are absolutely continuous with respect to the Lebesgue
measure, we may write
(1.2) d2MK2(µ, ν) = inf
∫ 1
0
∫
Rd
|v(t, x)|2ρ(t, x)dtdx
where the infimum is taken over all density and velocity fields
(t, x) ∈ [0, 1]×Rd → (ρ(t, x), v(t, x)) ∈ R+ ×R
d
subject to the continuity equation
(1.3) ∂tρ+∇x · (ρv) = 0
and the time-boundary conditions
(1.4) ρ(t = 0, x)dx = µ(dx), ρ(t = 1, x)dx = ν(dx).
The (formal) optimality equations read
(1.5) v(t, x) = ∇xθ(t, x), ∂tθ +
1
2
|∇xθ|
2 = 0,
and describe a potential, inviscid, pressure-less gas, sometimes called ”dust”
(in cosmology in particular), which is one of the most trivial models of fluids.
1.3. MK2 distance and combinatorial optimization. Given two discrete
probability measures on Rd
(1.6) µ =
∑
i=1,N
δAi , ν =
∑
j=1,N
δBj ,
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we easily check that
(1.7) d2MK2(µ, ν) = inf
law(X)=µ,law(Y )=ν
E(|X − Y |2) = inf
σ∈SN
∑
i=1,N
|Ai −Bσi |
2
N
,
where σ ∈ SN denotes the set of all permutations of the first N integers. Thus,
computing the MK2 distance between two discrete measures is equivalent to
solving the so-called ”linear assignment problem” (LAP):
(1.8) inf
σ∈SN
N∑
i=1
c(i, σi),
in the special case when the ”cost matrix” c has geometric contain
(1.9) c(i, j) = |Ai − Bj |
2.
In full generality, the LAP is one of the simplest combinatorial optimization
problems, with complexity O(N3) [6].
2. NP combinatorial optimization problems and Hydrodynamics
There are much more challenging problems in combinatorial optimization,
such as the (NP) ”quadratic assignment problem” (which includes the famous
traveling salesman problem).
Given two N ×N matrices γ and c, with coefficients ≥ 0, solve:
(2.1) (QAP ) inf
σ∈SN
∑
i,j=1,N
c(σi, σj)γ(i, j).
The QAP is useful in computer vision [16]. Some continuous versions of the
QAP are related to recent works in geometric and functional analysis [18].
It turns out that the QAP can also be related to Hydrodynamics, as we are
going to see.
2.1. A minimization problem in Hydrodynamics. This problem goes
back to Lord Kelvin and has been frequently studied since (see, for instance
[8, 9]). Let D be a smooth domain of unit Lebesgue measure in Rd and a
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real function ϕ0 belonging to the space H
1
0 (D) of Sobolev functions vanishing
along ∂D . We denote by λ the law of ϕ0 over R , so that∫
D
F (ϕ0(x))dx =
∫
∞
−∞
F (r)λ(dr),
for all bounded continuous function F : R→ R . We want to minimize the
Dirichlet integral
(2.2) E [ϕ] =
1
2
∫
D
|∇ϕ(x)|2dx
among all real valued functions ϕ ∈ H10 (D) with law λ , which may be written:
(2.3) inf{
1
2
∫
D
|∇ϕ(x)|2dx, ϕ ∈ H10 (D), Law(ϕ) = Law(ϕ0) = λ }
or rephrased as a saddle-point problem:
(2.4) inf
ϕ∈H1
0
(D)
sup
F :R→R
1
2
∫
D
|∇ϕ(x)|2dx+
∫
D
F (ϕ(x))dx−
∫
∞
−∞
F (r)λ(dr).
Optimal solutions are formally solutions to
(2.5) −△ ϕ+ F ′(ϕ) = 0, ϕ ∈ H10 (D),
for some function F : R→ R , and, in 2d, are just stationary solutions to
the Euler equations of incompressible fluids [4, 15]. (More precisely, ϕ is the
stream-function of a stationary two-dimensional incompressible inviscid fluid.)
2.2. The discrete version of the hydrodynamic problem is a QAP.
Let us discretize the domain D with a lattice of N vertices A1, · · ·, AN and
define coefficients γ(i, j) ≥ 0 so that the Dirichlet integral of a function ϕ can
be approximated as follows:
∫
D
|∇ϕ(x)|2dx ∼
N∑
i,j=1
γ(i, j)|ϕ(Ai)− ϕ(Aj)|
2.
At the discrete level, we may say that ϕ and ϕ0 have the same (discrete law)
whenever
ϕ(Ai) = ϕ0(Aσi), i = 1, · · ·, N,
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for some permutation σ ∈ SN . Thus, the discrete version of (2.3) reads:
Find a permutation σ that achieves
(2.6) inf
σ
N∑
i,j=1
c(σi, σj)γ(i, j)
with
(2.7) c(i, j) = |ϕ0(Ai)− ϕ0(Aj)|
2.
So we have clearly obtained a particular case of QAP (2.1).
3. A ”gradient-flow” approach to the hydrodynamic problem
To address problem (2.3), it is natural to use a ”gradient flow” approach
involving a time dependent function ϕt(x) starting from ϕ0(x) at t = 0.
Hopefully, as t→ +∞ , ϕt will reach a solution to our minimization problem.
A canonical way of preserving the law λ of ϕ(t, ·) during the evolution is
the transport of ϕ by a (sufficiently) smooth time-dependent divergence-free
velocity field v = vt(x) ∈ R
d , parallel to ∂D , according to
(3.1) ∂tϕt +∇ · (vtϕt) = 0, ∇ · vt = 0, vt//∂D.
Indeed, we easily get:
d
dt
∫
D
F (ϕt(x))dx = −
∫
D
F ′(ϕt(x))∇ · (vt(x)ϕt(x))dx
= −
∫
D
vt(x) · ∇(F (ϕt(x)))dx = 0
(since v is divergence-free), for all smooth bounded function F . Loosely speak-
ing, the vector field v should be interpreted as a kind of “tangent vector” along
the “orbit” of all ϕ sharing the same law λ as ϕ0 .
From the analysis viewpoint, according to the DiPerna-Lions theory on ODEs
[12], for the law λ to be preserved, there is no need for v to be very smooth
and it is just enough that the space derivatives of v are Lebesgue integrable
functions (or even bounded Borel measures, according to Ambrosio [1]):∫ T
0
∫
D
|∇vt(x)|dxdt < +∞, ∀T > 0.
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(N.B. in that situation, the solution of (3.1) is just (implicitly) given by
ϕt(ξt(x)) = ϕ0(x), where ξ is the unique time-dependent family of almost-
everwhere one-to-one volume-preserving Borel maps of D generated by v
through:
∂tξt(x) = vt(ξt(x)), ξ0(x) = x.
Of course, these maps are orientation preserving diffeomorphisms whenever v
is smooth.)
In order to get a “gradient flow”, we also need a quadratic form (or, more
generally, a convex functional, which would then rather correspond to a “Fins-
lerian flow”) acting on the “tangent vector” v . For this purpose, let us first
denote by Sol(D) the Hilbert space of all square-integrable divergence free
vector fields on D and parallel to ∂D , with L2 norm and inner-product re-
spectively denoted by || · || and ((·, ·)). Next, let us fix a lower semi-continuous
convex functional K : a ∈ Sol(D)→ K[a] ∈ [0,+∞]. We assume that at each
smooth vector-field ω in Sol(D),
i) K is finite,
ii) its subgradient has a unique element K ′[ω] ∈ L2(D,Rd),
iii) there is ǫK [ω] > 0 such that, the ”relative entropy” of K controls the L
2
distance:
(3.2) ηK [v, ω] = K[v]−K[ω]−((K
′[ω], v−ω)) ≥ ǫk[ω]||v−ω||
2, ∀v ∈ Sol(D).
The simplest example is of course
(3.3) K[v] =
1
2
∫
D
|v(x)|2dx.
Then, we are given a “functional” ϕ ∈ E → E [ϕ] ∈ R on a suitable function
space E , the canonical example for us being the Dirichlet integral (2.2) over
the Sobolev space E = H10 (D). When we evolve ϕ according to (3.1), we
formally get
d
dt
E [ϕt] =
∫
D
E ′[ϕt](x)∂tϕt(x)dx = −
∫
D
E ′[ϕt](x)∇ · (vt(x)ϕt(x))dx,
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where we denote by E ′ the gradient of E with respect to the L2 metric. (In
the case of the Dirichlet integral, E ′[ϕ] = −△ ϕ .) Thus
(3.4)
d
dt
E [ϕt] = −
∫
D
E ′[ϕt](x)∇ϕt(x) · vt(x)dx
(using that vt is divergence-free).
Then, we may write (3.4) as:
(3.5)
d
dt
E [ϕt] = −((Gt, vt)),
(3.6) Gt = P(E
′[ϕt]∇ϕt),
where we denote by P the L2 projection onto Sol(D). Thus, denoting by K∗
the Legendre-Fenchel transform K∗[g] = supw((g, w))−K[w], we get:
d
dt
E [ϕt] +K[vt] +K
∗[Gt] = K[vt] +K
∗[Gt]− ((Gt, vt))
where by definition of the Legendre-Fenchel transform, the right-hand side is
always nonnegative and vanishes if and only if
(3.7) vt = K
∗′[Gt]
(for instance, in case (3.3), vt = Gt ). Equation (3.7) precisely is the “closure
equation” we need to define the ”gradient flow” of E with respect to the
evolution equation (3.1) with “metric” K . (This way, we closely follow [10],
in the spirit of [2, 3].) As just seen, this closure equation is equivalent to the
differential inequality
d
dt
E [ϕt] +K[vt] +K
∗[Gt] ≤ 0,
or, using the definition of K∗ as the Legendre-Fenchel transform of K ,
(3.8)
d
dt
E [ϕt] +K[vt] + ((Gt, zt))−K[zt] ≤ 0, ∀ zt ∈ Sol(D).
So, our gradient flow is now defined by combining transport equation (3.1), def-
inition (3.6), and either the closure equation (3.7) or the variational inequality
(3.8), which are formally equivalent.
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4. The gradient flow equation
From now on, let us consider, for simplicity, the case of the periodic cube
D = Td , instead of a bounded domain of Rd . Accordingly, all functions (ϕt ,
vt , etc...) to be considered will be of zero mean in x ∈ D . We also concentrate
on the case when:
i) E is the Dirichlet integral (2.2);
ii) K is the Sobolev (semi-)norm of order m, m ∈ {0, 1, 2, · · ·} ,
(4.1) K[v] =
1
2
∫
D
|∇mv(x)|2dx,
which should be understood, when m > 0, as the Hm Sobolev semi-norm of
v when it makes sense and +∞ otherwise.
Then, E ′ = −△ , K∗′ = (−△)−m. Also notice that the ”relative entropy”
reads, for each pair (v, ω) in Sol(D) with ω smooth,
ηK [v, ω] = K[v]−K[ω]− ((K
′[ω], v − ω)) = K[v − ω] ≥ c||v − ω||2,
where c > 0 depends only on m and d , by Poincare´’s inequality on the periodic
cube. So, equations (3.7) and (3.6) respectively become
vt = (−△)
−mGt ,
Gt = P(E
′[ϕt]∇ϕt) = P(−△ ϕt∇ϕt) = P[−∇ · (∇ϕt ⊗∇ϕt) +
1
2
∇(|∇ϕt|
2)]
= −P∇ · (∇ϕt ⊗∇ϕt)
(since P is the L2 projection onto Sol(D) and, therefore, cancels any gradient).
Thus
(4.2) vt = −(−△)
−m
P∇ · (∇ϕt ⊗∇ϕt).
Similarly, (3.8) becomes
(4.3)
d
dt
||∇ϕt||
2 + 2K[vt] + ((∇ϕt ⊗∇ϕt,∇zt +∇z
T
t )) ≤ 2K[zt],
for all smooth zt ∈ Sol(D).
Finally, the gradient-flow equation reads:
(4.4) ∂tϕt +∇ · (ϕtvt) = 0, (−△)
mvt = −P∇ · (∇ϕt ⊗∇ϕt).
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4.1. Physical interpretation of the GF equation. Physically speaking,
the GF (gradient flow) equation (4.4) in the case m = 1 corresponds to the
“Stokes flow”
(4.5) ∂tϕt +∇ · (ϕtvt) = 0, −△ vt = −P∇ · (∇ϕt ⊗∇ϕt)
of an electrically charged incompressible fluid (v and ϕ being the velocity and
the electric potential), while the case m = 0 rather corresponds to a “Darcy
flow”
(4.6) ∂tϕt +∇ · (ϕtvt) = 0, vt = −P∇ · (∇ϕt ⊗∇ϕt).
These are dissipative versions of the corresponding Euler equations
(4.7) ∂tϕt +∇ · (ϕtvt) = 0, ∂tvt +∇ · (vt ⊗ vt) = −P∇ · (∇ϕt ⊗∇ϕt).
4.2. Special solutions and linear algebra. With a suitable potential added
to the Dirichlet integral, namely
(4.8) E [ϕ] =
1
2
∫
D
(|∇ϕ(x)|2 −Qx · x)dx,
where Q is a fixed d×d symmetric matrix, and set on the unit ball instead of a
periodic box, the gradient-flow (GF) equation has interesting special solutions
which are linear in x
(4.9) ∇ϕt(x) = Mtx, vt(x) = Vtx, Mt = M
T
t , Vt = −V
T
t .
The resulting equation reads
(4.10)
dMt
dt
= [Vt,Mt], Vt = [Mt, Q].
With (4.10), we recover the Brockett diagonalizing gradient flow for d × d
symmetric matrices (recently revisited by Bach and Bru, in the generalized
case of infinite dimensional for self-adjoint operators) [11, 5] (see also [13] in
connection with Fluid Mechanics). The case when Q = diag(1, 2, · · ·, d) is
of peculiar interest. In that case, Mt converges to its diagonal form (with
eigenvalues sorted in non-decreasing order) as t goes to +∞ .
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5. Analysis of the gradient flow equation
The last part of this article is devoted to the analysis of the gradient flow
equation 4.4. For that purpose, we closely follow the ideas and concepts of our
recent work [10].
5.1. A concept of “dissipative solutions”. From the analysis viewpoint,
we ignore whether or not gradient-flow (GF) equation (4.4), namely
∂tϕt +∇ · (ϕtvt) = 0, (−△)
mvt = −P∇ · (∇ϕt ⊗∇ϕt) ,
is locally well-posed in any space of smooth functions (unless m > d/2 + 1).
The global existence of weak solutions can be expected for the Stokes version
(4.5) (with ϕ a priori in L∞t (H
1
x) and v “almost” in L
∞
t (W
1,1
x )), while such a
result looks out of reach in the case of the “Darcy” version (4.6).
Anyway, we prefer a much more ”robust” concept of solutions, that we call
“dissipative” after [10], somewhat in the spirit of Lions’ dissipative solutions
to the Euler equations [14] and following some ideas of the analysis of the
linear heat equations for general measured metric spaces by Ambrosio, Gigli
and Savare´ [3]. We keep transport equation (3.1) and integrate (4.3) on [0, t],
for all t ≥ 0, with a suitable exponential weight, which leads to:
(5.1)
∫ t
0
{2K[vs] + ((∇ϕs ⊗∇ϕs, rId +∇zs +∇z
T
s ))− 2K[zs]}e
−srds
+||∇ϕt||
2e−tr ≤ ||∇ϕ0||
2, for every smooth field t→ zt ∈ Sol(D).
Here r ≥ 0 is a constant, depending on z , chosen so that
(5.2)
∀(t, x), rId +∇zt(x) +∇zt(x)
T ≥ 0, in the sense of symmetric matrices,
in order to be sure that inequality (5.1) only involves convex functionals of
(ϕ, v). From the functional analysis viewpoint, it is natural to consider solu-
tions (Bt = ∇ϕt, vt, t ∈ [0, T ]), for each fixed T > 0, in the space
C0w([0, T ], L
2(D,R2))× L2([0, T ], Sol(D)),
where C0w(L
2) just means continuity in time with respect to the weak topology
of L2 .
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5.2. Uniqueness of smooth solutions among dissipative solutions.
Theorem 5.1. Assume D = (R/Z)d and define K by (4.1), namely
K[v] =
1
2
∫
D
|∇mv(x)|2dx,
with ”relative entropy”
(5.3) ηK [a, b] = K[a]−K[b]− ((K
′[b], a− b)) =
1
2
∫
D
|∇m(a− b)(x)|2dx.
Let us fix T > 0 and consider
(Bt = ∇ϕt, vt, t ∈ [0, T ]) ∈ C
0
w([0, T ], L
2(D,R2))× L2([0, T ], Sol(D)),
a dissipative solution of the GF equation (4.4) up to time T , in the sense of
(3.1,5.1,5.2). Let (βt = ∇ψt, ωt, t ∈ [0, T ]) be any pair of smooth functions
with ω valued in Sol(D). Then there is a constant C depending only on K
and the spatial Lipschitz constant of (β, ω), up to time T , so that, for all
t ∈ [0, T ],
||Bt − βt||
2 +
∫ t
0
e(t−s)C{ηK [vs, ωs]ds− 2J
L
s }ds ≤ ||B0 − β0||
2etC
JLt = −((Bt − βt,∇(ωt · β) + ∂tβt))− ((P∇ · (βt ⊗ βt) +K
′[ωt], vt − ωt)).
(5.4)
In particular, JLt exactly vanishes as (β = ∇ψ, ω) is a smooth solution to the
GF equation (4.4), namely
∂tβt +∇(ωt · βt) = 0, K
′[ωt] = −P∇(βt ⊗ βt),
in which case
||Bt − βt||
2 +
∫ t
0
e−(t−s)CηK [vs, ωs]ds ≤ ||B0 − β0||
2e−tC .(5.5)
This implies the uniqueness of smooth solutions among all dissipative solu-
tions, for any given prescribed smooth initial condition.
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5.3. Global existence of dissipative solutions. In the spirit of [10], at
least in the case: D = Td ,
E [ϕ] =
1
2
∫
Td
|∇ϕ(x)|2dx, K[v] =
1
2
∫
Td
|(∇)mv(x)|2dx (m = 0, 1, 2, · · ·),
it is fairly easy to establish, for the ”dissipative” formulation (3.1,5.1,5.2) of
(3.1,3.7) and for each initial condition ϕ0 with finite Dirichlet integral, the exis-
tence of a global solution (B = ∇ϕ, v) in C0w(R+, L
2(D,Rd))×L2(R+, Sol(D)).
Without entering into details, let us sketch the proof. We approximate B0
strongly in L2 by some smooth field Bǫ0 = ∇ϕ
ǫ
0 and mollify K by substituting
for it
KM,ǫ(v) = K(v) + ǫ||∇Mv||2
with M sufficiently large (M > d/2 + 1) and ǫ > 0. In this case, we get,
M and ǫ being fixed, a uniform a priori bound for v in L2([0, T ], C1(D)),
which is enough to solve transport equation (3.1) in the classical framework
of the Cauchy-Lipschitz theory of ODEs. Then, we get a smooth approximate
solution (Bǫ = ∇ϕǫ, vǫ) satisfying transport equation (3.1), i.e.,
∂tϕ
ǫ
t +∇ · (ϕ
ǫ
tv
ǫ
t) = 0,
together with (5.1,5.2), namely∫ t
0
{2KM,ǫ[vǫs] + ((B
ǫ
s ⊗ B
ǫ
s, rId +∇zs +∇z
T
s ))− 2K
M,ǫ[zs]}e
−srds
+||Bǫt ||
2e−tr ≤ ||Bǫ0||
2, for every smooth field t→ zt ∈ Sol(D)
satisfying (5.2), and, in particular (for z = 0)∫ t
0
2KM,ǫ[vǫs]ds+ ||B
ǫ
t ||
2 ≤ ||Bǫ0||
2.
We get enough compactness for the approximate solutions to get a limit (B, v)
in space
C0w(R+, L
2(D,Rd))× L2(R+, Sol(D)),
and pass to the limit in the transport equation (since Bǫ = ∇ϕǫ ). Finally, by
lower semi-continuity, we may pass to the limit in the dissipation inequality
and obtain (5.1,5.2), which concludes the (sketch of) proof.
Observe that, for m ≥ 1, the L2 norm of ∇vt is square integrable in time.
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This implies by DiPerna-Lions ODE theory (see [14]), as already discussed,
that the law of ϕt stays unchanged during the evolution by (3.1) (but, unless
m > 1 + d/2, not necessarily its topology, which is of some interest in view of
the minimization problem (2.3) we started with). However, unless m > 1+d/2,
it is unclear to us that (3.1,3.7) even admits local smooth solutions.
Appendix: Proof of Theorem 5.1
Choose r ≥ 0 such that ω satisfies (5.2), namely
∀(t, x), rId +∇ωt(x) +∇ωt(x)
T ≥ 0, in the sense of symmetric matrices.
Since (B = ∇ϕ, v) is a dissipative solution, we get, by setting z = ω in
definition (5.1),
(5.6)
∫ t
0
{2K[vs] + ((Bs ⊗ Bs, rId +∇ωs +∇ω
T
s ))− 2K[ωs]}e
−srds
+||Bt||
2e−tr ≤ ||B0||
2.
Let us now introduce for each t ∈ [0, T ]
(5.7)
Nt = ||B0||
2ert−
∫ t
0
{2K[vs]+((Bs⊗Bs, rId+∇ωs+∇ω
T
s ))−2K[ωs]}e
r(t−s)ds
so that
Nt ≥ ||Bt||
2, ∀t ∈ [0, T ].
By definition (5.7) of Nt , we have
(
d
dt
− r)Nt = −2K[vt]− ((Bt ⊗Bt, rId +∇ωt +∇ω
T
t )) + 2K[ωt]
and, therefore,
(5.8)
d
dt
Nt = r(Nt − ||Bt||
2)− 2K[vt] + ((Bt ⊗ Bt,∇ωt +∇ω
T
t )) + 2K[ωt]
(in the distributional sense and also for a.e. t ∈ [0, T ]).
We now want to estimate
(5.9) et = ||Bt − βt||
2 + (Nt − ||Bt||
2) = Nt − 2((Bt, βt)) + ||βt||
2, ∀t ∈ [0, T ],
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where βt = ∇ψt . Since (B = ∇ϕ, v) is a dissipative solution, it solves trans-
port equation (3.1) which implies
∂tBt +∇(Bt · vt) = 0,
after derivation in x. Thus
d
dt
((Bt, βt)) =
∫
Bti(βti,t + vtiβtj,j)
(where we use notations βti,j = ∂j(βt)i , etc...and skip summations on repeated
indices i, j ...).
Using (5.8) and definition (5.9), we deduce
d
dt
et = r(Nt − ||Bt||
2)− 2K[vt]− ((Bt ⊗ Bt,∇ωt +∇ω
T
t )) + 2K[ωt]
+
∫
2(β − B)tiβti,t − 2Btivtiβtj,j.
Thus
d
dt
et = r(Nt − ||Bt||
2)− 2K[vt] + 2K[ωt] + Jt
where
Jt =
∫
−BtiBtj(ωti,j + ωtj,i) + 2(β −B)tiβti,t − 2Btivtiβtj,j.
Denoting the ”relative entropy” of K by ηK [a, b] = K[a]−K[b]−((K
′[b], a−b)),
we have obtained
(5.10)
d
dt
et + 2ηK [vt, ωt] = r(Nt − ||Bt||
2) + Jt − 2((K
′[ωt], vt − ωt))
We may write
Jt = J
Q
t + J
L1
t + J
L2
t + J
C
t
where JQt , J
L1
t , J
L2
t , J
C
t are respectively quadratic, linear, linear, and constant
with respect to B − β and v − ω , with coefficient depending only on ω, β :
JQt =
∫
−(B − β)ti(B − β)tj(ωti,j + ωtj,i)− 2(B − β)ti(v − ω)tiβtj,j
JL1t =
∫
2(B − β)ti[−βtj(ωti,j + ωtj,i)− βti,t − ωtiβtj,j]
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JL2t = −
∫
2(v − ω)tiβtiβtj,j
JCt =
∫
[−βtiβtj(ωti,j + ωtj,i)− 2βtiωtiβtj,j].
Let us reorganize these four terms. By integration by part of its first term, we
see that JCt = 0, using that β is a gradient and ω is divergence-free. More
precisely
−
∫
βtiβtj(ωti,j + ωtj,i) = −2
∫
βtiβtjωti,j = 2
∫
βtiβtj,jωti + 2
∫
βtiβtj,jωti
= 0 + 2
∫
βtiβtj,jωti.
Using that vt−ωt is divergence-free while β is a gradient, we immediately get
JL2t = −2((P∇ · (βt ⊗ βt), vt − ωt)).
Next, we find
JL1t = −2((Bt − βt,∇(ωt · β) + ∂tβt)).
Indeed, since
JL1t =
∫
2(B − β)ti[−βtj(ωti,j + ωtj,i)− βti,t − ωtiβtj,j]
we get
JL1t +2((Bt−βt,∇(ωt·β)+∂tβt)) =
∫
2(B−β)ti[−βtj(ωti,j+ωtj,i)+(ωtjβtj),i−ωtiβtj,j]
=
∫
2(B−β)ti[−(βtjωti)j−βtjωtj,i+ωtj,iβtj+ωtjβtj,i] =
∫
2(B−β)ti[−(βtjωti)j+ωtjβtj,i]
=
∫
2(B − β)ti[−(βtjωti),j +(βtiωtj),j −βtiωtj,j] = 0
(since ω is divergence-free while Bt − βt and βt are gradients). Next, since
JQt =
∫
−(B − β)ti(B − β)tj(ωti,j + ωtj,i)− 2(B − β)ti(v − ω)tiβtj,j
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we may find, for any fixed ǫ > 0, a constant Cǫ (depending on the spatial
Lipschitz constant of (β, ω)) such that
JQt ≤ ǫ||vt − ωt||
2 + Cǫ||Bt − βt||
2.
Using (5.3), we may choose ǫ small enough so that
ǫ||vt − ωt||
2 ≤ ηK [vt, ωt].
So, we get from (5.10)
(5.11)
d
dt
et + ηK [vt, ωt] ≤ r(Nt − ||Bt||
2) + Cǫ||Bt − βt||
2 + 2JLt
where
JLt = −((Bt − βt,∇(ωt · β) + ∂tβt))− ((P∇ · (βt ⊗ βt) +K
′[ωt], vt − ωt)).
By definition (5.9) of et , namely et = ||Bt − βt||
2 + (Nt − ||Bt||
2), we have
obtained
d
dt
et + ηK [vt, ωt] ≤ Cet + 2J
L
t
for a constant C depending only on β , ω and K . By integration we deduce
et +
∫ t
0
e(t−s)CηK [vs, ωs]ds ≤ e0e
tC + 2
∫ t
0
e(t−s)CJLs ds.
Next, let us remind that et ≥ ||Bt − βt||
2 with equality for t = 0 (since
Nt ≥ ||Bt||
2 with equality at t = 0). Thus, we have finally obtained
||Bt − βt||
2 +
∫ t
0
e(t−s)CηK [vs, ωs]ds ≤ ||B0 − β0||
2etC + 2
∫ t
0
e(t−s)CJLs ds
with
JLt = −((Bt − βt,∇(ωt · β) + ∂tβt))− ((P∇ · (βt ⊗ βt) +K
′[ωt], vt − ωt))
and the proof of Theorem 5.1 is now complete.
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