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This paper considers a linear-nonquadratic optimal control problem subject to
nonlinear terminal inequality constraints. We approximate it by a series of approxi-
mate problems via the penalty method. It is shown that the optimal control
functions of the approximate problems uniformly converge to the optimal control
function of the original terminal constrained problem. Furthermore, the optimal
values of the approximate problems also converge to the optimal value of the
original problem under some mild conditions. Q 1997 Academic Press
1. INTRODUCTION
Linear-quadratic optimal control problems with terminal constraints
 w xhave been extensively investigated in the literature for example, see 2]8
.and the references cited therein . Linear-nonquadratic optimal control
problems without terminal constraints have also been thoroughly studied
 w x.see 9]11 . Then, a natural question to ask is how to solve linear-
w xnonquadratic optimal control problems with terminal constraints. In 8 , a
linear-nonquadratic optimal control problem with an inequality terminal
w xconstraint is handled by the maximum principle 1 , leading to a two-point
boundary-value problem. For the existence of optimal controls, some
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hypotheses such as the convexity assumption are made. In this paper, we
consider a class of linear-nonquadratic optimal control problems. In Sec-
tion 2, we formulate our optimal control problem, where the controlled
system is a time-varying system with forcing term, the terminal constraints
are described by nonlinear inequalities, and the cost functional is a
nonquadratic Bolza type functional. Note that the terminal inequality
constraints include those cases in which the constraint sets are described
by linear manifolds or hyper-ellipsoids, or their finite intersections as
special cases. In Section 4 and Section 5, we use the idea of the penalty
method to handle our terminal constrained optimal control problem. We
construct a sequence of linear-nonquadratic optimal control problems
without terminal constraints. Under a controllability condition and appro-
priate convexity assumptions, we show that the optimal control functions
of the approximate problems uniformly converge to the optimal control
function of the original optimal control problem, while the optimal values
of the approximate problems also converge to the optimal value of the
original problem as the penalty constant tends to infinity.
2. PROBLEM STATEMENT
 .  1 ..Let C S , S respectively, C S , S denote the set of all continuous1 2 1 2
 .respectively, continuously differentiable functions defined in a subset S1
of an Euclidean space with values in a subset S of another Euclidean2
w x mspace. A measurable function u : t , t ª R is called an admissible0 1
control if it is such that
t1 2< <u t dt - q`, .H
t0
< <where ? denotes the usual Euclidean norm. Let U be the class of all
admissible controls.
Now, we consider the following class of time-varying system involving a
forcing term
w xx t s A t x t q B t u t q f t , t g t , t , 2.1a .  .  .  .  .  .  .Ç 0 1
x t s x 0 , 2.1b .  .0
where x g Rn and u g Rm are the state and control vector, respectively,
0 n w x n=n.and x is a given vector in R . It is assumed that A g C t , t , R ,0 1
w x n=m. w x n.B g C t , t , R , and f g C t , t , R .0 1 0 1
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 .For each u g U, let x ?N u denote the corresponding solution of the
 .  .system 2.1a ] 2.1b . Let F be a subset of U such that the following
terminal inequality constraints are satisfied:
E x t N u F 0, j s 1, 2, . . . , l. 2.1c .  . .j 1
Elements of F are referred to as feasible controls and F is called the class
of feasible controls. The optimal control problem considered in this paper
may now be stated formally as follows.
 .Subject to dynamical system 2.1 , find a feasible control u g F such
that the cost functional
1t1 TJ u s W x t N u q Q t , x t N u q u t R t u t dt 2.2 .  .  .  .  .  .  . . . H1 2t0
1 n 1. w x n 1.is minimized over F, where W g C R , R , Q g C t , t = R , R ,0 1
 . n n 1 n 1. w x w x m= m.Q t, ? : R ª R g C R , R for each t g t , t , R g C t , t , R0 1 0 1
and the superscript T denotes transpose. Furthermore, it is assumed that
 . n 1  . n 1W ? : R ª R is convex, Q t, ? : R ª R is convex, and there exists a
d ) 0 such that0
w xR t G d I , ; t g t , t , 2.3 .  .0 m 0 1
where I denotes the identity matrix in Rm= m.m
 .Let this above optimal control problem be referred to as Problem P .
3. EXISTENCE AND UNIQUENESS OF OPTIMAL
CONTROLS
In this section, we shall establish results on the existence and unique-
ness of optimal controls.
 .THEOREM 3.1. If F / B, then Problem P admits a unique optimal
control.
 . n 1Proof. In view of the convexity assumptions on W ? : R ª R and
 . n 1 w xQ T , ? : R ª R for each t g t , t , we have0 1
T
­ W y .
nW x G W x t N 0 q x y x t N 0 , ;x g R , .  .  . .  .1 1 /­ y  .ysx t N01
T
­ Q t , y .
Q t , x G Q t , x t N 0 q x y x t N 0 , .  .  . .  . /b y  .ysx tN0
n w x;x g R , t g t , t . 3.1 .0 1
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 . w x nLet G ?, s : t , t ª R be the matrix solution of the homogeneous linear0 1
matrix differential system
Ç w x w xX t , s s A t X t , s , t , s g s, t = t , t , .  .  .  . 1 0 1 3.2 . X s, s s I . n
w x n=n  .for any s g t , t , where I denotes the identity matrix in R . By 3.10 1 n
 .  .and 2.3 , it follows from 2.2 that
T
­ W y . t1J u G J 0 q G t , t B t u t dt .  .  .  .  .H 1 /­ y t .ysx t N0 01
T
­ Q t , y d .t t 01 2< <q G t , t B t u t dt q u t dt .  .  .  .H H /­ y 2t t .ysx tN00 0
d ­ W y .t 01 T2< <G J 0 q u t q G t , t .  .  .H 1 2 ­ yt  .ysx t N00 1
T
­ Q t , y .t1 Tq G t , t dt B t u t dt .  .  .H 5­ yt  .ysx tN0
dt 01 2< < < <G J 0 q u t y C u t dt .  .  .H 2t0
2 2d C C t y t .t 0 1 01 < <s J 0 q u t y dt y .  .H 2 d 2dt 0 00
C 2 t y t .1 0G J 0 y , ;u g U , 3.3 .  .
2d0
where
­ W y .T TC [ max N B t G t , t .  .1 ­ yt FtFt  .0 1 ysx t N01
­ Q t , y .t1 Tq G t , t dt . .H
­ yt  .ysx tN0
Thus,
inf J u ) y`. 3.4 .  .
ugF
PAN AND TEO180
On the other hand, since F / `, we have
inf J u - q`. 3.5 .  .
ugF
 .  .  .Combining 3.4 and 3.5 , inf J u is a finite real number. Clearly,u g F
 4there exists a sequence u : F such thatm
lim J u s inf J u . 3.6 .  .  .m
mª` ugF
 .From 3.3 , it follows that
2
d Ct 01 < <J u G u t y dt .  .Hm m2 dt 00
C 2 t y t .1 0qJ 0 y , m s 1, 2, . . . 3.7 .  .
2d0
which yields
22C Ct t1 12< < < <u t dt F 2 u t y dt q t y t .  .  .H Hm m 1 0 5 /d dt t 0 00 0
21 C
F 4 J u y J 0 q t y t .  .  .m 1 0 5 /d d0 0
21 C
F 4 sup J u y J 0 q t y t - q`, .  .  .m 1 0 5 /d dm0 0
m s 1, 2, . . . 3.8 .
 4  m.This, in turn, implies that u is a bounded sequence in L t , t ; Rm 2 0 1
which is the Hilbert space consisting of all elements of U and the inner
product defined by
t1 T :v, w [ v t w t dt , ;v, u g U . .  .H
t0
 4Hence, there exist a subsequence u and a u g U such thatm `n
u ª u 3.9 .m `n
 m.in the weak topology of L t ,t ; R as n ª `. Then by the Banach]Saks2 0 1
 X4  Y4theorem, there exist two positive integer sequences n , n , and a vectorp p
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 .T 4Yl , l , . . . , l such thatn n q1 np9 p9 p
n X - n Y - n X - n Y - . . . - n X - n Y - . . . , 3.10 .1 1 2 2 p p
np0
Xl G 0, l G 0, . . . , l G 0, l s 1, p s 1, 2, . . . 3.11 .n n q1 n np p9 p0
nsnp9
and
2np0
t1lim l u t y u t dt s 0. 3.12 .  .  .H n m `npª` t0 nsnp9
 . w x m. 1Now, noting that J ? : L t , t , R ª R is convex and continuous, we2 0 1
have
n np0 p0
J u s lim J l u F lim l J u .  . ` n m n mn n /pª` pª`nsn nsnp9 p9
s lim J u s inf J u 3.13 .  .  .m
mª` ugF
and
E x t N u s lim E x t N u F 0, j s 1, 2, . . . , l. 3.14 .  . .  . .j 1 ` j 1 m
mª`
Therefore,
u g F , J u s inf J u , 3.15 .  .  .` `
ugF
 .and hence, u is an optimal control to Problem P . The uniqueness of the`
optimal controls follows readily from the strict convexity of the cost
functional and the convexity of the feasible set F.
 . w xDEFINITION 3.1. We say that A, B is controllable on t , t if the0 1
matrix
t1 T TG t , t B t B t G t , t dt .  .  .  .H 1 1
t0
is positive definite.
 w x. 1 nIt is well known see Lemma 1 in Section 13 of 1 that for any x g R ,
 . w xif A, B is controllable on t , t then there exists a u g U such that0 1
x t N u s x1. 3.16 .  .1
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Thus, as a direct consequence of Theorem 3.1, we have
 . w xCOROLLARY 3.1. Let A, B be controllable on t , t . If0 1
x g Rn N E x F 0, j s 1, 2, . . . , l / B, 3.17 .  . 4j
 .then Problem P admits a unique optimal control.
4. PENALTY METHOD
Using the concept of a penalty function, we can append the terminal
constraints to the cost functional, leading to an augmented cost functional
l
J u [ g g E x t N u .  . . .g j 1
js1
1t1 Tq W x t N u q Q t , x t N u q u t R t u t dt , .  .  .  .  . . . H1 2t0
4.1 .
where u g U,
1¡ 2 kr , if r G 0,~g r s . 2k¢
0, otherwise,
k and g are two positive integers. We now obtain an unconstrained
optimal control problem for each positive integer g , where the augmented
 .  .cost functional J ? is to be minimized over U subject to system 2.1ag
 .with initial condition 2.1b . Let this unconstrained optimal control prob-
 .lem be referred to as Problem P .g
l   ..  . 1 n 1.Note that  g E ? q W ? g C R , R and is convex. Further-js1 j
 .more, there is no terminal constraint involved in Problem P . Thus, as ag
special case of Theorem 3.1, we have
 .COROLLARY 4.1. Problem P admits a unique optimal control for eachg
g ) 0.
5. MAIN CONVERGENCE RESULT
Now, we present our main convergence result in the following theorem.
 . w x  .THEOREM 5.1. Let A, B be controllable on t , t . If 3.17 is satisfied,0 1
then
< <lim max u t y u t s 0, 5.1 .  .  .Ã Ãg
gª` t FtFt0 1
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 .  .where u and u are the optimal controls of Problem P and Problem P ,Ã Ãg g
respecti¨ ely. Furthermore,
lim J u s J u . 5.2 .  .Ã Ã .g g
gª`
Proof. From Corollary 3.1 and Corollary 4.1, there exist u and u whichÃ Ãg
 .  .are the unique optimal controls of Problem P and Problem P , respec-g
Ã 1 nw x .tively. By the maximum principle, there exists a c g C t , t , R suchg 0 1
that
y1 T Ã w xu t s R t B t c t , ; t g t , t 5.3 .  .  .  .  .Ãg g 0 1
and
¡ ­ Q t , y .TÇÃ Ã w xc t q A t c t s , t g t , t , .  .  .g g 0 1­ y  .ysx tNuÃg
l ­ E y .j~ 5.4Ã  .c t s y g h E x t N u . Ã . . g 1 j 1 g ­ y  .ysx t NuÃjs1 1 g
­ W y .
q ,¢ ­ y  .ysx t NuÃ1 g
where
r 2 ky1 , if r G 0, 5.5 .h r s .  0, otherwise.
 .Clearly, the first equality in 5.4 is equivalent to
TÃ Ãc t s G t , t c t .  .  .g 0 g 0
­ Q t , y .t T w xq G t , t dt , ; t g t , t , 5.6 .  .H 0 1­ y  .t ysx tNuÃ0 g
 . w x n=n  .where G ?, s : t , t ª R is the matrix solution of 3.2 for any s g0 1
w x  .  .t , t . Substituting 5.6 into the right-hand side of 5.3 , we get0 1
y1 Tu t s R t B t .  .  .Ãg
­ Q t , y .tT TÃ= G t , t c t q G t , t dt , .  .  .H0 g 0 ­ y  .t ysx tNuÃ0 g
w x; t g t , t . 5.7 .0 1
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Thus,
t1 G t , t B t u t dt .  .  .ÃH 1 g
t0
t1 y1 T T Ãs G t , t B t R t B t G t , t dt c t .  .  .  .  .  .H 1 0 g 0
t0
­ Q t , y .t t1 y1 T Tq G t , t B t R t B t G t , t dt dt .  .  .  .  .H H 1 ­ y  .t t ysx tNuÃ0 0 g
t1 y1 T T T Ãs G t , t B t R t B t G t , t dt G t , t c t .  .  .  .  .  .  .H 1 1 0 1 g 0
t0
t t1 1 y1 T Tq G t , t G t , t B t R t B t G t , t dt .  .  .  .  .  .H H1
t t0
­ Q t , y .
= dt . 5.8 .
­ y  .ysx tNuÃg
 .Now, it is clear from 5.8 that
t1 y1 T T T ÃG t , t B t R t B t G t , t dt G t , t c t .  .  .  .  .  .  .H 1 1 0 1 g 0
t0
t1s G t , t B t u t .  .  . ÃH 1 g
t0
t1 y1 T Ty G t , t B t R t B t G t , t dt .  .  .  .  .H
t
­ Q t , y .
= dt. 5.9 .
­ y  .ysx tNuÃg
Note that we can find a constant C ) 0 such thatF
< < < < m= mM F C M , ;M g R , 5.10 .FF
where
< < < < < < < m 4M [ max Mv v s 1, v g R
and
m
2< <M [ M ,F i j(
i , js1
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 .where M is the i, j -element of M. Thus, we havei j
2 22 2m T< < < < < <w x; t g t , t , v g R , R t v s v R t v F R t v .  .  .0 1
2 22 2< < < < < < < <F C R t v F C v max R s . 5.11 .  .  .F FF F
t FsFt0 1
 .y1  . mTaking v s R t w in 5.11 , where w is an arbitrary vector in R , we get
< < 2wy1 2 m< < w xR t w G , ;u g R , t g t , t . 5.12 .  .0 12< <C max R s . FF t F sF t0 1
 .  .Relation 5.12 together with 2.3 yields
Ty1 y1 y1 y1 2T < <w R t w s R t w R t R t w G d R t w .  .  .  .  . . 0
< < 2d w0 m w xG , ;w g R , t g t , t . 5.13 .0 12< <C max R s . FF t F sF t0 1
 .By 5.13 , we obtain
t1 y1 T TTy G t , t B t R t B t G t , t dt y .  .  .  .  .H 1 1
t0
Tt1 T T y1 T Ts B t G t , t y R t B t G t , t ydt .  .  .  .  . .H 1 1
t0
d t0 1 T T 2< <G B t G t , t y dt .  .H 12< < tC max R s . 0FF t F sF t0 1
d0 Ts y2< <C max R s . FF t F sF t0 1
t1 T T n= G t , t B t B t G t , t dt y, ;y g R . 5.14 .  .  .  .  .H 1 1
t0
 .Since A, B is controllable,
t1 T TG t , t B t B t G t , t dt .  .  .  .H 1 1
t0
 .is positive definite. Therefore, it is clear from 5.14 that
t1 y1 T TG t , t B t R t B t G t , t dt .  .  .  .  .H 1 1
t0
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 .is positive definite. Thus, it follows from 5.9 that
y1
t1T y1 T TÃc t s G t , t G t , t B t R t B t G t , t dt .  .  .  .  .  .  .Hg 0 1 0 1 1
t0
t1
= G t , t B t u t .  .  .ÃH 1 g t0
t1 y1 T Ty G t , t B t R t B t G t , t dt .  .  .  .  .H
t
­ Q t , y .
= dt . 5.15 .5 5­ y  .ysx tNuÃg
 .On the other hand, by 3.3 , we have
q` ) min J u s min J u .  .g
ugF ugF
G min J u s J u G J u . Ã Ã .  .g g g g
ugU
2 2d C C t y t .t 0 1 01 < <G J 0 q u t y dt y . 5.16 .  .  .ÃH g2 d 2dt 0 00
 .Thus, similar to 3.8 , we obtain
21 Ct1 2< <u t dt F 4 J u y J 0 q t y t , g s 1, 2, . . . .  .  .Ã Ã .H g g 1 0 5 /d dt 0 00
5.17 .
 .However, by 5.16 , we recall that
min J u G J u . . Ã .g
ugF
 .On this basis, it is clear from 5.17 that
21 Ct1 2< <u t dt F 4 min J u y J 0 q t y t .  .  .  .ÃH g 1 0 5 /d dugFt 0 00
- q`, g s 1, 2, . . . 5.18 .
 .In view of 5.18 , we can easily show that
< <sup max x t N u - q`. 5.19 .Ã .g
t FtFt0 1g
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 .Thus, it follows from 5.15 that
Ã< <sup c t - q`. 5.20 .  .g 0
g
 4  4  .  .Let g be a subsequence of g . Then, by 5.18 and 5.20 , there exist am
Ã n 4  4subsequence of g , which we denote by g , a w g U, and a c g RÃm mn
such that
u ª w 5.21 .Ã Ãgmn
w x m.in the weak topology of L t , t , R , as n ª ` and2 0 1
Ã Ãc t ª c 5.22 .  .g 0mn
 .as n ª `. Now, by 5.21 , we have
w xlim x t N u s x t N w , ; t g t , t . 5.23 .  .Ã Ã .m 0 1nnª`
 .  .  .Thus, it follows from 5.6 , 5.22 ] 5.23 , and the Lebesgue dominated
convergence theorem that
TÃ Ã Ãlim c t s c t [ G t , t c .  .  .g 0mnnª`
­ Q t , y .t T w xq G t , t dt , ; t g t , t . .H 0 1­ yt  .ysx tNwÃ0
5.24 .
 .  .  .Now, by 5.6 , it can be verified by virtue of 5.18 and 5.20 that
Ã< <sup max c t - q`. 5.25 .  .g
t FtFt0 1g
 .  .Thus, by the Lebesgue dominated convergence theorem, 5.3 , 5.21 , and
 .5.24 , we can show that
t1 2< <lim u t y w t dt s 0 5.26 .  .  .Ã ÃH gmnnª` t0
and
y1 T mÃ w xw ? s R ? B ? c ? g C t , t , R . 5.27 .  .  .  .  . .Ã 0 1
 .  .  .By 5.26 , it follows from the definitions of x ?N u and x ?N w thatÃ Ãgmn
< <lim max x t N u y x t N w s 0. 5.28 .  .Ã Ã /gmnnª` t FtFt0 1
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 .  .  .Therefore, from 5.6 , 5.22 , and 5.28 , we obtain
Ã Ã< <lim max c t y c t s 0. 5.29 .  .  .gmnnª` t FtFt0 1
 .  .  .  .Combining 5.3 , 5.26 ] 5.27 , and 5.29 , we obtain
< <lim max u t y w t s 0. 5.30 .  .  .Ã Ãgmnnª` t FtFt0 1
Next, we note that
J u s min J u F inf J u s min J u - q`, g s 1, 2, . . . .  .  .Ã .g g g g
ugU ugF ugF
5.31 .
 .  .In view of 5.30 and 5.31 , it is clear that
l l
g E x t N w s lim g E x t N u .Ã Ã .  . .   / /j 1 j 1 mnnª`js1 js1
1
s lim J u y W x t N uÃ Ã /  /g g 1 g /m m m n n ngnª` mn
1t1 Tq Q t , x t N u q u t R t u t dt .  .  .Ã Ã ÃH  /g g g /m m m 5 5n n n2t0
1
F lim min J u y W x t N u . Ã / 1 g / mngnª` ugFmn
1t1 Tq Q t , x t N u q u t R t u t dt .  .  .Ã Ã ÃH  /g g g /m m m 5 5 n n n2t0
1
s lim min J u y W x t N w .   .Ã .1gnª` ugFmn
1t1 Tq Q t , x t N w q w t R t w t dt s 0. .  .  .  . .Ã Ã ÃH 5 52t0
5.32 .
Thus,
w g F . 5.33 .Ã
 .On the other hand, it follows from 5.31 that
lim sup J u F min J u . 5.34 .  .Ã /g gm mn n ugFnª`
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 .By 5.30 , we have
J w s lim J u s lim inf J u .Ã Ã Ã /  /g gm mn nnª` nª`
F lim inf J u . 5.35 .Ã /g gm mn nnª`
 .  .  .Noting 5.33 , and combining 5.34 and 5.35 , we obtain
J w s min J u s lim J u . 5.36 .  .  .Ã Ã /g gm mn nnª`ugF
 .Therefore, by the uniqueness of the optimal control of Problem P , we
have
w s u. 5.37 .Ã Ã
 .  .  .  4Finally, combining 5.30 , 5.36 , and 5.37 , and noting that g is anm
 4  .  .arbitrary subsequence of g , 5.1 and 5.2 follow readily. This completes
the proof.
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