The autoconjugacy of the 3x+1 function  by Monks, Kenneth G. & Yazinski, Jonathan
Discrete Mathematics 275 (2004) 219–236
www.elsevier.com/locate/disc
The autoconjugacy of the 3x + 1 function
Kenneth G. Monks, Jonathan Yazinski
Department of Mathematics, University of Scranton, Scranton, PA 18510, USA
Received 29 July 2002; received in revised form 12 March 2003; accepted 9 April 2003
Abstract
The 3x+1 map T is de2ned on the 2-adic integers by T (x)=x=2 for even x and T (x)=(3x+1)=2
for odd x and the 3x+1 conjecture states that the T -orbit of any positive integer contains 1. We
de2ne and study properties of the unique nontrivial autoconjugacy  of T . This autoconjugacy
sends x to the unique 2-adic integer whose parity vector is the one’s complement of the parity
vector of x. We prove that if  maps rational numbers to rational numbers then there are no
divergent T -orbits of positive integers. The map  is then used to restate the 3x+ 1 conjecture
in a parity neutral form. We derive a necessary and su9cient condition for a cycle to be
self-conjugate and show that self-conjugate cycles contain only positive elements. It is then
shown that the only self-conjugate cycle of integers is {1; 2}. Finally, we prove that for any
rational 2-adic integer x, lim n(x)n + limn((x))=n = 1 where n(x) is the number of ones in
the 2rst n digits of the parity vector of x; and we use this along with generalizations of known
restrictions on lim n(x)=n to prove most of the results in the paper.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Let X be a topological space, f; g :X → X , and x∈X . The f-orbit of x is the
in2nite sequence
x; f(x); f2(x); f3(x); : : : ;
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where fk =f ◦fk−1for all k¿ 1 and f0 is the identity map. De2ne Of(x) = {fk(x):
k ∈N}. The f-orbit of x, x itself, and Of(x) are all said to be eventually cyclic if
Of(x) is 2nite and divergent otherwise. If fk(x) = x for some k¿ 1 then Of(x) is
called an f-cycle and in this case we say x is cyclic. Maps f and g are conjugate with
conjugacy h if and only if there exists a bijective homeomorphism h :X → X such
that g ◦ h= h ◦ f. Conjugacy is an equivalence relation on the set of maps from X to
X . The set of autoconjugacies of f forms a group under composition called Aut(f).
Let Z2 denote the ring of 2-adic integers and de2ne T :Z2 → Z2 by
T (x) =


x
2
if x is even;
3x + 1
2
if x is odd:
In this terminology we have the famous
3x + 1 Conjecture. The T -orbit of any positive integer contains 1.
The shift map,  :Z2 → Z2, is de2ned by
(x) =


x
2
if x is even;
x − 1
2
if x is odd:
Lagarias [5] proved that T is conjugate to  with conjugacy the parity vector map 1
−1 :Z2 → Z2 de2ned by −1(x) =
∑∞
k=0 (T
k(x)Mod 2) · 2k where
aMod 2 =
{
0 if a is even;
1 if a is odd:
If x∈Z2 then −1(x) is called the parity vector of x. Bernstein [1] gives an explicit
formula for the inverse conjugacy , namely,
(2d0 + 2d1 + 2d2 + · · ·) =−
∑
i
1
3i+1
2di ; (1.1)
whenever 06d0¡d1¡d2¡ · · · is a 2nite or in2nite sequence of natural numbers.
Hedlund [4] proved that Aut()= {id; V} with respect to the standard 2-adic metric
topology where id is the identity map and V (x) =−1− x. If we de2ne
 :=  ◦ V ◦ −1
it follows immediately that
Aut(T ) = {id; }:
Thus,  is the unique nontrivial autoconjugacy of the 3x+1 map. Hence, ◦T =T ◦
and 2 = id.
1 The map −1 is called Q∞ in [5].
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The purpose of this paper is to describe some relationships between the map 
and the 3x + 1 problem. In the next section, we state our main results and illustrate
their implications without proof. In Section 3, we provide some background on the
qualitative behavior of the T -orbits of rational 2-adic integers. The proofs of theorems
stated in Section 2 are then provided in Section 4.
2. Main results
Let x∈Z2. It can be expressed uniquely as a 0; 1-valued in2nite sequence x0x1x2x3 · · ·
where xk = (k(x)Mod 2) so that x =
∑∞
k=0 xk · 2k . We refer to this sequence as the
binary representation of x.
Let Qodd be the set of rational numbers which have an odd denominator in reduced
fraction form. 2 The elements of Qodd are ordered by the usual relation ¡ on Q ⊆ R.
It is well known that Qodd is isomorphic to the subring of Z2 consisting of those
2-adic integers whose binary representation is eventually periodic, i.e. those which are
eventually cyclic for . Since T and  are conjugate and conjugacies map eventually
cyclic points to eventually cyclic points, the parity vector of x is rational if and only
if x is eventually cyclic for T . Furthermore, as eventually cyclic elements x satisfy
Tk(x) = T j(x) for some k; j with k 	= j, they are the root of a linear polynomial with
rational coe9cients and so must be rational. Thus (Qodd) ⊆ Qodd.
The binary representations of −1(x), (x), and V (x), can be easily described as
follows: −1(x)=y0y1y2y3 · · · where yk=(Tk(x)Mod 2) for all k ∈N, (x)=x1x2x3 · · ·,
and V (x) = x∗0 x
∗
1 x
∗
2 x
∗
3 · · · where 0∗ = 1 and 1∗ = 0. Thus, the binary representation of
−1(x) is obtained from the T -orbit of x by replacing each term with its value Mod 2,
the shift map removes the leading binary digit of x; and V maps x to the 2-adic integer
whose binary representation is the one’s complement of the binary representation of x.
Consequently the autoconjugacy  can be thought of in this way:  maps a 2-adic
integer x to the unique 2-adic integer (x) whose parity vector is the one’s complement
of the parity vector of x. In other words, all corresponding terms in the T -orbits of x
and (x) have opposite parity.
Example 1. The T -orbit of − 113 is
−11
3
;−5;−7;−10
(where the overbar denotes a periodic sequence) and the T -orbit of 85 is
8
5
;
4
5
;
2
5
;
1
5
:
Since the corresponding terms of these orbits have opposite parity, by uniqueness we
conclude that (− 113 ) = 85 .
2Qodd is called Q[(2)] in [6].
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Example 2. Suppose we wish to compute (3). Notice that the T -orbit of 3 is
3; 5; 8; 4; 2; 1
so that −1(3) = 110001 and its one’s complement is V ◦−1(3) = 001110. By (1.1)
we obtain
(3) =  ◦ V ◦ −1(3) = (001110) =−4
9
;
whose T -orbit is
−4
9
;−2
9
;−1
9
;
1
3
; 1; 2:
It is well known that the 3x + 1 Conjecture is equivalent to the conjunction of the
two conjectures.
Divergent orbits conjecture. No positive integer has a divergent T -orbit.
Nontrivial cycles conjecture. The only T -cycle of positive integers is {1; 2}.
Bernstein and Lagarias [2] have shown that the divergent orbits conjecture is implied
by their
Periodicity conjecture. −1(Qodd) ⊆ Qodd.
Since (Qodd) ⊆ Qodd and V (Qodd) =Qodd, the periodicity conjecture implies that
(Qodd) =  ◦ V ◦ −1(Qodd) ⊆ Qodd. For this reason we are led to make the
Autoconjugacy conjecture. (Qodd) ⊆ Qodd.
Our 2rst result is that the latter two conjectures are equivalent to a strong form of
the divergent orbits conjecture.
Theorem 2.1. The following are equivalent.
(a) The periodicity conjecture.
(b) The autoconjugacy conjecture.
(c) No rational 2-adic integer has a divergent T -orbit.
Furthermore, the statement (Z+) ⊆ Qodd is equivalent to the divergent orbits con-
jecture.
Thus in particular, the autoconjugacy conjecture implies the divergent orbits con-
jecture, i.e. if (x) is rational for every rational 2-adic integer x then there are no
divergent T -orbits of positive integers.
It is also possible to restate the 3x+1 Conjecture in terms of . De2ne  :Z2 → Z2
by
(x) =


x
2
if x is even;
(x) if x is odd
for all x∈Z2.
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Also de2ne a relation ∼ on Z2 by
x ∼ y ⇔ (x = y or x = (y))
for all x; y∈Z2. It is easy to verify that ∼ is an equivalence relation on Z2 and that
Z2= ∼ ={{x; (x)}: x∈Z2 and x is odd}
i.e. the equivalence classes are two element sets containing one odd 2-adic integer and
one even 2-adic integer that are -conjugates of each other. For example, {− 113 ; 85}
is one such equivalence class (see Example 1). We write [x] as an abbreviation for
{x; (x)}; i.e. [x] denotes the equivalence class of x. For example, (1)=2 so that we
have [1] = {1; 2} = [2]. Since (T (x)) = T ((x)), the map T induces a well-de2ned
map  :Z2= ∼→ Z2= ∼ by ([x]) = [T (x)] for all x∈Z2.
We can restate the 3x + 1 Conjecture in terms of both  and the induced map .
Theorem 2.2. The following are equivalent.
(a) The T -orbit of any positive integer contains 1.
(b) The -orbit of any positive integer contains 1.
(c) The -orbit of the class of any positive integer contains [1].
De2ne T0(x) = x=2 and T1(x) = (3x + 1)=2 so that
T (x) =
{
T0(x) if x is even;
T1(x) if x is odd:
In this notation, Theorem 2.2(b) says that we can replace T1 by  in the de2nition of
T , and an equivalent conjecture is obtained.
Example 3. The T -orbit of 3 is
3; 5; 8; 4; 2; 1;
while the -orbit of 3 is
3;− 49 ;− 29 ;− 19 ; 8; 4; 2; 1
and the -orbit of [3] is{
3;−4
9
}
;
{
−2
9
; 5
}
;
{
−1
9
; 8
}
;
{
4;
1
3
}
; {2; 1}:
The map  is a parity neutral version of the 3x + 1 map in the following sense.
Let z ∈Z2= ∼. Then z = {a; b} for some a; b∈Z2 with a even and b odd. Hence,
(z) = {T0(a); T1(b)}. Consequently each iteration of  uses both branches of the
3x+1 map simultaneously. Thus,  completely eliminates parity considerations but at
the same time encodes the essential dynamics of T in the sense of Theorem 2.2.
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In light of Theorems 2.1 and 2.2 we would very much like to understand the proper-
ties of the map . In particular it would be quite valuable to have an explicit formula
for the binary representation of (x) in terms of the binary representation of x. Still,
there are some properties of  which can be obtained without an explicit formula.
Since a conjugacy preserves cycles,  maps any cycle to another cycle. We say that a
T -cycle C is self-conjugate if (C)=C. For example, {1; 2} is a self-conjugate T -cycle.
We can determine all self-conjugate T -cycles by describing their parity
vectors.
Theorem 2.3. A T -cycle C is self-conjugate if and only if C = OT (x) where
x = (v0v1 · · · vkv∗0v∗1 · · · v∗k )
for some v0; v1; : : : ; vk ∈{0; 1}.
Example 4. To illustrate the theorem, start with any 2nite binary sequence, e.g. 11,
and catenate its one’s complement:
111∗1∗ = 1100:
Extend this to a periodic sequence, 1100, and compute x=(1100)= 57 by (1.1). Then
by Theorem 2.3 the T -orbit of 57 is self conjugate. Indeed OT (
5
7 ) = { 57 ; 117 ; 207 ; 107 } and
( 57 ) =
20
7 . Table 1 lists all self-conjugate cycles having ten elements or less.
One immediate consequence of Theorem 2.3 is that any self-conjugate cycle must
have an even number of elements. Notice also that all of the cycles listed in Table 1
contain only positive elements. This is not a coincidence as indicated by the following
theorem. Let Q+odd =Qodd ∩ (0 : : :∞).
Theorem 2.4. If C is a self-conjugate T -cycle then C ⊆ Q+odd, i.e. any self-conjugate
T -cycle contains only positive rational entries.
Given that {1; 2} is a self-conjugate cycle of positive integers, one might ask if an
analog of the nontrivial cycles conjecture holds for self-conjugate cycles. We answer
this question in the a9rmative with the following theorem.
Table 1
Self-conjugate T -cycles with ten elements or less
{1; 2} { 1335 ; 3735 ; 7335 ; 12735 ; 20835 ; 10435 ; 5235 ; 2635}
{ 57 ; 117 ; 207 ; 107 } { 211781 ; 707781 ; 1451781 ; 2567781 ; 4241781 ; 6752781 ; 3376781 ; 1688781 ; 844781 ; 422781}
{ 1937 ; 4737 ; 8937 ; 15237 ; 7637 ; 3837} { 373781 ; 950781 ; 475781 ; 1103781 ; 2045781 ; 3458781 ; 1729781 ; 2984781 ; 1492781 ; 746781}
{ 1725 ; 3825 ; 1925 ; 4125 ; 7425 ; 3725 ; 6825 ; 3425} { 383781 ; 965781 ; 1838781 ; 919781 ; 1769781 ; 3044781 ; 1522781 ; 761781 ; 1532781 ; 766781}
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Theorem 2.5. For any self-conjugate T -cycle C
min(C)6 1¡max(C):
Hence, the only self-conjugate T -cycle of integers is {1; 2}.
In other words, all self-conjugate T -cycles must contain an element that is less than
or equal to 1 and another that is greater than 1. Thus if one could show, for example,
that any cycle of positive integers must be self-conjugate, it would prove the nontrivial
cycles conjecture.
Example 5. For the 2ve known integer T -cycles, the cycles {0} and {−1} are
-conjugates of each other, {1; 2} is self-conjugate, and we have
({−5;−7;−10}) = { 45 ; 25 ; 15}
and
({−17;−25;−37;−55;−82;−41;−61;−91;−136;−68;−34})
={ 52961967 ; 26481967 ; 13241967 ; 6621967 ; 3311967 ; 14801967 ; 7401967 ; 3701967 ; 1851967 ; 12611967 ; 28751967}:
The key idea behind the proofs of most of these results is that the sizes of the
elements in the T -orbit of a rational number are restricted by the limiting ratio of odd
elements to all elements in the 2nite initial subsequences of the orbit. More precisely,
let x∈Qodd and n∈N+. De2ne n(x) =
∑n−1
i=0 (T
i(x)Mod 2), i.e. n(x) is the number
of ones in the 2rst n digits of the parity vector of x. 3 Since the parity vector of (x)
is the one’s complement of the parity vector of x, we have the following obvious but
useful relationship:
n(x) + n((x)) = n: (2.1)
Dividing this by n gives us
n(x)
n
+
n((x))
n
= 1; (2.2)
which says that the percentage of ones in the 2rst n digits of the parity vectors of x
and (x) must sum to 1. However, it is easy to see that if a0; a1; : : : is any sequence
of rational numbers in [0 : : : 1] then lim an + lim(1− an) = 1; so we have
Theorem 2.6. Let x∈Z2. Then
lim
n(x)
n
+ lim
n((x))
n
= 1:
However, we have restrictions on these percentages for the T -orbits of rational num-
bers. For the remainder of the paper “orbits” refers to “T -orbits” and O(x) means
OT (x).
3 n(x) is called N∗(n) in [5].
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Eliahou [3, Theorem 2.1] proved that if O(x) is a cycle, m=minO(x); M=maxO(x),
and p= |O(x)| then
ln 2
ln(3 + 1=m)
6
p(x)
p
6
ln 2
ln(3 + 1=M)
: (2.3)
In [5, Eq. (2.31)] Lagarias states that ln(2)=ln(3)6 lim n(x)=n for integers x whose
orbit diverges to ±∞. We will show that this inequality also holds for any divergent
x∈Qodd as well. The situation can be summarized as follows.
Theorem 2.7. Let x∈Qodd.
(a) If the orbit of x is eventually cyclic then limn→∞ n(x)=n exists and
ln 2
ln(3 + 1=m)
6 lim
n→∞
n(x)
n
6
ln 2
ln(3 + 1=M)
;
where m;M are the least and greatest cyclic elements in O(x).
(b) If the orbit of x is divergent then
ln 2
ln 3
6 lim
n(x)
n
:
Combining this theorem with Theorem 2.6 allows us to prove most of the results in
this paper.
Thus, a study of the properties of  reveals some essential features of the 3x + 1
map and shows that further investigation of this interesting underlying duality can lead
to important conclusions about the 3x + 1 problem itself.
3. Basic facts about rational orbits
In this section, we derive some useful lemmas that describe the qualitative behavior
of the T -orbits of rational numbers. These facts will be required for the proofs in the
next section.
We begin with the elementary fact that T maps positive rationals to themselves and
cannot introduce new factors into the denominator.
Lemma 3.1. Let h be an odd positive integer. Then
(a) T ((1=h)Z) ⊆ (1=h)Z.
(b) T (Q+odd) ⊆ Q+odd.
Proof. (a) Let h=2j+1 for some j∈N. Let x∈T ((1=h)Z). Then x=T (a=h) for some
a∈Z. If a is even, then a= 2k for some k ∈Z and so
x = T
(a
h
)
= T
(
2k
h
)
=
k
h
∈ 1
h
Z:
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If a is odd then a= 2k + 1 for some k ∈Z and so
x= T
(a
h
)
=
3(a=h) + 1
2
=
3((2k + 1)=h) + h=h
2
=
6k + 3 + h
2h
=
6k + 3 + 2j + 1
2h
=
6k + 2j + 4
2h
=
3k + j + 2
h
∈ 1
h
Z:
So in both cases, x∈ (1=h)Z. Thus T ((1=h)Z) ⊆ (1=h)Z.
(b) Let x∈T (Q+odd). Then x = T (y) for some y∈Q+odd. So y¿ 0 and x = y=2 if y
is even and x = (3y + 1)=2 if y is odd. Thus x¿ 0 and x∈Qodd, so x∈Q+odd. Hence
T (Q+odd) ⊆ Q+odd.
Thus for any x, if x∈ (1=h)Z (respectively, Q+odd) then O(x) ⊆ (1=h)Z (respec-
tively, Q+odd). Note that in addition to having Qodd ⊆ Z2 we also have Qodd ⊆
R. Using the previous lemma it is easy to see that the orbit of a rational number
can only have 2nitely many distinct values in any bounded real interval, [a : : : b] :=
{x∈R: a6 x6 b}, i.e. we immediately have the following lemma.
Lemma 3.2. Let x∈Qodd and a; b∈R. Then O(x) ∩ [a · · · b] is @nite.
Thus, the T -orbit of a rational number cannot have any accumulation points in R.
From this we immediately obtain the following corollary.
Corollary 3.3. Let x∈Qodd.
(a) O(x) is bounded if and only if the T -orbit of x is eventually cyclic.
(b) If O(x) has a lower bound then it has a minimum value.
(c) If O(x) has an upper bound then it has a maximum value.
Lemma 3.1 also allows us to classify the T -orbits of rational numbers. We say the
orbit of x is strictly positive (respectively, strictly nonnegative, strictly negative) if
every element of O(x) is positive (respectively, nonnegative, negative). The following
lemma shows that the orbit of every rational number x is either strictly positive, strictly
negative, or eventually strictly nonnegative.
Lemma 3.4. Let x∈Qodd.
(a) If x¿ 0 then O(x) is strictly positive.
(b) If −1¡x6 0 then O(x) is eventually strictly nonnegative.
(c) If O(x) is strictly negative then x6− 1 and O(x) ⊆ (−∞ : : :− 1].
Proof. The proof of part (a) follows immediately from Lemma 3.1(b). Part (c) follows
immediately from parts (a) and (b) as it is the only remaining possibility. That leaves
us with the task of proving part (b).
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Let x∈Qodd and −1¡x6 0. If x = 0 the statement is trivially true. Assume
−1¡x¡ 0. Notice that T (0) = 0 and T (−1) = −1 so that the binary representa-
tions of the parity vectors of 0 and −1, are Q0 and Q1, respectively. Thus the T -orbit
of every number other than 0 and −1 contains both odd and even terms, because
the parity vector function −1 is a conjugacy and hence a bijection. We have three
cases.
If x∈ (− 14 : : : 0) then − 18 ¡ x2 ¡ 0 and 18 ¡ (3x+1)=2. Thus, T maps even numbers
in (− 14 : : : 0) to numbers in (− 14 : : : 0) and T maps odd numbers in (− 14 : : : 0) to a
positive number. Since the T -orbit of x must contain an odd number, it must also
contain a positive number.
On the other hand, if x∈ (− 12 : : : 0) then − 14 ¡ x2 and − 14 ¡ (3x + 1)=2. Thus,
T (x)∈ (− 14 : : :∞) and so the T -orbit of x has a nonnegative element by the previ-
ous case.
Finally, if x∈ (−1 : : :∞) then −1¡ (3x + 1)=2 and − 12 ¡x=2. Thus, T maps odd
numbers greater than −1 to a number greater than −1 and T maps even numbers
greater than −1 to a number greater than − 12 . Since the T -orbit of x must con-
tain an even number, it must also contain a nonnegative number by the previous
case.
Thus, for any rational x¿−1 the T -orbit of x contains a nonnegative number. Since
0 is a 2xed point and positive numbers map to positive numbers by Lemma 3.1, O(x)
is eventually strictly nonnegative.
4. Proofs of Theorems in Section 2
We now use the results of Section 3 to prove the results stated in Section 2.
We 2rst prove Theorems 2.7 and Theorem 2.6 as they are required for some of
the other proofs. After that we prove Theorems 2.1, 2.2, 2.3, 2.4, and 2.5 in that
order.
4.1. The Proof of Theorem 2.7
We break this proof down into a sequence of Lemmas. First we prove the intuitively
clear fact that the lim inf of the sequence formed by taking the ratio of odd elements
to all elements in the 2rst n terms of the orbit of x will not change if x is replaced
by any T -iterate of x.
Lemma 4.1. Let x∈Qodd. For any j∈N,
lim
n(T j(x))
n
= lim
n(x)
n
:
Proof. Let x∈Qodd and j∈N. De2ne ! =
∑j−1
k=0 (T
k(x)Mod 2) and de2ne L1 =
lim n(x)=n and L2 = lim n(T j(x))=n. Note that L1; L2 ∈ [0 : : : 1] as both sequences are
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bounded below by 0 and above by 1. Then for n¿j
n(x)
n
=
∑n−1
k=0(T
k(x)Mod 2)
n
=
∑j−1
k=0(T
k(x)Mod 2) +
∑n−1
k=j (T
k(x)Mod 2)
n
=
!
n
+
∑n−j−1
k=0 (T
j+k(x)Mod 2)
n
=
!
n
+
(
n− j
n
)
n−j(T j(x))
n− j :
Notice !=n → 0 and (n − j)=n → 1 as n → ∞, so that applying lim to both sides of
this equation proves the result.
The next lemma proves an inequality similar to (2.3) for arbitrary positive rational
2-adic integers.
Lemma 4.2. Let x∈Qodd with O(x) strictly positive and let 0¡m6minO(x). Then
ln 2
ln(3 + 1=m)
6 lim
n(x)
n
:
Proof. Let x0 ∈Qodd with O(x0) strictly positive. O(x0) is bounded below by 0 so
minO(x0) exists by Corollary 3.3(b). Let 0¡m6min(O(x0)). Let v=−1(x0) be the
parity vector of x0. Let v=v0v1v2 : : : be the binary representation of v where vi ∈{0; 1}.
De2ne maps w0; w1 from R to itself by w0(x)=T0(x)=x=2, and w1(x)=((3+1=m)=2)x.
De2ne w〈0〉= x0 and w〈k〉= wvk−1 ◦ · · · ◦ wv0 (x0) for all k ∈N+.
For any x∈Qodd, if m6 x then
w1(x)− T1(x) =
(
3 + 1=m
2
)
x − 3x + 1
2
=
1
2
(x − m)
m
¿ 0:
Thus, T1(x)6w1(x). Since w0(x) = T0(x) we have shown
∀x∈Qodd ; m6 x ⇒ T0(x) = w0(x) and T1(x)6w1(x): (4.1)
We now show that w 〈k〉¿Tk(x0) for all k ∈N by induction on k. For the base case
we note that w〈0〉= x0 = T 0(x0)¿T 0(x0). Let k ∈N and assume that w〈k〉¿Tk(x0).
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Then
w〈k + 1〉 = wvk (w〈k〉)
¿wvk (T
k(x0)) because wvk is an increasing function
¿ Tvk (T
k(x0)) by (4:1) since Tk(x0)¿m
= Tk+1(x0):
So for all k ∈N, w〈k〉¿Tk(x0).
Let n∈N+ and de2ne  = n(x0). Then we have
m6 Tn(x0)
6w〈n〉
=
(
3 + 1=m
2
) (1
2
)n−
x0
=
(3 + 1=m)
2n
x0:
Taking logarithms of both sides of this inequality yields
ln 2
ln(3 + 1=m)
− ! 1
n
6

n
;
where != ln(x0=m)=ln(3 + 1=m). But !1=n→ 0 as n→∞ so that
∀&¿ 0;∃N ¿ 0;∀n¿N; ln 2
ln(3 + 1=m)
− &6 n(x0)
n
:
Hence ln 2=ln(3 + 1=m)6 lim n(x0)=n.
Using a similar argument, we can prove an inequality similar to Theorem 2.7(b) for
arbitrary strictly negative orbits.
Lemma 4.3. Let x∈Qodd with O(x) strictly negative. Then
ln 2
ln 3
6 lim
n(x)
n
:
Proof. Let x0 ∈Qodd with O(x0) strictly negative. Let v=−1(x0) be the parity vector
of x0. Let v = v0v1v2 : : : be the binary representation of v where vi ∈{0; 1}. De2ne
maps u0; u1 from R to itself by u0 = T0, and u1(x) = (3=2)x. De2ne u〈0〉 = x0 and
u〈k〉= uvk−1 ◦ · · · ◦ uv0 (x0) for all k ∈N+.
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For any x∈Qodd,
T1(x)− u1(x) = 3x + 12 −
3
2
x
=
1
2
¿ 0:
Thus u1(x)6T1(x). Since u0(x) = T0(x) we have shown
∀x∈Qodd ; u0(x) = T0(x) and u1(x)6T1(x): (4.2)
We now show that u 〈k〉6Tk(x0) for all k ∈N by induction on k. For the base case
we note that u〈0〉 = x0 = T 0(x0)6T 0(x0). Let k ∈N and assume that u〈k〉6Tk(x0).
Then
u〈k + 1〉 = uvk (u〈k〉)
6 uvk (T
k(x0)) because uvk is an increasing function
6 Tvk (T
k(x0)) by (4:2)
= Tk+1(x0):
So for all k ∈N, u〈k〉6Tk(x0).
Let n∈N+ and de2ne  = n(x0). Notice that −1 is an upper bound for O(x0) by
Lemma 3.4(c), so we have
−1¿ Tn(x0)
¿ u〈n〉
=
(
3
2
) (1
2
)n−
x0
=
3
2n
x0:
Multiplying this inequality by −1 (which reverses it) and then taking logarithms yields
ln 2
ln 3
− !1
n
6

n
;
where != ln(−x0)=ln 3. But !1=n→ 0 as n→∞ so that
∀&¿ 0;∃N ¿ 0;∀n¿N; ln 2
ln 3
− &6 n(x0)
n
:
Hence ln 2=ln 36 lim n(x0)=n.
Using these results we can now prove Theorem 2.7.
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Proof of Theorem 2.7. Let x∈Qodd.
Assume x is eventually cyclic. Then ( = T j(x) is cyclic for some j∈N. Let m;M
be the smallest and largest cyclic elements in O(x), respectively. Eliahou’s inequality
(2.3) tells us that
ln 2
ln(3 + 1=m)
6
p(()
p
6
ln 2
ln(3 + 1=M)
;
where p= |O(()|.
Let −1(() = a0; : : : ; ap−1 and let n∈N+. For all t ∈N, de2ne *(t) =
∑t−1
i=0 ai. Let
n = qp + r where q; r are the quotient and remainder when n is divided by p (and
thus 06 r6p− 1). Then
n(()
n
=
*(n)
n
=
*(qp+ r)
n
=
q*(p) + *(r)
qp+ r
=
*(p) + *(r)q
p+ rq
:
But q→∞ as n→∞ so limn→∞ n(()=n=*(p)=p=p(()=p. Thus, Theorem 2.7(a)
follows immediately by noting that limn→∞ n(x)=n= limn→∞ n(()=n by Lemma 4.1.
For part (b) assume x has a divergent orbit.
Case 1: Assume O(x) is strictly positive. Let m∈N+. By Lemma 3.2 only 2nitely
many elements of O(x) are between 0 and m. Thus, there exists N ¿ 0 such that
∀j¿N;m6T j(x). By Lemma 4.2, ln 2=ln(3 + 1=m)6 lim n(TN (x))=n. But
lim n(TN (x))=n= lim n(x)=n by Lemma 4.1 and m was arbitrary, so we have shown
∀m∈N+; ln 2
ln(3 + 1=m)
6 lim
n(x)
n
:
Thus,
ln 2
ln 3
6 lim
n(x)
n
: (4.3)
Case 2: Assume O(x) is neither strictly positive nor strictly negative (i.e. contains
both positive and negative elements). Then by Lemma 3.4, O(T j(x)) is strictly positive
for some j. Since lim n(x)=n = lim n(T j(x))=n by Lemma 4.1 the theorem holds by
Case 1.
Case 3: Assume O(x) is strictly negative. Then the theorem holds by Lemma 4.3.
Thus, in every case the theorem holds.
4.2. The Proof of Theorem 2.1
We are now ready to prove Theorem 2.1. As stated in Section 2, we will also prove
that the statement (Z+) ⊆ Qodd is equivalent to the divergent orbits conjecture.
Proof. ((a) ⇒ (b)) The proof that (a) implies (b) was given in Section 2.
((b) ⇒ (c)) Assume the autoconjugacy conjecture is true so that (Qodd) ⊆ Qodd.
Let x∈Qodd and assume x has a divergent orbit. Then (x)∈Qodd by the assump-
tion. Since  is a conjugacy and conjugacies map divergent orbits to divergent orbits,
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the orbit of (x) is also divergent. Hence by Theorem 2.7, lim n(x)=n¿ ln 2=ln 3 and
lim n((x))=n¿ ln 2=ln 3. But by Theorem 2.6
1 = lim
n(x)
n
+ lim
n((x))
n
¿ lim
n(x)
n
+ lim
n((x))
n
¿
ln 2
ln 3
+
ln 2
ln 3
¿ 1;
which is a contradiction. Therefore, the autoconjugacy conjecture implies there are no
divergent orbits of rational 2-adics. Thus (b) implies (c).
Note that the same proof shows that (Z+) ⊆ Qodd implies the divergent orbits
conjecture if we take x∈Z+ instead of x∈Qodd.
On the other hand, assume the divergent orbits conjecture holds. Let y∈Z+. By
our assumption the orbit of y is eventually cyclic, so that −1(y) has eventually
periodic digits in its binary representation and hence is rational. But both V and 
map rational numbers to rational numbers so that (y)=V−1(y) is rational as well.
Since y was arbitrary, (Z+) ⊆ Qodd. Thus, the divergent orbits conjecture implies
that (Z+) ⊆ Qodd. So the statement (Z+) ⊆ Qodd is equivalent to the divergent
orbits conjecture.
((c) ⇒ (a)) The fact that (c) implies (a) is essentially stated by Bernstein and La-
garias in [2]. To see this, assume no rational 2-adic integer has a divergent T -orbit. Let
x∈Qodd. Since O(x) is not divergent, it is 2nite and hence eventually periodic. Thus,
−1(x)∈Qodd by the argument at the beginning of Section 2. Hence, −1(Qodd) ⊆
Qodd. So (c) implies (a).
4.3. Proof of Theorem 2.2
((a) ⇒ (b)) Assume that the T -orbit of any positive integer contains 1. It su9ces
to show that
∀n∈N+; T k(n) = 1 ⇒ the -orbit of n contains 1 (4.4)
holds for all k ∈N by induction on k.
Let n∈N+. Assume T 0(n)=1. Then 0(n)=n=T 0(n)=1. So (4.4) holds for k=0.
Let k ∈N. Assume (4.4) holds for k. Let n∈N+. Assume Tk+1(n) = 1. Then
Tk(T (n)) = 1, so by the inductive hypothesis s(T (n)) = 1 for some s∈N. Since
 is an autoconjugacy of T we have  ◦ T = T ◦  so that
Tk(T 2(n)) = TTk+1(n) = T ((1)) = T (2) = 1:
So once again by the inductive hypothesis r(T 2(n)) = 1 for some r ∈N.
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By the de2nition of , for any m∈N, (m) = T (m) if m is even and (m) = (m)
if m is odd.
Case 1: If n is even then s+1(n) = s((n)) = s(T (n)) = 1.
Case 2a: If n is odd and T ((n)) is even then (n) is even and
r+3(n) = r+2((n)) = r+1(T(n)) = r(T 2(n)) = 1:
Case 2b: If n is odd and T ((n)) is odd then (n) is even and
s+3(n)= s+2((n))= s+1(T(n))= s(T(n))= s(2T (n))= s(T (n))= 1:
So in every case, the -orbit of n contains 1. Thus (4.4) holds for all k by induction.
((b) ⇒ (c)) Assume the -orbit of any positive integer contains 1. Let n be a
positive integer. Then k(n) = 1 for some k¿ 0. For 06 i¡ k, if i(n) is even then
[i+1(n)] = [(i(n))] = [T (i(n))] =([i(n)])
and if i(n) is odd then
[i+1(n)] = [(i(n))] = [(i(n))] = [i(n)] = id([i(n)]);
where id is the identity map on Z2= ∼. Since  always maps odd numbers to even
numbers, there exists natural numbers a0; a1; : : : ; ap such that
[1] = [k(n)] =a0 ◦ id ◦a1 ◦ · · · ◦ap−1 ◦ id ◦ap([n]) =a0+···+ap([n]):
Thus, the -orbit of [n] for any positive integer n contains [1].
((c) ⇒ (a)) Assume the -orbit of the class of any positive integer n contains [1].
Let n be a positive integer. Then k([n])= [1] for some k¿ 0. But k([n])= [Tk(n)]
so [Tk(n)] = [1] = {1; 2}. Thus Tk(n)∈{1; 2} so that either Tk(n) = 1 or Tk+1(n) = 1.
Hence, the T -orbit of every positive integer contains 1.
4.4. Proof of Theorem 2.3
Let C=O(x) be a self-conjugate T -cycle so that (C)=C. Then x∈C so (x)∈C
also. By the de2nition of orbit, (x) = Tk(x) for some k ∈N. Let v = −1(x) be the
parity vector of x and v=v0v1v2 : : : with vi={0; 1} for all i∈N its binary representation.
Then
−1((x)) =−1V−1(x)
= V (v0v1v2 : : :)
= v∗0v
∗
1v
∗
2 : : :
and also  ◦ −1 = −1 ◦ T so
−1((x)) = −1(Tk(x)) = k(−1(x)) = k(v0v1 : : :) = vkvk+1vk+2 : : :
so that
∀i∈N; v∗i = vi+k : (4.5)
K.G. Monks, J. Yazinski / Discrete Mathematics 275 (2004) 219–236 235
However, for any i∈N,
vi+2k = v∗i+k = v
∗∗
i = vi (4.6)
so that combining (4.5) and (4.6) gives v= v0v1 · · · vk−1v∗0v∗1 · · · v∗k−1 and so
x = (v0v1 · · · vk−1v∗0v∗1 · · · v∗k−1)
as claimed.
To prove the reverse implication, let x = (v0v1 · · · vk−1v∗0v∗1 · · · v∗k−1) for some
v0; v1; : : : ; vk−1 ∈{0; 1}. Then
x=(v0v1 · · · vk−1v∗0v∗1 · · · v∗k−1)
=(2k(v0v1 · · · vk−1v∗0v∗1 · · · v∗k−1))
= T 2k((v0v1 · · · vk−1v∗0v∗1 · · · v∗k−1))
= T 2k(x)
so x is cyclic and
(x) =V−1(x)
=V−1(v0v1 · · · vk−1v∗0v∗1 · · · v∗k−1)
=V (v0v1 · · · vk−1v∗0v∗1 · · · v∗k−1)
=(v∗0v
∗
1 · · · v∗k−1v0v1 · · · vk−1)
=(k(v0v1 · · · vk−1v∗0v∗1 · · · v∗k−1))
= Tk(v0v1 · · · vk−1v∗0v∗1 · · · v∗k−1)
= Tk(x)
so that (x)∈O(x). But x∈O(x) so (x)∈(O(x)) and thus (x)∈(O(x)) ∩ O(x).
As conjugacies map cycles to cycles (O(x)) is a cycle. Since two cycles are either
disjoint or equal, so (O(x)) = O(x). Hence O(x) is self-conjugate.
4.5. Proof of Theorem 2.4
Let C be a self-conjugate T -cycle. By Theorem 2.3, C = O(x) where x =
(v0v1 · · · vkv∗0v∗1 · · · v∗k ) for some v0; v1; : : : ; vk−1 ∈{0; 1}. Since O(0) is not self-
conjugate, it follows by Lemma 3.4 that C is either strictly negative or strictly positive.
Since 2k(x)=2k = k=2k = 12 it follows that
lim
n(x)
n
= lim
n→∞
n(x)
n
=
1
2
: (4.7)
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If x is negative then lim n(x)=n¿ ln 2=ln 3¿ 1=2 by Lemma 4.3. Hence, x is positive
and so C is strictly positive.
4.6. Proof of Theorem 2.5
Let C be a self-conjugate T -cycle. By Theorem 2.3, C = O(x) where x =
(v0v1 · · · vkv∗0v∗1 · · · v∗k ) for some v0; v1; : : : ; vk−1 ∈{0; 1}. Thus, limn→∞ n(x)=n = 12
as shown in (4.7). Combining this with Theorem 2.7(a) we have
ln 2
ln(3 + 1=m)
6
1
2
6
ln 2
ln(3 + 1=M)
; (4.8)
where m = min(C) and M = max(C) are positive by Theorem 2.4. Solving (4.8) for
m and M gives
min(C)6 16max(C) (4.9)
as desired. Since the cycle containing 1 is {1; 2} it follows that 1¡max(C).
To prove the theorem, notice that it is easy to verify by direct computation that {1; 2}
is self conjugate. Let C be any self-conjugate T -cycle C of integers. By Theorem 2.4
the orbit C is strictly positive. But by (4.9) the minimum value of C must be 1. Thus
C = {1; 2}.
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