We prove a new strong convergence theorem for an element in the intersection of the set of common fixed points of a countable family of nonexpansive mappings, the set of solutions of some variational inequality problems, and the set of solutions of some equilibrium problems using a new iterative scheme. Our theorem generalizes and improves some recent results.
Introduction
Let H be a real Hilbert space; a mapping B : D B → H is said to be monotone if for all x, y ∈ D B Bx − By, x − y ≥ 0.
1.1
For some λ > 0, the mapping B is said to be λ-inverse strongly monotone if Bx − By, x − y ≥ λ Bx − By 2 .
1.2
A monotone map B is said to be maximal if the graph Γ B of B is not properly contained in the graph of any other monotone map, where Γ B { x, y ∈ H × H : y ∈ Bx} for a multivalued map B. It is also known that B is maximal monotone if and only if for x, f ∈ H × H, x − y, f − g ≥ 0 for every y, g ∈ Γ B implies f ∈ Bx. Let B be a monotone mapping defined from K into H and let N K q be a normal cone to K at q ∈ K, that is, N K q {p ∈ H : q − u, p ≥, for all u ∈ K}. Define a map M by
q / ∈ K.
1.8
Then, M is maximal monotone and x * ∈ M −1 0 ⇔ x * ∈ VI K, B , see, for example, 2 . Let G : K × K → R be a bifunction on a closed convex nonempty subset K of a real Hilbert space H. An equilibrium problem is searched for x * ∈ K such that G x * , y ≥ 0 ∀y ∈ K. 1.9
The set of solutions of the equilibrium problem above is denoted by EP G .
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Several physical problems such as the theories of lubrications, filterations and flows, moving boundary problems, see, e.g., 1, 3 can be reduced to variational inequality or equilibrium problems. Consequently, these problems have solutions as the solutions of these resultant variational inequality or equilibrium problems.
Maingé 4 introduced a Halpern-type scheme and proved a strong convergence theorem for family of nonexpansive mappings in Hilbert space.
Recently, S. Takahashi and W. Takahashi 5 introduced an iterative scheme which they used to study the problem of approximating a common element of the set of solutions of an equilibrium problem and the set of fixed points of a nonexpansive mapping.
More recently, Kumam and Katchang 6 , W. Kumam and P. Kumam 7 , Li and Su 8 and many others see, e.g. 9-12 and the references contained in them studied the problem of fixed point approximations and solutions of some equilibrium and, or solutions of some variational inequalities problems.
In this paper we introduce a new iterative scheme for approximation of a common element in the intersection of the set of fixed points of some countable family of nonexpansive mappings, the set of solutions of some equilibrium problem, and the set of solutions of some variational inequality problem and prove a new theorem. Our theorem generalizes and improves some recent results.
Preliminaries
For a sequence {x n } the notation x n → x * and x n x * means that the sequence {x n } converges strongly and weakly to x * , repectively. A Banach space E is said to satisfy an Opial's condition or in other words is an Opial's space if for a sequence {x n } in E with x n x * , then lim inf
It is well known that Hilbert spaces are Opial's spaces see 13 .
In the sequel we shall make use of the following results.
Lemma 2.1 see 14 . Let K be a nonempty closed convex subset of H and let G be a bifunction of
A3 forall x, y, z ∈ K, limsup t → 0 G t z 1 t x, y ≤ G x, y ;
A4 forall x ∈ K, G x, . is convex and lower semicontinuous.
Let r > 0 and x ∈ H. Then there exists z ∈ K such that 
Then, the following holds: 
Lemma 2.4 see 17 . Let {x n } and {y n } be bounded sequences in a Banach space E and let {β n } be a sequence in 0, 1 with 0 < lim inf β n ≤ lim sup β n < 1. Suppose x n 1 β n y n 1 − β n x n for all integers n ≥ 0 and lim sup y n 1 − y n − x n 1 − x n ≤ 0. Then, lim y n − x n 0.
Lemma 2.5 see 18 .
Let {a n } be a sequence of nonnegative real numbers satisfying the following relation: a n 1 ≤ 1 − α n a n α n σ n γ n , n ≥ 0, 2.6
Main Results
In the sequel we assume that the sequences {α n }, {σ i,n } i ⊂ 0, 1 satisfy i≥1 σ i,n 1 − α n . K into H such that F :
For an arbitrary but fixed δ ∈ 0, 1 , let {x n } and {y n } be sequences generated by
where {α n } and {σ in } are sequences in 0, 1 and {r n } and {s n } are sequences in 0, ∞ satisfying
Then, both {x n } and {y n } converge strongly to P F u.
Proof. First, we show that I − s n B is nonexpansive, actually, using the property of B we have for x, y ∈ H,
and thus I − s n B is nonexpansive. Let x * ∈ F; since y n T r n x n , n ∈ N and the fact that T r n is firmly nonexpansive and hence nonexpansive we have the following:
We claim that {x n } satisfies
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We prove this by induction. Cearly the result is true for n 1. Assume that the result holds for n k for some k ∈ N. Then, for n k 1 we have
3.5
Hence the result, and so {x n } is bounded. Furthermore, {y n }, {T i P K y n − s n By n } and {By n } are each bounded. We now show that lim n → ∞ x n 1 − x n 0. Note that y n T r n x n , y n 1 T r n 1 x n 1 , so that
3.6
Using 3.6 and A2 , we have
which implies that
from which we get
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If, without loss of generality M, m are real numbers such that r n > m > 0 for all n and M : sup n,i { y n − x n , T i P K I − s n B y n , By n } we then have
3.10
Now, define two sequences {β n } and {z n } by β n : 1−δ α n δ and z n : x n 1 −x n β n x n /β n . Then, z n α n u δ i≥1 σ i,n T i P K I − s n B y n β n .
3.11
Observe that {z n } is bounded and that
3.12
Using 3.10 we have that
3.13
This implies lim sup
International Journal of Mathematics and Mathematical Sciences and by Lemma 2.4, lim n → ∞ z n − x n 0. Hence,
Using 3.10 we have y n 1 − y n −→ 0 as n −→ ∞.
3.16
We now have
so that
But,
3.19
Putting 3.18 in 3.19 , we have
3.20
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x n − y n 0.
3.21
Observe also that if w n : P K I − s n B y n , then
3.22
Also,
which implies
We go further to prove that for each i ∈ N,
Consider the following estimates:
3.27
Using 3.1 , we have
3.28
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3.29
Using this and 3.27 , we get
3.30
Since {x n }, {y n } are each bounded and using 3.21 , we have that
Using this and 3.21 , we also have
Next we show that lim sup n → ∞ u − w, x n − w ≤ 0, where
Since {y n } is bounded, there exists a subsequence {y n j } of {y n } such that y n j z.
which is a contradiction, so z ∈
From the recursion formula 3.1 and Lemma 2.3, we have
3.50
Using Lemma 2.5, we have that {x n } and consequently {y n } converge to w and the proof is complete.
The following corollaries follow from Theorem 3.1. 
For an arbitrary but fixed δ ∈ 0, 1 , let {x n } and {y n } be sequences generated by Then, both {x n } and {y n } converge strongly to P F u. x n 1 α n u 1 − δ 1 − α n x n δ 1 − α n Ty n , n ≥ 1,
3.52
where {α n } is a sequence in 0, 1 and {r n } is a sequences in 0, ∞ satisfying C1 lim n → ∞ α n 0
C2
∞ n 1 α n ∞, C3 lim n → ∞ |r n 1 − r n | 0, C4 lim inf n → ∞ r n > 0.
Remark 3.4.
Prototypes of the sequences {α n } and {σ i,n } in our theorem are the following:
3.53
