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Introduction
In the present monograph we deal with three kinds of questions concerning p-
adic L-functions. The first one is the study of their set of zeros. The second,
in the case of p-adic L-functions attached to elliptic curves, is their relation
with the production of algebraic points. The third one, also in the case of
modular forms or more in general, of automorphic forms is their relation
with the geometry; more precisely, with the homology of the corresponding
Shimura curve. In particular, we propose a definition of a p-adic L-function
for automorphic forms attached to the Shimura curve X(D,N) attached to
the Eichler order O(D,N) of level N of the indefinite quaternion Q-algebra
of discriminant D for p‖N but p - D .
The question of when a p-adic L-function vanishes is in general very
difficult and is of major arithmetical importance, but, in general, the p-
adic analogues of classical conjectures, such as the conjecture of Birch and
Swinnerton-Dyer, are expected to be more tractable than their classical coun-
terpart. For instance, it has been shown by Kato, Kurihara and Tsuji ([36])
that ords=1Lp(E,χs−1) ≥ rk (E(Q)) for any elliptic curve E/Q, but little is
known about the opposite inequality; it is not even known if the order of
vanishing is finite or not in the case that rk (E(Q)) > 1. The difficulty is
that the p-adic topology is totally disconnected and, in the supersingular
case, Lp(E,χs) is locally analytic but not analytic (equivalently, it is not an
Iwasawa function). In this direction, we prove in Theorem 3.1.16, that for
any cusp form f ∈ Sk (Γ0(N)), if Lp(f, χs) is not identically zero, then, for
any s0 ∈ Zp, ords=s0L(f, χs) is finite.
Moreover, additional problems arise in the p-adic setting, like the appear-
ance of exceptional zeros of the p-adic L-functions. These zeros come from
certain Euler factors which are not present in the classical constructions.
The study of the non-vanishing of p-adic L-functions arises at the very
beginning of the theory in the modular form setting: in [47], the conjecture
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was formulated that Lp(f, χ) is not identically zero on the set of finite order
characters. This conjecture was proved by Rohrlich in [61], and generalized
in [62] for cusp forms of arbitrary weight. We also study the non-vanishing
on the set of infinite order characters. In the ordinary case, we give a proof
(Theorem 3.1.12) of the fact that Lp(f, χn) is not identically zero, where
χn(x) = x
n, for n ∈ N.
As a matter of fact, the non-vanishing of p-adic analogues of complex L-
series emerged as a highly difficult question in the earliest construction of p-
adic L-functions for Dirichlet characters by Kubota-Leopoldt. The Leopoldt
conjecture about the non-vanishing of the p-adic regulator (hence of none of
the values Lp(χ, 1) for any Dirichlet character χ) was proved by Brumer in
[19] for abelian number fields and, recently, Mihailescu ([50]) has announced
a proof for arbitrary number fields.
As we said above, we also explore here the relation of the p-adic L-
functions of elliptic curves E/Q with the construction of algebraic points
on them, but this relation occurs (at least, the relation we have studied)
with a new kind of p-adic L-function which we introduce in the present
work: the quadratic p-adic L-function, which is the Mazur-Mellin transform
of a p-adic distribution defined through geodesics connecting quadratic imag-
inary points, rather than cusps. We have generalized this construction to the
Shimura curves X(D,N) as a way to overcome the lack of cusps.
There does not seem to be a systematic study of the theory of p-adic
L-functions. Although there exists a vast amount of research on the topic,
there are no surveys studying the topic from a historical and comparative
point of view, starting with the construction by Kubota-Leopoldt and going
on to the anti-cyclotomic setting, presenting the problems each construction
faces, the conjectures it gives rise to, the meaning of each conjecture and the
relations between each construction. In this regard, we should mention the
excellent survey [14] in the modular setting.
We also include an account of the different definitions of p-adic L-functions
in each setting from an analytical point of view. We explain, for instance,
the early construction of the p-adic L-function in terms of the χ-average by
Kubota and Leopoldt and relate it with the alternative approaches. There
are, even in the same setting, several apparently different definitions of p-adic
L-functions, and we explain how, in most cases, the interpolation properties
characterize them and they are equivalent. The organization of the present
work is as follows:
Chapter 1 introduces the p-adic L-function of an abelian extension of
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Q. We present a historical approach to this topic, pointing out the reasons
which led Kubota and Leopold to introduce a p-adic analogue of the complex
L-function of a Dirichlet character. This reason is essentially the study of
the class numbers of the cyclotomic extensions, and in particular of their
asymptotic behaviour. We discuss Kubota-Leopoldt’s and Leopoldt’s original
papers [43] and [40], and introduce the p-adic L-function as limit of what
Kubota and Leopold called χ-Mittel, which we have translated as χ-averages
(in most of the thesis χ will denote a Dirichlet character). Later on, in the
same chapter, p-adic L-functions will be presented as limits of Stickelberger
elements and as Mazur-Mellin transforms and we will show how the three
constructions are equivalent. In this chapter, in Theorem 1.1.15, we provide
a proof of a formula of Leopoldt, which appears unproven in [43]. We give a
generalization of the p-adic regulator modulo p and we use it to estimate the
p-adic norm of the Dedekind ζ-function of a real abelian extension of Q at
certain integers (Propositions 1.1.28 and 1.1.29) and, by taking a limit, we
obtain a formula for s = 1 (Proposition 1.1.31).
Chapter 2 continues the study of the p-adic L-functions for number fields
and explains the next step in the history of p-adic L-functions: the case of
real abelian extensions of totally real number fields. We explain the work of
Cassou-Nogues [22], since it is very explicit and contains some results on the
estimation of the p-adic norm at special values.
Chapter 3 deals with Mazur and Swinnerton-Dyer ([47]) and Mazur-Tate-
Teitelbaum ([49]) p-adic L-functions. These functions are usually referred to
in the literature as cyclotomic p-adic L-functions. In addition, we give a
proof of the fact that, in the ordinary case, the cyclotomic p-adic L-function
is not identically zero on the set of infinite order characters (Theorem 3.1.12).
The main tools are the approximation by polynomials of the characteristic
functions of compact open discs of Zp and the results by Rohrlich ([61],
[62]) on the non-vanishing of the complex L-function twisted by Dirichlet
characters, which is equivalent, by the interpolation formula, to the non-
vanishing of the p-adic L-function on the set of finite order p-adic characters.
We also prove (Theorem 3.1.16) that, in the supersingular case, the order of
vanishing of the cyclotomic p-adic L-function at any point (in particular at
the critical values) is finite provided that the function is not identically zero.
Our results of non-vanishing are published in [17]. Here we use the injectivity
property of a certain continuous linear endomorphism of the space c0(Cp).
We continue the chapter by showing that the Mazur-Tate-Teitelbaum and
the Mazur and Swinnerton-Dyer p-adic L-functions are the same although
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the p-adic distributions from which they are defined are different. We finish
the chapter by examining some conjectures on the order of vanishing.
Chapter 4 is a bridge which, to some extent, justifies our study of quadratic
p-adic distributions in chapter 5, since our construction is partly inspired in
the anticyclotomic p-adic L-function, which will be explained here. We study
in this chapter an alternative construction of the p-adic L-function due to
Schneider and point out how it was related with the exceptional zero con-
jecture, as well as introducing a conjecture by Klingenberg which relates the
Schneider p-adic L-function with the cyclotomic one. This construction was
revisited by Bertolini and Darmon, who proposed some definitions of p-adic
L-functions related with the classical complex L-function L(E,K, s) if E/Q
is an elliptic curve and K/Q a quadratic real extension. These p-adic L-
functions are related with heights of generalized Heegner points and under
certain conditions satisfy an interpolation property.
Chapter 5 explains our construction of quadratic p-adic L-functions at-
tached to elliptic curves E/Q, which produce algebraic points on the curve
defined over certain abelian extensions of Q. An important difference with
regard to the cyclotomic p-adic distribution is that our p-adic distribution
takes values in a countably infinite-dimensional Qp (αp)-vector space (αp is a
root of the Hecke polynomial for f at p). In further research, we hope to find
a way of controlling the degree of the extensions we obtain. Our construction
has been published in [7].
In Chapter 6 we propose a definition of a p-adic L-function for automor-
phic forms associated to Shimura curves arising from indefinite quaternion
Q-algebras. The method follows our construction in the modular case: we
consider integrals along paths connecting quadratic imaginary points. These
ideas led to the study of the homology of these Shimura curves, in the spirit
of [1], which have resulted in the concept of quadratic modular symbols. This
device is, to some extent, a generalization of the classical modular symbols,
and we give a cohomological presentation of this construction as well as some
explicit calculations in the homology of these cocompact Shimura curves via
an explicit algorithm for arithmetic Fuchsian groups of signature (1, e).
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Chapter 0
Prolegomena
0.1 Non archimedean norms and p-adic inte-
gers
From now onwards, p will denote an odd prime number (unless we say the
contrary). We will denote by | |p the p-adic norm of Q normalized so that
|p|p = p−1. If the p-adic valuation of r ∈ Q is denoted by vp(r), then,
|r|p = p−vp(r). Notice that | |p takes values of the form pn, with n ∈ Z. By
Qp we mean the completion of Q with respect to | |p. For any a ∈ Qp and
any r ∈ Z, the open disc of radius pr centered at a is
D(a, pr) = {z ∈ Qp : |z − a|p < p−r}.
Notice that this notation for p-adic discs is not the classical one for discs
in metric spaces, but we have chosen it since it is in accordance with [49].
The discs D(a, pr) form a basis of the p-adic topology as a runs through Qp
and r runs through Z . The p-adic norm satisfies the following property (see
Koblitz [39], ch.1).
|a+ b|p ≤ max{|a|p, |b|p}; a, b ∈ Q. (0.1.1)
A direct consequence of (0.1.1) is the fact that the open discs D(a, pr) are
also closed. This means that the p-adic topology is totally disconnected. For
any a ∈ Qp, a 6= 0, there exists a unique n0 ∈ Z and a unique sequence
{an}n≥n0 of rational integers with an ∈ {0, 1, ..., p− 1} such that an0 6= 0 and
a =
∞∑
k=n0
anp
n. (0.1.2)
1
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The integer n0 will be denoted by vp(a). In this way, the p-adic valuation
and, hence, the p-adic norm extend to Qp in a unique way so that (0.1.1)
also holds in Qp. The ring of p-adic integers is
Zp = {a ∈ Qp : |a|p ≤ 1} .
The fact of being a ring is due to (0.1.1). In fact, Zp is the discrete valuation
ring of Qp. The maximal ideal of Zp is pZp. The equality (0.1.2) means that
Z is dense in Zp in the p-adic topology. In fact, the following result will be
useful in our study.
Proposition 0.1.1. For any integer j ∈ {0, ..., p− 2}, the set
{n ∈ Z : n ≡ j (mod p− 1)}
is dense in Zp.
Proof. Fix j with 0 ≤ j ≤ p − 2. For any x ∈ Zp and for any n ≥ 1, let xn
be the truncation of x modulo pn+1. The Chinese remainder theorem grants
the existence of a positive integer Nn such that Nn ≡ j (mod p − 1) and
|Nn − xn|p ≤ p−(n+1).
Proposition 0.1.2 (Hensel’s Lemma, cf. Koblitz [39], ch. 1). Let p(X) ∈
Zp[X] be a polynomial and denote by p′(X) its formal derivative. Let a ∈
Z/pZ be a congruence class (mod p) such that p(a) ≡ 0 (mod p) and p′(a) 6≡
0 (mod p). Then, there exists a unique α ∈ Zp congruent to a (mod p) such
that p(α) = 0.
Corollary 0.1.3. The ring Zp contains all the (p− 1)-th roots of unity.
Proof. Apply Hensel’s lemma and the little theorem of Fermat to the poly-
nomial Xp−1 − 1.
Remark 0.1.4. From Corollary 0.1.3, it follows that for any α ∈ Zp, there is
an expansion
α =
∞∑
n=0
ωnp
n.
with ωn ∈ Zp and ωpn = ωn. The digits ωn are called the Teichmu¨ller digits
of α.
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For any a ∈ Qp, r ∈ Z, denote
D (a, pr)+ = a+ prZp = {a+ prz : |z|p ≤ 1} .
These sets are simultaneously open and compact in the p-adic topology.
Let now L be a finite extension of Qp. There is a unique norm | |′p on L
extending | |p. This norm is given by
|α|′p =
∣∣NL/Qp(α)∣∣ 1[L:Qp]p , (0.1.3)
where NL/Qp is the algebraic norm from L to Qp and [L : Qp] is the degree
of the extension (see Koblitz [39]). Denote by OL the integral closure of Zp
in L. One has the following characterization
OL =
{
α ∈ L : |α|′p ≤ 1
}
.
As with Zp, OL is a local ring with maximal ideal
D(0, 1) =
{
α ∈ L : |α|′p < 1
}
.
The residue field of OL is a finite extension of Fp of certain degree f . It turns
out (cf. Koblitz [39], ch. 3) that f divides [L : Qp]. The quotient [L : Qp]/f is
called index of ramification of the extension. Denote this quotient by e. Let
pi ∈ L be a uniformizer (i.e., |pi|′p = p−
1
e ). We have
Proposition 0.1.5. For any α ∈ L \ {0}, there is a unique representation
α =
∞∑
n=n0
ωnpi
n,
with ωp
f
n = ωn for any n ≥ n0, and |α|′p = p
−n0
e .
2
Since the norms are compatible, from now on, we will denote the norm
| |′p by | |p. Denote by O∗L the multiplicative group of the units in OL. One
has that O∗L = {α ∈ OL : |α|p = 1}.
Let Qalg be an algebraic closure of Q and Qalgp an algebraic closure of
Qp. Fix an embedding Qalg ⊂ Qalgp . According to (0.1.3), it is possible to
extend the p-adic norm to Qalgp . It can be shown that Qalgp is not complete.
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Denote its completion by Cp. This field is algebraically closed (cf. Koblitz
[39], Ch. 3).
Let ζpn be a primitive p
n-th root of unity contained in Qalg. Given σ ∈
Gal (Q (ζpn) /Q), there is a unique unit a modulo pn such that σ(ζpn) = ζapn .
This fact defines a group monomorphism
φn : Gal (Q(ζpn)/Q)→ (Z/pnZ)∗ .
In fact, φn is an isomorphism compatible with the projections on both sides.
Notice that
Z∗p = lim←−
n
(Z/pnZ)∗ .
The maximal abelian extension of Q which is unramified outside p, which
is denoted by Q(ζp∞), is the inductive limit of the cyclotomic extensions
Q(ζpn)/Q. By functoriality of the inverse limit together with the isomor-
phisms φn, one has
Gal (Q (ζp∞) /Q) ' Z∗p. (0.1.4)
Let us observe that the closed unit disc 1 + pZp is topologically cyclic, with
1 + p as a topological generator. On the other hand, Z∗p is also topologically
cyclic. To see this fact, fix g a primitive root mod p. If the multiplicative
order of g mod p2 is p− 1, we can choose g = g0 + p as a primitive root mod
pn for any n ≥ 2, otherwise, g = g0 serves as a primitive root mod pn for any
n ≥ 2.
0.2 p-adic functions
A character of Z∗p is a group homomorphism χ : Z∗p → C∗p. Denote by X the
group of continuous characters of Z∗p.
For any x ∈ Z∗p, there exists a unique (p − 1)-th root of unity in Zp
congruent to x modulo p (apply Hensel’s lemma). Denote it by ω(x). The
map ω is clearly a p-adic character of order p−1. Since ω is locally constant,
it belongs to X . Define 〈x〉 = x
ω(x)
. This is also a continuous character, but
has infinite order. One has the following
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Proposition 0.2.1. The map
Z∗p → (Z/pZ)∗ × Zp
x 7→
(
ω(x) (mod p),
〈x〉 − 1
p
)
is an isomorphism. 2
Corollary 0.2.2. Gal (Q (ζp∞) /Q (ζp)) ' Zp.
Proof. This is a direct consequence of Proposition 0.2.1, the isomorphism
0.1.4 and the fact that
Gal (Q (ζp) /Q) ' (Z/pZ)∗ .
For any x ∈ Zp and n ≥ 0, define(
x
n
)
=
(x− n+ 1)(x− n+ 2) · · ·x
n!
.
Proposition 0.2.3 (Mahler, [60]). Let K/Qp be a finite extension. Then,
for any continuous function f : Zp → K, there exists a sequence {cn} ∈ KN
such that lim
n→∞
|cn|p = 0 and, uniformly,
f(x) =
∞∑
n=0
cn
(
x
n
)
.
2
Let x ∈ Zp \D(1, p). The function
Z → Zp
n 7→ xn
is not continuous with the p-adic topology (this is easy to see by considering
x ∈ pZp). But if we impose that x ∈ Z∗p and restrict the domain to a fixed
class of congruence modulo p−1, we obtain a continuous function, which can
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be extended to Zp by a density argument. Thus, we have p−1 determinations
of the function f(s) = xs, all of which agree over Z.
The p-adic exponential map is
expp : D(0, p
1
p−1 ) → D(1, 1)
x 7→
∞∑
n=0
xn
n!
,
where D(0, p
1
p−1 ), D(1, 1) ⊆ Qp. The key to prove that the radius of conver-
gence is p
1
p−1 is the fact that |n!|p = p−
n−σ(n)
p−1 , where σ(n) denotes the sum
of the p-adic digits of n. The function expp is continuous on D(0, p
1
p−1 ) and
has an inverse
logp : D(1, p
1
p−1 ) → D(0, p 1p−1 )
x 7→
∞∑
n=1
(−1)n+1 (x− 1)
n
n
.
The p-adic exponential map is an isomorphism between the additive group
D
(
0, p
1
p−1
)
and the multiplicative group D
(
1, p
1
p−1
)
. We will frequently use
the following definition.
Definition 0.2.4 (cf. Robert, [60]). Given z ∈ D(1, p) ∈ Zp and s ∈ Zp,
define zs := expp(s logp(z)).
Let L be a finite extension of Qp and let K be a compact subset of L.
Denote by C (K,L) the L-vector space of continuous L-valued functions on
K. Given f ∈ C (K,L), define the norm
||f ||p,∞ = max
x∈K
|f(x)|p.
Denote by L [X] (K,L) the L-vector space of L-valued functions on K defined
by polynomials with coefficients in L.
Theorem 0.2.5 (Kaplansky, cf. [2]). L [X] (K,L) is dense in C (K,L) with
the topology given by the norm || ||p,∞.
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Definition 0.2.6. A p-adic function given by a power series in a disc is called
analytic in that disc. A p-adic function defined in a set X ⊆ L such that for
any z ∈ X there exists r > 0 such that f is analytic in D(z, r) ⊆ X is called
locally analytic.
Analytic functions share most of the classical theorems of complex ana-
lytic functions, but not all of them. For instance, analytic continuation fails.
This failure, and other particularities of these functions are due to the total
disconnectedness of the p-adic topology. In chapter 4, we will use another
kind of function, which behaves more rigidly than analytic ones: the rigid
analytic functions. Prior to defining them, it is necessary to define a class of
distinguished p-adic sets.
Define the Drinfeld upper half-plane to be the set Hp := P1 (Cp)\P1 (Qp).
We can think of Hp as a p-adic analogue of P1 (C) \P1 (R). But Hp does not
split in a natural way into two disjoint components, hence it is more natural
to see Hp as the analogue of H. It is possible to identify Hp with Cp \ Qp
by means of the map (z0 : z1) 7→ z0/z1 (cf. [18]). Denote O (Cp) := {z ∈
Cp| |z|p ≤ 1}, i.e., the valuation ring of Cp. It is a local ring with maximal
ideal Mp = {z ∈ Cp| |z|p < 1} and residue field Fp, an algebraic closure of Fp
(cf. [54]).
Definition 0.2.7. (cf. [64]) The reduction map is defined by
red : Cp → Fp ∪ {∞}
z 7→
{
z (mod Mp) if z ∈ O (Cp) ,
∞ otherwise.
Definition 0.2.8. (cf. [64],[25]) The standard affinoid in Hp is the set
A = red−1
(
Fp \ Fp
)
.
The group PGL (2,Qp) acts on Hp by Mo¨bius transformations. An affi-
noid is a translate of the standard affinoid by a transform γ ∈ PGL (2,Qp).
Notice that the affinoids cover Hp and they have a hierarchical structure,
which is related with the Bruhat-Tits tree of PGL (2,Qp). We will return to
this fact in chapter 4. The standard affinoid is compact and so are the rest of
affinoids, hence any continuous function on an affinoid attains its maximum
and minimum in it.
Definition 0.2.9. Let f : Hp → Cp. The function f is rigid analytic if the
restriction of f to any affinoid A is the uniform limit of a sequence of rational
functions with poles outside A.
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In the study of p-adic L-functions it is convenient to extend the p-adic
logarithm continuously to C∗p. By density, it suffices to extend it to
(
Qalgp
)∗
.
Denote U = {z ∈ Qalgp : |z|p = 1}, and by P ⊆ R+ the image of | |p on Qalgp .
One has an isomorphism as multiplicative groups
T :
(
Qalgp
)∗ → U× P
z 7→
(
z
|z|p , |z|p
)
.
Set D = D(1, 1) = 1 + D(0, 1) ⊆ Qalgp and V the group of all roots of unity
in
(
Qalgp
)∗
of order prime to p. One has an isomorphism
R : U → V× D
z 7→
(
ω(z),
z
ω(z)
)
.
Hence, (
Qalgp
)∗ ' V× D× P.
Denote κ :
(
Qalgp
)∗ → D the projection onto D. The power series defining the
p-adic logarithm converges in D (1, p) ⊆ Qalgp . Denote by logp the extension
of the logarithm to D.
Definition 0.2.10. The Iwasawa logarithm is the extension to C∗p of logp◦κ.
It is denoted by Logp.
Proposition 0.2.11 (cf. [60]). The Iwasawa logarithm is the unique contin-
uous extension to C∗p of the p-adic logarithm which vanishes at p and such
that for any σ ∈ Gal (Qalgp /Qp),
Logp ◦ σ = σ ◦ Logp,
in Qalgp .
In addition, the Iwasawa logarithm is continuous and locally analytic
(cf. [60], ch. 5).
Definition 0.2.12. A polynomial P (T ) = T n + an−1T n−1 + ...+ a0 ∈ OL[T ]
is called distinguished if ak ∈ piOL, where pi is a uniformizer of OL over p.
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The following result, besides being of interest by itself, is crucial in the
classical study of p-adic L-functions (see Koblitz [39], ch. 5).
Theorem 0.2.13 (Weierstrass preparation theorem). Let f(T ) =
∑
k≥0
akT
k ∈
OL[[T ]] with ak ∈ piOL for 0 ≤ k ≤ λ− 1 but aλ 6∈ piOL. Then, there exists a
unique distinguished polynomial p(T ) of degree λ, a unique u(T ) ∈ OL[[T ]]∗
and a unique µ ∈ N ∪ {0}, such that
f(T ) = piµp(T )u(T ).
As an immediate corollary, a function given by a power series in the
conditions of theorem 0.2.13 has a finite number of zeros in its domain.
0.3 Dirichlet characters and Bernoulli num-
bers
A Dirichlet character modulo n is a group homomorphism χ : (Z/nZ)∗ → C∗.
The conjugate character χ : (Z/nZ)∗ → C∗ is defined by setting χ(a) = χ(a).
If n|m, the character χ can be lifted to another character χ′ : (Z/mZ)∗ → C∗.
If a Dirichlet character modulo f is not the lift of any character, it is said to
be primitive of conductor f . A Dirichlet character modulo n can be lifted to
Z/nZ by setting χ(a) = 0 for (a, n) > 1. This way, any character modulo n
can be lifted to Z. Denote by 1n the trivial character modulo n.
Definition 0.3.1. Let χ be a Dirichlet character modulo n. The Dirichlet
L-function of χ is
L(s;χ) =
∞∑
n=1
χ(n)
ns
, Re(s) > 1.
We denote by L(s; 1) the Riemann zeta function. Since χ takes values
on the unit circle, L(s;χ) is well defined and it is analytic in the half-plane
Re(s) > 1.
Proposition 0.3.2. The function L(s;χ) admits the Euler factorization
L(s;χ) =
∏
p
(
1− χ(p)p−s)−1 , Re(s) > 1,
where p runs over the prime numbers.
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In particular, Dirichlet L-functions do not vanish at any point of the
half-plane Re(s) > 1.
A Dirichlet character is said to be even if χ(−1) = 1, and odd otherwise.
Let χ be a primitive Dirichlet character of conductor f . The Gauss sum for
χ is defined by
τ(χ) =
f∑
a=1
χ(a)e
2piia
f .
Path integration of the function Gχ(z) =
f∑
a=1
χ(a)e−az
1− e−fz and an application of
the residue theorem allow us to prove the following result.
Proposition 0.3.3 (cf. Iwasawa [34], appendix). The Riemann zeta function
extends to a meromorphic function on C \ {1}. It has a simple pole at z = 1
with residue 1. If χ 6= 1, the function L(s;χ) extends to an entire function.
In addition, the following functional equation holds:
L(s;χ) =
τ(χ)
2iδ(χ)
(
2pi
f
)s
L(1− s;χ)
Γ(s)cospi(s−δ(χ))
2
,
where δ(χ) = 0 if χ is even, and 1 otherwise.
2
Let χ be a Dirichlet character of conductor f . Define
Fχ(t) =
f∑
a=1
χ(a)teat
eft − 1 ,
Fχ(t,X) = Fχ(t)e
Xt,
where X is an indeterminate. These functions are analytic in t, with series
expansions of the form
Fχ(t) =
∞∑
n=0
Bn,χ
tn
n!
,
Fχ(t,X) =
∞∑
n=0
Bn,χ(X)
tn
n!
.
0.4. QUATERNION ALGEBRAS AND QUATERNION ORDERS 11
Definition 0.3.4. The numbers Bn,χ are called Bernoulli numbers for the
character χ. The polynomials Bn,χ(X) are called Bernoulli polynomials for
the character χ.
Remark 0.3.5. Notice that
Bn,χ(X) =
n∑
i=0
(
n
i
)
Bi,χX
n−i.
In particular, Bn,χ(0) = Bn,χ for any n ≥ 0.
Path integration leads to the equality−L(1− n;χ)
Γ(n)
= Resz=0(Fχ(z)z
−n−1)
which, in conjunction with the fact that Γ(n) = (n−1)!, leads to the following
result.
Proposition 0.3.6 (cf. Iwasawa, [34]). For any primitive Dirichlet character
χ and for any integer n ≥ 1,
L(1− n;χ) = −Bn,χ
n
.
0.4 Quaternion algebras and quaternion or-
ders
We present here some classical notions on quaternion algebras. We mainly
follow [1]. The reader is also referred to [72]. Let a, b ∈ Z, a, b 6= 0 and
let H =
(
a,b
Q
)
be the quaternion Q-algebra generated by I and J with the
standard relations I2 = a, J2 = b, IJ = −JI. Denote K = IJ . The reduced
trace and the reduced norm of a quaternion ω = x+ yI + zJ + tK ∈ H are
defined by
Tr(ω) = ω + ω = 2x, N(ω) = ωω = x2 − ay2 − bz2 + abt2,
where ω = x− yI − zJ − tK denotes the conjugate of ω. The following map
is a monomorphism of Q-algebras
ψ :
(
a, b
Q
)
→ M (2,Q(√a))
x+ yI + zJ + tK 7→
(
x+ y
√
a z + t
√
a
b(z − t√a) x− y√a
)
.
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Notice that for any ω ∈ H, N(ω) = det (ψ(ω)), and Tr(ω) = Tr (ψ(ω)).
For any place p of Q (possibly including p = ∞), Hp := H ⊗Q Qp is a
quaternion Qp-algebra. If Hp is a division algebra, it is said that H is ramified
at p. Otherwise, H is said to split at p. As is well known, the quaternion
algebra H is ramified at a finite even number of places. The discriminant
DH is defined as the product of the primes at which H ramifies. Moreover,
two quaternion Q-algebras are isomorphic if and only if they have the same
discriminant.
Definition 0.4.1. Let H be a quaternion Q-algebra. If DH = 1, H is said
to be non-ramified; in this case, it is isomorphic to M(2,Q). If H is ramified
at p = ∞, it is said to be definite, and indefinite otherwise. An indefinite
quaternion algebra is said to be small ramified if DH is equal to the product
of two distinct primes.
The following result gives a useful presentation of non-ramified and small
ramified quaternion Q-algebras.
Theorem 0.4.2 (Alsina-Bayer, [1]). Let H =
(
a, b
Q
)
be a quaternion Q-
algebra.
(i) If DH = 1, then H ' M (2,Q) '
(
1,−1
Q
)
.
(ii) If DH = 2p, p prime, p ≡ 3 (mod 4), then H '
(
p,−1
Q
)
.
(iii) If DH = pq, p, q primes, q ≡ 1 (mod 4) and
(
p
q
)
= −1, then H '(
p, q
Q
)
.
If a and b are prime numbers, then H satisfies one, and only one, of these
three statements.
Let H be a quaternion Q-algebra. An element α ∈ H is said to be integral
if N(α),Tr(α) ∈ Z. A Z-lattice Λ of H is a finitely generated torsion free Z-
module contained in H. A Z-ideal of H is a Z-lattice Λ such that Q⊗Λ ' H.
A Z-ideal is not in general a ring. An order O of H is a Z-ideal which is a
ring. Each order of a quaternion algebra is contained in a maximal order.
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In an indefinite quaternion Q-algebra, all the maximal orders are conjugate
(cf. [72]). An Eichler order is the intersection of two maximal orders.
Let H =
(
a, b
Q
)
be an indefinite quaternion Q-algebra. Given a maximal
order OH , denote by O1H the multiplicative group of elements of OH of re-
duced norm equal to 1, and let Γ1H be its image under ψ. A Fuchsian group
of the first kind Γ ⊆ GL (2,R) is called arithmetic if it is commensurable
with Γ1H for some quaternion algebra H.
Proposition 0.4.3 (cf. [72]). Let O be an Eichler order of H. Then Op =
O⊗Zp is a Zp-order of Hp. Moreover, there exists a unique n ≥ 0 such that
Op is conjugated to the Eichler order
On =
{(
a b
cpn d
)
; a, b, c, d ∈ Zp
}
.
The level of the local Eichler order is defined as pn.
To define the global level of O, write O = O′ ∩ O′′ with O′,O′′ maximal
orders and tensor by Zp. The global level is then the product of all local
levels.
Proposition 0.4.4 (Alsina-Bayer, [1]). Let N ≥ 1 and p, q be different
primes as in Theorem 0.4.2.
(i) O0(1, N) =
{(
a b
cN d
)
; a, b, c, d ∈ Z
}
is an Eichler order of level N
in M (2,Q).
(ii) OM(1, N) = Z + Z(J + K)/2 + ZN(−J + K)/2 + Z(1 − I)/2 is an
Eichler order of level N in M =
(
1,−1
Q
)
, the matrix algebra.
(iii) If D = 2p, N |(p − 1)/2 and N is square free, then O(2p,N) = Z +
ZI +ZNJ +Z
(
1+I+J+K
2
)
is an Eichler order of level N in
(
p,−1
Q
)
, for
N |(p− 1)/2, N square free.
(iv) If D = pq, N |(q − 1)/4, (N, p) = 1 and N is square free, then Z +
ZNI+Z(1+J)/2+Z(I+K)/2 is an Eichler order of level N in
(
p,q
Q
)
,
for N |(p− 1)/4, p - N , N square free.
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Remark 0.4.5. For D = 1, 2p, pq, with p, q primes as in 0.4.2, and N ≥ 1,
denote by Γ(D,N) the image under ψ of the group of units of reduced norm
1 in the Eichler orders given in Proposition 0.4.4. The groups Γ(D,N) are
arithmetic Fuchsian groups of the first kind. In particular, Γ(1, N) = Γ0(N).
Chapter 1
p-adic L-functions of abelian
Q-extensions
Introduction
In this chapter we explain four alternative constructions of the p-adic L-
function attached to a real abelian extension of Q, namely, the Kubota-
Leopoldt original construction as character averages, the Iwasawa construc-
tions as power series which interpolate special values of Dirichlet L-series
and as limits of Stickelberger elements, and the construction as Mazur-Mellin
transforms explained in [39]. All of them are equivalent. Special attention
has been paid to the original ideas and motivations which led to the intro-
duction of the Kubota-Leopoldt p-adic L-functions, such as the p-adic special
values Lp (χ) and the p-divisibility of the class numbers. We present some
ideas and results from Leopoldt [43] and Kubota-Leopoldt [40] which are not
present in the modern expositions on p-adic L-functions, such as the concept
of χ-average, which is the main tool in the first definition of p-adic L-function.
In Theorem 1.1.15, we prove a formula of Leopoldt which is stated without
proof in [43]. In propositions 1.1.28 and 1.1.29, we generalize this theorem,
and, finally, we apply this result to give a proof of the non-vanishing of the
p-adic Dedekind zeta-function of a real abelian extension K/Q at s = 1 under
certain conditions (Corollary 1.1.31).
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1.1 p-adic L-functions as character averages
1.1.1 Values of Dirichlet L-functions at s = 1.
Let K/Q be an abelian extension of degree n = r1 + 2r2, where r1 is the
number of real embeddings and r2 the number of complex non-real embed-
dings of K up to complex conjugation. Let d and h respectively denote the
discriminant and the class number of K. Let R be the regulator of K. Since
K is contained in a cyclotomic extension, the Galois group G = Gal (K/Q)
is isomorphic to a quotient of (Z/fZ)∗ for some f ∈ N. Let w be the order of
the group of roots of unity contained in K, which is well known to be finite.
The class number formula in this case is
2r1(2pi)r2hR
w
√|d| = ∏L(1;χ), (1.1.1)
the product taken as χ runs through the non-trivial characters of G. Since
R 6= 0, it follows that L(1;χ) 6= 0 for any character χ : G → C∗. A natural
question is to study the special values L(1;χ). For instance, for characters
of large enough conductor, knowing the behaviour of L(1;χ) allows us to
describe the asymptotic behaviour of the quantity hR. If all the L(1;χ) were
algebraic up to multiplication by powers of pi, one could think of computing
the p-adic valuation of hR up to a power of pi, and this valuation would equal
the sum of the valuations of the factors L(1;χ) apart from well determined
factors coming from (1.1.1). Unfortunately, this is not the case in general. For
any Dirichlet character χ denote by τ(χ) its Gauss sum. Following Leopoldt
[43], denote by L∞(χ) the value L(1;χ). One has the following result.
Proposition 1.1.1 (Hasse, [32]). For any primitive Dirichlet character χ of
conductor fχ and for any primitive fχ-th root of unity,
L∞(χ) = −τ(χ)
fχ
fχ∑
a=1
χ(a)log(1− ζ−a). (1.1.2)
We can work out (1.1.2) to obtain
L∞(χ) =

pii
fχ
τ(χ)B1,χ, if χ is odd,
−τ(χ)
fχ
fχ∑
a=1
χ(a)log|1− ζa|, if χ is even, χ 6= 1,
(1.1.3)
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where Bj,χ denotes the j-th generalized Bernoulli number attached to χ.
If χ is odd, (1.1.3) shows that L∞(χ) is algebraic up to multiplication
by pi. If χ is even, L∞(χ) is also transcendent (Baker, [6]) but it is not a
product of a power of pi by an algebraic number.
Let ζ be an fχ-th root of unity, which we consider as a p-adic number. In
[43], for an even character χ, Leopoldt replaced L∞(χ) by a p-adic analogue
Lp(χ) defined as
Lp(χ) = −τ (χ)
fχ
fχ∑
a=1
χ(a)logp(1− ζa) (1.1.4)
and established a p-adic version of the class number formula with a view to
extracting some information about the class number. Two natural questions
arise: what is the relation between Lp(χ) and L∞(χ)? and for which pairs
(χ, p) does Lp(χ) vanish? The following result provides a partial answer to
the second question.
Proposition 1.1.2 (Leopoldt, [43], 1.8). Suppose that p - 2fχ and that
χ(−1) = 1. Then
Lp(χ) ≡ χ(p)Bp−1,χ
p− 1 p (mod p
2).
Remark 1.1.3. We point out that the p-adic value of τ(χ) depends on the
embedding Qalg ↪→ Qalgp , which we fix once and from now on.
1.1.2 The p-adic class number formula for a real abelian
extension of Q.
In the rest of this chapter, we suppose that K/Q is a real abelian extension.
This implies that all the characters of G are even. Let g denote the degree
of K/Q.
Definition 1.1.4. (The p-adic regulator) Let {ε1, ..., εg−1} be a fundamental
system of units of OK . Let {σ1, ..., σg} be the embeddings of K into Qalg.
The p-adic regulator of K is
Rp(K) = det
(
logp (σj (εk))
)g−1
j,k=1
.
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Remark 1.1.5. Note that one σk is missing. Since
g∏
j=1
σj (εk) = 1 for any k,
the p-adic regulator is well defined up to a sign.
The fact that a change of fundamental system of units is given by a uni-
modular matrix implies that, up to a sign, Rp(K) does not depend on the
choice of the units. More in general, let {ε′1, ..., ε′g−1} be a system of inde-
pendent units. This means that the subgroup H generated by {ε′1, ..., ε′g−1}
and by the roots of unity in K has finite index in O∗K . The p-adic regulator
of H is defined, up to a sign, as
Rp(H) = det
(
logp (σj (ε
′
k))
)g−1
j,k=1
.
Proposition 1.1.6. Rp(H) = [O∗K : H]Rp(K).
Proof. Denote A =
(
logp (σj (εk))
)g−1
j,k=1
and B =
(
logp (σj (ε
′
k))
)g−1
j,k=1
. For
any 1 ≤ k ≤ g − 1, set
ε′k = ωk
g−1∏
j=1
ε
n1,k
1 ...ε
ng−1,k
g−1 ,
with ωk = ±1. Set N = (nj,k)g−1j,k=1. Then,
B = AN t.
But det(N) = [O∗K : H].
In [43], Leopoldt finds a p-adic class number formula, namely:
2g−1hRp (K)√
d
=
∏
Lp(χ), (1.1.5)
where χ runs through the nontrivial characters of G. We illustrate the proof
of (1.1.5) for the maximal real subfield of the cyclotomic extensionQ (ζpn) /Q.
Denote by F+pn this maximal real subfield. The general argument to prove
(1.1.5) is essentially the same as the one presented here, apart from the fact
that the general fundamental system of units is not the naive generalization
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of the system we present in this easier case. We refer the reader to Washing-
ton, [74], ch. 8. Denote by h+pn and dF+pn
, respectively, the class number and
the discriminant of F+pn . For any integer 1 < a ≤ p
n−1(p−1)
2
, denote
ξa = ζ
1−a
2
pn
1− ζapn
1− ζpn .
This element is a unit of the ring of integers of F+pn . Denote by C
+
n the
subgroup generated by these elements. The explicit form of the eigenvalues
of the matrix defining the p-adic regulator plays an important role in the
p-adic class number formula. In [43] and in [34], they are computed by using
properties of circular matrices. We follow the approach of [74]. The following
lemma will help us to identify these eigenvalues.
Lemma 1.1.7 (cf. Washington, [74], ch. 5). Let G be a finite abelian group
and f be a function on G with values in an algebraically closed field k of
characteristic 0. Then,
(i) the eigenvalues of the matrix (f (στ−1))σ,τ∈G are{∑
σ∈G
χ(σ)f(σ)
}
,
as χ runs through the k-valued characters of G.
(ii) det (f (στ−1)− f(σ))σ,τ 6=1 =
∏
χ 6=1
∑
σ∈G
χ(σ)f(σ).
Proof. (i) Consider the finite-dimensional k-vector space V of k-valued func-
tions on G. Then, G acts on V , via the action σ · h(x) := h(σx), with
σ, x ∈ G and h ∈ V . Define the k-linear endomorphism T : V → V by
the rule T (φ) =
∑
σ∈G f(σ) (σ · φ). Let us denote by φτ the characteristic
function of τ ∈ G, i.e., φτ (σ) = 1 if τ = σ and 0 otherwise. It is easy to see
that the characteristic functions form a basis of V . For any τ, τ0 ∈ G, we
have that T (φτ )(τ0) =
∑
σ∈G f(σ)φτ (στ0). Setting α = σ
−1τ , we obtain that
T (φτ )(τ0) =
∑
α∈G f(τα
−1)φα(τ0). This means that the matrix of T with re-
spect to the basis of V given by the characteristic functions is (f(στ−1))σ,τ∈G.
On the other hand, since the characters χ of G are linearly independent, they
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also form a basis for V . But T (χ)(τ) =
∑
σ∈G f(σ)χ(σ)χ(τ), which implies
that χ is an eigenfunction for T with eigenvalue
∑
σ∈G f(σ)χ(σ).
(ii) Set W =
{
h ∈ V :
∑
σ∈G
h(σ) = 0
}
, and for any τ ∈ G, denote
ψτ (σ) = φτ (σ) − |G|−1. Then, the set {ψτ : τ 6= 1} is a basis of W . The
matrix of the statement is the matrix of the endomorphism T restricted to W
in this base. The result follows from the fact that the non-trivial characters
of G form a diagonal basis of W .
We need two more technical lemmas. The following one is known in the
literature as the Fu¨hrer-Diskriminant Produktformel.
Lemma 1.1.8 (Washington, [74], ch. 3). Let K be a number field of degree
n = r1 + 2r2 and discriminant dK associated to a group of Dirichlet charac-
ters. Then,
(i) (−1)r2
∏
χ 6=1
fχ = dK, and
(ii)
∏
χ 6=1
τ (χ) =

√|dK | if K is totally real,
ir2
√|dK | if K is complex. .
2
Lemma 1.1.9. h+pn =
[
O∗
F+pn
: C+n
]
.
Proof. By using Lemma 1.1.7 with G = Gal
(
F+pn/Q
)
and f(σ) = log|1−ζσpn|,
we have that
R
(
C+n
)
= ±
∏
χ 6=1
1
2
pn∑
a=1
χ(a)log
∣∣1− ζapn∣∣ .
Since
pn∑
a=1
χ(a)log
∣∣1− ζapn∣∣ = − fχτ (χ)L∞(χ), and χ runs through the charac-
ters of Gal
(
F+pn/Q
)
if and only if χ runs through the characters of Gal
(
F+pn/Q
)
,
by using Lemma 1.1.8, we obtain
R
(
C+n
)
= ±
√
dF+pn
2g−1
∏
χ 6=1
L∞(χ).
1.1 p-adic L-functions as character averages 21
The result follows from the classical class number formula.
Theorem 1.1.10. There exists a fundamental system of units such that
2g−1h+pnRp
(
F+pn
)√
dF+pn
=
∏
χ 6=1
Lp(χ).
Proof. By Lemma 1.1.8 and Lemma 1.1.7 with G = Gal
(
F+pn/Q
)
and f(σ) =
logp(1− ζσpn), we have that
Rp
(
C+n
)
= ±
∏
χ 6=1
1
2
pn∑
a=1
χ(a)logp
(
1− ζap
)
= ±
√
dF+pn
2g−1
∏
χ 6=1
Lp(χ).
Now, use Lemma 1.1.9 and Proposition 1.1.6 and the result follows.
The following result is interesting in itself.
Proposition 1.1.11. The Zp-rank of O∗F+pn ⊗ Zp equals the number of char-
acters χ such that Lp(χ) 6= 0.
Proof. The Zp-rank of O∗F+pn ⊗ Zp equals the Zp-rank of the additive group
generated by {ξa}g−1a=2, which equals the Qp-rank of the matrix(
logp (σk (ξa))
)g−1
k,a−1=1 .
But the eigenvalues of this matrix, by Lemma 1.1.7, are precisely
g−1∑
a=1
χ(a)logp(1− ζapn) = −
fχ
τ (χ)
Lp(χ).
1.1.3 Applications.
Let K/Q be a real abelian extension of degree g, class number h and dis-
criminant d. Let ζK be the Dedekind zeta function of K and ζ the Riemann
zeta function.
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Definition 1.1.12 (cf. Leopoldt, [43]). For any z ∈ Z∗p, the Fermat quotient
of z (mod p), denoted by Qp(z), is the reminder of (z
p−1 − 1)/p (mod p).
Proposition 1.1.13. For any z ∈ Z∗p,
logp(z) ≡ −pQp(z) (mod p2).
Proof. Write z = ω(z)〈z〉 and 〈z〉 = 1 + pz˜. Then,
logp(z) = logp(〈z〉) ≡ pz˜ (mod p2).
Since Qp(z) = (p− 1)z˜ + p(p−2)(p−1)2 z˜2 +O(p2), the result holds.
Definition 1.1.14 (Leopoldt, [43]). Given a fundamental system of units
{εj}g−1j=1, the p-adic regulator mod p attached to this system of units is
R(p)(K) = det (Qp (σj (εk)))
g−1
j,k=1 .
Theorem 1.1.15. Let K/Q be a real abelian extension and let p be a prime
such that for any character χ of Gal (K/Q) of conductor fχ, p - 2fχ. Then,
with the above notations, there exists a fundamental system of units, a choice
of the square root and an ordering of the Galois embeddings of K into Qalg
such that
2g−1hR(p)(K)√
d
≡ ζK(2− p)
ζ(2− p) (mod p).
Proof. From the very definition of p-adic regulator mod p, for any fundamen-
tal system of units we have that Rp(K) ≡ (−p)g−1R(p)(K) (mod pg). From
the p-adic class number formula, there exists a fundamental system of units
such that
2g−1hRp(K)√
d
=
∏
Lp(χ).
Using Proposition 1.1.2, we obtain that∏
χ 6=1
Lp (χ) ≡ (−p)g−1
∏
χ 6=1
L (2− p;χ) mod (pg). (1.1.6)
But the left hand side of (1.1.6) is congruent to
(−p)g−12g−1hR(p)(K)√
d
(mod pg).
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Remark 1.1.16. In Leopoldt’s formula (3.8) in [43], the right hand side of the
congruence is multiplied by
(
d
p
)
, the Legendre symbol of d over p. Notice
that Theorem 1.1.15 does not contradict Leopoldt’s original formula, since
the regulator is defined up to a sign.
Corollary 1.1.17 (Leopoldt, [43]). Let p be an odd prime. Then, p -
ζK(2− p)
ζ(2− p)
if and only if it satisfies the following conditions:
(i) K does not ramify at p,
(ii) p is coprime to h, and
(iii) for any a ∈ OK such that a ≡ 1 (mod p) and NK/Q(a) ≡ 1 (mod p2),
there exists u ∈ O∗K such that that a ≡ u (mod p2).
2
1.1.4 The Kubota-Leopoldt p-adic L-function
In view of the p-adic class number formula, it seems natural to see the p-
adic quantities Lp(χ) as Lp(1;χ) for suitable functions Lp(s;χ) which could
be seen as p-adic analogues of L(s;χ). This task was fulfilled by Kubota
and Leopoldt in [40] and [41]. In this section we present the construction of
Lp(s;χ) and in section 2.2 we will explain the proof that Lp(1;χ) = Lp (χ).
Denote
Qp[[X]]b =
{
A =
∞∑
n0
an(X − 1)n | lim
n→∞
|anqn|p = 0 for any q ∈ pZp
}
.
For A ∈ Qp[[X]]b, the assignment ||A||p = sup
n≥0
|anqn|p is a norm. The Qp-
vector space Qp[[X]]b endowed with this norm is a Banach Qp-algebra.
Definition 1.1.18. Given A ∈ Qp[[X]]b and χ a Dirichlet character of con-
ductor fχ, set fχ = lcm(fχ, q) where q = 4 if p = 2 and q = p otherwise. Let
n ≥ 1 an integer. The n-th character average for χ is
Mnχ (A) =
1
fχq
n
fχq
n∑
a=1
χ(a)A(〈a〉).
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For any Dirichlet character χ, let us denote by Qp (χ) the finite extension
of Qp obtained by adjoining to Qp the finite set {χ(a) : a ∈ Z}. Notice that
Mnχ (A) ∈ Qp (χ).
Proposition 1.1.19. For any A ∈ Qp[[X]]b, there exists lim
n→∞
Mnχ (A).
Proof. It is consequence of the following identity:
fχq
n+1
(
Mn+1χ (A)−Mnχ (A)
)
=
fχq
n∑
k=1
χ(k)
q−1∑
j=0
A(〈k + fχqnj〉)− qA(〈k〉).
Denote this limit by Mχ(A). Since Qp is complete, Mχ(A) ∈ Qp (χ). For
any Dirichlet character χ, there exists Cχ ≥ 0 such that for any power series
A ∈ Qp[[X]]b,
|Mχ(A)|p ≤ Cχ||A||p.
Let s ∈ Zp be a fixed p-adic integer. Define Ps(u) =
∑
n≥0
(
s
n
)
(u − 1)n.
By taking p-adic valuations of the combinatorial numbers we see that Ps ∈
Qp[[X]]b.
Definition 1.1.20. (Kubota-Leopoldt, [40]) The p-adic L-function is
Lp(s;χ) =
1
s− 1Mχ(P1−s).
For any integer n ≥ 1 and for any Dirichlet character χ, denote by χn the
character χω−n (the product of characters defined as usual).
Theorem 1.1.21 (Kubota-Leopoldt, [40]). There exists r > 1 such that
Lp(s;χ) is holomorphic (meromorphic if χ = 1) on D(1, r) ⊆ Qp. Moreover,
for any n ≥ 1, we have
Lp(1− n;χ) = −(1− χn(p)pn−1)Bn,χn
n
.
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Remark 1.1.22. As we will see in next section, property 1.1.21 characterizes
the p-adic L-function. In particular, for any n ≡ 0 mod (p− 1), we have
Lp(1− n;χ) = −(1− χ(p)pn−1)Bn,χ
n
.
Next, we show how the continuity of the p-adic L-function can be used
to approximate the values Lp(1;χ) and to control the error term. Since
Lp(1;χ) = lim|s|p→0
Lp(1− s;χ),
the values
(
1− χ(p)ppm(p−1)−1) Bpm(p−1),χ
pm(p− 1) approximate Lp(1;χ) for large enou-
gh m. The natural question is how to control the error term.
Lemma 1.1.23 (Kubota-Leopoldt, [40]). Let G ∈ Qp[[X]]b be a power
series and denote by G′ its formal derivative. Let n0 ≥ 0 be such that∣∣∣Mn0χω−1(G′)∣∣∣
p
≤ ∣∣1
6
∣∣
p
. Then,
∣∣Mχ(G)−Mnχ (G)∣∣p ≤
∣∣∣∣∣fχqn12
∣∣∣∣∣
p
.
Proposition 1.1.24. Suppose that pq - fχ and that p > 3. Then, for any
s ∈ Zp,
|Lp(1;χ)− Lp(1− s;χ)|p ≤ |ps|p.
Proof. Let us denote by I(u) = 1 the identity of the ring Q[[u]]b. Define
L(u) =
∞∑
n=1
(−1)n−1
n
(u− 1)n.
A simple calculation shows that
1
s
(Ps(u)− I(u)) =
∞∑
n=1
1
n
(
s− 1
n− 1
)
(u− 1)n.
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Denote this power series by Hs(u). Clearly, Hs(u) ∈ Qp[[u]]b. Denote
Gs(u) =
1
s
(Hs(u)− L(u)) .
One can show that
Gs(u) =
∞∑
n=0
L(u)n+2
(n+ 2)!
sn,
hence, by ultrametricity, one has that, for any u ∈ D(1, p)+, and s ∈ Zp,
|Gs(u)|p ≤ max
m≥2
∣∣∣∣qmm!
∣∣∣∣
p
≤
∣∣∣∣q22
∣∣∣∣
p
< 1.
In particular, we have ∣∣M0χ(Gs)∣∣p ≤ p−1.
On the other hand, it is easy to see that∣∣M0χω−1(G′s)∣∣p ≤ ∣∣∣q2 ∣∣∣p .
Hence, by using Lemma 1.1.23, one has, in particular, that for n ≥ 0,∣∣Mχ(Gs)−Mnχ (Gs)∣∣p ≤ p−1.
Since∣∣Mnχ (Gs)∣∣p ≤ max(∣∣Mnχ (Gs)−Mχ(Gs)∣∣p , ∣∣M0χ(Gs)−Mχ(Gs)∣∣p , ∣∣M0χ(Gs)∣∣p) ,
we conclude that ∣∣Mnχ (Gs)∣∣p ≤ p−1.
Now, by taking limit in n, we have
|Mχ(Gs)|p ≤ p−1.
To finish, observe that Mχ(Hs) = −Lp(1 − s;χ) and Mχ(Ls) = Lp(1;χ).
Hence, ∣∣∣∣1s (Lp(1;χ)− Lp(1− s;χ))
∣∣∣∣
p
= |Mχ(Gs)|p < p−1.
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As an application of Proposition 1.1.24, to close this section, we generalize
the results of section 1.3.
For z ∈ Z∗p, write z = ω(z)〈z〉, where 〈z〉 = (1 + pz˜). Denote by Qp,n(z)
the truncation of the series −1
p
logp(1 + pz˜) (mod p
n+1).
Definition 1.1.25. Let {ε1, ..., εg−1} be a fundamental system of units of
K. The p-adic regulator modulo pn attached to this system is
R(p,n)(K) = det (Qp,n (σj(εk)))1≤j,k≤g−1 .
The following lemma is obvious from the definition of Qp,n.
Lemma 1.1.26. For any integer n ≥ 1, −pQp,n(z) ≡ logp(z) (mod pn+2).
As a direct consequence of this lemma, we have the following result.
Proposition 1.1.27. For any integer n ≥ 1, there exists a fundamental
system of units such that Rp(K) ≡ (−p)g−1R(p,n)(K) (mod pn+g).
2
We will see in the next section that Lp(1;χ) = Lp(χ), but for the moment,
we take it for granted. Under this assumption, we can prove the following
generalization of Proposition 1.1.15, which can be used as a means to ap-
proximate p-adically the quotient of the Dedekind zeta function of K at the
values 1− (p− 1)pn over the Riemann zeta function at the same values.
Proposition 1.1.28. Let K/Q be a real abelian extension of degree g and
p > 3 an unramified prime for K such that for any character χ of Gal (K/Q),
p - fχ. Then, there exists a fundamental system of units of O∗K, a choice of
the square root and an ordering of the Galois embeddings of K into Qalg such
that for any n ≥ 1,
2g−1hR(p,n)(K)√
d
≡ (−1)g−1 ζK(1− p
n(p− 1))
ζ(1− pn(p− 1)) (mod p
n+1).
Proof. Given an integer n ≥ 1, by using Lemma 1.1.26 we have that Rp(K) ≡
(−p)g−1R(p,n)(K) (mod pn+g). By using Proposition 1.1.24 and Theorem
1.1.21, we obtain∏
χ 6=1
Lp (χ) ≡ pg−1
∏
χ 6=1
L (1− pn(p− 1);χ) (mod pn+g). (1.1.7)
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By formula 1.1.5, the left hand side of (1.1.7) equals
2g−1hRp(K)√
d
, which
is congruent to
(−p)g−12g−1hR(p,n)(K)√
d
(mod pn+g). Dividing by pg−1, the
result follows.
With Proposition 1.1.28, we can formulate the following result on the
non-vanishing mod p of the classical Dedekind zeta function
Corollary 1.1.29. Let K/Q be a real abelian extension. Let p > 3 be an
unramified prime such that (p, hk) = 1 and Rp(K) ∈ pg−1Z∗p. Then, for any
n ≥ 1,
p -
ζK (1− pn(p− 1))
ζ(1− pn(p− 1)) .
Proof. If Rp(K) ∈ pg−1Z∗p, then, for any n ≥ 1, R(p,n)(K) ∈ Z∗p. Since p is
unramified at K, (p, dK) = 1. Since (p, hK) = 1, the right hand side of the
equality of Proposition 1.1.28 is a p-adic unit. Hence, the result follows.
Definition 1.1.30. (Iwasawa, [34]) Let K/Q be a real abelian extension of
Q. The p-adic Dedekind zeta function of K is ζK,p(s) =
∏
Lp(1 − s;χ),
where the product runs through the group of characters of Gal(K/Q).
The function ζK,p is meromorphic with a simple pole at s = 0, which can
be cancelled out dividing by Lp(1− s; 1). The quotient is, hence, an analytic
function which we denote by ζK/Q,p. By passing to the limit in Corollary
1.1.29, we can easily prove the following result.
Corollary 1.1.31. Let K/Q be a real abelian extension. Let p be an unram-
ified prime such that (p, hk) = 1 and Rp(K) ∈ pg−1Z∗p. Then,∣∣ζK/Q,p(1)∣∣p = 1.
1.2 p-adic L-functions as power series
1.2.1 Iwasawa construction of p-adic L-functions
Notice that Qp[[X]]b contains Qp[X] as a dense subset. We will use the
following
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Lemma 1.2.1. Let {bn}n≥0 be a sequence of elements of Qp, and define
cn =
n∑
k=0
(−1)n−k
(
n
k
)
bk, n ≥ 0.
Then,
bn =
n∑
k=0
(
n
k
)
ck.
Proof. It is straightforward after the following observation:
et
∞∑
n=0
cn
tn
n!
=
∞∑
n=0
bn
tn
n!
.
As we have seen in Theorem 1.1.21, Lp(s;χ) is holomorphic (meromorphic
if χ = 1) on a certain disc. We present here an alternative construction of
Lp(s;χ).
Theorem 1.2.2 (Iwasawa, [34]). There exists a unique meromorphic p-adic
L-function Lp(s;χ) with the following properties:
(i) Lp(s;χ) =
∞∑
n=−1
an(s− 1)n with an ∈ Qp (χ).
(ii) If χ = 1, then a−1 = 1 − 1p . Otherwise, Lp(s;χ) is holomorphic in
D
(
1, p
1
p−1 q
)
⊆ Qalgp , where q = p if p > 2, and q = 4 for p = 2.
(iii) For any n ∈ Z with n ≥ 1,
Lp(1− n;χ) =
(
1− χn(p)pn−1
)
L(1− n;χn).
Proof. Set
bn =
(
1− χn(p)pn−1
)
Bn,χn ,
and
cn =
n∑
i=0
(−1)n−i
(
n
i
)
bi.
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Now consider the polynomials
An(x) =
n∑
k=0
ck
(
x
k
)
.
According to Lemma 1.2.1, An(n) = bn for any n ≥ 0. Next, observe that
there exists 0 < r < p
−1
p−1 such that
|cn|p ≤ rn.
In fact, we can consider r = q2−n|f−1|p, where f is the conductor of χ. This
is quite a technical calculation; it is not essential for the construction we are
considering, and its proof can be found in [34]. Set r1 = p
− 1
p−1 r. Given two
integers k < l,
||Al − Ak||p ≤ max
k≤j≤l
∣∣∣∣∣∣∣∣cj(xj
)∣∣∣∣∣∣∣∣
p
≤ rk+11 .
Since Qp[[X]]b is complete, the sequence {An}n≥1 has a limit Aχ ∈ Qp[[X]]b.
Now define
Lp(s;χ) = (s− 1)−1Aχ(1− s).
This function satisfies the hypotheses of the theorem. For the uniqueness,
notice that Aχ is continuous on its domain and that the positive integers are
dense in Zp.
Remark 1.2.3. Notice that, in particular, the function Lp(s;χ) is defined in
Zp, which is contained in D
(
1, p−
1
p−1 q
)
.
Remark 1.2.4. By uniqueness, the p-adic L-functions constructed in Theorem
1.2.2 agree with those defined in 1.1.20.
1.2.2 The Γ-transform and the calculation of Lp(1;χ)
The aim here is to explain a proof of the fact that Lp(1;χ) = Lp (χ).
Throughout this subsection, we extend to Zp the character x 7→ 〈x〉 by
setting 〈px〉 = 0 for x ∈ Zp. Denote
Qp[[X]]m =
{ ∞∑
n=0
anX
n ∈ Qp[[x]] : |ann!| → 0 as n→∞
}
.
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Obviously, Qp [X] is dense in Qp[[X]]m. Now, for any integer n ≥ 0 and for
any s ∈ Zp, let us consider
γn(s) =
n∑
i=0
(−1)n−i
(
n
i
)
〈i〉s.
As a function of s, γn ∈ C (Zp,Cp). We will use the following
Lemma 1.2.5. For any s ∈ Zp, |γn(s)|p ≤ p−
n−σ(n)
p−1 .
Proof. By density, it suffices to prove that for any m ∈ N with (p−1)|m and
p−m ≤ |n!|p,
|γn(m)|p ≤ |n!|p.
Notice that
γn(m) =
n∑
p-k,k=0
(−1)n−k
(
n
k
)
〈k〉m,
hence
γn(m) ≡
n∑
k=0
(−1)k−n
(
n
k
)
(mod pm).
It is not difficult to establish that n! divides the right hand side of the con-
gruence.
For any s ∈ Zp, some algebraic manipulation leads to
〈x〉s =
∞∑
n=0
γn(s)
(
s
n
)
. (1.2.1)
Definition 1.2.6. The Γ transform is defined on Qp [X] (Zp,Qp) by setting
Γ(Xn)(s) = γn(s).
The image of Γ lies in C (Zp,Cp), and by Lemma 1.2.5, Γ can be extended
to Qp[[X]]m in a unique way. Denote Γ(A)(s) = ΓA(s). It is easy to check
(by doing so on polynomials) that for any A ∈ Qp[[X]]m,
‖Γ(A)‖p ≤ ‖A‖p.
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Definition 1.2.7. Given A(X) =
∞∑
n=0
anX
n ∈ K[[X]], define
DA(X) = (1 +X)Logp(1 +X)A
′(X),
where A′(X) is the formal derivative of A.
Notice that Logp(1 + X) ∈ Qp[[X]]m, and hence, DA ∈ Qp[[X]]m. Next,
we list some properties of the Γ transform which allow to compute Lp(1;χ).
Lemma 1.2.8. If A(X) = (1 +X)n, then, ΓA(s) = 〈n〉s.
Proof. It follows directly by the very definition of Γ and by (1.2.1).
The formal power series eT − 1 =
∞∑
n=1
T k
k!
has a zero of order 1 at T = 0,
hence, we can write
(
eT − 1)n = ∞∑
k=n
dn,k
T k
k!
, dn,k ∈ Z
so that for any power series A(T ) =
∞∑
n=0
anT
n ∈ Qp[[X]]m, we have
A(eT − 1) =
∞∑
n=0
δn(A)
T n
n!
,
with δn(A) =
n∑
k=0
akdn,k (notice that d1,k = 1 for any k ≥ 0). The following
result gives a more tractable way to compute the Γ transform of a power
series. We omit the proof, which can be found at [34].
Lemma 1.2.9. For any A ∈ Qp[[X]]m, for any s ∈ Zp and for any sequence
{nk}k≥1 such that (p− 1)|nk and lim
k→∞
nk = s (p-adically), we have
ΓA(s) = lim
k→∞
δnk(A).
2
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Lemma 1.2.10. For any A ∈ Qp[[X]]m and for any s ∈ Zp, sΓA(s) =
ΓDA(s).
Proof. It suffices to note that δn(DA) = nδn(A), which is a straightforward
calculation. Now take p-adic limit on both sides.
Lemma 1.2.11. For any A ∈ Qp[[X]]m,
ΓA(0) = A(0)− 1
p
∑
ζp=1
A(ζ − 1).
Proof. Since |ζ − 1| = p− 1p−1 , it follows that A(ζ − 1) is well defined. By
continuity, it suffices to prove the lemma for A(X) = (1 + X)m for m ≥ 0.
We consider separately the cases where p - m and p|m. By Lemma 1.2.8, we
see that if p|m, then, ΓA(0) = 0. Otherwise, ΓA(0) = 1. But
A(0)− 1
p
∑
ζp=1
A(ζ − 1) = 1− 1
p
∑
ζp=1
ζm,
and the result holds.
Now, we can compute Lp(1, χ). For χ = 1, Lp has a single pole at s = 1
and there is nothing to prove. So, let us suppose that χ 6= 1. The key idea
is to express Lp(1;χ) as the Γ-transform of a certain power series at s = 0
and use Lemma 1.2.11. We will consider, for simplicity, that p > 2.
Proposition 1.2.12. Let χ be a primitive Dirichlet character of conductor
f and N an integer coprime to pf . Denote by ΛN the group of all N-th roots
of unity. Let ξ be an f -th root of unity. Consider the following power series
A(x) :=
τ(χ)
f
f∑
a=1
∑
λ∈ΛN\{1}
χ(a)
∞∑
n=1
(−1)n−1
n
xn
(1− λξa)n .
This series belongs to Qp[[X]]m and
ΓA(s) = (1− χ(N)〈N〉s)Lp(1− s;χ).
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Proof. For any n ≡ 0 (mod (p− 1)) we have
Lp(1− n;χ) = −(1− χ(p)pn−1)Bn,χ
n
.
Since the congruence class of 0 modulo p− 1 is dense in Zp, for any s ∈ Zp,
there exists a sequence of positive integers nk which tends to s p-adically,
such that (p− 1)|nk for any k ≥ 1. Thus,
lim
k→∞
Bnk,χ = −sLp(1− s;χ).
A striking idea of Leopoldt was to express the limit of the Bernoulli numbers
as a Γ transform of a suitable power series in Qp[[X]]m. To bring to light
the Bernoulli numbers, it would be desirable to find a power series related
to Fχ, the generator function of the Bn,χ. The series in the statement of the
proposition in fact satisfies
DA(eT − 1) = χ(N)Fχ(NT )− Fχ(T ),
which implies that for any n ≥ 1, δn(DA) = (χ(N)Nn − 1)Bn,χ. Now, by
letting k tend to infinity, we have
ΓDA(s) = lim
k→∞
δnk(DA) = (χ(N)〈N〉s − 1) lim
k→∞
Bnk,χ.
Since ΓDA(s) = sΓA(s), the result holds for s 6= 0. Since both sides of the
equality are continuous functions, the same holds at s = 0.
Notice that A(0) = 0, what implies, by using Lemma 1.2.11, that
−1
p
∑
ζp=1
A(ζ − 1) = (1− χ(N))Lp(1;χ).
Let ξ be an f -th root of unity. A simple computation yields
A(ζ − 1) = τ(χ)
f
f∑
a=1
∑
λ∈ΛN\{1}
χ(a)logp
(
1 +
ξ − 1
1− λξa
)
,
which, due to the fact that χ(a) = χ(N)χ(aN) for a coprime to N , leads to
ΓA(0) =
−τ(χ)
pf
(χ(p)− p) (χ(N)− 1)
f∑
a=1
χ(a)logp
(
1− ξ−a) . (1.2.2)
To finish, by comparing (1.2.2) with Proposition 1.2.12, we can conclude
that the proof of the following result is complete.
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Theorem 1.2.13. Let χ be an even Dirichlet character of conductor f , p a
prime and N a natural number coprime to fp. Then,
Lp(1;χ) =
−τ(χ)
f
(
1− χ(p)
p
) f∑
a=1
χ(a) logp
(
1− ξ−a) .
Remark 1.2.14. The study of the Γ transform and its application to the
proof that Lp(1;χ) = Lp (χ) appears first in [34]. It seems, nevertheless,
that the construction dates back to an unpublished work of Leopoldt, who,
in 1964, gave a series of lectures on this topic in Baltimore. In the words of
Leopoldt, he postponed the publication in the wrong hope of giving a proof
of the nonvanishing of Lp (χ) (cf. [41], p. 29).
1.3 p-adicL-functions via Stickelberger
We present here an alternative construction of the p-adic L-function due to
Iwasawa (see [34], ch. 6). This construction is of a more algebraic nature
than the previous ones, and this feature allows us to prove some classical
results on class numbers.
1.3.1 The Iwasawa algebra of a finite extension of Qp.
Let F be a finite extension of Qp and Γ a multiplicative topological group
which is isomorphic to the additive group Zp. Let γ be a topological generator
of Γ. Denote
Γn = Γ/Γ
pn .
Consider the group ring OF [Γn]. If m ≥ n, we have a natural projection
φm,n : OF [Γm]→ OF [Γn].
The map
OF [Γn] −→ OF [T ]/((1 + T )pn − 1)
given by γ (mod Γn) 7→ 1 + T (mod ((1 + T )pn − 1)) is an isomorphism
compatible with φm,n.
Definition 1.3.1. (Iwasawa, [34]) The Iwasawa algebra of F is the inverse
limit OF [[Γ]] = lim←−OF [Γn].
36 Chapter 1. p-adic L-functions of abelian Q-extensions
We have the following
Theorem 1.3.2. OF [[Γ]] ' OF [[T ]].
Set Fn = Q(ζpn+1) and denote F∞ = lim−→Fn. Consider Γ = Gal(F∞/F0),
which is isomorphic to Zp and ∆ = Gal(F0/Q), which is isomorphic to
(Z/pZ)∗. Notice that
Gal (Fn/Q) ' ∆× Γn.
Let χ be a Dirichlet character of conductor dpj (with d coprime to p). We
can write χ = θψ, with θ a character of ∆ of conductor dpa, a = 0, 1 and ψ
a character of Γn of conductor p
k for some k. We say that θ is a character of
first order and that ψ is a character of second order. For any σa ∈ Gal(Fn/Q)
with σa(ζpn+1) = ζ
a
pn+1 , write σa = δ(a)γn(a) with δ(a) ∈ ∆ and γn(a) ∈ Γn.
Notice that γn(a) = γn(b) if and only if 〈a〉 ≡ 〈b〉 mod (pn+1).
Definition 1.3.3. Let χ = θψ be the decomposition of an even Dirichlet
character. The n-th Stickelberger element attached to χ is
ξn(θ) = − 1
pn+1
pn+1∑
a=0
〈a〉θγn(a)−1 ∈ Fθ[Γn].
Where Fθ denotes the field Qp ({θ(n);n ∈ Z}). Denote
ηn(θ) = (1− (1 + p)γn(1 + p)−1)ξn(θ) ∈ OFθ [Γn].
Lemma 1.3.4 (cf. Washington, [74]). For any non trivial character θ 6= 1 of
second order, we have
(i) 1
2
ηn(θ) ∈ OFθ [Γn].
(ii) 1
2
ξn(θ) ∈ OFθ [Γn].
(iii) If m ≥ n, then,
ηm(θ) 7→ ηn(θ)
and
ξm(θ) 7→ ξn(θ)
under the projection Fθ [Γm]→ Fθ [Γn].
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By Lemma 1.3.4, (ξn(θ))n≥1 , (ηn(θ))n≥1 ∈ OFθ [Γ]. Let f(T, θ), g(T, θ) ∈
OFθ [[T ]] the power series corresponding respectively to (ξn(θ))n≥1 and (ηn(θ))n≥1
by Theorem 1.3.2. Denote
h(T, θ) =
g(T, θ)
f(T, θ)
.
Observe that h(T, θ) = 1 − 1+p
1+T
. If θ is the trivial character, we can take
g(T, 1)
h(T, 1)
as definition of f(T, 1).
Theorem 1.3.5. Let χ = θψ be the decomposition of a Dirichlet character.
Write ζψ = ψ(1 + p)
−1 = χ(1 + p)−1. Then
Lp(s;χ) = f(ζψ(1 + p)
s − 1, θ).
Proof. Notice that for any s ∈ D
(
1, p
p−2
p−1
)+
, we have that |(1 + p)s − 1|p < 1.
Since ζψ has p-power order, logp (ζψ) = 0. Therefore, |ζψ(1 + p)s − 1|p < 1
and the right hand side is an analytic function of s. So, it suffices to check
the equality for s = 1−m with m an even natural number. Some calculation
leads to
g(ζψ(1 + p)
1−m − 1, θ) =
−1
m
h(ζψ(1 + p)
1−m − 1, θ) lim
n→∞
1
pn+1
pn+1∑
p-j,j=1
χω−m(j)jm.
It suffices to prove the equality
(
1− χω−m(p)pm+1)Bm,χm = lim
n→∞
1
pn+1
pn+1∑
p-j,j=1
χω−m(j)jm.
To do so, notice that
Bm,χm = lim
n→∞
1
pn+1
pn+1∑
j=1
χω−m(j)jm,
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hence
(1− χω−m(p)pm+1)Bm,χm =
lim
n→∞
1
pn+1
pn+1∑
j=1
χω−m(j)jm − lim
n→∞
1
pn+1
pn∑
j=1
χω−m(pj)(pj)m =
lim
n→∞
1
pn+1
pn+1∑
p-j,j=1
χω−m(j)jm.
1.3.2 Application to class number formulas.
Let (d, p) = 1. Let hn be the class number of the (dp
n+1)-th cyclotomic
extension and h+n the class number of its maximal real subfield. Denote
h−n =
hn
h+n
. As an application of Theorem 1.3.5, one can study the numbers
h−n for n large enough.
Remark 1.3.6. Notice that f(0, 1) = −B1,ω−1 . Since pB1,ω−1 ∈ Zp and h(0, 1) =
−p, it follows that 1
2
g(T, 1) ∈ Zp[[T ]]∗.
Denote by Ed, the group of even characters of second order whose con-
ductor is a divisor of dp.
Proposition 1.3.7 (cf. Washington, [74], ch. 7). Let (d, p) = 1 and qn =
dpn+1. Assume d 6≡ 2 (mod 4). Then
h−n = h
−
0
∏
θ∈Ed\{1}
∏
ζ∈Λpn\{1}
1
2
f(ζ − 1, θ)un,
for some un ∈ Z∗p.
As an application of the previous proposition, we have the following result
due to Iwasawa, which describes the asymptotic behaviour of h−n .
Theorem 1.3.8. Let pe
−
n be the exact power of p dividing h−n . Then, there
exist C > 0, λ, µ nonnegative integers and ν ∈ Z, such that for any n ≥ C
e−n = λn+ µp
n + ν.
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Proof. Write
A(T ) =
∏
θ∈Ed\{1}
1
2
f(T, θ).
Since the different θ run over the characters of Gal(Q (ζdp) /Q) and the co-
efficients of A(T ) are symmetric polynomials, it follows that A(T ) ∈ Zp[[T ]].
Using Proposition 1.3.7, we have that
h−n
h−0
= up
n−1 ∏
ζ∈Λpn\{1}
A(ζ − 1),
with u ∈ Z∗p. Hence, by the p-adic Weierstrass preparation theorem, we
can decompose A(T ) = pµP (T )U(T ), with µ ≥ 0, P (T ) a distinguished
polynomial and U(T ) ∈ Zp[[T ]]∗. Hence, since the number of non-trivial
roots of Xp
n − 1 in Qalg is pn − 1, we can write
vp(h
−
n ) = vp(h
−
0 ) + (p
n − 1)µ+
∑
ζ∈Λpn\{1}
vp(P (ζ − 1)).
Set λ = degP (T ). Since P (T ) is a distinguished polynomial, it has the form
P (T ) = T λ + aλ−1T λ−1 + ...+ a0
with p|ai for 0 ≤ i ≤ λ− 1. On the other hand, one has that
vp((ζ − 1)) = 1
φ(pn)
.
Now, if n is large enough, certainly
vp((ζ − 1)λ) < 1,
and we will have vp(P (ζ − 1)) = λφ(pn) . Thus
e−n = µp
n + λn+ vp(h
−
0 )− µ+ C
with C independent of n.
Remark 1.3.9. In fact, for any finite abelian extension F/Q, and for any
prime p, the invariant µ attached to the extension F∞/Q vanishes (see [74],
[28]).
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1.4 p-adic L-functions as Mazur-Mellin trans-
forms
Let X, Y be topological spaces. Denote by Loc(X, Y ) the set of Y -valued
locally constant functions on X. Every algebraic extension F of Qp is totally
disconnected and linear combinations of characteristic functions of compact-
open subsets of F (step functions) are locally constant. Moreover, a standard
compactness argument shows that every locally constant function is a step
function.
Definition 1.4.1. Let F be a finite extension of Qp, G an abelian group and
X a compact open subset of F . A G-valued p-adic distribution µ on X is an
additive map from the set of compact-open subsets of X to G, i.e., for any
finite family {Ui}ni=1 of disjoint compact open subsets of X,
µ
(
n⋃
i=1
Ui
)
=
n∑
i=1
µ(Ui).
By an interval of X we mean a set of the form a+ pinOF , where a ∈ OF
and pi is a uniformizer. Let pf denote the number of elements of the residual
field OF/piOF .
Proposition 1.4.2. Let µ be a function on the set of intervals of X such
that for any interval a+ pinOF ⊆ X,
µ(a+ pinOF ) =
pf−1∑
j=0
µ(a+ jpin + pin+1OF ).
Then, µ extends uniquely to a p-adic distribution.
Proof. Since every compact-open subset U ⊆ X is a finite disjoint union of
intervals, it is possible to extend µ to the compact-open subsets. To check
that the extension does not depend on the choice of the intervals, notice that
for any two partitions we can take a refinement of both.
Examples 1.4.3. Let F be a Galois extension of Qp of degree n. The Haar
distribution on OF is defined by setting
µH(a+ pi
rOF ) = p− rn .
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Examples 1.4.4. Let F = Qp. For a non-negative integer k, and a Dirichlet
character χ, the k-th Bernoulli distribution attached to χ is defined by setting
µB,k,χ(a+ p
nZp) = pn(k−1)Bk,χ
(
a
pn
)
, 0 ≤ a ≤ pn − 1.
For χ = 1, we will write simply µB,k.
Definition 1.4.5. A p-adic measure is a p-adic distribution which is uni-
formly bounded on the compact-open intervals.
The point of this definition is that, in general, p-adic distributions do
not allow Riemann integration of continuous functions against them, the
obstruction being the unboundedness. Let f : X → F be a continuous
function and µ a F -valued p-adic distribution on X.
Definition 1.4.6. For any partition X =
n⋃
i=1
In, with P = {Ii}ni=1 a family of
compact-open disjoint intervals contained in X, and for any choice of points
J = {xi}ni=1 with xi ∈ Ii, the associated Riemann sum is
S(f,P ,J ) =
n∑
i=1
f(xi)µ(Ii).
A continuous function is Riemann integrable if limS(f,P ,J ) exists when P
runs over the set of partitions and J runs over the set of choices of interme-
diate points. This limit is denoted by
∫
C
fdµ. Notice that locally constant
functions are Riemann integrable.
Examples 1.4.7. Let F = Qp, X = Zp, f the identity and µ the Haar
distribution on X. Take a partition by intervals Ii = i + p
nZp with 0 ≤ i ≤
pn − 1. As intermediate point in Ii take i. The Riemann sum equals pn−12 ,
which tends to −1
2
. But, for any fixed integer k, if we choose as intermediate
point i+ kpn, the Riemann sum is p
n−1
2
− k, which tends to −k − 1
2
.
As pointed out above, p-adic measures do not have this problem:
Proposition 1.4.8. Let µ be a p-adic measure on a compact subset C ⊆ F .
Any continuous function f : C → F is Riemann integrable.
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Proof. Since X is compact, f is uniformly continuous. Since µ is bounded,
say, by M , for two partitions P andQ and for any two choices of intermediate
points JP = {xi} and JQ = {yj}, by ultrametricity, we have
|S(f,P ,JP)− S(f,Q,JQ)|p ≤ sup
xi,yj
|f(xi)− f(yj)|pM.
The following generalization of a well known result in real analysis is a
direct corollary of Proposition 1.4.8.
Corollary 1.4.9. If |f(x)|p ≤ A for any x ∈ X, and |µ (U)|p ≤ B for any
compact open subset U ⊆ X, then∣∣∣∣∫
X
fdµ
∣∣∣∣
p
≤ AB.
Given the Bernoulli distributions µB,k,χ, the following process gives rise to
a p-adic measure: Consider α ∈ Z∗, α 6≡ 1 mod (p). Let U ⊂ Z∗p a compact
open subset. Define
µk,χ,α (U) = µB,k,χ (U)− α−kµB,k,χ (αU) .
For χ = 1, we will simply write µk,α. One easily sees that for any n ≥ 1 and
for any 0 ≤ a ≤ pn − 1
|µ1,χ,α (a+ pnZp)|p ≤ 1.
For k > 1, one has the following result:
Proposition 1.4.10 (cf. Koblitz, [39], ch. 2). Let dk be the least common
denominator of the coefficients of k-th Bernoulli polynomial. Then
dkµk,α(a+ p
nZp) ≡ dkkak−1µ1,α(a+ pnZp) (mod pn).
Corollary 1.4.11. For any k ≥ 1, and for any α ∈ Z∗p \D (1, p−1), µk,α is
a p-adic measure.
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Proof. For any a ∈ Zp, and n ≥ 1, by Proposition 1.4.10, we have
|µk,α (a+ pnZp)|p ≤ max
{∣∣dkkak−1µ1,α (a+ pnZp)∣∣p , p−n} ,
hence, max {|dk|p, 1} is a uniform bound for µk,α.
The measure µk,α is called the α-regularization of the distribution µk.
Remark 1.4.12. Proposition 1.4.10 can be thought of as a p-adic analogue of
the fact that d(xk) = kxk−1dx. Indeed, it is not difficult to check that for
any compact-open subset X ⊂ Zp, and k ≥ 1,∫
X
dµk,α = k
∫
X
xk−1dµ1,α.
One can use p-adic measures to give a proof of the following classical
result.
Corollary 1.4.13 (Kummer, Clausen-von Staudt). The following congru-
ences hold:
(i) If k 6≡ 0 (mod (p− 1)), then ∣∣Bk
k
∣∣
p
≤ 1.
(ii) If k1, k2 6≡ 0 (mod (p− 1)) and if k1 ≡ k2 (mod (p− 1)pn), then
(1− pk1−1)Bk1
k1
≡ (1− pk2−1)Bk2
k2
(mod pn+1).
(iii) If (p− 1)|k, then
pBk ≡ −1 (mod p).
Proof. We assume p > 2. To prove the first result, notice that
Bk
k
=
−1
(1− α−k) (1− pk−1)
∫
Z∗p
xk−1dµ1,α.
Taking norms on both sides, and using Proposition 1.4.9, the result holds.
For the second result, notice that the congruence we have to prove can be
written in the form
1
α−k1 − 1
∫
Z∗p
xk1−1dµ1,α ≡ 1
α−k2 − 1
∫
Z∗p
xk2−1dµ1,α (mod pn+1).
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But, to prove this, due to Proposition 1.4.9, it suffices to see that if k1 ≡ k2
(mod (p−1)pn), then, for any x ∈ Z∗p, xk1 ≡ xk2 (mod pn). For the Clausen-
von Staudt congruence, take α = 1 + p and write
pBk = −kp
(
−Bk
k
)
=
−kp
α−k − 1(1− p
k−1)−1
∫
Z∗p
xk−1dµ1,α.
Since α−k − 1 ≡ −kp (mod pvp(k)+2), it amounts to check that∫
Z∗p
xk−1dµ1,α ≡ −1 (mod p).
For this, observe that∫
Z∗p
xk−1dµ1,α ≡
∫
Z∗p
x−1dµ1,α (mod p).
Denote by D(x) the first p-adic digit of x, which is a locally constant function.
One has∫
Z∗p
x−1dµ1,α ≡
∫
Z∗p
D(x)−1dµ1,α =
p−1∑
j=1
1
j
µ1,α (j + pZp) (mod p).
But
µ1,α(k + pZp) =
2k − p
2(1 + p)
≡ k (mod p).
Thus the left sum is congruent to −1 (mod p).
There are a number of generalizations of these congruences. For instance,
we have the following result.
Proposition 1.4.14. If k1, k2 6≡ 0 (mod (p− 1)) and if k1 ≡ k2 (mod (p−
1)pn), then
(
1− χ(p)pk1−1) Bk1,χk1
k1
≡ (1− χ(p)pk2−1)Bk2,χk2
k2
(mod pn+1).
For generalizations of (i) and (iii) we refer the reader to [37]. These
congruences are the main tool for an alternative construction of p-adic L-
functions.
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Proposition 1.4.15 (Lang, [42]). Let χ be a primitive Dirichlet character.
Then, for any α ∈ Z∗p \D (1, p) and for any integer k ≥ 1, we have that
−1
1− χ(α)〈α〉k
∫
Z∗p
χ(x)〈x〉kx−1dµ1,α = −(1− χk(p)pk−1)Bk,χk
k
.
2
Notice that χ can be extended to Zp, since it is locally constant. The con-
gruence given in Proposition 1.4.14 ensures that the left hand side of 1.4.15
defines a continuous function with respect to the p-adic topology. Hence,
there is a unique extension to Zp. In fact, the extension is holomorphic
if χ 6= 1 (otherwise, the extension will have a simple pole at s = 0 when
χ = 1 (cf. [42], [39] for details). According to 1.4.15 and to the fact that the
Kubota-Leopoldt p-adic L-function is unique, the following result holds.
Proposition 1.4.16 (Lang, [42]). For any s ∈ Zp, one has
Lp(1− s;χ) = −1
1− χ(α)〈α〉s
∫
Z∗p
χ(x)〈x〉sx−1dµ1,α.
2
Remark 1.4.17. This definition of p-adic distribution is consistent with the
classical definition of Borel measurability in measure theory, although this
is not pointed out in the literature. Recall that the Borel σ-algebra over a
topological space X is the family of P(X) whose sets are built up by taking
unions, intersections and complements of open (equivalently closed) subsets
of X. Due to the ultrametric property, any two discs either are disjoint or
one is contained in the other. Thus, the Borel sets in Zp are precisely the
unions of open subsets. On the other hand, Zp is Hausdorff and compact,
thus, any arbitrary union of discs is in fact a finite union. Hence, the Borel
σ-algebra over Zp is precisely the family of open subsets.
Another fact to take into account is that in measure theory, a measure
is defined to be σ-additive. Again, the union of any family of open subsets
is just the union of a finite subfamily. Thus there are no countable infinite
sequences of disjoint open sets.
One could ask why integration of continuous functions again p-adic dis-
tributions does not work if everything agrees with classical measure theory.
The point is that Borel measurability requires the measure to take values in
R and this is not the case in our setting. The p-adic distributions behave
like classical measures, apart from the fact that they are Cp-valued.
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Chapter 2
p-adic L-functions of relative
real abelian extensions
Introduction
Let K be a totally real number field and f an integral ideal of K. Denote
Kf,1 := {α ∈ K| α totally positive, α ≡ 1 (mod f)}. The congruence means
that for any prime ideal p dividing f, vp(α − 1) ≥ vp(f). Denote by If the
group of fractional ideals of K which are coprime to f and by Pf the subgroup
of If whose elements are principal fractional ideals generated by elements of
Kf,1. The group If/Pf is finite and is called the ray class group of K modulo
f. Let us denote this group by Cf. The Artin reciprocity map induces an
isomorphism between Cf and Gal(K f/K), where K f is the ray class field of
K modulo f.
Let M be a real abelian extension of K of conductor f. Since K ⊂ M ⊂
K f, the Artin reciprocity map induces a surjection φ : Cf → Gal(M/K). Let
X denote the group of characters of Gal(M/K). The L function of M/K is
defined over X as
L(χ; s) =
∑
χ(φ(a))Na−s, χ ∈ X , Re(s) > 1,
with a running over the integral ideals of OK which are coprime to f. In
this chapter, we present the construction of a holomorphic p-adic function
Lp(χ; s) carried out in [22]. This p-adic L-function interpolates the values
of L(χ; s) at the negative integers where χ ∈ X , and satisfies congruences
analogous to those by Kummer and Clausen von Staudt.
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2.1 Partial zeta-functions and Shintani de-
composition
Let M/K be a real abelian extension of conductor f with K a totally real
field of degree n. Let N denote the norm of K/Q. For any σ ∈ Gal(M/K),
define Iσ = {a ∈ Cf|φ(a) = σ} and denote
ζM(σ, s) =
∑
a∈Iσ
Na−s, Re(s) > 1.
It is not difficult to prove that, for any χ ∈ X ,
L(χ, s) =
∑
σ∈Gal(M/K)
χ(σ)ζM(σ, s).
The values ζM(σ, 1−k) are rational for non-negative integers k ≥ 2 (see [68]).
Given an integral ideal a of K coprime to f, set
ζ(a−1, s) =
∑
N(g)−s,
where g runs over the integral ideals belonging to the ideal class of a in Cf.
Let p be a prime number. Throughout this chapter, we assume that f is
divisible by all the prime ideals of OK above p. Let r ≥ 0 be an integer and
ν = (ν1, ..., νr) an r-tuple of totally positive elements of K and x ∈ K totally
positive too. Consider the affine linear form
Lx,ν(y1, ..., yr) = x+
r∑
k=1
ykνk.
Definition 2.1.1. Given an r-tuple of roots of unity ξ = (ξ1, ..., ξr), the
partial zeta function for Lx,ν and ξ is
ζ(Lx,ν , ξ, s) =
∑
m∈Nr
N(Lx,ν(m))
−sξm, Re(s) >
r
n
,
where ξm =
∏r
i=1 ξ
mi
i , m = (m1, ...,mr).
Theorem 2.1.2 (Shintani, [67]). There exist
(i) a finite set J of indices,
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(ii) a finite collection of totally positive elements {xk}mk=1 congruent to 1
(mod f) and
(iii) for any j ∈ J , a finite number rj of totally positive elements {νj,i}rji=1
with νj,i ∈ af
such that
ζ(a−1, s) = Nas
∑
(j,k)∈J×{1,...,m}
ζ(Lxk,νj , 1, s),
where 1 means (1, ..., 1) ∈ Kr.
2
To be in a position to construct p-adic L-functions in this setting, a
natural question is to find analogues of the Bernoulli numbers. Shintani’s
decompositions give rise to them.
Let ν = (ν1, ..., νr) ∈ Kr and t = (t1, ..., tn) ∈ Kn. For any j ∈ {1, ..., r},
denote T νj (t) =
n∑
k=1
ν
(k)
j tk where the upper scripts mean conjugation by the
elements of Gal(K/Q). Let ξ = (ξj)rj=1 be an r-tuple of roots of unity, u ∈ R
and x = (x1, ..., xr) ∈ [0, 1]r. The function
Pν,u,ξ,x(t) =
r∏
j=1
exp(u(1− xj)T νj (t))
exp(uT νj (t))− ξj
plays the role of the generating function of Bernoulli numbers attached to
the data ν, ξ, u, x.
Definition 2.1.3. (Shintani, [67]) Denote by B˜k+1(L, ξ)
(i) the coefficient of
ukn(t1...ti−1ti+1...tn)k in the expansion of Pν,u,ξ,x|ti=1 around the origin. The
k-th Bernoulli number for L and ξ is Bk+1(L, ξ)
(i) = (k + 1)!B˜k+1(L, ξ)
(i).
Attached to the data ν, u, ξ, x, we have the following
Definition 2.1.4. (Shintani, [67]).
ζ(L, ξ, s) =
∑
m∈Nr
ξm
N(L(m))s
, Re(s) >
r
n
.
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Theorem 2.1.5 (Shintani, [67]). The function ζ(L, ξ, s) extends to a mero-
morphic function on C and satisfies:
ζ(L, ξ,−k) = (−1)nk(k + 1)−n
n∑
i=1
Bk+1(L, ξ)
(i)
n
, k ≥ 0.
As a corollary, for any integral ideal a of K coprime to f, the function
ζ(a−1, s) extends to a meromorphic function on C.
2.2 Interpolation of the partial zeta functions
Although it does not seem easy to interpolate ζ(L, 1,−k), interpolation of
its twists by roots of unity, i.e., interpolation of ζ(L, ξ,−k) is possible, as we
see in the following result.
Theorem 2.2.1 (Cassou-Nogue´s, [22]). For y = (y1, ..., yr) ∈ Kr, set L(y) =
r∑
i=1
(yi + xi)νi, with νi ∈ f,
r∑
i=1
xiνi ≡ 1 (mod f) and c ∈ Z coprime to p. Let
ξ = {ξi}ri=1 be a collection of c-th roots of unity not all of them equal to 1.
Then, there exists a unique function ζp(L, ξ, s) for s ∈ Zp, such that
a) ζp(L, ξ, s) is analytic in D(1, ρ) for some ρ > 1.
b) ζp(L, ξ; k) = ζ(L, ξ,−k).
Proof. (Sketch) Denote
{
k
l
}
=

(−1)l−1(k−1
l−1
)
, if k, l ≥ 1,
1, if k = 0,
0, if l = 0, k ≥ 1,
and setting k = (k1, ..., kr), define, for s ∈ Zp,
λk(s) =
k1∑
l1=0
...
kr∑
lr=0
{
k1
l1
}
...
{
kr
lr
}
N(Lj,x(−l))s,
where x = (x1, ..., xr) and l = (l1, ...lr). Let p be a prime ideal over p and pi
a uniformizer of OM,p. It can be proved that if k 6= (0, ..., 0), then
|λk(s)| ≤ |pi|k1+...+kr−rp ,
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where r1 is the number of non-zero k
′
is. Define
ζp(L, ξ,−s) =
∑
k=(k1,...,kr)
λk(s)
(1− ξ1)k1 ...(1− ξr)kr ,
where the ki’s runs over the non-negative integers. By taking ki >> 1, it
is easy to see that the terms in the sum go to zero, hence, ζp(L, ξ,−s) is a
power series converging at a certain disc D(1, ρ); thus, it is holomorphic.
2.2.1 The p-adic L-function
Let us consider c a non-negative integer, d the different ideal of K over Q,
and c and f integral ideals of OK satisfying
• (f, c) = 1 and (c, d) = 1,
• (c, νi,j) = 1 for any j ∈ J and i ∈ {1, ..., rj} (J and νi,j are those which
appear in Theorem 2.1.2).
• OK/c ' Z/cZ.
These conditions will be referred to as CN conditions.
Define ζ(a−1, c, s) = N(c)1−sζ(a−1c−1, s)− ζ(a−1, s). Let  : Cf →
(
Qalgp
)∗
be a ray class character. Define
L(−1, c, s) =
∑
[a]∈Cf
([a])ζ(a−1, c, s).
Denote by ω the Teichmu¨ller character: ω(z) = limn→∞ zp
n
for z ∈ Z∗p. The
map θ([a]) := ω(N(a)) is a ray class character. From Theorem 2.1.2, one can
show that if c satisfies the CN conditions, then
ζ(a−1, c, s) = N(a)s
c−1∑
µ=1
∑
Lj,x
ξµxζ(Lj,x, ξ
µ, s).
Define now:
ζp(a
−1, c, s) =
(
N(a)
θ([a])
)s c−1∑
µ=1
∑
Lj,x
ξµxζp(Lj,x, ξ
µ, s).
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For a positive integer m, denote by µm the group of m-th roots of unity.
Define
ωm(M) = max{m|Gal(M(µm)/M) has an exponent dividing n}.
The p-adic partial zeta function ζp(a
−1, c, s) satisfies the following congru-
ences.
Theorem 2.2.2 (Cassou-Nogue´s, [22]). Let n be the degree of K/Q and
suppose that c satisfies the CN conditions. Then, for any m ≥ 0,
ζp(a
−1, c,−m)
N(c)m+1
≡ ζ(a
−1, c, 0)
N(c)m+1N(am)
(mod ω(Mf)Zp).
Theorem 2.2.3 (Cassou-Nogue´s, [22]). For any real abelian extension M/K,
for any m ≥ 0 and for any σ ∈ Gal(M/K), ωm(M)ζM(σ,−m) is an integer.
Definition 2.2.4. (Cassou-Nogue´s, [22]). Let g denote lcm(f, pOK). Given
χ ∈ Gal(M/K), the p-adic L-function of χ is
ζp(χ; s) =
1
(χ(c)
(
N(c)
θ(c)
)1−s
− 1)
∑
a
χθ−1(a−1)ζp(a−1, c, s).
This p-adic L-function satisfies the following interpolation property:
ζp(χ, 1−m) = L(χθ−m, 1−m),
for any integer m ≥ 1.
Chapter 3
p-adic L-functions of modular
forms
Introduction
In the previous chapters we have discussed the motivations which led to
the definitions of p-adic L-functions for finite real abelian extensions of to-
tally real number fields and we have explained their equivalence through the
interpolation property. In the 1980s, there appeared definitions of p-adic L-
functions for elliptic curves and modular forms. These p-adic L-functions can
be intuitively seen as coherent (in a certain way) collections of integrals of dif-
ferential forms of the modular curve against certain homology classes; thus,
they encode partial geometric information which can be transferred into at
least conjectural arithmetical information about the modular curves and the
modular elliptic curves. A recurrent topic in this theory is the study of non-
vanishing questions of special values of the classical complex L-functions and
the relation with the non-vanishing of the corresponding p-adic analogues.
A more difficult question is the non-vanishing mod p of these values.
In this chapter we explain two constructions of p-adic L-functions for
modular elliptic curves, namely, those which appear in Mazur-Tate-Teitel-
baum [49] and in Mazur and Swinnerton-Dyer [47]. We show that both defi-
nitions coincide in the elliptic curve setting; this fact is essentially motivated
by the interpolation property of special values. We explore some questions
on the non-vanishing of this p-adic L-function.
In Theorem 3.1.12, we give a proof of the fact that the p-adic L-function
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of a newform of arbitrary even weight which is ordinary at the prime p is not
identically zero on the set of infinite order p-adic characters. Our proof uses
the results on the nonvanishing of the classical complex L-function twisted by
Dirichlet characters by Rohrlich [62] together with a theorem by Kaplansky
on approximation of p-adic continuous functions by polynomials applied to
characteristic functions. We discuss the situation of the supersingular case,
which is much more difficult, and prove in Theorem 3.1.16 that if the p-adic
L-function is not identically zero at the set of infinite order p-adic characters,
then, in fact, the p-adic L-function has finite order of vanishing at any p-adic
integer, in particular at the critical values. This fact is non-trivial, since
the p-adic topology is totally disconnected and in the supersingular case,
the p-adic L-function is locally analytic, but non-analytic, since it is not
an Iwasawa function; for such a function, there could perfectly well exist a
point at which all the derivatives vanished, but still being non-zero at some
neighbourhood of the point. To prove this result, we need to study some
properties (Propositions 3.1.18 and 3.1.20) of a kind of continuous operators
on the p-adic Banach space c0 (Cp), which we have called upper triangular
operators. These results have been published in the paper [17].
3.1 Mazur-Tate-Teitelbaum p-adic L-functions
Let GL (2,R)+ denote the multiplicative group of real matrices with posi-
tive determinant and let H be the complex upper half-plane. Given γ =(
a b
c d
)
∈ GL (2,R)+ and a function f : H → C, define ρ(γ, z) := det(γ)
1/2
cz + d
and for any non-negative integer k, set
f |kγ(z) = ρ(γ, z)kf(γ(z)).
With this notation, we have that f ∈ Sk (Γ0(N)) if and only if f |kγ = f for
any γ ∈ Γ0(N), and f vanishes at the cusps.
To any eigenform f ∈ Sk(Γ0(N)) of the Hecke operator Tp, and to a
suitable root of the Hecke polynomial of f at p (this will be defined later)
Mazur, Tate and Teitelbaum attached a p-adic L-function Lp(f, α;χ) whose
domain is X = Homcont(Z∗p,Cp), the group of p-adic continuous characters
(see [49]). From a theorem of Rohrlich ([62, Theorem 1]), it follows that if
f is a normalized newform, Lp(f, α;χ) does not vanish identically over X , a
conjecture stated for k = 2 by Mazur and Swinnerton-Dyer ([47, Conjecture
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1]). A natural question is whether Lp(f, α;χ) does not vanish identically
over given subgroups of characters of infinite order. In the ordinary case,
the identification of X with p − 1 copies of the p-adic unit disc allows to
conclude that Lp(f, α;χ) has a finite number of zeros. This is a consequence
of the p-adic Weierstrass preparation theorem. In the supersingular case, in
contrast, there exist infinitely many zeros. In [56] it is shown that if the p-th
Fourier coefficient of f vanishes, Lp(f, α) has infinitely many zeros but all of
these have finite order. We give a proof of this fact removing the condition
of the vanishing of the Fourier coefficient.
3.1.1 Modular integrals
We fix p a prime number and embeddings Q ↪→ C, Q ↪→ Qp. We consider
the p-adic norm | |p on Cp normalized so that |p|p = p−1. Let Sk(Γ0(N)) be
the C-vector space of cusp forms of positive even weight k for Γ0(N). Let T
be the Z-algebra spanned by the Hecke operators {Tn}n≥1 acting on it. Set
q = e2piiz. We will suppose that f =
∑
n≥1 an(f)q
n is a normalized newform
and p - N . In this case, the number field Kf = Q ({an(f)}) is totally real.
Its ring of integers will be denoted by Of .
For the complex L-function L(f, s), the following identity holds:
Λ(f, s) := N
s
2 (2pi)−sΓ(s)L(f, s) = N
s
2
∫ ∞
0
f(it)ts−1dt, (3.1.1)
for s ∈ C,Re(s) > k
2
+1. The right hand side of the equality defines an entire
function which satisfies the following functional equation:
Λ(f, s) = ±Λ(f, k − s), s ∈ C. (3.1.2)
If χ is a primitive Dirichlet character of conductor n, (n,N) = 1, and
τ(χ) its attached Gauss sum, the complex L-function of f twisted by χ is
defined by
L(f, χ, s) =
∞∑
n=1
χ(n)an(f)
ns
, Re(s) >
k
2
+ 1.
Let Λ(f, χ, s) = N
s
2 (2pi)−sΓ(s)L(f, χ, s). By using orthogonality properties
of the Dirichlet characters, we have that
Λ(f, χ, s) = N
s
2
τ(χ)
n
n−1∑
a=0
χ(a)
∫ ∞
0
f
(a
n
+ it
)
ts−1dt, Re(s) >
k
2
+ 1.
(3.1.3)
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The function Λ (f, χ, s) extends to an entire function and satisfies a functional
equation similar to (3.1.2).
For r ∈ Q, let us denote by den(r) the denominator of r, written in its
reduced form. The quantities
λ(f, r, j) = 2piden (r)j+1−
k
2
∫ ∞
0
f(r + it)tjdt, r ∈ Q, 0 ≤ j ≤ k − 2,
are known in the literature as modular integrals. They satisfy the following
Theorem 3.1.1 ([49]). There exists a Z-lattice Σf ⊂ C of finite rank such
that λ(f, r, j) ∈ Σf .
It is an interesting question to study when the twisted L-function of a
modular form vanishes. The following theorem is a result in this direction.
Theorem 3.1.2 (Rohrlich [62]). Let f ∈ Sk(Γ0(N)) be a normalized new-
form. Let P be a finite set of primes and XP the set of primitive Dirich-
let characters unramified outside P ∪ {∞}. Then, for all but finitely many
χ ∈ XP , L
(
f, χ, k
2
) 6= 0.
Since the Dirichlet characters of conductor pm, m ≥ 1, are those which
are unramified outside p, we have the following
Corollary 3.1.3. For m ∈ N large enough and p - N , there exist integers
am, p - am, such that
λ
(
f,
am
pm
,
k
2
− 1
)
6= 0.
3.1.2 The p-adic measure attached to a newform
Let f ∈ Sk(Γ0(N)) be an eigenform for Tp, p - N , with eigenvalue ap(f). If
(p,N) = 1, the Hecke polynomial attached to f at p is X2−ap(f)X+pk−1. If
p‖N , the Hecke polynomial is X − ap(f). For a non-zero root α of the Hecke
polynomial and for 0 ≤ j ≤ k − 2, the following Of [ 1α ] ⊗ Σf -valued p-adic
distribution is defined (a is an integer coprime to p such that 1 ≤ a ≤ pn−1):
(i) If (p,N) = 1, define
µα,j(D(a, p
n)) =
1
αn
(
λ
(
f,
a
pn
, j
)
− 1
α
pk−2λ
(
f,
a
pn−1
, j
))
. (3.1.4)
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(ii) If p‖N , define
µα,j(D(a, p
n)) =
1
ap(f)n
λ
(
f,
a
pn
, j
)
. (3.1.5)
If |ap(f)|p = 1, it is said that f is ordinary at p. Otherwise, f is said to
be supersingular at p. A root α is admissible (cf. [49]) if p1−k < |α|p ≤ 1.
In the ordinary case, there is only one admissible root, α; it is a p-adic unit
and µα,j is then a p-adic measure. In the supersingular case, both roots are
admissible, but the p-adic distributions are unbounded on the compact-open
sets of Z∗p.
Definition 3.1.4. The Mazur-Tate-Teitelbaum distributions attached to f
and p are defined as
a) If f is ordinary at p: µα,j, where α is the unique root of the Hecke
polynomial for f at p which is a p-adic unit.
b) If f is supersingular at p: µαi,j, i = 1, 2, where αi denote the roots of
the Hecke polynomial.
For an ordinary prime p, it is possible to integrate continuous Qp-valued
functions by using uniform approximation by locally constant functions (see
for example [39, Chapter 2]). The definition of an integral in the supersingular
case requires some more work. First of all, we need to restrict the class of
functions to be integrated.
Definition 3.1.5. A function F : Z∗p → Qp is said to be locally analytic if
there is a covering of Z∗p by compact-open sets D(a, pm)+ such that
F |D(a, pm)+(x) =
∞∑
n=0
cn(x− a)n, cn ∈ Qp.
Let us denote by Vf,p the Cp-vector space Of
[
1
α
]⊗Σf⊗Cp. The following
theorem provides a Vf,p-valued integral operator attached to any admissible
root.
Theorem 3.1.6. (Mazur-Tate-Teitelbaum, [49]) Let f ∈ Sk(Γ0(N)) be a
normalized eigenform of the Hecke operator Tp, p - N . For a compact-open
subset K ⊆ Z∗p, there exists a unique Vf,p-valued Qp-linear operator on the
space of locally analytic functions, denoted by
∫
K
F (x)dµα(x), with the fol-
lowing properties:
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1. Interpolation property:
∫
K
xjdµα(x) = µα,j(K), for 0 ≤ j ≤ k − 2.
2. Divisibility property: for any n ≥ 0∫
D(a, pm)+
(x− a)ndµα(x) ∈
(
pn
α
)m
α−1Σf ⊗ Zp.
3. Continuity property: if F (x) =
∑
n≥0 cn(x− a)n in D(a, pm)+, then∫
D(a, pm)+
F (x)dµα(x) =
∑
n≥0
cn
∫
D(a, pm)+
(x− a)ndµα(x).
4. For a fixed F , the assignment K 7→ ∫
K
F (x)dµα(x) yields a finitely
additive function on the set of compact-open subsets of Z∗p.
Since continuous characters are locally analytic, one can formulate the
following
Definition 3.1.7. (The Mazur-Tate-Teitelbaum p-adic L-function) Assume
that p - N . Let f ∈ Sk(Γ0(N)) be an eigenform of the Hecke operator Tp
and α an admissible root of the Hecke polynomial of f at p. For χ ∈ X , we
define
Lp(f, α;χ) =
∫
Z∗p
χ(x)dµα(x).
Remark 3.1.8. These Mazur-Tate-Teitelbaum p-adic L-functions are known
in the literature as cyclotomic p-adic distributions. The reason is that these
p-adic L-functions are obtained as Mazur-Mellin transforms of the Mazur-
Tate-Teitelbaum p-adic distributions, the domain of integration being Z∗p,
which is the Galois group of the maximal abelian extension of Q unramified
outside p.
For x ∈ Z∗p, we can write x = ω(x)〈x〉 where ω(x) is the unique (p − 1)-
th root of unity in Z∗p congruent to x mod p and 〈x〉 ∈ D(1, p)+. Since
〈x〉 ∈ D (1, p)+, one can define 〈x〉s = Expp
(
sLogp (〈x〉)
)
, where Expp is
the p-adic exponential and Logp the Iwasawa logarithm. For s ∈ Zp, the
function χs(x) = 〈x〉s belongs to X . Let us denote ∆ = {χs : s ∈ Zp}. To
define xs for x /∈ D(1, p)+, one has to fix a congruence class mod p − 1,
choose a sequence {sn} ∈ ZN in this congruence class which tends to s in the
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p-adic norm and set xs = limxsn (see [39] for details). Thus, having fixed an
integer 0 ≤ a ≤ p − 1, one can define by density the continuous characters
χ˜s(x) = x
s. Let us define ∆1,a = {χ˜s : s ∈ Zp}, once a is fixed. This way we
can embed Z in ∆ and in ∆1,a for any a. We will prove that the restriction
of Lp(f, α) to ∆1,a∩Z is not identically zero for any a. Hence, we will ignore
the congruence class and we will write ∆1 for ∆1,a.
Denote:
Lp(f, α)1(s) = Lp(f, α;χs−1) =
∫
Z∗p
xs−1dµα(x), s ∈ Zp.
Lp (f, α)2 (s) = Lp(f, α; χ˜s−1) =
∫
Z∗p
〈x〉s−1dµα(x), s ∈ Zp.
The following interpolation property holds (cf. [49]):
Lp(f, α)1(j) =
(
1− p
j
α
)(
1− p
k−2−j
α
)
j!
(2pii)j
L(f, j + 1), 0 ≤ j ≤ k − 2.
As in the complex analytic setting, a functional equation holds for the
function Lp(f, α)i, i = 1, 2. Here we recall its proof for Lp(f, α)1 (cf. [49] for
details). Let us introduce some notation.
Let K ⊆ Z∗p be a compact-open set and F a locally analytic function over
Z∗p. Let us define the map g(x) = − 1Nx , x ∈ Z∗p. We set
F˜ (x) = N
k−2
2 xk−2(F ◦ g)(x), K˜ = g(K), f˜ = wN(f),
where wN stands for the Atkin-Lehner involution on Sk(Γ0(N)).
Proposition 3.1.9 (cf. [49], Theorem 17.1). If α is an admissible root for f ,
then, ∫
K
F (x)dµα(x) =
∫
K˜
F˜ (x)dµα(x).
Corollary 3.1.10. Suppose that f is a newform. For any s ∈ Zp,
Lp(f, α)1(s) = ±N1−sLp(f, α)1(k − s).
In particular, if k = 2, Lp(f, α)1(s) = 0 if and only if Lp(f, α)1(2− s) = 0.
Proof. Since f is a normalized newform, it is also an eigenfunction for the
Atkin-Lehner involution; hence, f˜ = ±f , and we have
Lp(f, α)1(s) =
∫
Z∗p
xs−1dµα(x) = ±
∫
Z∗p
xk−2
(−1
Nx
)s−1
dµα(x).
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3.1.3 Non-vanishing results
As pointed out in the prolegomena, Z∗p is topologically cyclic. The disc
D (1, p)+ is also topologically cyclic. Hence, let us fix topological generators
α and β for Z∗p and D (1, p)
+, respectively. Since any χ ∈ X is defined by
the value at α, we can identify X with D (0, 1)∗ ⊂ O∗p. One can alternatively
define χ by specifying the value at β and at a generator of the group of (p−1)-
th roots of unity, thus identifying X with (p− 1) copies of a contraction (or
dilatation) of Zp by an element of Zp.
Set D(0, 1)∗ = D(0, 1) \ {0}. Under any of these identifications, Lp (f, α)
is defined over D (0, 1)∗ ⊂ C∗p and has a Taylor expansion with coefficients
in Of ⊗ Zp provided that f is ordinary at p, i.e., it is an Iwasawa function
(cf. [47] for details). Since by Theorem 3.1.2, Lp(f, α) is not identically zero
at an infinite set of finite order characters, the series is not identically zero,
and by the p-adic Weierstrass preparation theorem (cf. [39]) it has a finite
number of zeros.
This argument relies on the above identification of X with D (0, 1)∗. We
give an alternative proof of the non vanishing of Lp (f, α)1. First we need
some facts about p-adic norms and p-adic approximation theory.
Let us denote by χG the characteristic function of a set G ⊆ Qp. From
now on, K will denote a compact-open subset of Qp. The p-adic ∞-norm of
a continuous function F : K → Qp is defined by
||F ||∞,K,p = max
x∈K
|F (x)|p .
Let us denote by C(n) (K,Qp) the Qp-vector space of Qp-valued n times con-
tinuously differentiable functions on K, and by Qp [X] (K,Qp) the Qp-vector
space of Qp-valued functions on K defined by polynomials with coefficients
in Qp. We will use the following p-adic analogue of the Stone-Weierstrass
approximation theorem:
Theorem 3.1.11. For any n ≥ 0, Qp [X] (K,Qp) is dense in C(n) (K,Qp)
with the p-adic ∞-norm attached to this space.
We will content ourselves with the case n = 0, which is a well known
result published by Kaplansky. Theorem 3.1.11 is a generalization of this
classical result. For a precise definition of the norm in C(n) (K,Qp), and a
proof of the statement, we refer the reader to [2].
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3.1.4 The non-vanishing on Zp
Our aim is to prove the following result.
Theorem 3.1.12 ([17]). Let p > 2 and let f ∈ Sk(Γ0(N)) be a normal-
ized newform ordinary at p and let α be the admissible root of the Hecke
polynomial of f at p. Then Lp(f, α)1 does not vanish identically over Zp.
Furthermore, if k = 2, Lp (f, α)1 does not vanish identically over Z∗p.
Proof. Let us prove first that Lp(f, α)1 does not vanish identically over Zp.
If this were not the case, we would have∫
Z∗p
xmdµα(x) = 0, for all m ≥ 0,m ∈ Z.
Let us fix a ∈ Z∗p ∩ Z, n ∈ N and 0 ≤ j ≤ k − 2. Denote by χD(a,pn)+ the
characteristic function of the compact open set D(a, pn)+ and set Fa,n,j(x) =
xjχD(a, pn)+(x). Since Fa,n,j is a locally polynomial function on Zp and since
Zp is totally disconnected, it is continuous. Thus, by Theorem 3.1.11, for
any m ≥ 0 one can choose a polynomial Pm ∈ Qp [X] such that
||Fa,n,j − Pm||∞,Z∗p,p ≤ p−m.
By hypothesis ∫
Z∗p
Pm(x)dµα(x) = 0.
Set j = k
2
. Theorem 3.1.6 implies that µa, k
2
(
D (a, pn)+
)
=
∫
Z∗p
Fa,n, k
2
(x)dµa(x).
Thus,
µa, k
2
(
D (a, pn)+
)
=
∫
Z∗p
(
Fa,n, k
2
(x)− Pm(x)
)
dµa(x).
Now, since f is ordinary at p and µα, k
2
is a p-adic measure, we have:∣∣∣µa, k
2
(
D (a, pn)+
)∣∣∣
p
≤M ||Fa,n, k
2
− Pm||∞,Z∗p,p ≤Mp−m.
The constant M depends only on f ; thus, by letting m tend to infinity we
would obtain∫ ∞
0
f
(
a
pn
+ it
)
t
k
2
−1dt− p
k−2
α
∫ ∞
0
f
(
a
pn−1
+ it
)
t
k
2
−1dt = 0. (3.1.6)
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Iterating 3.1.6 and taking into account that, in particular, f is periodic of
period 1, we would obtain∫ ∞
0
f
(
a
pn
+ it
)
t
k
2
−1dt =
(
pk−2
α
)n ∫ ∞
0
f(it)t
k
2
−1dt. (3.1.7)
Hence, if χ is Dirichlet character of conductor pn, we would have
Λ
(
f, χ,
k
2
)
= N
k
4
τ(χ)
pn
pn−1∑
a=0
χ(a)
(
pk−2
α
)n ∫ ∞
0
f(it)t
k
2
−1dt.
Since
∑pn−1
a=1 χ(a) = 0, we would obtain that Λ
(
f, χ, k
2
)
= 0, and since n is
arbitrary, we would reach a contradiction with Theorem 3.1.2.
Let us observe that if k = 2, the functional equation in Corollary 3.1.10
and the observation that if |s|p < 1, then 2 − s is a p-adic unit imply that
Lp (f, α)1 is not identically zero over Z∗p.
3.1.5 Results on the order of the p-adic L-function
Let us recall that
〈x〉s = Expp
(
sLogp (〈x〉)
)
=
∞∑
n=0
sn
n!
(
Logp (〈x〉)
)n
, s ∈ Zp.
In the ordinary case, we can interchange the infinite sum with the integral
over Z∗p to express the restriction of Lp (f, α) to ∆ as the following power
series: ∫
Z∗p
〈x〉sdµα(x) =
∞∑
n=0
sn
n!
∫
Z∗p
(
Logp (〈x〉)
)n
dµα(x).
It is easy to see that this power series has its coefficients in Of ⊗Qp. On the
other hand, we have∫
Z∗p
xsdµα(x) =
p−1∑
a=1
∫
D(a,p)+
ω(x)s〈x〉sdµα(x). (3.1.8)
Since ω(x) = a for any x ∈ D (a, p)+, the right hand side of 3.1.8 equals
p−1∑
a=1
ω(a)s
∫
D(a,p)+
〈x〉sdµα(x),
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which leads to
Lp (f, α)1 (s) =
∞∑
n=0
sn
n!
p−1∑
a=1
ω(a)s
∫
D(a,p)+
(
Logp (〈x〉)
)n
dµα(x),
which, due to the fact of f being ordinary at p, again has coefficients in
Of ⊗Qp. Thus, we can apply the p-adic Weierstrass preparation theorem to
conclude that Lp (f, α)i (i = 1, 2) has a finite number of zeros in Zp.
The following results show that the supersingular case is different.
Theorem 3.1.13 (Mazur, [46]). Let f be supersingular at the prime p and
let α1, α2 be the roots of the Hecke polynomial. If |α1|p 6= |α2|p, at least one
of Lp(f, α1)2 and Lp(f, α2)2 has infinitely many zeros in Zp.
Theorem 3.1.14 (Perrin-Riou, [55]). Let f be supersingular at the prime
p. Denote by ap(f) the p-th Fourier coefficient of f and let α1, α2 be the
roots of the Hecke polynomial. If ap(f) = 0, at least one of Lp(f, α1)2 and
Lp(f, α2)2 has infinitely many zeros in Zp. If α1 6∈ Kf (α2), both functions
have infinitely many zeros.
Remark 3.1.15. The proofs are non constructive and they do not specify
which function has infinitely many zeros, nor whether the orders of vanishing
are finite or not. Since the p-adic topology is totally disconnected, and an
identity principle does not hold, it could well be that a non zero locally
analytic function had infinite order of vanishing at a point of the domain.
The results of this section show that this is not the case for Lp(f, α)i, i = 1, 2.
For any locally analytic function g : Zp → Cp and for any s0 ∈ Zp, let us
denote by ords=s0(g) the first natural number n such that g
(n)(s0) 6= 0. We
will prove the following
Theorem 3.1.16 ([17]). Let f ∈ Sk(Γ0(N)) be a normalized newform, su-
persingular at p ≥ 5, and α an admissible root of the Hecke polynomial for f
at p. Suppose that Lp(f, α)1 6≡ 0. Then, for any s0 ∈ Zp,
ords=s0Lp(f, α)i(s) <∞ for i = 1, 2.
Before we give the proof, we need to introduce some preparatory tools.
We recall the following standard notations
l∞(Cp) = {(xn)n≥1 ∈ CNp : sup
n≥1
|xn|p <∞},
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c0(Cp) = {(xn)n≥1 ∈ CNp : lim
n→∞
|xn|p = 0}.
Both linear spaces are complete with respect to the norm
||(xn)n≥1||∞,p = sup
n≥1
|xn|p.
Let Di = D(i, p)
+, 1 ≤ i ≤ p− 1. Given x ∈ Di and by setting ωi for the
unique (p−1)-th root of unity congruent to i mod p, we may write x = ωi〈x〉,
with 〈x〉 = 1 + px˜, with x˜ ∈ Zp. Then
x˜ =
1
p
(
x
ωi
− 1
)
=
1
p
(
1
ωi
(x− i) + i
ωi
− 1
)
.
We set a1,i = p
−1ω−1i ∈ p−1Zp and a0,i = p−1 (iωi−1 − 1) ∈ Zp.
For an admissible root α, let us write
Lp(f, α)2(s) =
∫
Z∗p
(1 + px˜)s−1 dµα(x) =
∫
Z∗p
∞∑
n=0
(
s− 1
n
)
pnx˜ndµα(x),
and likewise
Lp(f, α)1(s) =
p−1∑
a=1
ω(a)s−1
∫
D(a, p)+
(1 + px˜)s−1 dµα(x) =
=
p−1∑
a=1
ω(a)s−1
∫
D(a, p)+
∞∑
n=0
(
s− 1
n
)
pnx˜ndµα(x).
Since n! = p
n−σn
p−1 un, with un ∈ Z∗p and σn being equal to the sum of the
p-adic digits of n, we shall have(
s− 1
n
)
pn = p
(p−2)n+σn
p−1 unqn(s),
where qn(s) = (s− 1)(s− 2)...(s− n) ∈ Zp[s] is a polynomial of degree n.
Proposition 3.1.17. Let p ≥ 5 be a prime number and a be a p-adic unit.
Both for U = D (a, p)+ or U = Z∗p and for any sequence (un)n≥1 of p-adic
units, the sequence (
p
(p−2)n+σn
p−1 un
∫
U
x˜ndµα(x)
)
n≥1
is in c0(Cp).
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Proof. Let gn(x) = x˜
n, n ≥ 1. With the above notations, in each disc Di we
shall have
g1|Di(x) = a1,i(x− i) + a0,i,
with a1,i ∈ p−1Zp and a0,i ∈ Zp. Thus,
gn|D(i,p)+(x) =
n∑
r=0
(
n
r
)
ar1,ia
n−r
0,i (x− i)r.
Furthermore, by Theorem 3.1.6 we may write∫
D(i,p)+
(x− i)rdµα(x) = α−2prγi,r, with γi,r ∈ Σf ⊗ Zp.
Thus, there exists a constant R ≥ 0 such that∣∣∣∣∫
D(i,p)+
gn(x)dµα(x)
∣∣∣∣
p
≤ R ∣∣α−2∣∣
p
max
0≤r≤n
∣∣∣∣(nr
)∣∣∣∣
p
≤ R ∣∣α−2∣∣
p
p
n−σn
p−1 .
Combining this with the strong triangle inequality, we obtain∣∣∣∣∣
∫
Z∗p
x˜ndµα(x)
∣∣∣∣∣
p
≤ R ∣∣α−2∣∣
p
p
n−σn
p−1 ,
so that∣∣∣∣p (p−2)n+σnp−1 un ∫
U
x˜ndµα(x)
∣∣∣∣
p
≤ p (2−p)n−σnp−1
∣∣∣∣∫
U
x˜ndµα(x)
∣∣∣∣
p
≤ R ∣∣α−2∣∣
p
p
(3−p)n−2σn
p−1 .
Proposition 3.1.17 together with the fact that p
n
n!
= p
(p−2)n+σn
p−1 un, with
un ∈ Z∗p, implies
Lp(f, α)1(s) =
∞∑
n=0
p−1∑
a=1
ω(a)s−1
(
s− 1
n
)
pn
∫
D(a,p)+
x˜ndµα(x), (3.1.9)
and
Lp(f, α)2(s) =
∞∑
n=0
∫
Z∗p
(
s− 1
n
)
pnx˜ndµα(x). (3.1.10)
We will prove the statement of the theorem only for Lp (f, α)2, since the
proof for Lp (f, α)1 is completely analogous.
Set hn(s) = n!
(
s−1
n
)
, the n-th Pochhammer symbol. The following result
will allow us to differentiate the series Lp(f, α)2(s) term by term.
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Proposition 3.1.18. For any (λn)n≥0 ∈ c0(Cp), the series
∞∑
n=0
λnhn(s) con-
verges uniformly in Zp to a function f ∈ C(j) (Zp,Cp) for any j ≥ 0. More-
over,
f (j)(s) =
∞∑
n=0
λnh
(j)
n (s), for j ≥ 0.
Proof. Let us first observe that, since (λn)n ∈ c0(Cp), the sum
∞∑
n=0
λnh
(j)
n (s)
converges for any s ∈ Z∗p. Next, we have to prove that, for any j ≥ 0,
lim
m→∞
∣∣∣∣∣∣
∑∞
n=0 λn
(
h
(j)
n (s+ pm)− h(j)n (s)− pmh(j+1)n (s)
)
pm
∣∣∣∣∣∣
p
= 0, for any s ∈ Z∗p.
(3.1.11)
We remark that the mean-value theorem does not hold in general in the
p-adic setting (cf. [60]). We distinguish the cases j = 1 and j > 1.
a) For j = 1, let us denote by ek (a1, ..., an) the k-th symmetric elementary
polynomial in the indeterminates {a1, ..., an}. For n,m ≥ 1 and x ∈ Z∗p, we
have that
hn(s) = en(s− 1, ..., s− n),
hn(s+ p
m) =
n∑
j=0
pjmen−j (s− 1, ..., s− n) ,
and h
′
n(s) = en−1 (s− 1, s− 2, ..., s− n) . Thus,
hn(s+ p
m)− hn(s)− pmh′n(s) =
n∑
j=2
pjmen−j (s− 1, ..., s− n)
and ∣∣∣∣hn(s+ pm)− hn(s)− pmh′n(s)pm
∣∣∣∣
p
≤ p−m.
Since (λn)n is bounded, the result follows in this case.
b) Suppose j > 1. A straightforward computation shows that
h(j)n (s) = j!en−j(s− 1, s− 2, ..., s− n).
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Thus,
h(j)n (s+ p
m) = j!
n−j∑
r=0
crp
rmen−j−r(s− 1, s− 2, ..., s− n),
for suitable integers cr ≥ 1. Notice that c0 = 1.
Lemma 3.1.19. c1 = j + 1. 2
Proof. Let us introduce the notation D(s) := 1. We have
en−j(s1 + pm, s2 + pm, ..., sn + pm) =∑
{i1,i2,...,in−j}⊂{1,...,n}
(si1 + p
m)(si2 + p
m)...(sin−j + p
m) =
= en−j(s1, s2, ..., sn) +
∑
{i1,i2,...,in−j}⊂{1,...,n}
n−j∑
r=1
pmsi1 ...D(sir)...sin−j + ...
where the dots stand for the sum of the symmetric polynomials of degree
less than n− j− 1 in the variables s1, s2, ..., sn multiplied by prm with r ≥ 2.
Now, c1 is the number of times that any monomial si1 ...D(sir)...sin−j appears
repeated in the sum, that is to say, the number of possible choices for the
index ir among the variables {s1, ..., sn}−{si1 , ..., sir−1 , sir+1 , ..., sin−j}, which
is j + 1.
Let us note that
h(j+1)n (s) = (j + 1)!en−j−1(s− 1, s− 2, ..., s− n).
Hence, using Lemma 3.1.19, we have
h(j)n (s+ p
m)−h(j)n (s)− pmh(j+1)n (s) = j!
n−j∑
r=2
crp
rmen−j−r(s− 1, s− 2, ..., s−n)
and the result holds.
We proceed now with the proof of Theorem 3.1.16.
Proof. The non-vanishing of Lp(f, α) at the finite order characters and
the growth behaviour of µf,α, imply that Lp(f, α)2 is not identically zero
(cf. [56]), thus, there exists an integer n ≥ 0 such that∫
Z∗p
x˜ndµα(x) 6= 0.
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Let us define the (non-empty) set
Σ = {n ≥ 0 :
∫
Z∗p
x˜ndµf,α 6= 0}.
Fix now s0 ∈ Zp. If Σ is finite, we consider its maximal integer n and, by
taking the n-th derivative of Lp(f, α)2 at s = s0, we obtain
dn
dsn
Lp(f, α)2(s)|s=s0 = pn
∫
Z∗p
x˜ndµf,α 6= 0.
Now we suppose that Σ is an infinite set. For any nr ∈ Σ, the nr-th term in
the expansion of Lp(f, α)2 has the form
pnr
(
s− 1
nr
)∫
Z∗p
x˜nrdµf,α = p
(p−2)nr+σnr
p−1 unrqnr(s)
∫
Z∗p
x˜nrdµf,α ,
with qnr(s) = (s−1)(s−2)...(s−nr). If we denote by ai,j the ni-th derivative
of qnj(s) at s = s0, we may define the linear endomorphism
ψ : c0(Cp) −→ c0(Cp), x = (xn)n≥1 7→
( ∞∑
r=n
ar,nxr
)
n≥1
.
Since ai,j ∈ Zp, ψ is well defined and ||ψ(x)||∞,p ≤ ||x||∞,p. Hence, ψ is
continuous. We can see this endomorphism as being represented by an infinite
matrix (ai,j)i,j≥1 which is upper triangular.
Proposition 3.1.20. The endomorphism ψ is injective.
Proof. For x = (xnr)r≥1 ∈ c0(Cp), we have ψ(x) = (D ◦ φ) (x) where D :
c0(Cp) −→ c0(Cp), x = (xr) 7→ (nr!xr) , and φ : c0(Cp) −→ c0(Cp) is given
by left natural multiplication with the infinite matrix
Mφ =

1 a1,2
n1!
a1,3
n1!
a1,4
n1!
. . .
0 1 a2,3
n2!
a2,4
n2!
. . .
0 0 1 a3,4
n3!
. . .
0 0 0 1 . . .
...
...
...
...
. . .
 .
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Let us check that φ(c0(Cp)) ⊆ c0 (Cp). Note that qnj(s) = snj − enj1 snj−1 +
... + (−1)njenjnj , with enjr the r-th elementary symmetrical polynomial in the
roots {1, 2, ..., nj}. Thus,
1
ni!
dni
dsni
qnj(s) =
(
nj
nj−ni
)
snj−ni − ( nj−1
nj−1−ni
)
e
nj
1 s
nj−ni−1 + ...+ (−1)nj(ni
0
)
e
nj
ni .
Since (
nj − r
nj − ni − r
)
= p
−σnj−r+σnj−ni−r+σni
p−1 θr,
with θr ∈ Z∗p, for 1 ≤ r ≤ nj − ni, and
−σnj−r + σnj−ni−r + σni = (p− 1)ordp
(
nj + ni − r
ni
)
(cf. [39]), it follows that ∣∣∣∣ 1ni! d
ni
dsni
qnj(s)|s=s0
∣∣∣∣
p
≤ 1.
Hence, φ is well defined and its associated matrix Mφ is upper triangular
with ones on the diagonal. To prove the injectivity, we proceed by steps:
Step 1. We consider the adjoint matrix of the element ai,j:
M i,jφ =

a1,1
n1!
. . .
a1,j−1
n1!
a1,j+1
n1!
. . .
0 . . .
a2,j−1
n2!
a2,j+1
n2!
. . .
... . . .
...
...
...
0 . . .
ai−1,j−1
ni−1!
ai−1,j+1
ni−1!
. . .
0 . . .
ai+1,j−1
ni+1!
ai+1,j+1
ni+1!
. . .
... . . .
...
...
. . .

.
From a particular row onwards, this matrix becomes upper triangular, with
ones on the diagonal, hence we can formally compute the determinant det(M i,jφ )
expanding along the first row. The result is a finite sum of finite products of
the terms
ai,j
ni!
∈ Zp; therefore, it is a p-adic integer.
Step 2. We write together all the determinants det(M i,jφ ), forming the
adjoint matrix and take the transpose, obtaining an upper-triangular matrix
with entries in Zp and ones on the diagonal. We write a few terms of this
matrix:
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M
′
φ =

1 −a1,2
n1!
−a1,3
n1!
+ a1,2a2,3
n1!n2!
−a1,2a2,3a3,4
n1!n2!n3!
+ a1,3a3,4
n1!n3!
+ a1,2a3,4
n1!n3!
− a1,4
n1!
. . .
0 1 −a2,3
n2!
a2,4a3,4
n2!n3!
− a2,4
n2!
. . .
0 0 1 −a3,4
n3!
. . .
0 0 0 1 . . .
...
...
...
...
. . .

Now, M
′
φ defines again a continuous linear endomorphism of c0(Cp), which
we call φ′.
Step 3. By construction, to compute φ(x) it suffices to multiply the matrix
Mφ by x, seen as a column vector, obtaining Mφx. Analogously, φ
′ ◦φ(x) can
be obtained by multiplication of Mφ′ by the column vector Mφx. Since by
construction Mφ′ ◦Mφ = I it follows that (φ′ ◦ φ)(x) = x for all x ∈ c0(Cp),
i.e., φ
′
is a right inverse of φ.
Since D is trivially injective, so is ψ, completing the proof of Proposition
3.1.20 and Theorem 3.1.16.
Remark 3.1.21. To any elliptic curve E/Q of conductor N , we can attach
its complex analytic L-series L(E, s). By modularity, there exists a weight
2 normalized newform f for Γ0(N) such that L(E, s) = L(fE, s). For an
admissible root α of the Hecke polynomial of fE at p, the corresponding
p-adic L-functions of E are defined by setting
Lp(E,α)i(s) = Lp(fE, α)i(s), s ∈ Zp i = 1, 2.
Corollary 3.1.22. Let p ≥ 5 and α an admissible root of the Hecke polyno-
mial of fE at p for which fE is supersingular. If Lp(E,α)1 6≡ 0 then
ords=s0Lp(E,α)i(s) <∞, i = 1, 2
for any s0 ∈ Zp.
3.2 Mazur and Swinnerton-Dyer p-adic L- func-
tions
Here we present another construction of a p-adic L-function for a modular
elliptic curve, namely, that carried out in [47], which is slightly different from
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the one presented in the preceding section when k = 2. We show that both
constructions are equivalent and explain a p-adic analogue of the Birch and
Swinnerton-Dyer conjecture, involving this construction.
Let E/Q be an elliptic curve of conductor N and let fE ∈ S (Γ0(N))
its associated newform. Suppose that E has integer coefficients. Denote
by H1(E,Z) the subgroup of classes of closed paths in H1(E,R) and set
H1(E,Q) = H1(E,Z) ⊗Z Q. Take a prime p such that (p, ap) = 1 where
ap = ap(f) is the p-th Fourier coefficient of fE. Then, p+1−ap(f) = Np(E),
where Np(E) is the number of points of E on Fp. The Hecke polynomial of
fE at p has two roots, one of which, say α, is a p-adic unit. Given r ∈ Q, we
write λ(fE, r) instead of λ(fE, r, 0) (notice that for weight 2, the only critical
value is j = 0).
Proposition 3.2.1 (Manin, [45]). For any r ∈ Q, λ(fE, r) ∈ H1 (E,Q).
Since, in addition, the modular integrals belong to a finitely generated
Z-lattice, and the complex conjugation acts as an involution on H1(E,R),
it follows that there exist two real numbers Ω+,Ω− such that the modular
integrals belong to the Z-lattice Σf = ZΩ++ZiΩ−. Let λ(f, r)+, λ(f, r)− ∈ Z
such that λ(f, r) = λ(f, r)+Ω+ + λ(f, r)−iΩ−.
Given an integer a coprime to p and to integers n,m ≥ 1, with m ≥ n,
set Smn (a) = {x ∈ {1, ..., pm − 1}, x ≡ a (mod pn)} ∩ Z∗p.
Proposition 3.2.2 (Mazur and Swinnerton-Dyer, [47]). Let α be a root of
the Hecke polynomial of fE which is a p-adic unit. Define
µ±E,α,m(a+ p
nZp) = α−m
∑
b∈Smn (a)
λ
(
fE,
b
pm
)±
.
Then, there exists µ±E,α (a+ p
nZp) = lim
m→∞
µ±E,α,m (a+ p
nZp) (p-adically). Fur-
thermore, µE,α is a p-adic measure.
Proof. Suppose that the limits exist. Then, it suffices to check the distribu-
tion property for any m large enough. But this is immediate, for
p−1∑
j=0
µ±E,α,m(a+ jp
n + pn+1Zp) = α−m
p−1∑
j=0
∑
b∈Sm+1n (a+jpn)
λ
(
fE,
b
pm+1
)±
.
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To check that the limit exists, fix integers n ≥ 1 and a coprime to p and
denote A±m = α
−m
∑
b∈Smn (a)
λ
(
fE,
b
pm
)±
. Since fE is an eigenform for Tp, we
have
ap(f)α
mA±m = α
m+1A±m+1 + pα
m−1A±m−1 + p
m−n
p−1∑
j=0
λ(fE,
j
p
)±.
Since α is a root of the Hecke polynomial, we have that
αm+1
(
A±m+1 − A±m
)
= pαm−1
(
A±m − A±m−1
)
+ pm−n
p−1∑
j=0
λ(fE,
j
p
)±.
Since
p−1∑
j=0
λ(fE,
j
p
)± ∈ Σf and α is a p-adic unit, by induction, we have that
A±m+1 − A±m ∈ pm−n (Zp ⊗Z Σf ).
Definition 3.2.3. (The Mazur and Swinnerton-Dyer p-adic L-function). Let
χ ∈ X a p-adic character. Define
Lp(E,α, χ) = cE
∫
Z∗p
χdµ
sgn(χ)
E,α ,
where sgn(χ) = + if χ is even and − otherwise, and where cE is the Manin
constant attached to E (see [45]).
Proposition 3.2.4 (Mazur and Swinnerton-Dyer, [47]). Let α1, α2 be the
roots of the Hecke polynomial for fE at p. Suppose that α := α1 is the unit
root. Then,
Lp(E,α, 1) =
−Np
(α21 − p) (1− α2)2
p−1∑
j=0
λ
(
fE,
j
p
)
.
Proof. Denote Sm =
pm−1∑
j=1
λ
(
fE,
j
pm
)
. Then, Lp(E,α, 1) = lim
m→∞
α−mSm.
Using that fE is an eigenform for Tp and that α is a root of the Hecke
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polynomial, one obtains that the sequence (Sm)m≥1 satisfies the following
difference equation:
ap(fE)Sm = pSm−1 + Sm − pm−1(p− 1)S1,
with a general solution of the form Sm =
(
Aαm1 +Bα
m
2 +
pm−1(p− 1)
Np
)
S1.
The constants are determined by setting m = 0, 1 in the general solution.
In general, for any Dirichlet character, we have the following interpolation
property.
Proposition 3.2.5. Let χ be a Dirichlet character of conductor pr. Then,
Lp(E,α, χ) =
α1−r
α− pα−1
pr∑
j=1
χ(j)
∫ a
pr
+i∞
a
pr
fE(z)dz.
2
Let φE : X0(N) → E denote the modular parametrization morphism
attached to E renormalized so that φE(i∞) = 0E. Let ω ∈ H0(E,ΩE) be an
invariant differential for E such that φ∗E(ω) = f(q)
dq
q
, where q is the local
parameter of X0(N) at i∞. It is known that φE(0) is a torsion point and
that φE brings the path {0, i∞} into E(R), hence there exists M ∈ Q such
that
∫ i∞
0
fE(z)dz = M
∫
E(R) ω. This M is called the winding number of φE.
Proposition 3.2.6. Let t = 1, 2 respectively if E(R) has 1 or 2 connected
components. Then,
Lp(E,α, 1) =
ctN2pM
(α21 − p)(1− α2)2
.
Proof. By Proposition 3.2.4, we only have to check that
p−1∑
j=0
λ
(
fE,
j
p
)
=
−ctNnM , but this follows from the fact that
p−1∑
j=0
λE
(
fE,
j
p
)
= −NpφE(0)
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(which is again a straightforward consequence of fE being an eigenform for
Tp) and from the equality∫ i∞
0
φ∗(ω) = M
∫
E(R)
ω = cλ(fE, 0).
Since the definitions of the p-adic measures carried out in [47] and in [49]
are different, it is worth justifying that they are indeed the same, provided
that E has good ordinary reduction at p, which is equivalent to saying that
fE is ordinary at p.
Proposition 3.2.7. If E has good ordinary reduction at p, the Mazur and
Swinnerton Dyer measure equals the Mazur-Tate-Teitelbaum measure up to
a non-zero scalar.
Proof. Denote respectively by µMSD and µMTT the Mazur and Swinnerton-
Dyer and the Mazur-Tate-Teitelbaum p-adic measures and let Lp(E,α, χ)MSD,
Lp(E,α, χ)MTT denote the corresponding p-adic L-functions. By Proposition
3.2.5, together with the above material, we have that
Lp(E,α, χ)MTT = (α− pα−1)Lp(E,α, χ)MSD.
Since p-adic characters of finite order are dense in X and the Mazur-Mellin
transforms of p-adic measures are continuous functions on X , it follows that
both p-adic L-functions coincide on X , in particular on the set of characters of
the form χn(x) = x
n. Since the polynomials are dense on C (Z∗p,Qp), we can
uniformly approximate the characteristic function of D (a, pn)+, χD(a,pn)+ , by
a sequence of polynomials (Pn), and since µMSD and µMTT are bounded, we
have that
µMSD
(
D (a, pn)+
) ∫
Z∗p
χD(a,pn)+dµMSD = limn→∞
∫
Z∗p
PndµMSD,
and since up to a non-zero scalar, for any n ≥ 0, ∫Z∗p xndµMSD = ∫Z∗p xndµMTT ,
the result follows.
Conjecture (Mazur-Swinnerton-Dyer, [47]). Let E/Q be an elliptic curve
with good ordinary reduction at the prime p. Then, the order of vanishing
at s = 1 of Lp(E, s) equals the rank of the group E(Q).
3.3. REFINED CONJECTURES ON THE ORDER OF VANISHING 75
3.3 Refined conjectures on the order of van-
ishing
3.3.1 Exceptional zeros
In this section we explain refined versions of the Mazur and Swinnerton-Dyer
conjecture. In particular a p-adic analogue of the Birch and Swinnerton-
Dyer conjecture is expected to happen. This calls for a definition of a p-adic
analogue of the regulator of an elliptic curve. The case in which E has
multiplicative reduction at p and the case in which E has good supersingular
reduction at p imply that there are two admissible roots. Recently, Pollack
has given a construction of a p-adic L-function for the critical slope case,
which means that the root of the Hecke polynomial which is chosen is not
admissible (see [57]).
The fact that a p-adic L-function can be constructed in cases of mul-
tiplicative or good supersingular reduction is responsible for the eventual
emergence of extra zeros.
Definition 3.3.1 (Mazur-Tate-Teitelbaum, [49]). Let f ∈ Sk (Γ0(N)) an
eigenform for Tp, α an admissible root and χ a p-adic character of the form
χ = χjψ, where χj(x) = x
j (0 ≤ j ≤ k−1) and ψ is a character of conductor
pνM (p -M). The p-adic multiplier for χ is
e(p, α, χ) = α−ν
(
1− ψ(p)pk−2−jα−1) (1− ψ(p)pjα−1) .
With this notation, the interpolation property becomes
Lp(f, α, χ) = e(p, α, χ)L(fχ, j + 1). (3.3.1)
Definition 3.3.2 (Mazur-Tate-Teitelbaum, [49]). A pair (α, j) is said to
be exceptional for p if there exists a finite order character ψ such that
e(p, α, χjψ) = 0.
Lemma 3.3.3. Let ζ be an n-th root of unity. Then, there exists a Dirichlet
character ψ modulo pn − 1 such that ψ(p) = ζ.
Proof. Since the multiplicative subgroup of (Z/(pn − 1)Z)∗ generated by p
has order n, one has that n | φ(pn − 1) and there is a Dirichlet character of
this multiplicative subgroup with the value ζ at p. All we have to do is to
compose this Dirichlet character with the projection of (Z/(pn − 1)Z)∗ onto
Cn.
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Lemma 3.3.4. The pair (α, j) is exceptional if and only if one of the two
following facts hold:
(i) p - N , |αp−j|p = 1 or |αp−k+2+j|p = 1.
(ii) p|N and |ap(f)p−j|p = 1.
Proof. By definition of the p-adic multiplier, (α, j) is exceptional if and only
if there exists a Dirichlet character ψ of conductor coprime to p satisfying
one of the two following properties:
(i) ψ(p)pk−2−jα−1 = 1.
(ii) ψ(p)pjα−1 = 1.
In the first case, |αp2−k+j|p = 1, while in the second case, |αp−j|p = 1. The
reciprocal statement follows directly from Lemma 3.3.3.
Lemma 3.3.5 (Li, [44]). For any newform f ∈ Sk (Γ0(N)), if p||N , then
ap(f)
2 = pk−2.
2
Proposition 3.3.6 (Mazur-Tate-Teitelbaum, [49]). The pair (α, j) is excep-
tional if and only if p‖N and j = k−2
2
.
Proof. First, recall that the Hecke polynomial for Γ0(N) is only defined if
p‖N . Suppose that (α, j) is exceptional. First, we check that p‖N . Other-
wise, set Hp(f ; s) =
(
1− ap(f)p−s + pk−1−2s
)−1
. It can be shown that this
function is the Hasse-Weil L-function of a certain motive defined over Fp
attached to the fibre over Fp of the jacobian of the modular curve. Since
Hp(f ; s) = (1− α1p−s)−1 (1− α2p−s)−1 where α1, α2 are the roots of the
Hecke polynomial at p, the proof of the Weil conjectures given by Deligne
implies that |α1| = |α2| = p k−12 . By Lemma 3.3.4, it follows that either
j = k−1
2
or j = j−3
2
; hence k is odd, which is a contradiction. Hence, p‖N
and, by Lemma 3.3.5, we have that |ap(f)| = p k−22 , and again by Lemma
3.3.4, j = k−2
2
. The reciprocal statement follows as a direct consequence of
Lemma 3.3.5 and Lemma 3.3.4.
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Remark 3.3.7. Notice that the p-adic L-functions of Dirichlet characters can
also have exceptional zeros. Since Lp(χ, k) = (1 − χ(p)pk−1)L(χ, 1 − k), an
extra zero occurs if and only if k = 1 and χ(p) = 1. These are called the
trivial zeros of Lp(χ, s). Notice that the classical Dirichlet L function does
not vanish at these values.
Conjecture (Mazur, Tate, Teitelbaum [49]). Let ψ, χ be p-adic characters
of finite order. Denote by ρ∞(f, χ, j) the order of vanishing of L(fχ, s) at
s = j + 1 and by ρp(f, α, ψ, j) the order of vanishing of Lp(f, α;ψχ˜jχs) at
s = j. Then,
a) If e(p, α, χ˜jψ) 6= 0, then ρp(f, α, ψ, j) = ρ∞(f, χ, j).
b) If e(p, α, χ˜jψ) = 0, then ρp(f, α, ψ, j) = ρ∞(f, χ, j) + 1.
In particular, this conjecture states that if there are two admissible roots,
the orders of vanishing of the corresponding p-adic L-functions are the same.
There is an easy case in which this fact can be proved.
Proposition 3.3.8. Let f ∈ Sk (Γ0(N)) be a newform which is ordinary
at the prime p. Let ψ be a Dirichlet character and let Kf,p(ψ) denote the
finite extension of Qp obtained by adjoining to Qp the Fourier coefficients of
f and the values taken by ψ. If α1, α2 are admissible and α1 6∈ Kf,p(ψ), then,
ρp(f, α1, ψ, j) = ρp(f, α2, ψ, j).
Proof. Let σ : Kf,p(ψ)(α1)→ Kf,p(ψ)(α2) be the non-trivial Kf,p(ψ)-morph-
ism given by σ(a + bα1) = a + bα2 for a, b ∈ Kf,p(ψ), which is clearly a
bijection. Denote by µp,α1 and µp,α2 the measures obtained by the modular
symbol attached to f and the roots α1 and α2 respectively, and let Lp(f, α1, s)
and Lp(f, α2, s) denote the corresponding p-adic L-functions. Since f is
ordinary at p, it is easy to check that for any Kp,f (ψ)(α1)-valued locally
analytic function (indeed, for any Kp,f (ψ)(α1)-valued continuous function)
F , σ
(∫
Z∗p
Fdµα1
)
=
∫
Z∗p
Fdµα2 . Hence, let us consider the power series
expansions Lp(f, αm, ψχs) =
∑∞
n=0
a
(m)
n
n!
sn, where a
(m)
n = a
(m)
n,1 + αma
(m)
n,2 ,
with a
(m)
n,m ∈ Kf,p(ψ) for m = 1, 2. Assume for simplicity that ψ = 1. If
ρp(f, α1, 1, j) = r then, a
(1)
n,m = 0 for 0 ≤ n ≤ r−1 and m = 1, 2 and a(1)r 6= 0.
By application of σ the result follows.
Conjecture (Mazur, Tate, Teitelbaum [49]). Let E/Q be an elliptic curve,
p a prime and α an admissible root of the Hecke polynomial for E at p.
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a) If α 6= 1, then, ords=1Lp(E, s) = rk (E(Q)).
b) If α = 1, then, ords=1Lp(E, s) = rk (E(Q)) + 1.
Remark 3.3.9. Let N be the conductor of E and fE ∈ S2 (Γ0(N)) the corre-
sponding newform. The p-adic multiplier for p, α and the trivial character is
(1− α−1)2, which vanishes if and only if α = 1, which is equivalent to the fact
that ap(E) = −p− 1, or equivalently, E has split multiplicative reduction at
p. The case when α = 1 corresponds to the case when E has good ordinary
or non-split multiplicative reduction at p (for details see [70]).
If the p-adic multiplier vanishes, the p-adic L-function vanishes at the
central points and we lose the interpolation property. Hence, it is natural to
ask whether the derivative of the p-adic L-function still carries information
about the values of the complex L-function at the central points. This is the
purpose of the following
Definition 3.3.10 (Mazur-Tate-Teitelbaum, [49]). Let f ∈ Sk (Γ0(N)), j ∈
{0, ..., k − 2} and α an admissible root such that (α, j) is exceptional. It is
said that (α, j) is exceptional of local type if there exists a quantity Lp(f, α, j)
such that for any Dirichlet character of conductor pm,
L′p(f, χ, j) = Lp(f, α, j)
pm−1∑
a=0
ψ(a)λ
(
f, j,
a
pn
)
.
Conjecture (Mazur-Tate-Teitelbaum [49]). For k = 2, if the pair (α, 0) is
exceptional, then, it is exceptional of local type.
3.3.2 The extended Mordell-Weil group
To formulate a suitable p-adic version of the refined Birch and Swinnerton-
Dyer conjecture involving the leading term of the Taylor coefficient, a neces-
sary condition is to define a p-adic analogue of the regulator of E(Q). Such
a definition was first given in [49]. We explain here how to do this.
LetK be a number field, and E/K and elliptic curve and p ∈ Z a prime. A
place ν over p is said to be of type 1 if E is split multiplicative at ν. Otherwise,
ν is said to be of type 2. Denote Kp = K ⊗Qp. Then, Kp =
∏
ν|p
Kν . Define
E(Kp) =
∏
ν|p
E(Kν). Set E
+ (Kp) =
∏
ν1|p
K∗ν1×
∏
ν2|p
E (Kν2) where ν1 runs over
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the places over p of type 1 and ν2 runs over the places of type 2. For any
ν of type 1, fix a Tate uniformization iν : K
∗
ν → E (Kν). If q = e2piiz, let
j(q) =
∑
n≥−1
anq
n the series expansion of the j-function which can be formally
reversed so that q(j) =
∑
n≥1
bnj
−n. One can show that bn ∈ Z for any n ≥ 1.
Suppose that j(E) is non integral, i.e., |j(E)|ν > 1. Then, q(j(E)) is defined.
Denote qν = q(j(E)) ∈ K∗ν , the multiplicative period of E. Let N be the
cardinality of the set of places of type 1 and M the cardinality of the set of
places of type 2. We have an exact sequence
0→ ZN φ→ E+ (Kp) ψ→ E (Kp)→ 0,
where φ is defined as follows: if ν is of type 1 and eν is the vector of ZN
having coordinate 1 at position ν and 0 at the rest, φ(eν) ∈ E+ (Kp) has
coordinate qν at position ν, 0 at the rest of positions of places of type 1 and
O ∈ E (Kν) at the positions given by places of type 2. The map ψ is given
by the following rule: if νj (1 ≤ j ≤ N) are the places of type 1 and νN+l,
(1 ≤ l ≤ M) the places of type 2, for any zνj ∈ K∗νj and PνN+l ∈ E
(
KνN+l
)
,
set
ψ
(
zν1 , ..., zνN , PνN+1 , ...PνN+M
)
=
(
iν1(zν1), ..., iνN (zνN ), PνN+1 , ...PνN+M )
)
.
Since E (K) sits diagonally as a subgroup of E (Kp), it is possible to define
E+(K) = ψ−1 (E(K)). This subgroup is called the extended Mordell-Weil
group. Clearly, there is an induced exact sequence
0→ ZN φ→ E+ (K) ψ→ E (K)→ 0,
hence, the extended Mordell-Weil group has rank rk (E (K)) + N . In par-
ticular, for a curve E/Q, if E has good ordinary reduction at p, the ex-
tended Mordell-Weil group coincides with the Mordell-Weil group, whereas
if E has split multiplicative reduction, the extended Mordell-Weil group has
rank rk (E (Q)) + 1. Until the end of this chapter we will suppose that E is
defined over Q.
3.3.3 σ-functions
To give a full p-adic analogue of the Birch and Swinnerton-Dyer conjecture,
one has to define a p-adic version of the canonical height pairing. The earliest
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definition of this pairing given by Ne´ron ([51]) uses the Weierstrass σ function.
Given an elliptic curve E/Q, and a number field K, for any place ν of K,
Ne´ron begins by defining a local canonical height λν : E(Kν) → R. The
global height is defined as
hˆ(P ) =
∑
ν
nνλν(P ), nν ∈ Z.
Let ΛE be the lattice attached to E by the Weierstrass uniformization. De-
note by ∆(Λ) the corresponding discriminant and let η, σ denote the Weier-
strass functions attached to Λ. For an archimedean place ν, the local height
is
λν(P ) = −log|∆(Λ)1/12e−zη(z)/2σ(z,Λ)|ν .
In [48], a p-adic analogue of the σ-function is constructed, which is used
in [49] to define the canonical height pairing. This function is defined on Ef ,
the formal group of E (supposing that E is a canonical model defined over
the ring of integers of a finite extension of Qp). We suppose that E/Zp is the
Ne´ron model of E over Zp and E/fZp its formal completion. Suppose that
E has good ordinary reduction or multiplicative reduction at p. Let ω be a
fixed invariant differential attached to E.
Proposition 3.3.11 (Mazur-Tate, [48]). There exists a unique holomorphic
odd function σω on E/Zfp such that
dσω
ω
∣∣∣∣
P=0
= 1.
3.3.4 The p-adic sparsity and the p-adic regulator
Let p be a prime such that E has good ordinary or multiplicative reduction
at p and define Ep(Q) as the set of points of E(Q) which specialize to the
connected component of 0 ∈ E (R) and which specialize to 0 at p. A simple
geometric argument together with the fact that reduction mod p is a group
homomorphism show that Ep(Q) is a subgroup.
Denote by A∗Q the group of ideles of Q. Define Uq = Z∗q for any prime q
and U∞ = R. For any prime q, consider a local parameter tq of the formal
completion Ef/Zq (see [70]) and let cq be defined by
dtq
ω
∣∣∣∣
P=0
= cq.
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Set ωq = cqω. For any P ∈ Ep(Q), define an idele i(P ) by setting:
(i) i(P )∞ = 1.
(ii) If q 6= p is a prime and P does not specialize to zero, i(P )q = c−2q .
(iii) If q 6= p is a prime and P specializes to zero, i(P )q = c−2q t2q(P ).
(iv) i(P )p = c
−2
p σ
2
ω(P ).
Proposition 3.3.12 ([48]). There exists a bilinear symmetric pairing
〈 〉 : Ep(Q)× Ep(Q)→ Q∗ \ A∗Q/
∏
q 6=p
Uq
such that
〈P, P 〉 = i(P ),
for any P ∈ Ep(Q) \ {0}.
2
Let λ : Q∗ \ A∗Q/
∏
q 6=p Uq → Qp be a continuous group homomorphism.
We can extend λ◦〈 〉 to (E(Q)⊗Qp)× (E(Q)⊗Qp). We have the following
result.
Proposition 3.3.13. There exists a unique symmetric bilinear pairing
〈 〉λ : (E(Q)⊗Qp)× (E(Q)⊗Qp)→ Qp
such that
〈P, P 〉λ = λ (i(P )) .
Proof. Define 〈 〉λ to be zero out of the connected component of zero. If P
or Q do not specialize to 0, but they are in the connected component of zero,
define 〈P,Q〉λ = p−(n+m)〈pnP, pmQ〉λ, with pnP, pmQ specializing to zero. By
bilinearity, it is independent of n and m. The quadratic form 〈P, P 〉λ = i(P )
characterizes the pairing.
The pairing 〈 〉λ is called the p-adic analytic height. Denote by pip the
projection of Q∗ \ A∗Q/
∏
q 6=p Uq onto Qp. The p-adic analytic height for λ =
Logp◦pip will be denoted by 〈 〉p. It remains to lift the pairing to the product
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of the extended Mordell-Weil group in the split multiplicative case. To do
this, we construct a map
Ep(Q) → E+(Q)
P 7→ P˜ = (wp(P ), P ) ,
where ip(wp(P )) = P .
Proposition 3.3.14. There is a unique bilinear symmetric pairing
〈 〉+p :
(
E+ (Q)⊗Qp
)× (E+ (Q)⊗Qp)→ Qp
such that 〈P˜ , Q˜〉+p = 〈P,Q〉p for P,Q ∈ Ep(Q) and, if E has split-multiplicative
reduction at p, then, for any a, b ∈ Q∗p,
(i) 〈a, P 〉+p = Logp (pip(wp(P ))/vp(qp)).
(ii) 〈a, b〉+p = Logp (pip(qp)/vp(qp)).
Set  = 0, 1 depending on whether E has good ordinary or split multi-
plicative reduction at p. Let {P1, ..., Prk(E)+} be a basis of E+ (Q), and call
M the index of the subgroup that it generates.
Definition 3.3.15. Denote by E (Q)tors the torsion group of E(Q). If E has
good ordinary or split multiplicative reduction at p, the p-adic sparsity of E
is
Sp(E) = det
(〈Pi, Pj〉+p ) /|E(Q)tors|2 ∈ Qp.
If E has good reduction at p, the p-adic regulator of E is
Rp(E) = det
(〈Pi, Pj〉+p ) ∈ Qp.
Conjecture (Refined p-adic analogue of Birch and Swinnerton-Dyer, [49]).
Let E/Q be an elliptic curve. Let ωE be the invariant differential associated
to E and Ω+E =
∫
E(R) ωE, which is one of the periods of the corresponding
Z-lattice. Let r be the Mordell-Weil rank of E/Q. Let ml denote the l-th
Tamagawa number and G(E) the Tate-Schafarefich group for E. Then, if
α 6= 1, one has
(i) L
(j)
p (E, 1) = 0 for 0 ≤ j ≤ r − 1.
(ii) L
(r)
p (E, 1) = n!
(
1− 1
α
)b |G(E)|Sp(E)∏lmlΩ+E, where b = 2 if E has
good reduction at p and 1 if E has non-split multiplicative reduction.
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If α = 1, then,
(i) L
(j)
p (E, 1) = 0 for 0 ≤ j ≤ r.
(ii) L
(r+1)
p (E, 1) = (n+ 1)!|G(E)|Sp(E)
∏
lmlΩ
+
E.
Remark 3.3.16. We have to understand these equalities after having identified
Ω+E with the corresponding element of the basis of the vector space over where
the p-adic L-function takes values.
We finish this section by stating the exceptional zero conjecture. Before
formulating it, we need some ingredients:
Recall that the modular elliptic function j has an expansion in q = e2piiz:
j = q−1
∞∑
n=0
anq
n,
with an ∈ Z for any n ≥ 0. One can formally write
q =
∞∑
n=1
bnj
−n, bn ∈ Z.
Let j(E) be the j-invariant of E. Assume that |j(E)|p > 1. The multiplica-
tive period of E is
q(E) =
∞∑
n=1
bnj(E)
−n ∈ Zp.
Let K be a finite extension of Qp. Set λp = Logp ◦NK/Qp . Define
Lp(E) = λp(q(E))
ordp(q(E))
∈ Qp.
Conjecture (Mazur-Tate-Teitelbaum, [49]). If j(E) ∈ Q and |j(E)|p > 1,
then Lp(E) 6= 0.
Let ψ be a Dirichlet character of conductor pm. Denote
ΛE(ψ) =
pm−1∑
a=1
ψ(a)λ(f,
a
pm
).
Numerical evidence led Mazur, Tate and Teitelbaum to formulate the follow-
ing
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Conjecture (Exceptional zero conjecture, [49]). If E has split multiplicative
reduction at p, then
L′p(E,ψ, 1) = Lp(E)ΛE(ψ).
This conjecture was proved by Greenberg and Stevens ([30]) (for p ≥ 5) using
a two variable p-adic L-function (the Mazur-Kitagawa p-adic L-function),
and the theory of Hida families.
Chapter 4
Rigid analytic p-adic
L-functions
Introduction
Quoting Klingenberg (see [38]), Schneider had the brilliant idea of substi-
tuting complex uniformization by p-adic rigid analytic uniformization and
suggested the following program for the proof of the exceptional zero conjec-
ture:
i) Define a purely p-adic L-function,
ii) prove the exceptional zero conjecture for this function, and
iii) compare this L-function with the original one
Notice that in the exceptional zero conjecture, the term Lp(E) arises from the
Tate p-adic uniformization Q∗p/qZE ' E(Qp), but ΛE(1) comes from the Wiles
modular parametrization. Schneider associated to E a p-adic measure, inde-
pendent of the modular uniformization, by means of the Cerednik-Drinfeld
uniformization and defined an alternative p-adic L-function, Lrigp (E, s), as
the Mazur-Mellin transform of this measure. Later on, Klingenberg proved
in [38] the exceptional zero conjecture (under mild conditions) for Lrigp (E, s).
No relation between Lp(E, s) and L
rig
p (E, s) has been worked out for the time
being. However, Schneider’s construction has served as the inspiration for
later constructions of p-adic L-functions which are related to heights of local
points on elliptic curves and which satisfy certain analogues of the Birch and
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Swinnerton-Dyer conjecture: the anticyclotomic p-adic L-functions. Partly
inspired by these p-adic L-functions we have recently constructed the quadra-
tic p-adic L-functions. In this chapter we explain the construction of Schnei-
der and the anticyclotomic p-adic L-functions. In the next chapter we intro-
duce our construction of quadratic p-adic L-functions.
4.1 The rigid analytic structure of PGL (2,Qp)
As pointed out in the Prolegomena, the group PGL (2,Qp) acts on the Drin-
feld upper half-plane Hp by Mo¨bius transformations. For the purposes of
the present chapter, it is convenient to enlarge the set of affinoids. For any
t ∈ {0, ..., p− 1}, define Wt = {τ ∈ Hp| p−1 < |τ − t|p < 1} and W∞ = {τ ∈
Hp| 1 < |τ |p < p} and set W = ∪p−1t=0Wt. Denote by A the standard affinoid
as defined in the Prolegomena, and let us call the set A∪W ∪W∞ the thick-
ened standard affinoid. The translates of the affinoids by PGL (2,Qp) have
a natural order relation by containment which is translated into an order
relation of homothety classes of Zp-lattices.
Definition 4.1.1. The Bruhat-Tits tree of PGL (2,Qp) is the homogeneous
tree of degree p+1 whose vertices are homothety classes of rank 2 Zp-lattices
contained in Q2p; two vertices are joined by an edge if the homothety classes
have representatives Λ1 and Λ2 such that pΛ2 ⊂ Λ1 ⊂ Λ2, the inclusion being
proper. The Bruhat-Tits tree is denoted by Tp.
Denote by V (Tp) and by E (Tp), respectively, the set of vertices and edges
of Tp. Given an edge e ∈ E (Tp), denote by S(e) and T (e) respectively
the source and target of e, i.e., the vertices such that e corresponds to the
inclusion S(e) ⊆ T (e) (at the level of representatives). Denote by e the edge
such that S(e) = T (e) and T (e) = S(e). As in the case of rank two Z-lattices,
the following lemma is easy to prove.
Lemma 4.1.2. The Zp-lattices Zp + τ1Zp and Zp + τ2Zp are homothetic if
and only if there exists a matrix γ ∈ PSL (2,Zp) such that γ(τ1) = τ2.
2
Since any Zp-lattice Λ is homothetic to some lattice of the form Zp+τZp,
the assignment Zp + ωZp 7→ Zp + γ(ω)Zp defines a left action of PGL (2,Qp)
on V (Tp), and hence on E (Tp).
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Denote by v0 the homothety class of the lattice Z2p. The edges having v0
as an endpoint correspond to index p sublattices of Z2p, and hence, they are
in canonical bijection with P1 (Fp). Label them by {e0, e1, ..., ep−1, e∞}.
Proposition 4.1.3 (cf. [25]). There is a unique map r : Hp → E (Tp)∪V (Tp)
such that
(i) r(τ) = v0 if and only if τ ∈ A.
(ii) r(τ) = et if and only if τ ∈ Wt.
(iii) r is PGL (2,Qp)-equivariant.
Proof. First, by Lemma 4.1.2, notice that PGL (2,Zp) is the stabilizer of v0
in PGL (2,Qp); hence we have a bijection
η1 : PGL (2,Qp) /PSL (2,Zp) → V (Tp)
γPSL (2,Zp) 7→ γ(v0).
For any v ∈ V (Tp), choose a representative γ ∈ PGL (2,Qp) such that
η1(γ) = v and define
F (v) =
{
z ∈ P1 (Cp) : red
(
γ−1(z)
) ∈ Fp \ Fp} .
Now, if we denote byG the stabilizer of e∞ in PGL (2,Qp), we have a bijection
η2 : PGL (2,Qp) /G → E (Tp)
bStab(e∞) 7→ b(e∞).
Given e ∈ E (Tp), let γ be an element in PGL (2,Qp) such that η1(γ) = e.
Define the open annulus
W (e) =
{
z ∈ P1 (Cp) : γ−1(z) ∈ W
}
.
It is easy to see that the family of the compact open sets W (e) and F (v)
covers Hp as e runs through E (Tp) and v runs through V (Tp). Hence, for
τ ∈ W (e), define r(τ) := e and for τ ∈ F (v), define r(τ) := v. To check
equivariance, notice that for any γ ∈ PGL (2,Qp), we have that τ ∈ F (v) if
and only if γ(τ) ∈ F (γv). A PGL (2,Qp)-equivariant map which brings Wt
to et and F (v0) to v0 necessarily behaves like r in the rest of affinoids, since
they are PGL (2,Qp)-translates of these basic ones.
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4.2 The Schneider distribution
Let Γ ⊆ SL (2,Qp) be a discrete subgroup. As in the case of discrete sub-
groups of SL (2,R), for any function f : Hp → Cp, any γ =
(
a b
c d
)
∈ Γ and
any non-negative integer k, recall the notation f |kγ(z) = (cz + d)−kf(γ(z)).
Definition 4.2.1. A rigid analytic modular form of weight 2 for Γ is a rigid
analytic function f : Hp → Cp such that f |2γ = f for any γ ∈ Γ. The
Cp-vector space of rigid analytic modular forms for Γ is denoted by Srig2 (Γ).
Definition 4.2.2. Let M be a Z-module endowed with the trivial action of
Γ. An M -valued harmonic cocycle on Tp is a function c : E (Tp) → M such
that
i) For any e ∈ E (Tp), c(e) = −c(e).
ii) For any v ∈ V (Tp),
∑
S(e)=v
c(e) = 0.
If M = Cp, c is said to be a weight 2 harmonic cocycle.
It can be proved that the quotient map φp : Hp → Γ\Hp induces an
isomorphism between Srig2 (Γ) and ΩΓ\Hp (see [64]). For any e ∈ E (Tp) and
f ∈ Srig2 (Γ), consider the annulus W (e). The restriction of f to W (e) gives
rise to a meromorphic differential ωf ∈ ΩΓ\W (e). Denote by Rese(f) the
residue of ωf on W (e). The p-adic version of the residue theorem allows us
to prove the following statement.
Proposition 4.2.3 (Schneider, [64]). For any f ∈ Srig2 (Γ), the assignment
cf (e) = Rese(f) is a weight 2 harmonic cocycle.
Since for any f ∈ Srig2 (Γ), and for any γ ∈ Γ, f(γ(z))d(γ(z)) = f(z)dz,
it follows that the harmonic cocycle cf is Γ-invariant. The harmonic cocycle
cf can be used to define a p-adic distribution on the set of edges of Tp. First,
we explain how to give a topology to Tp: for any edge e ∈ E (Tp), denote
by Tp(e) the largest connected subtree of Tp containing e and no other edge
having S(e) as an endpoint. Set Σe = r
−1 (Tp(e)). Denote by Σe the closure
of Σe in P1 (Cp) and define Ue := Σe ∩ P1 (Qp).
Proposition 4.2.4. The assignment e 7→ Ue is a bijection from E (Tp) to the
set of compact open discs of P1 (Qp)
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Proof. Given e ∈ E (Tp), from the very definition of r, Σe is a union of
affinoids contained one in each other. Apart from p+1 limit points, this union
fills the affinoid r−1(e) by adding a sequence of sub-affinoids contained in the
excised discs of Tp(e), so that by adding these limit points, i.e., by taking
the closure, we see that Σe is the smallest disc of P1 (Cp) which contains
r−1(e). Since r−1(e1) and r−1(e2) are disjoint for different edges e1 and e2,
the assignment is injective. Finally, given a compact open disc U ∈ P1 (Qp),
consider the corresponding disc W ∈ P1 (Cp) such that W ∩P1 (Qp) = U and
the biggest affinoid W (e) contained in W . This affinoid determines an edge
e such that r−1(e) = W (e).
Finally, the fact that the quotient graph Γ\Tp is finite allows us to control
the growth of µf (U(e)), and to establish that the Schneider distribution is
tempered in the sense that it is possible to integrate locally analytic Cp-valued
functions on P1 (Qp) against µf (for details see [25] and [64]).
4.3 The Schneider p-adic L-function
Let E/Q be an elliptic curve of conductor N and let φ ∈ Snew2 (Γ0(N)) be
the newform provided by the Wiles modular parametrization. In particular,
E is a Weil curve, which means that there exists a complex uniformization
Φ : X0(N)(C) → E(C), defined over Q. Assume that N is square free with
an even number of prime divisors.
As an alternative to the Mazur-Tate-Teitelbaum p-adic L-function, which
is defined through the modular integrals, it is possible to attach a rigid ana-
lytic modular form to φ, fφ ∈ Srig2 (Γ) for certain Γ ∈ SL (2,Zp), and to con-
sider the Mazur-Mellin transform of the p-adic distribution attached to the
weight 2 harmonic cocycle defined above for fφ. This yields a construction of
a p-adic L-function for E, using directly the theory of p-adic uniformizations
due to Mumford, Cerednik and Drinfeld. The rigid analytic modular form fφ
arises from three basic ingredients: the Cerednik-Drinfeld uniformization, the
Wiles modular parametrization and the Jacquet Langlands correspondence.
The method considers complex and p-adic uniformizations of E obtained
from a Shimura curve attached to N and p, which provides a supply of new
algebraic points on E which do not come from the Wiles uniformization
evaluated on classical Heegner points on the modular curve. This way, the
theory of p-adic uniformization is related with the construction of algebraic
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points on E. This link provides a bridge between the Schneider construction
and the problem of finding algebraic points on E, a bridge that is examined,
for instance, in [25] and [14].
4.3.1 p-adic and complex uniformizations
Let N be the conductor of E. Let φ ∈ S2 (Γ0(N)) be, as above, its corre-
sponding newform given by Wiles modular uniformization. A factorization
of the form N = N+D is said to be admissible if (N+, D) = 1 and if D is
square-free and has an even number of prime factors. Let H be the indefinite
quaternion Q-algebra of discriminant D. Let R0 be a maximal order of H,
which is unique up to conjugation, as we saw in the Prolegomena. Since
H ⊗ R ' M (2,R), we can choose an identification η : R0 ⊗ (Z/N+Z) →
M2 (2,Z/N+Z). The sub-ring R = {x ∈ R0| η(x) is upper-triangular} is an
Eichler order of level N+. To see this, it suffices to check this statement
locally. But in fact, for any p|N , we have that R ⊗ Zp =
(
Zp Zp
pZp Zp
)
. Fix
an embedding ψ : R∗ → GL (R) and define Γ(D,N+) = ψ(R1), where R1 is
the group of units of reduced norm 1 in R. As a first step, we will use the
following version of the Jacquet-Langlands correspondence:
Theorem 4.3.1 (Jacquet-Langlands, [35]). Let φ be a newform for Γ0(N).
Let N = N+D an admissible factorization. Then, there exists an automor-
phic form g ∈ S2 (Γ(D,N+)) such that L(φ, s) = L(g, s), up to finitely many
Euler factors.
Given an algebraic or an analytic variety X, denote by Jac(X) its Jaco-
bian, i.e., its group of classes of divisors of degree 0, which has structure of
algebraic or analytic variety respectively. Set Φ0D,N+ : Jac (H) → C de-
fined by Φ0D,N+(C) =
∫ y
x
g(z)dz, if C = (y)− (x), and extended by linearity.
By projection, this map induces an analytic morphism
Φ0D,N+ : Jac (Γ(D,N
+)\H) → C/Λg ,
where Λg is the lattice of periods of g. Denote by Eg the elliptic curve defined
over Q isomorphic to the complex elliptic curve uniformized by C/Λg via the
Weierstrass functions ℘Λg and ℘
′
Λg
. Since, up to finitely many Euler factors,
L(Eg, s) = L(g, s) = L(φ, s) = L(E, s),
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by Falting’s Theorem, there exists an isogeny α : Eg → E defined over Q.
Putting altogether all the ingredients, we obtain a complex uniformization
α ◦ Φ0D,N+ : Jac
(
Γ(D,N+)\H)→ E.
It can be proved that this map is defined over Q and, hence, it takes algebraic
points into algebraic points.
Recall that in the case of the modular uniformization of E by X0(N), a
Heegner point is a quadratic imaginary point τ which satisfies an equation of
the form NAτ 2 +Bτ +C = 0 with A,B,C ∈ Z. This point corresponds, by
the coarse moduli interpretation of X0(N), to an elliptic curve with complex
multiplication by an order associated to τ in a precise way and with an
N -torsion point.
The notion of Heegner points still works in the cocompact Shimura curve
setting. Recall that Γ(D,N+) is the image under ψ of the subgroup of
elements of reduced norm 1 of the Eichler order R ' O (D,N+) up to con-
jugation. Hence, the coarse moduli interpretation of X(D,N+) (see [63])
implies that this Shimura curve parametrizes abelian surfaces with quater-
nionic multiplication together with an N+-torsion subgroup.
Given a quadratic imaginary point τ ∈ H, consider the order Oτ ⊆
O (D,N+) which stabilizes τ . A quadratic imaginary point τ ∈ H is called a
CM point if Oτ is isomorphic to an order in a quadratic imaginary field. In
this case, it can be proved that the corresponding abelian surface parametrized
by τ has complex multiplication by this quadratic order isomorphic to Oτ .
Given an order O in a quadratic imaginary field K, denote CM(O) =
{τ ∈ H| Oτ = O}. It can be proved (cf. [25]) that for any τ ∈ CM(O),
ΦD,N+(τ) ∈ E
(
Kab
)
, where Kab is the maximal abelian extension of K. This
construction provides extra algebraic points apart from those produced via
the modular parametrization.
The second ingredient is a p-adic analogue of this cocompact Shimura
curve parametrization. Before explaining this, suppose that E/Q is an elliptic
curve of conductor N and p‖N , which implies that E has multiplicative
reduction at p. Let us consider a factorization N = pN+N− with N+, N−
and p coprime and N− square-free and such that N− is the product of an
odd number of primes. This kind of decomposition is called p-admissible.
Let B be the definite quaternion Q-algebra of discriminant N−∞. There
exists a unique Eichler Z[1/p]-order R of level N+ (up to conjugation). Fix an
identification ι : B⊗Qp →M2 (Qp) and define ΓpN+,N− = ι (R1) ∈ SL (2,Qp).
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Recall that Srig2
(
ΓpN+,N−
)
is endowed with a Hecke action.
Theorem 4.3.2 (Cerednik-Drinfeld, [29]). The rigid analytic quotient space
ΓpN+,N−\Hp is isomorphic to X (N−p,N+) as an algebraic curve over Cp.
4.3.2 Rigid analytic modular forms and elliptic curves.
A conjecture.
In particular, Theorem 4.3.2 implies that Srig2
(
ΓpN+,N−
)
gives rise to the same
system of Hecke eigenvalues for the Hecke operators as S2 (Γ (N
−p,N+)).
Hence, starting with φ ∈ Snew2 (Γ0(N)), consider the automorphic form g ∈
S2 (Γ (N
−p,N+)) provided by Theorem 4.3.1. Hence, al(E) = al(φ) = al(g)
for any l outside N . Consider the corresponding f ∈ Srig2
(
ΓpN+,N−
)
cor-
responding to the Hecke eigenvalues of g. Consider µf the p-adic measure
attached to the harmonic cocycle defined by f .
Definition 4.3.3. The Schneider p-adic distribution attached to E is the
function
Lrigp (E, s) =
∫
Zp
〈x〉s−1dµf .
Recall that Kφ stands for the number field obtained by adjoining to Q the
Hecke eigenvalues of φ. The matrices describing the coset representatives for
the Hecke operators Tq with q prime, in particular, belong to M(2,Zp), hence,
the Hecke algebra also acts on Srig2 (Γ). In [38], it is pointed out that, while
the Mazur-Tate-Teitelbaum p-adic L-function takes values in a Kφ-vector
space of dimension at most 2, the Schneider p-adic L-function takes values in
the field Kf , obtained by adjoining to Qp the Hecke eigenvalues of f , and the
relation between these fields is not clear. The relation between the Mazur-
Tate-Teitelbaum and the Schneider p-adic L-functions is also unclear and it
would be an interesting project to work on this problem as a continuation of
the present thesis.
Conjecture (Klingenberg, [38]). Fix an embedding ι : Kφ → Cp. Write
Λ(φ, 1) = λ+Ω+ + iλ−1Ω− with λ± ∈ Kφ (i.e., Ω± are the transcendental
periods attached to φ). Then, there exists a constant C ∈ ι(Kφ) such that
dLp(E, s)
ds
∣∣∣∣
s=1
= Cλ+
Lrigp (E, s)
ds
∣∣∣∣
s=1
.
4.4. ANTICYCLOTOMIC P -ADIC L-FUNCTIONS 93
4.4 Anticyclotomic p-adic L-functions
Let E/Q be an elliptic curve of conductor N , and let p be a prime such that
p‖N . This means that E has multiplicative reduction at p. Let φ ∈ S2 (N)
be the corresponding newform. Let K be a quadratic imaginary field of
discriminant d and suppose that the following conditions are satisfied:
i) O∗K = {±1},
ii) (N, d) = 1, and
iii) E has multiplicative reduction at the primes dividing N which are inert
in K.
Consider the factorization N = pN+D, where N+ is the product of the
primes dividing N which are inert in K, and D is the product of the primes
dividing N which are split in K. Let  be the primitive Dirichlet character
attached to K. We say that we are in the definite case if (D) = −1, and
we are in the indefinite case if (D) = 1. Denote by Kn the ring class field
of K of conductor pn, and define K∞ = ∪∞n=0Kn. Set G˜∞ = Gal (K∞/K).
Let χ : G˜∞ → C∗ be a finite order character. We can exhibit G˜∞ in a more
precise way. First, denote Zˆ =
∏
q Zq, where q runs through the set of prime
numbers and set OˆK = OK⊗Zˆ and Kˆ = OˆK⊗Q. Now, define Oˆ′ =
∏
q 6=pO∗q .
Proposition 4.4.1 (cf. [53]). G˜∞ ' Kˆ∗/Qˆ∗Oˆ′K∗.
Notice that if K = Q instead of being a quadratic extension, we recover
G˜∞ = Z∗p, hence, integration on Z∗p is integration on the Galois group of the
maximal abelian extension of Q which is unramified outside p. Under this
point of view, it is understandable why the p-adic L-functions introduced by
Mazur-Tate-Teitelbaum are called cyclotomic.
Suppose that we are in the indefinite case. If χ is ramified, the sign
in the functional equation for L(E/K, χ, s) is −(N−) (see [31]), hence,
L(E/K, χ, s) vanishes at s = 1 with odd order. In particular, L(E/K, χ, 1) =
0 for any character χ of Gal (K∞/K). This fact calls for the study of
L′(E/K, χ, 1) for different characters χ. Let H be the indefinite quater-
nion Q-algebra of discriminant D. Choose an embedding ψ : H ↪→ SL (2,R).
Fix an Eichler order R of level N+ and define Γ = ψ (R1).
Consider an optimal embedding of K in H so that there is an action of
K∗ on H. Let P be the image on X(Γ) of the unique fixed point of H under
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the action of K∗. Suppose that P can be seen as an abelian variety with
quaternionic multiplication by the Eichler order R and complex multiplica-
tion by OK , due to the interpretation of X(Γ) as a coarse moduli space,. By
the theory of complex multiplication, P is defined over K0, the Hilbert class
field of K.
As stated above, there is a modular parametrization Jac(X)→ E defined
over Q. In fact, there exists a sequence of points Pn ∈ X(D,N+) such
that they produce points xn ∈ E(Kn) in a compatible way by this modular
parametrization. The argument is as follows: Let P correspond by the coarse
moduli space interpretation of X to the triple (A, ι, C), where A is an abelian
surface with quaternionic multiplication, ι is an Rmax-action on A (Rmax is
a maximal order containing R) and C is a subgroup of N+-torsion of A.
The tree of p-isogenies attached to P is the tree whose vertices correspond
to abelian surfaces with quaternionic multiplication by Rmax and N+-torsion
subgroups which are related to A by an isogeny of degree a power of p.
There is an edge between two vertices if the corresponding abelian surfaces
are isogenous via an isogeny of degree p2 in a compatible way. Denote this
tree by T (A)p .
Choose a half line (e1, e2, ..., en, ...) starting at P , where S(en) = Pn−1
and T (en) = Pn, setting P0 = P . We can suppose that the endomorphism
ring of the abelian surface attached to P1 is exactly the order of conductor
pn of OK . As before, the correspondence of Jacquet-Langlands together with
the modularity of E allow to map the point Pn to a point xn ∈ E(Kn).
Let ap := ap(φ) be the p-th Hecke eigenvalue of φ and set x
∗
n = apxn ∈
E(K∞)p, where E(K∞)p = E(K∞)⊗ Zp. The system {x∗n}n≥1 is norm com-
patible (see [14]).
Denote by E+(Kn) the extended Mordell-Weil group over Kn. Define a
canonical lift x˜n of x
∗
n to E
+(Kn)p by the rule
xn = lim
m→∞
NKm/Kn(ym), m ≥ n,
where ym is a lift of x
∗
n to E
+(Km)p. All these elements are also norm
compatible. Denote by E+(K∞)p the direct limit of the groups E+(Kn)p
with respect to the inclusions. The fact that Gal (K∞/K) ' O∗K,p allows us
to define an E+(K∞)p-valued p-adic measure by the rule
µφ,K([g]) = x˜
g
n,
where [g] is the compact open gGal (K∞/Kn) of G˜∞. The details of the fact
that µφ,K is a p-adic measure can be found in [13].
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As we can see, it is by no means obvious that the group where µφ,K takes
values is finitely generated. In this direction, we have the following result
due to Rohrlich.
Theorem 4.4.2 ([62]). Let E/Q be an elliptic curve with complex multipli-
cation. Let P be a finite set of primes at which E has good reduction and let
L be the maximal abelian extension of Q unramified outside P ∪{∞}. Then,
E(L) is finitely generated.
Nevertheless, if E/Q has no complex multiplication, µφ,K possibly takes
values on a p-adic vector spaces of countably infinite dimension.
Definition 4.4.3 (Bertolini-Darmon, [14], [13]). The indefinite anticyclotomic
p-adic L-function is the function
Lp(E/K, χ) =
∫
G˜∞
χ(g)dµφ,K ,
for characters χ : G˜∞ → C∗.
Fix an embedding of Qalgp in C. The measure µf,K is expected to satisfy
the following interpolation formula:
〈
∫
G˜∞
χ(g)dµf,K ,
∫
G˜∞
χ(g)dµf,K〉 = θL(E/K, χ, 1),
where θ 6= 0 and where χ is a finite order ramified character of G˜∞ and
〈, 〉 denotes the natural extension of the (normalized) Ne´ron-Tate height on
E(K∞) to a C-valued hermitian pairing on E+(K∞)p. The validity of this
above formula depends on a generalization of the Gross-Zagier formula to
ramified characters and to Heegner points on Shimura curves, which has not
been entirely worked out so far.
Conjecture (Bertolini, Darmon, [14]). ords=1L
′
p (E/K, s) ≥ (r˜−1)/2, where
r˜ is the rank of the extended Mordell-Weil group E+ (K).
The reader is referred to [14] for a detailed study of the anticyclotomic
p-adic L-function and partial results concerning this conjecture.
96 Chapter 4. Rigid analytic p-adic L-functions
Chapter 5
Quadratic p-adic L-functions
for X0(N)
Introduction
As we have seen in Chapter 3, the cyclotomic p-adic distribution attached to
a newform f ∈ Sk (Γ0(N)) assigns to a compact-open disc D(a, pn) ⊆ Zp the
integral of f along the path connecting the cusp a
pn
with i∞ (or a correction
of this integral if p - N). In this way, as we will see in the present chapter,
the p-adic L-function is defined through the modular integral, which is a map
from the set SL (2,Z) i∞ to C obtained by integrating f along geodesics in
the extended upper half-plane H∗ which go from the rational numbers to
the infinity cusp. This means that the infinity cusp is distinguished. An
arithmetical motivation for such a definition is that the complex L function
of f and its twists by Dirichlet characters take on values in an Of -lattice at
the critical points s = j with 0 ≤ j ≤ k−2, where Of is the ring of integers of
Kf , the finite extension of Q obtained by adjoining the Fourier coefficients of
f . These facts can be summarized by saying that on the geometric side, the
p-adic L-function encodes (partial) information about the homology. But the
homology of the modular curve X0(N) can be generated by loops joining two
rational numbers or by loops joining any prescribed point in the extended
upper half-plane with its Γ0(N)-transforms (see [45]). Hence, a construction
of a p-adic L-function depending on, say, quadratic imaginary points rather
than cusps would also theoretically encode information on the homology.
In this chapter we propose a definition of a p-adic L-function for a new-
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form of even weight 2 for Γ0(N) through modular integrals connecting Γ0(N)-
transforms of quadratic imaginary points. The main difference with regard
to the p-adic L-functions made up with classical modular symbols is that the
action of the Hecke operators does not preserve the set SL (2,Z) τ for τ ∈ H
a quadratic imaginary point. This fact implies that our p-adic L-function
takes values in a vector space of countably infinite dimension over a finite
extension of Qp.
For a modular elliptic curve E/Q, the quadratic p-adic L-function at-
tached to E will be defined as the quadratic p-adic L-function attached to
the associated normalized newform. For a quadratic imaginary point τ in the
upper half-plane, the value of the associated quadratic p-adic L-function at
s = 1, after composing with the Weierstrass uniformization, will be a point of
E defined over Q(τ)ab, the maximal abelian extension of Q(τ). This chapter
follows essentially our article [7].
5.1 Quadratic modular integrals
Definition 5.1.1. Let f ∈ S2 (Γ0(N)) be a cusp form and let τ ∈ H be a
quadratic imaginary point. The quadratic modular integral attached to f is
the assignment
{γ1(τ), γ2(τ)}f =
∫ γ2(τ)
γ1(τ)
f(z)dz
with γ1, γ2 ∈ SL(2,Z).
Clearly, the quadratic modular integral is Γ0(N)-invariant. Quadratic
modular integrals have been defined as an extension of classical modular
symbols, as introduced in [45], in order to study the homology of X0(N) from
another point of view. We will deal with the theory of modular symbols in
more detail in chapter 6. The following theorem describes the Z-lattice of
classes of closed paths.
Theorem 5.1.2 (Manin, [45]). For any α ∈ H∗, the following map is sur-
jective. In fact, it does not depend on α:
ψ : Γ0(N) → H1 (X0(N)(C),Z)
γ 7→ {α, γ(α)}Γ0(N).
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Let EN , PN and Γ0(N)
′ denote, respectively, the sets of elliptic, parabolic and
commutator elements of Γ0(N). The map ψ gives rise to an exact sequence
0→ 〈Γ0(N)′, EN , PN〉 → Γ0(N)→ H1 (X0(N)(C),Z)→ 0.
These closed paths can be decomposed as Z-linear combinations of ele-
ments of a certain finite family of non closed elementary paths. From now
on, for any x, y ∈ H∗, we will write {x, y} instead of {x, y}Γ0(N).
Definition 5.1.3 (Manin, [45]). Consider the map
ξ : Γ0(N)\SL (2,Z) → H1 (X0(N)(C),R)
Γ0(N)γ 7→ {γ(0), γ(i∞)}.
This assignment does not depend on the representative γ. The classes so
obtained are called distinguished classes by Manin.
The role of the distinguished classes is given in the following statement.
Theorem 5.1.4 (Manin, [45]). Any class in H1 (X0(N)(C),Z) can be rep-
resented as a sum of distinguished classes. In particular, the distinguished
classes generate H1 (X0(N)(C),R) as a real vector space.
Manin distinguished classes give rise to the usual modular integrals, i.e.,
integrals along geodesics connecting rational numbers and infinity. Hence,
the closed paths in the homology of X0(N) are just Z-combinations of distin-
guished classes. The proof of Theorem 5.1.4 relies on a constructive argument
that is known as the Manin continued fraction trick.
Next, we introduce another kind of classes which generate the homology.
Definition 5.1.5 (Rademacher, [58]). Let G be a finite set of generators of
Γ0(N). It is said to be minimal if G = {γ1, ..., γr, ε1, .., εs} with γl hyperbolic
or parabolic for any 1 ≤ l ≤ r, εk elliptic for any 1 ≤ k ≤ s, and the only
relations between the generators are εnkk = 1, with nk = 4 or 6.
The group Γ0(N) always admits a minimal set of generators which can
be computed explicitly. This fact is proved in [58] for N = p prime (cf. table
5.1), and in [23] for an arbitrary N ≥ 1.
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Definition 5.1.6. Let G be a minimal set of generators of Γ0(N) and denote
H(G) = {σ ∈ G|σ 6∈ 〈Γ0(N)′, EN , PN〉}. Let τ ∈ H be a quadratic imaginary
point. A family of quadratic distinguished classes is {{τ, σ(τ)}}σ∈H(G) .
Notice that if G is a minimal set of generators of Γ0(N) in the sense of
Rademacher, then H(G) is the set of hyperbolic elements of G.
Proposition 5.1.7. Any class in H1 (X0(N)(C),Z) can be represented as a
sum of quadratic distinguished classes. In particular, quadratic distinguished
classes generate H1 (X0(N)(C),R) as a real vector space.
Proof. Let τ ∈ H be a quadratic imaginary point. By Theorem 6.1.9, any
class in H1 (X0(N)(C),Z) is of the form {τ, γ(τ)} for some γ ∈ Γ0(N). Fix
G a minimal set of generators of Γ0(N). Decompose γ = η1...ηl with ηk ∈ G.
Notice that
{τ, γ(τ)} = {τ, η1(τ)}+ {η1(τ), γ(τ)} = {τ, η1(τ)}+ {τ, η2η3...ηl(τ)}.
Iterating, we have:
{τ, γ(τ)} =
l∑
k=1
{τ, ηk(τ)}.
Let us denote by T the matrix T =
(
1 1
0 1
)
, which induces the unitary
translation. Since {τ, T (τ)} = 0, we can suppose that ηk 6= T for any k. In
addition, if ηk is an elliptic matrix, we can consider its fixed point τηk so that
we have
{τ, ηk(τ)} = {τ, τηk}+ {τηk , ηk(τ)} = {τ, τηk}+ {ηk(τηk), ηk(τ)} = 0.
Next, we relate the set of hyperbolic elements of a minimal set of gener-
ators with the genus of the modular curve.
Theorem 5.1.8. Let G be a minimal set of generators of Γ0(N) and g the
genus of X0 (N). Then,
card (H(G)) = 2g.
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Proof. By Proposition 6.1.11, for any minimal set G of quadratic distin-
guished classes, H(G) generates H1 (X0(N)(C),Z); hence card (H(G)) ≥ 2g.
Denote byK the subgroup of Γ0(N) generated by the commutators, parabolic
and elliptic matrices. By Theorem 6.1.9, it is a normal subgroup of Γ0(N)
and Γ0(N)/K is isomorphic to H1 (X0(N)(C),Z), as a free abelian group,
and hence, as a Z-module. Since the classes {ηK}η∈G generate Γ0(N)/K
and the system is minimal, these classes are Z-linearly independent, oth-
erwise there would exist an extra relation between the generators; hence,
card (H(G)) ≤ 2g.
Let us consider the matrices
Vk =
(
k
′
1
−(k′k + 1) −k
)
with 1 ≤ k, k′ ≤ p − 1 and kk′ ≡ −1 (mod p). From table 5.1 we can see
that the number of non elliptic and non parabolic elements in a minimal
set of generators of Γ0(p) (p prime) equals 2g, which illustrates numerically
Theorem 5.1.8.
Inspired by Mazur, Tate and Teitelbaum ([49]), let us consider the fol-
lowing kind of quadratic modular integrals.
Definition 5.1.9. Let τ ∈ H be a quadratic imaginary point. Let us define
the map
φτf : GL (2,R)
+ −→ C
γ 7→
∫ τ
γ(τ)
f(z)dz.
The quadratic modular integral attached to f (with fixed end at τ) is the map
φτf restricted to the subgroup SL (2,Z). We will denote by φf the quadratic
modular integral φif , where i
2 = −1.
Proposition 5.1.10. Let A, γ ∈ GL (2,R)+. Then
φτf (Aγ) = φ
τ
f |A(γ) + φ
τ
f (A).
Proof. First, notice that dA(z) = ρ(A, z)2dz; hence
φτf |A(γ) =
∫ τ
γ(τ)
ρ(A, z)2f(A(z))dz =
∫ A(τ)
Aγ(τ)
f(w)dw.
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Since f is holomorphic in the upper half-plane, the integral along the triangle
with vertices A(τ), Aγ(τ) and τ vanishes. Hence
φτf |A(γ) =
∫ τ
Aγ(τ)
f(z)dz +
∫ A(τ)
τ
f(z)dz.
Proposition 5.1.11. The Z-submodule of C generated by φτf (γ) as γ runs
through SL (2,Z) is finitely generated and torsion-free.
Proof. It is obviously torsion-free. With regard to the finite generation, let
{Al}1≤l≤n be a set of right coset representatives of Γ0(N)\SL (2,Z) and let
{Bj}1≤j≤m be a set of generators of Γ0(N). Let A ∈ SL (2,Z). There exist
B ∈ Γ0(N) and l0 ∈ {1, ..., n} such that A = BAl0 . Hence
φτf (BAl0) = φ
τ
f |B(Al0) + φ
τ
f (B) = φ
τ
f (Al0) + φ
τ
f (B).
Now, write B = Bj1 ...Bjr with {j1, ..., jr} ⊆ {1, ...,m}. Hence
φτf (B) = φ
τ
f (Bj2 ...Bjr) + φ
τ
f (Bj1),
and this implies that φτf (A) is a Z-linear combination of φτf (Al) and φτf (Bj)
with 1 ≤ l ≤ n and 1 ≤ j ≤ m.
Corollary 5.1.12. The Z-submodule of C generated by
∫ γ2(τ)
γ1(τ)
f(z)dz as γ1
and γ2 run through SL (2,Z) is finitely generated and torsion-free.
Proof. It follows from the fact that∫ γ2(τ)
γ1(τ)
f(z)dz = φτf (γ1)− φτf (γ2).
Remark 5.1.13. Denote by Σf the Z-submodule of C generated by φτf (γ) as
γ runs through SL (2,Z). Propositions 5.1.10 and 6.2.4 imply that we can
define an action of SL (2,Z) on Σf , which is given by
A · φτf (γ) = φτf |A(γ), for A, γ ∈ SL (2,Z).
Furthermore, Proposition 5.1.10 implies that φτf is a 1-cocycle from SL (2,Z)
with values in Σf .
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5.2 Quadratic p-adic distributions
Let f =
∑
anq
n ∈ S2(Γ0(N)) be a normalized eigenform for the Hecke
operator Tp. The Hecke polynomial of f at p is defined as X
2 − apX + p if
p - N or as X − ap if p‖N . If p2|N , the Hecke polynomial is 1. Denote by
Qalg an algebraic closure of Q and fix an embedding of Qalg in an algebraic
closure Qalgp of the p-adic field Qp. Let αp be an admissible root of the Hecke
polynomial in the sense of [49]. Our aim is to construct a p-adic distribution
by means of the quadratic modular symbols and to derive algebraic properties
from it.
Recall that the classical p-adic distribution is defined on the compact
open sets a+ pnZp through the classical modular symbols. The distribution
property is established through the fact that f is an eigenform for the Hecke
operator Tp and that αp is a root of the Hecke polynomial. The coset repre-
sentatives of Tp act on the set of cusps and the integrals along the resulting
paths can be seen as the measures of compact open subsets covering a+pnZp.
The fact that the coset representatives of Tp preserve the cusps implies that
the cyclotomic p-adic measure takes values in a finite dimensional Cp-vector
space.
Although Tp acts on quadratic modular symbols, its coset representatives
do not. This fact calls for an alternative definition of a p-adic measure in this
setting. Our p-adic measure, in principle, takes values in a K-vector space of
countable dimension (K is a certain finite extension of Qp). This situation
comes from the fact that the integrals of f acted by the coset representatives
of Tp do not belong to a lattice. Measures which take values in a group
which is not a lattice are not new: in [13], the authors constructed a p-adic
measure which takes values in the extended Mordell-Weil group of E(K∞),
where E/Q is an elliptic curve and K∞ is a certain algebraic infinite extension
of Qp.
If f is defined over Q, we will prove that our p-adic L-function provides
values in the group of algebraic points of the elliptic curve attached to f by
the Eichler-Shimura construction.
A p-adic measure on Zp is uniquely determined by its values on the closed
discs α + pnZp, where α runs through Zp and n ≥ 0. First, we define the
measure on the closed discs contained in Z∗p. To this end, notice that for
any closed disc α+ pnZp of Z∗p, there exists a unique positive integer a, with
1 ≤ a < pn, such that α + pnZp = a + pnZp (in fact, a is the truncation of
α up to order pn). We will define the measure of the disc by means of this
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unique integer a; in this way it will be well defined. After that, we check in
Proposition 5.2.3 that the distribution property is satisfied.
For any a ∈ Z with |a| ∈ {1, ..., p − 1}, there exists a unique couple of
integers x, y ∈ Z such that ax− py = 1 and x ∈ {0, ..., p− 1}. Denote
γa,1 =
(
a y
p x
)
.
For any u ∈ Z such that 0 ≤ |u| ≤ p− 1, define
γu =
(
1 u
0 p
)
.
For any a ∈ Z with 1 ≤ |a| < pn and (a, p) = 1, write |a| = a0 +
n−1∑
k=1
ukp
k
with 0 ≤ u ≤ p− 1. Define
γa,n =
{
γun−1γun−2 · · · γu1γa0,1, if a > 0,
γ−un−1γ−un−2 · · · γ−u1γ−a0,1, if a < 0.
Notice that γa+upn,n+1 = γuγa,n. Denote
γp =
(
p 0
0 1
)
.
Lemma 5.2.1. For any f ∈ S2 (Γ0(N)), any integers a, u with 1 ≤ |a| < pn
and 0 ≤ |u| < p, we have
φτf (γpγa+upn,n+1) = φ
τ
f (γa,n).
Proof. It follows from the facts that for τ ∈ H, γpγa+upn,n+1(τ) = γa,n(τ)+u ∈
H, and that the translation T u belongs to Γ0(N).
Let f ∈ S2 (Γ0(N)) be an eigenform for Tp with eigenvalue ap and let
αp be an admissible root of the Hecke polynomial. From now on, we will
suppose that p - N or that p‖N . We propose the following
5.2 Quadratic p-adic distributions 105
Definition 5.2.2. For any a ∈ Z coprime to p and any n ≥ 1 such that
0 ≤ a < pn, denote
∆τf (a, n) = φ
τ
f (γa,n)− φτf (γ−a,n),
∆τf (pa, n) = φ
τ
f (γpγa,n)− φτf (γpγ−a,n).
• If p‖N , we define
µQ (a+ pnZp) = a−np ∆τf (a, n).
• If p - N , we define
µQ (a+ pnZp) = α−np
(
∆τf (a, n)− α−1p ∆τf (pa, n)
)
.
Define
µQ
(
Z∗p
)
=
p−1∑
a=1
µQ (a+ pZp) ,
and for any k ≥ 1, set
µQ
(
pkZp
)
= 0.
Let αp be a root of the Hecke polynomial (αp = ap if p‖N). Consider the
Zp[α−1p ]-lattice
Σf,1 = 〈φτf (γa,1) , 1 ≤ |a| ≤ p− 1〉Zp[α−1p ].
Define by induction
Σf,n+1 = Σf,n + 〈φτf (γa,n+1) , 1 ≤ |a| ≤ pn+1 − 1, (a, p) = 1〉Zp[α−1p ].
We can identify Σf,n ⊗Zp Qp(αp) with Qp (αp)Nn for some Nn. Since we have
inclusions
Σf,n ⊗Zp Qp(αp) ↪→ Σf,n+1 ⊗Zp Qp(αp),
we can consider the infinite dimensional Qp (αp)-vector space lim−→Σf,n ⊗Zp
Qp(αp), where µQ takes values. In fact, for any a ∈ Z and n ≥ 1 with
1 ≤ a < pn, µQ (a+ pnZp) ∈ Σf,n.
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Let K be a non-archimedean field which is complete with respect to its
ultrametric norm | |p. Denote
c00 (K) =
{
(xn)n≥1 ∈ KN | there exists Nx such that xn = 0 for n ≥ Nx
}
.
This subspace is endowed with the norm
|(xn)|∞,p = maxn≥1 |xn|p .
The Banach completion of c00(K) with respect to its norm is the infinite
dimensional Banach space
c∞ (K) ={
(xn)n≥1 ∈ KN | there exists Cx such that |xn|p ≤ Cx for any n ≥ 1
}
.
Given a sequence (xn) ∈ c∞(K), we write |(xn)|p instead of |(xn)|∞,p. Having
fixed a basis in each Σf,n⊗ZpQp(αp) in a compatible way, since each compact
open subset can be covered by a finite number of discs, it turns out that µQ
takes values on c00 (Qp (αp)).
The aim is to integrate continuous functions against this c00 (Qp (αp))-
valued measure. These integrals will belong to the Banach space c∞ (Qp (αp)).
Proposition 5.2.3. The function µQ extends, in a unique way, to a p-adic
distribution with values in c00 (Qp (αp)).
Proof. Define
(N) =
{
1, if (p,N) = 1,
0, if (p,N) = p.
By definition of the Hecke operator Tp and the fact that f is an eigenform
for it, one has that for any a ∈ Z, and n ≥ 1 such that 1 ≤ a < pn and
(a, p) = 1,
apφ
τ
f (γa,n) =
p−1∑
u=0
φτf |γu(γa,n) + (N)φ
τ
f |γp . (5.2.1)
After changing variables and splitting the integrals, (5.2.1) becomes
apφ
τ
f (γa,n) =
p−1∑
u=0
φτf (γa+upn,n+1) + (N)φ
τ
f (γpγa,n) +R
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with
R =
p−1∑
u=0
φτf (γu)− (N)φτf (γp).
Now, taking into account that
p−1∑
u=0
φτf (γu) =
p−1∑
u=0
φτf (γp−u),
we have that
apφ
τ
f (γ−a,n) =
p−1∑
u=0
φτf (γ−a−upn,n+1) + (N)φ
τ
f (γpγ−a,n) +R. (5.2.2)
Subtracting (5.2.2) from (5.2.1), we have
ap∆
τ
f (a, n) =
p−1∑
u=0
∆τf (a+ up
n, n+ 1) + (N)∆τf (pa, n).
If p‖N , we have
∆τf (a, n) = a
−1
p
p−1∑
u=0
∆τf (a+ up
n, n+ 1),
which is equivalent to the distribution property in this case. If p - N , by
using Lemma 5.2.1, we can write
(ap + pα
−1
p )∆
τ
f (a, n) =∑p−1
u=0 ∆
τ
f (a+ up
n, n+ 1)− α−1p ∆τf (p(a+ upn), n+ 1) + ∆τf (pa, n).
Since αp is a root of the Hecke polynomial, we have
αp∆
τ
f (a, n)−∆τf (pa, n) =
p−1∑
u=0
∆τf (a+ up
n, n+ 1)−α−1p ∆τf (p(a+ upn), n+ 1),
which is also equivalent to the distribution property in this case.
If αp is a p-adic unit, then all the Zp
[
α−1p
]
-linear combinations of the
integrals φτf (γa,n) are uniformly bounded by 1. In this case, f is said to be
ordinary at p; otherwise f is supersingular at p. We will suppose that f is
ordinary at p. We will use the next proposition to show that we can integrate
continuous functions against µQ.
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Proposition 5.2.4. Let K be a non-archimedean field which is complete with
respect to its ultrametric norm. Let µ be a c00(K)-valued p-adic distribution
which is uniformly bounded. Then, for any continuous function χ : Zp → K,
the Riemann sums
Sn (χ, {xa}) =
pn−1∑
(a,p)=1,a=1
χ(xa)µ (a+ p
nZp)
converge to an element of c∞(K) which is independent of the choice of the
points xa ∈ a+ pnZp.
Proof. Given two partitions of Zp, Pn = {a+ pnZp}a and Pm = {b+ pmZp}b,
and two choices {xa}, {yb} with xa ∈ a + pnZp and yb ∈ b + pmZp, take a
refinement of both partitions, Pr = {c+ prZp}c. We can write
Sn (χ, {xa})− Sm (χ, {yb}) =
∑
c
(χ(xa,c)− χ(xb,c))µ (c+ prZp) ,
where xa,c = xa if c + p
rZp ⊂ a + pnZp. Since µ is uniformly bounded, say,
by M , according to the ultrametric triangle inequality, we have:
|Sn (χ, {xa})− Sm (χ, {yb})|p ≤ maxc |χ(xa,c)− χ(yb,c)|pM.
Since χ is continuous, the Riemann sums form a Cauchy sequence. Hence,
they have a limit in c∞(K).
5.3 Quadratic p-adic L-functions
Let f ∈ S2 (Γ0(N)) be an eigenform for Tp which is ordinary at p and let
τ ∈ H be a quadratic imaginary point and µQ the attached p-adic quadratic
measure. Denote by X the topological group Homcont
(
Z∗p,Q∗p
)
. We propose
the following
Definition 5.3.1. The quadratic p-adic L-function attached to f and τ is
Lp(f ;χ) =
∫
Z∗p
χ(x)dµQ(x),
where χ ∈ X .
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Recall that for any x ∈ Z∗p we can write
x = ω(x)〈x〉,
where ω(x) is the unique (p−1)-th root of unity in Z∗p congruent to x (mod p).
Given s ∈ Zp, let us consider the p-adic character
χs(x) = expp
(
s logp (〈x〉)
)
, x ∈ Z∗p.
Here, the function expp is the p-adic exponential, which is holomorphic in the
open disc D
(
0, p
1
p−1
)
, and logp is the p-adic logarithm, which is holomorphic
in the open disc D
(
1, p
1
p−1
)
(for details cf. [60]).
It is not difficult to obtain the following expansion:
χs(x) =
∞∑
n=0
logp (〈x〉)n
n!
sn. (5.3.1)
Given s ∈ Zp, let us denote
Lp(f ; s) = Lp(f ;χs).
Proposition 5.3.2. The quadratic p-adic L-function Lp(f ; s) is p-adically
holomorphic in the open unit disc.
Proof. For any integer n ≥ 1, let us denote by σn the sum of its digits in base
p. It is well known (cf. [60]) that |n!|p = p
−n+σn
p−1 . Thus, there exists C > 0
such that ∣∣∣∣ logp (〈x〉)nn!
∣∣∣∣
p
≤ C.
Since µQ is uniformly bounded on the compact subsets of Zp, say, by M , we
have that ∣∣∣∣∣
∫
Z∗p
logp (〈x〉)n
n!
dµQ(x)
∣∣∣∣∣
p
≤MC,
hence, if |s|p < 1, we have∫
Z∗p
〈x〉sdµQ(x) =
∞∑
n=0
sn
∫
Z∗p
logp (〈x〉)n
n!
dµQ(x).
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Definition 5.3.3. The quadratic p-adic L-function attached to a modular
elliptic curve E/Q and a quadratic imaginary point τ is defined as
Lp(E; s) = Lp(fE; s− 1),
where fE is the modular newform attached to E.
If E has conductor N , then, there is a modular parametrization
ΨE : Γ0(N)\H → C/ΛE
w 7→
∫ w
i∞
fE(z)dz.
If we denote by ΦE = (℘E, ℘
′
E) the Weierstrass uniformization map, the
following result is well known.
Theorem 5.3.4 (Birch, [15]). Let K be a quadratic imaginary field. If τ ∈
K ∩H, then
ΦE (ΨE(τ)) ∈ E
(
Kab
)
,
where Kab denotes the maximal abelian extension of K.
As an application of the above constructions, we have the following
Theorem 5.3.5. Let E be an elliptic curve defined over Q of conductor N
and αp an admissible root of the Hecke polynomial at p of the corresponding
newform fE. Let ap be the eigenvalue of Tp corresponding to fE. Suppose
that fE is ordinary at p.
• If p - N and αp = 1, then, for any a ∈ Z coprime to p and for any
n ≥ 0,
ΦE (µQ (a+ pnZp)) ∈ E
(
Q(τ)ab
)
.
In particular,
ΦE (Lp(E; 1)) ∈ E
(
Q(τ)ab
)
.
• If p‖N , then, for any a ∈ Z coprime to p and for any n ≥ 0,
ΦE
(
anpµQ (a+ p
nZp)
) ∈ E (Q(τ)ab) .
In particular,
ΦE (apLp(E; 1)) ∈ E
(
Q(τ)ab
)
.
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Proof. Suppose that p‖N (the other case is analogous). We have:
µQ (a+ pnZp) = a−np ∆τf (γa,pn) = a−np (ΨE (γa,pn(τ))−ΨE (γ−a,pn(τ))) .
In our case, the arguments of the modular parametrization belong to the
quadratic imaginary field Q(τ). Hence, by using Theorem 5.3.4,
ΦE (ΨE (γa,pn(τ))) ,ΦE (ΨE (γ−a,pn(τ))) ∈ E
(
Q(τ)ab
)
.
Since ΦE is an isomorphism of groups, the result follows.
Examples 5.3.6. The elliptic curve Y 2 = 4X3−1728X+32832 has conduc-
tor 11. Its associated newform f generates S2(Γ0(11)) as a C-vector space.
Take p = 11 and τ = i, the imaginary unit. The corresponding Fourier coef-
ficient is a11(f) = 1. We find that ℘E(L11(E, 1)) = x, where the irreducible
polynomial of x over Q is
−38963− 9322X + 14726X2 − 9706X3 + 23974X4 + 16790X5 − 22187X6
+17974X7 + 13460X8 + 17402X9 + 11639X10 + 13814X11 − 5399X12
−14060X13 + 46589X14 − 3031X15 + 20654X16 − 27210X17 + 8188X18
+12786X19 + 15058X20 + 14566X21 + 7756X22 + 20873X23 + 995X24
−4516X25 − 15375X26 − 1732X27 + 16538X28 − 13180X29 + 7636X30
−5915X31 + 8989X32 − 2532X33 + 358X34 + 2334X35 − 3140X36 + 3786X37
+3484X38 − 119X39 +X40.
We calculated this polynomial by means of the software Mathematica. First,
for 1 ≤ a ≤ 10, we computed the integrals φf (γa,11) up to a precision of
150 decimals. Second, we summed them up. This sum, seen as a complex
number, belongs to the complex torus attached to E by the Weierstrass uni-
formization map. Alternatively, seen p-adically, the sum is L11(f, 0) (see
Definition 5.2.2). We computed ℘E(L11(f, 0)) and ℘
′
E(L11(f, 0)), also up to
a precision of 150 decimals. After that, we recognized x = ℘E(L11(f, 0)) and
y = ℘′E(L11(f, 0)) as algebraic integers by means of the command RootAp-
proximant and we checked that the point (x, y) satisfies the Weierstrass equa-
tion of E.
112 Chapter 5. Quadratic p-adic L-functions for X0(N)
Table 5.1:
p Minimal set of generators of Γ0(p) Relations g(X0(p))
2 T, V1 V
2
1 = 1 0
3 T, V2 V
3
2 = 1 0
5 T, V2, V3 V
2
2 = V
2
3 = 1 0
7 T, V3, V5 V
3
3 = V
3
5 = 1 0
11 T, V4, V6 1
13 T, V4, V5, V8, V10 V
2
5 = V
2
8 = V
3
4 = V
3
10 = 1 0
17 T, V4, V7, V9, V13 V
2
4 = V
2
13 = 1 1
19 T, V5, V8, V12, V13 V
2
8 = V
3
12 = 1 1
23 T, V8, V10, V12, V14 2
29 T, V6, V12, V13, V15, V17, V22 V
2
12 = V
2
17 = 1 2
31 T, V6, V9, V13, V17, V21, V26 V
3
6 = V
3
26 = 1 2
37 T, V6, V8, V11, V16, V20, V27, V28, V31 V
2
6 = V
2
31 = V
3
11 = V
3
27 = 1 2
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2
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3
28 = 1 5
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6
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2
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3
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3
65 = 1 5
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3
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2
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T, V11, V15, V22, V23, V28, V30, V36, V40
V46, V50, V56, V62, V66, V68, V73, V75, V81, V85
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2
75 = V
3
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3
62 = 1 7
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Chapter 6
Quadratic p-adic L-functions
for X(D,N)
Introduction
For a cocompact arithmetic Fuchsian group of the first kind, the absence of
cusps prevents the definition of p-adic L-functions via modular integrals con-
necting rational numbers. In this chapter, we extend the concept of quadratic
modular integral introduced in chapter 5 to cover the cocompact case, and
we extend the definition of the quadratic p-adic L-function given in chapter 5
for the modular curve X0(N) to a Shimura curve X(D,N) with D > 1, p - D
and p‖N . We examine the construction of the classical modular symbol by
Birch and Manin and we extend it to our quadratic setting. The quadratic
modular symbol will depend on a quadratic imaginary element in H and a
prime p. After fixing a quadratic imaginary point τ ∈ H, in Proposition
6.2.15, we prove the existence of an inclusion of the C-vector space of clas-
sical modular symbols in the space of quadratic modular symbols associated
to p, if p is inert in Q (τ).
There is an analogue of the Manin continued fraction trick in the co-
compact case, in which the role of the Manin distinguished classes is played
by closed homology classes which are loops around the prescribed quadratic
imaginary point τ . Algorithm 6.1.20 finds the decomposition of any closed
paths into these elementary paths in the case of an arithmetic Fuchsian group
of signature (1, e), and Algorithm 6.1.22 decomposes closed paths in X0(N)
into open paths connecting quadratic imaginary points. This algorithm is
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inspired by continuous fractions.
The last part of the chapter consists of a cohomological study of the
modular symbols (classical and quadratic). We work out the details of the
identification of the classical modular symbol with the compact support co-
homology of the open quotient Γ0(N)\H developed in [5]. In particular, we
make explicit the spectral sequences that intervene in the proof and explain
how they collapse providing the isomorphisms. We adapt these ideas to give
a cohomological interpretation of our quadratic modular symbols in Theo-
rem 6.2.12. The key to prove this result is Proposition 6.2.10. This chapter
follows the articles [8] and [9].
6.1 Quaternion algebras and Shimura curves
6.1.1 Arithmetic Fuchsian groups acting on H
We introduce here some notations and general facts about quotients of the
Poincare´ upper half-plane H by arithmetic Fuchsian groups. For a closer
study of these subjects, we refer the reader to [1]. Let us begin by presenting
the hyperbolic metric on H, which is defined as
δ(z1, z2) =
∣∣∣∣arccosh(1 + |z1 − z2|22Im(z1)Im(z2)
)∣∣∣∣ .
Under this metric, the hyperbolic lines are the semilines which are orthogonal
to the real axis and the semicircles centred at real points.
The group SL (2,R) acts on H by Mo¨bius transformations and its action
factorizes through PSL(2,R). For any subgroup Γ of SL (2,R), denote by PΓ
the image of Γ in PSL (2,R).
Definition 6.1.1. Let γ ∈ SL (2,R), γ 6= ±Id. Then,
(a) γ is elliptic if it has a fixed point z ∈ H, and the other fixed point is z.
(b) γ is parabolic if it has a unique fixed point in R ∪ {i∞}.
(c) γ is hyperbolic if it has two distinct fixed points in R ∪ {i∞}.
Proposition 6.1.2. Let γ ∈ Γ ⊆ SL (2,R), γ 6= ±Id. Then, γ is elliptic if
and only if |Tr(γ)| < 2. If Tr(γ) = 0, then, γ has order 2 or 4 depending
on −Id ∈ Γ or −Id 6∈ Γ. If Tr(γ) = 1, then, γ has order 3 or 4 depending
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on −Id ∈ Γ or −Id 6∈ Γ. These are the two only possibilities for elliptic
transformations with integral traces.
2
Definition 6.1.3. Let Γ ⊆ SL (2,R) be a discrete subgroup acting on H. A
point z ∈ H is said to be elliptic if its isotropy group in PΓ is generated by
the class of an elliptic element of Γ. The order of z is the order of its isotropy
group.
Fix H =
(
a, b
Q
)
be an indefinite quaternion Q-algebra and Γ1 = φ (O1H).
Let Γ be an arithmetic Fuchsian group of the first kind commensurable with
Γ1. It acts onH by Mo¨bius transformations and the action factors through its
image in PSL (2,R). The quotient Γ\H has an analytic structure of Riemann
surface. If this Riemann surface is compact, then Γ is said to be cocompact.
The Riemann surface Γ\H is analytically isomorphic to an open subset of
a smooth algebraic curve defined over Q, which is denoted X (Γ) (see [65]).
Notice that the order of an elliptic point in Γ\H can only be 2 or 3.
The following result is well known.
Theorem 6.1.4. Let Γ be an arithmetic Fuchsian group of the first kind
commensurable with Γ1H . Then Γ is cocompact if and only if H is a division
algebra.
2
Examples 6.1.5. The quaternion Q-algebra with discriminant 1 is isomor-
phic to M (2,Q). Consider the maximal order M (2,Z). As seen in the Pro-
legomena, the congruence subgroup Γ0(N) is provided by the Eichler order
O0(1, N). Thus, Γ0(N) is not cocompact. The Riemann surface Γ0(N)\H
becomes compact by adding the set of cusps, SL (2,Z) i∞. The compact
Riemann surface corresponds to X0(N) (C), the set of complex points of the
modular curve X0(N).
Examples 6.1.6. Let H =
(
a, b
Q
)
be a quaternion Q-algebra of discrim-
inant D > 1. The group Γ(D,N) is cocompact because it does not have
parabolic elements. The Riemann surface Γ(D,N)\H is compact and ana-
lytically isomorphic to an algebraic curve X(D,N) (see [65]). An explicit
method for producing fundamental domains for several Γ(D,N), as well as
various examples of them, can be consulted at [1] and [73].
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Let GL (2,R)+ be the multiplicative subgroup of real matrices with posi-
tive discriminant and γ =
(
a b
c d
)
∈ GL (2,R)+ . Recall the definition of the
automorphy factor given in chapter 5:
ρ(γ, z) =
det(γ)1/2
cz + d
.
Let f : H → C be a holomorphic function. As in chapter 5, for any non-
negative integer k, denote
f |kγ(z) = ρ(γ, z)kf(γ(z)).
Definition 6.1.7. An automorphic form of weight k for a cocompact group
Γ is a holomorphic function f on H such that f |kγ = f , for any γ ∈ Γ. The
C-vector space of automorphic forms of weight k for Γ is denoted by Sk (Γ).
Let us denote by Ω the sheaf of holomorphic differentials on X (Γ) and
let g denote the genus of X (Γ). There is an isomorphism
S2 (Γ) ' H0 (X (Γ) ,Ω) .
Hence, in particular, the dimension of S2 (Γ) as a C-vector space is g. From
now on, we will restrict ourselves to automorphic forms of weight 2.
6.1.2 The structure of the homology of a Shimura curve
Let Γ be an arithmetic Fuchsian group of the first kind attached to an in-
definite quaternion Q-algebra of discriminant D > 1. The homology group
H1 (X (Γ) (C) ,R) contains the maximal lattice H1 (X (Γ) (C) ,Z). We will
use the following result to study the structure of H1 (X (Γ) (C) ,R).
Theorem 6.1.8 (Armstrong, [4]). Let Γ be a group which acts simplicially
on a simplicial complex U . Let E be the normal subgroup of Γ of elements
with a fixed element in U . Given a point α ∈ U and g ∈ Γ, define φα(g) as
the homotopy class of an edge path joining α with g(α). Then, the map φα
factors by a map fα : Γ/E → pi1 (Γ\U, α), which is an isomorphism.
2
Notice that Mo¨bius transforms are conform; hence, they preserve geodesic
triangles. In particular, arithmetic Fuchsian groups act simplicially on H.
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Theorem 6.1.9. Let Γ be a cocompact arithmetic Fuchsian group of the first
kind. Denote by E the set of elliptic elements of Γ. Let Γ′ be the commutator
subgroup of Γ. Fix α ∈ H. For any g ∈ Γ, define φα(g) = {α, g(α)}Γ ∈
H1 (X (Γ) (C) ,Z). Then, the following sequence of groups is exact:
0→ Γ′E → Γ φα→ H1 (X (Γ) (C),Z)→ 0,
and the map φα is independent of α.
Proof. For any z, w ∈ H, we will denote the homology class {z, w}Γ simply
by {z, w}. First, we check that for any α ∈ H, φα is a group homomorphism.
Thus, take g, h ∈ Γ. Since H is simply connected, we have
{α, gh(α)} = {α, g(α)}+ {g(α), gh(α)} = {α, g(α)}+ {α, h(α)},
hence, φα is a group homomorphism.
Next, we check the independency on α. Let α, β ∈ H. We can decompose
φα(g) = {α, β}+{β, g(β)}+{g(β), g(α)} = {α, β}+{β, g(β)}+{β, α} = φβ(g).
We claim that the commutator subgroup of Γ/E is Γ′E/E. To see this, let
us consider the projection p : Γ→ Γ/E, which sends Γ′ onto Γ′E/E. Hence,
it induces a projection p : Γ/Γ′ → Γ/Γ′E, so that Γ/Γ′E ' (Γ/E) / (Γ′E/E)
is abelian. Thus, (Γ/E)′ ⊆ Γ′E/E. On the other hand, for any g, h ∈
Γ, one has, by normality of E, that ghg−1h−1E = gEhE(gE)−1(hE)−1.
This shows the reverse inclusion. In particular, there is an isomorphism
ψ : H1 (X (Γ) (C) ,Z)→ Γ/Γ′E.
Consider the commutative diagram
Γ
φα−→ H1 (X (Γ) (C) ,Z)
↓ ↓ ψ
Γ/E −→ (Γ/E) / (Γ′E/E) −→ 0.
It follows that Ker(φα) = Γ
′E; thus, the result follows.
From now on, we denote by L the kernel of the map φ. Let G be a set of
generators of Γ. Denote by H(G) the set of elements of G not belonging to
L.
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Definition 6.1.10. Let τ ∈ H be a quadratic imaginary point. A family of
quadratic distinguished classes attached to τ is
{{τ, σ(τ)}Γ}σ∈H(G) ,
with G a set of generators of Γ.
Proposition 6.1.11. Any class in H1 (X (Γ) (C),Z) can be represented as a
sum of quadratic distinguished classes. In particular, quadratic distinguished
classes generate H1 (X (Γ) (C),R) as a real vector space.
Proof. By Theorem 6.1.9, for any class in ω ∈ H1 (X (Γ) (C),Z) there exists
some g ∈ Γ such that ω = {τ, g(τ)}Γ. Decompose g = η1 · · · ηl where the ηk
are generators of Γ. Notice that
{τ, g(τ)}Γ = {τ, η1(τ)}Γ + {η1(τ), g(τ)}Γ = {τ, η1(τ)}Γ + {τ, η2η3 · · · ηl(τ)}Γ.
Iterating, we have
{τ, g(τ)}Γ =
l∑
k=1
{τ, ηk(τ)}Γ.
If ηk 6∈ H(G), we can consider its fixed point τηk ∈ H and have
{τ, ηk(τ)}Γ = {τ, τηk}+ {τηk , ηk(τ)}Γ = {τ, τηk}+ {ηk(τηk), ηk(τ)}Γ,
which vanishes, by Γ-invariance.
Remark 6.1.12. For any arithmetic Fuchsian group of the first kind Γ, it
is possible to find a set of generators of Γ of the form {η1, ..., η2g, ε1, ..., εt}
with εj elliptic, parabolic or belonging to the commutator subgroup, and ηk
hyperbolic for any j, k (see [71]). Thus, the set {{τ, η1(τ)}, ..., {τ, η2g(τ)}}
is a basis of H1 (X (Γ) (C) ,Z). The following examples illustrate this fact
numerically.
Examples 6.1.13. In chapter 5, we have showed numerically Proposition
6.1.11 for modular curves. For an example in the cocompact case, we can
look at the Shimura curves X(D,N): for instance, the curve X(6, 1), which
has genus 0 and Γ(6, 1) can be generated by six elliptic matrices. The curve
X(10, 1) has genus 0 and Γ(10, 1) can be generated by three elliptic matri-
ces. The Shimura curve X(15, 1) has genus 1 and Γ(15, 1) has the following
minimal set of generators:
α =
1
2
(
3 1
5 3
)
, h =
(
2 +
√
3 0
0 2−√3
)
, β =
1
2
(
1 + 2
√
3 3− 2√3
15 + 10
√
3 1− 2√3
)
.
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The matrices α, h are hyperbolic and β is elliptic of order 6. All these affir-
mations can be checked at [1].
Remark 6.1.14. Apart from Theorem 6.1.9, and from the fact that
H1 (X(Γ)(C),Z) ∼= Z2g,
where g is the genus of X(Γ), saying something more precise about the struc-
ture of the homology of X (Γ) (C) seems a difficult task. In some cases, it is
possible to find a presentation of the group Γ consisting of a set of matrices
not belonging to L together with some relations involving certain commu-
tators (see [71]). In [23], an algorithm is given to find a presentation for
congruence groups, and in [1] and [73] an algorithm is given which produces
a presentation for arithmetic Fuchsian groups and fundamental domains for
the corresponding actions on H.
Fix τ ∈ H∗ (τ ∈ H if Γ is cocompact). By virtue of Theorem 6.1.9 and
the above remark, given ω ∈ H1 (X (Γ) (C) ,Z) there exists g ∈ Γ such that
ω = {τ, g(τ)}Γ. In the modular case, in addition to Theorem 6.1.9, we can
use the Manin continued fraction trick, which allows us to decompose ω as
a Z-linear combination of a family of non-closed paths, namely, the Manin
distinguished classes (see [45]). We look for an algorithm which decomposes
g as a product of elements in a fixed set of generators of Γ such that we can
express ω as a Z-linear combination of certain distinguished closed paths.
We develop this algorithm for the finite family of all the arithmetic Fuch-
sian groups of signature (1; e). Additionally, we give an algorithm which
decomposes matrices of SL (2,Z) as products of powers of the generators
S =
(
0 −1
1 0
)
and T =
(
1 1
0 1
)
in cubic polynomial time. It is different
from the classical one, which uses the euclidean algorithm (see [27], for in-
stance). Our algorithm resembles the Manin continued fraction trick, but it
is based on a quadratic imaginary point instead of the cusp i∞.
6.1.3 Arithmetic Fuchsian group of signature (1; e)
Recall that all the fundamental domains for Γ have the same number of
non-accidental elliptic cycles (see [1]).
Definition 6.1.15. The signature of Γ is the (r + 1)-tuple (g; e1, . . . , er),
where g is the genus of X (Γ), r is the number of non-equivalent non-
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accidental elliptic cycles, and for any elliptic cycle Ek, ek is the integer such
that the sum of angles of the vertices of Ek equals 2piek .
For g =
(
a b
c d
)
∈ Γ, if g is not a homothety then denote by I(g) the
isometry circle of g, namely, the set {z ∈ H : |cz + d| = 1}. If g is a
homothety of factor λ then define I(g) = {z ∈ H : |λz| = 1}. Denote by
Ext(I(g)) the exterior of I(g) and by Int(I(g)) the complement of Ext(I(g)).
For any λ ∈ R, λ > 0, denote
S(λ) = {z ∈ H : λ−1 ≤ |z| ≤ λ}.
If h is a homothety, notice that the isometry circles of h and h−1 are parallel
in the hyperbolic metric. Sometimes (cf. [1]), it is possible to find a system
of generators G of Γ such that one of them is a hyperbolic homothety h of
factor λ and a fundamental domain of the form
F =
⋂
g∈G\{h,h−1}
Ext(I(g)) ∩ S(λ).
We will call S(λ) the fundamental strip of F . We can construct such a fun-
damental domain, for instance, when Γ is one of the 73 arithmetic Fuchsian
groups of signature (1; e) which were classified by Takeuchi in [71]. These
arithmetic Fuchsian groups admit a presentation of the form Γ = 〈α, β :
(αβα−1β−1)e = ±1〉, where α, β 6∈ L are hyperbolic elements.
Proposition 6.1.16 (Sijsling, [69]). Let Γ be a cocompact arithmetic Fuch-
sian group of signature (1; e) generated by α and β. Then, after a change
of variables, we can suppose that α is a homothety of factor λ and β =(
a b
−b a
)
. Furthermore, the hyperbolic rectangle F = S(λ) ∩ Ext(I(β)) ∩
Ext(I(β−1)) is a fundamental domain.
Let Γ be a cocompact arithmetic Fuchsian group of signature (1; e) gener-
ated by α, β. Given ω ∈ H1 (X (Γ) (C) ,Z), by Theorem 6.1.9, we know that,
for any τ ∈ H, there exists g ∈ Γ such that ω = {τ, g(τ)}Γ. Since quadratic
imaginary points contained in H are dense in H, we will suppose, without
loss of generality, that τ is a quadratic imaginary point contained in the inte-
rior of F . The paths ωα = {τ, α(τ)}Γ and ωβ = {τ, β(τ)}Γ form a Z-basis of
H1 (X (Γ) (C) ,Z). Our aim is to decompose explicitly ω = nαωα+nβωβ, with
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nα, nβ ∈ Z. To do this, it is enough to express g as a product of powers of α
and β. The idea is to multiply g by the left by a suitable sequence of matrices
{gkj}, with gkj a power of α or β to obtain a product gk1 · · · gkng, such that
gk1 · · · gkng(τ) belongs to the interior of F . In this case, g = (gk1gk2 · · · gkn)−1.
Observe that the decomposition of g as a product of generators is not unique
in general.
Lemma 6.1.17. Suppose that λ ≥ 1. Then, for any z ∈ H there exists an
integer N such that λ−1 ≤ |αN(z)| ≤ λ.
Proof. If |z| > λ then take
N := min{n ∈ N | |λ−2nz| ≤ λ}.
Since α−N(z) = λ−2Nz, if λ−1 ≤ |λ−2nz|, then, we would have finished.
Otherwise, if λ−1 > |λ−2nz|, it would follow, multiplying by λ2, that
λ > λ2 · |λ−2nz| = |λ−2(n−1)z|,
a contradiction taking into account the choice of n. The case when |z| ≤ λ−1
is analogue.
The following graph shows a fundamental domain for the curve of signa-
ture (1; 2), labelled e2d1D6ii in [69].
-2 -1 0 1 2
-2
-1
0
1
2
Fundamental domain in the upper half-plane for Γ
Define the sets of tranformations Γ+ = {β, βα, βα−1, βαβ−1, βα−1β−1} and
Γ− = {β−1, β−1α, β−1α−1, β−1αβ−1, β−1α−1β−1}. They will play an impor-
tant role in our algorithm. The following graph shows a detail of the right
region, in which we have depicted the translates of F by the elements of Γ+.
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Denote by S+ the right region of the strip S(λ) which excludes F , and by S−
the left portion, which is symmetric to S+ with respect to the vertical axis.
Denote byR+ andR− the regions covered by the translate of F under iterated
applications of the transformations in Γ+ or Γ−, respectively. Namely,
R+ =
⋃
n≥1
⋃
γjk∈Γ+
γjnγjn−1 · · · γj1 (F) .
The following statement is straightforward to prove and it is geometrically
illustrated by the above figure.
Lemma 6.1.18. If R = R+ or R = R−, then,
M = sup {Im(z) : z ∈ Fr (R) \ Fr (F)} < inf {Im(z) : z ∈ Fr (F)} .
2
The following result will also be used to prove the correctness of our
algorithm.
Lemma 6.1.19. S+ = R+.
Proof. First of all, let us check that, for any n ≥ 1, γjnγjn−1 · · · γj1 (F) ⊆ S+.
For n = 1 it has been already checked. Suppose that it is true for certain n.
To see that it is also true for n + 1 it suffices to observe again that the five
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transforms of Γ+ preserve S+. To see the reciprocal containment, define the
sequence
hn = sup
Im(z) : z ∈ ⋃
γjk∈Γ+
γjnγjn−1 · · · γj1 (F)
 .
It is easy to see that, for any γ ∈ Γ+ and for any z ∈ S+, Im(γ(z)) < Im(z).
Lemma 6.1.18 implies that hn+1 < hn for any n ≥ 1. Since {hn}n≥0 is a
decreasing sequence and hn > 0 for any n ≥ 1, it is convergent. However, if
the limit were nonzero, then there would exist an accumulation point in H
of a sequence {γn(z)} ⊆ H with γn ∈ Γ and z ∈ F . Since Γ acts properly
discontinuously on H, this would be a contradiction.
Algorithm 6.1.20. Let g ∈ Γ such that g(τ) 6∈ S. Define N(g) ∈ Z such
that λ−1 ≤ |αN(g)(z)| ≤ λ. We propose the following algorithm:
Require: g ∈ Γ;
γ ← g, nα ← 0, nβ ← 0;
flag = false;
while flag == false do
if γ(τ) 6∈ S then
nα ← nα +N(g);
g ← αN(g)g;
γ ← γα−N(g);
else
if γ(τ) ∈ F then
flag ← true;
end if
end if
if γ(τ) ∈ S+ then
nβ ← nβ + 1;
g ← β−1g;
γ ← γβ;
end if
if γ(τ) ∈ S− then
nβ ← nβ − 1;
g ← βg;
γ ← γβ−1;
end if
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end while
return {nα, nβ} such that {i, g(i)} = nα{i, α(i)}+ nβ{i, β(i)}.
Proof of correctness. If g(τ) 6∈ S, then, left multiplication by αm, for some
m, brings g(τ) to, say, S+. Then, by Lemma 6.1.19, we can write αmg(τ) =
γkn · · · γk1(τ), where γkj ∈ Γ+. If γkn 6= βαβ−1, βα−1β−1, then, we can write
αvβ−1αmg(τ) = γkn−1 · · · γk1(τ)
for some v ∈ Z. This point belongs to S+. If γkn = βαβ−1, then, we
distinguish two cases. If γkj 6= βαβ−1, βα−1β−1 for some j ∈ {1, . . . , n− 1},
then,
β−1αvβ−1αmg(τ) = γkj−1 · · · γk1(τ) ∈ S+.
Otherwise, αvβ−1αmg(τ) = β−1(τ) ∈ S−. The algorithm does n operations
if g = γkn · · · γk1 .
Examples 6.1.21. For g =
(
6 + 3
√
3 2
√
2
2
√
2 6− 3√3
)
, algorithm 6.1.20 returns
nα = nβ = 2. In fact, g = αβ
2α.
6.1.4 An alternative algorithm for the modular case.
We develop a procedure which, given a matrix g ∈ SL(2,Z), gives a factor-
ization of g in terms of S and T . There is an explicit method which uses the
euclidean algorithm. We compare g with the elements of a sequence of prod-
ucts of matrices acting on the imaginary unit in such a way that this sequence
can be understood as the convergents of a certain continued fraction-like ex-
pansion. We start with g =
(
a b
c d
)
∈ SL (2,Z). Since (ST )3 = Id and
S(i) = i, we can suppose that
g = T nkST nk−1S · · ·T n2ST n1 ,
with n1, . . . , nk to be determined. We want to express ω = {i, g(i)}Γ0(N) as
a Z-linear combination of the form
ω = {i, ST n1(i)}+
k−1∑
j=1
{T njS · · ·T n1(i), T nj+1ST njS · · ·T n1(i)}.
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Define the following finite sequence:
g1(i) = n1 + i, gm+1(i) = nm+1 − 1
gm(i)
.
Write gj =
(
aj bj
cj dj
)
∈ SL (2,Z). Notice that gnk(i) = g(i). At the j-th
step, gj(i) admits an explicit expression as an element of Q(i), which we call
the j-th convergent. For instance, the first four convergents are
g1(i) = n1 + i,
g2(i) =
n2i+ (n1n2 − 1)
n1 + i
,
g3(i) =
(n2n3 − 1)i+ (n1n2n3 − n1 − n3)
n2i+ (n1n2 − 1) ,
g4(i) =
(n2n3n4 − n2 − n4)i+ (n1n2n3n4 − n1n4 − n3n4 − n1n2 + 1)
(n2n3 − 1)i+ (n1n2n3 − n1 − n3) .
For any j = 2, . . . , k, notice that if |aj| > |cj|, the quotient fj = aj/cj can be
written as fj = nj − Aj/Bj, where Aj = Bj−1, Bj = nj−1Bj−1 − Aj−1. We
set B1 = 0. Hence, for any j ≥ 2, either Aj is coprime to Bj, or Aj = ±Bj.
Algorithm 6.1.22. Given a, b ∈ Z with b 6= 0, denote by Div(a, b) the quo-
tient of the euclidean division of a by b. We propose the following algorithm:
Require: g ∈ SL (2,Z);
γ ← g;
v ← ∅;
while γ 6= Id, S do
if |γ[1, 1]| < |γ[2, 1]| then
γ ← Sγ;
h← hS;
else
γ ← T−Div(γ[1,1],γ[2,1])γ;
v ← v ∪ {Div (γ[1, 1], γ[2, 1])};
end if
end while
return v = {nk, . . . , n1} such that g(i) = T nkS · · ·T n1(i).
Proof of correctness. If c = 0 then g is a translation. If |a| > |c|, the integer
part of the quotient fk gives the exponent nk; otherwise, the upper-left entry
of Sg is larger in absolute value than the lower-left entry.
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Examples 6.1.23. For g =
(
3 2
7 5
)
, algorithm 6.1.22 returns the ordered
vector v = {−2, 3, 1}. Indeed, g = −ST−2ST 3ST .
6.2 Modular symbols
6.2.1 Modular integrals
In what follows, Γ will denote an arithmetic Fuchsian group commensurable
with Γ1H for some quaternion Q-algebra H.
Definition 6.2.1. Let f be an automorphic form of weight 2 for Γ and τ ∈ H
a quadratic imaginary point. The modular integral attached to f and τ is
the map
φτf : Γ
1
H −→ C
γ 7→
∫ τ
γ(τ)
f.
We will denote φf = φ
i
f when τ = i, the imaginary unit.
Remark 6.2.2. If Γ = Γ0(N) and instead of a quadratic imaginary point we
consider τ = i∞, we have the classical modular integral as in [49].
Let Γ be an arithmetic Fuchsian group of the first kind commensurable
with Γ1H for some quaternion Q-algebra H. In particular, there is a finite
number of coset representatives of (Γ1H ∩ Γ)\Γ1H .
Lemma 6.2.3. Let f ∈ S2 (Γ) and let A, γ ∈ GL (2,R)+. Then
φτf (Aγ) = φ
τ
f |A(γ) + φ
τ
f (A),
where φτf |A(γ) =
∫ τ
γ(τ)
f |A.
Proof. Since dA(z) = ρ(A, z)2dz, we can write
φτf |A(γ) =
∫ τ
γ(τ)
ρ(A, z)2f(A(z))dz =
∫ A(τ)
Aγ(τ)
f(w)dw.
Since f is holomorphic in the upper half-plane, the integral along the triangle
with vertices A(τ), Aγ(τ) and τ vanishes. Hence
φτf |A(γ) =
∫ τ
Aγ(τ)
f(z)dz +
∫ A(τ)
τ
f(z)dz,
and the result holds.
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Proposition 6.2.4. The Z-module Στf spanned by the modular integrals
φτf (γ) as γ ∈ Γ1H is finitely generated and torsion-free. Given G a mini-
mal set of generators of Γ, then
rk
(
Στf
) ≤ card (G) + [Γ1H : Γ ∩ Γ1H] .
Proof. Let {Al}1≤l≤n be a set of coset representatives of (Γ ∩ Γ1H)\Γ1H and
let G = {Bj}1≤j≤m be a minimal set of generators of Γ. Let A ∈ Γ1H . There
exists B ∈ Γ ∩ Γ1H and l0 ∈ {1, ..., n} such that A = BAl0 . Hence
φτf (BAl0) = φ
τ
f |B(Al0) + φ
τ
f (B) = φ
τ
f (Al0) + φ
τ
f (B).
Now, write B = Bj1 ...Bjr with {j1, ..., jr} ⊆ {1, ...,m}. Hence
φτf (B) = φ
τ
f (Bj2 ...Bjr) + φ
τ
f (Bj1),
and hence, φτf (A) belongs to the Z-module spanned by the modular integrals
φτf (Al) and φ
τ
f (Bj) as 1 ≤ l ≤ n and 1 ≤ j ≤ m.
6.2.2 Classical modular symbols
We begin by recalling the following
Definition 6.2.5 (Manin [45], Pollack-Stevens [56]). A C-valued modular
symbol is a map F from the set P1 (Q) × P1 (Q) to C such that for any
P,Q,R ∈ P1 (Q),
F (P,Q) = F (P,R) + F (R,Q).
Let D := Div(P1(Q)) be the group of divisors supported on the rational cusps
P1(Q) = Q ∪ {i∞} or in i∞, and let D0 ⊂ D be the subgroup of divisors of
degree zero. Denote by Symb (D0,C) the C-vector space of C-valued modular
symbols.
Equivalently, Symb (D0,C) = HomZ (D0,C). Notice that Γ0(N) acts by
the left on Symb (D0,C). The C-vector space of Γ0(N)-invariant modular
symbols will be denoted by Symb (D0,C)Γ0(N).
Via Theorem 6.1.9 and the Manin continued fraction trick, one can con-
structively show (cf. [24]) that any closed path ω ∈ H1 (X (Γ0(N)) (C) ,Z) can
be expressed as a Z-linear combination of paths of the form {g(0), g(i∞)},
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with g ∈ SL (2,Z). These paths are called Manin distinguished classes and
they suffice to determine a modular symbol. The C-valued modular sym-
bols supported on the Manin distinguished classes are normally referred to
as Manin symbols.
The action of the Hecke algebra on Symb (D0,C)Γ0(N) is determined by
the following double coset decomposition (cf. [24], Proposition 1.6):
(i) If p - N , then
Γ0(N)\Γ0(N)
(
p 0
0 1
)
Γ0(N) =
p−1⋃
u=0
Γ0(N)
(
1 u
0 p
)
Γ0(N)
⋃(p 0
0 1
)
Γ0(N).
(ii) If p|N , then
Γ0(N)\Γ0(N)
(
p 0
0 1
)
Γ0(N) =
p−1⋃
u=0
(
1 u
0 p
)
Γ0(N).
Later on, we will refer to this decomposition as the standard right coset
decomposition for Tp. For x, y ∈ H∗, denote by {x, y} the class {x, y}Γ. The
action of Tp on classes of paths is:
(i) if p - N , then
{g(0), g(i∞)}|Tp =
p−1∑
u=0
{(g(0)+u)p−1, (g(i∞)+u)p−1}+{pg(0), pg(i∞)}.
(ii) If p|N , then
{g(0), g(i∞)}|Tp =
p−1∑
u=0
{(g(0) + u)p−1, (g(i∞) + u)p−1}.
Notice that, since Tp acts on P
1 (Q), it is again possible to decompose
each path in the above sum as a Z-linear combination of Manin paths.
Remark 6.2.6. If K is a field, denote by Kalg an algebraic closure of K. Fix
compatible embeddings of Q in Qalg and in Qalgp . By Proposition 6.2.4, given
f ∈ S2 (Γ0(N)), the classical modular integral attached to f can be seen as a
modular symbol with values in C or in a finite dimensional Qp-vector space.
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An important application of classical modular symbols is the explicit
computation of spaces of modular forms. This topic is treated in detail in
[24]. In particular, one has the following result:
Proposition 6.2.7 (Pollack-Stevens [56]). There exists an injection as Hecke-
modules
S2 (Γ0(N)) ↪→ Symb (D0,C)Γ0(N) .
The method for computing modular forms consists in the determination
of the eigenvalues of the Hecke operators acting on Symb (D0,C)Γ0(N). These
eigenvalues determine spaces of newforms for Γ0(N). The Manin continued
fraction trick grants that it is easy to determine the eigenvalues by working
on modular symbols. Hence, the Fourier expansion at infinity of such an
eigenform has as n-th Fourier coefficient the computed eigenvalue for Tn.
6.2.3 Ash-Stevens cohomological interpretation of the
modular symbols
In this and in the next section, we will use some ideas from the theory of
spectral sequences and topological pairs. For general facts on the first topic,
we refer the reader to [21], and for the second, to [33].
Set Γ := Γ0(N) and let R be a commutative ring such that the order of
every torsion element of Γ is invertible in R and let E be an R[Γ]-module.
We can identify X(Γ)(C) with Γ\H∗. Denote Y (Γ)(C) := Γ\H. Let E˜ be
the local coefficient system on X(Γ)(C) associated to E.
Theorem 6.2.8 (Ash-Stevens, [5]). For any i ∈ N, we have the following
commutative diagram with exact rows:
H i
(
(X(Γ)(C), X(Γ)(C) \ Y (Γ)(C)) , E˜
)

// H i
(
X(Γ)(C), E˜
)

// H i
(
X(Γ)(C) \ Y (Γ)(C), E˜
)

H i−1(Γ,HomZ(D0, E)) // H i(Γ, E) // H i(Γ,HomZ(D, E)),
where the vertical arrows are isomorphisms.
Proof. First of all, set A := H∗ \ H. We have the following commutative
diagram with exact rows:
Q

  / H0(H∗, E)

// H0(A,E)

// H1 ((H∗, A), E)

// H1(H∗, E)

HomZ(K,E)
  / HomZ(H0 (H∗) , E) // HomZ(H0 (A) , E) // G1 // G2
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where
Q := H0 ((H∗, A), E) , K := H0 ((H∗, A)) ,
G1 := HomZ(H1 ((H∗, A), E))⊕ Ext1Z (H0 ((H∗, A)) , E) ,
G2 := HomZ(H1 (H∗) , E)⊕ Ext1Z (H0 (H∗) , E) .
Moreover, the vertical arrows in the above diagram are the isomorphisms
given by the universal coefficients theorem for cohomology. In addition, we
must underline that the following facts hold.
(i) Q = 0. Indeed, observe that
H0 ((H∗, A)) = Coker
(
H0(A)
i∗ // H0(H∗)
)
.
Since the boundary components of H∗ are in one-one correspondence
with P1(Q) it follows that H0(A) ∼= D. Moreover, H0(H∗) ∼= Z since
H∗ is pathwise connected. With these identifications in mind, i∗, which
is the map induced in homology by the inclusion A
  i /H∗ , can be
identified with the degree map D // Z , which is clearly surjective.
Hence H0((H∗, A), E) = H0 ((H∗, A))⊗ E ∼= 0.
(ii) HomZ(H0(H∗), E) ∼= E. Indeed, this fact is obvious because H∗ is
pathwise connected.
(iii) Ext1Z (H0 (H∗) , E) = 0. Indeed, as H∗ is pathwise connected and Z is
projective it follows that
Ext1Z (H0 (H∗) , E) = Ext1Z (Z, E) = 0.
(iv) H1 (H∗) = 0. Indeed, as H∗ is pathwise connected H1 (H∗) is the
abelianization of the first fundamental group pi1(H∗). But pi1(H∗) ∼= 1
because H∗ is simply connected.
In this way, combining all these facts, the above diagram becomes the fol-
lowing commutative diagram with exact rows and vertical isomorphisms.
0 // H0(H∗, E)

// H0(A,E)

// H1 ((H∗, A), E)

// 0
0 // E // HomZ(D, E) // HomZ(D0, E) // 0.
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Applying to the above diagram the left exact functor (−)Γ we obtain the
following commutative diagram with exact rows and vertical isomorphisms.
H i(Γ, H0(H∗, E))

// H i(Γ, H0(A,E))

// H i (Γ, H1 ((H∗, A), E))

H i(Γ, E) // H i(Γ,HomZ(D, E)) // H i(Γ,HomZ(D0, E)).
Thus, we only need to check, for each i ∈ N, that
H i(Γ, H0(H∗, E)) ∼= H i(X(Γ)(C), E˜),
H i(Γ, H0(A,E)) ∼= H i(X(Γ)(C) \ Y (Γ)(C), E˜), and
H i(Γ, H1 ((H∗, A), E)) ∼= H i+1
(
(X (Γ)(C), X(Γ)(C) \ Y (Γ)(C)) , E˜
)
.
Now, consider the following Grothendieck spectral sequences.
H i(Γ, Hj(H∗, E))
i
+3 H i+j(X(Γ)(C), E˜),
H i(Γ, Hj(A,E))
i
+3 H i+j(X(Γ)(C) \ Y (Γ)(C), E˜), and
H i(Γ, Hj((H∗, A) , E))
i
+3 H i+j((X(Γ)(C), X(Γ)(C) \ Y (Γ)(C)), E˜).
We start by analysing the first one. The foregoing calculations show, in
particular, that Hj(H∗, E) = 0 for all j 6= 0, 2. This fact implies that the
source or the target of any differential of the E2-page of this spectral sequence
is zero and therefore it collapses, providing an isomorphism
H i(Γ, Hj(H∗, E)) ∼= H i+j(X(Γ)(C), E˜),
for any (i, j) ∈ N2. Let us move on to the second spectral sequence. Again
by the foregoing, Hj(A,E) = 0 for all j 6= 0. Thus, this spectral sequence
has just one non-zero row; hence it collapses, yielding an isomorphism
H i(Γ, Hj(A,E)) ∼= H i+j(X(Γ)(C) \ Y (Γ)(C), E˜),
for each (i, j) ∈ N2. Bearing in mind that Hj((H∗, A) , E) = 0 for all j 6= 1,
a similar argument implies that, for each (i, j) ∈ N2, there is an isomorphism
H i(Γ, H1 ((H∗, A), E)) ∼= H i+1
(
(X(Γ)(C), X(Γ)(C) \ Y (Γ)(C)) , E˜
)
,
which is what we wanted to show.
Notice that, in particular, H i(Γ, H1 ((H∗, A), E)) ∼= H i+1c (Y (Γ)(C), E˜).
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6.2.4 Quadratic modular symbols
Let Γ be an arbitrary arithmetic Fuchsian group of the first kind which is
commensurable with Γ1H for some quaternion Q-algebra H. Fix τ ∈ H∗
(τ ∈ H if Γ is cocompact). Let p be a prime number and let ωp ∈ OH be
a quaternion of reduced norm p. Set γp := ψ(ωp). We must recall (cf. [66])
that there exists d ∈ N such that[
Γ : Γ ∩ γpΓγ−1p
]
= d
and, therefore, there is a coset decomposition
ΓγpΓ =
d⋃
a=1
γaΓ.
Set, for each n ∈ N, In := {1, . . . , d}n. Moreover, for each u = (u1, . . . , un) ∈
In set
γu :=
n∏
t=1
γut .
Finally, we define
∆τ,p :=
⋃
n≥0
⋃
u∈In
γuΓ
1τ.
The reason why we define ∆τ,p is that, on one hand, we are interested in con-
sidering integrals along geodesics connecting points of Γ1τ (classical modular
symbols are integrals along geodesics connecting cusps), and, on the other
hand, we want the action of the coset representatives given by the matrices
γj to respect our module of values.
Proposition 6.2.9. If τ = i∞, we have that ∆i∞,p = P1 (Q).
Proof. First, notice for any a, b ∈ Z coprime, there exists x, y ∈ Z such that
ax − by = 1. Setting γ =
(
a y
b x
)
∈ SL (2,Z), we have that γ(i∞) = a/b,
hence, P1 (Q) = SL (2,Z) i∞. Obviously, for any prime p, SL (2,Z) i∞ ⊆
∆i∞,p. To see the other containment, it suffices to see that for any 0 ≤ u ≤ p,
and for any r ∈ Q, r+u
p
can be expressed as γ′(i∞) for some γ′ ∈ SL (2,Q).
This is obvious, since r+u
p
∈ Q.
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Let us suppose that Γ is cocompact and that τ is a quadratic imaginary
point.
Consider the topological pair (H,∆τ,p). We are interested in finding a
result analogous to Theorem 6.2.8 in the quadratic setting.
Consider the inclusion ∆τ,p
  i /H and, for any abelian group G, recall
that
H0 ((H,∆τ,p), G) = Coker
(
H0(∆τ,p, G)
i∗ // H0(H, G)
)
,
where i∗ is the map induced in 0-th homology by the inclusion i.
Consider the beginning of the long exact sequence in homology of the
pair (H,∆τ,p):
H1(H) // H1((H,∆τ,p)) // H0(∆τ,p) i∗ // H0(H) // // H0((H,∆τ,p)).
As H is simply connected, H1(H) = 0. On the other hand, as H is path-
wise connected H0(H) ∼= Z and therefore the map i∗ is the map induced in
homology by the degree map
C0(∆τ,p) // Z∑
i
biσi 7−→
∑
i
bi.
Here, C0(∆τ,p) denotes the free abelian group of 0-dimensional singular sim-
plices of ∆τ,p. In this way, it follows from this fact that i∗ is surjective. Hence
we have the short exact sequence of abelian groups
0 // H1((H,∆τ,p)) ∂τ,p // H0(∆τ,p) i∗ // H0(H) // 0.
Set Dτ,p := H0 (∆τ,p) and D0τ,p := H1 ((H,∆τ,p)). We underline that the
above exact sequence allows us to view D0τ,p as a subgroup of Dτ,p. If we
interpret Dτ,p as a group of divisors, then, the foregoing statements imply
that D0τ,p is the subgroup of divisors of degree zero.
We are interested in studying modular symbols of weight 2; hence, we
will consider G = C. Given a topological pair (X,A), denote
Q1 := HomZ(H1((X,A)),C)⊕ Ext1Z(H0((X,A)),C),
Q2 := HomZ(H1(X),C)⊕ Ext1Z(H0(X),C).
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We have the following commutative diagram with exact rows, where the ver-
tical arrows are the isomorphisms given by the universal coefficients theorem
for cohomology:
H0((X,A),C)

  / H0(X,C)

// H0(A,C)

// H1((X,A),C)

// H1(X,C)

HomZ(H0((X,A)),C) 
 / HomZ(H0(X),C) // HomZ(H0(A),C) // Q1 // Q2.
(6.2.1)
If we particularize the sequence (6.2.1) to our pair then we obtain the fol-
lowing result.
Proposition 6.2.10. There is a commutative diagram with exact rows, where
the vertical arrows are the isomorphisms given by the universal coefficients
theorem for cohomology:
0 // H0 (H,C)

// H0 (∆τ,p,C)

// H1 ((H,∆τ,p),C)

// 0
0 // HomZ (H0 (H) ,C) // HomZ (Dτ,p,C) // HomZ
(D0τ,p,C) // 0.
Proof. All we have to see is that the Ext terms are zero. First of all, since
H0 ((H,∆τ,p)) = 0, it follows that Q1 = 0. Secondly, since H is pathwise
connected, we have that Q2 = Ext
1
Z (H0(H),C) = 0. Notice that the left
terms in each row are isomorphic to C.
By passing to the long exact sequence (acting Γ on each term), we obtain
the following commutative diagram with exact rows and vertical isomor-
phisms:
H i−1
(
Γ,HomZ
(D0τ,p,C))

// H i (Γ,C)

// H i (Γ,HomZ (Dτ,p,C))

H i−1 (Γ, H1 ((H,∆τ,p) ,C)) // H i (Γ, H0(H,C)) // H i (Γ, H0 (∆τ,p,C)) .
(6.2.2)
Definition 6.2.11. Let τ ∈ H be a quadratic imaginary point. The C-vector
space of quadratic modular symbols attached to τ is
H0
(
Γ,HomZ
(D0τ,p,C)) .
We denote this space by Symb
(D0τ,p,C)Γ.
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Now, consider the Grothendieck spectral sequences
H i(Γ, Hj(H,C))
i
+3 H i+j(X(Γ)(C),C),
H i(Γ, Hj(∆τ,p,C)) i
+3 H i+j(Γ\∆τ,p,C), and
H i(Γ, Hj((H,∆τ,p) ,C)) i +3 H i+j((X(Γ)(C),Γ\∆τ,p),C).
We start by analysing the first one. The foregoing calculations imply, in par-
ticular, that Hj(H,C) = 0 for all j 6= 0. This fact implies that this spectral
sequence has just one non-zero row and therefore it collapses providing an
isomorphism
H i(Γ, Hj(H,C)) ∼= H i+j(X(Γ)(C),C),
for any (i, j) ∈ N2. Now, we deal with the second spectral sequence. Again
by the foregoing, Hj(∆τ,p,C) = 0 for all j 6= 0. Thus, as in the cuspidal case,
this spectral sequence has just one non-zero row; hence, it collapses, yielding
an isomorphism
H i(Γ, Hj(∆τ,p,C)) ∼= H i+j(Γ\∆τ,p,C),
for each (i, j) ∈ N2. Since Hj((H,∆τ,p) ,C) = 0 for all j 6= 1, an analogous
argument allows us to conclude that there is an isomorphism
H i(Γ, H1 ((H,∆τ,p),C)) ∼= H i+1 ((X(Γ)(C),Γ\∆τ,p) ,C) ,
for each (i, j) ∈ N2. Taking into account the above isomorphisms and dia-
gram (6.2.2), the following result is proved.
Theorem 6.2.12. Let τ ∈ H be a quadratic imaginary point and let p be a
prime. Then,
Symb
(D0τ,p,C)Γ ∼= H1 ((X(Γ)(C),Γ\∆τ,p) ,C) .
6.2.5 A relation between quadratic and classical mod-
ular symbols
As in the classical case, it is possible to give an alternative description of
quadratic modular symbols in a more down-to-earth fashion. This description
136 Chapter 6. Quadratic p-adic L-functions for X(D,N)
will provide, in some cases, an injection of the space of classical modular
symbols into the space of quadratic modular symbols. First, observe that
our arithmetic Fuchsian group Γ acts on D0τ,p, the action being given by
γ
(∑n
j=1 Pk
)
=
∑n
j=1 γ(Pj), with γ ∈ Γ. Set
Γ∆2τ,p = {(γσ1(τ), γσ2(τ)); γ ∈ Γ, σ1, σ2 ∈ ∆τ,p}.
Since any divisor D ∈ D0τ,p can be decomposed as D =
∑n
j=1mj(Pj−Qj) with
Pj, Qj ∈ ∆τ,p, any modular symbol determines a unique map F : Γ∆2τ,p →
C such that for any P,Q,R ∈ ∆τ,p, γ ∈ Γ, F (γP, γQ) = F (γP, γR) +
F (γR, γQ), and reciprocally. Denote by M(Γ, τ, p) the C-vector space of
these maps. We will not distinguish between M(Γ, τ, p) and Symb
(D0τ,p,C).
Let us turn to the modular case, i.e., suppose again that Γ = Γ0(N). Let
τ ∈ H be a quadratic non-elliptic imaginary point satisfying τ 2 +D = 0 with
D square free. It is convenient to recall the following facts on representability
of integers by binary quadratic forms.
Definition 6.2.13. An integer n is properly represented by a binary quadratic
form aX2 + bXY + cY 2 if there exists a pair of coprime integers α, β such
that aα2 + bαβ + cβ2 = n.
The following fact is well known, and we refer the reader to [20] for a
proof.
Proposition 6.2.14. The integer n is properly represented by a binary quadratic
form of discriminant d if and only if d is a square (mod 4n).
2
Proposition 6.2.15. Let D > 1 be an integer and let p be a prime number
such that
(
−D
p
)
= −1. Then, there is an injection
Symb (D0,C)Γ0(N) ↪→ Symb
(D0τ,p,C)Γ0(N) .
Proof. Given 0 ≤ u ≤ pn−1, let us denote, as in Chapter 5, γu,n =
(
1 u
0 pn
)
.
Define a map
I : Symb (D0,C)Γ0(N) → Symb
(D0τ,p,C)Γ0(N)
F 7→ I(F ),
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where
I(F )(γγu,nγ1(τ), γγv,mγ2(τ)) = F (γγu,nγ1(i∞), γγv,mγ2(i∞)).
First, we check that the map is well defined. It suffices to check that if
σ1γu,nγ1(τ) = σ2γv,mγ2(τ), with σ1, σ2 ∈ Γ0(N), and γ1, γ2 ∈ SL (2,Z) ,
then, σ1γu,nγ1(i∞) = σ2γv,mγ2(i∞). Hence, suppose that σ1γu,nγ1(τ) =
σ2γv,mγ2(τ). Then, τ is fixed by γ = γ
−1
2 γ
−1
v,mσ
−1
2 σ1γu,nγ1 ∈ GL (2,Q). Notice
that η = pmγ ∈ GL (2,Z) also fixes τ and has determinant pn+m. If η =(
a b
c d
)
, then, a = d and b = cD (since τ is quadratic imaginary). Hence,
pn+m = a2 +Dc2.
If a and d were coprime, we would have that pn+m were properly repre-
sentable by the binary quadratic form X2+DY 2, whose discriminant is −4D;
hence, by applying Proposition 6.2.14, we would obtain that −4D would be
a square (mod 4pn+m). Therefore, −D would be, in particular, a square
(mod p), which contradicts the assumption that
(
−D
p
)
= −1.
If (a, b) = d, the only choice is that d = pr for some positive r. Write
a = a0d and b = b0d. If r < n + m, we would have again that −D is
a square (mod p). Thus, r = n + m. This means that a20 + Db
2
0 = 1
and (a0, b0) = (±1, 0). Hence, the matrices η and γ are diagonal and, in
particular, γ induces the identity in PGL (2,Q). Hence, σ1γu,nγ1 = σ2γv,nγ2γ,
and σ1γu,nγ1(i∞) = σ2γv,nγ2(i∞), as we wanted to prove. Linearity and
injectivity are obvious.
Remark 6.2.16. It does not seem easy to prove that the Hecke algebra acts
on Symb
(D0τ,p,C)Γ0(N) (the operator Tp certainly does). But since
Symb (D0,C)Γ0(N) ↪→
⋂
(−Dp )=−1
Symb
(D0τ,p,C)Γ0(N) ,
we see that the Hecke algebra acts on the image of Symb (D0,C)Γ0(N) in the
intersection.
6.3 p-adic L-functions for automorphic forms
Classical modular symbols are at the core of the definition of the cyclotomic
p-adic L-function, since the Mazur-Tate-Teitelbaum p-adic distribution can
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be seen as a device which packs together in a coherent way all the modular
integrals corresponding to the paths
{
a
pn
, i∞
}
(see chapter 3). Nevertheless,
the construction of this measure depends on the explicit coset representatives
for the action of the Hecke algebra. Relaxing these dependence is, as we will
see, a necessary condition to define p-adic L-functions attached to certain
Shimura curves in the cocompact case.
6.3.1 Coset representatives
To define the classical p-adic L-function, one considers the standard right
coset decomposition of the operator Tp. Indeed, one fixes a way of assigning
a coset representative to any compact open subset of the form a + pZp for
1 ≤ a ≤ p−1. Even if we fix the standard right coset decomposition, another
assignment of right coset representatives yields a different p-adic measure. To
illustrate this, let us consider a permutation σ ∈ Bij ({1, ..., p− 1}). Define
σ(0) = 0. Denote again by σ the bijection
σ : Z∗p ∩ {1, ..., pn − 1} → Z∗p ∩ {1, ..., pn − 1}
n−1∑
j=0
ajp
j 7→
n−1∑
j=0
σ(aj)p
j.
Let µ be a Qp-valued p-adic distribution. Define
µσ (a+ pnZp) = µ (σ(a) + pnZp) .
Proposition 6.3.1. For any p-adic distribution µ and for any permutation
σ ∈ Bij ({1, ..., p− 1}), µσ is a p-adic distribution.
Proof. First notice that for any a =
n−1∑
j=0
ajp
j ∈ Z∗p, we have the decomposition
a+ pnZp =
p−1⋃
j=0
a+ jpn + pn+1Zp.
Hence,
µσ (a+ pnZp) = µ (σ(a) + pnZp) =
p−1∑
j=0
µ
(
σ(a) + jpn + pn+1Zp
)
.
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But since σ is a permutation of indices between 1 and p− 1, the right hand
side equals
p−1∑
j=0
µ
(
σ(a) + σ(j)pn + pn+1Zp
)
=
p−1∑
j=0
µσ
(
a+ jpn + pn+1Zp
)
.
Lemma 6.3.2. Let σ be a bijection of the set {1, ..., p − 1}. Set σ(0) = 0.
The assignment σ
(∑n
j=0 ajp
j
)
determines a Zp-valued continuous function
defined on Z. Hence, it extends in a unique way to Zp and, in particular, to
Z∗p.
Proof. Let u, v ∈ Z be a couple of integers with |u− v|p ≤ p−n. This means
that the first n digits of u and v are equal. Hence, the first n digits of σ(u)
and σ(v) are equal, which means that |σ(u)− σ(v)|p ≤ p−n.
Let χ ∈ X be a continuous p-adic character. We can define
χσ(a) = χ
(
σ−1(a)a−1
)
,
where σ is the extension to Zp of a bijection of the set {1, ..., p}. By using
Lemma 6.3.2, it is not difficult to see that χσ ∈ X . Let f ∈ S2 (Γ0(N)) be
an eigenform for Tp. Denote by L
σ
p(f ;χ) the Mazur-Mellin transform of µ
σ
at χ. We have the following result:
Proposition 6.3.3. For any χ ∈ X , Lσp(f ;χ) = Lp(f ;χχσ). In particular,
Lσp is not identically zero.
Proof. By definition,
∫
Z∗p
χ(x)dµ(x) = lim
∑
a
χ(a)µσ(a + pnZp) where the
limit is taken as {a+ pnZp} runs over the partitions of Z∗p. Hence,
Lσp(f ;χ) = lim
∑
a
χ(σ(a))χ(aσ(a−1))µ(aσ + pnZp),
which, after a straightforward manipulation equals lim
∑
a χ(a)χσ(a)µ(a +
pnZp). But this limit coincides with Lp(f ;χχσ). As for the fact that it does
not vanish, notice that the conductor of χσ is a power of p, and apply the
main result of [62].
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As we can see, the Mazur-Mellin transforms of µσ and µ are not equal.
However, as an immediate consequence of Proposition 6.3.3, we have the
following
Corollary 6.3.4. For any σ ∈ Bij ({1, ..., p− 1}), Lp(f ; 1) = Lσp(f ; 1).
6.3.2 p-adic L-functions for certain Shimura curves
Let H be an indefinite quaternion Q-algebra of discriminant D > 1; consider
the Eichler order O = O(D,N) of level N ≥ 1 and denote by O∗1 the group
of units of reduced norm 1 in O. Let Γ = Γ(D,N) be the group ψ(O∗1). Let
p be a prime. The Hecke operator Tp is defined as the double coset ΓηpΓ
acting on S2 (Γ), where ηp = ψ(ωp) with ωp a quaternion of reduced norm p
(see [66]). We thank Professor Y. Yang for showing us the following fact.
Proposition 6.3.5. Let p be a prime.
(i) If p - ND, then [Γ : Γ ∩ η−1p Γηp] = p+ 1.
(ii) If p|N and p - D, then [Γ : Γ ∩ η−1p Γηp] = p.
(iii) If p|D, then [Γ : Γ ∩ η−1p Γηp] = 1.
Proof. The number of coset representatives is finite in any case (see [66])
and it is enough to count it locally, since H splits at infinity. On the other
hand, there is a bijection between the orbit spaces Γ\ΓηpΓ and Γ∩η−1p Γηp\Γ.
Denote Op = O ⊗ Zp. If p - ND, the Eichler order Op is conjugated to the
local Eichler order
(
Zp Zp
Zp Zp
)
. The matrices
(
p 0
0 1
)
and
(
1 j
0 p
)
with
0 ≤ j ≤ p − 1 are a family of coset representatives of Γ\ΓηpΓ. If p|N
but p - D, the Eichler order Op is conjugated to the local Eichler order(
Zp Zp
NZp Zp
)
. The matrices γj =
(
1 j
0 p
)
with 0 ≤ j ≤ p−1 are a family
of coset representatives of Γ\ΓηpΓ in this case. Finally, if p|D, the Eichler
order Op is a discrete valuation ring and we can take as element of norm
p any uniformizer of the Eichler order, and any element of norm p of this
Eichler order is a uniformizer, which differs from the first in a unit; hence,
there is only one class.
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Next we propose a definition of a p-adic L-function for the Shimura curve
X(D,N) provided that p|N but p - D. Prior to doing this, we point out
that the decomposition in coset representatives is not unique. In the non-
cocompact case, having fixed the standard decomposition of the Hecke double
coset operator, as we have seen above, one has to assign a coset representa-
tive to any compact-open subset D (j, p), 1 ≤ j ≤ p − 1, and for different
assignments, the corresponding p-adic L-functions are different.
Fix a family of coset representatives {γj} for the orbit space Γ\ΓηpΓ. Let
f ∈ S2 (Γ) be a weight 2 automorphic form which is an eigenform for the
operator Tp, which is defined as
Tp(f) =
p∑
j=1
f |2γj.
A standard argument analogous to the modular case shows that the definition
of Tp does not depend on the choice of the coset representatives. Let a be a
natural number less than pn. Write a =
n−1∑
i=0
aip
i with 0 ≤ ai ≤ p− 1. Fix a
permutation σ of the set {1, ...p− 1} and set σ(0) = 0. Denote
δ(f, τ, σ, a) = φτf
(
γσ(an−1) · · · γσ(a0)(τ)
)− φτf (γσ(p−an−1) · · · γσ(p−a0)(τ)) .
Definition 6.3.6. Let σ be a bijection of the set {0, ..., p− 1} with σ(0) = 0
and let f ∈ S2 (Γ) be an eigenform for Tp with eigenvalue ap. Let τ ∈ H be
a quadratic imaginary point. The quadratic p-adic distribution attached to
f , τ and σ is defined by
µσQ (D (a, p
n)) = a−np δ(f, τ, σ, a),
µσQ
(
Z∗p
)
=
p−1∑
a=1
µσQ (D (a, p
n)) ,
µσQ (p
nZp) = 0, for any n ≥ 1.
Proposition 6.3.7. The function µQ extends, in a unique way, to a p-adic
distribution with values in c00 (Qp(ap)).
Proof. Notice that µQ (a+ pnZp) ∈ Σf,n ⊗ Zp[a−1p ]. Since each compact
open subset can be covered by a finite number of discs, µQ takes values
on c00 (Qp(ap)).
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To prove the distribution property, suppose that γj =
(
aj bj
cj dj
)
. Since f
is an eigenform for Tp, and det(γj) = p, we have
apφ
τ
f
(
γσ(jn−1) · · · γσ(j0)(τ)
)
=
p∑
j=1
∫ τ
γσ(jn−1)···γσ(j0)(τ)
p(cjz + dj)
−2f (γj(z)) dz.
Since d(γj(z)) = p(cjz + dj)
−2dz, after changing variables (γj(z) by w), and
taking into account that j is a mute index, we have
apφ
τ
f
(
γσ(jn−1) · · · γσ(j0)(τ)
)
=
p∑
j=1
φτf
(
γσ(j)γσ(jn−1) · · · γσ(j0)(τ)
)
+K, (6.3.1)
where
K = −
p∑
j=1
∫ τ
γj(τ)
f(z)dz.
In addition
apφ
τ
f
(
γσ(p−jn−1) · · · γσ(p−j0)(τ)
)
=
p∑
j=1
φτf
(
γσ(p−j)γσ(p−jn−1) · · · γσ(p−j0)(τ)
)
+K.
(6.3.2)
Now, by subtracting equation 6.3.1 from 6.3.2, the result follows.
To distinguish between ordinary and supersingular forms, we need the
following result on algebraicity:
Theorem 6.3.8 (Shimura [66]). Let H be a quaternion Q-algebra of dis-
criminant D and let O be an Eichler order of level N . Let p be a prime.
Then the eigenvalue of the Hecke operator Tp acting on S2(Γ) is an algebraic
integer.
Let ap be the eigenvalue of Tp attached to f . By Theorem 6.3.8, ap is an
algebraic integer. We say that f is ordinary at p if |ap|p = 1; otherwise we
say that f is supersingular at p.
Definition 6.3.9. Denote by Σp−1 the symmetric group of order p− 1. Let
f ∈ S2 (Γ(D,N)) be an eigenform for the Hecke operator Tp, for p - D, p|N .
Let τ ∈ H be a quadratic imaginary point. If f is ordinary at p, the p-adic
L-function attached to f and τ is
Lp(f ;σ, χ) =
∫
Z∗p
χ(x)dµσQ(x).
Chapter 7
Resumen en castellano
7.1 Extensiones abelianas reales
7.1.1 Introduccio´n
La teor´ıa de funciones L p-a´dicas surge en la de´cada de los 60 en la escuela
de Erlangen, de la mano de H.W. Leopoldt. A finales de esa de´cada es
exportada y reformulada por K. Iwasawa. El contexto original en el que
surge es el estudio del nu´mero de clases de ideales de una extensio´n abeliana
finita de Q. Como es bien sabido, el teorema de Kronecker-Weber establece
que una tal extensio´n esta´ contenida en una extensio´n cicloto´mica. El estudio
del nu´mero de clases de ideales de las extensiones cicloto´micas es de primera
importancia, ya que para primos regulares el conocido argumento de Kummer
establece la validez del u´ltimo teorema de Fermat (cf. [74]). Este hecho hace
pertinente un estudio asinto´tico de los numeros de clases de ideales de las
extensiones cicloto´micas. No obstante, la fo´rmula del nu´mero de clases de
Dedekind proporciona informacio´n sobre el producto hKR(K), donde hK es
el nu´mero de clases y R(K) el regulador. No parece fa´cil, por otro lado,
el ca´lculo del regulador, toda vez que para ello es necesario encontrar un
sistema maximal de unidades fundamentales.
Si K/Q es una extensio´n abeliana finita, se sabe que para todo cara´cter
no trivial χ ∈ Gal(K/Q), si χ es impar, se tiene que L(1;χ) es esencialmente
el producto de pi por un entero algebraico, mientras que si es par, se trata
de una suma de logaritmos de nu´meros algebraicos, que, como es sabido (cf.
[6]), es trascendente. En concreto, se tiene el siguiente resultado.
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Proposicio´n 7.1.1 (Hasse, [32]). Dada una extensio´n abeliana real K/Q,
para todo cara´cter de Dirichlet χ de conductor fχ y para toda ra´ız primitiva
fχ-e´sima de la unidad, se tiene:
L(1;χ) =

pii
fχ
τ(χ)B1,χ, si χ es impar,
−τ(χ)
fχ
fχ∑
a=1
χ(a)log|1− ζa|, si χ es par, χ 6= 1.
Por lo tanto, parece pertinente el estudio de la p-divisibilidad de los
nu´meros de Bernoulli. A este objeto, Leopoldt ([43]) sustituyo´ los valores
L(1;χ) para χ par por un ana´logo p-a´dico Lp(χ) obtenido al sustituir el
logaritmo usual por el logaritmo p-a´dico:
Definicio´n 7.1.2. (Leopoldt, [43]) Dado un cara´cter de Dirichlet χ de con-
ductor fχ, se define
Lp(χ) := −τ (χ)
fχ
fχ∑
a=1
χ(a)logp(1− ζa).
Definiendo un ana´logo p-a´dico del regulador a trave´s del logaritmo p-
a´dico, al que se denota por Rp(K), se llega a la siguiente fo´rmula, conocida
como fo´rmula p-a´dica del nu´mero de clases:
Teorema 7.1.3 (Leopoldt, [43]). Dada una extensio´n abeliana real K/Q de
grado g, discriminante d y nu´mero de clases h, se tiene la siguiente igualdad
2g−1hRp (K)√
d
=
∏
Lp(χ), (7.1.1)
donde χ recorre los caracteres no triviales del grupo de Galois asociados a la
extensio´n.
Posteriormente, la cantidad Lp(χ) resultara´ ser, como parece natural, el
valor en s = 1 de una funcio´n meromorfa p-a´dica Lp(s;χ) caracterizada por
el valor que toma en los enteros impares negativos, que coincide con el que
toma cierta torcida de la funcio´n L(s;χ) en esos valores, corregido por un
factor de Euler asociado a χ y al entero en cuestio´n. Se dice que Lp(s;χ)
interpola a L(s;χ) en estos valores.
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Tres son las posibles construcciones de Lp(s;χ), que analizamos en el
cap´ıtulo 1: la construccio´n original de Kubota-Leopoldt ([40]) en te´rminos de
lo que hemos traducido por χ-medias, las construcciones de Iwasawa ([34])
en te´rminos de series de potencias y de elementos de Stickelberger, y la
construccio´n en te´rminos de transformadas de Mazur-Mellin de medidas p-
a´dicas asociadas a los polinomios de Bernoulli (cf. [39]). Todas ellas son
equivalentes, siendo la u´ltima la que permite una generalizacio´n inmediata
al contexto de las extensiones abelianas reales de un cuerpo totalmente real
([22]), lo que se expone en el cap´ıtulo segundo.
7.1.2 Objetivos, aportaciones fundamentales y conclu-
siones
A continuacio´n presentamos nuestras contribuciones a la teor´ıa en este con-
texto. Antes de ello, conviene introducir las siguientes nociones.
Definicio´n 7.1.4 (cf. Leopoldt, [43]). Dado z ∈ Z∗p, el cociente de Fermat de
z mo´dulo p, denotado por Qp(z), es el resto (z
p−1 − 1)/p (mod p).
Dada K/Q una extensio´n abeliana real de grado g, denotemos por {σj}gj=1
al conjunto de inmersiones de K en Qalg.
Definicio´n 7.1.5 (Leopoldt, [43]). El regulador p-a´dico mo´dulo p es
R(p)(K) = det (Qp (σj (εk)))
g−1
j,k=1 ,
donde {εj}g−1j=1 es un sistema fundamental de unidades.
Nuestro primer resultado es la prueba del Teorema 1.1.15, que si bien
se presenta enunciado en [43], no se da la demostracio´n, ni una referen-
cia donde encontrarla. Adema´s, el regulador p-a´dico esta´ definido salvo un
signo, a menos que se fije un sistema fundamental de unidades, por lo que
nosotros precisamos el enunciado de este resultado. En concreto, probamos
la siguiente afirmacio´n:
Teorema 7.1.6. Sea K/Q una extensio´n abeliana real y sea p > 3 un primo
tal que para todo cara´cter χ de Gal (K/Q) de conductor fχ, se tiene que
p - fχ. Entonces, existen un sistema fundamental de unidades de OK, una
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determinacio´n de la ra´ız cuadrada y una ordenacio´n de las inmersiones de
K en Qalg tales que
2g−1hR(p)(K)√
d
≡ ζK(2− p)
ζ(2− p) (mod p),
donde ζK denota la funcio´n zeta de Dedekind y ζ es la funcio´n zeta de Rie-
mann.
Para explicar nuestra segunda contribucio´n en este contexto, definimos
primero la siguiente generalizacio´n del regulador p-a´dico mo´dulo pn (con n ≥
1).
Definicio´n 7.1.7. Denotemos por {ε1, ..., εg−1} un sistema fundamental de
unidades de K. Denotemos por Qp,n(z) el truncamiento de la serie
−1
p
logp(1+
pz˜) (mod pn+1). El regulador p-a´dico mo´dulo pn es
R(p,n)(K) = det (Qp,n (σj(εk)))1≤j,k≤g−1 .
El hecho de que esta construccio´n generaliza al regulador p-a´dico mo´dulo
p es implicado por la Proposicio´n 1.1.13. Demostramos los siguientes resulta-
dos (enumerados en el cap´ıtulo 1 como Proposiciones 1.1.28 y 1.1.29, respec-
tivamente) que, adema´s de ser interesantes en si mismos, son herramientas
te´cnicas para nuestro resultado principal en esta seccio´n, enumerado en el
cap´ıtulo 1 como Proposicio´n 1.1.31.
Proposicio´n 7.1.8. Sea K/Q una extensio´n abeliana real de Q de grado
g y p > 3 un primo no ramificado para K tal que para todo cara´cter χ de
Gal (K/Q) se tiene que p - fχ. Entonces, existen un sistema fundamental
de unidades, una determinacio´n de la ra´ız cuadrada y una ordenacio´n de las
inmersiones de K en Qalg tales que para todo n ≥ 1,
2g−1hR(p,n)(K)√
d
≡ (−1)g−1 ζK(1− p
n(p− 1))
ζ(1− pn(p− 1)) (mod p
n+1).
Proposicio´n 7.1.9. Sea K/Q una extensio´n abeliana real. Sea p un primo
no ramificado para K tal que (p, hk) = 1 y Rp(K) ∈ pg−1Z∗p. Entonces, para
todo n ≥ 1 se tiene que
p -
ζK (1− pn(p− 1))
ζ(1− pn(p− 1)) .
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Mediante estos resultados estimamos la p-divisibilidad de la funcio´n zeta
de Dedekind p-a´dica relativa a la extensio´n evaluada en ciertos enteros y
obtenemos una fo´rmula para s = 1, a trave´s de un argumento de aproxi-
macio´n p-a´dica. Nuestra contribucio´n principal es el siguiente enunciado.
Proposicio´n 7.1.10. Sea K/Q una extensio´n abeliana real. Sea p un primo
no ramificado para K tal que (p, hk) = 1 y Rp(K) ∈ pg−1Z∗p. Entonces,∣∣ζK/Q,p(1)∣∣p = 1.
Nuestras contribuciones originales en el contexto de las extensiones abelia-
nas esta´n siendo redactadas para ser enviadas a publicacio´n ([16]). Asimismo,
hemos procurado exponer en el cap´ıtulo 1 los trabajos de Leopoldt ([43]) y
de Kubota-Leopoldt ([40]) en su contexto original. En esencia, todo su con-
tenido esta´ presente en los libros [34] y [74]. Sin embargo, resulta interesante
(y justo) recuperar las ideas y motivaciones originales que impulsaron la
teor´ıa. Por ejemplo, nuestros resultados son aplicaciones ma´s o menos sen-
cillas de ligeras variaciones de la teor´ıa original, y probarlo desde el punto
de vista de las distribuciones p-a´dicas parece ma´s complicado. Adema´s,
conviene apuntar que si bien es cierto que en [34] se da la prueba de que
Lp(χ) = Lp(1;χ), la transformada Γ hab´ıa sido introducida anteriormente
por Leopoldt, o al menos eso es lo que se indica en [41].
7.2 Formas modulares
7.2.1 Introduccio´n
En los cap´ıtulos 3, 4 y 5 investigamos diversas construcciones de funciones
L p-a´dicas asociadas a formas modulares para Γ0(N) y proponemos una
definicio´n que permite generalizarse al caso de una curva de ShimuraX(D,N)
con p - D y p‖N , lo que se hace en el cap´ıtulo 6. En concreto, exponemos
las definiciones de Mazur-Tate-Teitelbaum ([49]) y Mazur y Swinnerton-Dyer
([47]).
Siguiendo con nuestra exposicio´n histo´rica, apuntamos que la de´cada de
los 70 fue el turno de las funciones L p-a´dicas asociadas a curvas el´ıpticas
modulares o, ma´s en general, a formas modulares. Mediante el empleo de las
funciones L p-a´dicas se pueden tratar muy co´modamente problemas como
el de la estimacio´n de la p-divisibilidad de la parte negativa del nu´mero de
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clases y se puede dar informacio´n sobre la distribucio´n de los primos irregu-
lares. Mediante el uso de distribuciones p-a´dicas se obtienen pruebas cortas y
elegantes de las congruencias de Kummer y Clausen-Von Staudt, que se gen-
eralizan fa´cilmente a un cara´cter χ no trivial. Aparecen resultados ana´logos
de p-divisibilidad e interpolacio´n en el caso de extensiones abelianas reales
de cuerpos totalmente reales ([67],[22],[26]) y se obtienen fo´rmulas p-a´dicas
del nu´mero de clases sorprendentemente ana´logas a las cla´sicas complejas.
Por otro lado, la conjetura de Birch y Swinnerton-Dyer se acababa de for-
mular. Todo ello propicio´ la definicio´n de una funcio´n L p-a´dica para curvas
el´ıpticas E/Q, que se supone que deber´ıa arrojar algo de luz sobre determi-
nados problemas, como el co´mputo de la constante de Manin y la estimacio´n
de la p-divisibilidad de valores de la funcio´n L-cla´sica o de sus torcidas por
caracteres de Dirichlet y, sobre todo, de su anulacio´n o no anulacio´n en el
punto cr´ıtico s = 1.
Se formula por ello la conjetura p-a´dica de Birch y Swinnerton-Dyer ([47])
y otras relacionadas, como el problema de la anulacio´n de las funciones L p-
a´dicas en distintos tipos de caracteres. En estas conjeturas, la transformada
de Mellin de la forma modular es sustitu´ıda por la transformada de Mazur-
Mellin.
7.2.2 Objetivos, aportaciones fundamentales y conclu-
siones
Dada una forma cuspidal f ∈ Sk (Γ0(N)) que sea autofuncio´n para el ope-
rador de Hecke Tp, cabe considerar el polinomio de Hecke en el primo p,
definido como X2 − ap(f)X + pk−1, si p es primo con N , y como X − ap(f)
si p‖N (ap(f) denota el p-e´simo coeficiente de Fourier de f). Denotemos
por Σf al Z-mo´dulo generado por los coeficientes de Fourier de f , del que se
demuestra que es finito-generado. Dada una ra´ız α 6= 0 de este polinomio
y dado un entero 0 ≤ j ≤ k − 2, se define en [49] la siguiente distribucio´n
p-a´dica con valores en Of [ 1α ]⊗ Σf sobre los conjuntos D(a, pn) := a+ pnZp,
con a ∈ Z∗p y n ≥ 1. Estos conjuntos recubren Z∗p cuando a recorre Z∗p y
n ≥ 1. Son adema´s compactos y abiertos.
(i) Si (p,N) = 1, se define
µα,j(D(a, p
n)) =
1
αn
(
λ
(
f,
a
pn
, j
)
− 1
α
pk−2λ
(
f,
a
pn−1
, j
))
.
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(ii) Si p‖N , se define
µα,j(D(a, p
n)) =
1
ap(f)n
λ
(
f,
a
pn
, j
)
.
Aqu, dado r ∈ Q, λ(f, r, j) denota la integral modular (cf. [27]). Si |ap(f)|p =
1, se dice que f es ordinaria en p. En otro caso, se dice que f es supersingular
en p. Una ra´ız α es llamada admisible (cf. [49]) si su valoracio´n p-a´dica es
inferior a k − 1. En el caso ordinario, so´lo hay una ra´ız admisible, α, que es
una unidad p-a´dica y en tal caso, µα,j es una medida p-a´dica.
Definicio´n 7.2.1. Las distribuciones de Mazur-Tate-Teitelbaum asociadas
a f y p son
a) Si f es ordinaria en p: µα,j, donde α es la u´nica ra´ız del polinomio de
Hecke de f en p que es una unidad p-a´dica.
b) Si f es supersingular en p: µαi,j, i = 1, 2, donde αi denotan las ra´ıces
del polinomio de Hecke.
Finalmente, la funcio´n L p-a´dica asociada a f se define en el grupo de
caracteres p-a´dicos continuos a trave´s de la integral asociada a la distribucio´n
p-a´dica (cf. [49] para el caso supersingular):
Definicio´n 7.2.2. Dada una ra´ız admisible α y dado un cara´cter p-a´dico
continuo χ ∈ Homcont
(
Z∗p,C∗p
)
, se define
Lp(f, α, χ) :=
∫
Z∗p
χ(x)dµα(x).
La funcio´n L p-a´dica interpola valores especiales de la funcio´n L com-
pleja torcida por caracteres de Dirichlet. En concreto, dado un entero j ∈
{0, ..., k − 2}, consideremos el cara´cter p-a´dico definido como χj(x) := xj y
dado ψ un cara´cter de Dirichlet de conductor pr, definamos el factor
e(p, α, χ) = α−ν
(
1− ψ(p)pk−2−jα−1) (1− ψ(p)pjα−1) .
Se tiene la siguiente igualdad:
Lp(f, α, χ) = e(p, α, χ)L(fχ, j + 1).
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Es fa´cil ver que factor e(p, α, χ) no es nulo salvo en el caso en que p‖N , en
que eventualmente puede anularse.
Dado x ∈ Z∗p, el lema de Hensel permite probar que existe una u´nica ra´ız
(p − 1)-e´sima de 1 perteneciente a Z∗p y congruente con x mo´dulo p, que se
denota por ω(x). Denotando asimismo 〈x〉 := x/ω(x), se define la transfor-
mada de Mazur-Mellin de µf,α como la restriccio´n de Lp(f, α) a caracteres de
la forma χs(x) = 〈x〉s, donde s ∈ Zp, es decir, Lp(f, α, s) :=
∫
Z∗p
〈x〉s−1dµα(x).
Dada una curva el´ıptica E/Q de conductor N , y dada su forma cuspidal
f ∈ Snew2 (Γ0(N)) asociada a la parametrizacio´n modular de Wiles, para todo
primo p de buena reduccio´n ordinaria de E, se puede definir su funcio´n L
p-a´dica a trave´s de f , como Lp(E, s) := Lp(f, α, s), donde α es la u´nica ra´ız
admisible del polinomio de Hecke. El ana´logo p-a´dico de la conjetura de Birch
y Swinnerton-Dyer establece que el orden de anulacio´n de Lp(E, s) en s = 1
coincide con el rango del grupo E(Q) (cf. [47]). En [49] se ofrece la definicio´n
de Lp(E, s) para primos supersingulares y de reduccio´n multiplicativa.
Las funciones L p-a´dicas tienen una dificultad no presente en el caso
cla´sico: la aparicio´n de determinados factores de Euler puede producir ceros
adicionales, como ocurre en el caso de reduccio´n multiplicativa. De hecho no
esta´ claro a priori que no sean ide´nticamente zero. En el caso de extensiones
abelianas esto es ya as´ı; fije´monos, por ejemplo, en la conjetura de Leopoldt.
En el cap´ıtulo 3 comentamos la conjetura del cero excepcional y otras
relacionadas. Adema´s, exponemos los art´ıculos [47] y [49] elaborando las
pruebas de varios resultados que all´ı se dan, en muchos casos, en bosquejo,
lo que puede suponer una dificultad adicional a quien este´ interesado en este
tipo de resultados. Particularizamos a Q la exposicio´n del grupo de Mordell-
Weil extendido y del apareamiento p-a´dico, ya que resulta as´ı ma´s compren-
sible. Mostramos, adema´s la equivalencia de las definiciones de Mazur y
Swinnerton-Dyer y de Mazur-Tate-Teitelbaum de la funcio´n L p-a´dica aso-
ciada a una curva el´ıptica racional (por tanto modular, segu´n sabemos hoy).
En principio la definicio´n es distinta y la igualdad es consecuencia de una
propiedad de interpolacio´n.
El primer resultado de no anulacio´n de funciones L p-a´dicas de formas
modulares se debe a Rohrlich ([61], [62]). Y es el siguiente:
Teorema 7.2.3 (Rohrlich, [61]). Dada una forma cuspidal f ∈ S2 (Γ0(N)),
para todo cara´cter de Dirichlet de conductor potencia de p salvo a lo sumo
una cantidad finita se tiene que L(f, χ, 1) 6= 0.
7.2. FORMAS MODULARES 151
Obse´rvese que este resultado, debido a la propiedad de interpolacio´n de
la funcio´n L p-a´dica implica que e´sta no es ide´nticamente nula sobre el grupo
de caracteres p-a´dicos de orden finito. Posteriormente, este resultado se gen-
eralizo´ en [62] a formas cuspidales de peso arbitrario. Nuestra contribucio´n a
este problema establece la no anulacio´n de la funcio´n L p-a´dica en el conjunto
de caracteres de orden infinito y conlleva un estudio de los o´rdenes de anu-
lacio´n en el caso supersingular. A continuacio´n exponemos nuestros resulta-
dos principales (enumerados en el cap´ıtulo 3 como Teoremas 3.1.12 y 3.1.16),
las principales ideas de las pruebas y las consecuencias de ellos en el seno de
la teor´ıa general. En primer lugar, denotemos Lp(f, α)1(s) := Lp(f, α, χ˜s),
donde χ˜s(x) = x
s. No´tese que es necesario fijar una clase de congruencia
mo´dulo p − 1 para definir la exponencial p-a´dica fuera del disco unitario, y
que distintas clases de congruencia dan lugar a distintas definiciones de la
exponencial, que, eso s´ı, coinciden sobre los enteros. Denotemos asimismo
Lp(f, α)2(s) = Lp(f, α, χs), donde χs(x) = 〈x〉s. Con estas definiciones,
tenemos:
Teorema 7.2.4 ([17]). Sea p > 2 un nu´mero primo y sea f ∈ Sk(Γ0(N))
una forma nueva cuspidal normalizada y ordinaria en p. Sea α la u´nica
ra´ız admisible del polinomio de Hecke de f en p. Entonces, Lp(f, α)1 no es
ide´nticamente nula sobre Zp. Adema´s, si k = 2, Lp (f, α)1 no es ide´nticamente
nula sobre Z∗p.
La prueba de este resultado es por reduccio´n al absurdo. Suponer que
Lp(f, α, n) = 0 para todo n ≥ 1 implica, mediante un uso del teorema de Ka-
plansky de aproximacio´n de funciones continuas p-a´dicas por polinomios, que
las medidas µα,j se anulan en todos los discos compacto-abiertos recubridores
de Z∗p (observemos que la topolog´ıa p-a´dica es totalmente disconexa). Y este
resultado, a su vez, mediante un argumento sobre l´ımites bajo el signo inte-
gral, para el que se usa la cuspidalidad de f , implica la negacio´n del anterior
resultado de Rohrlich.
Nuestro segundo resultado establece que, en el caso supersingular, el or-
den de anulacio´n de la funcio´n L p-a´dica en cualquier entero p-a´dico es finito:
Teorema 7.2.5 ([17]). Sea f ∈ Sk(Γ0(N)) una forma nueva cuspidal nor-
malizada, supersingular en un primo p ≥ 5, y α una ra´ız admisible del poli-
nomio de Hecke de f en p. Si Lp(f, α)1 no es ide´nticamente nula, se tiene
que para todo s0 ∈ Zp, se da la siguiente desigualdad:
ords=s0Lp(f, α)i(s) <∞ for i = 1, 2.
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Para la prueba de este resultado utilizamos herramientas de ana´lisis p-
a´dico infinito-dimensional. En concreto, definimos un tipo de operadores
llamados triangulares superiores y establecemos que el operador asociado a
una forma modular a trave´s de su funcio´n L p-a´dica es inyectivo (Proposicio´n
3.1.20). Conviene observar que [36] establece que ords=1Lp(E, s) ≥ rk(E(Q)),
pero no se sabe gran cosa sobre la desigualdad en el otro sentido para rango
superior a 1. Ni siquiera se sab´ıa si el orden era finito, por lo que nuestro
resultado constituye una evidencia a la conjetura principal de Mazur, Tate y
Teitelbaum. Obse´rvese que en el caso supersingular, la funcio´n L p-a´dica es
localmente anal´ıtica pero no anal´ıtica.
En el cap´ıtulo 5, cuyo contenido es completamente original, se exponen
nuestros resultados publicados en [7]. Nuestra aportacio´n en este art´ıculo
es la construccio´n de una medida p-a´dica basada en integracio´n sobre ciclos
cuadra´ticos que permite obtener puntos algebraicos en la curva el´ıptica E/Q,
ya que esta medida se define a trave´s de integrales de la forma modular
correspondiente a lo largo de caminos que conectan la cu´spide del infinito
con el punto cuadra´tico, y por tanto, se pueden ver como el morfismo de
parametrizacio´n modular evaluado en esos puntos cuadra´ticos. En concreto,
representamos en primer lugar los discos p-a´dicos a trave´s de matrices de
GL (2,Q) de la siguiente manera:
Dado a ∈ Z con |a| ∈ {1, ..., p − 1}, existe una u´nica pareja de enteros
x, y ∈ Z tales que ax− py = 1 y x ∈ {0, ..., p− 1}. Denotemos
γa,1 =
(
a y
p x
)
.
Para todo u ∈ Z con 0 ≤ |u| ≤ p− 1, definamos
γu =
(
1 u
0 p
)
.
Para todo a ∈ Z con 1 ≤ |a| < pn y (a, p) = 1, escribamos |a| = a0 +
n−1∑
k=1
ukp
k with 0 ≤ u ≤ p− 1. Definamos tambie´n
γa,n =
{
γun−1γun−2 · · · γu1γa0,1, si a > 0,
γ−un−1γ−un−2 · · · γ−u1γ−a0,1, si a < 0.
Sea ap el autovalor de Tp asociado a f y sea αp una ra´ız admisible del
polinomio de Hecke. Supongamos que p - N o que p‖N . Fijemos un
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punto cuadra´tico imaginario τ en el semiplano superior y, dada una ma-
triz g ∈ GL (2,Z) con determinante positivo, denotamos φτf :=
∫ g(τ)
τ
f(z)dz.
Proponemos la siguiente definicio´n
Definicio´n 7.2.6. Para todo a ∈ Z primo con p y para todo n ≥ 1 tal que
0 ≤ a < pn, denotemos
∆τf (a, n) = φ
τ
f (γa,n)− φτf (γ−a,n),
∆τf (pa, n) = φ
τ
f (γpγa,n)− φτf (γpγ−a,n).
• Si p‖N , definimos
µQ (a+ pnZp) = a−np ∆τf (a, n).
• Si p - N , definimos
µQ (a+ pnZp) = α−np
(
∆τf (a, n)− α−1p ∆τf (pa, n)
)
.
Definamos finalmente
µQ
(
Z∗p
)
=
p−1∑
a=1
µQ (a+ pZp) ,
y para cada k ≥ 1, definimos
µQ
(
pkZp
)
= 0.
Demostramos en la Proposicio´n 5.2.3 que nuestra medida cuadra´tica toma
valores en un Qp(αp)-espacio vectorial de dimensio´n infinita numerable (αp
es una ra´ız admisible no nula del polinomio de Hecke). No obstante, sorpren-
dentemente, el Z-mo´dulo donde toma valores la integral modular cuadra´tica
(que resulta ser un 1-cociclo) es finitamente generado.
Exploramos asimismo la relacio´n de las funciones L p-a´dicas con la ho-
molog´ıa de X0(N) y relacionamos nuestras medidas cuadra´ticas con la pro-
duccio´n de puntos algebraicos en curvas el´ıpticas definidos sobre la extensio´n
abeliana maximal de Q (τ), donde τ es el punto cuadra´tico imaginario de
partida. Usamos para ello herramientas de la teor´ıa de puntos de Heegner.
Nuestro Teorema 5.3.5 es un resultado en este sentido.
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7.3 Formas automorfas
7.3.1 Introduccio´n
El cap´ıtulo 6, por un lado, aporta una de las principales construcciones orig-
inales de nuestra tesis, a saber, la funcio´n L p-a´dica asociada a una forma
automorfa de peso 2 respecto a un grupo aritme´tico Fuchsiano indefinido,
y por otro, explica los detalles del resultado principal de [5], que asimismo
hemos adaptado nosotros a nuestro contexto. Nos centramos por tanto en
este cap´ıtulo en las curvas de Shimura X(D,N) con D > 1. Estas cur-
vas se obtienen como el modelo cano´nico asociado a los cocientes anal´ıticos
Γ(D,N)\H, donde Γ(D,N) es la imagen en GL (2,R) del grupo multiplica-
tivo de los elementos de norma reducida 1 del orden de Eichler O (D,N)
asociado al a´lgebra de cuaterniones sobre Q de discriminante D (cf. [1]). En
concreto, nos ocupamos de la relacio´n entre la homolog´ıa y nuestra teor´ıa de
integracio´n sobre ciclos con base un punto cuadra´tico, sobre la que constru-
iremos nuestra funcio´n L p-a´dica cuadra´tica para estas curvas.
7.3.2 Objetivos, aportaciones fundamentales y conclu-
siones
Probamos la siguiente generalizacio´n del conocido teorema de Manin sobre
la homolog´ıa de X0(N):
Teorema 7.3.1. Sea Γ un grupo aritme´tico fuchsiano de primer tipo. De-
notemos por E al conjunto de elementos el´ıpticos de Γ. Sea Γ′ el subgrupo
conmutador de Γ. Fijemos α ∈ H. Dado g ∈ Γ, definamos φα(g) =
{α, g(α)}Γ ∈ H1 (X (Γ) (C) ,Z). Entonces, la siguiente sucesio´n de grupos
es exacta:
0→ Γ′E → Γ φα→ H1 (X (Γ) (C),Z)→ 0,
y la aplicacio´n φα es independiente de α.
Damos un algoritmo de descomposicio´n de ciclos cerrados en curvas de
Shimura de signatura (1, e) (algoritmo 6.1.20) en elementos de una base de
homolog´ıa y un planteamiento alternativo al caso modular, con cierto pare-
cido al desarrollo de Manin en fracciones continuas (algoritmo 6.1.22). En
definitiva, nos percatamos de que si sustituimos las clases distinguidas de
Manin por ciclos cerrados con base un punto cuadra´tico, podemos definir
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un ana´logo de los s´ımbolos modulares cla´sicos que denominamos s´ımbolos
modulares cuadra´ticos.
Este s´ımbolo modular cuadra´tico depende del primo p considerado (es de
hecho, en cierto modo, un objeto p-a´dico). Asimismo, este s´ımbolo cuadra´tico
da lugar a una distribucio´n p-a´dica en el caso en que p - D y p‖N (esta
condicio´n se debe a la forma particularmente sencilla en que actu´a el operador
de Hecke Tp en este caso, aunque en ulteriores investigaciones trataremos
de afrontar el caso general). Por u´ltimo, describimos nuestro espacio de
s´ımbolos modulares cuadra´ticos en te´rminos cohomolo´gicos, inspira´ndonos
en el isomorfismo de Ash-Stevens entre los s´ımbolos modulares cla´sicos y la
cohomolog´ıa de soporte compacto.
Asimismo, probamos que el espacio de s´ımbolos modulares cla´sicos tiene
una copia isomorfa en la interseccio´n de los espacios de s´ımbolos cuadra´ticos
asociados a cierta familia infinita de primos descrita de manera precisa en
funcio´n del punto cuadra´tico. Estos resultados han dado lugar a los preprints
[8] y [9], que han sido enviados a publicacio´n. Recientemente, hemos obser-
vado que la teor´ıa de puntos CM en curvas de Shimura X(D,N) podr´ıa im-
plicar que nuestras distribuciones p-a´dicas quadra´ticas tambie´n produjesen
puntos algebraicos, ya que la correspondencia de Jacquet-Langlands permite
asociar a una forma automorfa, una forma modular cuyos autovalores de
Hecke coinciden con los de la forma automorfa de partida, salvo una canti-
dad finita. Esto supone que las dos funciones L complejas coinciden salvo
una cantidad finita de factores de Euler. Controlar estos factores de Euler,
no obstante, parece una tarea en absoluto trivial.
Producir expl´ıcitamente puntos algebraicos en curvas de Shimura, encon-
trar ecuaciones para sus modelos cano´nicos o funciones uniformizantes es
una tarea extremadamente delicada. En el Grupo de Teor´ıa de Nu´meros de
Barcelona se ha trabajado extensivamente en ella, destaca´ndose los traba-
jos de P. Bayer y A. Travesa ([11], [12]) y de P. Bayer y J. Gua`rdia ([10]).
Nosotros, en suma, ofrecemos en esta tesis, una relacio´n del problema de pro-
duccio´n de puntos algebraicos con el estudio de valores especiales de nuestras
funciones L p-a´dicas.
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