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ABSTRACT. This paper concerns the dual risk model, dual to the risk model for insurance applications, where
premiums are surplus-dependent. In such a model premiums are regarded as costs, while claims refer to profits.
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1. INTRODUCTION
The optimal dividend problem concerns maximizing the expected discounted cumulative dividend paid
up to the time of ruin. The classical optimal dividend problem has been considered by many authors
since De Finetti [13], who first introduced the barrier strategy, in which all surpluses above a given level
are transferred to a beneficiary, and raised the question of optimizing its level. Gerber and Shiu [14],
Asmussen and Taksar [4] and Jeanblanc and Shiryaev [25] considered the the optimal dividend problem
in the Brownian motion setting. Azcue and Muler [19] and Schmidli [24] studied the optimal dividend
strategy under the Crame´r-Lundberg model using a Hamilton-Jacobi-Bellman (HJB) system of equations.
Further Avram et.al. [8, 9], Kyprianou and Palmowski [15], Loeffen [16, 17], Loeffen and Renaud [18],
Czarna and Palmowski [11] and many other authors analyze the dividend problem for the Le´vy risk
process using the probabilistic approach.
In this paper, we deal with so-called dual risk process. In the dual model, in contrast to the classical
model, the premium rate is viewed as a cost function and thus it is negative. While claims, on the other
hand, should be considered as profits or gains and therefore, they make the surplus increase; see [5], [6],
[10], [21]. There are various interpretations for the dual model. For instance, it is appropriate for the
company which pays continuously expenses relevant to research and occasionally gains some random
income from some inventions or discoveries. As an example one can consider pharmaceutical companies,
real estate agent offices or brokerage firms that sell mutual funds or insurance products with a front-end
load. For more detailed information, we refer the reader to [5]. There is a good deal of work being done
on dividend barrier in the dual model under the assumption that the cost function is constant and gains
are modeled by a compound Poisson process. Avanzi et al. [5] considered cases when profits or gains
follow an exponential or a mixture of exponential distributions and they derived explicit formulas for the
expected discounted dividend values. They also found the optimal barrier level. The connection between
dual and classical model was explained and used by Afonso et al. [1]. Avanzi and Gerber [6] studied
a dual model perturbed by a diffusion. Using Laplace transform method they determined the optimal
strategy among the set of all barrier strategies. Bayraktar et al. [10] used the fluctuation theory to prove
the optimality of a barrier strategies for all spectrally positive Le´vy processes. They characterized the
optimal barrier using a so-called scale functions. Moreover, they identify the solution to the dividend
problem with capital injections. Finally Albrecher et al. [2] using Laplace transforms examined a dual
model in the presence of tax payments.
In this paper, we will analyze the dividend problem in a dual model with a reserve-dependent risk process.
We will use the theory of piecewise deterministic Markov processes (PDMP) and martingale properties.
Assuming the absence of transaction costs, we find the corresponding HJB system. In the next step, we
find the optimal barrier strategy and we will give sufficient conditions for the barrier strategy to be op-
timal. The corresponding classical model has been already analyzed in [20]. In this paper, we also show
connections between both models. As a side product we obtained some exit problems formulas, which
can be used to solve problems with capital injections (see [10]).
The paper is organized as follows. In Section 2, we introduce the basic notation and we describe the dual
model we deal with. Section 3 is dedicated to the corresponding classical model, where we show results
on the exit and capital injections problems. In Section 4, we present the Verification Theorem. We also
analyze the barrier strategy and give sufficient conditions for the barrier strategy to be optimal among all
admissible strategies. In Section 6, we give all the proofs. Section 5 is devoted to some examples.
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2. THE DUAL MODEL
In the dual model the surplus process R (without payment of dividends) with an initial capital x > 0,
solves the following differential equation:
Rt = x−
∫ t
0
p(Rs)ds+
N(t)∑
k=1
Ck,
where p is a given deterministic, absolutely continuous, positive cost function and {Ck}∞i=1 is a sequence of
i.i.d. positive random variables with distribution function F , representing the capital injections. Above N
is an independent Poisson process with intensity λ > 0 modeling the times at which the capital injections
occur. We assume that Rt → ∞ a.s. as t → ∞, F is absolutely continuous with respect of Lebesgue
measure with density f and EC1 <∞.
To approach the dividend problem, we consider the controlled surplus processXpi satisfying the following
stochastic differential equation:
Xpit = x−
∫ t
0
p(Xpis )ds+
N(t)∑
k=1
Ck − Lpit ,
where pi is a strategy from the class Π of all ,,admisibble” dividend controlls resulting in the cummulative
amount of dividends Lpit paid up to time t. We say that a dividend strategy pi is admissible, if the process
Lpi is ca`dla`g, nondecreasing, starting from zero (Lpi0− = 0) and adapted to the natural filtration of the risk
processR that satisfies the usual conditions. Moreover, at any time t the dividend payment is smaller than
the size of the available reserves (Lpit − Lpit− ≤ Xpit−).
The object of interest is the averange value of the cumulative discounted dividends paid up to the ruin
time:
(1) vpi(x) := Ex
[∫ σpi
0
e−qtdLpit
]
,
where σpi := inf{t ≥ 0 : Xpit ≤ 0} is the ruin time and q ≥ 0 is a given discount rate. We adopt the
convention that Ex is the expectation with respect to Px(·) := P(·|Xpi0− = x). Note that unless otherwise
stated we write σ instead of σpi to simplify the notation.
The dividend optimization problem consists in finding the so-called value function v given by
(2) v(x) := sup
pi∈Π
vpi(x)
and the optimal strategy pi∗ ∈ Π such that
v(x) = vpi∗(x) for x ≥ 0.
In the next subsection we present some of the results for the classical model that can be used to solve the
dual problem.
3. THE CLASSICAL MODEL
The connection between the classical and dual model is crucial, since we will use some methods and
results already derived for the classical model.
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In the classical model, we consider the surplus process R˜ (before any regulation) with an initial capital
x˜ > 0, described by the following stochastic differential equation:
R˜t = x˜+
∫ t
0
p˜(R˜s)ds−
N(t)∑
k=1
Ck,
where p˜ is a given deterministic, positive and absolutely continuous premium function. Here, the generic
C denotes the claim size or lost that arrives according to Poisson process N . Let X˜t be a reflected process
satisfing the equation
X˜t = x˜+
∫ t
0
p˜(X˜s)ds−
N(t)∑
k=1
Ck + L˜
0
t ,
where ∆L˜0t =
(
−X˜t
)
I{X˜t<0}. Note that L˜
0 is a nondecreasing adapted process with L˜00− = 0. Above L˜0t
represents the total amount of capital injections up to time t.
We will first demonstrate how to identify
Ex
[∫ T˜+a
0
e−qtdL˜0t
]
,
where T˜+a := inf{t ≥ 0 : X˜t ≥ a}. It is the average discounted value of injected capital paid up to the time
of reaching the barrier a > 0 by the controlled process X˜ .
Two functions, W˜q and G˜q,w, are crucial to solve this problem. There are related with two-sided and
one-sided exit problems of R˜ in the following way:
(3) Ex
[
e−qτ˜
+
a I{τ˜+a <τ˜−0 }
]
=
W˜q(x)
W˜q(a)
, for x ∈ [0, a]
(4) G˜q,w(x) := Ex
[
e−qτ˜
−
0 w(|R˜τ˜−0 |)I{τ˜−0 <∞}
]
, for x > 0,
where a > 0, τ˜+a = inf{t ≥ 0 : R˜t ≥ a} and τ˜−a = inf{t ≥ 0 : R˜t < a}. Function G˜q,w is defined for some
general positive penalty function w. For the existence and properties of the functions W˜q and G˜q,w we
refer the reader to [3] and [20].
Note that R˜ is a piecewise deterministic Markov process. By A˜ we denote the full generator of R˜, i.e. we
have:
A˜m(x) = p˜(x)m′(x) + λ
∫ ∞
0
(m(x− z)−m(x))dF (z)
acting on absolutely continuous functions m such that
E
[ ∑
σi≤t
|m(R˜σi)−m(R˜σi−)|
]
<∞ for any t ≥ 0.
Above {σi}i∈N∪{0} denotes the times at which the claims occur (see Davis [12] and Rolski et al. [23]).
Moreover, m′ denotes the density of m. Note that any function, which is absolutely continuous and ulti-
mately dominated by an affine function, is in the domain of the full generator A as a consequence of the
assumption that EC1 <∞. Recall that for any function m from the domain of A the process{
e−qtm(R˜t)−
∫ t
0
e−qs
(
A˜ − qI
)
m(R˜s) ds, t ≥ 0
}
is a martingale.
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Marciniak and Palmowski [20] showed that, if the claim size distribution of C is absolutely continuous,
then functions W˜q and G˜q,w are differentiable and satisfy equations:
(5) A˜W˜q(x) = qW˜q(x) for x ≥ 0, W˜q(x) = 0 for x < 0, W˜q(0) = 1
and
(6) A˜G˜q,w(x) = qG˜q,w(x) for x ≥ 0, G˜q,w(x) = w(x) for x < 0.
Now we are drawing our attention to the exit problem for the reflected process X˜ . The first passage time
of a positive level a > 0 we denote by
T+a := inf{t ≥ 0 : X˜t > a}.
The following result express the Laplace transform of the exit time T+a in terms of the functions W˜q and
G˜q,1.
Theorem 1. Let a > 0, x ∈ [0, a] and q ≥ 0. If T+a <∞ P-a.s. then
Ex
[
e−qT
+
a
]
= Z˜(x)/Z˜(a),
where
(7) Z˜(x) :=
(
1− G˜q,1(0)
)
W˜q(x) + G˜q,1(x) for x ≥ 0
and Z˜(x) = 1 for x < 0.
Proof. By the properties of G˜q,1 and W˜q
(8) (A˜ − qI)Z˜(x) = 0 for all x > 0, Z˜(x) = 1 for x ≤ 0.
Note that Z˜ is continuous on R and continuously differentiable on R \ {0} with right and left derivative
at 0. Thus Z˜ is absolutly continuous on R. Moreover, Z˜ is dominated by some affine function on the set
(−∞, a). Therefore, Z˜ is in the domain of the piecewise deterministic Markov process X˜t∧T+a (see Davis
[12] and Rolski et al. [23]). This means that the process
Kt∧T+a := e
−q(t∧T+a )Z˜(X˜t∧T+a )−
∫ t∧T+a
0
e−qs
(
A˜X − qI
)
Z˜(X˜s) ds
is a martingale for the generator A˜X of X˜t∧T+a given by:
A˜Xm(x) = p˜(x)m′(x) + λ
∫ x
0
(m(x− z)−m(x))dF (z) + λ(m(0)−m(x))P(C1 > x).
Note that Z˜(x − z) = Z˜(0) for all z ≥ x. Thus, by (8), we have Kt∧T+a = e−q(t∧T
+
a )Z˜(X˜t∧T+a ), which is
bounded by supx∈[0,a]{Z˜(x)} <∞. Hence Kt∧T+a is a uniformly integrable (UI) martingale and
Z˜(x) = Ex[Kt∧T+a ]→ Ex[KT+a ] = Z˜(a)Ex[e−qT
+
a ] as t→∞.
We used in above the assumption that T+a <∞ a.s. This completes the proof. 
Remark 2. Note that the function Ex[e−qT
+
a ] is increasing on (0, a) for any a > 0, thus Z˜(x) has to be
increasing on (0,∞). Moreover, Z˜ is continuous on R and continuously differentiable on R \ {0}.
From (4) and Theorem 1, using the strong Markov property of R˜ and X˜ , one can obtain the following
crucial identities.
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Theorem 3. (i) For x ≥ 0 and q > 0 it holds that
g˜(x) := Ex
[∫ ∞
0
e−qsdL˜0s
]
= −Ex
[
e−qτ˜
−
0 R˜τ˜−0
]
+ Ex
[
e−qτ˜
−
0
]
E0
[∫ ∞
0
e−qsdL˜0s
]
= G˜q,|x|(x) + G˜q,1(x)g˜(0).(9)
(ii) Let a ∈ (0,∞). For all x ∈ [0, a) we have
(10) Ex
[∫ T+a
0
e−qsdL˜0s
]
= g˜(x)− Z˜(x)g(a)/Z˜(a).
4. OPTIMAL DIVIDEND STRATEGY
4.1. HJB equations. To prove the optimality of a particular dividend strategy pi among all admissible
strategies Π for the dual problem (2), we consider the following Hamilton-Jacobi-Bellman (HJB) system:
max {(A− qI)m(x), 1−m′(x))} = 0 for x > 0,
m(x) = 0 for x ≤ 0,(11)
where A is the full generator of the piecewise deterministic Markov process R given by:
(12) Am(x) = −p(x)m′(x) + λ
∫ ∞
0
(m(x+ y)−m(x)) dF (y),
acting on absolutely continuous functions m such that
E
[ ∑
σi≤t
|m(Rσi)−m(Rσi−)|
]
<∞ for any t ≥ 0,
where {σi}i∈N∪{0} denotes the times at which the claims occur (see Davis [12] and Rolski et al. [23]). In this
case m′ denotes the density of m. Recall that any function, which is absolutely continuous and ultimately
dominated by an affine function, is in the domain of the full generator A.
Theorem 4. (Verification Theorem) Assume that m : [0,∞) → [0,∞) is continuous and m(0) = 0. Extend m to
the negative half-axis by m(x) = 0 for x < 0. Suposse that m is C1 on (0,∞). If m satisfies (11), then m ≥ v on
(0,∞).
The proof of Theorem 4 is given in Appendix.
4.2. Barrier Strategies. In this subsection, we consider the barrier strategy piβ , which pays everything
above a fixed level β ≥ 0 as dividends. We find vpiβ defined by (1). To this end, we will use methods from
the classical model.
Consider the classical risk process R˜β with
p˜(·) = pβ(·) := p(β − ·), x˜ = β − x.
The idea is to transfer the jumps over barrier β in the dual model into the injections in the classical model
that happen when it gets below zero. The Figure 1 shows this connection between the classical and the
dual model. Using this correspondence, by a direct application of the results given in (10), we have the
following of the value function under the barrier strategy.
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FIGURE 1. Classical vs. dual model.
Theorem 5. We have,
vpiβ (x) := vβ(x) =

gβ(β − x)− Zβ(β − x)gβ(β)/Zβ(β) 0 ≤ x ≤ β,
x− β + vβ(β), x > β,
(13)
where gβ(β − x) := g˜(x˜) is given in (9).
Remark 6. Note that vβ is continuous on [0,∞) with vβ(0) = 0. Note also that vβ solves an integro-
differential equation:
(14) (A− qI)vβ(x) = 0 for x ∈ (0, β).
Moreover, vβ is C1 on (0, β) and v′β , vβ are left-contiuous at β and right-continuous at 0.
We start from the case when optimal barrier is located at 0, that is, according to this strategy it is optimal
to pay all initial capital as dividends.
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Theorem 7. If −p(x) + λEC1 − qx ≤ 0 for all x ≥ 0 then v0(x) = v(x) for all x and the barrier strategy piβ with
β = 0 is optimal.
Proof. Consider h(x) = x. We have
(A− q)h(x) = −p(x) + λ
∫ ∞
0
zdF (z)− qx ≤ 0.
Thus h satisfies (11), and by Theorem 4 we have h ≥ v on (0,∞). However, h is the value function for the
barrier strategy pi0. Thus h(x) = v(x) for all x ≥ 0 and pi0 is indeed optimal. 
We shall examine the smoothness of vβ at x = β in order to find a candidate β∗ for the optimal barrier
level. In particular, we will show that the optimal barrier β∗ is given by:
(15) β∗ := inf
{
β ≥ 0 : v′β(β−) = 1
}
.
The next theorem concerns the existence of β∗.
Theorem 8. Assume that p is a C1 function on [0,∞) such that λEC1 > p(0) > 0 and there exists xˆ > 0 such
that p(xˆ) > λEC1 − qxˆ.
Then β∗ exists and β∗ ∈ (0, xˆ).
In next result we give sufficient conditions for the barrier strategy to be optimal.
Theorem 9. Assume that β∗ <∞ exists and p ∈ C1. Let−p′(x)− q < 0 for all x ≤ β∗. Then the barrier strategy
piβ∗ is optimal and v(x) = vβ∗(x) for all x ≥ 0. Moreover, in this case v(x) uniquely solves the equation (14) with
the boundary condition v′(β∗) = 1.
Remark 10. Note that in the case when p(x) = p is constant all assumptions are satisfied and the barrier
strategy is always optimal. It was already proved in [10]. In the case of general premium function we
conjecture that this is not always true (even if β∗ is well-defined). Unfortunately, due to complexity of the
HJB equation in this case, it’s difficult to construct a counterexample.
5. EXAMPLES
In this section, we assume that injection size C1 has an exponential distribution with a parameter µ > 0.
Then the equation (14) can be transformed into
(16) − p(x)v′′β(x) + (µp(x)− p′(x)− λ− q)v′β(x) + µqvβ(x) = 0
with the initial conditions vβ(0) = 0 and
p(0)v′β(0) = λµ
∫ β
0
vβ(z)e
−µz dz + µ
∫ ∞
β
(z − β + vβ(β))e−µz dz.
Example 1. Consider an increasing rational cost function given by
p1(x) = c
(
2− (1 + x)−1).
This premium function tends to constant 2c for large present reserves and it is within range [c, 2c]. Solving
equation (16) numerically, we can identify β∗ and add later some observations. For calculations we used
representation (13) of the equation for the barrier value function. We skip details here. Note also that for
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TABLE 1. Dependence β∗ of c.
q = 0.1, µ = 0.01, λ = 0.1
c 1 1.4 1.6 2 2.6 3 4 4.5
β∗ 26.5 32.2 34.25 37.1 38.3 37.1 26.6 17.5
TABLE 2. Dependence β∗ of q.
µ = 0.01, λ = 0.1, c = 2
q 0.08 0.09 0.1 0.12 0.14 0.15 0.17
β∗ 49.4 42.3 37.1 29.8 25.5 23.2 20.25
TABLE 3. Dependence β∗ of µ.
q = 0.1,λ = 0.1, c = 2
µ 0.005 0.007 0.01 0.015 0.017 0.02 0.025 0.27
β∗ 54.7 46.6 37.1 24.2 19.7 13.1 4.65 2.93
FIGURE 2. The optimal barrier as a function of q, µ and c respectively with β∗1 corre-
sponding to the model with p1 premium function and β∗2 to the model with p2.
c > λ/µ from Theorem 8 it follows that the barrier level β∗ is well-defined and by Theorem 9 the barrier
strategy piβ∗ is optimal. In the Tables 1, 2 and 3 we present numerical results.
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FIGURE 3. The optimal barrier as a function of q and c respectively with β∗3 correspond-
ing to the premium function p3.
Example 2. In this example we investigate the exponential-like cost function
p2(x) = 2c(1 + e
−x)−1
which produces quicker convergence to the constant than in the previous example. Still, we expect similiar
properties as both functions are increasing with the same range of values between c and 2c. Again the
equation (16) produces numerical values of barrier level β∗ which is by Theorems 8 and 9 well-defined
and optimal within all admissible strategies. Figure 2 compare β∗ in both examples and as predicted
respective values are close.
From above numerical analysis it follows that there is a huge impact on β∗ of the parameters q, µ and c.
Moreover, the optimal barrier level β∗ decreases rapidly with µ increasing as well as with increasing q in
both cases. We can also observe concavity of the optimal barrier level with respect to c.
Example 3. Let’s consider a decreasing premium function given by
p3(x) = c+
0.1
1 + x
.
Theorem 9 implies that with q > 0.1 the barrier strategy β∗ is optimal among all admissible strategies.
It seems that when it comes to properties of β∗, they remaind the same as in the previous examples (see
Figure 3).
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6. APPENDIX
6.1. Proof of the Verification Theorem 4. Fix an arbitrary x ∈ (0,∞) and pi ∈ Π. By {tn}∞n=1 denote all
jumping times for Lpi . Since m is C1(0,∞) and Xpit∧σpi ∈ [0,∞), we are allowed to use Itoˆ’s formula to the
process Yt := e−q(t∧σ
pi)m(Xpit∧σpi ), which gives:
Yt − Y0 =
∫ t∧σpi
0
e−qs(A− qI)m(Xpis−)ds+Mt −
∫ t∧σpi
0
e−qsdLpi,cs
+
∑
0≤tn≤t∧σpi
e−qtn [m(Xpitn− + CNtn∆Ntn −∆Lpitn)−m(Xpitn− + CNtn∆Ntn)],
where Lpi,c denotes the continuous part of Lpi and Mt is a martingale with M0 = 0. Since m satisfies (11)
we have
Yt − Y0 ≤
∫ t∧σpi
0
e−qs(A− qI)m(Xpis−)ds+Mt −
∫ t∧σpi
0
e−qsdLpi,cs −
∑
0≤tn≤t∧σpi
e−qtn∆Lpitn
≤ −
∫ t∧σpi
0
e−qsdLpis +Mt.
Taking expectations and using the fact that m ≥ 0, we obtain
m(x) ≥ Ex
[
e−q(t∧σ
pi)m(Xpit∧σpi )
]
+ Ex
∫ t∧σpi
0
e−qsdLpis
≥ Ex
∫ t∧σpi
0
e−qsdLpis .
Letting t→∞ and applying the Monotone Covergence Theorem gives:
m(x) ≥ vpi(x).
Therefore, since pi ∈ Π and x were arbitrary, we proved the desired inequality
m(x) ≥ v(x) for all x ∈ [0,∞). 
6.2. Additional facts. Before we prove the main results of this paper we demonstrate few auxiliary facts
used in these proofs.
Lemma 11. Let β ≥ 0. Assume that we have a function hβ : R → [0,∞), such that hβ(x) = x − β + hβ(β) for
all x > β and hβ(x) = 0 for all x ≤ 0. If the function hβ(x) solves the equation
(A− qI)hβ(x) = 0 for 0 < x < β
with the boundary conditions h′β(β) = 1, then
hβ(x) = vβ(x) for all x ≥ 0.
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Proof of Lemma 11. DenoteXβ := Xpiβ . Take an arbitrary x ∈ [0, β]. Applying Ito’s formula for e−qthβ(Xβt ),
we obtain
Ex
[
e−q(t∧σ
β)hβ(X
β
t∧σβ )
]
= hβ(x) + Ex
[∫ t∧σβ
0
e−qs(A− qI)hβ(Xβs )ds
]
+ Ex
[∫ t∧σβ
0
e−qshβ(Xβs )dL
β,c
s
]
+Ex
 ∑
0≤s≤t∧σβ
e−qs
(
hβ(X
β
s− −∆Lβs )− hβ(Xβs−)
)
I∆Lβs>0

= hβ(x) + Ex
[∫ t∧σβ
0
e−qs(A− qI)hβ(Xβs )ds
]
− Ex
 ∑
0≤s≤t∧σβ
e−qs∆Lβs I∆Lβs>0
 .
Note that between the positive jumps the processXβ is decreasing and henceLβ,c ≡ 0. Moreover,Xβs− > β
on {∆Lβs > 0} and hβ(Xβs− −∆Lβs ) = hβ(β). Hence, after rearranging and letting t→∞, we get
hβ(x) = Ex
[∫ σβ
0
e−qsdLβs
]
= vβ(x).
This completes the proof. 
Lemma 12. Assume that p is C1 on (0,∞) and that −p′(x)− q < 0 for all x ∈ (0, β]. If v′β(β−) ≥ 1 then vβ(x)
is in C2 on (0, β) and it is increasing and concave on (0,∞).
Proof. We begin by proving that vβ is increasing on (0, β). Let τ+a := inf{t ≥ 0 : Rt ≥ a} and τ−0 := inf{t ≥
0 : Rt < 0}. By the Strong Markov property of the PDMP Rt for all 0 < y < x < β
vβ(y) = vβ(x)Ey
[
e−qτ
+
x ; τ+x < τ
−
0
]
< vβ(x),
which completes the proof of this statement. Furthermore, since p is C1 by (14), we have that vβ is C2 on
(0, β) and vβ is left-continuous at β. Moreover, if we differentiate (14) with respect to x we get:
(17) p(x)v′′β(x) = (−p′(x)− λ− q)v′β(x) + λ
∫ β−x
0
v′β(x+ z)f(z) dz + λ
∫ ∞
β−x
f(z) dz.
Consequently, since v′β(β−) ≥ 1, we obtain
p(β)v′′β(β−) ≤ −p′(β)− λ− q + λ
∫ ∞
0
f(z) dz = −p′(β)− q < 0.
Assume now a contrario that vβ is not concave. Then by continuity of v′′β , there exists xˆ ∈ (0, β), such that
v′′β(xˆ) = 0 and v
′′
β(x) < 0 for all x ∈ (xˆ, β). Hence, from the assumption that v′β(β−) ≥ 1,
0 = p(xˆ)v′′β(xˆ) = (−p′(xˆ)− λ− q)v′β(xˆ) + λ
∫ β−xˆ
0
v′β(xˆ+ z)f(z) dz + λ
∫ ∞
β−xˆ
f(z) dz
< (−p′(xˆ)− λ− q)v′β(xˆ) + λv′β(xˆ)
∫ β−xˆ
0
f(z) dz + λv′β(xˆ)
∫ ∞
β−xˆ
f(z) dz
= (−p′(xˆ)− q)v′β(xˆ) < 0.
This leads to the contradiction. Therefore, v′′β(x) < 0 for all x ∈ (0, β). 
We are ready to prove the main results.
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6.3. Proof of the Theorem 8. From (14) and (12) we can conclude that vβ on (0, β) satisfies the equation:
(18) − p(x)v′β(x)− (λ+ q)vβ(x) + λ
∫ β−x
0
vβ(x+ z)f(z) dz + λ
∫ ∞
β−x
(x+ z − β + vβ(β)) f(z) dz = 0
with the initial condition vβ(0) = 0. We recall that we are looking for β∗ satisfying v′β∗(β
∗) = 1. Let
uβ(x) := v
′
β(x).
Transforming the equation (18), we obtain the following Fredholm equation for uβ :
(19) uβ(x) = Gβ(x) +
∫ β
0
K(x, y)uβ(y) dy,
where
Gβ(x) :=
λ
p(x)
(∫ ∞
β−x
(x+ z − β) f(z)dz
)
,
K(x, y) :=
{ −q
p(x) for 0 ≤ y ≤ x
λ
p(x)
∫∞
y−x f(z) dz for y > x ≥ 0.
Taking x = β in (19) leads to the equation:
(20) uβ(β) =
λ
p(β)
E(C1)− q
p(β)
∫ β
0
uβ(y) dy.
We denote:
γ(β) := uβ(β).
We want to prove the existence of β∗ such that
(21) γ(β∗) = 1.
By our assumption:
(22) γ(0) =
λ
p(0)
E(C1) > 1.
We will show that
(23) γ(xˆ) ≤ 1.
Indeed, assume a contrario that γ(xˆ) > 1. Then by Lemma 12, we have that uxˆ is increasing and conse-
quently uxˆ(y) > 1 for all y ∈ (0, xˆ). Thus
γ(xˆ) =
λ
p(xˆ)
E(C1)− q
p(xˆ)
∫ xˆ
0
uxˆ(y) dy
≤ λ
p(xˆ)
E(C1)− q
p(xˆ)
xˆ < 1.
In this way we derived a contradiction. To get (21) by inequalities (22) and (23), it suffices to prove that
γ is a continuous function. The latter follows from the following observation. We denote ∆βbβ(x) =
bβ(x)− bβ−(x) for a general function bβ . From (19) it follows that
∆βuβ(β) =
∫ β
0
K(β, y)∆βuβ(y) dy
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and hence function β → ∆βuβ(β) is continuous. Note that from the last conclusion it follows that
∆β∆βuβ(β) = ∆βuβ(β) = 0 and function β → uβ(β) = γ(β) is also continuous. This completes the
proof. 
6.4. Proof of the Theorem 9. Due to the Lemma 12, we have v′β∗(x) ≥ v′β∗(β∗) = 1 for all x ∈ (0, β∗).
Moreover, (A− qI)vβ∗(x) = 0 for x ∈ (0, β∗). It remains to prove that (A− qI)vβ∗(x) ≤ 0 for x > β∗. Since
vβ∗(x) = x− β∗ + vβ∗(β∗) for x > β∗, we have:
(24) (A− qI)vβ∗(x) = −p(x) + λ
∫ ∞
0
zdF (z)− q(x− β∗ + vβ∗(β∗)).
Note that vβ∗ is C1 and therefore, by assumption that p ∈ C1, the function (A− qI)vβ∗(x) is continuous at
x = β∗. Thus we have (A − qI)vβ∗(β∗) = 0. The assumption −p′(x) − q ≤ 0, together with (24), give the
required inequality. Hence by Theorem 4, vβ∗(x) ≥ v(x) for all x ≥ 0. At the same time from the definition
of the value function we have that vβ∗(x) ≤ v(x) for all x ≥ 0. Consequently vβ∗(x) = v(x) and by Lemma
11 v must uniquely solve the equation (14) with the boundary condition v′(β∗) = 1. This completes the
proof. 
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