The present work aims to analyse the REBLUP (robust empirical best linear unbiased prediction) method as proposed by Sinha-Rao [2009] for computing robust estimators of variance components under the nested error unit-level model. It explains the theoretical and computational aspects associated with the REBLUP method to reveal the strengths and weaknesses of the proposed approach. A Monte Carlo study is then conducted to analyse the method's performance under different scenarios.
One of the most noteworthy advantages of mixed models is that they are appropriate for non-independent data. As an illustration, consider the unit-level Model /1/ that considers data from D groups, in which these groups are independent from one another. For example, a group can be a person, a family, a county, etc. When multiple observations are collected from the same group, such as a person, a family, or a county, independence among observations from the same group can no longer be assumed. Therefore, Model /1/ adds an additional source of variation as represented by random effects d u , to consider the data's particular structure (Gurka-Lloyd [2007] ).
EBLUP estimators
The LMM defined in /2/ contains three parameters: the vector of fixed effects, β ; the vector of random group effects, u; and the vector of variance components,
Assuming that the vector of variance components, θ is known, Henderson [1975] notes that we can obtain BLUE (best linear unbiased estimator) of β and BLUP (best linear unbiased predictor) of u, defined respectively as
Note that the estimators in /3/ depend on the vector of variance components, θ (through matrix V). In practice, the vector of variance components is unknown and must be estimated from the sample data. Thus, the empirical versions of /3/ -called EBLUE (empirical best linear unbiased estimator) and EBLUP -are obtained by replacing a suitable estimator θ of θ , or
where V indicates that θ has been replaced by its estimator θ .
Classical methods for estimating β and θ include the ML, REML, or by-moment methods (e.g. McCulloch-Searle [2001 ], Jiang [1996 ). In the following subsection, we present the estimation of β and θ via ML.
Estimation via maximum likelihood
Under the ML approach and assuming the normality of u and e (McCullochSearle [2001] p. 179.) we can write the joint probability density function of y as
where the joint log-likelihood is:
The first derivatives of  with respect to β and θ are given by
which equates to zero and uses properties /1/ and /2/ as noted in the Appendix; thus, the ML equations for β and θ are given as
The equations in /5/ do not have direct solutions and must be solved numerically. Literature has provided some useful algorithms for computing the ML estimators of β and θ , such as the Fisher-Scoring or Newton-Raphson methods.
REBLUP estimators
One of the most important disadvantages of the ML equations in /5/ is that they are sensitive to the presence of outliers in the data (Fellner [1986] , Stahel-Welsh [1997] , Sinha-Rao [2009] ). To overcome this disadvantage, Sinha and Rao [2009] proposed a more resistant version of the ML equations against outlier observations, called the REBLUP method; essentially, if some fitted values unusually differ from the corresponding observed values, then this indicates apparent outliers in the data. Therefore, Sinha and Rao [2009] proposed a robust version of the ML equations to handle outliers in the response values, given by the following expressions:
where r denotes the standardised residuals 
with the turning constant b = 1.345 to reach 95% efficiency. The REBLUP estimators are obtained based on a two-step procedure that uses the Newton-Raphson algorithm and takes ML estimators as starting values, as follows:
Stage 1. Estimate β and θ simultaneously based on the robust ML equations in /6/.
Stage 2. Predictor u is obtained using the estimator in Stage 1.
Stage 1 simultaneously estimates two model parameters ( β and θ ). Hence, to be able to analyse the estimated vector of variance components, θ , we also need to introduce the estimation of the vector of fixed effects, β . Sinha and Rao's [2009] study present the ML equations given in /5/, the robust version of the ML equations given in /6/, and the iterative equations given in /7/ and /8/. Our work aims to give more details about the construction of the REBLUP method (i.e. introduces the steps [for instance, the derivatives of expressions /7/ and /8/] omitted in Sinha and Rao's [2009] study). This information could be useful for researchers, programmers and final users.
Details of the method and our contribution

Stage 1
During the first stage, two parameters of Model /2/, β and θ are estimated simultaneously. In the next subsection, we present the estimation of the vector of fixed effects, β .
Estimation of the fixed effects, β
Consider the first robust ML equation in /6/ and denote  
The Newton-Raphson iterative equation for the estimation of β is given by the expression
where the derivative is:
Estimation of the variance components, θ
In this part of the study, the estimation of the vector of variance components, θ is introduced. Let us consider the second robust ML equation in /6/ and denote
The Newton-Raphson iterative equation for the estimation of θ is given by
, let us first rewrite   S θ as follows:
The first element in /9/ is a quadratic form. Under the assumption that δ δ V θ is a symmetric matrix, we can use properties /2/ and /3/ from the Appendix to obtain the derivative, given by
and using the product rule
Expressions /9/, /10/ and /11/ are defined for both elements of the vector of variance components, namely, for the random effect associated with the groups 2 u σ , and the random effect associated with the error term 2 e σ . The following subsections will explicitly define these expressions.
Estimation of the random effect associated with the groups,
In the case of the random effect associated with the groups, expression /9/ is given as
The derivative in /10/ is given by
t r a c e 2 t r a c ê ,
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Thus, the Newton-Raphson iterative equation for estimating 
with 2 0 u σ as a starting value, as Sinha and Rao [2009] note that this corresponds to an ML estimator.
Estimation of the random effect associated with the error term,
In the case of the random effect associated with the error term, expression /9/ is given by 
The derivative /10/ is given by 
Stage 2
In the second stage, Sinha and Rao [2009] predict u based on the estimators in Stage 1. However, as we aim to analyse the estimation of variance components, we will omit the details of this stage.
In conclusion, we have presented above the explicit expressions for the estimation of the vector of fixed effects, β given by /7/. We have defined the expressions for the estimation of the vector of variance components, θ , specifically, the estimator of the random effect associated with the groups, 
Monte Carlo simulation
This section presents a simulation study to evaluate the REBLUP method for uncontaminated data (data without outliers) and contaminated data (data with outliers). Uncontaminated data were generated from the nested error model given by , = 1, ..., , = 1, ...,
0, , and 0, , 
Scenario 3: Contaminated data (one shifted area -outliers affecting the variance associated with the groups 2 u σ ). This scenario introduces one outlying group, or specifically, we select the last group and replace all observations on that group by a mean shift of increasing size, or   , = 1, , , = 4 , = 0, 1, ..., 10
We then run our simulations separately for each of the former scenarios. In each simulation replicated, we calculate the non-robust (ML and REML) Table 1 reports the ARB and RMAE for the considered estimators under Scenario 1 (uncontaminated data). Table 1 illustrates that the two non-robust (ML and REML) estimators are less unbiased than the robust REBLUP estimator. This result is reasonable, as the ML and REML methods were created to work well under no contamination; further, the bias of the REBLUP estimator associated with the error term 2 e σ increases as 2 u σ increases. In Scenario 2 we contaminate our data by adding one additive outlier of increasing size in an attempt to affect the estimation of the variance components associated with the error term the non-robust estimators ML and REML, and 2. this becomes more evident as we increase the outlier size. This is because this type of outlier affects the starting values of the Newton-Raphson algorithm (based on ML estimators), and consequently, the algorithm diverges. A similar conclusion is made for the RMAE of the REBLUP estimators of 2 e σ (and 2 u σ ), as noted in Figure A2 . Finally, we contaminate our data in Scenario 3 by introducing one outlying area, in which we attempt to affect the estimation of the variance components associated with the groups 2 u σ . Figures A3 and A4 again illustrate that the ML and REML estimators produce similar values for the ARB and RMAE. Figure A3 indicates that the REBLUP estimator for 
Application -County crop areas
Here we use the dataset presented by Battese, Harter and Fuller [1988] , which consists of survey and satellite data for 12 counties in Iowa, in the United States (groups), or D = 12, with n = 37 number of observations. The data contain information about the number of segments in each county, number of reported hectares, number of pixels in the sample segments, and the mean number of pixels per segment, the latter of which we omitted in the present study. Table 2 displays the considered data. Source: Battese-Harter-Fuller [1988] p. 28.
   
2 2 0, and 0, Finally, the computational time used to calculate the estimates ( , ) β θ presented in Table 3 is as follows: ML -0.06 sec, REML -0.08 sec, REBLUP -2.73 sec. The time data for the non-robust methods (ML and REML) are less than one second, while it is around three seconds for the REBLUP method, meaning that the latter method is relatively fast.
This work resorts to the R statistical software. We created our own code (available upon request from the authors) for computing the REBLUP estimates, while package nlme was used to compute the ML and REML estimates.
Conclusion
This work analysed the REBLUP method's performance in computing robust estimators of variance components under the nested error model. Our theoretical and simulation study identified some possible disadvantages that can be considered for future research.
First, during the first stage of the REBLUP method, the model parameters β and θ are simultaneously estimated using the Newton-Raphson algorithm through Equations /7/, /12/, and /13/. This set of equations depends on the vector of variance components, θ (through matrix V), which is unknown. The REBLUP method suggests that ML estimators be used as starting values for the Newton-Raphson algorithm, then the estimators of β and θ are progressively and simultaneously discovered. In the presence of outliers, the starting values (based on ML estimators) can be seriously affected; consequently, the Newton-Raphson algorithm may not converge. Moreover, the type of outliers as described in Section 4 can also affect the estimation of more model parameters. As an illustration, consider Scenario 2, in which we introduced one additive outlier of increasing size to affect the variance associated with the error term 2 e σ . Figure A1 demonstrates that the bias of the REBLUP estimator associated with the error term 2 e σ is larger. Further, the bias of the REBLUP estimator associated with the groups 2 u σ is also larger; in other words, this type of outlier simultaneously affects two model parameters: 2 e σ and 2 u σ . We suggest overcoming this problem by replacing the starting values (currently, the ML estimators) from the Newton-Raphson algorithm for robust starting values free of the influence of outlier observations. Second, a different approach to improve the REBLUP method could explore a more resistant algorithm replacing the Newton-Raphson algorithm, exempt from the influence of outlier observations. Finally, we believe that future research on this topic might incorporate similar scenarios affecting directly the variances associated with the groups and errors as described in Section 4. 
