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We reassess the phase diagram of high-pressure solid hydrogen using mean-filed and many-body
wave function based approaches to determine the nature of phase III of solid hydrogen. To discover
the best candidates for the phase III, Density Functional Theory with meta-generalized-gradient
approximation (meta-GGA) non-empirical strongly constrained and appropriately normed (SCAN)
exchange-correlation (XC) is employed. We study eleven molecular structures with different sym-
metry, which are the most competitive phases, within the pressure range of 100 to 500 GPa. The
SCAN phase diagram predicts that the C2/c − 24 and P6122 − 36 structures are the best candi-
dates for the phase III with energy difference of less than 1 meV/atom. To verify the stability of
the competitive insulator structures of C2/c− 24 and P6122− 36, we apply the diffusion quantum
Monte Carlo (DMC) to optimise the percentage of the exact exchange (α) in the trial many-body
wave function. We found that the optimised α equals to 40%, and the corresponding XC functional
is named PBE1x. The energy gain with respect to the conventional hybrid functional (PBE0) with
α = 25% varies with density and structure. The PBE1x-DMC enthalpy-pressure phase diagram
predicts that the P6122−36 structure is stable up to 210 GPa where it transforms to the C2/c−24.
We predict that the phase III of high-pressure solid hydrogen is polymorphic.
The phase diagram of high-pressure hydrogen is a
challenging problem in condensed matter and high-
pressure physics. It has been extensively studied since
19351 by experiment, theory and more recently com-
putational methods. The main interests are the rele-
vance of solid metallic hydrogen to room-temperature
superconductivity2, possible existence of metallic liquid
ground state3, and astrophysics4–6.
In this work we focus on low temperature phases of
solid hydrogen. Infrared (IR) and Raman measurements
suggest the existence of several phases and phase tran-
sitions in low temperature region of the phase diagram.
Phase I, which is stable up to 110±5 GPa, is a molec-
ular solid composed of quantum rotors arranged in a
hexagonal close-packed structure. Changes in the low-
frequency regions of the Raman and IR spectra imply
the existence of the phase II, also known as the broken-
symmetry phase, above 110±5 GPa. The appearance of
phase III at 150 GPa is verified by a large discontinuity
in the Raman spectrum and a strong rise in the spectral
weight of molecular vibrons. Phase IV, characterized by
the two vibrons in its Raman spectrum, was discovered
at 300 K and pressures above 230 GPa7–9. A new phase
has been observed at pressures above 200 GPa and higher
temperatures (for example, 480 K at 255 GPa)10. This
phase is thought to meet phases I and IV at a triple point,
near which hydrogen retains its molecular character. The
most recent experimental results11 indicate that H2 and
hydrogen deuteride at 300 K and pressures greater than
325 GPa transform to a new phase V, characterized by
substantial weakening of the vibrational Raman activity.
The structure of high-pressure solid hydrogen above 150
GPa is experimentally unknown. Thus, theoretical and
computational techniques play a crucial role in determin-
ing the structure of solid hydrogen. The main goal of this
work is to determine the phase III of solid hydrogen using
the most accurate ab-initio techniques.
The electronic structure properties and lattice dynamic
of solid hydrogen were mainly investigated using den-
sity functional theory (DFT) with local and semi-local
exchange-correlation (XC) functionals12–22 including the
van der Waals XC functionals23. In particular, DFT
with generalized gradient approximation (GGA) func-
tionals were widely applied to search for candidate low-
energy crystal structures and to calculate their vibra-
tional properties. More accurate results for the phase
diagram27–29, excitonic and quasi-particle band gaps
of insulator phases30,31 were obtained by many-body
wave function based method of quantum Monte Carlo
(QMC)24–26. The QMC results were used for benchmark-
ing DFT functionals and it was indicated that the GGA-
XC approximation can dramatically vary the predicted
phase diagram19.
Crystal structure is the fundamental input for the
first principle calculations. Due to lack of an estab-
lished experimental results for the crystal structure, there
is no option but to use the structures predicted by
DFT. Most of the structures have been predicted by
Perdew-Burke-Ernzerhof (PBE)32 exchange correlation
(XC) functionals12,13. It is now widely accepted that
DFT results for high-pressure hydrogen strongly depend
on the choice of exchange-correlation functional18,22.
Based on our knowledge, there is no comparison between
the predicted structures by DFT structure prediction
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2method which are performed using different XC func-
tionals. The QMC results rely on the structures which
are obtained by DFT simulation since structure predic-
tion by QMC is yet unaffordable due to computational
costs of dealing with many-body wave function. There-
fore, benchmarking DFT functionals and calculating the
phase diagram using different XC functionals are impor-
tant for finding the most accurate XC functional. More
over, the functionality of enhancement factor in high den-
sity regime and treatment of the exchange energy in DFT
functionals yield different phase stability and phase tran-
sitions. Fortunately there are some properties which are
not affected by the XC approximation. For instance, re-
cently we have proposed a rule of thumb of the shorter
molecular bond-length the larger electronic band gap the
higher vibron frequencies which is valid for all the XC
functionals23.
It was demonstrated that for the enthalpy-pressure
(H-P) phase diagram calculations the best perform-
ing XC functionals over all densities are the meta-
GGA functionals19. The recent developed strongly con-
strained and appropriately normed (SCAN) meta-GGA
functional33 has not been applied on solid hydrogen.
The behaviour of exchange enhancement factor in SCAN
functional as function of density gradient can provide
more accurate results than GGA functionals. Bench-
marking DFT functionals indicated that the exchange
energy and the exchange enhancement factor play cru-
cial role in H-P calculations19. In this work, we calcu-
late the H-P phase diagram of molecular structures using
SCAN-DFT-XC functional.
The derivative discontinuity ∆XC of the DFT-XC
functional varies the single-particle Kohn-Sham(KS) en-
ergy band gap. Local and semi-local DFT XC function-
als underestimate the fundamental gap because ∆XC = 0
for them. The Hartree-Fock (HF) exchange enables us to
approximate the exchange contribution of ∆XC , but ow-
ing to the nonlocality, the exchange energy overestimates
the band gap. Therefore, hybrid DFT, which includes a
fraction of Hartree-Fock exchange, usually yields an im-
proved description of electronic structure of insulators.
Moreover, because of the absence of an artificial self-
repulsion between the occupied states, HF exchange can-
cels the self-interaction contribution of the Hartree en-
ergy and consequently provides a more accurate method
to calculate the KS spectra of insulators than GGA. The
fraction of HF exchange used in hybrid DFT can be con-
sidered as a variational parameters. In this work we opti-
mize this variational parameter using the diffusion quan-
tum Monte Carlo (DMC) to build an efficient variational
many-body wave function which accurately describes the
electronic structural properties of insulators phases.
In this work we consider molecular structures of C2/c−
24, P63/m−16, Pc−48, Pbcn−48, Cmca−24, Cmca−8,
P6122−36, Pca21−48, Pna21−48, C2−48, and P21/c−8
within pressure range of 100 to 500 GPa. The number
after hyphen indicates the number of hydrogen atoms in
the primitive cell used in our calculations. Our DFT
calculations were carried out using the latest version of
Quantum Espresso (QE) suite of programs35. We used
a basis set of plane waves with an energy cutoff 100 Ry.
Geometry and cell optimisations employed a 16×16×16
k-point mesh for all the structures except Cmca− 8 and
P21/c− 8 which a 24× 24× 24 k-point mesh is used for.
The quasi-Newton algorithm was used for cell and ge-
ometry optimization, with convergence thresholds on the
total energy and forces of 0.01 mRy and 0.1 mRy/Bohr,
respectively. The relative enethalpy-pressure phase dia-
gram is simulated by fitting a quartic polynomial with
five fitting parameters on nine enthalpy-pressure DFT
points within the pressure range of 100 to 500 GPa.
The quantum Monte Carlo calculations were per-
formed using the CASINO package37 and a trial wave
function of Slater-Jastrow. The single-determinant or-
bitals were obtained from DFT using the developer ver-
sion of QE code. We used a norm-conserving pseu-
dopotential constructed within DFT using the local den-
sity approximation (LDA)40 exchange-correlation func-
tional. The Slater orbitals were generated using a ba-
sis set energy cutoff of 400 Ry and were transformed
into a localized blip polynomial basis38. The PBE1x
exchange-correlation functional, in which the mixing of
exact-exchange parameter α = 10, 25, 40, 60, and 80%,
was used to optimize the atomic coordinates and gen-
erate the single particle Kohn-Sham orbitals to be used
in the QMC calculations. The DMC results were ob-
tained using a real Γ-point wave function, 2×2×2 super
cell size, and time step of 0.005 a.u. We used the the
model-periodic Coulomb (MPC) interactions41 to correct
the Coulomb finite-size errors. We used the conventional
Jastrow factor which includes the polynomial one-body
electron-nucleus, two-body electron-electron, and three-
body electron-electron-nucleus terms which were opti-
mized by minimizing the variance at the VMC level39.
In the following, we first discuss the DFT-SCAN pre-
dicted phase diagram. Figure 2 illustrates the H-P phase
diagram for molecular structures of solid hydrogen at
pressure range of 100 to 500 GPa which is simulated us-
ing the SCAN functional. The studied structures were
predicted in previous works by ab-initio random struc-
ture searching method (AIRSS) using GGA functionals
at static level in which the vibrational contributions were
not included12,13. The SCAN H-P phase diagram pre-
dicts four phase transitions of hexagonal P63/m− 16 to
monoclinic C2/c− 24 at 129 GPa, C2/c− 24 to hexago-
nal P6122−36 at 190 GPa, P6122−36 to Orthorhombic
Cmca − 24 at 343 GPa, and Cmca − 24 to Cmca − 8
at 442 GPa. The hexagonal P63/m − 16 is the most
stable phase at pressures below ∼130 GPa and is the
best candidate for the phase I of solid hydrogen. This
agrees with low pressure static phase diagram which was
calculated by GGA functionals12,20,22. The other can-
didate for the pressure range below 150 GPa is P21/c
which was initially predicted with eight atoms per primi-
tive cell. Previous static DFT calculations using different
GGA functionals, where the P63/m − 16 were not con-
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FIG. 1. (Color online) The static relative enthalpy-
pressure phase diagram for solid molecular hydrogen calcu-
lated by SCAN functional. There are four phase transitions:
P63/m−16 to C2/c−24 at 129 GPa, C2/c−24 to P6122−36
at 190 GPa, P6122 − 36 to Cmca − 24 at 343 GPa, and
Cmca−24 to Cmca−8 at 442 GPa. The number after hyphen
indicates the number of hydrogen atoms in the primitive cell
used in DFT-SCAN calculations.
sidered, suggested that the P21/c− 24 with twenty four
hydrogen atoms per primitive cell is the best candidate
for the phase I29.
According to SCAN phase diagram the C2/c − 24 is
stable within the pressure window of 129-190 GPa and it
transforms to P6122−36 at 190 GPa. The P6122−36 has
been predicted by AIRSS with the Becke-Lee-Yang-Parr
(BLYP)36 density functional34. According to the static
DFT-BLYP phase diagram the C2/c− 24 is more stable
than the P6122 − 36 within pressure range of 100-350
GPa and the P6122− 36 phase stabilizes because of the
zero point (ZP) energy contributions. The DFT-BLYP
Gibbs free energy phase diagram at zero temperature,
where the ZP effects are taken into account, suggested
that the P6122 − 36 is more stable than the C2/c − 24
at pressures below 180 GPa34. Our static SCAN phase
diagram predicts that the P6122 − 36 is the best candi-
date for phase III of solid hydrogen above ∼200 GPa and
below ∼340 GPa. The Cmca−24 is stable from 343 GPa
till it transforms to Cmca− 8 at 442 GPa. The diffusion
quantum Monte Carlo (DMC) calculations indicated a
very similar phase transition of Cmca− 24 to Cmca− 8
at 439 GPa28. All the previous studies of high-pressure
solid hydrogen phase diagram which were carried out us-
ing DFT based methods predict that the solid hydrogen
adopt the Cmca symmetry before atomisation. Taking
into account the consistent prediction of previous first
principle calculations within different level of theories,
we propose a new fact of low-temperature solid hydro-
gen adopt a Cmca symmetry before atomization which is
independent of exchange-correlation approximation.
We studied the recent predicted structures of Pca21−
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FIG. 2. (Color online) The static relative enthalpy-pressure
phase diagram of solid molecular hydrogen. The phase dia-
gram in figure 2 is separated to four pressure ranges of 100-
200, 200-300, 300-400, and 400-450 GPa. The reference zero
line is P6122 − 36 phase. The energy difference between the
P6122 − 36 and C2/c − 24 is less than 1 meV/atom. The
phase transitions are: P63/m− 16 to C2/c− 24 at 129 GPa,
C2/c−24 to P6122−36 at 190 GPa, P6122−36 to Cmca−24
at 343 GPa, and Cmca− 24 to Cmca− 8 at 442 GPa.
448 and Pna21 − 48 , which have been suggested as the
best candidates for phase V at pressures above 300 GPa44
. We have found that non of these structure are stable at
any pressure range. According to the BLYP phase dia-
gram at pressure above 300 GPa44 the C2/c is stable until
it transforms to Cmca−12 at pressures above ∼420 GPa.
The BLYP Gibbs free energy calculations predict that
at low and room temperatures the C2/c transforms to
Cmca− 12 around 350 GPa. The static SCAN phase di-
agram indicates a phase transition around 343 GPa which
is P6122 to Cmca − 24. The BLYP dynamic phase di-
agram at zero temperature, where the ZP contributions
are included, showed the P63/m to C2/c phase transition
at 130 GPa which is close to static SCAN phase diagram
prediction. The reason could be due to the fact that
the BLYP-ZPE difference between the P63/m and C2/c
within pressure range of 110-150 GPa is smaller than 3
meV/atom22.
Within the studied pressure range, the SCAN enthalpy
difference between the C2/c and P6122 is lees than 1
meV/atom, which is beyond the DFT accuracy. The
DFT energy difference between these two phases in the
100 GPa pressure window of 160-260 GPa is around 0.3
meV/N which can be varied by zero point energy (ZPE)
and thermal contributions. More over, the IR and Raman
spectra of C2/c and P6122 are very similar and distin-
guishing between them is a challenging task. Therefore,
we apply a higher level of theory to determine the phase
III of solid hydrogen.
In the reset of this work, we only focus on two struc-
tures of C2/c (C2/c−24) and P6122 (P6122−36) which
are the competitive candidates for the phase III within
the pressure range below 300 GPa and above 150 GPa.
To calculate the phase transition between these two can-
didates and determining the phase III, we employed the
diffusion quantum Monte Carlo (DMC) method. The
phase III of solid hydrogen has a finite energy band gap
below 300 GPa, and the phase transition between the
C2/c and P6122 is a pressure driven insulator-insulator
structural transition. For the DMC simulations, our ini-
tial aim is to find the trial many-body wave function
which produces the best description of both phases. We
generated a set of trail wave functions using the DFT-
PBE1x approach, in which the degree of exact exchange
parameter α is varied in the range of 0 to 80%. The DMC
is a variational methods and therefore the α that gives
the lowest ground state DMC energy provides the most
accurate representation of the many-body wave function
of the system. We used α to vary the single particle or-
bitals of the trial wave function. Prior to the DMC the
atomic coordinates of each structure were fully relaxed
at each α.
Figure 3 shows the DMC energies for the C2/c
and P6122 structures as function of α. The reference
DMC energy was obtained using the conventional PBE
exchange-correlation functional (α = 0) . The C2/c and
P6122 structures were considered at two different den-
sities with WignerSeitz radius of rS = 1.439 and 1.356
FIG. 3. DMC relative energy as function of the percentage
of exchange weight α in the trial wave function. The zero
percentage of exact exchange represents the PBE functional.
The error bars are smaller than 0.1 meV/N in which N is the
total number of atoms in simulation cell.
a.u. For the P6122 structure a minimum in the DMC
energy is observed at α = 40%. The DMC energy differ-
ence between the conventional PBE042,43 α = 25% and
α = 40% at rS = 1.439 and 1.356 is 0.23(6), and 0.24(6)
meV/atom, respectively. In the case of C2/c structure,
this difference at rS = 1.439 and 1.356 equals 0.18(5) and
0.06(5) meV/atom, respectively. The DMC results pre-
dict that the α = 40% may tend to produce the best
description of the ground state electronic structure of
the P6122 and C2/c structures which are the compet-
itive candidates for the phase III of solid hydrogen. The
functionality of DMC energy as function of α depends
on the density and the structure. The energy gain at
the minimum α = 40% with respect to the PBE for the
P6122 structure at rS = 1.439 and 1.356 is -2.21(3) and
-3.26(4) meV/N, respectively. Whereas for the C2/c the
energy gain at the minimum with respect to the PBE
at rS = 1.439 and 1.356 equals -2.16(2) and -1.92(3)
meV/N, respectively. The DMC results indicate that for
the P6122 structure, reducing the rS , which corresponds
to higher densities and consequently larger pressure, in-
creases the energy gain. While for the C2/c it is opposite
and reducing the rS decreases the energy gain with re-
spect to the PBE. The DMC energy difference between
5α = 0 ; rS = 1.439
Structure Pressure (GPa) BL (A˚) Eg (eV)
C2/c 170 0.727 2.4
P6122 173 0.727 2.6
α = 40% ; rS = 1.439
C2/c 167 0.717 5.7
P6122 171 0.716 5.9
α = 0; rS = 1.356
C2/c 262 0.730 0.92
p6122 262 0.730 0.96
α = 40%; rS = 1.356
C2/c 257 0.715 3.8
P6122 266 0.714 4.2
TABLE I. The pressure in GPa, bond-length (BL) in A˚,
and DFT energy band gap in (eV) for the C2/c and P6122
structures which are obtained at two densities of rS = 1.439,
and rS = 1.439 using the PBE α = 0, and PBE1x α = 40%.
two densities for C2/c at any α < 40% is in the order of
the error bar.
For the P6122 structure, the PBE1x pressure corre-
sponding to rS = 1.439 and 1.356 is 171 and 266 GPa, re-
spectively. The PBE1x energy band gap of P6122 equals
to 5.9 eV at rS = 1.439 and 4.2 eV at rS = 1.356. For the
C2/c the calculated pressure at rS = 1.439 and 1.356 us-
ing α = 40% equals to 167 and 257 GPa, respectively, and
the energy band gaps at pressures of 167 and 257 GPa are
5.7 and 3.8 eV, respectively. The energy band gap reduc-
tion per pressure δEgP = ∆Eg/∆P , which is predicted by
PBE1x, for P6122 and C2/c is 17.9 and 21.1 meV/GPa,
respectively. The pressure, energy band-gap, and near-
est neighbour distance (bond-length) for the C2/c and
P6122 structures at rS = 1.439 and rS = 1.439, which
are predicted at α = 0% and α = 40% , are listed in table
I.
We used the PBE1x XC functional to calculate the
enthalpy of P6122 and C2/c structures. The electronic
structure energy was obtained by DMC and the PV term
was calculated using the PBE1x functional. Figure 4
illustrates the relative enthalpy of P6122 with respect
to the C2/c structure. Our DMC H-P diagrams indi-
cate that the P6122 is the stable phase within pressure
range of 160-210 GPa and it transforms to the C2/c
around 210-220 GPa. The C2/c is the best candidate
for the phase III at pressures above 210 GPa, where
as the P6122 represents the phase III below 210 GPa.
The DMC phase diagram with an optimised exchange
weight indicates that the phase III of solid hydrogen is
polymorphic. Our prediction on polymorphic nature of
the phase III agrees with recent nuclear magnetic reso-
nance spectroscopy observation45. A very recent exper-
imental observation shows a first order phase transition
near 425 GPa from insulator molecular phase to metallic
hydrogen46. The synchrotron infrared spectroscopy mea-
surement indicates the stability of the insulator C2/c−24
in high-density regime before matallization. Our DMC
results for the phase III and stability of the P6122 at
low-density and C2/c at higher pressures agrees with this
recent experiment.
FIG. 4. Relative stability of P6122 with respect to C2/c.
The enthalpy is obtained using the DMC energy and DFT-PV
term at α = 40%. The P6122 transforms to C2/c at pressure
around 210-220 GPa. The widths of the H-P lines indicate
the estimated uncertainties in the enthalpy calculation.
Including the DFT-ZP contribution in phase diagram
calculations changes the phase stability of phases and
transitions between them. We expect that including the
phonon energies will also change the SCAN H-P phase
diagram. Note that the lattice dynamic should also be
calculated using the SCAN functional, for instance using
the linear response theory or the direct atom displace-
ment method. The Gibbs free energy calculations up
to room temperature for the P6122 and C2/c structures
which were performed by DFT-PBE and DFT-BLYP34
indicate that the relative phonon free energy within pres-
sure range of 150-300 GPa, in which the P6122 to C2/c
phase transition occurs, is less than 2 meV/atom. Based
on our DMC enthalpy pressure phase diagram, the en-
ergy difference between P61/22 and C2/c at 160 and 200
GPa are -15(1) and -5(1) meV/atom. Therefore we ex-
pect that the effects of including the ZPE and thermal
contributions on the DMC H-P phase diagra are negligi-
ble.
In summary, in the first part of this work, for the first
time, we employed the meta GGA SCAN-DFT XC func-
tional to provide new static enthalpy-pressure phase dia-
gram for eleven competitive molecular structures of solid
hydrogen within the pressure range of 100-500 GPa. Our
SCAN enthalpy-pressure phase diagram predicts four
phase transitions of hexagonal P63/m − 16 to mono-
clinic C2/c − 24 at 129 GPa, C2/c − 24 to hexagonal
P6122 − 36 at 190 GPa, P6122 − 36 to Orthorhombic
Cmca − 24 at 343 GPa, and Cmca − 24 to Cmca − 8
at 442 GPa. We compared all the available phase dia-
grams for high-pressure solid hydrogen which were ob-
tained by different DFT XC approximations and quan-
tum Monte Carlo based methods, and we proposed a new
rule of thumb of the molecular high pressure solid hydro-
gen holds a Cmca symmetry before dissociation to an
atomic structure. We previously proposed our first rule
of thumb about insulating molecular structures of high-
6pressure solid hydrogen23, which is the shorter molecular
bond-length the larger electronic band gap the higher vi-
bron frequencies.
In the second part of this work, we focused on de-
termining the insulating phase III using the many-body
wave function based DMC method. We considered two
competitive candidates of C2/c and P6122 structures
with finite energy band gaps. To find the most accurate
trial many-body wave function, we took into account the
fraction of exact exchange energy α as a variational pa-
rameter which was optimised by DMC. We found that
α = 40% is the optimised value and provides lowest
ground state electronic structure total energy. The en-
ergy gain with respect to conventional PBE XC func-
tional with α = 0 depends on the structure and density.
Our DMC enthalpy-pressure phase diagram which is ob-
tained at the minimised α indicates that the phase III
of solid hydrogen adopts two structures of P6122, which
is stable below ∼210 GPa, and the C2/c which is sta-
ble at pressures above ∼ 210 GPa. We predict that the
phase III exhibits polymorphism which is also predicted
recently by nuclear magnetic resonance spectroscopy45.
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