Sur un théorème de Paul Malliavin  by Kahane, Jean-Pierre & Katznelson, Yitzhak
Journal of Functional Analysis 255 (2008) 2533–2544
www.elsevier.com/locate/jfa
Sur un théorème de Paul Malliavin
Jean-Pierre Kahane a, Yitzhak Katznelson b
a Université Paris-Sud, Orsay, France
b Stanford University, Stanford, CA, USA
Reçu le 7 juillet 2008 ; accepté le 7 juillet 2008
Communiqué par H. Brezis
À Paul Malliavin, dont l’oeuvre nous a si souvent inspirés
Résumé
Cet article a pour but de montrer le lien entre la méthode introduite en 1959 par Paul Malliavin pour
démontrer l’impossibilité de la synthèse spectrale sur les groupes abéliens non compacts [Paul Malliavin,
Sur l’impossibilité de la synthèse spectrale sur la droite, C. R. Acad. Sci. Paris 248 (1959) 2155–2157 ; Paul
Malliavin, Sur l’impossibilité de la synthèse spectrale sur les groupes abéliens non compacts, Publ. Math.
Inst. Hautes Etudes Sci. 2 (1959) 61–68] et une recherche actuelle sur les propriétés des restrictions des
fonctions continues [Jean-Pierre Kahane, Yitzhak Katznelson, Restrictions of continuous functions, Israel
J. Math., à paraître]. Il apportera un complément sur ce dernier sujet.
L’article comprend trois parties. La première indique l’origine et les différentes formes du problème de la
synthèse spectrale, sa solution par Malliavin, et différentes preuves du théorème de Malliavin. La seconde
reprend la preuve de Malliavin sous forme probabiliste, à l’aide de séries trigonométriques gaussiennes, et
s’attache aux propriétés de l’ensemble des zéros de F − f , F étant la somme d’une telle série (processus
gaussien stationnaire sur le cercle) et f une fonction continue donnée (Théorèmes 1 et 2). La dernière est
relative aux restrictions à un ensemble E d’une fonction continue f définie sur l’intervalle [0,1] ou sur
le cercle T. En complément de certains résultats de [Jean-Pierre Kahane, Yitzhak Katznelson, Restrictions
of continuous functions, Israel J. Math., à paraître] (Théorèmes 3 et 4), elle exploite d’un côté l’aspect
probabiliste (Théorème 5) et de l’autre le théorème des catégories de Baire (Théorème 6). Le Théorème 7,
dû à Thomas Körner, est le pendant à-la-Baire du Théorème 1.
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1. Le théorème
En 1959, Malliavin a résolu un problème, célèbre à l’époque, posé par les travaux de Norbert
Wiener, d’Israël Gelfand, d’Arne Beurling et de Laurent Schwartz [10]. Le problème met en jeu
un groupe abélien non compact G et son dual Γ , groupe abélien non discret. Il s’exprime de
l’une des manières équivalentes qui suivent :
(a) On équipe L∞(G) de la topologie faible, comme espace dual de L1(G). Est-il vrai que
tout sous-espace faiblement fermé de L∞(G), invariant par translation, soit engendré par les
caractères qu’il contient ? L’ensemble de ces caractères est un fermé de Γ , qu’on appelle le
spectre du sous-espace. C’est, à proprement parler, le problème de la « synthèse spectrale ».
(b) L1(G), muni de la convolution, est une algèbre de Banach dont les idéaux sont les sous-
espaces invariants par translation, et les idéaux maximaux sont de codimension 1, annulés
chacun par un caractère de G. Est-il vrai que tout idéal fermé de L1(G) soit l’intersection
des idéaux maximaux qui le contiennent ? On appelle aussi spectre de l’idéal l’ensemble des
caractères qui lui sont orthogonaux.
(c) Soit A(Γ ) = FL1(G) l’algèbre de Wiener de Γ , constituée des transformées de Fourier des
éléments de L1(G), et munie de la multiplication ordinaire. Un idéal maximal est constitué
par les f ∈ A(Γ ) qui s’annulent en un point γ ∈ Γ . Est-il vrai que tout idéal fermé de A(Γ )
soit constitué des fonctions f ∈ A(Γ ) qui s’annulent sur un fermé E ⊂ Γ ?
(d) Soit PM(Γ ) = FL∞(G) le dual de A(Γ ), constitué de « pseudomesures », pour lesquelles
on peut définir à la manière usuelle la notion de support. Est-il vrai qu’une pseudomesure
à support E ⊂ Γ soit toujours approchable, dans la topologie faible de PM(Γ ), par des
mesures portées par E ?
(e) Soit E un fermé dans Γ , f ∈ A(Γ ) s’annulant sur E, T ∈ PM(Γ ) à support dans E. Est-il
vrai que nécessairement 〈T ,f 〉 = 0 ?
La réponse à ces questions équivalentes est négative : c’est le théorème de Malliavin [10].
Le premier résultat dans ce sens était du à Laurent Schwartz en 1948 [12] et il était relatif au
cas G = R3, Γ = R3. Schwartz prenait pour E la sphère unité. La mesure de masse 1 également
distribuée sur E, soit μ, a pour transformée de Fourier une fonction radiale μˆ(u) = ϕ(r), r =
‖u‖, qui est O( 1
r
) quand r → ∞. La dérivée de μ dans n’importe quelle direction (au sens des
distributions de Schwartz), ou aussi bien la dérivée radiale de μ, soit T , a sa transformée de
Fourier bornée ; c’est une pseudomesure. En choisissant f ∈ A(R3) de sorte que f (x) = ‖x‖−1
au voisinage de E, f s’annule sur E, T a E pour support, et 〈T ,f 〉 	= 0.
C’est encore comme réponse à la question (e) qu’il est le plus facile d’exposer le théorème de
Malliavin. La méthode de Schwartz s’applique immédiatement au cas G = Rn, n  3, mais on
ne voit pas comment l’étendre aux cas n = 2 ou n = 1. Le cas crucial est n = 1. C’est par là que
commence Malliavin [9], et nous allons le suivre selon [1].
L’idée fondamentale de Malliavin est de partir de f et non de E, et de définir formellement
T = δ′(f ). Alors, formellement, T est portée par f−1(0), et 〈T ,f 〉 	= 0. Il s’agit de justifier cela,
en prenant une f ∈ A(Γ ) convenable, c’est-à-dire très irrégulière, de façon que T ∈ PM(Γ ).
La définition de T comme δ′(f ) est paradoxale, mais elle s’inspire du « calcul symbolique
individuel » développé précédemment par Malliavin [11], comme suite aux recherches sur le
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Nous allons prendre pour Γ le cercle, T, et pour f un processus gaussien stationnaire sur T.
Cela facilite la construction et servira d’introduction à la seconde partie de cet article. Aupara-
vant, signalons deux autres méthodes pour démontrer le théorème de Malliavin.
La première, due à Nicolas Varopoulos, consiste à se ramener à l’exemple de Schwartz par
l’intermédiaire des algébres tensorielles [13]. La seconde, due à Thomas Körner, consiste à
construire un certain ensemble E (ensemble de Helson) et une pseudomesure portée par E (une
« pseudofonction ») non approchable par les mesures portées par E [7] (avec [6]).
2. Séries trigonométriques gaussiennes
Dans la suite, (Ω,A,P ) est un espace de probabilité, les ξn et ξ ′n, n = 0,1,2, . . . , représentent
des variables normales indépendantes, et F(t,ω), qu’on écrira simplement F(t), un processus
gaussien stationnaire sur le cercle (t ∈ T, ω ∈ Ω). Ainsi
F(t) =
∞∑
n=0
an(ξn cos 2πnt + ξ ′n sin 2πnt), an  0. (1)
Si besoin est, pour la commodité des écritures, on supposera a0 = 0.
En vue du théorème de Malliavin, on veut F ∈ A(T) p.s., c’est-à-dire ∑an < ∞. On tentera
de définir δ′(F ) par la formule
δ′(F ) =
∫
R
2πiue2πiuF du (2)
et, pour que δ′(F ) soit p.s. une pseudomesure, on voudra que∫
R
|u|∥∥e2πiuF∥∥PM du < ∞ p.s. (3)
Si (3) a lieu, on pourra écrire
〈
δ′(F ),F
〉= ∫ ∫
T×R
2πiuF(t)e2πiuF(t) dudt
et le calcul de l’espérance (par exemple comme dérivée de ∫∫
T×R E(e
2πiuλF(t)) dudt) montre
que
P
(〈
δ′(F ),F
〉 	= 0)> 0.
Pour avoir (3), il est commode de majorer la norme PM (= F∞) par la norme F4, en
utilisant la formule
∑∣∣fˆ (n)∣∣4 = ∫ ∣∣∣∣
∫
f (t + s)f (s) ds
∣∣∣∣
2
dt.
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E
(∥∥e2πiuF∥∥4F4)
= E
(∫
T
∣∣∣∣
∫
T
e2πiu(F (t+s)−F(s)) ds
∣∣∣∣
2
dt
)
=
∫ ∫
T3
∫
E
(
e2πiu(F (t+s1)−F(s1)−F(t+s2)+F(s2))
)
ds1 ds2 dt
=
∫ ∫
T3
∫
exp
(
−2π2u2
∑
a2n
∣∣e2πin(t+s1) − e2πins1 − e2πin(t+s2) + e2πins2 ∣∣2)ds1 ds2 dt
=
∫ ∫
T3
∫
exp
(
−8π2u2
∑
a2n sin2 πnt sin2 πn(s1 − s2)
)
ds1 ds2 dt
=
∫ ∫
T2
exp
(
−8π2u2
∑
a2n sin2 πnt sin2 πns
)
ds dt
puis
E
(∫
R
|u|p∥∥e2πiuF∥∥4F4 du
)
= 
(
p + 1
2
)∫ ∫
T2
(
8π2
∑
a2n sin2 πnt sin2 πns
)− p+12
ds dt
et
∞∫
1
|u|∥∥e2πiuF∥∥PM du
∞∫
1
|u|∥∥e2πiuF∥∥F4 du

( ∞∫
1
u−4/3
)3/4( ∞∫
1
u8
∥∥e2πiuF∥∥4F4 du
)1/4
d’où résulte que (3) a lieu dès que
∫ ∫
T2
(∑
a2n sin2 πnt sin2 πns
)−9/2
ds dt < ∞. (4)
Il n’est pas difficile de choisir les an pour avoir (4) ; par exemple, an = 0 si n n’est pas une
puissance de 2, et an = 2−10j si n = 2j . Mais une certaine irrégularité de la suite (an) est requise.
Il est exclu que la suite soit monotone (d’où an = O( 1n )) ou même que an = O(n−
13
18 ) (n → ∞).
Il est même exclu que an = O(n−κ ) avec κ > 34 , parce qu’on peut dans (4) remplacer 92 par
n’importe quel nombre > 4.
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∑
an < ∞, on obtient des
processus gaussiens F(t), définis en (1), pour lesquels on peut définir δ(k)(F ) comme pseudo-
mesure (k ∈ N), de sorte que 〈δ(k)(F ),F k〉 	= 0 avec une probabilité strictement positive. Quand
k est donné, la fonction aléatoire F(t) construite vérifie p.s. une condition de Hölder (dépendant
de k). Toutes les pseudomesures δ(k)(F ) sont portées par l’ensemble E = F−1(0). Il est légitime
de s’interroger sur les propriétés de cet ensemble, et c’est ce que nous allons faire dans la suite.
Sur cette approche du théorème de Malliavin on peut trouver des compléments et des préci-
sions dans [2,3,5].
Nous allons désormais nous borner au cas k = 0. Cependant, au lieu d’étudier seulement δ(F )
et F−1(0), nous allons considérer δ(F − f ) et (F − f )−1(0), où f est une fonction continue
à valeurs réelles donnée sur T (non aléatoire). Le résultat est signalé comme remarque dans [3,
2nd ed., p. 206].
Théorème 1. Soit f ∈ C(T), réelle. Supposons que (1) définisse une fonction aléatoire F(t)
presque sûrement continue. Soit
ρ(t) =
∞∑
0
a2n sin2 πnt (5)
et soit K(t) un noyau de potentiel de type positif sur T tel que
∫
T
K(t)√
ρ(t)
dt < ∞. (6)
Alors la capacité de (F − f )−1(0) par rapport à K(t) est strictement positive pour un ensemble
de ω ∈ Ω de probabilité strictement positive :
P
(
CapK(F − f )−1(0) > 0
)
> 0. (7)
Expliquons les termes. Pour un fermé E ⊂ T, CapK E > 0 signifie que E porte une mesure
positive μ, 	= 0, telle que
∫ ∫
T2
K(t − s)μ(dt)μ(ds) < ∞;
le premier membre est l’énergie de μ par rapport à K , et elle s’écrit également
I (μ,K) =
∑
n∈Z
Kˆ(n)
∣∣μˆ(n)∣∣2,
où les μˆ(n) et Kˆ(n) sont les coefficients de Fourier de μ et de K . L’hypothèse sur K(t) (« noyau
de potentiel de type positif ») est
K ∈ L1(T) \ {0}, ∀t ∈ T K(t) 0, ∀n ∈ Z Kˆ(n) 0.
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Capa au lieu de CapK et on l’appelle capacité d’ordre a. Pour tout fermé E ⊂ T, sa dimension
de Hausdorff est égale à la borne supérieure des a tels que Capa E > 0 :
dimE = sup{a: Capa E > 0}
(théorème de Frostman).
La propriété CapK E > 0 ne change pas si l’on ajoute à K(t) une fonction bornée. On peut
donc supposer Kˆ(n) 1
n2
, ce que nous ferons désormais.
Les propriétés locales presque sûres de F(t) se lisent assez bien sur les
sj =
( ∑
2jn<2j+1
a2n
)1/2
.
Pour que F(t) soit continue p.s., il faut que
∑
sj < ∞ et il suffit que {sj } décroisse et que∑
sj < ∞. De plus, si
sj = O
(
2−βj jγ
)
(0 < β < 1, γ ∈ R),
le module de continuité de F(t) vérifie p.s.
ωF (h) = O
(
hβ log
1
2 +γ h−1
)
(h ↓ 0). (8)
On peut trouver dans [3] les preuves de ces faits, et aussi celle du Théorème 1, détaillée dans le
cas où f = 0 (Théorème 4, p. 204), brièvement mentionnée en Remarque, p. 206. Le formalisme
de cette preuve est simple. Il consiste à introduire la mesure aléatoire
δ(F ) =
∫
R
e2πiuF(t) du
et à calculer l’espérance de son énergie par rapport au noyau K(t),
E
( ∫
R2×T2
e2πi(uF (t)−vF (s))K(t − s) dudv dt ds
)
(9)
soit ∫
R2×T2
e−2π2E(uF(t)−vF (s))2K(t − s) dudv dt ds.
On vérifie que cette intégrale est finie si et seulement si (6) est réalisé. Or on ne peut que diminuer
(9) si l’on remplace F(t) par F(t) − f (t) et F(s) par F(s) − f (s). Donc (6) entraîne que
δ(F − f ) est d’énergie finie par rapport à K(t), avec probabilité > 0.
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δ(F − f ) =
∫
R
e2πiu(F (t)−f (t)) du. (10)
Il est naturel d’introduire la fonction aléatoire
δε(F − f )(t) =
∫
R
e−πu2ε2e2πiu(F (t)−f (t)) du (11)
et d’étudier son comportement en fonction de ε dans l’espace H des distributions d’énergie finie
par rapport à K sur T :
H =
{
T ∈ D′(T):
∑
n∈Z
∣∣Tˆ (n)∣∣2Kˆ(n) < ∞}. (12)
Il est facile de montrer, en suivant [3, p. 205], qu’il existe une suite εk → 0 telle que δεk (F − f )
converge dans H p.s. vers une mesure aléatoire ; on peut traiter cette mesure comme δ(F − f ).
On vérifie aisément que les limites ainsi définies. à partir de différentes suites {εk}, sont égales
p.s. De plus, δ(F − f ) diffère avec une probabilité positive de l’élément 0 de H [3, p. 206].
Exprimons le résultat.
Théorème 2. Supposons (1), (5) et (6). Soit K(t) (t ∈ T) un noyau de potentiel de type positif,
avec Kˆ(n)  1
n2
, et H l’espace des distributions d’énergie finie par rapport à K (défini par
(12)). Soit f ∈ CR(T). Il existe alors une mesure aléatoire δ(F − f ), unique à un ensemble de
probabilité nulle près, non nulle avec probabilité > 0, appartenant à H et approchable dans H
par une suite de δε(F − f ) définis en (11), ε = εk → 0.
Problèmes.
(1) Peut-on affirmer que δε(F − f ) tend vers δ(F − f ) dans H p.s. quand ε → 0 ?
(2) Peut-on définir une version de δ(F − f )(ω) de façon que, pour presque tout ω, ce soit une
fonction continue de f ∈ CR(T) dans H ?
Dans le cas du mouvement brownien fractionnaire et des f constantes, les réponses à ces deux
problèmes sont positives [3, pp. 275–278].
3. Restrictions des fonctions continues
Venons-en aux restrictions des fonctions continues. Le problème, posé en [4], est le suivant.
A toute fonction f ∈ CR([0,1]) (continue et réelle sur [0,1]) on associe ses restrictions f |E
aux fermés E ⊂ [0,1], et on s’intéresse aux propriétés P = P(f,E) de ces restrictions, telles
que variation bornée, monotonicité, ou appartenance à une classe de Hölder. Quelle relation y
a-t-il entre P et la dimension de E ? Plus précisément, pour toute f donnée, existe-t-il un E, de
dimension donnée, tel que f |E jouisse de la propriété P ?
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Λα(E)) la classe des fonctions hölderiennes d’ordre α sur E, c’est-à-dire vérifiant
ωf,E(h) = sup
x,y∈E,|x−y|h
∣∣f (y) − f (x)∣∣= O(hα) (h → 0).
Les résultats principaux de [4] sont les suivants.
Théorème 3.
(1) Pour toute f , il existe un E de dimension 12 tel que f |E ∈ BV.
(2) Il existe une f telle que pour tout E de dimension > 12 on ait f |E /∈ BV.
Théorème 4.
(1) Pour toute f et tout α ∈ ]0,1[, il existe un E de dimension 1 − α tel que f |E ∈ Λα .
(2) Pour tout α ∈ ]0,1[ il existe une f telle que pour tout E de dimension > 1 − α on ait
f |E /∈ Λα .
Une précision est apportée dans [4] à la partie (2) du Théorème 3 : on peut y prendre pour
« dimension », au lieu de la dimension de Hausdorff que nous avons seule considérée jusqu’à
présent, la dimension inférieure de Minkowski, définie comme
lim inf
ε→0
logN(ε)
log 1/ε
, (13)
où N(ε) est le nombre minimum d’intervalles de longueur ε dont la réunion contient E. Nous
allons voir que la même précision s’applique au Théorème 4. De plus, dans la partie (2) des deux
théorèmes, l’existence peut être établie comme phénomène générique dans l’espace de Baire
CR([0,1]).
Nous allons nous borner à des commentaires sur le Théorème 4, et d’abord constater son lien
avec le Théorème 1. En effet, un corollaire du Théorème 1 est le suivant.
Théorème 5. Soit 0 < β < 1 et γ réel, et K(t) un noyau de potentiel de type positif tel que
ε∫
−ε
K(t)
|t |β(log 1|t | )γ
dt < ∞ (ε > 0). (14)
Alors, pour toute f ∈ CR(T), il existe un fermé E ⊂ T tel que CapK E > 0 et
ωf,E(h) = O
(
hβ log
1
2 +γ 1
h
)
(h → 0). (15)
La preuve consiste à choisir E = (F − f )−1(0), F étant la fonction aléatoire (1) sous la
condition
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( ∑
2jn<2j+1
a2n
)1/2
= 2−βj jγ (j = 1,2, . . .).
On vérifie alors que la fonction ρ(t) définie en (5) vérifie
√
ρ(t) c|t |β
(
log
1
|t |
)γ
(c > 0),
donc la condition (6) est entraînée par (14), et la conclusion (15) par (7) et (8).
En prenant β = α, γ = − 12 , K(t) = tα−1(log 1t )−2, on obtient bien la partie (1) du Théo-
rème 4. C’est là le rapport, un peu ténu, entre le théorème de Malliavin et le problème des
restrictions des fonctions continues.
Pour poursuivre, nous allons abandonner les probabilités et considérer CR([0,1]) comme une
espace de Baire. Nous dirons qu’une propriété est quasi-sûre si elle a lieu sur une intersection dé-
nombrable d’ouverts denses de CR([0,1]). Nous nous proposons d’abord de préciser la partie (2)
du Théorème 4 en montrant qu’il s’agit d’un phénomène quasi-sûr, et qu’au lieu de la dimension
de Hausdorff on peut y prendre la dimension inférieure de Minkowski, définie par (13).
Théorème 6. On donne deux fonctions concaves de ε  0, nulles en 0, w(ε) et w∗(ε), telles
que w(ε) = o(w∗(ε)) (ε → 0), et une suite (εi) (i ∈ N) tendant vers 0. Alors, pour quasi-toute
f ∈ CR([0,1]), on a
lim
i→∞
ωf,E(εi)
w(εi)
= ∞ (16)
dès que l’ensemble E vérifie
lim
i→∞
εiNE(εi)
w∗(εi)
= ∞ (17)
(la définition de NE(ε) est donnée après (13)).
Voici quelques corollaires, obtenus en spécialisant w(ε).
Corollaire 1. On donne une fonction positive η(ε) tendant vers 0 aussi lentement que l’on veut
(ε > 0, ε → 0), et 0 < α < 1.
Pour quasi-toute f ∈ CR([0,1]) l’hypothèse f |E ∈ Λα entraîne
lim
ε→0
(
η(ε)ε1−αNE(ε)
)= 0;
en particulier, l’hypothèse f |E ∈ Λα entraîne que la dimension inférieure de Minkowski de E
est  1 − α.
En appliquant ce corollaire à tous les α rationnels on obtient :
Corollaire 2. Pour quasi-toute f ∈ CR([0,1]) et pour tout α (0 < α < 1), l’hypothèse f |E ∈ Λα
entraîne que la dimension inférieure de Minkowski de E est  1 − α.
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Corollaire 3. Donnons-nous deux suites (εi) et (ηi) positives tendant vers 0 (i ∈ N) (la pre-
mière arbitrairement vite, la seconde arbitrairement lentement), et β , γ et K(t) comme dans le
Théorème 5. Alors, pour quasi-toute f ∈ CR(T), il existe un fermé E ⊂ T pour lequel on a (15)
avec
CapK E > 0, (18)
lim
C→∞
ηiε
1−β
i log
−( 12 +γ ) 1
εi
NE(εi) = 0. (19)
Corollaire 4. Les conditions (14), (18) et (19) sont compatibles.
Nous laissons au lecteur le soin, si ce corollaire l’intéresse, d’en trouver une démonstration
plus directe.
Preuve du Théorème 6. Elle va s’appuyer sur les faits suivants :
L1. Pour tout E et tout ε > 0, E contient un ensemble fini de cardinal m 14N(ε) et de pas  ε(le pas est la distance minimum entre deux éléments).
En effet, il suffit de considérer un recouvrement minimal par des intervalles de longueur ε,
soit, dans l’ordre de gauche à droite, I1, I2, . . . , IN avec N = N(ε), et d’observer que les inter-
valles I1, I3, I5, . . . sont disjoints, donc les intervalles I1, I5, I9, . . . sont à des distances mutuelles
 ε.
L2. Considérons la fonction en dents de scie
ϕn(t) = ndist
(
t, n−1Z
)
(n ∈ N)
et un ensemble fini F, de cardinal m > 2n et de pas ε. D’après le principe des tiroirs, il existe
dans F deux points t et t ′ appartenant à un même intervalle où ϕn est affine, de pente n ; alors
|ϕn(t ′) − ϕn(t)|
w(|t ′ − t |) =
n|t ′ − t |
w(|t ′ − t |) 
nε
w(ε)
.
Si on donne une fonction ψ ∈ CR([0,1]) affine par morceaux, a > 0, et un ensemble fini F de
cardinal m 3n et de pas ε, avec n assez grand (n n(ψ)), on a l’inégalité
|(ψ + aϕn)(t ′) − (ψ + aϕn)(t)|
w(|t − t ′|) 
naε
2w(ε)
(20)
pour deux points t et t ′ de F convenablement choisis.
Venons-en à la preuve proprement dite. Associons à m et ε le compact de [0,1]m constitué des
(t1, t2, . . . , tm) tels que pour tout j (= 1,2, . . . ,m− 1) tj+1 − tj  ε. Sur ce compact la fonction
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j
|f (tj+1) − f (tj )|
w(|tj+1 − tj |)
(f ∈ CR([0,1]) étant donnée) est continue. Soit Φ(f,m, ε) sa borne inférieure. C’est une fonc-
tion de f . Posons
G(m,ε) = {f ∈ CR([0,1]): Φ(f,m, ε) > 1}.
C’est un ouvert.
Choisissons mi = 14NE(εi), E étant un ensemble vérifiant (17), puis ni = [mi4 ] et ai = 3w(εi )niεi .
Compte tenu de la condition w(ε) = O(w∗(ε)) (ε → 0), de (17) et de L1, les ai tendent vers 0
quand i → ∞.
Tout ouvert de CR([0,1]) contient une fonction ψ affine par morceaux, et aussi ψ + aiϕni
quand i est assez grand (ϕn est défini dans L2), et d’après (20) on a
ψ + aiϕni ∈ G(mi, εi)
puisque niaiεi2w(εi ) > 1.
Il suit de là que
⋃
iκ G(mi, εi) est un ouvert dense dans CR([0,1]) quel que soit κ , donc
(Baire)
H =
⋂
κ
⋃
iκ
G(mi, εi)
est une Gδ dense dans CR([0,1]), et pour toute f ∈ H la condition (17) implique (16). 
Revenons au Théorème 1. Il signifie, dans le cas f = 0, que l’ensemble F−1(0) est assez gros
(au sens de la capacité d’ordre κ) avec probabilité > 0. Autrement dit, si l’on équipe CR([0,1])
d’une probabilité convenable, l’ensemble des f pour lesquelles f−1(0) est gros dans un sens
donné (par exemple dimf−1(0) = 1) est de probabilité > 0.
Qu’en est-il si on considère CR([0,1]) comme espace de Baire ? T. Körner a fourni la réponse :
quasi-sûrement, f−1(0) est petit dans un sens donné (par exemple dimf−1(0) = 0).
Théorème 7. (Voir [8].) Soit h(t) (t  0) une fonction continue strictement croissante, avec
h(0) = 0. Pour quasi-toute f dans CR([0,1]) l’ensemble f−1(0) est parfait, Kronecker, et de
h-mesure nulle.
La condition de Kronecker est que toute fonction continue de module 1 sur l’ensemble y est
approchable uniformément par une exponentielle eiλt . Il est bon de remarquer que l’ensemble
vide est parfait, Kronecker, et de h-mesure nulle.
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