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Configuratrix and resultant
N.S. Perminov
Kasan State University, Kazan, Russia,
Physical Department, Division of Relativity Theory and Gravity
In this paper, we obtain an explicit expression for the resultant of n quadratic algebraic equations
{∂1S = 0, . . . , ∂nS = 0}, where S is a cubic polynomial in n variables, symmetric under
permutations of its arguments. Application of this result to the study of Finslerian spaces is
discussed.
1 Introduction
In modern theoretical physics, the study of spaces with Finslerian metric functions of polynomial type
[1] becomes increasingly popular. In particular, the indicatrix equations L(ξ) = 1 for the Berwald-Moor
and Minkowski spaces can be written in polynomial form:
L4(ξ) = ξ1ξ2ξ3ξ4 = 1 (1)
and
L2(ξ) = ξ1ξ2 + ξ1ξ3 + ξ1ξ4 + ξ2ξ3 + ξ2ξ4 + ξ3ξ4 = 1, (2)
respectively. Of interest is also the configuratrix equation Φ(y) = 1, i.e, the equation L(ξ) = 1 expressed
through canonically conjugate variables yi = ∂iL. The configuratrix equation can be expressed as the
condition of solvability for the following system of algebraic equations:


L(ξ) = 1,
∂
∂ξ1
L(ξ) = y1,
...
∂
∂ξn
L(ξ) = yn.
(3)
It is well known, that a system of polynomial equations is consistent if and only if certain expression,
called resultant [2, 3, 4] vanishes. Accordingly, when Lk(ξ) ≡ S(ξ) is a polynomial of ξ, the configuratrix
equation is a condition of vanishing resultant:
R


S(ξ)− 1
∂
∂ξ1
S(ξ)− ky1
...
∂
∂ξn
S(ξ)− kyn


= 0. (4)
1
This connection between the configuratrix equation and resultant theory opens new possibilities: in some
cases, it is possible to evaluate resultants without solving directly the non-linear algebraic equations.
Another topic in geometry of Finslerian spaces, which is also closely related to resultants, is the
possibility to introduce a renormalisable volume element. It is related to finiteness of the region, bounded
by the indicatrix L(ξ) = 1. Whether this region is finite or not, depends on existence of critical points on
the surface L(ξ) = 0, i.e, depends on solvability of the system {∂iL = 0}. This system is solvable, if and
only if
R{∂iS} = 0, (5)
where Lk(ξ) = S(ξ) is a polynomial. As we can see, resultant can have many applications in Finslerian
geometry. For this reason, it is important to find simple and explicit formulas for resultants in various
particular cases. In this paper, we consider the case when S(ξ) is a cubic polynomial (polynomial of
degree 3) of n variables, symmetric under permutations of all its arguments.
2 Calculation of the resultant
Any symmetric polynomial of degree 3 can be uniquely represented as
S(x1, ..., xn) = A1(s1)
3 +A2s1s2 +A3s3, (6)
where {s1, ..., sn} are the elementary symmetric polynomials,
s1 =
∑
i
xi,
s2 =
∑
i<j
xixj
. . .
sk =
∑
i1<...<ik
xi1 ...xik . (7)
In this case, we have
∂
∂xi
S = A3x
2
i − (A2 + A3)xis1 + (3A1 +A2)s
2
1 + (A2 + A3)s2. (8)
After a linear transformation
Fi =
1
A3
∂iS +
A2 +A3
A3(2A3 − n(A2 +A3))
n∑
i=1
∂iS (9)
we obtain another system of equations, equivalent to (8):
Fi = x
2
i + 2Axis1 + Bs
2
1, (10)
where
2


A = −
A2 +A3
2A3
,
B =
6A1A3 + 2A2A3 −A
2
2
A3(2A3 − n(A2 +A3))
.
(11)
The resultants of these two systems are related [3]:
R{∂iS} = R{Fi}
(
An−13 (2A3 − n(A2 +A3))
2
)2n−1
. (12)
Using the Poisson product formula [2, 4] we obtain
R
(
x2i + 2Axis1 +Bs
2
1
)
=
=
1∏
k1,...,kn=0
detn×n
(
δij + λ(−1)
kiδij +AEij
)
=
=
1∏
k1,...,kn=0
(
1 + nA+ λ
n∑
j=1
(−1)kj
)
,
(13)
where
δij =
{
1, если i = j
0, если i 6= j
, Eij = 1, λ
2 = A2 −B.
It is easy to show, that this expression can be simplified to a form
n−1∏
k=0
[
(1 + nA)2 + (A2 −B)(n− 2k)2
]Ckn−1
, (14)
where
Cqp =
p!
q!(p− q)!
are the binomial coefficients. After simple algebraic calculations, we obtain
R{∂iS} =
n−1∏
k=0
Y
Ckn−1
k , (15)
Yk =
1
4
An−33
{
(2A3 − n(A2 +A3))
3 − (n− 2k)2·
·((A2 +A3)
2(2A3 − n(A2 +A3))− 4A3(6A1A3 +A2A3 −A
2
2))
}
(16)
This result can be recast in even simpler form, by doing a linear change of parameters
3


B1 = n
2A1 +
n(n− 1)
2
A2 +
(n− 1)(n− 2)
6
A3,
B2 = nA2 + (n− 2)A3,
B3 = A3,
(17)
We finally obtain
R
{
∂iS
}
=
(
B3
)(n−3)2n−1 n−1∏
k=0
(
6(n− 2k)2
n2
B1B
2
3 −
k(n− k)
n2
B32
)Ckn−1
(18)
This simple and explicit formula is the main result of present paper.
3 Conclusion
The use of resultants [2, 3, 4] in Finslerian geometry can simplify the understanding of some classes of
metric structures. The expression (18), which we obtained, gives a simple and efficient way to calculate
the resultant of a system {∂iS = 0} for polynomial S of degree 3 in any dimension. In the future we
will try to generalise (18) and obtain analogous formulas for symmetric polynomials S of higher degrees
r > 3.
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