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In this dissertation, a mesoscale modeling approach is developed aimed at simulating
the properties of dielectric nano/microstructures with coupled polar, elastic, and thermal
degrees of freedom, as well as the dependence of these properties on the structure size, shape,
morphology and applied conditions. The versatility of this computational method to predict
functional behavior is exemplified in the following systems:
(i) Zn-ZnO and ZnO-TiO2 semiconducting core-shell nanoparticles and the influence of
their size, anisotropy, microstructure and applied pressure on their optical properties;
(ii) Ferroelectric PbTiO3 and BaTiO3 nanoparticles embedded in a dielectric medium,
and the dependence on their polarization-field topology and transitions on particle shape and
size, dielectric medium strength, applied electric field, as well as other factors;
(iii) Artificial layered-oxide material exhibiting polar Goldstone-like (or phason) excitations and its electrocaloric properties that are tuneable under a wide range of applied
conditions.
The results of these investigations highlight the great promise of functional nano/microstructures for a variety of advanced engineering applications, including electrothermal
energy conversion, non-volatile multibit memories, opto and low-power electronics, as well
as metamaterials by design. They also detail the utility of mesoscale "control dials," I.e.,
manipulation of size, shape and microstructure, for fine-tuning the useful properties and
operational response of functional nano/microstructures. Finally, we demonstrate that the
development of predictive-grade mesoscale-level simulation techniques that accurately underpin complex physical phenomena occurring at this length scale is paramount for deeper
understanding of the behavior of functional dielectrics and other related materials.
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Chapter 1
Introduction
Miniaturization of conventional dielectric materials into microscopic and nanoscopic
structures of various shapes and morphologies, including thin films, wires, core-shell particles
and other composites, can lead to new and unexpected properties that may be useful for a
wide range of different applications [67, 216, 93, 85, 130]. Moreover, an ability to control
these properties with externally applied fields allows for additional functionalities and/or
greatly enhanced performance to be engineered into devices. Extensive efforts aimed at
better understanding the physical interplay between dielectric nanostructures geometries,
properties and operation, involving both basic and applied research initiatives, are indicating
broad applicability of such material systems in the areas of electronics, photonics and optics
[10], energy storage and conversion [130, 260], computing [18, 32], and national security
[165].
Conducive to facilitating transformative changes in all of these areas, theoretical and
computational methods of materials science have to evolve accordingly to become capable
of accurately predicting the properties and performance of nano- and microscale dielectric
architectures possessing complicated shapes, non-trivial structural inhomogeneities and
multiple — but interconnected — material attributes, including polar, magnetic, thermal
and mechanical ‘degrees of freedom.’ Since individual device components or complete
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functional heterostructures can range from a few nm to hundreds of µm in size, a number of
different theoretical tools may be needed to capture their behavior. For instance, quantum
mechanical theories, that have access to information about electronic wavefunctions and
their interactions with crystal lattice, are very successful in predicting structural, elastic,
dielectric, vibrational and electronic properties of basic material ‘units,’ represented by small
(few nm in size, containing from a few dozen to around a hundred atoms) crystallographic
cells. However, most generic quantum mechanical methods, such as the widely popular
density functional theory (DFT) approach that is available to the field practitioners in a
variety of different flavors, cannot effectively reproduce the properties of certain complex
systems, e.g., ‘strongly correlated’ ones, that instead have to be treated by exceedingly
expensive computational techniques. Another complication stems from great difficulties —
and prohibitive computational costs — encountered in ab initio analysis of finite-temperature,
non-equilibrium and long time-scale phenomena, especially those that may be related to
realistic device operation.
Empirical methods describing interatomic interactions with simple potential functions
provide huge performance boost for materials simulations making them capable of handling
a few million atoms on modern supercomputers. However, this increase in efficiency comes
at a price of abandoning all information about electronic degrees of freedom that are a
hallmark of quantum mechanical modeling approaches. Still, on the road to simulating the
behavior of even larger structures, such as nano- and microscopic device components, even
more drastic coarse-graining of materials properties is necessary, as realized in a variety of
so-called continuum approximations, where atomistic-level material structure is replaced by
statistically averaged field variables representing aggregate responses of large assemblies of
atoms. Although this dissolution of the atomistic-based description of materials results in yet
another substantial improvement in computational efficiency (and thus the size of systems
that can be probed with such techniques) it carries its own serious limitations that have to be
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recognized and respected, especially when considering the complex multiphysics problems
that involve multiple material attributes that may be connected across different length and
time scales.
Predicting the behavior of multifunctional dielectric heterostructures possessing complicated shapes and morphologies with continuum theory certainly does qualify as such a
problem. Due to the large size of the simulated domains and the complexity of processes
that may be occurring within them, numerous difficulties of both mathematical and physical
nature have to be resolved before truly useful and flexible computational tools could be
created. For example, the most generic mathematical roadblocks to be overcome for such
simulations involve uniform treatment of fully and partially periodic, as well as aperiodic
structures, proper localization of material properties to surfaces and interfaces, balancing
out widely different time scales of various relaxation processes in the system, and other
numerical/computational issues related to algorithm parallelization and solver techniques.
On the physical side, most careful attention has to be paid to development of robust models
representing the energetics of competing polar, elastic, thermal and other interactions, needed
to accurately describe the evolution of the dielectric material towards the state of equilibrium.
In this regard, ferroelectric thin films may already serve as a great example highlighting
the involved complexities that have to be carefully accounted for in modeling multifunctional
behavior of ferroic dielectrics at nanoscale. These films are usually made up of perovskiteoxide compounds, such as BaTiO3 , PbTiO3 , or solid solutions of x-PbZrO3 -(1 − x)-PbTiO3 ,
or x-Pb(Mg1/3 Nb2/3 )O3 -(1 − x)PbTiO3 . They can be grown on a substrate in a layer-bylayer fashion with a number of different synthetic techniques [271, 263, 273, 216]. The
choice of the substrate geometry, including the type of the exposed surface and the lattice
mismatch with the film, can drastically alter the mechanical properties of the latter, with
misfit-strain induced elastic distortions penetrating tens of nanometers deep into the film.
Even stronger influence on the behavior of the dielectric films can be imposed by altering
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the conductivity or resistivity of the substrate, as well as any additional layers that may be
grown on top of the film, such as a top electrode. Good or poor conductivity of components
in contact with the film triggers completely different mechanisms for screening of its surface
charges, which in turn produce vividly dissimilar polarization patterns inside the film and
their responses to external stimuli, e.g., polar domain structure formation and dynamics
of domain-wall motion in applied electric field. Finally, these films may also be strongly
sensitive to thermal fluctuations (i.e., exhibit pyroelectric [169] behavior), which may give
rise to a variety of interesting effects when the presence of a varying electric field induces
reorientation of the polar dipole moments and, as a result, adiabatic changes in the system
entropy leading to heating or cooling of the film [12].
Nonetheless, despite the complexity of functional behavior, the saving grace of thin film
systems is in simplicity of their geometry. This is, however, not the case for a wide variety
of other dielectric nanostructures that could be produced by advanced synthesis techniques.
Such structures — that can be fabricated from perovskites, binary oxides, or other materials,
and may be attached to a substrate or other supports, or freestanding — include wires, islands,
ridges, pores, mesas, as well as particles of all kinds of shapes, e.g., spherical, cubic, elliptic,
tetrahedral or octahedral. Naturally, computational techniques developed specifically for
simulating the properties of bulk materials and ‘slabs,’ and thus heavily relying on spatial
periodicity (for example, spectral Fourier methods), will not be effective in treating these
sorts of systems.
Although the field of computer modeling of functional dielectrics at the mesoscale has
seen dramatic progress in the past few decades, spearheaded by developments in effective
Hamiltonian [334, 305, 240] and phenomenological approaches [128, 55, 188, 189, 185,
292, 319], and has been very successful although lacking popular, standardized, flexible
and widely accessible (e.g., open source) computational tools. This situation is unusual,
compared to most other areas of computer materials simulations, where widely popular
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modeling tools exist (both open-source and commercial), such as, e.g., Quantum Espresso
[98], VASP [113], and Gaussian [91] codes based on ab initio approaches, LAMMPS package
for classical molecular-dynamics calculations [256], and finite element method (FEM) based
materials-engineering suites like ANSYS [70], COMSOL [262] and etc. The main goal
of this dissertation lies in development of such a tool (actually, a complete tool-chain that
extends from conceptualizing the material model all the way through to visualizing the
results of computations) for prediction of properties and the functional response of complex
dielectric materials and nano/microstructures. This tool is then applied to the studies of a
number of different dielectric systems to evaluate its predictive power, performance and
possible deficiencies. Our modeling approach is based on the MOOSE (MultiphysicsObject-Oriented-Simulation-Environment)[95] finite element framework, which is an opensource programming environment for defining, solving and analyzing complex multiphysics
problems with coupled system variables. The remainder of this dissertation is structured as
follows:
• Chapter 2: theoretical background and derivation of continuum-level equations governing polar, elastic, and thermal properties in a dielectric structure, as well as a review of
ferroelectric materials and related functionalities and phenomena.
• Chapter 3: a partial review of the FEM and specific MOOSE coding procedures used
in the development of our computational modeling approach.
• Chapter 4: a test case of a purely elastic systems with ab initio fitted postprocessing of
electronic properties: investigation of an electronic band gap dependence of Zn/ZnO
and ZnO/TiO2 spherical core-shell nanoparticles on their size, microstructure, material
choice and applied mechanical boundary conditions [210].
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• Chapter 5: a test case of a coupled polar-elastic system: a study of equilibrium
polarization patterns, phase transformations and field response in spherical ferroelectric
nanoparticles [209].
• Chapter 6: a test case of a polar-elastic-thermal system with unusual excitations: an
investigation of electrothermal properties of a simple quasi-two-dimensional model,
inspired by a Ruddlesden-Popper type layered-oxide material that possesses polar
Goldstone-like excitations [211].
• Chapter 7: conclusions and future outlook.

Chapter 2
Continuum thermodynamic models of
dielectric materials
Within this Chapter, a time-dependent Landau-Ginzburg-Devonshire model will be developed to evaluate the properties of a ferroelectric material that has elastic, polar, and thermal
state variables. We begin the chapter with deriving the equations of linear elasticity for the
elastic degrees of freedom. This is followed by the discussion of the equations governing
the electrostatics and thermodynamics of a dielectric material. Properties of the ferroelectric
phase are described next, including spatial polarization-field inhomogeneities, also known as
ferroelectric domains and domain walls. Finally, the formalism of the Landau theory of phase
transformations as applied to ferroelectric structures is derived along with mathematical
formulations for all of the relevant energy terms. Possible interactions (or ‘couplings’)
between the different state variables are also introduced as needed and include discussions of
piezoelectric, electrostrictive, and electrocaloric effects.
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2.1
2.1.1

The theory of linear elasticity
Elastic displacement and strain

The concept of a continuum (or continuous medium) involves defining a measure of a
material that must be constant throughout. For an elastic continuum, this measure is the mass
density. The mass density is formally defined within some small volume ∆V containing mass
∆M as,
∆M
≥ 0.
∆V →0 ∆V

β = lim

(2.1)

For an infinitesimally small mass dm, confined within volume dV , the constraint that a
relationship dm = β dV holds at all spatial coordinates of the medium makes the theory
continuous1 .
For an homogeneous material, which has the same chemical formula throughout, the
following thought experiment can be conducted: If one takes a large number of small volumes,
∆V , and calculates β for each piece, then if β plotted vs. the size of ∆V is not constant, then
likely the classical continuum theory is not a good mathematical approximation. This is seen
in Fig. 2.1 if ∆V > ∆V ∗ where ∆V ∗ is a large enough volume such that β is approximately
constant no matter where this volume is chosen in the material. This consideration is
important for developing mesoscale models as they do not take into account molecular-level
granularity of the material, instead introducing interactions over larger volumes where such
granularity is erased or averaged out. The same ‘continuous theory measure’ argument is
applicable to the electric charge density, as will be discussed in a later section.
Now, consider a body with an initial volume Vi and surface Si , and final volume V f and
surface S f , as shown in Fig. 2.2. A linear transformation T relates these two states and
1 The variable β is used here for the mass density instead of the usual ρ, which is introduced later as the
charge density. Typically, β = MZ/N0V where Z is the number of molecules per unit cell, M molecular weight,
N0 Avogadro’s number, and V is the unit cell volume [242].
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Fig. 2.1 Material mass density plotted as a function of small volumes ∆V . As the volume
∆V > ∆V ∗ , the continuum approximation is valid.
can account for any changes in body volume and/or shape, as well as any possible body
translations in space. The position of the mass dm in the initial state is described by position
vector
r = x j ê j ,

(2.2)

where x j denotes an orthonormal coordinate system measured from the origin O and ê j is a
unit vector of the coordinate system ( j = 1, 2, 3). Here, Einstein notation is used2 , in which
the repeated index is summed over (in this case j). A corresponding position of the mass
from the origin O in the final state is given by
R = X j ê j ,

(2.3)

where X j = X j (x) is a function of the coordinates x. The difference

2 Occasionally,


u (x) = r − R = x j − X j ê j ,

(2.4)

the summation is explicitly stated, but unless noted, the Einstein convention is used
throughout this dissertation.
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defines the material displacement vector. One important detail is that this vector u does

Fig. 2.2 A transformation T relates the arbitrary volume Vi to the final volume V f . Displacements of infinitesimal volume dV can be described by a displacement vector u = r − R which
is a vector valued function of the global coordinates x j .
not necessarily describe a change in shape or volume, as it could also apply to a rigidbody translation or rotation. For example, u = u0 ê1 , with u0 being a constant, describes a
translation along ê1 , while u = ⟨−ω, ω, 0⟩ describes a rigid-body rotation about ê3 .
When the body is transformed, the distance between its volume elements may change.
For example, consider two volume elements who are initially a distance dl apart in space.
This distance is
dl 2 = dx j dx j and (dl ′ )2 = dX j dX j = dx j + du j

2

(2.5)
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before and after (dl ′ ) the transformation respectively. But, rewriting the differential of
du j =

∂uj
∂ xk dxk ,

we then have
∂uj
∂uj ∂uj
dx j dxk +
dxk dxl
∂ xk
∂ xk ∂ xl

 
1 ∂ u j ∂ uk ∂ u j ∂ uk
2
dx j dxk .
= dl + 2
+
+
2 ∂ xk ∂ x j ∂ xk ∂ x j

(dl ′ )2 = dl 2 + 2

(2.6)

The quantity in brackets is known as the elastic strain tensor3 , ε jk = ε jk (x), which is

symmetric upon change of the index ε jk = εk j .

2.1.2

Mechanical equilibrium of the continuum under arbitrary load

Consider again our differential volume dV . Let f be the total force density acting within
(and on) dV . Therefore, the following integrated relation holds for the total force on an
arbitrary volume V enclosed by the surface S,
F=

˚

f dV

(2.7)

V

This total force can be decomposed into two contributions, one being a body force b acting at
every point within V , and the other a surface force, which is described by a surface integral
over forces t acting on each differential surface element dS. Thus,
F=

˚
V

3 In

b dV +

‹

S

t dS.

(2.8)

the linear theory, the term ∂ u j /∂ xk ∂ uk /∂ x j is always considered to be very small and is thus neglected,
hence the familiar result.
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It is convention to align the action of the surface force t with the direction of the outward
facing normal unit vector n̂, i.e.,
F=

˚

b dV +

V

‹

T · ndS.

S

(2.9)

In order for Eq. 2.9 to be satisfied covariantly[84], the object T · n̂ must be a vector, which
in turn implies that T is a tensor quantity of rank two. This quantity is known as the stress
tensor field and is usually denoted as σ jk . In index notation, Eq. (2.9) is written as
Fj =

˚

b j dV +

V

‹

S

σ jk n̂k dS.

(2.10)

Applying the divergence theorem 4 to Eq. (2.10), allows us to recast the surface integral as a
volume integral:
Fj =

˚
V

b j dV +

˚

V

∂ σ jk
dV.
∂ xk

(2.11)

In static equilibrium, the total force is zero. Since the integration is carried over an arbitrary
V,
∂ σ jk
+ b j = 0,
∂ xk

(2.12)

which is known as Cauchy’s first law of linear momentum — also commonly referred to as
the stress divergence equation — and a condition for the static mechanical equilibrium.
4 The divergence theorem allows for equivalence between surface and volume integrals. The general form is
´
A
∂ Ω · d (∂ Ω) = Ω ∇ · AdΩ for arbitrary vector field A within a volume Ω enclosed by a surface ∂ Ω provided
that components of A have continuous first derivatives.

´
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2.1.3

Symmetry of the stress tensor and Hooke’s law

It is important to discuss the symmetry relations that have to be satisfied by the elastic
stress (and strain) tensors. Eq. (2.12) does not describe any equilibrium conditions for torques,
i.e., rotational forces applied to the body, but we can write one down [41]
˚
V

x × b dV +

‹

S

x × σ : n̂ dS = 0,

(2.13)

which is known as Cauchy’s second law of angular momentum balance. Rewriting Eq. (2.13)
in index notation, one finds
˚

‹

ϵi jk x j bk dV +

S

V

ϵi jk x j σkl n̂l dS = 0,

(2.14)

where ϵi jk is the pseudo-tensor (Levi-Civita) density5 Applying the divergence theorem once
again, we get
˚
V

Noting that

∂xj
∂ xl

V


∂
ϵi jk x j σkl dV = 0.
∂ xl

(2.15)

= δ jl , where δ jl is the Kroenecker delta symbol6 , we obtain
˚
V

5 The

ϵi jk x j bk dV +

˚


˚ 
∂ σkl
ϵi jk δ jl σkl + x j
dV = 0.
ϵi jk x j bk dV +
∂ xl
V

(2.16)

Levi-Civita pseudo-tensor of rank three is defined as a coordinate-free invariant, ϵi jk = êi · (ê j × êk ),
from any complete set of orthogonal unit vectors.
6 The Kroenecker product, δ , is equal to unity if i = j and zero otherwise.
ij
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Removing integration over an arbitrary volume, same as before, and rearranging Eq. (2.16)
one finds that
ϵi jk δ jl σkl = −ϵi jk x j



∂ σkl
+ bk
∂ xl



= 0,

(2.17)

where the quantity in parenthesis must vanish due to Eq. (2.12). Then7
ϵi jk δ jl σkl = 0 ⇒ ϵi jk σk j = 0

(2.18)

⇒ ϵimn ϵi jk σ jk = 0


⇒ δ jm δkn − δmk δn j σ jk = 0

which implies
σ jk = σk j .

(2.19)

Therefore, the stress tensor must be symmetric under interchange of the indices. Now
consider a Taylor series expansion of σi j as a function of the elastic strain εkl as in Ref. [84],



∂ σi j
σi j = σi j (εkl = 0) +
∂ εkl



εkl =0

εkl + ...

(2.20)

Since εkl is considered to be small, we can disregard all of the non-linear terms in
this decomposition. Furthermore, as the absence of strain produces zero stress, Eq. (2.20)
becomes
σi j ≃



∂ σi j
∂ εkl



εkl =0

εkl .

(2.21)

7 In general, ϵ ϵ
i jk lmn = δil δ jm δkn + δim δ jn δkl + δin δ jl δkm − δil δ jn δkm − δin δ jm δkl − δim δ jl δkn . This can be
shown to be reduced to the form used in Eq. (2.18) by letting l → i and noting that δrr = 1 for all r.
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which is known as the generalized Hooke’s law. Interchange of the indices for both the strain
and stress tensors shows that the quantity (which is a tensor of rank four)
Ci jkl =



∂ σi j
∂ εkl



εkl =0

must satisfy Ci jkl = Ckli j ,Ci jkl = C jikl ,Ci jkl = Ci jlk symmetry. This means that, at most,
there could be 21 independent components of Ci jkl 8 . Since under the assumptions of linear
elasticity, the elastic stiffness tensor, Ci jkl , does not depend on any external influences, such
as an externally applied force, or is a consequence of the linear transformation from whence
the elastic displacements arise, this object must be a material property similar to the mass
density β defined earlier in this Chapter.

2.1.4

Work done on the deformed medium

The work, W , required to deform V by some infinitesimal displacement δ u, can be written
as a sum of the body and surface work [168],
W=

˚

δW dV =

V

˚
V

b · δ udV +

‹
S

(σ : n̂) · δ udS.

(2.22)

Using the divergence theorem,
W=

˚

δW dV =

V

=
=

˚

V
˚

V
˚
V

8 Similarly,

b · δ udV +
b · δ udV +

˚
V
˚
V

∇ · [σ : δ u] dV.
(∇ : σ ) · δ u dV +

[b + ∇ : σ ] · δ u dV +

˚
V

(2.23)
˚
V

σ : δ (∇ · u) dV.

σ : δ (∇ · u) dV.

the elastic strain can be expanded in terms of the stress fields and it is found that εkl = skli j σi j
where skli j is the elastic compliance tensor (of rank four). It can be shown that Ci jkl skli j = 1. In other words, s
= C−1 .
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With the first term vanishing due to Eq. (2.12) at mechanical equilibrium, this can be reduced
to the following expression
δW = σ : δ (∇ · u) .

(2.24)

 

1 ∂ ui ∂ u j
δW = σi j δ
+
= σ i j δ εi j ,
2 ∂ x j ∂ xi

(2.25)

In index notation Eq. (2.24) is,

due to the symmetry properties of the stress tensor [see Eq. (2.19)]. δ εi j is an infinitesimal
strain.

2.1.5

Thermodynamics of the elastic medium

Now we consider elementary thermodynamics of the elastic medium, connecting in the
thermal system variables. The internal energy, dU, of a material is equivalent to the sum of
the heat, dQ, flowing into the volume and the work done dW ,
dU = dW + dQ.

(2.26)

Under a reversible change, the second law of thermodynamics states that
dQ = T dS,

(2.27)

where T is the temperature and dS is differential change of the entropy. Therefore, combining
the energy terms from Eqs. (2.25) and (2.27), the internal energy of an elastic material can
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be recast as
dU = σi j dεi j + T dS.

(2.28)

If we consider a new definition of energy (from Gibbs, see Ref. [245]),

dG = d U + σi j εi j − T S ,

(2.29)

it follows that,
dG = dU + εi j dσi j + σi j dεi j − T dS − SdT.
But, dU = σi j dεi j + T dS by Eq. (2.28), so
dG = σi j dεi j − SdT.

(2.30)

Therefore,
σi j =



dG
dεi j



T



dG
and S = −
dT



σi j

.

(2.31)

The first of these relations can be turned into an integral form:
G(T ) =

ˆ

σi j εi j dV,

(2.32)

V

which defines the elastic free energy. Using Eq. (2.21), it can be rewritten as
G(T ) =

1
2

ˆ

V

Ci jkl εi j εkl dV,

(2.33)
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where Ci jkl may be a function of T .

2.1.6

Surface contributions to the elastic energy

Elastic equilibrium state of a continuous material with a free surface may be different from
the bulk. From a simplified atomistic description, atoms at the surface have fewer bonds than
those within the structure. Therefore, they may rearrange themselves into a new structure
or phase that is different from that of the bulk and could have its own distinct symmetry
[74, 140]. By default, this distinct surface phase will not be in elastic equilibrium with the
bulk phase underneath, which should give rise to a residual stress field at the surface. An
effective approach to treating the influence of a free surface on the mechanical properties of
the elastic body has been put forward by Gurtin and Murdoch [111]. This approach treats the
surface as a thin boundary layer attached to the material bulk that possesses its own elastic
stiffness parameters [283, 75, 56].
S , we can write the following expression:
For the surface stress tensor σαβ

S
= τ 0 δαβ +
σαβ

∂ FS
,
S
∂ εαβ

(2.34)

S is the surface strain tensor and F S is
where τ 0 is the intrinsic residual surface tension, εαβ

the surface elastic energy. The Greek indices α, β denote directions tangent to the surface.
The same thermodynamical arguments hold for the reversible work done on the surface as
they do in the bulk. Therefore,
FS =

1
2

‹

S
S
S
dSCαβ
δ γ εαβ εδ γ .

(2.35)

S

S , ε S , and CS
Since the tensors σαβ
αβ
αβ δ γ , which uniquely define the mechanical equilibrium,

are only defined on the surface, they must be properly projected onto it, which implies
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Fig. 2.3 Continuum based approach to surface elasticity, after Gurtin and Murtoch [111].
A projection operator is constructed from the normal vector n̂(x) and the surface tangent
vectors t̂k (note t̂k ⊥ n̂ for k = 1, 2) for a thin near-surface region indicated by the black curve.
The insets show an example of ZnS atoms arranged in the zinc blende structure where outer
surface atoms, colored in blue and gray, have fewer bonds than their inner neighbors. The
near-surface area can be considered as a distinct phase different from the bulk, which has its
own elastic stiffnesses Cisjkl and consequently an additional surface elastic energy F S .
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reducing their dimensionality by one, compared to their bulk counterparts. An appropriate
projection operator, P, can be constructed from the outward-facing normal unit vector n̂ as
P = 1 − n̂ ⊗ n̂,

(2.36)

with 1 being the identity operator. A surface projection of a tensor quantity A then may be
defined as
ASij = Pik Akl Pl j

(2.37)

ASijkl = Pim Pjn Amnrs Prk Psl ,

(2.38)

and

for the rank two and four tensors, respectively. It can be shown that the minor symmetries
S are preserved under this operation. Therefore, if one solves
CiSjkl = CSjikl = Ci jlk = Ckli
j

Eq. 2.12 along with
S
∂ σαβ

∂ xi

= 0,

(2.39)

then mechanical equilibrium is satisfied for the continuous elastic body enclosed by a free
surface. The presence of the surface tension, τ 0 , will cause residual stress fields within the
otherwise stress-free structure. It should be noted that the surface elastic strain can be defined
in the usual fashion as
S
εαβ

1
=
2



∂ uα ∂ uβ
+
∂ xβ ∂ xα

with α, β being the tangent directions of the surface.



.

(2.40)
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2.2
2.2.1

Electrostatic equations of state
Governing equations of microscopic/macroscopic electrostatics

Analogous to the mass density being a measure of the continuous elastic theory, electric
charge density ρ may become a similar measure for dielectric materials treated at continuum
level. Once again, we introduce a formal definition of the material measure,
ρ = lim

∆V →0

∆Q
≶0
∆V

(2.41)

where ρ may be positive or negative. Within the volume V enclosed by S, the total volume
and surface charge density, σ , can be decomposed into free and bound charges,
ρ(x) = ρ f (x) + ρb (x)

(2.42)

σ (x) = σ f (x) + σb (x).

(2.43)

and

The electrostatic potential created by this system of charges is [137],
Φ(x) =

˚
V

ρ(x′ )
+
dV
|x − x′ |
′

‹
S

dS′

σ (x′ )
,
|x − x′ |

(2.44)

where the integration is taken over primed coordinates. The curl-less electric field condition,
∇ × E(x) = 0,

(2.45)
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implies
E(x) = −∇Φ(x).

(2.46)

∇ · E(x) = ∇2 Φ(x).

(2.47)

Therefore, we have

which is the Poisson equation. For a dielectric material, it is beneficial to reduce it to a
form that depends on the material polarization, which is done as follows. We consider the
dielectric medium as a collection of dipoles pk . Its total polarization density then is
P(x) =

1
V

∑ pk
k

. The associated electrostatic potential is1
Φ

polar

(x) =

˚

′

′

′

dV P(x )∇

V




1
.
|x − x′ |

(2.48)

The integrand in Eq. (2.48) can be rewritten as
′

′

P(x )∇
1 The



1
|x − x′ |



=∇

′




1
P(x)
−
∇′ · P(x′ ).
′
|x − x |
|x − x′ |

potential due to one dipole sitting at the origin x′ = 0 is (after Ref. [137]),
 
p·x
1
dipole
∼ 3 = p·∇
Φ
|x|
x

(2.49)
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Inserting Eq. (2.49) into Eq. (2.48) and applying the divergence theorem to the first term we
get
Φ

polar

(x) =

‹
S

dS

′




˚
P(x)
1
· n̂ −
∇′ · P(x′ ).
dV ′
|x − x′ |
|x − x′ |

(2.50)

V

In the absence of free volume and surface charges, the comparison of Eqs. (2.50) and (2.44)
produces
ρb (x) = −∇ · P(x) and σb (x) = P(x) · n̂.

(2.51)

The Poisson equation [Eq. (2.47)] becomes
∇2 Φ(x) =


ρ
1
ρf −∇·P .
= ∇ · E(x) =
ϵ0
ϵ0

(2.52)

where ϵ0 = 8.85 × 10−12 F/m is vacuum permitivity. Here, a new quantity can be introduced,
D = ϵ0 E + P

(2.53)

which is an electric displacement vector. If the medium does not have any polarization, then
ρb = σb = 0. However, an applied electric field can still polarize it, with induced polarization
being linearly proportional to the field:
Pi = χi j E j .
with χi j being the dielectric susceptibility.

(2.54)
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2.3

Constitutive relationships for the dielectric media

In the previous discussion, the temperature is assumed to be constant, which allows
for analytic definitions of the elastic energy for the given temperature. Simultaneously, a
connection between the elastic fields σi j and εi j through the temperature dependent material
tensor Ci jkl can be obtained by simple force balancing considerations. On the other hand,
the relationship between bound charge density, ρb = −∇ · P, its electric displacement field,
D = ϵ0 E + P, and the total electric field is established as D = ϵE. The electrostatic field is
also shown to obey the Poisson equation.
As demonstrated by Jacques and Pierre Curie in an experiment in 1880 [65], an additional
relation may exist in some materials, connecting elastic strains or stresses with electrostatic
fields and polarization (at fixed temperature). This connection is called a piezoelectric
effect, with the direct effect involving an emergence of an electric field in response to the
deformation of the material. The same researchers also demonstrated that with the application
of an electric field, the shape of the crystal can deform. This was formally defined as the
converse piezoelectric effect9 .
Similar observations has been made for the connections between elasticity and temperature, i.e., the changes in elastic fields can alter the temperature, and, conversely, temperature
changes can produce elastic distortions[245]. Furthermore, it has long been known (since
as far back as the 4th century BC) that a temperature change can cause an attractive force
to appear — which was recognized by Thomson and Lord Kelvin as an electrostatic force
[169]). Heckmann [245] was the first to devise a famous diagram that visualizes multiple
couplings existing in dielectric materials. In a similar fashion, magnetic materials can also
display a number of analogous phenomena, such as pyromagnetic, magnetostrictive, and
piezomagnetic effects, that can be assembled in an appropriate Heckmann diagram. Finally,
in some materials direct couplings may exist between magnetic and electric state variables,
9 Discovery of this useful reversible phenomena led to the development of sonar by Rutherford and Langevin
[150] near the end of World War I.
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giving rise to a magnetoelectric effect. In that case, a three-dimensional Heckmann diagram
can be constructed for a system that has both electric and magnetic degrees of freedom.
Other Heckmann diagrams exist that relate cross-coupled transport phenomena, such as
thermoelectricity, electrolysis, and thermal diffusion [242]. An example of this diagram is in
Fig. 2.4.

Fig. 2.4 Heckmann diagram showing the cross-coupling between elastic, thermal, and electric
state variables. The lines between the variables describe a certain physical process implying a
linear connection between them. The inner triangle shows an equivalent relationship between
secondary variables.
Ferroelectric materials have long been known [146, 195, 67, 12, 216] to exhibit strong
connections between their elastic, polar, and thermal degrees of freedom. Therefore, any
continuum-level theories and computational tools developed for such materials need to
accurately capture the physical nature of these connections, as well as account for any relevant
spatial inhomogeneities of the state variables. In the following sections, we discuss basic
thermodynamic relations for a uniform polar-elastic dielectric and derive the expressions for
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its piezo- and pyroelectric constants. Then, we discuss the symmetry of the different material
tensors (or compliances) that are necessary for the treatment of ferroelectric compounds.

2.3.1

Thermodynamics

The internal energy of the polar-elastic dielectric crystal may be written as
dU = σi j dεi j + Ei dDi + T dS

(2.55)

where D, S, and εi j are the electric displacement, entropy, and strain, respectively. These
fields have linear (physical) relations to the electric, temperature, and stress variables, as
derived in the previous sections. Therefore, one could write
dU = εi j dσi j + Di dEi + SdT

(2.56)

as an equivalent expression for independent fields σi j , Ei , and T . The Gibbs free energy is
G = U − σi j dεi j + Ei dDi + T dS,

(2.57)

dG = −εi j dσi j − Di dEi − SdT,

(2.58)

whose differential

can be obtained with the help of Eq. (2.55). The so-called Maxwell relations can be extracted
from this differential as
dG =



∂G
∂ σi j





∂G
dσi j +
∂ Ei
E,T





∂G
dEi +
∂T
σ ,T



σ ,E

dT,

(2.59)
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so that


∂G
εi j = −
∂ σi j





∂G
, Di = −
∂ Ei
E,T





∂G
, and S = −
∂T
σ ,T



σ ,E

(2.60)

.

by comparison with Eq. (2.58). Three more relations can be obtained by taking the second
derivative of G,
diTjk



∂ 2G
=−
∂ σi j ∂ Ek



T

,

αiEj



∂ 2G
=−
∂ σi j ∂ T



, and

E

pσi



∂ 2G
=−
∂ Ei ∂ T



σ

.

(2.61)

which yields the piezoelectric (di jk ), thermal expansion αi j , and pyroelectric (pi ) material constants (compliances) at constant temperature, electric, and stress field respectively.
Therefore, one can write after integration [245],
T
E
εi j = sE,T
i jkl σkl + dki j Ek + αi j ∆T

(2.62)

Di = diTjk σ jk + ϵσi j,T E j + pσi ∆T
!
σ ,E
C
V
∆T,
∆S = αiEj σi j + fiσ Ei +
T

where the superscripts indicate compliances at constant field. The specific heat CV is taken
at constant volume (and constant electromechanical boundary conditions) and relates the
changes in entropy to the change in the temperature.

2.3.2

Material tensor symmetries

The inherent symmetries of the material must be reflected in the measured physical
properties of the crystal. Formulated as Neumann’s principle, this statement postulates that
if the lattice is invariant with respect to certain symmetry elements, then the observable
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physical properties must also be invariant with respect to the same symmetry elements.
Mathematically, this powerful principle can be used to drastically simplify a variety of
different calculations. In our case, we utilize symmetrized compliance tensors for all the
calculations reported in Chapters 4, 5, and 6. In order to identify what elements of a material
tensor are zeroed out by virtue of a certain symmetry being present in the crystal, one needs
to employ a simple linear relationship,
Ti′jkl... = aiα a jβ akγ alδ Tαβ γδ ... ,

(2.63)

where a is the corresponding symmetry operation. I.e., if the crystal possesses this symmetry
element, then the material tensor must be left unchanged by it:
Ti′jkl... = Ti jk... ,

(2.64)

Symmetry operation a is usually uniquely represented by an appropriate direction cosine
matrix [78]. For example, let’s consider a coordinate system denoted by {ê1 , ê2 , ê3 } that will
be transformed into {ê′1 , ê′2 , ê′3 }. The symmetry operation can rotate, reflect, and invert, and
its representation matrix ai j obeys aik ak j = δi j and a−1 = a ji = aTij , where T denotes the
transpose operation. Therefore, the relation
ê′i = ai j ê j ,

(2.65)

must hold.
Rotations of a material tensor
The directions of local crystallographic axes within a material may not always coincide
with those of the cartesian axes of some global coordinate system. For example, in polycrys-
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talline films, individual crystalline grain orientations are likely to be different from that of the
global ‘measurement’ coordinate axis. Therefore, all the local materials tensors of individual
grains must be rotated to align with the global coordinate system. These rotations are done
with the help of Euler rotation matrices that are constructed from special rotation operators,
which can capture any orientation of a crystallographic axis in space. Consider the following
rotations



 cos θ sin θ 0


,
R(θ )x̂ = 
−
sin
θ
cos
θ
0




0
0
1


cos
θ
0
sin
θ





R(θ )ŷ =  0
1
0 
,


− sin θ 0 cos θ


0
0 
1



R(θ )ẑ = 
0 cos θ sin θ  ,


0 − sin θ cos θ

(2.66)

which constitute rotations by angle θ about the cartesian axes ê1 = x̂, ê2 = ŷ, and ê3 = ẑ
(indicated by subscripts) respectively. The Bunge [45] sequence performs rotations in
Z(θ )X(φ )Z(ψ) order, i.e., as three successive transformations {êk } → {ê′k } → {ê′′k }. Specifically, the first rotation is by angle Ψ about the ẑ axis, the second is by angle φ about the new
x̂′ axis and the third is by angle θ about the new ẑ′′ axis. This transformation sequence can
be compactly represented as
Rαβ = Rα j (θ )ẑ′′ R jk (φ )x̂′ Rkβ (Ψ)ẑ

(2.67)
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where Rαβ is the Euler rotation matrix. In expanded form
Rαβ (θ , φ , Ψ)
(2.68)


cos
θ
cos
Ψ
−
cos
φ
sin
θ
sin
Ψ
−
cos
θ
sin
Ψ
−
cos
φ
cos
Ψ
sin
θ
sin
θ
sin
φ





= cos Ψ sin θ + cos θ cos φ sin Ψ cos θ cos φ cos Ψ − sin θ sin Ψ − cos θ sin φ 



sin φ sin Ψ
cos Ψ sin φ
cos φ

2.4

Ferroelectric materials

Depending on the underlying symmetry of the dielectric crystal, it can be assigned to
one or another material class, with the members of the same class exhibiting certain unique
aspects of dielectric behavior. Out of 32 crystallographic point groups, 11 groups are
centrosymmetric, i.e., contain an ‘inversion center’ symmetry operation that is incompatible
with any vectorial material property. In such crystals, ionic and electronic charge distributions
in the unit cell are arranged centrosymmetrically and their charge centers coincide. Therefore,
these crystals cannot exhibit any intrinsic polar properties (e.g., piezo- or pyroelectricity) and
are also called nonpolar.
The remaining 21 crystallographic point groups can be further partitioned into 10 polar
and 11 polar-neutral groups (according to the classification of Zheludev [333] that does
not explicitly discuss the issue of chirality). In the polar-neutral crystals, the positive/negative charge centers still coincide, however, the charges themselves are no longer arranged
centrosymmetrically within the unit cell. Therefore, such positive and negative charge distributions will react differently to applied elastic distortions or electric fields, and the associated
materials will possess piezoelectric properties. In the polar crystals, even the positive/negative charge centers in the unit cell no longer coincide, which is equivalent to the presence of at
least one ‘special’ symmetry axis along which a dipole moment can formally develop (which
may be large or small, as symmetry arguments alone cannot determine its magnitude). Such
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Fig. 2.5 Partitioning of dielectric materials into piezoelectric, pyroelectric and ferroelectric
classes according to their symmetry.
polar crystals possess spontaneous polarization and are also called pyroelectric, although
the presence of polarization in them is a consequence of their symmetry and is not connected
to any thermal effects. By default, all pyroelectric crystals are also piezoelectric.
Finally, ferroelectric crystals are defined as those pyroelectric crystals where spontaneous
polarization can be developed along multiple (i.e., two or more) symmetrically equivalent
special axes. It is also implied that it should be possible to switch the polarization from one
special direction to another by application of a strong enough electric field. By default, all
ferroelectric crystals are also both pyroelectric and piezoelectric. Also, at rising temperatures
most ferroelectric crystals become nonpolar or polar-neutral, i.e., lose their spontaneous
polarization, before melting or decomposing. The associated phase transformation, which
may be quite complex in its nature, is called ferroelectric to paraelectric and the critical
temperature at which it happens is called the Curie temperature, or TC . A graphical diagram
representing the relations between the different dielectric material classes is presented in
Fig. 2.5. Occasionally throughout the rest of the thesis, the material symmetry may be
discussed in terms of the 32 crystallographic point groups presented here, in either Hermann-
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Mauguin (international) or Schoenflies notations. All of the crystallographic point groups
together with their associated intrinsic polar properties are shown in Table 2.1.

Triclinic
Tetragonal

Hexagonal

InterSchoennational
flies
1
C1
1̄
Ci
4
C4
4̄
S4
4/m
C4h
422
D4
4mm
C4v
4̄2m
D2d
4/mmm
D2h
6
C6
6̄
C3h
6/m
C6h
622
D6
6mm
C6v
6̄m2
D3h
6/mmm
D6h

Polar
✓
✓

✓
✓

✓

InterSchoenPiezonational
flies
electric
2
C2
✓
Monom
C8
C2h
✓
clinic 2/m
222
D2
✓
Orthomm2
C2v
D2h
✓
rhombic mmm
✓
3
C3
✓
3̄
S6
Tri32
D3
gonal
3m
C3v
✓
3̄m
D3d
✓
23
T
✓
m3
Th
✓
Cubic 432
O
✓
4̄3m
Td
m3m
Oh

Polar
✓
✓

Piezoelectric
✓
✓

✓

✓
✓

✓

✓

✓

✓
✓
✓
✓

Table 2.1 The 32 crystallographic point groups in both Hermann-Mauguin (international)
and Schoenflies notation, along with their intrinsic polar properties (after Ref. [103]).

2.4.1

Ferroelectricity

Since its discovery in the Rochelle salts in 1922 by Valasek [300], a number of scientists
have endeavored to understand the microscopic origins of ferroelectricity as well as their
macroscopic manifestations. The first theories from Ginzburg [99] and Devonshire [72, 73]
proposed a model that did not consider any microscopic mechanisms, instead describing
ferroelectric behavior and the associated phase transformations on the phenomenological
level. This model was well-matched with the experimental observations of Merz [224] and
others [304, 315], who studied a prototypical ABO3 perovskite-ferroelectric oxide, BaTiO3 .
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Merz was able to show that the measured dielectric constant obeys a Curie-Weiss law,

ϵ=

C
T − TC

(2.69)

where C is a material constant. Note that Eq. (2.69) is valid above TC , where a similar
expression exists for temperatures below the transition point. As shown in Fig. 2.6, the
system dielectric constant ϵ, diverges at T ≃ TC . At around the same time, other ferroelectric

Fig. 2.6 Illustration of the Curie-Weiss temperature dependence, [Eq. (2.69)], near the phase
transition point for different TC .
systems such as tri-glycine sulfate [(NH2 CH2 COOH)3 · H2 SO4 ] (TGS) [218], tri-glycine
fluoberyllate [(CH2 NH2 COOH)3 · H2 BeF4 ] (TGFB) [125] and also di-hydrogen phosphate
[KH2 PO4 ] (KDP) were studied. A similar, i.e., divergent near TC , dielectric constant behavior
was observed in all of these ferroelectric systems [146], however, a microscopic level
understanding of physical mechanisms underpinning the emergence of polarization in these
materials was not well developed at the time.
The early theories that could explain the divergence of the dielectric constant utilized
formalism developed by Landau, that involved expanding the crystal free energy into symmetrically irreducible monomials containing powers of the relevant system variable, or the

34

Continuum thermodynamic models of dielectric materials

so-called order parameter based upon it (the latter is usually introduced as having nonzero
values below the phase transition temperature that vanish above it). Devonshire’s choice
for the order parameter was macroscopic polarization, and the developed theory explained
both measured ferroelastic effects and the divergent dielectric constant near the phase transition point in BaTiO3 [72, 73]. However, this effort did not answer the question as to what
atomistic-level mechanism was responsible for the macroscopic polarization in BTO.
It was hypothesized that below the Curie temperature, the structure of BTO changes
from point group m3m (cubic) to 4mm (tetragonal) with one of the cube faces elongating
along the direction of the polar axis, as shown in Fig. 2.7. Two more phases were observed

Fig. 2.7 BaTiO3 perovskite unit cell pictured in both cubic (left) and tetragonal (right)
symmetry. The tetragonal phase is characterized by an off-centering of the Ti center ion.
Here, Ba atoms are shown in purple, Ti atoms in brown and O atoms in black colors.
at temperatures below TC having (i) an mm orthorhombic symmetry where the P vector is
pointing along one of the ⟨110⟩ directions, which are cubic cell side diagonals, and (ii) a 3m
rhombohedral symmetry where P points along one of the ⟨111⟩ (pseudo-cubic) directions,
which are cubic cell space diagonals. At each successive phase transition, the crystal also
exhibited large dielectric response.
Early attempts by Slater [288] to illuminate the microscopic origins of ferroelectricity
involved a hypothesis that the unit cell tetragonality was not strongly affecting the polarization,
with the bulk of the effect being due to off-centering of the Ti ion inside the octahedral oxygen
cage. The equation of motion of the Ti ion inside cage under a time-dependent harmonic
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electric field applied along the polar direction [x = x(t)], is
m

d2x
dx
+ γ + (KS − KL + B · T ) x = eE0 eiωt ,
2
dt
dt

(2.70)

where KS and KL are short-range and long-range (electrostatic) resorting force constants.
Slater included the linear B · T term to account for possible lowest-order anharmonic restoring
forces due to nonzero temperature. Defining the polarization as
P(t) = Nex(t) = χE0 eiωt ,

(2.71)

and then solving Eq. (2.70) for x, gives
χ(ω) =

Ne2 /m
,
ω̄ 2 − ω 2 + iωγ/m

(2.72)

where


KL − KS
B
ω̄ = (BT − KL + KS ) /m =
T−
.
m
B
2

(2.73)

is a soft-mode frequency. Clearly if ω = 0, then
χ(0) =

Ne2 /m
C
=
2
S
ω̄
T − KL −K
B

(2.74)

which is a Curie-Weiss law for TC = (KL − KS )/B.
The idea of a soft-mode is important for understanding microscopic mechanisms underpinning the ferroelectric behavior. As noted by Cochran [59], as T approaches TC from above,
ω̄ → 0 and the lattice distortion induced by this vibrational mode becomes ‘frozen’ into the
paraelectric crystal structure, effectively breaking its symmetry. The specific symmetry of
the emergent polar phase below TC is then determined by the symmetry of the ‘frozen in’
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vibrational mode eigenvector, or a combination thereof, if multiple modes are slowing down
simultaneously. Such displacive phonon mode softening in BaTiO3 11 was observed in early
inelastic neutron scattering data [286, 277]. But this scenario was challenged by electron
paramagnetic resonance [233], diffuse X-ray scattering [62], and nuclear magnetic resonance
(NMR) experiments [324, 325].
In the low-temperature NMR data, the potential energy surface for the Ti ion was shown
to have eight off-center minima corresponding to the equivalent [111] faces of the octahedral
cage. This lead to a different idea, first noted by Bersuker [35], that above TC polar offcenterings of the Ti ions may be (statically or dynamically) disordered among these eight
possible directions, which would produce a non-polar symmetry when Ti displacements
are averaged out over all the directions . The other polar-to-polar phase transformations
occurring below TC in BaTiO3 were then explained as well, utilizing the same arguments.
Therefore, one could say that experimental signatures of both order-disorder and displacive
transitions are seen in BaTiO3 , which are important for understanding of its macroscopic
polar behavior.
Now we return to the discussion of Devonshire’s theory with better understanding of the
molecular, or unit-cell level phenomena that may be behind the emergence of macroscopic
ferroelectricity. As one of the simplest cases of this theory, we can consider a system free
energy expansion, up to sixth monomial order, in powers of the one-dimensional order
parameter P, which is spatially uniform and cannot vary with the change of position vector x:
1
1
1
Fp = a0 (T − TC )P2 + bP4 + cP6 − EP.
2
4
6
11 This

(2.75)

transition — from cubic (Pm3̄m) to tetragonal (P4mm) structure — in BaTiO3 involves freezing
in of a Brillouin-zone-center vibrational mode, which leads to macroscopic polarization (since the frozen in
distortion is the same in each unit cell). Other transformations are possible, such as, e.g., in SrTiO3 , where the
transition from cubic (Pm3̄m) to tetragonal (I4/mcm) happens by freezing in of a vibrational mode that belongs
to the Brillouin-zone boundary. The latter is an antiferrodistortive transition accompanied by doubling of the
unit cell at T = 110 K [282].
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In the paraelectric system state at T > TC , this function produces a quadratic dependence
on the polarization at zero electric field, with Fp having a minimum at P = 0. When the
electric field is nonzero, the location of this parabolic energy minimum is shifted, as shown in
Fig. 2.8 (a). This behavior is representative of that of a linear dielectric under applied electric
field. On the other hand, for T < TC and E = 0, Fp adopts a well-known ‘double well’ form,
with both symmetrically equivalent energy minima occurring at P ̸= 0. The presence of a
nonzero electric field breaks this symmetry, favoring one energy minimum over the other, as
shown in Fig. 2.8 (b). Obtaining the minima of this function by taking

Fig. 2.8 (a) Paraelectric (T > TC ) and (b) ferroelectric (T < TC ) Fp distributions for zero-field
(black) and under successively stronger electric fields (blue), which bias the energy wells
along the +P direction.

dFp
= 0,
dP

(2.76)

leads to the following expressions for the electric field
E = a0 (T − TC )P + bP3 + cP4 ,

(2.77)

and dielectric susceptibility χ
χ≈

P
P
=
,
E a0 (T − TC )P + bP3 + cP4

(2.78)
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which again captures the Curie-Weiss behavior shown in Fig. 2.6.
It is instructive to highlight the dependence of the system polarization on the applied
electric field for both the paraelectric T > TC and ferroelectric T < TC cases. The former
case, corresponding to the typical behavior of a linear dielectric, is visualized in Fig. 2.9 (a).
However, below TC , ferroelectric polarization switches in a highly nonlinear fashion — or
exhibits a so-called hysteretic behavior — as shown in two examples are in Fig. 2.9 (b) and
(c). This nonlinear behavior arises due to two primary factors:
• The electric field needs to be sufficiently large to switch the polarization from one
symmetry equivalent direction to another over the zero field energy barrier.
• The presence of ferroelectric domains in the sample (the origins of domains will be
discussed in the following section).

Fig. 2.9 Linear (a), nonlinear lossless (b), and nonlinear lossy (c) ferroelectric polarization
switching.
The lateral width of the hysteresis loop (or equivalently, the value of coercive electric field
needed to de-polarize the sample to zero polarization) is known to be strongly dependent on
a variety of different factors, including absence or presence of any defects in the sample, as
well as their concentration, frequency of the applied electric field, absence or presence of
any distortions of the sample shape and etc. For more information on the applications of the
Landau theory for the studies of ferroelectric behavior, the reader is referred to comprehensive
discussions found in the texts by Jona and Shirane [146], and Lines and Glass [195].
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Ferroelectric domains and their structure

A distinct feature of ferroelectric materials is their ability to form polar domains under
certain conditions. As the material is cooled down below the Curie temperature, its local
polarization evolves towards thermodynamic equilibrium. In the absence of an applied
field (or some other ordering influence), the stationary state of the polarization distribution
throughout the material is usually a complex equilibrium pattern12 pattern, known as the
domain structure. Locally, individual unit-cell polar distortions tend to point along energetically favorable directions (i.e., ‘easy’ polarization axes set by the symmetry and electronic
properties of a given material), will these directions being correlated among multiple unit
cells within the same finite spatial region. However, since in a ferroelectric there are multiple
symmetrically equivalent ‘easy’ polarization directions to choose from, under no applied bias
different spatial regions may develop differently oriented local polarizations. For example, in
the tetragonal (P4mm) phase of an ABO3 perovskite ferroelectric there are six symmetrically
equivalent directions along which the B cation can off-center towards one of the oxygens
comprising the octahedral cage that surrounds it, thus inducing a unit-cell dipole moment
in the same direction. When spatial regions (or domains) possessing differently oriented
polarizations meet, a boundary — or domain wall — separating individual domains is formed.
If within the domain the polarization may be nearly constant, it has to vary quite strongly
both in magnitude and in direction within the domain wall area, and thus the latter may
be considered as a special boundary phase that is symmetrically distinct from those of the
neighboring domains.
For example, in the above simple case of a tetragonal ferroelectric, a mating of differently
oriented ‘polar variants’ usually results in polarization rotating by either 180◦ or 90◦ , which
can be used for classification of the emerging domain-wall patterns13 . An example of a 180◦
12 Which

is not the true global energy minimum of the system, but rather a local metastable energy minimum
[128].
13 The latter could be “charge-neutral” with head-to-tail arrangement, or be a “charged” domain wall with
tail-to-tail or head-to-head configuration.
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or “stripe” domain-wall pattern is shown in Fig. 2.10 and is characteristic for a variety of
thin perovskite-ferroelectric films grown on supporting substrates with compressive elastic
misfit epitaxy (to be discussed shortly).
For such thin-film geometries (i.e., structures that can be considered quasi-infinite in the
substrate plane and finite along the perpendicular/growth direction), it has been observed
in early work from Landau [166] and Kittel [159] that the “stripe” domain periodicity
or, equivalently, the spacing between adjacent domain walls w has a proportional simple
dependence on the film thickness h:
w∝

√

h,

(2.79)

which, remarkably, remains valid for many different types of ferroelectric materials.
However, this law breaks down for some nanoscale structures with characteristic sizes of
10 nm to a few µm. For example, Son et al. [289] fabricated PbTiO3 nanoislands and found
that a non-ferroelectric surface layer can form due to a lateral-size effect which modifies the
Kittel scaling law quite dramatically,

w=

s



 
1
n−1
h
+b ,
a
n
n
cP02

(2.80)

where a, b, c, P0 are island material parameters and n is the number of “stripes” supported by
the island. In a limit of low n where a > b, Eq. (2.80) produces a different scaling law, compared to that of Eq. (2.79), suggesting that inhomogeneous phases, such as nonferroelectric
dead layers and etc., can radically alter materials behavior at small length scales.
We should point out that in addition to simple “stripe” patterns, much more complicated
domain wall arrangements are possible, depending on the underlying symmetry of the
particular polar phase of the ferroelectric material (e.g. in BiFeO3 [142, 318]). Ferroelectric
domains are typically 10 nm to a few µm in size [146, 195]. Their presence in a material
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Fig. 2.10 Unit-cell off-centerings of Ti4+ ions in tetragonal BaTiO3 leading to an emergence
of a simple 180◦ “stripe” domain-wall pattern with Ising domain walls. Such wall type is
characterized by shrinking of the polarization magnitude and absence of polarization vector
rotations as the domain wall is traversed.
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or nanostructure can be determined by a number of different experimental techniques, such
as electron microscopy, second-harmonic generation, optical birefringence measurements,
x-ray diffraction, or ultraviolet photoemission [195].
Domain wall types and topological defects
In addition to the already mentioned Ising domain-wall type, there are other basic types,
such as Bloch and Neél, as well as ‘hybrid’ walls that simultaneously exhibit behavior characteristic of two different basic types, for example, Ising-Neél or Ising-Bloch. Illustrations of
some of domain-wall types are presented in Fig. 2.11 (a) and (b). Recent experimental and
theoretical data suggest that most domain-wall configurations encountered in ferroelectric
systems are actually hybrid walls, where both polarization vector magnitude and direction
change substantially as the wall area is traversed [173, 53, 291], although there is a debate
whether rotational, i.e., Bloch-type walls could occur in tetragonal ABO3 systems [122].
It is clear that the combination of system variables, such as strain and polarization,
within the domain-wall region must be energetically unfavorable, compared that of inside
the domain, and thus any kind of ‘domain-wall energy’ terms must come as a penalty to
the system free energy. For example, while traversing the Ising domain wall, polarization
has to shrink to zero see Fig. 2.11 (a)]. This corresponds to establishing a paraelectric state
below the Curie temperature, which has much higher energy, compared to the ferroelectric
phase. On the other hand, in walls with rotational character [see Fig. 2.11 (b)], polarization
can point along elastically sub-optimal directions, such as, e.g., compressed, rather than
elongated unit-cell sides, which also carries a steep energy penalty.
In our previous discussion, we considered an example where multiple polar regions
(domains) may form in different areas of the sample, with their orientations chosen randomly
among the possible ‘easy’ axis orientations, which would eventually lead to the formation
of domain walls separating these regions. However, if the presence of domain walls in
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Fig. 2.11 Some topological defects possible in ferroic systems. (a) An Ising domain wall,
where the magnitude of the polarization decreases and then grows again across the domain
wall and (b) a Bloch domain wall, where the polarization magnitude is fixed, while its
direction rotates in the x̂-ẑ plane across the domain wall region. Two possible domain states,
a flux-closure pattern of 90◦ (correlated) domains (c) and a vortex-like (circular) phase (d)
are (e) A skyrmion is a collection of vectors that produce a 360◦ axially symmetric twist in
both the x̂-ŷ and x̂-ẑ planes.
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the sample is energetically unfavorable, we are left with the question how a multidomain
configuration could ever be realized over a monodomain one (assuming that the system
always have enough time to evolve towards the true ground state by moving all the domain
walls out of the sample)? The answer to this question comes from considering possible
electrostatic boundary conditions for the surface of the ferroelectric sample. For example,
in a thin-film sample, pictured in Fig. 2.12 (a), the electric displacement field normal to the
interface of the free surface must be zero, i.e.,


ϵ0
Dz = 0 = ϵ0 Edep · ẑ + αPz ⇒ Pz = −
Edep · ẑ ,
α
where Edep is the so-called depolarizing field. The solution of the Poisson equation will
minimize surface charges, represented by the P· ẑ term, so that for the ‘open-circuit’ boundary
condition, shown in Fig. 2.12 (a), formation of a normal Pz component will be energetically
unfavorable and an in-plane monodomain (or multidomain) will form instead. However,
this consideration is true only for a sample that is free to distort in order to accommodate
any polarization orientation. If instead the sample is elastically clamped to an insulating
substrate that strongly encourages normal polarization direction (e.g., by squeezing the
lateral planes of the perovskite unit cells), optimizing the system energy by pointing the
polarization vector in-plane will be impossible. In that particular case, an optimal polarization
field P(r) configuration is a stripe domain pattern with Pz components alternating between
positive and negative directions in neighboring domains. And it is clear that, although such a
domain pattern does not result in a surface that is charge neutral in any local area, it does
create a surface that that is charge neutral globally, since alternating regions of positive and
negative surface charge will average out over the whole surface, thus eliminating the global
depolarizing field. This is exactly the configuration that gets realized in many perovskite
ferroelectric thin films that are grown pseudomophically on compressive non- or poorlyconductive substrates. However, if a highly conductive substrate and a top electrode are used
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instead, i.e., a ferroelectric capacitor is formed, as shown in Fig. 2.12 (b), then all the the
surface charges are screened and the monodomain polarization configuration is the lowest
energy state.
Rich behavior that can be realized in ferroelectric systems with domains can lead to
variety of interesting phenomena of practical importance. For example, unusual transport
properties have been observed for certain domain-wall configurations [281, 206, 280, 221]
and in the case of BiFeO3 systems, strong conductivity enhancement was detected for some
domain-wall types [24]. Also, domain configurations as the one shown in Fig. 2.11 (c)
include flux-closure points that emerge at intersections of four 90◦ domain walls. Recent
work has shown that flux-closure polarization motifs interact rather weakly with one another
(in BaTiO3 ) and that they can be manipulated independently by external electric fields [220],
which may open up new avenues for applications of such systems for nonvolatile memory
applications. It has also been predicted (by Kittel [159]), that a circular ordering of spins

Fig. 2.12 (a) Open-circuit and (b) short-circuit boundary conditions for the ferroelectric
thin-film sample.
in magnetic nanostructures, such as the one shown in Fig. 2.11 (d), can form when system
size is reduced. Such vector patterns must possess toroidal degrees of freedom, i.e., toroidal
moment
1
G=
V

"

∑ Pk × Rk
k

#

,

(2.81)

where index k enumerates unit cells located at Rk that are enclosed by volume V . Simulations
utilizing effective hamiltonian techniques had suggested that such ‘electric-dipole vortex
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states’ can be stabilized under certain boundary conditions [240, 241] and may be useful for
integrating new functionalities into electronic devices.
In ferroelectric (PbTiO3 )n /(SrTiO3 )m superlattices, polarization-vortex phases were
observed in (PbTiO3 ) layers. Stabilization of the vortex states was found to be strongly
dependent on the thickness (in the number of unit cells n, m) of the (PbTiO3 ) and (SrTiO3 )
superlattice component layers [319]. Furthermore, vortex-core lines were seen to develop
long-range ordering, spanning a few microns in the material, which could also potentially be
exploited for memory applications.
Very similar topological defects incorporating domains and domain walls are also encountered in ferromagnets, where the relevant system variable is a fixed-magnitude magnetization
field. Experimental observations of a skyrmion state, namely a 360◦ axially symmetric twist
in two planes [see, e.g., Fig. 2.11 (e)], in chiral ferromagnets (such as MnSi [232] or FeGe
[322]) have determined that the canting of the magnetic moments is due to DzyaloshinskiMoriya interactions [77, 230]. Also, by nanopatterning trilayer magnetic composites of
Ta (5 nm) / Co20 Fe60 B20 (1.1 nm) / TaOx (2 nm) grown with magnetron sputtering, Jiang
et al. [141] were able to show that under applied current, the moving domain walls in
the heterostructure form enclosed skyrmionic regions (or bubbles). This work highlights a
dynamic approach to generating skyrmions,14 which could lead to useful insights for novel
spintronic applications.
There are a number of works attempting to induce the skyrmion polarization texture
in ferroelectric materials by using external electric fields. For instance, in an effective
hamiltonian simulation it was shown that a stable skyrmion could exist at the 90◦ domainwall flux-closure points in a cylindrical BTO sample embedded in a Ba0.15 Sr0.85 TiO3 matrix
[236] after thermal annealing under an electric field. Quite recently, a simulation of an
intersection of two oppositely-helical (180◦ ) Ising domain walls in BaTiO3 predicted that a
14 It

should be noted that in addition to ferroic crystals, skyrmions have been also observed in chiral nematic
liquid crystals [92, 109], superconductors [175, 160, 94], and Bose-Einstein condensates [176, 154, 31].
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skyrmion-like texture can be realized [291], suggesting that such quasi-particles may already
exist in inhomogeneous ferroelectric systems.
One possible use of topologically protected objects, such as skyrmions, is for new types
of memory applications. Under a strong applied electric field, any types of topological
defects will move, reorient and eventually disappear in favor of a homogeneous polarization
distribution aligned with the field direction.
Understanding and controlling the domain wall (or other topological defect) dynamics
during switching is very important for possible memory applications. The switching process
depends strongly on the spatial distribution of P, and in “exotic” ferroelectric systems that
can support vortex-like phases, the generic (hysteretic) process of polarization switching can
be engineered to proceed in multiple steps [174, 285]. This behavior was observed experimentally by Gruverman et al. in Pbx Zr1−x Ti3 disks [105] and also predicted theoretically
(using the Landau formalism) by Martelli et al. in 180◦ domain structures in disks of NaNO2 .
If the new multistate switching can be efficiently implemented in real applications, then
density of stored information can increase tremendously [278, 17]. Furthermore, ferroelectric
systems usually have correlation lengths that are about an order of magnitude lower than
those of their magnetic counterparts [195, 132]. This favorable reduction in length scale
should allow packing more bits into a smaller area.
An applied voltage is not the only available “dial” to dynamically control the behavior of
ferroelectric topological defects and domain structure, as well as the resulting material properties. In the last two decades, a considerable progress has been made in the art of growing
highly-coherent epitaxial thin films of perovskite oxides on a variety of different substrates
[273], introducing lattice misfit strain between substrate and thin film as another functional
“dial.” Since most of the substrates useful for perovskite phases growth have to provide
exactly or approximately square in-plane patterns, static misfit strain (for the stress-free
substrate) is biaxially symmetric, so that ε = εxx = εyy , with the ẑ axis corresponding to the
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direction of the film growth. By reasonable pairings of films and substrates, which ensures
that ε is not too large (usually below ±2%), coherently strained films without significant
deprecating defect formation can be produced [326]. The most apparent manifestation of the
misfit strain influence on ferroelectric properties is the shifting of the material TC away from
its bulk value. This behavior can be explained by the competition of coupled polar and elastic
interactions within the film, where the presence of additional strain (such as uniform biaxial
compression or tension) can force the formation of particular domain structures [253], which
would in turn affect ferroelectric switching. Although being a rather simple phenomenological model, the Landau theory has proven to be remarkably successful in reproducing the
prominent features of the ε − T phase diagrams for BaTiO3 [185], SrTiO3 [186] and PbTiO3
[188], as well as for other oxide materials under various mechanical and electrical boundary
conditions. Yet another important parameter that can control ferroelectric behavior is (usually
nano- or microscopic) film thickness. Both, thickness-strain and thickness-temperature phase
diagrams have also been constructed with the help of Landau theory, for example, for lead
zirconate and lead titanate thin films [264].
It is also well known that the misfit strain can gradually relax (diminish in magnitude)
away from the substrate-film interface, or be released completely by formation of different
crystallographic defects, such as dislocations, when film thickness grows beyond a certain
critical value. In the former case, large strain gradients (up to 105 m−1 [216]) may emerge
in the film as a result, altering its thermodynamic and ferroelectric behavior. Furthermore,
strain gradients may be intentionally engineered into thin films, for example, by compositional grading. In Refs. [208, 207], it was shown that a compositionally graded film [from
PbZr0.2 Ti0.8 O3 to PbZr0.8 Ti0.2 O3 ] could exhibit strain gradients that induce tetragonal lattice
distortions close to the substrate/film interface and rhombohedral distortions far away from
the interface. The low-field dielectric constant obtained for this film was equivalent to that of
a monodomain film, despite the presence of domain structure.

49

2.4 Ferroelectric materials

Strain-gradient related energy contributions are represented by the flexoelectric energy
term [5],
Fi jkl
fflexo =
2



∂ σi j
∂ Pk
σi j −
Pk
∂ xl
∂ xl



(2.82)

where Fi jkl is the flexoelectric coupling tensor. It was recently demonstrated that in a
ferroelectric thin film subjected to a lattice misfit strain, the minimization of the total free
energy with the inclusion of this energy term leads to the formation of rotational Bloch- and
Neél-type domain walls [107], which may suggest new pathways for engineering skyrmionor vortex-like polarization configurations into ferroelectric media.

2.4.3

Gradient-flow approach

An important technical question, that was originally highlighted by Hu and Chen [128,
188], is how one can predict the equilibrium inhomogeneous ferroelectric microstructure —
or the ‘shape’ of the polarization field P(r) — while making no particular assumptions about
its initial state? Cao and Cross [48] conducted analytical calculations for highly simplified
quasi-one and -two dimensional systems, utilizing homogeneous elastic fields. Nevertheless,
important insights were gained from such simple models concerning the energetics and
geometry of 90◦ and 180◦ (twin) domain walls. Furthermore, this work also validated some
assumptions about the form of inhomogeneous elastic fields whose presence is required for
thermodynamic stability of the domain walls, as seen in experiments.
Following the work of Su and Landis [292] and starting from the elementary second law
of thermodynamics15 , one can derive a time-dependent equation describing the evolution of
15 The second law states that the total entropy of an isolated system can only increase in time.

it can be written as

Mathematically,

dS > dQ/T

for entropy S, temperature T , and heat Q. Implicit within this statement is that the process is irreversible, which
is the case of the domain structure formation as ferroic material is cooled below TC .
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P(r) that has the form of the celebrated Allen-Cahn equation [52, 167, 11]. This equation is
known as the time-dependent Landau-Ginzburg-Devonshire equation (TDLGD) and can be
used to predict, with some general assumptions about initial conditions, the equilibrium polar
domain structure within a ferroelectric system at a given temperature and elastic/electric
boundary conditions.
In previous sections, we have established that the ferroelectric polarization field P(r)
can serve as an order parameter describing the polar phase transition within the system.
Local polar dipole moments, comprising P(r), are considered to be immovable (“glued” to
the lattice), but also stretchable and rotatable. One can consider the forces and amount of
work needed to reorient these dipoles to form a domain. Fried and Gurtin [88, 89, 110]
first introduced such a microforce in continuum-level theory of thermally induced phase
transitions. Let ζi j be a conjugate microforce tensor, such that ζi j n̂ j ∂∂tPi is a power density
expended across some surface (with usual outward-facing normal n̂) by adjacent distributions
of polar dipoles P.
Along with the microforce across a surface, an internal volume microforce πi exists, such
that πi ∂∂tPi is a power density within a given volume. We have to make a distinction between
internal and external microforces γi that also can influence the state of the polar medium and
thus must be taken into account during the force balancing,
‹
S

ζi j n̂ j dS +

˚
V

πi dV +

˚

γi dV = 0.

(2.83)

V

Applying the divergence theorem to the surface integral and realizing that the volume
integration is conducted over an arbitrary volume, we get
∂ ζi j
+ πi + γi = 0.
∂xj

(2.84)
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For an isothermal process below the Curie temperature, the second law of thermodynamics can be presented in the form of the Clausius-Duhem inequality [298, 147, 292]. In terms
of the polar-elastic material variables at constant temperature,
˚
V

1 d
dF
dV + β
dt
2 dt

˚ 
V

duk duk
·
dt dt




˚ 
dρ
duk
∂ Pi
dV ≤
+Φ
+ γi
dV
(2.85)
bk
dt
dt
∂t
V

‹ 
∂ (Di n̂i )
duk
∂ Pi
−Φ
+ ζi j n j
dS,
+
σk j n̂ j
dt
∂t
∂t
S

with ρ the charge density and u the material elastic displacement vectors. This inequality
states that the rate of change of the free energy added to the rate of change of kinetic energy
of the elastic medium (with mass density β ) must be less than or equal to energy dissipation
out of the system (i.e., the energy leaving volume V across surface S) due to the action of the
external forces. It is important to note that the internal microforce does not contribute to the
power expended [292]. Now, by utilizing the Cauchy’s linear momentum equation, which is
a version of Eq. (2.12), we can reorganize the second term on the left hand side:
1 d
β
2 dt

˚ 
V

duk duk
·
dt dt



dV = β

˚

dV

V



d 2 uk
dt 2



∂ uk
=
∂t

˚
V

dV




∂ σk j
duk
+ bk ·
,
∂xj
dt
(2.86)

while one of the surface integrals can again be processed with the help of the divergence
theorem:
duk
=
dS σk j n̂ j
dt
S

‹

˚
V

dεi j
+
dV σi j
dt

˚
V

dV

∂ σi j dui
.
∂ x j dt

(2.87)
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By inserting Eqs. (2.86) and (2.87) into Eq. (2.85) we have,
˚
V


˚ 
∂ εi j
dρ
∂ Pi
+Φ
+ γi
dV
σi j
∂t
dt
∂t
V

‹ 
∂ Pi
∂ (Di n̂i )
+ ζi j n j
dS.
+
−Φ
∂t
∂t

dF
dV ≤
dt

(2.88)

S

Then, using the microforce balancing Eq. (2.84) and the divergence theorem for the surface
integral involving ζi j n j in Eq. (2.88) we have,

˚
V

dF
dV ≤
dt

˚
V





∂ Pi
∂xj

∂
σi j ∂ εi j + Φ dρ − πi ∂ Pi + ζi j
∂t
dt
∂t
∂t




‹ 
∂
(D
n̂
)
i
i
 dV +
dS.
−Φ
∂t
S

(2.89)

The next step is to utilize,
∂
∂t



∂ Di
∂ xi



=

∂
ρ
∂t

(2.90)

via Eq. (2.52) and rearranging the last term on the right hand side in Eq. (2.89)


 ˚

∂ 2 Di
∂ Φ ∂ Di
dDi
dS Φ
n̂i =
+Φ
,
dV
dt
∂ xi ∂t
∂ xi ∂t
S

‹

(2.91)

V

we arrive at
˚
V

dF
dV ≤
dt

˚
V



∂ εi j ∂ Φ ∂ Di
∂ Pi
−
− πi
+ ζi j
dV σi j
∂t
∂ xi dt
∂t

∂



∂ Pi
∂xj

∂t



.

(2.92)
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It is now assumed without any loss of generality, that the free energy F can explicitly depend
on a number of different system variables, i.e.,


∂ Pi ∂ Pi ∂ 2 Pi
F = F εi j , Di , Pi ,
,
,
.
∂ x j ∂t ∂t 2

(2.93)

Then taking the differential of F gives


∂ Pi
∂xj

dF dεi j
dF dDk dF dPk
dF d
dF
=
+
+
+  
dt
dεi j dt
dDk dt
dPk dt
dt
d ∂ Pi
∂xj



∂ F ∂ 2 Pi
+   2.
∂ ∂∂tPi ∂t

(2.94)

Noting that
∂F
∂Φ
∂F
= σi j , and
= Ei =
,
∂ εi j
∂ Di
∂ xi

(2.95)

and then substituting Eq. (2.94) into Eq. (2.92), we get

˚
V








∂ F ∂ 2 Pi 
+   2 dV
∂t
∂ ∂∂tPi ∂t
∂xj
 

∂ Pi
˚
∂
∂ Pi
∂xj
.

+ ζi j
≤−
dV πi
∂t
∂t

 ∂ F ∂ Pk + dF 
∂ Pk ∂t
d ∂ Pi

∂

∂ Pi
∂xj

(2.96)

V

Since the right hand side of Eq. (2.96) has no second time derivatives, it is implied that

∂

∂F
  = 0.
∂ Pi
∂t
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By comparing the terms on the left and right hand sides of Eq. (2.96), one can identify the
following relationships for the equality case:
ζi j =

∂

∂F
 ,

πi =

∂ Pi
∂xj

∂F
.
∂ Pk

(2.97)

However, this setup does not satisfy the inequality. We can then assume that
ηi =

∂F
,
∂ Pk

(2.98)

which implies [292]
(πi + ηi )

∂ Pj
∂ Pi
≤ 0 and πi = −ηi − Γi j
,
∂t
∂t

(2.99)

where Γi j is an inverse mobility tensor that is positive definite. For the high-symmetry cubic
phase, Γi j = Γδi j , with δi j being the Kroenecker product. Substitution of Eq. (2.97) into
Eq. (2.84) gives,


−





∂ Pj
∂  ∂ F 
∂F
 
+ γi = Γδi j
−
.
∂
P
∂ Pi ∂ x j ∂
∂t
i
∂xj

(2.100)
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Identifying the term in brackets as a variational derivative 16 with respect to Pi , we get
δ
∂ Pi
= −Γ
F [Pi , ]
∂t
δ Pi

!

− γi for i = 1, 2, 3,

(2.101)

which is the desired time-dependent Landau-Ginzburg-Devonshire equation.
The value of Γ that has to be adopted for generic ferroelectric materials is still a subject
of an extensive debate. Some researchers have suggested that Γ can depend on the strength of
the applied electric field during hysteretic switching [223]. Reasonable assumptions about Γ
for certain poling scenarios have produced good agreement with experimental results, such as
the coercive field magnitudes and relaxation times of the polar field [87, 121]. In fact, Hlinka
showed that it is possible to calculate the precise value of Γ, if the plasma frequency and also
the damping parameter of the soft mode are known, which are both strongly temperature
dependent [121]. Another complication is that a simple expression for Γ does not exist in the
presence of defects, and therefore system relaxation times are likely to vary from one local
region to the next, depending on the defect concentration, within the same sample. Taking
Γ → 1 limit in Eq. (2.101) rescales the system evolution time, effectively making it arbitrary.
This scaled time is still useful for realistic simulation if one is not interested in the system
evolution specifics, as the polarization field follows the gradient descent towards the nearest
energy minimum.
In real ceramics, there are number of other relaxation processes present that require some
brief discussion. Free charges may be present in the sample, but since their mobilities in
16 Variational

derivative (sometimes called functional derivative) relates a change in a functional to a change
in the function that functional depends on. Let
ˆ
J[ f ] = L[x, f , f ′ ]dx,
where J is a functional of L that depends on f = f (x), with f ′ being the derivative of f with respect to x. Then
∂L
d ∂L
δJ
=
−
.
δf
∂ f dx ∂ f ′
This is also known as the Euler-Lagrange equation, if equated to zero [96].
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oxides are usually very large [162], their relaxation (to some metastable energy minimum)
should be fast compared to the ionic motions that are connected to the evolution of the
polarization field. This consideration justifies solving the Poisson equation at every time
step of the polarization field evolution. It has also been suggested that elastic strain fields
usually relax much faster than the polarization field [184], which means that solving the stress
divergence equation at every time step of the system evolution can be also be considered a
good approximation in most cases.

2.4.4

Energetics of competing interactions in the ferroelectric state

As is customary in phase-field simulation approaches, the initial form of F may be
postulated as a polynomial expansion over the relevant system order parameters. In the case
of a proper ferroelectric, polarization is considered to be the primary order parameter and
elastic strains as secondary in order parameter space[188]. We then have to expand F in
terms of P and εi j , as well as their gradients in three dimensions (i, j, k, ... = 1, 2, 3). The
total free energy of the ferroelectric is then represented by a sum of the following energy
terms that will be throughly discussed below:
F = Fbulk [P(x)] + Felastic [u(x)] + Fcoupled [P(x), u(x)] + Fwall [P(x)] + Felec [P(x), E(x)]
(2.102)
=

˚
V


dV fbulk [P(x)] + felastic [u(x)] + fcoupled [P(x), u(x)] + fwall [P(x)] + felec [P(x), E(x)] .

The first energy term fbulk is the bulk energy of the ferroelectric that can be represented
by an expansion
fbulk [P(x)] = αi Pi + αi j Pi Pj + αi jk Pi Pj Pk + αi jkl Pi Pj Pk Pl + αi jklm Pi Pj Pk Pl Pm + ... (2.103)
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Group theoretical arguments [6, 47] can be used to reduce Eq. (2.103) to a less formidable
form by considering the group-subgroup relationship between the nonpolar and polar phases
that are connected by the proper ferroelectric phase transition. One of the simplest cases for
such a transition is perovskite PbTiO3 , that transforms from the nonpolar cubic phase (point
group Oh ) to a polar tetragonal phase (point group C4v ) [see also Table 2.1]. Applying the
Oh symmetry operations to the general form of fbulk , one finds


fbulk = α1 (T − TC ) Px2 + Py2 + Pz2 + α11 Px4 + Py4 + Pz4



+ α12 Px2 P22 + Py2 Pz2 + Px2 Pz2 + α111 Px6 + Py6 + Pz6

(2.104)





+ α112 Px4 Py2 + Pz2 + Py4 Px2 + Pz2 + Pz4 Px2 + Py2

+ α123 Px2 Py2 Pz2 .

Note that the expression above already includes an explicit dependence on temperature,
which is present only in the first term for PbTiO3 , but may be more complicated for other
materials (in principle, all of the α coefficients may be temperature dependent). The set of
minima of fbulk determines the preferred directions and magnitudes of P in the unit cell at
a given temperature T below TC . For example, in the PbTiO3 case, the energy minima are
found for P pointing along the ±x̂, ±ŷ, or ±ẑ directions at all temperatures below TC .
The general form of the elastic energy term felastic expanded in terms of elastic strains is
felastic [u(x)] = Ai j εi j + Ai jkl εi j εkl + Ai jklmn εi j εkl εmn + ...

(2.105)

However, as already discussed above, elastic energy must be invariant with respect to an
interchange of symmetric strain components. Therefore, Ai j = 0, Ai jkl = Ci jkl , and Ai jklmn = 0
(i.e., higher order strain energy terms are discarded), and the resulting form of Eq. (2.105)
agrees with Eq. (2.33) presented earlier.
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The coupled energy term includes monomials made up of combinations of different

powers of the polarization and strain order parameters. For most ferroelectrics, only one
monomial is usually considered, representing a linear-quadratic coupling between the strain
and polarization, i.e., the ferroelectric self-strain [73, 195, 188],
εi0j = Qi jkl Pk Pl

(2.106)

where Qi jkl is the electrostrictive tensor (which has the symmetry of the parent nonpolar
phase). Therefore,
1
fcoupled [P(x), u(x)] = − Ci jkl Qklmn εi j Pm Pn .
2

(2.107)

Note that some authors [188, 189] prefer to combine felastic and fcoupled into one term.
Here, we have chosen to separate them out due to the fact that the result of the variational
differentiation (with respect to P) in Eq. (2.101) is nonzero only for terms that explicitly
depend on P.
The domain-wall or polarization-gradient energy term fwall represents the energy contributions arising from local gradients of the polarization field. For example, for PbTiO3 ,
"
 
 
 #
∂ Py 2
1
∂ Pz 2
∂ Px 2
fwall = G11
+
+
2
∂x
∂y
∂z


∂ Px ∂ Py ∂ Py ∂ Pz ∂ Px ∂ Pz
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+
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∂ Py ∂ Pz
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−
−
.
−
+
+
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∂ x2 ∂ x
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∂z
∂x

(2.108)
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Finally, the last energy term in Eq. (2.102) represents energy contributions stemming
from the system interactions with internal and external electric fields:
felec = −P · ∇Φ,
where Φ(x) is the spatially dependent electrostatic potential that also obeys the Poisson
equation.
It is usually extremely difficult to accurately determine — either with the help of theory
or experiments — the values of all the coefficients present in such a complicated parameterization. For a small number of ferroelectric materials (that have been actively studied for
many decades!) such parameterizations do exist, which includes PbTiO3 [188], PbZrTiO3
fix, BaTiO3 [123], Sr0.8 Bi2.2 Ta2 O9 [295], LiNbO3 , LiTaO3 [279] and a number of others.
However, for such other popular ferroelectric materials as BiFeO3 , Landau-type energy
expressions had not been developed until this year (2017) [217].
It should be noted that the gradient terms in Eq. (2.108) can be approximated from
the curvatures of the polar soft-mode band dispersions in the Brillouin zone, and therefore
they can be extracted from ab initio calculations [46, 123]. Alternatively, these coefficients
can be extracted from inelastic neutron scattering data [116]. Still, for many ferroelectric
materials, and especially for solid solutions, gradient energy terms are not known. Landau
theory expansion parameters for BaTiO3 and PbTiO3 , i.e., materials used extensively in our
simulations that will be presented in the following chapters, are assembled in Table 2.3.

2.5

The electrocaloric effect

As discussed in detail in above, in a ferroelectric material below the Curie temperature TC ,
contributions from the spontaneous polarization and the applied electric field produce the
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BaTiO3
Ref.
Units
5
−2
3.34(T − 381) × 10
[187] C m2 N
6
C−4 m6 N
[4.69(T − 393) − 202] × 10
3.23 × 108
C−4 m6 N
7
[−5.52(T − 120) + 276] × 10
C−6 m10 N
C−6 m10 N
4.47 × 109
9
4.919 × 10
C−6 m10 N
8
[123]
ϵr
0.11
[187]
C−2 m4
-0.045
0.059
116
[138], [68] GPa
104
120
-

PbTiO3
Ref.
5
α1 3.8(T − 752) × 10
[188]
α11
−0.73 × 108
8
α12
7.5 × 10
α111
2.6 × 108
8
6.1 × 10
α112
α123
−3.7 × 109
ϵb
10
Q11
0.089
[188]
Q12
-0.026
Q33
0.034
281
[138], [68]
C11
C12
116
C33
97
-

Table 2.3 Ferroelectric material parameters used in this dissertation for PbTiO3 and BaTiO3 .
Elastic stiffness and electrostrictive tensor coefficients are given in Voight notation[245].
Sixth order expansions of the bulk free energy are used for both materials. All coefficients
are given in SI units.
following electric displacement field,
D = ϵ0 E + P.
Noting that in Eq. (2.60), D is also defined as


∂G
Di = −
∂ Ei



σkl ,T



∂S
=−
∂ Ei



σkl ,T

,

(2.109)

and also utilizing Eq. (2.61),
pσi



∂ 2G
=−
∂ Ei ∂ T



σ

.

(2.110)
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we arrive at a dual relation defining the material pyroelectric constant:
pσi



∂ 2G
=−
∂ Ei ∂ T



σkl

=



∂ Di
∂T



σkl

=



∂S
∂ Ei



σkl

.

(2.111)

In other words, this relation equates changes in entropy due to changing electric field
to changes in electric displacement due to changes in temperature. Thus, a variation of the
dielectric material entropy as a function of the electric field at a given temperature, will result
in an adiabatic temperature change, which is the definition of the electrocaloric effect (ECE).
Analogous effects have been seen in magnetic systems (magnetocalorics).
To obtain the ECE induced temperature shift ∆T due to an electric field change ∆E at
some operating temperature T , one can use the following expression [7]:
∆T = −T

ˆ

∆E


∂ P0
1
.
dE ·
Ctotal (T, E) ∂ T


(2.112)

Here, Ctotal (T, E) is the total system heat capacity CV plus the excess heat capacity ∆Cexcess
contributed by the polar-nonpolar phase transformation. The former can be obtained from
the system phonon density of states (PDOS) and therefore is easily extracted from ab initio
calculations [212, 238]. The latter can be calculated in straightforward fashion as [7],
∆C

excess

=T

2



∂ G0
∂T



,

E,σkl

(2.113)

where G0 is the equilibrium free energy.

2.5.1

Example: electrocaloric effect in BaTiO3 thin films

As discussed at length above, ferroelectric thin films are particularly important as potential
components for integration into a variety of electronic and electromechanical devices. Here,
we borrow a simple Landau-type energy parameterization for a BaTiO3 thin film from
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Ref. [7]. This parameterization is expanded only in terms of one-dimensional polarization
that points out of the plane of the film. Possible domain structure formation in not taken into
account, while a lattice misfit strain between the film and substrate is included in the standard
fashion, therefore,
G = G0 + α1 P2 + α11 P4 + α111 P6 − EP + Ce εm − Q12 P2

2

(2.114)

where εm = (asubstrate − afilm )/asubstrate is the lattice misfit in terms of lattice constants, G0

is the paraelectric state energy, and Ce is an effective elastic stiffness modulus1 . Electric

field E is also assumed to be one-dimensional and can applied only parallel to P. Qi j is the
electrostrictive tensor with coefficients written in in Voight (reduced) notation.
Eq. (2.111) is strictly valid at thermodynamic equilibrium, which requires,


dG
dP



= 0, and

T,E,εm



d2G
dP2



> 0.

(2.115)

T,E,εm

for a given T, E and εm . By solving for P that fulfills this constraint, we can find the
equilibrium polarization P0 (T, E) at the energy minimum. A plot of P0 = P0 (T, E) for
different electric fields at zero applied εm is presented in Fig. 2.13. Under no applied electric
field, the phase transition is near-first order, as the derivative of the polarization with respect
to temperature is not defined when T = TC . When non-zero electric field is applied, the slope
of the curve is smoothed out (the derivative of the polarization with respect to temperature
now exists everywhere) and the temperature at which the polarization vanishes is increased.
1 The

effective modulus is an averaged quantity,
2

2C
Ce = C11 +C12 − 12 ,
C11

in Voight notation. Reduced Voight notation, originally introduced by German physicist Woldemar Voight in
1910 [302], simiplifies discussions involving Ci jkl by mapping the indices of the rank four tensor to only two
(i jkl → mn) for use in matrix algebra. Explicitly, this follows 11 → 1, 22 → 2, 33 → 3, 23, 32 → 4, 31, 13 → 5,
12, 21 → 6.
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Fig. 2.13 BaTiO3 thin-film polarization as a function of temperature in the vicinity of
TC = 383 K for different electric fields. The transition at zero field is near-first order. When
an electric field is applied, this phase transition is smoothed out.
On the next step, we can substitute the values of the equilibrium polarization back
into the free energy expression, Eq. (2.114), to find the equilibrium free energy G0 =
G(T, E, P0 (T, E)) at a given temperature and electric field. We can also write down Maxwell
relations for the excess entropy and heat capacity1 :
S

excess

= −T



∂ G0
∂T



,

(2.117)

E,εm

1 To

compute Sexcess and ∆Cexcess using Eq. (2.115), the finite difference approximation of the derivatives
needs to be utilized, i.e.,
f (xn ) − f (xn−1 )
df
≈
,
dx
∆x
where ∆x is the grid size (temperature grid size was chosen to be ∆T = 1 K for this computation).

(2.116)
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and
∆C

excess

=T

2



∂ G0
∂T



(2.118)

,

E,εm

The excess entropy is presented in Fig. 2.14. The negative sign of Sexcess is physically mean-

Fig. 2.14 Excess entropy of the BaTiO3 thin film for different applied electric fields at zero
misfit strain. The contributions to the total entropy are negative below the phase transition
due to the ordering of the system.
ingful and indicates that the system is being transferred to a more ordered state, compared to
the paraelectric state above TC . The excess heat capacity is plotted in Fig. 2.15 that shows
divergent behavior of the zero-field polarization in the near first-order phase transition. For
one-dimensional P and E, the adiabatic temperature change given by Eq. (2.112) reduces to
∆T = −T

ˆ

∆E

1
CV + ∆Cexcess



∂ P0
∂T



,

(2.119)

E

This expression can be thought of as two contributions to the overall ∆T – one from ∆Cexcess
and the other from the pyroelectric response. The free energy minimum is found for a grid

2.5 The electrocaloric effect
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Fig. 2.15 Excess heat capacity of the BaTiO3 thin film for different applied electric fields
at zero misfit strain. The divergent behavior for E = 0 kV/cm indicates the near first-order
phase transition.
of electric fields, operating temperatures, and strains then Eq. (2.119) is computed which is
presented in Fig. 2.16

Fig. 2.16 ECE temperature change in the BaTiO3 thin film under an electric field sweep
∆E = 100 kV/cm, computed for various operating temperatures and misfit strains εm .
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These results (summarized in detail in Ref. [7]) show that compressive misfit strain

εm < 0% lowers the ∆T maximum but broadens the curve across the operating temperature.
Applied electric fields smooth out the first-order phase transition and can allow polarization to
persist at much higher temperatures than TC . The misfit strain shifts TC to higher temperatures
when εm < 0 and lower temperatures when εm > 0, as shown in Fig. 2.16. The peaks in the
∆T vs. T curves stem from the temperature dependence of ∂ P0 /∂ T (i.e., the pyroelectric
coefficient) that becomes large around TC , when the magnitude of the system polarization
changes abruptly with changing temperature [see Fig. 2.13]. Such variation of the polarization
vector magnitude, as its direction is fixed, is called an amplitudon, and therefore we can
claim that normal ECE, illustrated in this example, is due to an amplitudon excitation of the
system polarization, which is most pronounced around TC . In Chapter 6, we will carefully
analyze the behavior of a more interesting system, where ECE contributions are possible not
only from polarization magnitude changes, but also from polarization rotations.

Chapter 3
Computational approach: the finite
element method
3.1

A finite element approach

To solve a set of nonlinear partial differential equations, it can be advantageous to use
the finite element method (FEM). The finite element method is a numerical approach that
involves discretizing a computational domain of interest in order to solve a boundary value
problem where the analytical solution is very difficult or impossible to obtain. Computational
domains with irregular geometries or problems with complicated material properties and
governing equation sets are especially suited for FEM.
It is difficult to pin down the exact date of the first use of FEM. Complex elastic and
structural analysis problems through the 1940s, ’50s, and ’60s were tackled using variations of
the same approach by a number of independent researchers. The pioneering work of Courant,
Argyris, Oganesyan, and Clough [63, 13, 247, 58] appear to be the first formal attempts to
develop the approach, but a number of other scientists and engineers made contributions to
the general methodology. An early success of FEM was its application to fluid mechanics
problems in the 1960s by Hess and Smith [119] to solve the Navier-Stokes equations. This
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allowed computational analysis of fluid flow around airfoils in order to optimize the design
of aircraft. Since then, FEM has seen continuous, extensive use in physics, nuclear sciences
[95, 310, 297, 144], geology [272, 14, 64], materials science [274, 157, 128, 188, 117] and
chemical [66, 37], civil [120, 194, 42], and aerospace engineering [119, 133, 290, 237]
for nearly six decades. The reader is referred to texts by Carey [33] and Bathe [30] for
comprehensive background on the method.
In the last two decades, FEM has extended into the realm of microstructure prediction
for materials systems. Within the FEM framework, novel methods were developed to predict dendritic growth [274, 157], spinodal decomposition [27, 145], grain growth [297],
and ferromagnetic (micromagnetics) [275, 117, 136] and ferroelectric domain formation
[128, 188, 189, 243]. These processes typically happen at length scales smaller than those
investigated with aforementioned FEM studies (e.g., fluid flow or elastic deformations of
large structures). Certain complications can arise, such as the need to spatially resolve sharp
interfacial regions (between phases, domains, or different materials), which can be computationally expensive and where analytical solutions are typically not available. Similarly,
the governing equations can be complex, as coupling between many different physical (and
chemical) phenomena at this scale can be influential in determining an accurate solution of
the problem. To aid in solving these complicated problems, special formulations of FEM have
been developed (such as hp adaptivity [20, 222, 237, 276], XFEM [227, 34, 90], mesh-free
[178, 332, 196], or discontinuous Galerkin [15, 22, 60]) to tackle these problems.
As shown in work by Li [188, 189], Huber and Su [131, 292] and Völker et al [303],
simulating the evolution of the ferroelectric phase is well-suited for the finite element
method. To accomplish the research goals of this Thesis, namely to predict the complex
microstructural evolution of arbitrary ferroelectric nanostructures, a code package was
developed within the multi-physics finite element framework MOOSE (Multiphysics-ObjectOriented-Simulation-Environment)[95].

3.1 A finite element approach

3.1.1
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The MOOSE code and its herd of animals

MOOSE is conceptualized as a user-friendly interface to sophisticated and well-maintained
finite element method libraries1 and numerical routines2 for the scalable solutions of partial
differential equations. The MOOSE system is an open-source toolset offered to the scientific
community and is primarily developed at Idaho National Laboratory. Its strength, as a
code framework, is seen in one of its primary (and current) use-cases for predicting nuclear
fuel failure within light-water reactors. This is a difficult problem, due to highly coupled
and nonlinear physical interactions across many different length scales within the reactor.
Neutronic, thermal-hydraulic, thermo-mechanic, irradiation, and material microstructural
processes all needed to be captured effectively [95, 310, 297]. The modular scheme of
MOOSE is essential here; individual domain-scientists (e.g. those familiar with one specific
area of the nuclear physics) developed and tested their own application that would be coupled
across the standardized (and flexible) MOOSE system. This effort eventually led to a “herd”
of applications (see Fig. 3.1) that all utilize the same basic functionalities of the framework
but each study specific physical problems.
MOOSE has a large number of modules which may be called when developing your own
application. To briefly describe a few: The Kernels system implements the nonlinear partial
differential equation terms. The Materials system handles materials properties which are
defined across the entire mesh (or a subset) such as elastic stiffness and electrostrictive
tensors, thermal conductivity, and mobilities. The AuxKernel class allows user-defined
spatially dependent computations (fields) that are auxilliary to the PDE being solved. The
Postprocessor systems outputs single scalar or vector quantity that is computed (integrated,
1 One

library is LIB M ESH [158], which brings the capability to implement the a number of different finite
element methods on arbitrary geometric mesh (structured or unstructured) configurations along with efficient
MPI parallelization.
2 The framework also interfaces to the well-known library, PETSc (Portable, Extensible Toolkit for
Scientific computation) [23]. PETSc has been in development at the Mathematics and Computing Science
Division at Argonne National Laboratory for over twenty years and has transformed scientific computing. It has
been integrated into numerical simulations as wide-ranging as cardiac blood flow [61] to high-fidelity aircraft
design optimization [151] the inspiral dynamics of binary black holes [293].

70

Computational approach: the finite element method

Fig. 3.1 The MOOSE ecosystem pictured on the left. The individual animal names correspond to applications developed by domain scientists. Modules pictured on the left are
generally independent from one another while modules on the bottom right deal with predictive simulations in nuclear reactors. For example, the application Bison deals with
thermomechanics and species diffusion in light-water reactor fuel rods. The nine panels on
the top right highlight some of the MOOSE objects available to the user/developer when
working within the framework. Figure is adapted from Ref. [4] with permission from
publishing authority.
summed, or averaged) from the full mesh (or sub-domains). A MOOSE-based simulation
requires an input file to run; this input file selects which Kernels, Materials,AuxKernels,
Postprocessors, and others will be used in a given simulation (and also supplies parameterizations for these objects). This relatively simple input file can easily be parsed and scripted
with high-level codes such as python or R.
This compartmentalized structure of the package that is accessed via an input file leads
to many advantages for a developer. The “on-off” nature of the input file allows for ease of
debugging and testing of a given application. One can turn off entire sectors of problems
to identify possible issues (or explore coupled-physical connections). The object-oriented
design of the package enables one to use significantly fewer lines of code when developing
new applications by being able to ‘inherit’ already existing classes and procedures, with little
or no code duplication. This is an important advantage, as no extra time has to be spent
re-developing methods or debugging.

3.1 A finite element approach
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The MOOSE team also has implemented a dedicated and automated continuous testing system (CIVET), which independently compiles and tests each application whenever
any code is changed.This feature is integral for large-scale scientific projects such as
MOOSE, as it effortlessly allows independent researchers to remain up-to-date on code
deprecation, implementation changes, and updates. Most importantly, MOOSE has a large
user-base and permanent developer team who continue to implement new features, improve MOOSE, and provide support. Detailed instructions for installing the MOOSE
code are found at http://mooseframework.org, and its source code available on GitHub at
http://github.com/idaholab/moose.

3.1.2

Ferret: overview

The particular module developed by the author for simulating the properties of ferroic
nanostructures is called F ERRET. It is an open-source code-base under GNU licensing and is
available on BitBucket3 . This package installs seamlessly on top of the MOOSE distribution.
The primary capability of F ERRET is the solution of the coupled nonlinear time-dependent
equation, Eq. (2.101), along with the auxiliary stress divergence, Eq. (2.12), and Poisson, Eq.
(2.52), equations at every step in the time evolution. Each of the terms in Eq. (2.101), Eq.
(2.12), and Eq. (2.52) are linearized and coded into the Kernels.
The Materials class used primarily in F ERRET inherits from the tensor_mechanics
module (initially developed by Heinonen and Jokisaari [143]). This module enables tensorial
algebraic operations involving the elastic tensors, for example, calculation of σi j (x) at
arbitrary position x in the mesh, thus properly accounting for any crystallographic anisotropies
related to elasticity. This module also allows to freely choose the orientation of the elastic
stiffness tensor Ci jkl within each spatial region by using Euler rotations (as detailed in Chapter
2). The coupling of polar and elastic variables in the ferroelectric system is represented by
3 The

F ERRET code-repository is available at https://bitbucket.org/mesoscience/ferret
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an electrostrictive tensor Qi jkl = Qi jkl (x), which is also present as a class in F ERRET. The
values of individual components of Ci jkl , Qi jkl , as well as any other relevant tensors may be
chosen as spatially dependent, which allows the user to define multiple different ferroelectric
materials in separate regions of the same mesh, or a spatially dependent variation of properties
of the same material. Finally, F ERRET is equipped with AuxKernels and Postprocessors
that compute different energy densities, boundary charges, fringing (or internal) electric
fields, refractive indices (and birefingence), and topological winding numbers during the
evolution of the system, following Eq. (2.101). Below we summarize the most important
capabilities of F ERRET, as well as the relevant general features of the finite element method.

3.1.3

Discretization of the computational domain

Central to the finite element methodology is the discretization of a computational domain,
including both volume V and surface S, into individual pieces called elements. Conventionally,
the discretization of a volume, V , and its surface, S, is Vh and Sh respectively. The subscript
h typically indicates that a finite mesh “size” is used. The volume Vh is the union of all
elements such that V ≈ Vh within some discretization error (|V −Vh |). Formally, we write,
V ≈ Vh =

M
[

e=1

Vhe ,

for M total number of elements and Vhe is the volume a single element. The element defined
by the volume Vhe and surface (or bounding curve) Se may be polygonal (flat n-gon, in the
case of a 2D mesh) or polyhedral (3-dimensional object with n-sides). The vertices that define
the faces (or edges) of each element are known as nodes and they are shared by connected
elements4 .
The set of all elements M and nodes N is defined as the finite element mesh [33]. An
example of three such finite element discretizations of a 2D circle are presented in Fig.
4 It

should be noted that in higher order methods, nodes can be placed at the interior of elements as well.

3.1 A finite element approach
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3.2 for different average triangular element sizes. As the element size is made smaller

Fig. 3.2 The circle with area V = π is discretized into three different sized element sets (a),
(b), (c). Nodes are denoted as blue circles at the vertices of the elements. If the average
element area is made large, the error |V −Vh | is large, as highlighted by the dark gray area.
(from left to right), the curvature of the circle is successively better approximated, leading
to smaller discretization error. If each node is located at a unique coordinate such that

xi , y j , zk = (i dx, j dy, k dz) where dx, dy, dz are fixed and i, j, k ∈ Z, that is, the spatial

relationship of the nodes is assumed a priori, then we say the finite element mesh is structured.
If the list of all nodes in the mesh do not follow this definition, then the mesh is unstructured.
Meshes of irregular shapes (such as those in Fig. 3.2) are almost always unstructured,
but meshes of regular shapes may also be unstructured. In Fig. 3.3 an example of two
structured hexahedral meshes (c), (d) and one unstructured tetrahedral mesh (e) for the same
volume is shown. One clear advantage, however, to using an unstructured mesh, is that it
allows for an arbitrarily fine grid near cracks, curves, joints, or voids, which can improve
convergence (or greatly lower the discretization error). However, unstructured meshes have
some disadvantages. The unique integer set mapping of nodes of the structured mesh allow
for additional mathematical tricks (e.g. periodic boundary condition enforcement) that are
difficult to implement on the unstructured mesh (but perhaps important for the physical
problem studied). The unstructured node grid also makes it difficult to find points or nodes as
there is no predefined spatial relationship which can lead to additional computer operations
in the algorithm.
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Fig. 3.3 Structured (a), dx = dy = dz, (b), dx = dz ̸= dy, and unstructured (c) mesh for the
same computational domain (a cube volume). These three FEM meshes are examples of zero
discretization error, since V = Vh due to the regular shape of V .

3.2

FEM formulation of the Poisson equation

The goal of this section is to show the reader the general approach for the FEM applied
to problems of one variable. Specifically, the focus will be on the governing equation for
electrostatics with some discussion of how it relates to F ERRET and how the MOOSE
framework uniquely handles the FEM. The potential field, Φ = Φ(x), in some volume V due
to a charge distribution ρ, satisfies the following PDE,


∂ Pj (x)
∂ Φ(x)
∂
ϵb (x)
=
,
∂ xi
∂ xi
∂xj

(3.1)

where the charge distribution is solely comprised of bound charges ρb = −∇ · P, with
polarization field P that could be zero, fixed, or vary in space. We again employ Einstein’s
summation convention for repeated indices. The dielectric constant, ϵb (x), is assumed to be
a scalar function of space (no anisotropy).
Eq. (3.1) is a boundary value problem that is only solvable when the value of Φ is
defined upon some boundary. This PDE is a so-called strong problem statement that must be
converted into a weak form. This is done as follows by constructing a residual statement of
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this boundary-value problem,


∂ Pj (x)
∂
∂ Φ(x)
r(x) =
= 0.
ϵb (x)
−
∂ xi
∂ xi
∂xj

(3.2)

We “test” this residual over arbitrary subregions by multiplying it by a sufficiently smooth
test function v(x). The residual is then integrated over the domain V ,5 i.e.,

R=

˚
V


 ˚
∂ Pj (x)
∂
∂ Φ(x)
d x v(x)
d 3 x v(x)
= 0.
ϵb (x)
−
∂ xi
∂ xi
∂xj
3

(3.3)

V

Integration by parts allows us to obtain an expression with terms only containing first
derivatives of Φ and P,

R=

˚
V

∂ v(x)
∂ Φ(x)
d x
ϵb (x)
−
∂ xi
∂ xi
3

˚
V

∂ Pj (x)
d x v(x)
−
∂xj
3

‹
S



∂Φ
d x ϵb (x)
n̂i v(x) = 0,
∂ xi
2

(3.4)
where we have transformed the second volume integral (over Φ) to a surface integral (with
outward-facing surface normal n̂) by using the divergence theorem. The term involving P
can also be processed in the same fashion,
˚
∂ v(x)
∂ Φ(x)
∂ v(x)
R=
d x
ϵb (x)
−
d3x
Pj (x)
∂ xi
∂ xi
∂xj
V

 ‹V
‹
∂Φ
d 2 x ϵb (x)
n̂i v(x) +
d 2 x [Pk n̂k v(x)]
−
∂ xi
˚

S

3

(3.5)

S

= 0,
5
space of v must be smooth enough to be square integrable over the volume, or
´  The L2
2 + v(x)2 dV < ∞. We call these class of functions H 1 (V ) where the 1 denotes that the first
[∇v(x)]
V
derivative is square integrable.
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Eq. (3.5) contains both volume and boundary terms. As mentioned before, the boundary-

value problem requires well-defined boundary conditions in order to be solved. Now, note
that if
∂ A(x)
n̂k = g(x) on S1 ⊆ S,
∂ xk

(3.6)

where g(x) is some nonzero function, A(x) is the variable we are solving for, and S1 ∪S2 = S is
the boundary where this is satisfied then Eq. (3.6) represents a Neumann boundary condition.
If such a boundary condition is present for Φ on S1 then Eq. (3.5) becomes,
˚
∂ v(x)
∂ Φ(x)
∂ v(x)
d x
ϵb (x)
−
d3x
Pj (x)
R=
∂ xi
∂ xi
∂xj
V

 ‹V
‹
∂Φ
−
d 2 x ϵb (x)
n̂i v(x) +
d 2 x [Pk n̂k v(x)]
∂ xi
S
S2
‹2
d 2 x [ϵb (x) g(x) v(x)]
−
˚

3

(3.7)

S1

= 0,
where the integration over the surface has been split into regions S1 and S2 to emphasize the
application of the Neumann boundary condition. The “natural” boundary condition, applied
to region S2 where the value of

∂ A(x)
∂ xk n̂k

is unspecified but still contributes to the residual

value to be minimized, is a special case of the Neumann boundary condition. In that case,
Eq. (3.5) would be unchanged. For the boundary value problem, there is another type of
boundary condition that could be specified (Dirichlet) that will be discussed below.
At this stage, the finite element approximation to both v, Φ, S and V is required. The
volume V and surface S are discretized as described earlier, such that V ≈ Vh and S ≈ Sh ,
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with the coordinates of each jth node given by (x j , y j , z j ) in Cartesian coordinates6 for
j = {1, 2, ...N}. The test function v can be expanded as a linear sum of shape (basis)
functions [φ j = φ j (x)] such that
vh (x) =

N

∑ v j φ j (x)

(3.8)

j=1

where N is the number of nodes in the mesh and v j are unknown7 expansion coefficients.
Many different choices for φ j (x) exist. Shape or basis functions could be piecewise-linear,
quadratic, cubic, or even higher order [33]. The optimum choice of φ j (x) typically depends
on a specific that needs to be solved, including the desired solution accuracy and computational efficiency. In particular, the piecewise linear (Lagrange) φi on some (unstructured or
structured) one-dimensional mesh,

φi (x) =




 x−x j ,
xi −x j

if x j < x ≤ xi

x j −xi

if xi < x ≤ x j ,



 x j −x ,

(3.9)

Therefore, the following relationship is established,
φi (x j ) = δi j ,

(3.10)

which forces the value of the function to unity at the node. For a node located at xi then
Eq. (3.9) gives vh (xi ) = vi (equal to the ith coefficient). The variable of interest Φh (x) is also
6 To

be sufficiently general, there is nothing that requires that we work in Cartesian coordinates. For
example, MOOSE can perform simulations with a range of coordinate systems (and residual construction can
be done with coordinate-free operators).
7 This is an important detail here. The unidentified values of the expansion coefficients are precisely what
we solve for in the FEM.
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expanded in terms of the same basis functions φ j which gives
Φh (x) =

N

∑ Φ j φ j (x),

(3.11)

j=1

for some unknown coefficients Φ j 8 . Introducing Eq. (3.8) and Eq. (3.11) into the above
Eq. (3.5) that are integrated over Vh enclosed by Sh gives,
N

R=

N




∑ ∑

r=1 s=1

˚

d3x

Vh





∂ [vr φr (x)]
∂ [Φs φs (x)]  N 
ϵb (x)
− ∑ 
∂ xi
∂ xi
r=1

˚

d3x

Vh



∂ (vr φr (x))

Pj (x)
∂xj

(3.12)



‹
‹
N N
N


∂ [Φs φs (x)]



− ∑ ∑  d 2 x ϵb (x)
n̂i vr φr (x)  + ∑  d 2 x Pj (x)n̂ j vr φr (x)  = 0,
∂ xi
r=1 s=1
r=1






Sh

Sh

where now we searching for an approximate solution to Eq. (3.5). The coefficients vr , Φs do
not depend on space, so they can be pulled out of the integrals, giving,
N

R=

∑

N


∑ vr Φs

r=1 s=1

N

−∑



N




∑ vr Φs

r=1 s=1

˚

d3x

Vh

‹
Sh





∂ φr (x)
∂ φs (x)  N 
ϵb (x)
 − ∑ vr 
∂ xi
∂ xi
r=1

˚
Vh





d3x



∂ φr (x)

Pj (x)
∂xj

(3.13)




‹
N


∂ φs (x)


d x ϵb (x)
n̂i φr (x)  + ∑ vr  d 2 x Pj (x)n̂ j φr (x)  = 0.
∂ xi
r=1
2

Sh

This equation can be rearranged,
N

N

r=1

s=1

∑ vr ∑ KrsΦs − Fr

8 The

!

= 0.

(3.14)

quantity P for purposes of this discussion can be considered as a constant (nonzero or zero) as
mentioned above.
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where
Krs =

˚
Vh

∂ φr (x)
∂ φs (x)
d x
ϵb (x)
−
∂ xi
∂ xi
3

‹
Sh



∂ φs (x)
d x ϵb (x)
n̂i φr (x)
∂ xi
2

(3.15)

and
Fr =

˚
Vh

∂ φr (x)
d x
Pj (x) −
∂xj
3

‹
Sh



d 2 x Pj (x)n̂ j φr (x) ,

(3.16)

are the stiffness matrix and load vectors, respectively. The problem defined in Eq. (3.14)
contains a linear system of equations,
N

∑ KrsΦs − Fr = 0.

(3.17)

s=1

to be solved for N values of Φs (the unknown degrees of freedom of the problem). If
Pj (x) = 0 then we have Laplace’s problem (a homogeneous system of linear equations).
However, if Pj (x) ̸= 0 then we have Poisson’s problem and the polarization values will be
contained within the load vector Fr 9 .

Finally, at this point, the Dirichlet boundary condition can be set within the linear system
e s′ for every node
residual statement, Eq. (3.17). The values of the Φ vector are set as Φs′ = Φ

linear algebra states that the solution of such an equation is Φr = ∑Ns=1 (K −1 )sr Fr . Of course if
Fr = 0 ∀ r, then Eq. (3.17) is a homogeneous system of linear equations with a trivial solution. If a non-trivial
solution exists, it can be found by singular value decomposition or other linear algebra approaches.
9 Elementary
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s′ that lives on some boundary Sh,1 ∈ Sh . For example, in matrix form, this would be


Φ1





Φ1



 
 
 
 
e 
Φ
 Φ2 
 2
 
 
 
 e ,

Φs = 
3
 Φ3  → Φs =  Φ
 
 
.
.
 . 
 . 
 . 
 . 
 
 
ΦN
ΦN

(3.18)

where nodes s′ = 2 and s′ = 3 live on the boundary sideset of Sh,1 and have Dirichlet boundary
e s′ reduces the number of degrees
conditions. This means that the Dirichlet data for Φs′ = Φ
of freedom of the problem. Next, the assembly of the stiffness matrix K and load vector F

should be discussed. The integrals within Eq. (3.15) and Eq. (3.16) can be decomposed into
a sum of integrals over each element (generating the so-called summability of the stiffness
matrix property of the FEM, a term coined by Carey and Oden [33]), so that

Krs =

E

E

e=1

e=1




∑ Krse = ∑ 

˚

d3x

Vhe

∂ φre (x) ∂ φse (x)
ϵb
−
∂ xi
∂ xi

‹
She




∂ φ e (x) e

d 2 x ϵb s
n̂i φr (x)  (3.19)
∂ xi

and

Fr =

E

E

e=1

e=1




∑ Fre = ∑ 

˚
Vh

d3x

∂ φre (x)
Pj (x) −
∂xj

‹
She




d 2 x Pj (x)n̂ j φre (x)  ,

(3.20)

where the integration volume and the shape functions (φs → φse ) are simply separated elementwise. Such a result is indispensable in FEMs as the summability allows each integral to
be computed independently of each other. Therefore, this method is parallelizable as each
computer processor can compute each integral without needed information about other
integrations.
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An alternative approach (and the one used in the MOOSE framework) to solving the
problem with FEM is to skip computing the stiffness matrix and load vectors altogether. Here,
MOOSE constructs the residual statement and then uses a root finding (Newton’s) method
to search for zeros. Consider the residual statement of the Poisson problem [Eq. (3.13)] in
the element discretized form,


E N


R(Φ) = ∑ ∑ vr Φs
e r,s

˚

d3x

Vhe

∂ φre (x)
∂ xi

ϵb (x)



∂ φse (x) 
∂ xi

E N




 − ∑ ∑ vr 
e

r

˚
Vhe

d3x

∂ φre (x)
∂xj




Pj (x)

(3.21)





‹
‹
E N
E N


∂ φs (x) e



− ∑ ∑ vr Φs
d 2 x ϵb (x)
n̂i φr (x)  + ∑ ∑ vr  d 2 x Pj (x)n̂ j φre (x) 
∂ xi
e r,s
e r


She

She

= 0.

where we have suppressed summation notation over nodal coordinates slightly and volume
(and surface) integration is only taken over the eth element Vhe (or She ). The dependence on
R = R(Φ) indicates that this is a residual contribution due to the variable Φ on all of the
nodes (Φs ). Eq. (3.21) is split into the Kernel (first two terms) and BoundaryCondition
(second two terms) classes. The MOOSE framework implements a quadrature summation
[259] for integrations over the element volumes and their surfaces,
ˆ

V

f (x) dV ≈ ∑ f (xqp )wqp , and
qp

ˆ
S

f (x) dS ≈ ∑ f (xqpface )wqpface ,
qp

(3.22)

for some arbitrary function f (·), weights wqp , and quadrature points qp10 . Each type of
element (and its bounding faces) will have their own quadrature rules (the rule consists of qp
10 In some situations, this integration is exact. For example in one dimension, polynomials of order 2ν − 1
can be integrated exactly with ν quadrature points
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points and weights wqp to approximate the shape functions φ j ). Therefore,


∂ φs (xqp )
∂ φr (x)
R(Φ) = ∑ Rr (Φ) = ∑ ∑ ∑ wqp vr Φs
ϵb (xqp )
(3.23)
∂ xi
∂ xi
r
qp e r,s


E N
∂ φr (xqp )
Pj (xqp )
− ∑ ∑ ∑ wqp vr
∂xj
qp e r



E N
∂ φs (xqpface )
− ∑ ∑ ∑ wqpface vr Φs ϵb (xqpface )
n̂i φr (xqpface )
∂ xi
qpface e r,s
E N

E N

+

∑ ∑ ∑ wqpface vr

qpface e

= 0.

r




Pj n̂ j φr (xqpface )

Now a root-finding method will be used to find the zeros of Eq. (3.23).

3.2.1

Solving the problem with Newton’s method

Eq. (3.21) can be solved using Newton’s method which will be summarized below. To
restate the overall problem, we want to find Φs , for every s = {1, 2, ..., N}, such that
Rr (Φ) = 0,

(3.24)

for every r = {1, 2, ..., N}. We can do this iteratively and update Φs sequentially until the

residual is sufficiently minimized. By Taylor expanding Rr around Φks for the kth update, one
finds,


k
−
Φ
0 = Rr (Φk+1 ) = Rr (Φk ) + Jrs (Φk ) Φk+1
s
s + ...

(3.25)
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where

Jrk =

∂ Rr (Φ)
∂Φj

(3.26)

is the jacobian matrix. Noting that ∂ Φs /∂ Φk = δsk , then applying Eq. (3.26) to Eq. (3.23)
gives,


∂ φr (xqp )
∂ φk (xqp )
Jrk = ∑ ∑ wqp vr
ϵb (xqp )
∂ xi
∂ xi
qp e=1



E
∂ φk (xqpface )
n̂i φr (xqpface ) .
− ∑ ∑ wqpface vr ϵb (xqpface )
∂ xi
qpface e=1
E

(3.27)

Note that the summability property (J = ∑e Je ) can be exploited to parallelize computations

of both J (as well as R). Identifying that Φk+1 − Φk = δ Φk is the update, and zeroing
higher order terms in the Taylor expansion, we have

Jrs (Φk )δ Φk = −Rr (Φk ).

(3.28)

The initial guess Φ0 = ⟨Φ01 , Φ02 , ..., Φ0N ⟩ is known (it is constructed from the Dirichlet
data of the boundary), and then Eq. (3.28) is iterated until,
||R(Φn )||
< tolresidual ,
||R(Φ0 )||

(3.29)

at an arbitrary k = n iterative step with the understanding that ||R(Φ0 )|| is the residual norm
(norm of all components, Rr , of the residual vector) of the first iteration. This method is
quite effective, and shown to have quadratic convergence [69], if the initial guess is relatively
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close to the solution. This means that the error between the solution and the iterate guess
plus the update is at least proportional to the square of the previous error of the last iterate.
Eq. (3.28), the linear problem for determining δ Φk , may be solved directly or iteratively.
The solution to Eq. (3.28) is,
δ Φk = −J−1 (Φk )R(Φk )

(3.30)

after dropping index notation. Inverting J can be expensive, so decomposition methods could
be used. As an example, decomposing the Jacobian matrix into lower triangular (L) or upper
triangular (U) matrices, where J = LU can be effective in solving the linear problem in one
step. Therefore,
LUδ Φk = −R(Φk )

(3.31)

so first by solving Ly = −R for unknown y and then solving Uδ Φk = y for Φk can be done
efficiently (k = 1) compared to directly inverting J. One issue is that this procedure is only
efficient for small N which means it is very slow for large problems in three dimensions
(order N 3 nodes) where parallelization should be used.
In F ERRET, the problems solved (especially those presented in Chapter 5) are typically
much larger than those suited for the LU factorization. Fortunately, the PETS C library allows
implementation of a popular iterative Krylov-subspace method [270]. There are actually
quite a few Krylov methods, but the one used in F ERRET is the generalized minimum residual
(GMRES) with restart. This iterative method allows the residual to decrease monotonically
with a number of k iterations. The number of linear k iterations can be decreased (i.e.,
improving the convergence properties) by preconditioning the system. Preconditioning is a
common technique used in conjunction with GMRES and solves the following equivalent
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problem,
JW −1W δ Φk = −R(Φk )

(3.32)

where W is a preconditioning matrix with the property that W −1W = 1. Solving JW −1 y =
−R first and then solving W Φk = y can result in smaller number of solution iterations,
compared to the situation when preconditioning is absent. PETS C supplies hundreds of
preconditioning options, where the optimum choice of the matrix W (and its method of
construction) might differ from problem to problem. Throughout the development of F ERRET,
the author investigated a number of different preconditioning methods and found that blockJacobi preconditioning, which only fills diagonal entries of W , is the most efficient method
for the polar-elastic/ferroelectric-strain coupled problems (that are investigated extensively
in Chapter 5).
However quite usually, the first guess (or k = 0 iterate) may be too far from the solution
of the problem. Indeed in the F ERRET code, a majority of the accessible problems (such as
those discussed in Chapter 5) require a random initial condition of the polarization distributed
near zero. This paraelectric guess at the solution is needed for microstructural prediction
where there is no a prior assumption of domain structure. Such a drastic initial guess of
the state of the polarization, i.e; for a fixed temperature T < TC , is far from the solution
as the ferroelectric crystal requires P to be large in order to minimize the total free energy.
Therefore, the linear problem cannot be solved, so an additional technique must be used.
In MOOSE’s program calls down to the PETS C solver, the default method activated to
improve convergence is known as a globally convergent line search modification [259] to
Newton’s method11 . It may be helpful to summarize them: In a line search, a new definition
11 For

the F ERRET problems solved in Chapters 4 and 5, the same default line search options are used.
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to the variable update is implemented with some scalar λ < 1 as,
Φk+1
= Φks + λ δ Φks .
s

(3.33)

Rr (Φk + λ δ Φk ) > Rr (Φk ) + αλ Jrs δ Φks ,

(3.34)

If

where α ∈ (0, 12 ) is a weighting parameter12 , then one will need to reduce λ . The backtrack
parameter λ is found by the following minimization problem
d m̂q (λ )
= 0.
dλ

(3.35)

where
i
h
m̂q (λ ) = Rr (Φk + δ Φk ) − Rr (Φk ) − Jrs (Φk )δ Φks λ 2 + Jrs (Φk )δ Φks λ + Rr (Φk ) = 0.

(3.36)

Backtracking can be thought of as an algorithmic way of finding a step size in update
space in order to minimize the residual. If once again, Eq. (3.34) is satisfied, then a cubic
backtrack schema will need to be chosen and so on. Fortunately, in F ERRET, the quadratic
backtrack is seen to be sufficient, e.g., for the polar-elastic problems presented in Chapter
5 of this dissertation. It is typically used, for example, towards the end of the evolution of
Eq. (2.101) when the polar domain structure has already formed but may be moving slightly
and causing large elastic penalties.

3.2 FEM formulation of the Poisson equation
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Fig. 3.4 Embedded linearly polarizable sphere in an external electric field. (a) The Dirichlet
boundary condition sets Φ1,+ẑ and Φ1,−ẑ , which gives a constant external electric field
E0 = −∇Φ = (Φ1,+ẑ − Φ1,−ẑ ) /V 1/3 with V = V1 ∪V2 . (b) 3D representation of the problem.
The tetrahedral discretization (V ≈ Vh ) is shown at one boundary. The sphere mesh size is
held fixed while the external volume mesh size is relaxed radially away from the sphere (not
shown on plot).

3.2.2

Analytical solution of the Laplace equation

The following section compares the analytical and numerical solution found through
F ERRET/MOOSE’s FEM. So far, the governing equations and some of the machinery within
the finite element method for arbitrary Poisson kernels have been identified. Now, consider
Eq. (3.1) with the geometry shown in in Fig. 3.4. Note that V1 ∪V2 = V , and that S2 encloses
V2 at all faces of the cube. Let ϵb = ϵb,1 in V1 and ϵb = ϵb,2 in V2 with ϵb,1 ̸= ϵb,2 . The sphere,
of radius R in the presence of an applied electric field E0 , is going to have zero spontaneous
polarization P = 0, which zeroes the right-hand side of Eq. (3.1). This means we are solving
Laplace’s equation. The subsequent solution will be that of a linearly polarized sphere. The
discontinuity in ϵb,k (x) at the interface will give rise to a discontinuous radial electric field
component at the interface of V1 and V2 . Of course, such a simple problem with azimuthal
symmetry should have analytical solutions which one can find in any elementary text on
12 In

PETS C, this default is α = 10−4
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electromagnetic theory (the author recommends Jackson [137] who solves a mathematically
equivalent problem of a magnetically susceptible sphere).
By using the method of separation of variables in spherical coordinates {r, θ , φ }, the
solutions Φ1 in V1 and Φ2 in V2 are tried
Φ1 (r, θ ) =
Φ2 (r, θ ) =

∞

∑ Ak rk Pk (cos θ ) if r < R

(3.37)

k=0
∞ 

∑

k=0


Bk rk +Ck r−k−1 Pk (cos θ ) if r > R,

where the coefficients Ak , Bk , Ck are to be determined from the boundary conditions and Pk (·)
are the Legendre polynomials as functions of the polar angle. With limr→∞ Φ = −E0 r cos θ ,
then Bk=1 = −E0 and Bk>2 = 0. Similarly, we have continuity of Φ at the boundary,
Φ1 (r, θ )|r=R = Φ2 (r, θ )|r=R ,

(3.38)

and the electric displacement field radial component continuity

−ϵb,1

∂ Φ1
∂ Φ2
|r=R = −ϵb,2
|r=R .
∂r
∂r

(3.39)

Eq. (3.38) and (3.39) are special types of boundary conditions that cause the normal
component of the electric field to be discontinuous at the interface. By using Eq. (3.38) and
(3.39) to find the unknown coefficients, the solution [Eq. (3.37)] reduces to

3
Φ1 (r, θ ) = −
E0 r cos θ if r < R
ϵb,2 /ϵb,1 + 2
  3

ϵb,2 /ϵb,1 − 1
R
E0
cos θ if r > R,
Φ2 (r, θ ) = −E0 r cos θ +
ϵb,2 /ϵb,1 + 2
r2


(3.40)
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The potential inside the sphere produces a linear (and constant) electric field E1 = −3E0 /(ϵb,2 /ϵb,1 +
2) and the electric field outside of the sphere is that of a 1/r3 dipole close to the sphere, but

reproduces a constant field far away.

3.2.3

Numerical solution of the Laplace equation

The residual contributions involve a term of the form,


∂
∂ Φ(x)
ϵb (x)
=0
v(x)
R(Φ) =
∂ xi
∂ xi
V

 ˚


˚
∂
∂
∂ Φ(x)
∂ Φ(x)
ϵb,1
+
ϵb,2
= 0,
v(x)
v(x)
=
∂ xi
∂ xi
∂ xi
∂ xi
˚

V1

(3.41)

V2

where we have split the volume integration over regions with different dielectric material
constants. As described for Eq. (3.21), the problem statement needs to be partitioned into
Kernel and BoundaryCondition classes. In the input file13 for the Laplace problem, the
following blocks are used,
[ Kernels ]
[./ E_Ext_block2 ]
type = Electrostatics
permittivity = 10
variable = potential
block = ’1 ’
[../]
[./ E_Ext_block1 ]
type = Electrostatics
permittivity = 1
variable = potential
block = ’2 ’
[../]
[]

which indicates that ϵb,1 = 10 and ϵb,1 = 1. The line variable = potential lets the solver
know that these two residual contributions are for the Φ variable. The block parameters tell
13 This

linear polarizable sphere in external electric field problem has been imIt is located in
plemented as a test for F ERRET within the CIVET system.
/test/tests/electrostatics/dielectric_sphere_test_steady.i.
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the kernels to be separated into sphere (1) and external medium (2) respectively14 . Finally,
the type = Electrostatics flag puts this form of the Laplace equation as the residual.
This defines the actual partial differential equation. In the Kernel class Electrostatics.C
on finds,
Real
Electrostatics :: c omputeQpResidual ()
{
return _permittivity * _grad_u [ _qp ]* _grad_test [ _i ][ _qp ];
}
Real
Electrostatics :: c omputeQpJacobian ()
{
return _permittivity * _grad_phi [ _j ][ _qp ]* _grad_test [ _i ][ _qp ];
}

where test (i) and phi (j) are the basis shape functions from the test function and variable
expansions. These two lines pass the correct residual15 , Eq. (3.23), and jacobian, Eq. (3.27),
contributions to the solver. The MOOSE system automatically understands that u is Φ due to
the variable = potential passed in the input file.
Next, the boundary conditions are set in the input file,
[ BCs ]
[./ potential_ext_1 ]
type = DirichletBC
variable = potential
boundary = ’1 ’
value = 0.25
[../]
[./ potential_ext_2 ]
type = DirichletBC
variable = potential
boundary = ’2 ’
value = -0.25
[../]
[]
14 The

mesh file used must respect the boundary condition that at sufficiently far away from the sphere, the
electric field must become constant.
15 As an important aside, in the previous discussion, the residual is assumed to have contributions from
Neumann boundary conditions and some nonzero quantity P. In the case of this specific Laplace problem, this
is not the case as P = 0! As such, only the first term in Eq. (3.23) is sent to the solver with these lines of code
with the distinction that _test[_i][_qp] is (vi φi ) and _phi[_j][_qp] is simply φ j .
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as a DirichletBC class, which assigns values of Φ = ±0.25 on all nodes that live on
boundary = ’1’ and boundary = ’2’ [shown in Fig. 3.4] following conventions of Eq.
(3.18).
Furthermore, the input file needs solver options.
[ Executioner ]
type = Steady
solve_type = NEWTON
[]

Perhaps self-explanatory, the line type = Steady indicates that the residual contributions
are for a stationary (no time dependence) boundary value problem and solve_type =
NEWTON calls Newton’s method (described above). Results of the MOOSE/Ferret solve are
shown as a 2D cut of contours in Fig. 3.5 for Φ (a) and −∇Φ · ẑ (b) in the external region.
Also presented in Fig. 3.6 (b) is a 3D contour plot of the electric field along ẑ, which shows
the canonical dipole pattern as expected.
It is seen in Fig. 3.6 (b) that the agreement between the analytical solution of Eq. (3.40)
and the MOOSE results is quite good with the discontinuity appropriately captured.

3.2.4

Comparison of numerical results for the Poisson equation solve

We now consider the following for the situation described in the previous section,
Φ = 0 on S2

(3.42)

P ̸= 0 in V1
which gives rise to,
σ = P · n̂ ̸= 0 on S1 .

(3.43)
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Fig. 3.5 (a) 2D contours of the Φ(x) variable found from MOOSE/F ERRET in region V2 due
to an applied electric field. (b) Contours of the total electric field component, Ez , outside of
the sphere that indicates the induced dipole pattern in the linearly polarizable sphere.

Fig. 3.6 (a) 3D contours of the Ez (x) (aux) variable found from MOOSE/F ERRET in region
V2 . The contours are colored by the Φ values. (b) Comparison between analytical and
numerical results for an arbitrary (θ = 0◦ ) arc length cut from the R = 10 sphere.
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Now clearly, there are more nonzero terms in Eq. (3.23). To implement a nonzero P, we
utilize the coupling system in MOOSE. This particular MOOSE system is, in a way, hidden
from the user or a developer of an application such as F ERRET. For this problem16 , P could
be a Variable or a AuxVariable:
[ AuxVariables ]
[./ polar_x ]
order = FIRST
family = LAGRANGE
block = ’1 ’
[./ InitialCondition ]
type = ConstantIC
value = 0.0
[../]
[../]
[./ polar_y ]
order = FIRST
family = LAGRANGE
block = ’1 ’
[./ InitialCondition ]
type = ConstantIC
value = 0.0
[../]
[../]
[./ polar_z ]
order = FIRST
family = LAGRANGE
block = ’1 ’
[./ InitialCondition ]
type = ConstantIC
value = 0.5
[../]
[../]
[]

where we have chosen to polarize the sphere along the ẑ direction, with P = 1/2 ẑ as an
AuxVariable. The analytical expression for a dipole sitting in space is [137],
Edipole =

1 1
[3 (P · r̂) r̂ − P] ,
4πϵ0 r3

(3.44)

16 A test problem solving for Φ(x) due to the spontaneously polarized sphere is located in
/test/tests/electrostatics/poisson_sphere_test_steady.i.
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where ϵ0 is a permittivity of space.

Fig. 3.7 (a) Electrostatic potential of a dipole field of P = 1/2ẑ for a sphere of radius R = 10
with Φ = 0 at the boundaries of the computational domain [the sphere is embedded in a box
as in Fig. 3.4]. (b) Comparison of numerical results from F ERRET/MOOSE and Eq. (3.44)
along θ = 0◦ line.
By looking at Fig. 3.7, one can realize that the agreement with this expression is quite
good. A slight numerical discrepancy is noted due to the finite size of the system – the
computational boundary where the Φ = 0 Dirichlet boundary condition is applied should be
sufficiently far away such that the potential vanishes. Nevertheless, the important physical
1/r3 dependence is captured.

3.3

Kernels and Materials in F ERRET

Only some of the Kernels and Materials are summarized in this dissertation for the
sake of brevity 17 .
17 If

interested, the F ERRET manual located at /ferret/doc/ferret_manual_v2.tex which summarizes all of
the MOOSE objects within the F ERRET distribution. The author also has prepared a tutorial that includes
some basic examples of finding the minimum of free energy of Landau’s polynomials under the influence
of electrostatic, elastic, or a combination of the two fields found at /ferret/doc/ferret_tutorial_v1.tex. These
documents are constantly being improved and updated.
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Extensively discussed in the previous chapter is the contribution from different types
of competing energies to the ferroelectric microstructure evolution. The master TDLGD
equation,
δF
∂P
= −Γ ,
∂t
δP

(3.45)

has a right hand side that contains a linear combination of energies under a variation with
respect to P. The total energy,
F = Fbulk + Fwall + Felastic + Felec + Fcoupled .

(3.46)

consists of a number of residual contributions. The variation of the cubic-tetragonal bulk
crystal energy for example,
δ Fbulk
δ
=
δP
δP
δ
+
δP
δ
+
δP

ˆ

V

ˆ

V

ˆ

V




dV α1 (T ) Px2 + Py2 + Pz2 + α11 Px4 + Py4 + Pz4


i
h

dV α12 Px2 Py2 + Py2 Pz2 + Px2 Pz2 + α111 Px6 + Py6 + Pz6

(3.47)







dV α112 Px4 Py2 + Pz2 + Py4 Px2 + Pz2 + Pz4 Px2 + Py2 + α123 Px2 Py2 Pz2
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has three terms for each component of P. In index notation (repeated indices are not summed
and it is assumed that i ̸= j ̸= k), Eq. (3.47) is,
δ Fbulk
=
δ Pk

˚

+

˚

V




3
5
2
2
3
2
2
d x 2α1 (T )Pi + 4α11 Pi + 6α111 Pi + 2α12 Pi Pj + Pk + 4α112 Pi Pj + Pk
3

(3.48)

V



d 3 x 2α112 Pi Pj4 + Pk4 + 2α123 Pi Pj2 Pk2

Eq. (3.48) is contained in the Kernel class called BulkEnergyDerivativeSixth in the
computeQpResidual() member function,
const VariableValue & _polar_i = ( _component == 0) ?
_polar_x : ( _component == 1) ? _polar_y : _polar_z ;
const VariableValue & _polar_j = ( _component == 0) ?
_polar_y : ( _component == 1) ? _polar_z : _polar_x ;
const VariableValue & _polar_k = ( _component == 0) ?
_polar_z : ( _component == 1) ? _polar_x : _polar_y ;
return ((2.0 * _alpha1 * _polar_i [ _qp ]
+ 4.0 * _alpha11 * std :: pow ( _polar_i [ _qp ] , 3.0)
+ 2.0 * _alpha12 * _polar_i [ _qp ]*( std :: pow ( _polar_j [ _qp ] , 2.0)
+ std :: pow ( _polar_k [ _qp ] , 2.0))
+ 6.0 * _alpha111 * std :: pow ( _polar_i [ _qp ] , 5.0)
+ 4.0 * _alpha112 * std :: pow ( _polar_i [ _qp ] , 3.0) * (
_polar_j [ _qp ] * _polar_j [ _qp ]+ _polar_k [ _qp ] * _polar_k [ _qp ])
+ 2.0 * _alpha112 * _polar_i [ _qp ]
*( std :: pow ( _polar_j [ _qp ] , 4.0) + std :: pow ( _polar_k [ _qp ] , 4.0))
+ 2.0 * _alpha123 * _polar_i [ _qp ]* std :: pow ( _polar_j [ _qp ] , 2.0)
* std :: pow ( _polar_k [ _qp ] , 2.0)) * _test [ _i ][ _qp ])
* std :: pow ( _len_scale , 3.0);

where the user choice of component determines the Cartesian direction the variation (with
respect to Px , Py , Pz ) is taken. Naturally for a 3D problem, three Kernel entries of type =
BulkEnergyDerivativeSixth are needed in the input file for component = 0,1,2. A
similar approach exists for the residual contribution from Fwall term.
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For ferroelectric, the self-strain,
εi0j (x) = Qi jkl Pk (x)Pl (x)

(3.49)

is introduced into the total elastic energy as [128, 188]


1
ftotal,elastic = Ci jkl εi j − εi0j εkl − εkl0 .
2

(3.50)

This term can be decomposed into a elastic and polar contribution (zeroing the higher order
terms),
1
ftotal,elastic = felastic + fcoupled = Ci jkl εi j εkl −Ci jkl Qklmn εkl Pm Pn .
2

(3.51)

The Material class ComputeElectrostrictiveTensor allows the user to input the entries
of the Qi jkl and Ci jkl and they are filled appropriately for this energy contribution throughout
all Kernels that use it. This is seen in a typical input file as,
type = ComputeElectrostrictiveTensor,
Q_mnkl = ’0.089 -0.026-0.026 0.089 -0.026 0.089 0.03375 0.03375 0.03375’
and

C_ijkl = ’281 115.74 115.74 281 115.74 281 97.18 97.18 97.18’,
in the [Materials] block.
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Multiple variables and time dependence

The full phase-field approach, namely solving Eq. (2.101), along with the auxiliary stress
divergence and Poisson equation [Eq. (2.12) and Eq. (2.52) respectively], at every step in the
time evolution, involves multiple variables and not just one as described above. A total of
seven variables exist in this polar-elastic coupled problem: P = ⟨Px , Py , Pz ⟩, u = ⟨ux , uy , uz ⟩,
and Φ. Their time-dependent solutions are found in a Newton-Raphson time-dependent
approach [30]. For the sake of brevity of this dissertation, the FEM details of such a
formidable equation set are left out.

Chapter 4
Electronic band-gap engineering in
semiconducting nanostructures
Theoretical approach used for simulations of ferroelectrics at mesoscale involves coupled
interactions between elastic, polar, and thermal variables. The following Chapter details a
study that resulted from testing of the purely elastic solver in the F ERRET application that
was also linked to the electronic properties postprocessor. This solver was developed prior to
the coupled polar-elastic-electrostatic solver that will be discussed in the next Chapter.

4.1

Introduction

Composite core-shell nanoparticles (CSNPs) display a diverse range of functional properties, involving combinations of electronic, optical, magnetic, and chemical phenomena that
can be altered with respect to the behavior of their bulk-size counterparts. Large surface-tovolume ratios, complex geometries and inherent structural inhomogeneities, characteristic of
CSNPs, could all be utilized as useful ‘dials’ for precise engineering of their functionalities
by manipulating the particle size, shape, and microstructure. Possible applications of CSNPs
include biomedical imaging[44, 139, 225, 316], catalysis[214, 331, 201], cancer treatment
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and drug delivery[57, 51], ecological remediation and detoxification[330, 312, 244], and a
variety of electromagnetic radiation sensing, absorption, control, and shielding applications.
[108, 336, 309, 54]
Currently, semiconducting particle shells, created from popular oxide materials, such as
TiO2 and ZnO, are a subject of active research aimed at enhancement and fine-tuning of the
CSNP optical properties.[54, 148, 199, 191, 193, 182, 299] The expected improvements to
the photocatalytic activity and photovoltaic operational efficiency[54, 170, 102] could be
extremely useful for a wide range of technological applications. For example, the global
demand for catalysis solutions was recently valued at US$33.5 billion [acm] and is only
projected to increase in the future.
Modern synthesis routes are capable of fabricating not only spherical particles, but also
a variety of different geometrical shapes [328, 327, 329], including cubes, hexagons, disks,
rods, tubes, etc. [54] For example, ZnO-based structures have been grown as nanowires[129,
317, 163], nanorods [200, 296], hollow hexagonal nanotubes[314], and nanodisks with a Zn
core [93]. In addition, distinct shell morphologies, such as single-crystalline, polycrystalline,
or mesoporous were synthesized [93], plus accurate control of core-to-shell thickness ratios
was demonstrated [328, 327, 329].
Polymorphic TiO2 has been investigated[214, 331, 21, 191, 170, 102, 190, 192, 126] as
a nanocomposite component for incorporation into solar-cell heterostructures, or as a shell
material, e.g., coupled with ZnO and other cores. The improved photoefficiency of the TiO2
shells was proven to depend strongly on the thickness of the coating [170, 102].
It has also been observed[328, 327, 329, 317, 200, 155] that CSNPs exhibit substantial
deviations from corresponding bulk materials in their optical properties, including, e.g.,
measured values of the electronic band gap Eg . One suggested mechanism that could explain
this departure from the bulk behavior involves quantum confinement of the electronic state
due to the smallness of the nanostructure. This mechanism is usually activated when the
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characteristic particle size d is approximately the same as the de Broglie wavelength of its
electronic wavefunctions. However, while quantum confinement effects could be responsible
for band-gap shifts in extremely small nanostructures [114, 321], most of the observed
discrepancies occurred in structures that are too large for such effects to appreciably affect
the location of their electronic bands along the energy axis. It is thus reasonable to assume
that some other factors are behind the modulation of Eg in CSNPs.
Specifically, in such particles, complex interactions between their core and shell parts
may arise and become tunable by changing the core-to-shell volume ratio, as well as other
manipulations of the particle microstructure and geometry. Also, as discussed in Chapter 2,
the presence of a free shell surface with its intrinsic surface tension can give rise to additional
residual stress fields that may affect the mechanical equilibrium of the composite particle.
Furthermore, misfit strains arising between adjacent crystallographically misaligned grains in
the polycrystalline shell could also translate into certain modifications of the electronic band
structure. In this Chapter, following the work of Ref. [210], a finite-element method based
computational approach utilizing parameters fitted from ab initio simulations is applied to
elucidate a range of factors that could be influencing the band-gap variation in CSNPs and
related structures, including their shape, size, geometry and morphology.

4.2
4.2.1

Core-shell nanoparticle models
Mono- and polycrystalline core-shell structures

The models used in this study are created in CUBIT [Cub], which is a CAD and meshing
software package developed primarily at Sandia National Laboratories 1 . CUBIT allows
for precise user control of finite-element mesh types and sizes. Our construction procedure
1 Trelis, which is commercial version of the CUBIT software package, was also procured under academic
licensing agreements through csimsoft and is available at http://www.csimsoft.com/

102

Electronic band-gap engineering in semiconducting nanostructures

for monocrystalline or polycrystalline CSNP structural models can produce particles with
spherical or faceted cores as shown in Fig. 4.1 (a) and (b).

Fig. 4.1 Images of the polycrystalline CSNP models are presented with (a) spherical and (b)
faceted cores. The unstructured finite element mesh is shown as tetrahedron overlay in a
sub-block of the shell region. To the right, a diagram (c) presents the different arrangements
of the elastic stiffness tensor, Ci jkl , in the shell, polycrystalline shell, and core. From left to
right, and top to bottom, there are [000] uniform collinear, [111] uniform noncollinear, radial,
and random orientations. For example, in the radial arrangement, the hexagonal or tetragonal
symmetry axis is pointing outward parallel to the surface-normal unit vector, while the axes
perpendicular to the radial direction are chosen randomly. Adopted from Ref. [210] with
permission from the publisher.
A monocrystalline CSNP model can be built by creating two concentric spheres of
different diameters, {Dcore , Dshell }, centered at the origin O with Dshell > Dcore . The core
and shell regions are thus cast as subdomains that can have independently defined material
tensors (for example, Ci jkl or CiSjkl ). Using the Euler rotation method described in Chapter
2, the orientation of crystallographic axes of the elastic stiffness tensor may be adjusted
in each subdomain. For the monocrystalline models, the [000] and [111] orientations are
shown in Fig. 4.1 (c). The [000] orientation designates a collinear structure with parallel
elastic-stiffness tensor axes of both core and shell regions, while in the [111] configuration
these axis sets are rotated with respect to one another by an appropriate choice of the Euler
angles θ , φ , Ψ.
For a polycrystalline CSNP model with a spherical core, a Voronoi construction is carried
out with an assistance of the VORO++ package [vor]. In this procedure, the shell volume
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defined by Vshell = 16 π D3shell − D3core , is subdivided into a N-tuple of Voronoi cells (Gk )k∈N .

The tessellation of this volume is first carried out by quasi-randomly choosing a set of
generating points Pk = (rk , θk , φk ) in spherical coordinates. In order to preserve the spherical

surface curvature κ = 2/Dshell , the value of rk is chosen to be a constant (Dshell − Dcore )/4,
or halfway between core and shell, for all k. Then, the volume subdivision follows the simple
mathematical prescription:

Gk = x ∈ X|d(x, Pk ) ≤ d(x, Pj ) for all j ̸= k ,

(4.1)

where d is a distance function in some metric space X, which calculates the Euclidean
distance from any point, x, in the Voronoi cell to its generating point belonging in Vshell . This
definition ensures that the kth cell is a region consisting of all points closer to Pk than to all
other Pj . It follows then that ∪k∈N Gk = Vshell .
In order to create a model with a faceted core (but still preserving spherical surface
of the shell), one can introduce small noise into the choice of rk . Then Eq. 4.1 will no
longer produce a spherical surface during the tesselation procedure, however, the external
surface of the shell can be restored by cleaving this construction with a perfect sphere. For
the models investigated in this section, the number of grains N is chosen to be between
10 and 20, depending on the specific combinations of core and shell sizes. Orientations
of the elastic-stiffness tensors within individual grains can also be set by applying Euler
rotations, producing, e.g., random or radial arrangements, as shown in Fig. 4.1, or involve
more intricate combinations. For the random configuration, the Euler angles θ , φ , Ψ are
chosen randomly for each grain. For the radial configuration, the Euler angles are chosen such
that the high-symmetry axis of the elastic stiffness tensor is aligned along the shell-surface
normal n̂ at the Voronoi generator point Pk .
As a final step of the CSNP model construction, the volumes of all subdomains, or
‘material blocks,’ are discretized with an unstructured grid of tetrahedral elements, which
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also includes the appropriate discretization of all the subdomain surfaces, both internal and
external.

4.2.2

Materials parameters

As discussed in the previous section, the presence of separate subdomains within the model
— monocrystalline or granular shell, and core, in the case of a CSNP — allows the user to
‘decorate’ these regions with different materials properties, which, in this investigation, are
defined solely by the Ci jkl tensor. Here, as already outlined in the introduction, metallic Zn,
wurtzite (w-) ZnO, and rutile (r-) TiO2 are chosen as prospective materials for creating the
core/shell materials combinations. The Ci jkl values for all of these compounds are presented
in Table 4.1 in reduced Voight notation[245].
Ref.

Crystal Structure

C11

C12

C13

C33

C44

Zn
ZnO

[171]
[28]

TiO2

[135]

hcp (P63 /mmc) 163.0 30.6
48.1
60.3
39.4
wurtzite (P63 mc) 209.7 121.1 105.1 210.9 42.5
isotropic
205.9 118.5
43.7
rutile (P42 /mnm) 268.0 174.9 147.4 484.2 123.8
isotropic
362.3 136.1
113.1

C66
65.9
44.3
190.2

Table 4.1 Components of the bulk elastic-stiffness tensor Ci jkl for metallic Zn, w-ZnO and
r-TiO2 in reduced Voigt notation[245] in units of GPa. Averaged components for an isotropic
case[245] with C11 = C33 = 2µ + λ , C12 = C13 = λ and C44 = C66 = µ are also given for
ZnO.
Variants for both fully anisotropic (a-la bulk crystal) and averaged isotropic (e.g., amorphous) tensors are included in the Table for both oxide compounds, enabling us to study
a variety of different models, including (i) an isotropic core, surrounded by an isotropic
shell, (ii) an isotropic core in an anisotropic shell and etc. E.g., the latter case includes a
w-ZnO/r-TiO2 core-shell nanoparticle. Although w-ZnO formally has hexagonal symmetry,
it is nearly isotropic elastically, as is shown by the closeness of the corresponding components
of its ‘fully anisotropic’ and ‘averaged’ elastic stiffness tensors. Specifically, for w-ZnO,
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C11 ≃ C33 , C12 ≃ C13 , and C44 ≃ C66 ≃ (C11 −C12 ) /2 which approximately satisfies the
conditions for elastic isotropy.
Finally, the free surface of the CSNP requires some discussion. Since the surface-tovolume ratio of the CSNP is rather large, the possible influence of surface elasticity is
introduced into the model using the Gurtin-Murdoch approach, summarized in Chapter 2.
n
o
Unlike the bulk elastic-stiffness tensors, the surface elastic parameters CiSjkl , τ 0 are not

usually available from experimental measurement. However, with the use of first-principles
based numerical calculations, these material constants have been extracted for w-ZnO and
r-TiO2 , as reported in Refs. [323] and [140], respectively. Parameter values used in this
Chapter are shown in Table 4.2.
Reference
w-ZnO
[323]
[140]
r-TiO2

s
C11
49.1
−73.8

s
C12
15.1
−26.3

s
s
C66
C22
13.7 34.9
0.0 −17.7

τ
−1.7
1.8

Table 4.2 Surface elastic stiffness tensor components in reduced Voight notation [245] and
averaged residual stresses τ for the (101̄0) w-ZnO and (110) r-TiO2 surfaces in units of N/m.
In this project, we assume that the surface of the shell is represented only by the lowestenergy surface — i.e., no faceting of the shell is considered, however, this phenomenon can
be accounted for in more advanced models if such a need arises. The lowest-energy surfaces
are (101̄0) and (110) for w-ZnO and r-TiO2 , respectively. The value of the intrinsic surface
tension is assumed to be an isotropic average of the tensorial values given in the literature.

4.2.3

Solve

As an aside, the approach to solve for the elastic fields at mechanical equilibrium is
summarized. The reader should refer to Chapter 2 for an extensive discussion of the governing
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equations of mechanical equilibrium. The following governing equations are solved,

∂
Ci jkl εi j = 0 where i, j, k, l = 1, 2, 3,
∂xj

(4.2)

and the surface problem,

∂  S
S
Cαβ γδ εγδ
= 0 where α, β , γ, δ = 1, 2
∂ xβ

(4.3)

Eqs. 4.2 and 4.3 are cast into a weak-formulation on the finite element mesh and solved
concurrently to find the displacement field u that satisfies minimization of the residual in the
presence of possible surface tension τ 0 , or applied hydrostatic pressure. Stationary residual
minimization is performed using a preconditioned Jacobi-free Newton-Krylov approach [161]
using a block Jacobi preconditioning procedure [269] and the variable residual is converged
to below 10−10 irrespective of the boundary conditions, or a change of morphology or
microstructure of the particle.

4.2.4

Coupling to the electronic band gap

As discussed in the introduction of this Chapter, deviation from bulk behavior in the
optical properties of the ZnO and TiO2 based CSNPs has been observed. It is well-known
that electronic band structure depends on the crystal lattice configuration and therefore, if
residual strains are strong enough to alter the ionic positions, such properties as the electronic
band gap may be influenced by lattice distortions (refer to Fig. 4.2 for an illustration). This
effect has been originally calculated with the k · p perturbation theory developed by Bardeen
and Shockley [25] and further generalized by Herring and Vogt [118], while at present it
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can be evaluated by the DFT-based techniques, or even more accurate quantum mechanical
approaches. If needed, strain-induced energy shifts can be decomposed into contributions
for each of the bands. However, conducting such calculations across the Brillouin Zone can
be challenging, as the strain tensor has six independent components (εxx , εyy , εzz , εxy , εxz , εyz )
and each energy level may behave differently due to the symmetry of the crystal. Further
complications can arise if the material has non-trivial spin-orbit coupling, is in the vicinity of a
metal-insulator phase transition [16], or has degenerate bands. Another possible complication

Fig. 4.2 Illustration of the strain-modulated band gap tuning. Here, the changed bands are
shown in dashed lines, while stress-free bands are in bold. In general, the presence of an
anisotropic elastic strain εi j will alter the symmetry of the crystal and consequently both the
conduction and valence bands across the entire Brillouin zone.
stems from the fact that many past and current electronic structure calculations (such as
those based on the DFT formalism) may under/over estimate the band-gap energy, or in
general improperly place certain groups of bands on the energy axis. However, in some
simple cases, strain-induced modulations of the electronic band gap can be evaluated, for
example by decomposing the action of the residual elastic field into contributions from
certain highly-symmetric distortions, such as uniaxial tension/compression along a chosen
axis, combined with a biaxial tension/compression in a plane perpendicular to that axis.
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Such simple decomposition can be carried out for both semiconducting oxide materials

considered here. With only linear contributions taken into account, this expression is
Eg = Eg0 + cu σu + cb σb ,

(4.4)

where Eg0 is the band-gap energy of a stress-free bulk material. The values of the coefficients
for w-ZnO and r-TiO2 are presented in Table 4.3. It should be noted that the coefficients cb
and cu depend on the difference between specific conduction and valence bands. No such
distinction is made in the coarse-grained model, as it is assumed that many transitions are
possible, but the overall average gap is captured by at least one set of these coefficients.

w-ZnO
r-TiO2

cb
cu
cb
cu

Stress rate (10−1 eV/GPa)

Method and Ref.

Eg0 (eV)

−0.02
−0.32
−0.07
0.08

HSE + G0W0 [306]

3.20

GGA [320]

3.02

Table 4.3 Biaxial and uniaxial band-gap stress rates, as well as unstrained band gap energies
for w-ZnO parameterized from hybrid functional (HSE) and single shot G0W0 calculations to
correct the band gap, and r-TiO2 using the generalized gradient approximation (GGA).

4.3
4.3.1

Electronic band gap tuning in CSNPs
Residual stress fields

The simultaneous solution of the volume and surface elastic problems for a given CSNP
model produces a position-dependent displacement field u(x), from which all the components
of the (nonuniform) stress and strain tensors can be obtained in a standard way. Typical
results of such simulations for the σzz = σ3 stress-tensor component are presented as threedimensional maps in Figs. 4.3 (a) and (b) for a particle with a spherical core 15 nm in

4.3 Electronic band gap tuning in CSNPs

109

diameter and a 5-nm thick monocrystalline shell around it (total diameter 25 nm), kept under
a condition of vanishing external pressure.

Fig. 4.3 Three-dimensional maps (a),(b) and corresponding shell-volume distribution histograms (c),(d) of the principal stress fields within a CSNP with a spherical core 15 nm in
diameter and a 5-nm-thick monocrystalline shell around it (total diameter 25 nm), kept under
a condition of vanishing external pressure. (a),(c) Tensile stresses in a Zn/w-ZnO particle.
(b),(d) Compressive stresses in a w-ZnO/r-TiO2 particle. In both cases, the particle core-shell
elastic-stiffness tensor axes are collinear and their orientations coincide with those of the
global coordinate system, whose axes are shown in the insert. For the sake of clarity, stress
fields on the particle surface, or areas close to it, are not shown in (a) and (b). Reprinted from
Ref. [210] with permission from the publisher.
These maps are supplemented by histograms in Figs. 4.3(c) and (d), showing how the
values of the principal stresses σxx = σ1 , σyy = σ2 , σ3 are distributed throughout the volume
of the shell. In the case of a Zn/w-ZnO particle [Figs. 4.3(a) and (c)], it is found that its
shell expands slightly in order to satisfy the vanishing-external-pressure condition, which
results in tensile stresses at the core-shell interface. On the other hand, a w-ZnO/r-TiO2
particle [Figs. 4.3(b) and (d)] contracts under the same conditions, which leads to emerging
compressive interfacial stresses. In both instances, we observe anisotropic distribution of
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stresses throughout the shell volume. Specifically, in the Zn/w-ZnO particle oriented as
shown in Fig. 4.3(a), the hcp Zn core is stiffer within the xy plane and softer along the z axis
(see Table 4.1), and this elastic anisotropy imprints itself onto the interfacial region of the
nearly isotropic w-ZnO shell in the form of a varying stress field. Also, as expected from
the material symmetry, in both particles, the obtained shell-volume distributions of principal
stresses σ1 and σ2 are similar to each other, with the one for σ3 being noticeably different,
which is in agreement with the approximation utilized in the fitting of Eq. 4.4. Finally, in both
particles, stress fields on or close to the external surface [omitted in Figs. 4.3(a) and (b) for
clarity] are found to be smaller, but about the same order of magnitude as the shell-volume
stresses discussed above.
Also, in Fig. 4.4, we present line plots of the σzz = σ3 principal stress-tensor component along the ẑ and ŷ directions in the simulation cell for a Zn/ZnO CSNP. These curves
demonstrate that the stress field is highly inhomogeneous and penetrates into the core region
of the particle. The stresses inside the core are lower due to Zn being stiffer than w-ZnO.
The influence of modification of the intrinsic surface-tension parameter τ can be seen by
comparing the dashed and solid lines.
Fig. 4.5 shows variations of the CSNP band gap δ E [see Eq. 4.4] throughout the shell
volume. These plots are also presented as histograms, similar to those included in Figs. 4.3(c)
and (d), for particles with different shell morphologies, but having the same total diameter
of 25 nm, as well as the core region of approximately 15 nm in size. Same as before, all of
the calculations here are done for the condition of vanishing external pressure. Figs. 4.5(a)
and (c) on the left describe the Zn/w-ZnO core-shell-material combination, while Figs. 4.5(b)
and (d) on the right refer to the w-ZnO/r-TiO2 combination. The top (bottom) panel rows
are for the systems with spherical (faceted) cores, respectively. For each specific material
and core-geometry configuration, band-gap distributions — obtained from the stress-field
calculations with the help of parametrization in Eq. 4.4 — are shown for a number of different
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Fig. 4.4 Line plots of the σzz component of the stress field along the ẑ and ŷ directions in
the simulation cell. The stress field is highly inhomogeneous and can penetrate into the
core region of the particle. Note that τ = −1.7 N/m is the surface tension chosen from
Ref. [323] and used in this Chapter, while the results for τ = −2.0 N/m are also shown here
to emphasize the quantitative influence of this parameter on the stress field behavior.
shell structures, as outlined in Fig. 4.1 (c). From the data presented in Fig. 4.5, we can
make the following observations. (i) For all of the considered materials and core-geometry
combinations, most of the band-gap energies distributed throughout the shell volume are
smaller than the bulk value Eg0 . (ii) For both core-shell-material combinations, the distribution
curves for spherical and faceted cores look different, with the ones for the spherical core
showing a greater range of possible band-gap energies. (iii) For both core-shell-material
combinations, shell morphology does not have a strong influence over shaping the form of
the band-gap energy distribution curve. Random shell configuration for the w-ZnO/r-TiO2
case may be a mild exception here. (iv) In all these cases, the intensity of the remaining
elastic stresses within the CSNP that is relaxed to vanishing external pressure can produce
only minor shifts in the size of the band gap: 50–60 meV in case of Zn/w-ZnO and much
smaller for w-ZnO/r-TiO2 .
In Fig. 4.6, we show the dependence of the band-gap energy distributions throughout
the shell volume on the change in particle diameter D at fixed core-to-shell volume ratio
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Fig. 4.5 Histogram plots showing distribution of CSNP band-gap energies δ E throughout the
shell region of the particle for a variety of different shell morphologies at vanishing external
pressure. See Fig. 4.1(c) and the accompanying caption for the detailed description of the
latter. (a) Zn/w-ZnO core-shell-material combination with a spherical core. (b) w-ZnO/rTiO2 core-shell-material combination with a spherical core. (c) Zn/w-ZnO core-shell-material
combination with a faceted core. (d) w-ZnO/r-TiO2 core-shell-material combination with
a faceted core. Here, isotropic shell morphology refers to a shell material, where the
elastic-stiffness tensor components are averaged out to isotropic symmetry. Reprinted from
Ref. [210] with permission from the publisher.
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(top panels), or the change in core-to-shell volume ratio, expressed through the changing
core radius r, at fixed particle diameter (bottom panels). All the particles used in these
calculations have spherical cores that are combined with monocrystalline collinear shells and
are relaxed under condition of vanishing external pressure. As in the case of the previous

Fig. 4.6 Contour plots showing the dependence of the CSNP band-gap energy distributions
throughout the shell volume on particle diameter D at fixed core-to-shell volume ratio (top
panels), or core radius r at fixed particle diameter (bottom panels). In the former case, the
core-to-shell volume ratio is fixed at 0.276, while in the latter case D = 25 nm. Left panels
(a) and (c) refer to the Zn/w-ZnO system; right panels (b) and (d) refer to the w-ZnO/r-TiO2
system. Combinations of spherical cores and monocrystalline collinear shells are used in all
the calculations presented here, with the CSNP shapes relaxed under conditions of vanishing
external pressure. Reprinted from Ref. [210] with permission from the publisher.
figure, Figs. 4.6(a) and (c) on the left describe the Zn/w-ZnO core-shell-material combination,
while Figs. 4.6(b) and (d) on the right refer to the w-ZnO/r-TiO2 combination. As can be seen
from the top row of panels, the distribution of band-gap energies narrows as D is increased
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and its average value shifts closer to that of the bulk band-gap opening Eg0 . On the other
hand, reducing D below 25 nm produces wider band-gap energy distributions (compared to
those shown in Fig. 4.5) and decreases the average Eg value further, e.g., by up to -0.13 eV in
a Zn/w-ZnO CSNP that is 10 nm in diameter. However, when the core radius is varied while
keeping the particle diameter fixed, a different behavior is observed. For particles with large
core radii (narrow shell regions), wide distributions of band-gap variations δ E are produced,
while for particles with small radii (wide shell regions) rather sharply defined values of Eg <
Eg0 are obtained.
In Fig. 4.7, we present the dependence of the variation of the particle-shell band-gap
energy δ E on the applied hydrostatic pressure p for both the Zn/w-ZnO (top) and w-ZnO/rTiO2 (bottom) core-shell-material combinations. These results are obtained for a CSNP
model with a 15-nm spherical core and a 5-nm-thick monocrystalline shell (D = 25 nm)
that is set up in either a collinear or an isotropic configuration. As can be seen from the
data shown, the band gaps change differently under hydrostatic compression in Zn/w-ZnO
and w-ZnO/r-TiO2 CSNPs. In the former system, δ E(p) > 0 and, therefore, the band gap
increases and does so quite substantially, e.g., growing by 1 eV for p = 5 GPa. On the other
hand, in the latter system, due to canceling out of contributions from uniaxial and biaxial
stresses (cb ≃ −cu ; see Table 4.3), δ E(p) is small and negative, i.e., the band gap decreases
under pressure, but only by a few meV. We should point out that, under hydrostatic pressures
between 8.3 and 9 GPa, ZnO undergoes a phase transition from wurtzite to a rock-salt phase;
however, this transformation is not considered here [29, 197, 71].
As shown in Fig. 4.5, our investigation identifies some differences in the shell-volume
band-gap energy distributions of monocrystalline collinear [000] and noncollinear (e.g., [111])
mutual arrangements of core-shell elastic-stiffness tensor axes for both of the considered
material systems. In Fig. 4.8, we present the changes of the volume-weighted variance of
the band-gap energy Eg with respect to all of the symmetrically inequivalent Euler rotations
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Fig. 4.7 Dependence of the variation of the particle-shell band-gap energy δ E on the applied
hydrostatic pressure. Top: Zn/w-ZnO system. Bottom: w-ZnO/r-TiO2 system. In all
calculations presented here, a CSNP model with a 15 nm spherical core and a 5-nm-thick
monocrystalline shell (D = 25 nm) is used. Results for collinear and isotropic shells are
depicted by full circles and diamonds, respectively. Error bars attached to the symbols
represent volume-weighted standard δ E deviations that show the broadening of the band-gap
energy distributions under increasing compressive pressure. Reprinted from Ref. [210] with
permission from the publisher.
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Fig. 4.8 Volume-weighted variance of the band-gap energy Eg with respect to Euler rotations
Z1 (θ )X2 (φ )Z3 (Ψ) of the orientations of the monocrystalline-shell elastic-stiffness tensor
axes away from the directions of the global-coordinate-system axes (which coincide with
the orientations of the elastic-stiffness tensor axes within the core region). For example, the
[111] orientation of the axes is achieved by setting θ = 0◦ , φ = 54.74◦ , and Ψ = 45◦ , which
corresponds to the top-right corner of the bottom-left quadrant. This CSNP model has a total
diameter of 25 nm, core-shell volume ratio of 0.276, and is relaxed under a condition of
vanishing external pressure. The left and right panels contain data for the Zn/w-ZnO and
w-ZnO/r-TiO2 systems, respectively. Reprinted from Ref. [210] with permission from the
publisher.

4.4 Conclusions

117

Z1 X2 Z3 the orientations of the shell elastic-stiffness tensor axes. Again, the orientation of the
elastic-stiffness tensor axes of the core region is chosen as θ , φ , Ψ = 0, and the calculations
are done for a particle with D = 25 nm and core-shell volume ratio of 0.276 at the condition
of vanishing external pressure. Although the variance of the band-gap energy is small in both
of the considered material systems, the differences in the plot symmetry are quite pronounced
between them, with dissimilar combinations of rotation angles φ and Ψ required to achieve
the largest variance.

4.4

Conclusions

In this investigation, we utilized a finite-element method to study the elastic properties of
CSNPs with a variety of different shell morphologies, including mono- and polycrystalline
configurations. Two different core types, faceted and spherical, as well as two popular
core-shell-material combinations, Zn/w-ZnO and w-ZnO/r-TiO2 , were considered. The
connections between the elastic stresses within the particles and their optical properties as
reflected in the shell-volume distributions of the band-gap energy values were examined with
the help of simple fits obtained for w-ZnO and r-TiO2 bulk crystals by quantum-mechanical
calculations [306, 320]. Our investigation shows that the band-gap shifts that could be
achieved for these two shell materials in the spherical-particle geometry are not large under
vanishing external pressure and only weakly depend on the shell morphology. However,
in the case of w-ZnO, reducing the particle size below 20 nm and/or applying hydrostatic
pressure on the order of few GPa can cause substantial changes in the average value of its
band gap. In r-TiO2 , the band-gap energy changes caused by applied pressure and elastic
anisotropy remain uniformly small (on the order of a few meV) for all the considered particle
geometries and simulation conditions. In this regard, the anatase TiO2 polymorph (not
studied here) may be a better choice of a shell material for potential photovoltaic applications
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because, according to Ref. [320], its Eg should display a much larger variation under applied
stress.

Chapter 5
Nanoferroelectric composites
After the test of the elastic solver described in the previous Chapter, a fully coupled
polar-elastic-electrostatic model has been developed to study the properites of functional
dielectric systems. The associated numerical problems involve obtaining correlated solutions
for the elastic displacements, polarization fields and electrostatic potential of a dielectric or
ferroelectric system at thermodynamic equilibrium. In this Chapter, the developed approach
is applied to the studies of polarization field topology, phase transformations and applied
electric field induced response in spherical ferroelectric nanoparticles embedded in a dielectric
medium. Nanoparticle properties are evaluated with respect to the particle size and material
choice, as well as the choice of the surrounding dielectric medium.

5.1

Introduction and experimental motivations

Reduction of the dielectric device components size, while improving their operation efficiency continues to be a important scientific and engineering problem. Dielectric devices have
broad application in electronics, energy interconversion [130, 260], and computing[18, 32].
Composite ferroic systems[130, 49], which consist of one or more ferroic components
surrounded by or connected to a permeable or conductive medium, are particularly inter-
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esting as potential vehicles for property enhancement or development of new and unusual
functionalites. A number of such systems have already been synthesized or predicted, and
shown to exhibit useful functional properties, including superparaelectricity [130], interlayer
strain-mediated multiferroicity [203], enhanced dielectric, piezoelectric, and pyroelectric
response [318, 216], as well as multistage hysteretic switching [32, 209].
A particularly versatile approach for fabricating ferroic composites involves utilization
of small ferroelectric particles dispersed within a dielectric matrix [246]. Such particles
may be of polymeric[130, 250, 183], ferromagnetic[82] or complex oxide origin[127]. For
instance, Huang et al. [130] showed that a self-assembled nanoparticle building blocks
(based on ferroelectric BaTiO3 ) can be embedded in a polymer dielectric matrix and exhibit
superparaelectric behavior [287].This nanoengineered functionality is extremely useful as it
allows an increase in stored energy density of the structure, compared, e.g., to non-composite
systems [266]. Another useful property of this sort of a composite system is that it could
be mechanically flexible, when a flexible — e.g., polymeric — matrix is used (see, e.g.,
Ref. [248] for a recent review on flexible microelectronics).
Synthetic chemical-growth routes controlling the formation of ferroelectric nanoparticles
can produce a wide variety of shapes, including cuboidal [228, 257, 115, 156, 49], ellipsoidal
or spherical [228, 49, 183], and core-shell geometries [250, 183]. These inclusions can be
incorporated into the composite in either aggregated, or dispersed, irregular arrangements,
providing precise control [49, 183] of the dielectric properties. However, there are limited
studies on how the composite properties may be influenced by changing particle size or
shape, including identification of the intrinsic critical size for ferroelectric response. There
have been extensive studies on critical-size limits for ferroelectricity in bulk ceramics,
thin films [284, 164, 67, 85, 134] and multilayers [152, 81, 219, 153], but relatively few
[268, 80, 8, 9, 257, 104] investigations dedicated to nanoparticles. Tuning the particle size
and the material parameters, as well as those of the surrounding material, directly influences
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C11
C12
C44
ϵm /ϵ0

SrTiO3
319
100
110
300

a-SiO2
63
6
28
2.6

vacuum
1

Ref
[249], [138], [68]
[234], [249]

Table 5.1 Elastic and dielectric material parameters used in this work for SrTiO3 and a-SiO2
at room temperature, T = 293 K. The medium dielectric constants are assumed to be isotropic
and are given in units of the relative permittivity. Elastic stiffness tensor coefficients are
given in Voight notation[245] in units of GPa. Elastic stiffness tensors of the amorphous
silica are obtained from averaging data presented in Ref. [249].
the strength of competing interactions within the system, including long-range electrostatics,
short-range ferroelectric ordering, and electrostrictive coupling between polar and elastic
degrees of freedom. With some or all of these terms being close in magnitude, the system may
become highly sensitive to changes in control parameters, so that small external stimuli can
generate large responses. As such, understanding these competing interactions is certainly
warranted from a scientific standpoint and also for practical applications of these materials.
In this Chapter we report the details of a computational investigation of ferroelectric
behavior of nanoparticles consisting of two archetypical ferroelectric materials PbTiO3 (PT)
and BaTiO3 (BT) that are surrounded by various dielectric materials. At room temperature,
PT has weak electrostrictive coupling between ferroelectric polarization and elastic strain,
but a large spontaneous polarization (PsPT = 0.75 C/m2 ). BT, in contrast, has a lower
polarization (PsBT = 0.26 C/m2 ) but is much more sensitive to applied strain. Three materials
with radically different dielectric and elastic properties are chosen for the external dielectric
matrix (characterized by relative permittivity ϵm ): SrTiO3 (ST, high dielectric permittivity),
amorphous silica (a-SiO2 , low dielectric permittivity), and vacuum (described by vacuum
permittivity ϵ0 ). Their material elastic and dielectric tensor constants are listed in Table 5.1.
The discussion primarily focuses on the topology of polarization fields encountered in
spherical FE nanoparticles their resulting dielectric properties. We observe that embedding
particles into a high-κ matrix, such as SrTiO3 , leads to a polar monodomain state formation
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at small particle sizes. However, if instead the matrix has low permittivity, particles of the
same sizes can remain completely non-polar. As the particle diameter is increased, we find
nontrivial vortex-like polarization patterns emerging. These patterns then transform into
polydomain polarization arrangements as the particle size becomes even larger. Interesting
switching behavior in the particles is also observed under applied electric fields. While
the monodomain polar configuration produces the expected shape of the hysteresis loop
with sharp transitions mediated by the coercive field, the vortex-like state does not. At high
applied fields, the polarization becomes aligned with the field, however, at intermediate field
strengths, vortex-like state can still be present at the particle surface, which can result in a
multistage switching of the particle polarization. This interesting functionality can be useful
for memory storage applications [105, 215, 38, 39, 32], as it may lead to increase of the
information storage density of individual memory elements.

5.2

Energetics of a single ferroelectric particle

In contrast to spectral methods [128, 188, 189, 124, 107, 291] that rely on regular parallelepiped meshes and the numerical solve that is performed in Fourier space, the method
utilized in this Chapter implements a real-space approach based on unstructured meshes,
which allows one to process irregular geometries (using the LIB M ESH library [158]). The
evolution of the polarization field, P = P(x,t), inside the ferroelectric particle is described
by the TDLGD equation,
∂P
δ
−γ
=
∂t
δP

ˆ

d 3 x f (P) ,

(5.1)

VFE

where γ is a time-scaling parameter related to domain-wall mobility [223, 121] and VFE being
the volume of the ferroelectric inclusion.
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Eq. (5.1) describes the system evolution in scaled time as energy is dissipated out at each
consecutive time step. The following mechanical equilibrium condition must be satisfied,

∂ 
Ci jkl εkl − Qi jmn Pm Pn = 0,
∂xj

(5.2)

at each time step of the polarization field evolution, where Qi jmn Pm Pn is the electrostrictive
coupling term that gives rise to the ferroelectric self-strain. Furthermore, the evolution of
P is also coupled with that of the local (internal) electrostatic potential Φ by the Poisson
equation,
∇ · (ϵb ∇Φ) = −∇ · P,

(5.3)

with ϵb being the background (optical) dielectric constant of the material [26, 123, 229]. In
non-ferroelectric regions representing the elastic, linear-dielectric matrix1 , Eq. (5.2) and
Eq. (5.3) are solved at each time-step with ϵb = ϵm . The forms of individual energy terms
and their material tensors are presented and discussed in Chapter 2 [coefficients and tensor
components for BT and PT are summarized in Table 2.3].
The system boundary conditions include vanishing elastic distortions far away from the
ferroeelctric inclusion, i.e., Dirichlet u = 0 at ∂ ΩM , which is the boundary of the lineardielectric matrix. A short-circuited boundary condition [189] on the potential Φ is chosen
for the pair of opposite sides2 of the cube ΩM with plane normals oriented along [00 ± 1].
Consistency checks were performed to make sure that, as a function of the size of the
inclusion sphere, the internal (fringing) electrostatic potential and the strain fields originating
from elastic distortions did in fact vanish at the boundaries of the computational domain3 . A
1 The

same governing equations exist in the vacuum region, except the variable u is nonexistent.
adjusting the values of Φ on these two sides, an external electric field can be applied. In the absence of
the applied field, the Dirichlet boundary condition Φ = 0 is enforced on the boundary planes of ΩM (which are
assumed to be far away from the inclusion).
3 Larger matrix domains were needed to ensure fringing fields from larger spheres vanished.
2 By
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Fig. 5.1 Stress tensor components σαβ plotted along an arc across the model volume for a 10
nm diameter PbTiO3 particle embedded in SrTiO3 at an arbitrary time step. The inset depicts
the electrostatic potential Φ along the same line and for the same time step, showing that it
vanishes at the model external boundaries.
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typical plot of the spatial variation of the components of the stress field due to these boundary
conditions at an arbitrary time step is presented in Fig. 5.1.
Since Eq. (5.1) is a partial differential equation that depends on time, an initial condition
for evolving the P field must be chosen. For this particular problem, an initial condition
was picked that resembles a paraelectric state of the material at some T > TC , which forces
P to be randomly distributed about a zero (vector) value. The rationale for choosing this
random paraelectric initial condition (RPEIC) is to ensure that there is no “memory” bias
in the domain structure that forms, as the energy is dissipated out of the system by the
gradient-descent algorithm. Such a condition is widely used in phase-field modeling of
ferroelectric materials[188, 189]. The temperature is then immediately set below TC and
Eq. (5.1) is evolved — by solving Eq. (5.3) and Eq. (5.2) at each time step — until a (local)
energy minimum has been found.
A plot of different energy terms variation with time is presented in Fig. 5.2 for a d = 10
nm diameter PT sphere embedded in a ST matrix at room temperature. Here, visualizations
of the initial condition (1), intermediate phase (2), and final distribution (3) of P are shown
as figure insets. After forming the domain structure early in the simulation [usually before
mark (2) on the figure], the gradient-descent algorithm dissipates energy out of the system by
growing the magnitudes of the local-polarization vectors. However, the slowest relaxation
process in the system involves domain wall motion, which mostly happens between marks
(2) and (3), as the system approaches equilibrium.
As an important aside before discussing the main results of this study, it is crucial to
note that the local surface terminations of the particles may be complicated. For example,
as discussed in the previous Chapter, particular surface (or interfacial) cleaving may introduce surface elastic tension, which for a ferroelectric system could strongly influence the
polarization [261]. Alternatively, complex oxide surfaces corresponding to PbO, BaO or TiO
terminations could be energetically unfavorable due to uncompensated surface charges [101].
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Fig. 5.2 System energies as functions of the scaled time in the TDLGD equation. The insets
at (1), (2), and (3) visualize the RPEIC, intermediate (metastable) state, and final (local)
equilibrium pattern of the polarization for a d = 10 nm PbTiO3 sphere at room temperature.
The total energy has to decrease monotonically (as shown) during the time-evolution process,
while other energy terms could increase in value.
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However, particular ionic terminations are likely to vary locally on the surface of the particle,
so that the electrostatic and elastic fields arising from them should rapidly average out for
large particle sizes. By studying a wide range of dielectric constants of the surrounding
matrix, ϵm , the aggregate effects of charge compensation at different nanoparticle surface
terminations can be effectively captured.

5.3

Paraelectric states at small sizes

After sufficient evolution of the polarization field following Eq. (5.1) the system reaches the
state of local equilibrium4 . In small particles, below a certain critical diameter dc , the resulting
polarization pattern is found to be strongly dependent on the types of ferroelectric material
and the surrounding dielectric matrix. For a strong dielectric medium (ϵm ≈ 300) as in the
PT/ST system, nonzero polarization configuration is found in the nanoparticle. Specifically,
the polarization field forms a uniform monodomain state, where average polarization is
2
somewhat reduced, compared to the bulk polarization of |PPT
s | ≈ 0.8 C/m . For lower values

of ϵm , a paraelectric state (P ≈ 0) is found for the PT inclusion, while in the BT system such
state persists for all the values of ϵm , including one corresponding to the ST matrix.
This behavior is observed for critical diameters dc = 2.0–3.6 nm, which falls within
the ranges identified in a number of other studies [257, 9, 8, 85, 80, 104] for a variety of
different nanostructures (e.g., thin films). These dc values are also considerably smaller than
the ferroelectric correlation length, estimated to be around 5 − 10 nm, which is a typical size
for supporting a single domain wall. For particles with d ≤ dc , the RPEIC, that it introduced
at the beginning of the simulation, forces a large contribution of the fwall term to the total
energy, compared to other energy terms in the Eq. (5.1), due to the random nature of the
polarization field distribution. Therefore, the system evolves towards the monodomain state
4 The

simulation exit criterion is achieved when the difference in the magnitude of the total energy is below
0.1% during the two consecutive time steps.
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[shown in Fig. 5.3 (a)], to minimize this energy contribution ( fwall > 0). The developing
monodomain state then produces a nonzero surface-charge density qS = P · n̂, where n̂ is
the outward-facing surface normal unit vector. The presence of nonzero qS leads to a sharp
increase in the felec term, unless the dielectric constant of the surrounding matrix is large
enough to screen out this uncompensated charge. If the dielectric constant of the surrounding
matrix is too small, in order to reduce felec , the magnitude of P is uniformly diminished until
P ≈ 0 within numerical precision of the simulation, resulting in the paraelectric state of the
system.
PT
Considering that |PBT
s | < |Ps |, the observed behavior of the BT particles is somewhat

surprising. Due to the lower bulk spontaneous polarization, the energy penalty arising from
felec for the BT monodomain is lower. However, due to the shallower fbulk energy minimum
and energy arising from the stronger electrostrictive coupling fcoupled , the felec term still
dominates and the system will reduce its P to zero.

Fig. 5.3 Monodomain (i) and vortex-like phases (ii) of room temperature PbTiO3 nanoparticles embedded in SrTiO3 . Figure is adapted from Ref. [209] with permission from the
publisher.
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These resulting states (either monodomain or paraelectric) are robust with respect to
varying the seed generator5 within the RPEIC. The influence of the finite element mesh size
on these states was also investigated. As long as the interfacial region between the matrix
and ferroelctric particle was sufficiently resolved (mesh size h well below a nanometer), then
the resulting state would be either monodomain or paraelectric in the dc = 2.0 nm to 3.6 nm
range of particle size.

5.4

The vortex-like transition

For particle sizes above dc , both ferroelectric materials are observed to develop a vortexlike pattern. We should point out that such patterns are not true topological vortices and
therefore a ‘-like’ suffix is used to describe them. An image of the typical vortex-like
polarization field arrangement is shown in Fig. 5.3 (ii), highlighting the behavior of the P
vector field that “curls” around a central point. The emergence of this vortex-like state in both
PT and BT particles can be detected by tracking the dependence of the following expression
on d:
1
Febulk (d) =
VFE (d)Ps3

ˆ

d 3 x fbulk (x),

(5.4)

VFE (d)

which is a volume-normalized bulk free energy, as shown in Fig. 5.4 for a particle embedded
in the ST matrix. For the PT/ST system, the transition occurs at a critical diameter dv ≃ 3.4 nm
and is accompanied by a sharp increase of Febulk , compared to its value in the monodomain
state. On the other hand, in the BT/ST system, Febulk , which is zero by definition in the

5 Within the MOOSE framework, the random initial condition seeds variables based on the global node
identifier assigned by the meshing software. Changing the sizes of the mesh will effectively adjust the
global node identifier throughout the mesh. The initial condition uses the Dirichlet boundary condition
(us (x,t = 0) = ûs ∀ x for some variable u, see Chapter 3.).
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paraelectric state, sharply decreases upon the formation of the vortex-like state with non-zero
polarization at dv ≡ dc ≃ 3.5 nm.

Fig. 5.4 The volume and polarization normalized bulk free energy as a function of particle
size d for both PT/ST and BT/ST systems. The downshift of the Febulk in BT is due to
the onset of ferroelectricity, while the upshift of Febulk in PT is due to the paraelectric core
formation and nonzero local gradients of P. Reprinted from Ref. [209] with permission from
the publisher.
While the physics underpinning the energy change in the BT/ST system may be selfevident, understanding the behavior of the PT/ST system requires a detailed examination
and comparison of the polarization patterns before and after the transition, i.e., sketches (i)
and (ii) depicted in Fig. 5.3. As can be seen from sketch (ii), even though local values of
|P| ∼ PsPT near the surface of the inclusion, they become strongly suppressed close to its
center, forming a weakly polar or even completely paraelectric core region of the vortex. In
all of the PT systems, this core region is cylindrical in shape and penetrates the spherical
inclusion completely from its northern to southern pole, as shown in Fig. 5.5 (a). In the BT
systems, such a region is also present, but its shape may be twisted or bent, as illustrated in
Fig. 5.5 (b), and its final conformation exhibits dependence on the RPEIC.
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Fig. 5.5 Vortex-core shapes for (a) PT/ST and (b) BT/ST systems. The gray contour represents cuts through the polarization texture at |P| = 0.35 C/m2 for (a) at zero applied
field. In panel (b), the same information is presented for the 18 nm BT/ST inclusion at
|P| = 0.17 C/m2 contour. Adapted from the supplemental of Ref. [209] with permission
from the publisher.
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Fig. 5.6 The radial profile of |P| along a line perpendicular to the vortex core in 4 and 7 nm
wide inclusions with vortex-like polarization textures. In both PT/ST and BT/ST systems, the
values of |P| in the vortex-like phase are depressed, compared to those in the monodomain
phase, or respective Ps . The influence of the dielectric permittivity of the surrounding
medium on the polarization values is also presented in the panel, with curves corresponding
to different dielectric materials shown for all the considered systems.
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The change in the value of |P| along the direction perpendicular to the vortex core axis
is presented in Fig. 5.6 for particles of two different sizes for both PT and BT systems
coupled with all the considered dielectric matrices. These data show that |P| in the core
region may be reduced by a factor of 3–5, compared to its surface value (in PT), or even
disappear completely (in PT and always in BT). This tendency is mostly unaffected by the
dielectric strength of the surrounding matrix. Such behavior is in sharp contrast with that of
ferromagnetic vortices, where, at temperatures well below TC , magnetization density at the
core is constrained to a constant magnitude.[172, 335]
Fig. 5.6 also describes the effect of the surrounding matrix on the value of |P| at the
surface of the inclusion. In the PT system, surface polarization is ∼ 20% larger when
it is coupled with a high dielectric permittivity medium, such as ST. In contrast, surface
polarization of the BT system is not affected by the strength of the dielectric screening
provided by the matrix.
Topological features of polarization textures, presented in Figs. 5.3, 5.5 and 5.6, are in
general agreement with the analytical work of Levanyuk and Blinc [177] that highlights the
sensitivity of the radial polarization distribution on the dielectric strength of the surrounding material. The observed similarities include the dependence of |P| on the surrounding
medium, its suppression at the core of the vortex-like phase, as well as transitory nature of
monodomain states in low dielectric permittivity medium. However, the investigation of
Levanyuk and Blinc did not consider coupling between ferroelectric and elastic degrees of
freedom. Although the results presented here include the effects of electrostrictive coupling,
we have also performed a series of simulations with the electrostrictive tensor set to zero
in order to examine its influence on the behavior of the system. The resulting polarization
textures have sharp 90◦ domain walls, resembling Landau flux-closure patterns found in
some magnetic microstructures.[132, 265] Thus, we conclude that the presence of the electrostrictive coupling is responsible for the softening of the domain walls, which produces
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more rounded textures, such as the ones that were observed or predicted in other experimental
and theoretical studies.[241, 105, 236] Representative images of polarization textures formed
with and without the electrostrictive coupling in a PT/ST system are shown in Fig. 5.7.

Fig. 5.7 Image slices perpendicular to the vortex core are shown, highlighting the differences between the states with (a) no electrostrictive coupling (Qi jkl = 0) and (b) active
electrostrictive coupling in a d = 9 nm PT particle embedded in the SrTiO3 matrix.

5.5

Vortex-like to multidomain transition

For particle diameters, d > dv , the most important energy term that influences further
polarization texture evolution is the normalized gradient energy,
Fewall (d) =

1
VFE (d)Ps3

ˆ

d 3 x fwall (x).

(5.5)

VFE (d)

In the case of BT, the well-known parameterization of Hlinka and Marton [123] is used
for the material gradient coefficient tensor Gi jkl . However, a number of parameterizations
exist for Gi jkl for PT, such as the three different sets chosen for this study, attributed to the
phase-field studies of Li et al. [188, 189] (set I), Wang et al. [307] (set II), and Hong et
al. [124] (set III). Gi jkl values from all of the parameter sets used here are listed in Table 5.2.
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Gi jkl
G110
G11 /G110
G12 /G110
G44 /G110
G′44 /G110

PT set I [188, 189]
1.73
0.6
0.0
0.3
0.3

PT set II [307]
1.73
1.6
0.0
0.8
0.8

PT set III [124]
1.73
2.0
0.0
1.0
1.0

BT [123]
1.0
5.1
0.0
0.2
0.2

Table 5.2 Different sets of gradient energy parameters, Gi jkl , presented in Voigt notation[245]
for Gi j and G110 in units of 10−10 C−2 m4 N. We utilize three different sets of parameters from
the literature to evaluate how polar properties of PT inclusions are affected by their choice.
For BT, only one set of gradient terms due to Hlinka and collaborators is used.
The dependence of Fewall on d is presented in Fig. 5.8. As expected, the gradient energy is

zero in the monodomain phase, but grows rapidly upon transitioning to the vortex-like state.
The latter can be regarded as a domain structure consisting of continuous domain wall that
has energetically sub-optimal polarization arrangements.

Fig. 5.8 Normalized gradient energy Fewall as a function of particle sized for the PT/ST
and BT/ST systems. Fewall is zero for d < dv , but increases rapidly in the vortex-like state
because of sub-optimal arrangements of the local polarization vectors. It then levels off, i.e.,
becomes bulk-like, in the multidomain state, with the transition point (marked by vertical
lines) depending rather sensitively on the choice of Gi jkl parameters for PT.
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As the particle size increases beyond dv (which is, again, the critical diameter for the

vortex-like state formation), the volume-normalized Fewall gradually decreases and levels off
to a constant6 . This saturation of Fewall is indicative of a “bulk-like” multidomain state. This

state contains relatively large areas of correlated polarization divided by domain walls that
are similar to the 90◦ and 180◦ types.
Defining the critical size for this transformation (into the multidomain state) as dm , we
obtain dm value of 17 nm for the BT/ST system. In the PT/ST system, dm is sensitive to
the Gi jkl coefficient choice and covers a range from 13 to 21 nm. However, the equilibrium
topologies of multidomain states obtained for PT/ST do not seem to be strongly affected by
the choice of Gi jkl parameterizations. We speculate that by measuring certain experimentally
observable quantities linked to this transition — e.g., electric field response that is discussed
next — it may be possible to obtain better gradient energy estimates for PT. Images of the
polarization field topology for two such multidomain states are presented in Fig. 5.9. The
resulting pattern at local equilibrium produces polarization aligned tangential to the surface
of the nanoparticle. This distribution minimizes the electrostatic energy arising from the
surface charge density P · n̂.
The non-polar or weakly polar vortex core area becomes unstable at d > dm , developing
uniform polarization and eventually splitting into multiple domains. The apparent vorticity
of the polarization texture sharply decreases after the transition into the multidomain state,
but it does not disappear completely, as localized vortices, marked by largely suppressed
P, still remain near some domain walls, which may be characterized as hybrid walls (see
discussion in Chapter 2). Due to the curvature of the inclusion surface, the observed domain
patterns cannot be directly partitioned into collections of low-energy 90◦ or 180◦ variants
6 One

can fit Fewall = Fewall (d) using

c3
Fewall (d) = c1 ec2 d + + c4 .
d

It is found that within error, the fit parameter c3 depends strongly on the choice of G110 .
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Fig. 5.9 A multidomain state found in a 24 nm (left) and 32 nm (right) PbTiO3 particle.
in the near-surface region, which, in combination with remaining vorticity, results in finite
saturation values of Fwall at large d.
The amount of vorticity present in the polarization field can be mathematically described
by means of computing a Chern-Simons (CS) winding number density [76]. For the 3D
polarization vector field in this study, the winding number density is
nCS = (∇ × P) · P.

(5.6)

This quantity must be close to zero in the monodomain state. However, for the vortex-like
state, it should have an extremum. Due to the presence of numerous localized vortices in the
multidomain state, this winding number density can also be (locally) nonzero in the particle.
This quantity proves to be especially useful in identifying the presence of vortices during
electric field poling, as described in the next section.
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5.6

Hysteretic switching under an applied field

We have studied the electric-field induced topological changes for all of the polarization
textures — monodomain, vortex-like and multidomain — that we observe in both PT and
BT-based ferroelectric nanoparticles, thus probing their intrinsic response to applied fields.
Such simulations are conducted with the help of a quasi-static approach, where the electric
field is generated by applying a Dirichlet boundary condition in the form of an electrostatic
potential difference ∆Φ = Φ2 − Φ1 on the opposing system boundary planes. This produces
a (pre-poled) monodomain polarization distribution invariant of particle size probed (as
expected, energetic contributions of P · E are minimized when P||E). After the minimum
energy configuration of P is found, the solution is used as an initial condition in the following
expression:
∂P
δ
−γ
=
∂t
δP

ˆ

Ω

d 3 x f (P) + ξ · P̂,

(5.7)

where ∆Φ = 0 and ξ is the noise term7 . The introduction of the noise term is helpful in
ejecting the initial solution out of its original energy well. This quasi-static scheme has
been used in similar numerical simulations of magnetic hysteresis experiments [38, 39]. A
diagram of the poling procedure is presented in Fig. 5.10 for n field steps.
For the PT results presented in this section, the Gi jkl coefficients used are from set I [188].
For the monodomain particle (as demonstrated in Fig. 5.11, d < dv ), the shape of the poling
loop is similar to that of a generic bulk ferroelectric, with abrupt switching of P between
−ẑ and +ẑ orientations at a distinct value of coercive field Ec . We have also evaluated the
dependence of the poling loop shape on the crystallographic orientation by aligning the
easy-axis of the ferroelectric crystal along different directions with respect to the direction
7 Depending on the choice of ξ , a minimum might not even exist. The noise term effectively introduces a
small amount of energy into the system, which can be effectively related to the existence of thermal noise in a
real experiment [128].
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Fig. 5.10 Algorithmic procedure for the quasi-static electric field poling for n field steps.
The term ξk represents random noise that is supposed to kick the polarization field out of its
local-energy minimum configuration (and towards the lower energy minimum).
of the poling field E. Results of this particular investigation are presented in Fig. 5.11, with
P being the average polarization along the field. The monodomain particle poling loop and
winding number evolution, for the polarization easy axis parallel to the field are also shown
in Fig. 5.12, case (i).
For particle diameters d > dv , switching between −ẑ and +ẑ monodomain orientations
proceeds in two stages, as presented in Fig. 5.12, case (ii). The initial monodomain configuration persists from Ez = −Emax to Ez ≃ +Ec , at which point it is replaced with a hybrid
texture consisting of a monodomain core polarized along the +ẑ direction combined with
a vortex-like closure pattern in the near-surface region. This results in the response curve
exhibiting a small plateau at Ec < Ez < Emax with roughly constant P̄z , originating from the
polarized inclusion core, that is considerably smaller than the saturation polarization. As the
field is increased further, the vortex-like texture is abruptly expelled from the near-surface
region and the polarization aligns along the +ẑ direction everywhere in the particle. Multistage switching processes similar to the one observed here have been reported before in
some nanopatterned FE[105, 215] and ferromagnetic[38, 39] systems.
As the particle diameter increases further, the intermediate vortex-like texture occurring
in the the near-surface region at Ez ≃ +Ec is replaced with a multidomain texture, such as the
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Fig. 5.11 Applied field-dependent polarization curves for a PT particle with d < dv embedded
in the ST dielectric medium. The electric field is applied along the ẑ direction, while different
crystallographic orientations ([001], [110], [111]) of the PT unit cell are aligned with the
field by rotating the particle. Note that [001] corresponds to the crystallographic ĉ axis along
ẑ. Adopted from Ref. [209] with permission from the publisher.
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one shown as case (iii) in Fig. 5.12 (c). Similar to the zero-field configurations, domains at the
inclusion surface prefer to have tangential orientations of their P to minimize the electrostatic
energy arising from qS . As the magnitude of the field is increased, the transition into the
monodomain state occurs by a gradual alignment of the surface domain polarizations along
the +ẑ direction. This switching mechanism produces multiple shoulders in the response
curve, which merge together smoothly for larger particles that contain many surface domains
[see, e.g., curve (iii) in Fig. 5.12 (a)].

Fig. 5.12 (a) Average polarization P̄z and (b) polarization-scaled winding number density
|n̄CS |·P̄z as functions of applied electric field Ez in PT/ST systems of different sizes. Panel (c)
shows polarization textures in (i) monodomain, d = 4 nm, (ii) vortex-like, d = 10 nm, and
(iii) multidomain, d = 35 nm, systems corresponding to the markings in panel (a).
In Fig. 5.12 (b) we present the changes in system vorticity under the changing electric
field, which is represented by the sphere-averaged value of |n̄CS | weighted by the P̄z , for
the same PT/ST structures as in Fig. 5.12 (a). In case (i), monodomain texture at zero
field, polarization switching occurs with |n̄CS | ≡ 0 everywhere throughout the poling loop.
For all the other cases at d > dv , switching between monodomain states at −Emax ẑ and

142

Nanoferroelectric composites

+Emax ẑ happens through the formation of an intermediate vortex-like state, as indicated by
the non-zero value of averaged nCS . In case (ii), vortex-like texture at zero field, vorticity
changes abruptly, but, as can be seen from comparison of the curves for d = 16 and 35 nm,
this transition becomes progressively more diffuse for zero-field multidomain textures at
increasing d. However, even for large nanoparticles containing many domains, such as in
case (iii), |n̄CS | remains non-zero during the switching due to the presence of vortex-like
twists of P along domain walls.
In Fig. 5.13 we show field-induced variations in polarization response [panel (a)] and vorticity [panel (b)] in the BT/ST systems with particle d = 9 to 30 nm. These curves look more
slim, in comparison with the ones shown for PT/ST in Fig. 5.12 (a), while the dependence of
|n̄CS | on Ez suggests diffuse poling behavior in BT/ST proceeding through the formation of an
intermediate state with non-zero vorticity at all of the considered inclusion sizes. Therefore,
unlike in the PT/ST systems with dv < d < dm , where vortex-like texture in the near-surface
region gets expelled abruptly upon transitioning into the monodomain state [see curve (ii) in
Fig. 5.12(a-b)], in BT/ST this texture disappears gradually, as local polarization continuously
rotates to align itself with the applied field and the core monodomain grows outward. A
vector map of such an intermediate hybrid state, exhibiting both monodomain and vortex-like
features, is shown in Fig. 5.13 (c).
All these results suggest that a wide variety of different switching patterns and behaviors
can be designed by controlling the size of the particle as well as the materials properties
of the particle and the matrix. We note that the dielectric response of an aggregate system
consisting of ferroelectric particles of varying sizes dispersed in a dielectric medium will
depend strongly on the nature of the applied mechanical and electrical boundary conditions.
For example, coherency (misfit) strains between the particle and the dielectric matrix, thermal
and/or epitaxial stresses introduced into thin-film heterostructures during growth, specifics of
the electric field application to the structure — such as usage of top-bottom or interdigitated
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Fig. 5.13 (a) Average polarization P̄z and (b) polarization-scaled winding number density
|n̄CS · P̄z as functions of applied electric field Ez in BT/ST structures of different sizes. Panel
(c) shows a BT/ST system with a 15 nm inclusion that is in the process of nucleating a
monodomain core (the blue region) as its polarization aligns with the external field. At zero
applied field, this particle has a vortex-like P texture. In the near-surface region, P is curling
around, which results in nonzero value of nCS
electrodes, or an atomic-force microscope tip — will all have a significant effect on the
overall dielectric response of the composite.

5.7

Conclusions

We have investigated the behavior of ferroelectric nanoparticles in dielectric media in
a parametric space where different interactions, such as the electrostatics resulting from
surface and bulk charges, as well as domain-wall and electrostrictive energies, are of similar
magnitudes and compete. As a consequence, the observed ferroelectric behavior and response
is complex and highly tunable by the selection of materials parameters and/or external fields.
Our results show that a high-permittivity dielectric medium, that compensates charges on
the inclusion surface, can stabilize non-zero polarization in PT particles as small as 2 nm in
diameter.
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In contrast, embedding in a low-permittivity medium results in large uncompensated

surface charges that completely suppress polarization in particles smaller than d ∼ 3.4 − 3.6
nm. Above that critical size, the ferroelectric state emerges as a vortex-like texture, which
minimizes the electrostatic energy arising from the surface charges, while at even larger sizes,
a multidomain texture is formed as a compromise between the electrostatic and polarizationgradient energy contributions. The electrostrictive coupling between the elastic and polar
degrees of freedom softens sharp 90◦ domain walls, producing rounded vortex-like textures
with cylindrical cores that can penetrate all the way through the spherical particle.
From an intricate dependence of the shape of the field vs polarization response loop on
the particle size — an effect that cannot be directly reproduced in bulk ferroelectric materials
— we also predict high intrinsic dielectric tunability of such ferroelectric nanoinclusions. This
behavior is rooted in a multistage switching of the polarization through an intermediate state
with non-zero winding number that can emerge/disperse gradually or abruptly, depending
on a particular choice of material parameters and particle sizes. Field induced polarization
response curves, such as the ones presented in Figs. 5.12 (a) and 5.13 (a), can be obtained
experimentally, e.g., using piezo-force microscopy. Therefore, it may be possible to utilize
such measurements to explore the predicted rearrangements of polarization textures within the
ferroelectric particles, as well as to evaluate the quality of the LGD Gi jkl -parameterizations
for the gradient energy terms by observing and comparing the shapes of the response curves
in samples with different particle sizes.

Chapter 6
Phason active caloric materials
In the previous Chapter, the discussion of a polar-elastic dielectric system was focused on
applied electric field response, with no specific considerations of any thermal phenomena. In
this Chapter, we investigate a different model system, where thermal and entropic degrees
of freedom are explicitly coupled into the material description, with an emphasis on the
electrocaloric effect. An original semi-analytic approach, utilizing an energy functional
reconstructed from the results of a previous DFT-based study, is developed and applied for
elucidating the details of electrothermal energy interconversion within the model, providing
interesting insights into possible design of novel electrocaloric materials for solid state heating
and cooling applications. It should be noted that (unlike in the previous Chapter), while
polarization-field inhomogeneities are not included in the semi-analytic energy description
presented here, we are currently working on expanding this description by fitting domain-wall
energy terms from DFT. The expanded energy functional has already been added to the
F ERRET FEM-based module and is currently being tested.

146

Phason active caloric materials

6.1

Introduction

Caloric cooling processes involve adiabatic changes of temperature, ∆T , under a sweep
of an electric, magnetic, or mechanical fields — characterizing an electro-, magneto-, or
elastocaloric effects, respectively. These effects have been investigated in shape-memory
alloy systems where large entropic changes can be achieved by using reversible mechanical
deformations to drive a transition between ferroelastic twins [40, 205, 204]. However, defect
formation at the twin (phase) boundaries can be problematic, causing the material to be more
susceptible to fatigue [83].
A number of ferromagnetic systems have also been actively studied for magnetocaloric
properties, with the induced ∆T observed to be ≃ 10-20 K, when operating around room
temperature [86, 231]. For these materials to be successfully integrated into devices at a
large scale, the change in temperature must exceed this range to outperform conventional
vapor-pump refrigeration schemes [83, 12, 294]. Ferroelectric materials can be a promising
alternative if modest electric fields can be utilized for the electrocaloric energy interconversion, compared to large magnetic fields (> 2 T) needed to drive the similar effects in their
magnetic counterparts [12, 83].
Epstein et al. [79] suggested that if an electrocaloric material is patterned as a thin film
and wedged between closed heat switches, the efficiency of that system could be higher than
those of conventional refrigerators and thermoelectric devices. The movable heat-switch
layer concept was exploited further [106] in order to employ a “chip scale” approach, where
the moving-part friction and dielectric loss contributions to heating efficiency were shown
to induce δ T ≃ 2 K, with a prototype device exhibiting a total ∆T ≃ 6 K during operation
under moderate applied electric fields. This layering approach is particularly advantageous,
as Wang et al. [308] showed that a device consisting of a ferroelectric (BaTiO3 ) slab wedged
between silicon layers can operate without fatigue for thousands of actuation cycles, which
is an important requirement for practical implementation.

6.1 Introduction
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Therefore, comprehensive studies of the electrocaloric effect (ECE) in thin ferroelectric
films are integral to improving and optimizing the performance of thermal energy interconversion devices. Thin films of PbZr0.95 Ti0.05 O3 have been observed to generate large positive
∆T /∆E ≃ 0.5 K/V1 [226]. Also, thin films of a ferrelectric relaxor material Pb0.8 Ba0.2 ZrO3
were shown to have ∆T ≃ 45 K for a few hundred kV/cm of applied field [251]. This very
large value was attributed to the coexistence of nanoscale regions of ferroelectric and antiferroelectric ordering within the material sample. Furthermore, ferroelectric polyvinylidene
fluoride (PVDF)-based copolymer and terpolymer films were shown to exhibit ∆T ≃ 12 K
under ∆E ≃ 100 kV/cm field change [179, 198]. Due to low-cost of synthesis, these polymer
systems remain very attractive candidates for ECE applications.
The question of the influence of the polarization inhomogeneities (i.e., domain structure)
on the ECE has been investigated by Karthik and Martin [149, 318]. In this study, it was
found that thermal (and dielectric) susceptibilities of the domain-wall regions could be
enhanced, producing secondary intrinsic contributions to the system pyroelectric response
and thus improving the ECE temperature change. In another study [207], compositionally
graded heterostructures [from PbZr0.2 Ti0.8 O3 to PbZr0.8 Ti0.2 O3 ] were shown to have lower
the dielectric permittivity (due to built in electric fields), while retaining the magnitude of
their pyroelectric response. This allows for better ECE performance with respect to single
crystals of LiNbO3 or LaNbO3 [207]. Additionally, other researchers have investigated how
the size of inhomogeneities can affect the overall ECE [313]. A coexistence of negative and
positive ECE was seen in a single crystal BaTiO3 due to the presence of inhomogeneous
domains aligned noncollinear with the applied field direction.
Other materials, such as relaxors or antiferroelectrics have been shown to exhibit a
negative (or anomalous) ECE, whose physical underpinnings are still unclear [258, 180, 97].
It is suggested that rotations of the polarization field could be responsible for the negative
ECE response [258]. This understanding seems to be supported by a study done by Li
1 This

term, ∆T /∆E, is called the associated electrocaloric strength after Ref. [313].
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et al. [180] where two ferroelectric twin domains separated by a 180◦ domain wall were
simulated under an applied electric field. These researchers showed that as an electric field is
applied perpendicular to one of the 180◦ twins, the subsequent rotation of the polarization (to
align with the electric field) generates an positive pyroelectric coefficient, which leads to a
negative sign of the ECE induced ∆T – as shown in Eq. (2.112). So far, the largest (negative)
values observed experimentally remain below ∆T = −10 K for much smaller ∆E than in
systems with ∆T > 0.
In conventional ferroelectric materials, the magnitude of the (negative) field-dependent
pyroelectric coefficient is maximum near TC , which restricts their efficient operation to that
specific temperature. The best values of ∆T induced by the conventional ECE in modern
nanoengineered materials (which include ceramic, polymer, and liquid crystal systems) range
from 20 to 45 K, for electric-field sweeps ∆E ≤ 500 kV/cm.
A BaTiO3 thin film, as detailed in Chapter 2, was shown to have a weak dependence of the
∆T on the value of an applied epitaxial lattice-misfit strain. More importantly, this example
demonstrates that the location of the ∆T peak along the T axis can be changed by the epitaxial
strain, as it adjusts the location of the film TC where the pyroelectric coefficient reaches
its maximum. Still, we are left with the question of what other microscopic mechanisms
may be responsible for the ECE, including its anomalous incarnation that produces cooling,
rather than heating, as well as how these microscopic-level insights can be utilized to
improve electrothermal device design? In this Chapter, we undertake a multiscale theoretical
investigation of the ECE in an artificial layered-perovskite superlattice, that exhibits some
unusual intrinsic properties, such as Goldstone-like (or phason) excitations of its polar
degrees of freedom. Our methodological approach recycles data from a previous ab initio
study of this material to construct a Landau-type energy functional for it. This DFT-based
energy functional is then used to evaluate the caloric response of this material, elucidating
the role of both polar amplitudon and phason excitations in the ECE.

6.2 Method
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Using DFT simulations, Nakhmanson and Naumov [239] investigated the phonon-band
structure of PbSr2 Ti2 O7 (PSTO) layered perovskite-oxide superlattice. This artificial crystal
belongs to the Ruddlesden-Popper (RP) compound series, An−1 A′2 Bn X3n+1 , where A =
Pb, A′ = Sr , B = Ti, X = O, and n = 2 [267, 36]. Two types of the structure of this
crystal are depicted in Fig. 6.1. RP phases can be imbued with a variety of interesting
properties characteristic of their parent ABO3 compounds, such as large magnetoresistance,
superconductivity, and ferroelectricity, as well as, possibly, by more interesting functionalities
that may be tunable by controlling the thickness of the perovskite slab (i.e., parameter n)
[112].

Fig. 6.1 Crystal structure of n = 2 RP compounds: (a) Sr3 Ti2 O7 ; the lattice constants for the
tetragonal cell are also shown. (b) PbSr2 Ti2 O7 RP superlattice obtained from the structure
(a) by assigning different A-site ions to the perovskite and rocksalt units. An in-plane
ferroelectric distortion of the superlattice, consisting mostly of displacements of the lead
atoms, is outlined by bold arrows. TiO6 cages are represented by translucent octahedra, Sr
atoms are shown in green (dark gray) and Pb atoms in pink (light gray). Figure and caption
reproduced from Ref. [239] with permission from publisher.
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For the DFT calculations, Q UANTUM E SPRESSO plane-wave-basis package [98] was

used, utilizing a local-density approximation in the Perdew-Zunger parametrization [252]
and Vanderbilt ultrasoft pseudopotentials [301]. The ionic forces were relaxed to less than
0.2 × 10−5 Ry/bohr (0.5 × 10−4 eV/A) and the appropriate stress tensor components were
∗ , with i the
converged to values below 0.2 kBar. The ionic Born effective charge tensors Zi,αβ

ion number, and the high-frequency dielectric permittivity tensor ϵ∞
αβ were calculated using
the density-functional perturbation approach. The system polarization was evaluated with a
∗
linearized approximation, involving products of Zi,αβ
and ionic displacements away from

the centrosymmetric phase.
The phonon bands that were computed across the tetragonal Brillouin zone (BZ) revealed
interesting behavior. It was shown that the rocksalt layers in PSTO effectively destroy
any polar instabilities oriented along the c axis of the crystal. Instead, polar instabilities
were found to be oriented within the basal plane of the structure, leading to polarization
|P| = 0.22 C/m2 (comparable to that of bulk BaTiO3 ) produced mostly by off-centering of
the Pb ions in the PbO layers (shown by arrows in Fig. 6.1). The calculations also suggested
that polar distortions in neighboring perovskite slabs are practically uncorrelated in their
orientations (by the near-degeneracy phonon bands corresponding to antiferroelectric and
ferroelectric distortions) and therefore this structure may be regarded as a collection of
non-interacting quasi-two-dimensional polar sheets.
The system energy surfaces with respect to the amplitudes of the frozen-in polar distortions under changing epitaxial misfit elastic strain εxx = εyy = ε were computed and
are shown in Fig. 6.2 (a)-(c). The epitaxial2 thin-film constraint on a cubic (001)-oriented
substrate was simulated by varying the in-plane lattice constant a of the tetragonal cell giving
rise to ε and allowing the out-of-plane lattice constant c to relax (by converging the normal
stress in this direction to a small value). This was performed while preserving the imposed
2 The

biaxial misfit strain ε is defined as (a − a0 )/a0 , where a0 is the in-plane lattice parameter of the free
standing structure.
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Fig. 6.2 Contour-map views of the system energy-density function (fitted from the DFT data
of Ref. [239]) with respect to developing in-plane polarization P = (Px , Py ) for the biaxial
strain ε equal to (a) -1, (b) 0, and (c) +1 %. The energy of the paraelectric phase is taken
as zero. The location of the polarization vector within the minimum-energy “groove” and
its azimuthal angle θ are marked out in panel (b) for the shown (Px , Py ) > 0 quadrant of the
energy surface. The energy scale on the right is in meV/s.u. and applicable to panel (b).
The application of biaxial strain greatly influences the shape of the system energy surface,
changing both the depth and the location of its minima (highlighted in yellow). Figure is
adapted from Ref. [211] with permission from the publisher.
P4/mmm unit-cell symmetry. Remarkably, the minima of the energy surface at ε = 0% were
found to exhibit no specific preference for the polarization direction within the xy-plane,
see Fig. 6.2 (b), with energy barriers between the [100] and [110] oriented sets of minima
being very small [on the order of only a few meV per structural unit (s.u.)]. Both sets of
minima effectively merge into a circular ‘groove’ in the energy landscape, that takes on
a sombrero-hat shape, which is indicative of a Goldstone-like mode being present in the
system [100]. As the system is put under slight (ε > 0.1%) to modest epitaxial tension,
the polarization orients itself along the [110] or a symmetrically equivalent direction, again
with a rather shallow energy barrier between these favored directions [see panel (c)], and
the energy ‘groove’ state disappears. When the system is under compression, the ‘groove’
state persists, although with gradually diminishing value of equilibrium polarization, until
at ε < −1% it collapses, with the system becoming stable with respect to in-plane polar
distortions and its energy surface adopting a parabolic shape.
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The celebrated Goldstone theorem [100] in its nonrelativistic form states that breaking of

a continuous-symmetry element in a system gives rise to a massless excitation with frequency
ω → 0 for a wave vector k → 0 that “on average” restores the lost continuous symmetry.
Although a few examples of such Goldstone modes are known in isotropic solids, including
Heisenberg ferromagnets [50], liquid crystals [235], and incommensurate structures [43],
in regular crystals — such as ferroelectric oxides — which are usually highly anisotropic,
such modes are extremely rare. In what follows, by ‘Goldstone-like’ we understand light
[ω(k = 0 ∼ 0 ], rather than strictly massless excitations. The existence of a state with an
absence of the preferable direction for polarization, that is proposed for PSTO in Ref. [239],
indicates that this material can easily adopt a vortex (or toroidal) dipole ordering when shaped
into a nanodisk or other flat nanoparticle [172]. As already discussed in Chapter 2, such
vortex patterns may be promising for nonvolatile memory applications due to a projected
several orders of magnitude increase in storage density [240, 241].
We have used the data from the DFT calculations of Ref. [239] to fit a Landau-style energy
functional for PSTO with respect to its quasi-two-dimensional polarization P = (Px , Py ) and
applied biaxial strain ε ∈ (−2%, +2%). The polynomial expansion in powers of P and ε,
f =α1 (T − TC )(Px2 + Py2 ) + α2 (Px4 + Py4 )

(6.1)

+α3 Px2 Py2 + α4 (Px6 + Py6 ) + α5 (Px4 Py2 + Px2 Py4 )

+ χ1 (Px2 + Py2 ) + χ2 (Px4 + Py4 ) + χ3 Px2 Py2 ε

+ χ4 (Px2 + Py2 ) + χ5 (Px4 + Py4 ) + χ6 Px2 Py2 ε 2 ,

is fitted with a nonlinear least-squares optimization algorithm. It should be noted that
higher order strain terms, compared to a standard Landau-style coupled energy expansion
(comparing to Eq. (2.107) from Ch. 2), were needed to reproduce the behavior of the PSTO
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energy surface under changing applied strain, including the shift of the energy-minima sets
from [100] to [110] orientations 3 . The fitting coefficients are listed in Table 6.1.4 The
value of the Curie temperature, TC , was approximated by comparing the energy differences
between the non-polar I4/mmm and polarized P||[100] and P||[110] states:
TC =

EI4mmm − Esymm
= 120 K,
kB

(6.2)

with kB = 1.38063 × 10−23 m2 kgs−2 K−1 being the Boltzmann constant. This estimate
allows for the temperature dependence to be introduced into the energy expression, in the first
coefficient of the Landau expansion (same as for PbTiO3 ). Such a dependence is essential
for reproducing the parabolic → quartic phase transition in the system as the temperature is
lowered below TC .
αj
α1
α2
α3
α4
α5

1.27 × 106

1.76 × 109
3.73 × 109
−5.91 × 108
−6.51 × 108

unit
J/K m3 C2
J/ m3 C4
J/ m3 C6
J/ m3 C6
J/ m3 C6

χj
χ1
χ2
χ3
χ4
χ5
χ6

−4.18 × 109

−3.69 × 1010
−2.51 × 1011
1.21 × 1011
2.41 × 1012
6.49 × 1012

unit
J/ m3 C2
J/ m3 C4
J/ m3 C4
J/ m3 C2
J/ m3 C4
J/ m3 C4

Table 6.1 Coefficients of the Landau expansion for the energy functional of the PSTO system.
The fitting was performed in Wolfram Research’s Mathematica for Students (version 10.3)
[311]. Fit parameter errors are assembled in the Supplemental of Ref. [211]
3 It is also automatically implied that symmetrically equivalent energy minima are obtained by C rotations
4
of the energy surface
4 The fit was performed in Wolfram Research Mathematica for Students 3 (version 10.3)[311] using
the NonlinearModelFit[] function. Options Method→NMinimize with automatic MaxIterations were
utilized. Test of the goodness of fit returned an R2 value of 0.999304.
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In order to find the thermodynamic equilibrium of the system, polarization values must

obey the following partial differential equations
∂f
∂f
= 0 and
= 0.
∂ Px
∂ Py

(6.3)

Furthermore, the following constraints
Px , Py ≥ 0, Px , Py ≤ 1,
and
det

∂2 f
∂ Px2
∂2 f
∂ Px ∂ Py

∂2 f
> 0,
∂ Px ∂ Py

∂2 f
∂ Px ∂ Py
∂2 f
∂ Py2

> 0,

should be included to find strict minima (forcing the numerical solver to toss out saddle
points) on the energy surface f = f (Px , Py ). The solutions are found on a grid of variables
T, ϵ, Ex , Ey with the NSolve[] function with ParallelTable[] to improve computational
efficiency. The solutions, P0 = (Px0 , Py0 ), are then substituted back into the free energy-density
expression, yielding an equilibrium free energy density,
f 0 = f (P0 ).

(6.4)
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Using thermodynamic expressions discussed in Chapter 2, one can write the following
for the transitional excess entropy and heat capacity [7]:



∂ 2 f 0 (P0 )
∆C = T
∂T2
E,ε
 0 0 
∂ f (P )
SXS = −
.
∂T
E,ε
XS

(6.5)

At fixed E, T , and ε, the pyroelectric coefficient (which here has x and y components, same
as the system polarization), that is dual to the change in entropy with respect to the applied
electric field, is

pk =



∂S
∂ Ek



ε,T

=

∂ Pk0
∂T

!

.

ε,E

Consequently, then the temperature change due to the ECE, calculated from Eq. (2.112),
can be simplified for the 2D material (no pyroelectricity along the ẑ due to no P along this
direction) to

∆T = − T

∑


ˆEk,b
dEk

k=x,y
Ek,a

1
CV + ∆CXS



E,ε

∂ Pk0
∂T

!

,

(6.6)

E,ε

where the changes in the electric field components are Ek,b − Ek,a = ∆Ek with Ek,a ≤ Ek,b .
The variable CV , denotes the heat capacity as a function of both temperature and applied
strain, which can be computed with ab initio methods [212, 238]. The formal expression for
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the heat capacity is

C(T ) = 3R

E
ˆmax
0

E
kB T

2

eE/kB T

2 g(E)dE,
eE/kB T − 1

(6.7)

which can be discretized as
h̄ω

3nNA h̄2
VDOS(ω)e kB T
Cp =
ω2 
∑
2
2
h̄ω
kB T ω
e kB T − 1

(6.8)

with vibrational density of states VDOS(ω) normalized to unity, kB = 1.38 × 10−23 J/K,
h̄ = 1.05 × 10−24 J· s, n = 24 atoms, and NA = 6.022 × 1023 . The VDOS(ω) is computed for

the non-polar system configuration using Q UANTUM E SPRESSO [98] and shown in Fig. 6.3
(a), while the resulting CV (T ) is presented in Fig. 6.3 (b).

6.3

Results

Due to the fragility of the Goldstone-like state in PSTO (perceived through the shallowness
of the associated energy minima), the behavior of the system and its equilibrium polarization
P0 can be analyzed in two different regimes, depending on the strength of the applied electric
fields. For applied electric fields ∆Ek ≥ 40 − 50 kV/cm (depending on the strain) the energy
landscape – shown in Fig. 6.2 – can be perturbed away from its original sombrero-hat shape.
I.e., at a strong applied field, the polar vector instantly locks into an energy minimum aligned
with the field direction, which effectively destroys the Goldstone-like excitation. Then,
subsequent poling fields ∆Ek preserve this locked state of P0 . This amplitudon mode of
operation is representative of the conventional ECE, which arises due to modulation of the
magnitude of P0 around TC . A plot of the polarization magnitude vs. temperature in this
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Fig. 6.3 (a) Normalized VDOS computed for PSTO (in the non-polar configuration, space
group I4/mmm) with Quantum Espresso, for different strain states. (b) Heat capacity as a
function of temperature. This figure is reprinted from the Supplemental of Ref. [211] with
permission from the publisher.
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regime, presented in Fig. 6.4 (a), is similar to Fig. 2.13 from Chapter 2 and also shows a large
change in the polarization magnitude (corresponding to the maximum of the conventional
pyroelectric coefficient) near TC .
The high-field poling regime pyroelectric coefficients for PSTO are shown in Fig. 6.4 (b),
reaching their maximum values in the vicinity of the ferroelectric-paraelectric phase transition.
The transitional excess entropy [panel (c)] and heat capacity [panel (d)], calculated from
Eq. (6.5), are shown as well. Once again, this behavior looks the same as the conventional
ECEf in perovskite ferroelectrics [146]. The resulting high-field poling regime system ∆T is

Fig. 6.4 Equilibrium polarization (a) as a function of temperature for the high-field poling
regime at different applied strains and electric fields. The corresponding pyroelectric coefficient (b) and excess entropy (c) and heat capacity (d) calculated from Eq. (6.5) are shown as
well.
shown in Fig. 6.5 for different choices of ε and ∆Ex = ∆Ey = 180 kV/cm.
A different operating regime is observed for low values of the applied electric field
(Ek ≤ 40-50 kV/cm), when the sombrero-hat shaped energy surface is only slightly perturbed.
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Fig. 6.5 ECE induced ∆T in the high-field poling regime for ε = −1, 0, +1% at ∆Ex = ∆Ey =
180 kV/cm. Color convention is the same as in Fig. 6.4 (a). Reprinted from the Supplemental
of Ref. [211] with permission from the publisher.
Before proceeding with the rest of the discussion, we need to define the azimuthal angle θ
of the polarization vector, as shown in Fig. 6.2 (b). Now, if the P||[100] state of Fig. 6.2 (b)
is taken as a starting point, applying a noncollinear electric field induces a rotation of the
polar vector along the minimum-energy ‘groove’ until P||E. During this rotation process,
which we refer to as phason polarization switching, its azimuthal angle θ changes while its
amplitude |P0 | remains approximately constant.
The θ (T ) dependence for different configurations of applied electric fields is shown in
Fig. 6.6 (a) and (b). In panel (a), a symmetric Ex = Ey electric field is applied, while in panel
b the applied electric field is asymmetric, i.e., Ex ̸= Ey . Here, the polarization is initially
pointing along θ = 0◦ (the nearest [100] energy minimum), and the angle between P and
the direction of applied E is less than 45◦ . For both scenarios, it is observed that P can align
with E only if sufficient energy is supplied in the form of heat. For the symmetric case,
the polarization vector locks with the field abruptly at some temperature Tlock , which can
induce large pyroelectric coefficients. However, for asymmetrically applied electric fields,
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Fig. 6.6 Temperature dependence of the polarization azimuthal angle θ under (a) symmetrically, Ex,a = Ey,a , and asymmetrically Ex,a ̸= Ey,a , applied static electric fields. In case
(a), the polarization vector locks with the field abruptly at some temperature Tlock , while in
case (b) it smoothly aligns with the electric field. Figure is adapted from Ref. [211] with
permission from the publisher.
the alignment of P with E always happens smoothly, as seen in Fig. 6.6 (b). Since there is no
abrupt locking, this does not produce large pyroelectric coefficients.
For the symmetric case, the large pyroelectric coefficients (from dPx /dT and dPy /dT )
cancel each other out and the ∆T curve looks similar to those of Fig. 2.13 and Fig. 6.5 (albeit
with a sharper peak). Components of P are shown in Fig. 6.7 (a) and (b). The ∆T response
for symmetric poling, where Ex = Ey is kept fixed with ∆E = 40 kV/cm is presented in
Fig. 6.7 (d).
From the θ (T ) data shown in Fig. 6.7 (c), we can see the value of Tlock can be adjusted
by changing the magnitude of E throughout the whole temperature range up to TC [see
Fig. 6.8]. This behavior is similar to the previously considered case of the BTO thin film
where TC could be adjusted with applied strain, however doing the same with an applied
electric field is much more convenient for device applications. The location of Tlock defines
an upper-bound on the phason stability as no polarization rotations are allowed above Tlock .
The inset of Fig. 6.8 shows the effect of compressive strains on the phason stability, with
slight compression maximizing the value of Tlock .
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Fig. 6.7 Polarization vector components (a) Px and (b) Py for different static applied fields
Ex,a = Ey,a at zero strain. (c) Corresponding variation of θ (T ) under the same conditions,
emphasizing its abrupt locking along the field direction. ECE induced ∆T for the case
of symmetric poling, where Ex = Ey is kept fixed for ∆E = 40 kV/cm. The pyroelectric
coefficients from both Px and Py cancel each other out, and no contribution from the polar
phason mode is observed in the shape of the ∆T curve. Reprinted from the Supplemental of
Ref. [211] with permission from the publisher.
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Fig. 6.8 The locking temperature Tlock as a function of the symmetric field strength Ex = Ey .
The phason polarization rotations are only allowed when Tlock ̸= 0. As shown in the insert
depicting the Tlock (ε) dependence, slight compressive strains can allow the phason mode to
be more stable at higher applied fields. A peak in Tlock is observed at ε ≃ 0.18%
By now we have shown that the passage of the polarization through the saddle point
of the energy surface (e.g., located at 45◦ for ε = 0) is accompanied by an emergence of a
large pyroelectric coefficient. Therefore, in order to utilize the largeness of the pyroelectric
response for improving ∆T , we can propose the following switching scenario:
• The system is prepared with initial polarization in the the θ = 0◦ energy minima.
• A static electric field Ex = Ee is applied, with ∆Ex = 0. This effectively eliminates one
of the integrals in Eq. (2.112).

e
• A field along ŷ is applied, changing from Ey,a < Ee to Ey,b > E.

This process is illustrated step-by-step in Fig. 6.9. The idea is to trigger a rotation of P
from one energy equivalent minimum to another. For example, this may be a ∼ 90◦ from
P||[100] across the [110] saddle point, and into the P||[110] minimum.

Fig. 6.9 (a) A step-by-step sketch of P rotation under poling Ee = 5 kV/cm and T = 68 K for (1) P close to the [100] minimum with
Ey < Ee and θ ∼ 0◦ , (2) P passing through the saddle point along [110] with Ey ≃ Ee and θ ≃ 45◦ , (3) P switching to the neighboring
minimum along [010] with Ey > Ee and θ ∼ 90◦ . Arrows represent approximate directions of polarization and electric field at steps
(1) through (3). (b) θ (T ) angular dependence at different static electric fields. (c) ∆T response for two scenarios (i) Ee = 5 kV/cm,
∆Ey = 7 kV/cm and (ii) Ee = 13 kV/cm, ∆Ey = 17 kV/cm. The connection between an abrupt change of θ and the produced ECE
response is outlined by the rectangular selection spanning panels (b, c). Reprinted from Ref. [211] with permission from the publisher.
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Fig. 6.9 (b,c) shows that abrupt changes in θ translate into large negative values of EC

∆T . As illustrated by the two different switching cases, the position of the phason ECE peak
on the temperature axis, as well as its width, can both be controlled purely by means of
applied electric field — specifically by setting the values of Ẽ, and ∆Ey , respectively. For
example, changing Ẽ from 5 to 13 kV/cm moves the center of the phason ECE peak down
from 60 to 30 K. Such precise tuning of the shape and location of the phason-induced ECE
response can be accomplished for all temperatures below TC . Typical maximum entropy
changes achieved in this poling scenario are 0.5–1 J kg−1 K−1 , similar to values observed by
others for low-field switching [86, 231].
The positive peaks on the ∆T curve shown in Fig. 6.9 (c) represent contributions from
the amplitudon mode, at the operating temperature near TC , while at temperatures below
TC the phason more induced contributions are negative and thus indicate cooling of the
system. The negative sign of the phason-switching induced ∆T originates from the followd
ing consideration: as T → Tlock and polarization rotation occurs, the P,
E angle is always

diminished. Naturally, polarization component Pγ,b after the rotation is always larger than

component Pγ,a before the rotation, where γ is the direction along the field. Thus, the associated pγ ∼ (Pγ,b − Pγ,a )/(Tlock − T ) is positive, which results in negative ∆T according to
Eq. (6.6).
As shown in Fig. 6.9 (c) , abrupt changes of θ , each occurring under a specific fixed
value of Ey > Ẽ, result in an emergence of sharp bumps in the ECE induced ∆T response.
Furthermore, by choosing the values of the stationary Ẽ field and the bracketing ∆Ey poling
interval, these peaks can be shifted to lower or higher temperatures on demand. When during
the poling procedure Ey is swept continuously from Ey,a < Ẽ to Ey,b > Ẽ, individual peaks in
the ∆T curve merge into an envelope that is presented in Figs. 6.10 and 6.11 for different
values of ε. Remarkably, the variation of ε by ≤ 1% can result in the system ECE response
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changing from cooling (phason contribution) to heating (amplitudon contribution) at the
same operating temperature.

Fig. 6.10 Envelope estimation for the phason-induced contribution to the ECE response. The
presented panels display an intermediate data-processing step leading to smooth envelope
estimations for strains of ε = −0.5% and 0%. These evaluations were performed using
Wolfram Research Mathematica for Students (version 10.3)[311] EstimatedBackground[]
function with the statistics-sensitive nonlinear iterative peak clipping method. Reprinted
from Ref. [211] with permission from the publisher.
It should be mentioned that integration (and subsequent envelope estimation) carried out
in Eq. (2.112) is a rather delicate procedure. Instead of utilizing the Maxwell relations of
Eq. (2.61), a number of other researchers have developed the co-called direct approaches for
evaluating ECE that utilize effective Hamiltonian techniques, molecular dynamics, or Monte
Carlo simulations [258, 202, 213]. These methods can handle first-order phase transitions and
the associated entropy changes that may contain abrupt changes of the pyroelectric coefficient.
Here, we have carefully investigated the convergence of the integration in Eq. (2.112) for the
poling schemes presented in this Chapter. Variations of about 15%-20% in the resulting ∆T
for phason-induced switching were found as long as the dEk step of the numerical sweep
was not too small (typical step values ranged from 0.5 to 0.05 kV/cm).
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Fig. 6.11 Temperature changes ∆T computed with Ee = 5 kV/cm and ∆Ey = 34 kV/cm. For
T = 70 K, it should be possible to flip the sign of the ECE response from cooling to heating
or vice versa by tuning the value of TC by applied strain.

6.4

Conclusions

In the high-field regime, individual slab polarizations are switched “all at once,” being
forcefully correlated by the applied field. I.e., the multi-slab system possesses only one
entropy channel and the value of ∆T ≃ 1–2 K quoted above for PSTO should represent its
aggregate ECE response. In the low-field regime, applied fields are insufficient to correlate
the directions of (disordered) polar vectors in different slabs and, therefore, polarization
rotations under the cycling of the field should occur independently in each slab. In such a
case, each slab acts as a separate entropy channel and the aggregate ECE response of the
whole system should be proportional to the logarithm of the number of slabs [255, 12]. Then,
even with individual slab contributions being low (∼100 mK for PSTO), a system comprised
of a large number of slabs should possess an aggregate ∆T that is at least comparable with
other state-of-the-art negative ECE materials [181, 19, 254, 97].
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In this work, the consideration of the ECE in PSTO did not take into account inhomogeneities of the elastic and polarization fields that are likely to be present realistic systems.
For example, no estimates of polar domain-wall motion effects during the poling procedure,
which could increase the aggregate ∆T , have been performed. Also, a variational solution
approach to investigate possible polarization-closure patterns in PSTO nanostructures predicted [172] that these states are likely to form and their behavior sensitively depends on the
applied strain, suggesting that multiple entropy channels may be created (or destroyed, if
needed) in each slab by distorting its shape.
In summary, we have shown that layered polar systems with Goldstone-like instabilities
should exhibit attractive ECE properties that are highly tunable by applying electric fields and
elastic distortions over a wide range of operating temperatures below TC , which may even
include on-demand switching between cooling and heating. By virtue of operating at low
electric fields, device applications of actual materials will require modest power consumption,
compared to most other known ECE compounds, where fields of upwards of 500 kV/cm are
needed for best performance. Furthermore, in such model systems the mechanisms behind
the emergence of independent entropy channels can be clearly established allowing for an
easy up- or down-scaling of the system entropy-flow and ECE characteristics by growing an
appropriate number of layers.

Chapter 7
Conclusions and future outlook
The goal of this dissertation research thrust aimed at developing a mesoscale-level modeling approach for simulating the behavior of dielectric materials with coupled elastic, polar,
and thermal degrees of freedom has produced a flexible, open-source computational tool
that is currently being used by a number of researchers at the University of Connecticut and
abroad. As the mathematical methodology and its numerical implementations were being
developed, different test problems were solved: to both ensure the validity of our approach
and apply it to a variety of systems with practical importance.
The first test problem involved an investigation of an influence of elastic distortions on
the electronic band gaps of semiconducting core-shell nanoparticles. These particles are
useful in a variety of biomedical and photocatalytic fields. In this study, it was shown that
due to intrinsic surface tension and high surface-to-volume ratio produce residual stress fields
in the particles. Using results fitted from ab initio calculations, changes to the electronic band
gap as a function of these stress fields were probed with respect to varying size, shell/core
microstructure, materials choice, and applied mechanical boundary conditions. This work
resulted in a publication in Physical Review Applied in 2015 [210]. The same modeling
strategies could be applied to other material systems, such as popular CdTe or anatase TiO2 ,
and alternative geometric configurations, such as nanowires or disks. Furthermore, the same
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materials-by-design principles could be adapted to search for multimaterial combinations that
have the greatest property tunability due to their geometry, elastic anisotropies, deformation
potentials, and surface tensions.
The next test problem involved modeling of ferroelectric polarization behavior in polardielectric nanocomposites with elastic degrees of freedom. Specifically, polarization topology
of spherical ferroelectric nanoparticles embedded in a dielectric matrix was probed as a
function of particle size, material choice, and applied electrical boundary conditions. A
tendency for the system to form a vortex-like state for a certain range particle diameters was
revealed, along with other possible configurations, such as monodomain and multidomain.
Under hysteretic field switching, large tunable dielectric responses were observed that indicate
that ferroelectric nanoparticles could support a multibit-switching memory scheme. This
work resulted in a publication in Nanoscale in early 2017 [209]. Currently, the dependence
of polarization topology on the particle shape is being investigated, including octahedral,
cubic and elliptic geometries, which have all been shown possible to be synthesized in
experiments. This future direction is enabled by the capability of our approach to effectively
process arbitrary and irregular computational domains — a capability that is unavailable in
phase-field methods that rely on spectral or Fourier numerical techniques. Another ongoing
investigation involves simulations of multiple ferroelectric particles interacting with each
other through the dielectric matrix, which should bring us closer to understanding surprising
collective behavior of ferroelectric/dielectric composites. Both of these studies should enable
us to formulate specific design rules for optimization of interparticle spacing, concentration,
size, shape, morphology and materials choice in order to improve and custom-tailor a variety
of dielectric device properties.
Finally, a test problem involving investigation of thermal effects in a quasi-two-dimensional
polar-elastic model dielectric was considered, with an emphasis on the electrocaloric effect (ECE). In that work, the ECE was studied in with a semi-analytic approach that did

170

Conclusions and future outlook

not take into account inhomogeneous elastic and polarization fields that may be present
in real ferroelectric systems. We found that two different polarization switching modes
can be induced in this model system depending on the largeness of the applied electric
field: low-field polar rotations below TC , as well as a conventional ferroelectric-paraelectric
transitions with changing polarization magnitude near TC . The former operational mode,
which we called a phason mode of electrocaloric energy interconversion, produces a highly
tunable ECE temperature shift ∆T at low-voltage that is anomalous in its nature and results
in system cooling instead of heating. Furthermore, in the low-field switching regime, each
quasi-two-dimensional polar slab switches independently from its neighbors and thus can
be regarded as an independent channel of entropic changes within the system. Individual
contributions from multiple switching slabs should be additive, and the total ECE response of
the system should depend on the number of slabs, which could lead to new paradigms in ECE
device design. This study was published in npj Computational Materials in mid-2016 [211].
While not yet explicitly connecting this investigation to our computational methodologies,
we are currently developing a Landau-type parameterization for this system that includes
polarization and elastic field inhomogeneities, and that will be well-suited for use in the
FEM-based modeling, as implemented in our computational module F ERRET. Nonetheless,
there are a number of remaining open questions that we intend to investigate in the future:
How does the discovered phason induced switching influence the domain structure evolution
in ferroelectric nanostructures? Could the ECE response be studied with our mesoscale
method implementation where temperature is treated as an inhomogeneous field, allowing
for thermal energy flow through the system?
It is the author’s hope that these test projects highlight the versatility of the developed
method and that it will be widely utilized by the scientific community to make transformative
discoveries in materials modeling of dielectric and ferroic nanostructures.
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