Abstract-Cloud computing has emerged as a new technology that provides large amounts of computing and data storage capacity to its users with a promise of increased scalability, high availability, and reduced administration and maintenance costs. As the use of cloud computing environments increases, it becomes crucial to understand the performance of these environments. So, it is of great importance to assess the performance of computing clouds in terms of various metrics, such as the overhead of acquiring and releasing the virtual computing resources, and other virtualization and network communications overheads. To address these issues, we have designed and implemented C-Meter, which is a portable, extensible, and easy-to-use framework for generating and submitting test workloads to computing clouds. In this paper, first we state the requirements for frameworks to assess the performance of computing clouds. Then, we present the architecture of the C-Meter framework and discuss several cloud resource management alternatives. Finally, we present our early experiences with C-Meter in Amazon EC2. We show how C-Meter can be used for assessing the overhead of acquiring and releasing the virtual computing resources, for comparing different configurations, and for evaluating different scheduling algorithms.
I. INTRODUCTION
Cloud computing has emerged as a new technology that lets users deploy their applications in an environment with a promise of good scalability, availability, and fault tolerance. As the use of cloud computing environments increases [1] , it becomes crucial to understand the performance of these environments in order to facilitate the decision to adopt this new technology, and to understand and resolve any performance problems that may appear. In this paper, we present C-Meter, which is a framework for generating and submitting test workloads to computing clouds. By using C-Meter, users can assess the overhead of acquiring and releasing the virtual computing resources, they can compare different configurations, and they can evaluate different scheduling algorithms.
Many big vendors like Amazon, Google, Dell, IBM, and Microsoft are interested in cloud technology, and they invest billions of dollars in order to provide their own cloud solutions [1] ; for an overview of the existing cloud providers, see [2] . The cloud providers are responsible for maintaining the underlying computing and data infrastructure while at the same time reducing the administration and maintenance costs for the users. This is commonly known as Infrastructure as a Service (IaaS).
Today's cloud environments make use of virtualization technologies for both the computing and networking resources.
Virtualization is an abstraction between a user and a physical resource which provides the illusion that the user interacts directly with the physical resource [3] . These resources, which have access to large and efficient data storage centers, are interconnected together and are provisioned to the consumers on-demand. The cloud computing environment is open to its users via well defined interfaces over well known Internet protocols enabling anytime and anywhere access to the resources, similar to other common utilities like electricity and telephony. The users can deploy their software by creating customized virtual machine images and running these on the resources in the cloud.
To assess the performance of computing clouds, we have designed and implemented C-Meter, which is a portable, extensible and easy-to-use framework for generating and submitting workloads and analyzing the performance of cloud computing environments. C-Meter is designed as an extension to GrenchMark [4] , which is a framework for generating and submitting synthetic or real workloads to grid computing environments. Our contribution is threefold: 1) We state the requirements for frameworks that can assess the performance of computing clouds (Section II). 2) We design and implement the C-Meter framework which satisfies these requirements (Section III). 3) We show how C-Meter can be used in practice through several experiments with Amazon EC2 (Section IV).
II. PROBLEM STATEMENT AND BACKGROUND
In this section, we state the requirements that we have identified for frameworks to assess the performance of computing clouds. After that, we give an overview of Amazon EC2, which we have used in our experiments. Finally, we present an overview of GrenchMark, within which we have implemented C-Meter.
A. Requirements for Cloud Performance Analysis Frameworks
To assess the performance of cloud computing environments researchers need to have a framework which should satisfy various requirements. We have identified three main requirements for framework to assess the performance of computing clouds:
1) The framework should be able to generate and submit both real and synthetic workloads. It should gather the results and extract various statistics specific to computing clouds such as the detailed overheads of resource acquisition and release. It should also provide performance analysis reports to the users as well as a database of obtained statistics in order for the users to perform offline analysis for their own needs. 2) The framework should let users compare computing clouds with other environments such as clusters and grids. It should also let the users perform experiments with different configurations such as with different types and amounts of resources. 3) Since currently no resource management components and no middleware exist for accessing and managing cloud resources, the framework has to provide basic resource management functionalities. The framework should be extensible in the sense that new resource management algorithms and support for new cloud environments can easily be added. It should also be platform independent and easy to use.
B. Amazon EC2
Amazon EC2 (Elastic Compute Cloud) is a web service that opens Amazon's cloud computing infrastructure to its users [5] . It is elastic in the sense that it enables the applications to adapt themselves to their computational requirements either by launching new virtual machines or by terminating virtual machines which are running. EC2 uses its own image format called AMI (Amazon Machine Image) for virtual machine images allowing the users to create their own virtual computing environments containing their software, libraries and other configuration items. After an AMI is launched on a physical computing resource, the resulting running system is called an instance. By using the EC2 web service, users can launch, monitor and terminate instances.
There are many instance types in Amazon EC2 environment which are grouped into two families: the standard and High-CPU [5] . Standard CPUs are suitable for general purpose applications whereas High-CPU instances have more computational resources and so are more suitable for computationally intensive applications. The users pay per hour according to the instance type they have used. Table I shows the types of instances available in Amazon EC2 with their costs and computing capacities in terms of EC2 Compute Unit (ECU).
C. GrenchMark
GrenchMark is a framework for generating and submitting synthetic or real workloads to grid computing environments. Over the past three years, GrenchMark has been used in over 25 testing scenarios in grids (e.g., Globus based), in peer-to-peer systems (e.g., BitTorrent-based), and in heterogeneous computing environments (e.g., Condor-based). By using GrenchMark, users can perform functionality and performance tests, system tuning, what-if analysis, and compare various grid settings. GrenchMark supports unitary and composite applications and allows the users to determine the job interarrival time distribution, letting them generate various workloads for their analysis. GrenchMark can also replay real traces taken from various grid environments by converting them into the standard workload format, hence it can help to perform realistic test scenarios on a large scale. However, GrenchMark can not satisfy the requirements stated in Section II-A since it does not have support for managing cloud resources and hence it can not be used for experiments with computing clouds. So, to satisfy these requirements, we have designed and implemented C-Meter as an extension to GrenchMark.
III. THE C-METER FRAMEWORK
In this section we present the architecture of the C-Meter framework. Then we explain the C-Meter experimentation process and describe the various alternatives for resource management in clouds.
A. The Architecture of C-Meter
C-Meter is a portable, extensible and easy-to-use framework for generating and submitting both real and synthetic workloads to analyze the performance of cloud computing environments. It is designed as an extension to GrenchMark. It is portable in the sense that it is implemented in Python, which is a platform-independent programming language. It is extensible in the sense that it can be extended to interact with many cloud computing environments and it can also be extended with different scheduling algorithms.
The architecture of C-Meter as part of GrenchMark is illustrated in Figure 1 . C-Meter consists of three subsystems. The Core subsystem is responsible for providing the core functionalities of C-Meter and it consists of three modules. The Listener module is responsible for listening for job submissions from the workload generator and commands from the user such as a command to terminate the experiment. After receiving the job descriptions from the workload generator of GrenchMark, these descriptions are queued in the Job Queue until some resources become available for submitting these jobs. The Job Submission module is responsible for copying the executables and stage in files of the job to an HTTP which is installed at the submission host, and transferring an execution agent to a virtual resource in the computing cloud. This agent downloads the executables and stage in files from the HTTP server, executes the job, and reports the statistics back to C-Meter.
The Cloud Interaction subsystem is responsible for interacting with the cloud environment under test. This subsystem consists of two modules. The Resource Management module is responsible for acquiring, managing and releasing the virtual resources from the cloud. The scheduling algorithms are also provided by this module. The user configures the resource specification in the configuration file and the Resource Management module interprets the specification and allocates resources accordingly. The Connection Management module is used to establish connections to the cloud environment in order to submit the jobs by the Job Submission module. By using functionalities provided by this subsystem, C-Meter provides basic resource management functionalities which means that C-Meter satisfies Requirement 3. Users can submit the same workload to different environments like grids or clusters, by using the extensible architecture of GrenchMark, and as a result, they can compare the performance of various different architectures. By using the resource management capabilities of C-Meter, users can also perform experiments with different numbers of homogeneous and heterogeneous resources, and they can compare different configurations for computing clouds. With these functionalities, C-Meter also satisfies Requirement 2.
The Utilities subsystem is responsible for providing basic utilities and consists of four modules. The Configuration Management module is responsible for the configuration of the experiments. The user can define parameters such as the number and type of resources that should be allocated from the cloud and the credentials needed for authentication. The other modules are the Statistics module, the JSDL Parser module and the Profiling module. The functionalities of these modules are obvious from their names. Thanks to the workload generation capabilities of GrenchMark and functionalities provided by this subsystem, C-Meter satisfies Requirement 1 of Section II-A.
B. C-Meter Experimentation Process
The flow of a typical experiment when using the C-Meter framework is illustrated in Figure 1 (the numbers below correspond to the numbers in the figure):
1) The C-Meter user prepares a workload description file in the format of the GrenchMark workload description format. In this workload description file it is possible to define the type of the jobs (e.g., sequential or MPI jobs) and the statistical distribution for the job interarrival times.
2) The workload generator of GrenchMark uses this workload description for generating the workload in JSDL (Job Submission Description Language) format [6] .
3) The workload is submitted to C-Meter. 4) C-Meter parses the job descriptions and copies the necessary executable and stage-in files to the HTTP Server. 5) After copying the files, C-Meter launches an execution agent on the virtual resource which is responsible for running the executable. 6) The agent downloads the executable and stage-in files from the HTTP Server. 7) The agent runs the executable and reports the gathered statistics to C-Meter. 8) C-Meter stores these statistics in the results database. 9) Finally, when the user concludes the experiments CMeter generates performance analysis reports for the experiment, and stores them in the results database.
C. Managing Cloud Resources
Since the user has complete control over the cloud resources there is a need to devise resource management schemes for effective management of these virtual resources. We have identified four alternatives for managing these virtual resources, based on whether there is a queue between the submission 350   400   450   500   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19 host and the computing cloud and whether the resources are acquired and released for each submitted job. The queue can actually reside in the submission host or in another host. The alternatives are shown in Figure 2 .
In alternative A, a queue resides between the submission host and the cloud, and it is managed by a resource management component responsible for managing the virtual resources. The resource manager acquires all the resources at the beginning of the experiment and only releases them at the end. In alternative B, a queue resides between the submission host and the cloud, but this time the resources are acquired and released for each job submission, causing overhead for each job. In alternative C, there is no queue in the system and the application to be submitted is responsible to acquire the resources at startup and to release them at termination. Finally, in alternative D, there is no queue in the system but the resources are acquired and released for each job submission. Although alternatives B and D seem inefficient, they may still be useful in practice, for example, when there is a possibility of jobs with malicious behavior (e.g., programs with bugs or intentional malicious behavior) which is more likely in production environments. After executing such a job on a resource, the resource can be left in an inconsistent state, but since a new resource is acquired for each job, the next job will not be affected by the previous malicious jobs. Although not depicted in Figure 2 , the resources acquired from the cloud can be managed on a time-shared or a space-shared basis. Assessing the effectiveness of resource management schemes for computing clouds is in itself an interesting research topic, but falls outside the scope of this paper.
IV. EXPERIMENTAL RESULTS
In this section we present our early experiences with the CMeter framework on the Amazon EC2. C-Meter manages the virtual resources in a time-shared basis. Three sets of experiments are performed. In the first set of experiments we have analyzed the resource acquisition and release overhead for three different standard instance types, namely the m1.small, m1.large and m1.xlarge instance types (see Table I ). In the second sets of experiments, we have analyzed the performance of different configurations with different numbers and types of resources. In the last set of experiments we have analyzed the performance of two scheduling algorithms, the round robin scheduling algorithm and a predictive scheduling algorithm.
We have performed experiments with at most 20 instances, which is the default stated limit of the EC2 environment without human intervention [5] . During the experiments we have used a workload of one thousand jobs consisting of sequential applications with a Poisson arrival process with mean 500 ms. The runtimes of the jobs range from 0.01 s to 50.6 s on an m1.small instance. As performance metrics we have used the times spent waiting in the queue, the response times, the bounded slowdowns with a threshold of 1 second [7] , and the execution times (wall-clock time) of the jobs submitted during the experiment. The total cost of the experiments is around $150 including the retries for some experiments and the learning period of the EC2 platform.
A. Overhead of Resource Acquisition and Release
In this experiment we have simultaneously acquired and released 1 to 20 instances of the standard instance types. After an instance is launched, first it completes its boot process, and then it becomes ready to accept a job submission. The resource acquisition times, defined as the earliest time when all the instances are available, are shown in Figure 3 . SSH is the time for polling a resource using SSH to see whether it is ready to accept a job submission; it is not enough to look for the state of the instance and check whether it is 'running'. OAT is the overall acquisition time for the resource. The outliers in the results have a higher SSH overhead, which is due to latency of the virtual machine boot or network latency between the EC2 and S3 to transfer the AMI.
Releasing resources is a cheap operation that just turns off the virtual machine and triggers other possible housekeeping and cleanup operations. Acquiring resources is quite expensive since it involves transferring the AMI from the S3 store to the EC2 environment and booting the virtual machine. The results show that C-Meter is capable of measuring the detailed overheads of acquiring and releasing virtual resources in the computing cloud. 
B. Performance of Different Configurations
The user can configure C-Meter to acquire both homogeneous and heterogeneous resources by using the resource specification fields of the configuration file. We have performed two experiments with in total six configurations. Each configuration consists of a specific number and type of resources. In the first experiment, we submit the workload to three configurations which consist of 5, 10 and 20 resources of type m1.small respectively. The results of this experiment are shown in Figure 4 and are also summarized in Table II .
In the second experiment we submit the workload to three configurations which consist of 10 instances with m1.small, m1.large and m1.xlarge instance types, respectively. Figure 4 illustrates the results of our second experiment; these results are summarized in Table III.   TABLE II  SUMMARY OF THE RESULTS FOR THE EXPERIMENT From Figure 4 (please note that the vertical axis has logarithmic scale and the data is plotted with smoothed curves) and Table II we conclude that as the number of instances increases, the relative performance also increases. This happens because the load is distributed to more resources, therefore decreasing the queue wait times and also decreasing the network communications bottleneck. Hence, we can say that the cloud environment is horizontally scalable, which means that we can increase the performance of the system by acquiring more resources. From Figure 4 and Table III it can be seen that acquiring more powerful resources causes the queue wait time, bounded slowdown and response time to decrease.
We conclude that the cloud environment is also vertically scalable, which means that we can increase the performance of the system by acquiring more powerful resources. 
C. Performance of Different Scheduling Algorithms
In C-Meter we have already implemented two different scheduling algorithms. The first scheduling algorithm is the round robin scheduling algorithm, and the second algorithm is a simple heuristic that selects the resource with the minimum predicted response time. The response time is predicted by a simple time-series prediction method which uses the average of the last two response times of that resource as the prediction [8] . In this experiment we have used 5 instances of type m1.small and submitted the workload using the two scheduling algorithms. The results for this experiment are presented in Figure 5 together with a summary in Table IV. Although the average response time with the predictive scheduling algorithm is higher, the average slowdown is lower than with the round robin algorithm. We attribute this phenomenon to increased job execution times. This increase is due to the fact that the predictive algorithm schedules many jobs to the same instance causing an uneven load distribution which results in higher loads and network latencies for that instance. The ratio of the numbers of jobs scheduled to the most and the least loaded instance is roughly 4.5 for the predictive scheduling algorithm, whereas this ratio is 1 for the round robin scheduling algorithm. The average accuracy of the prediction method, which is calculated by using the definition in [8] , is 80%, which is quite high. This is an important result as it shows that better accuracy does not imply better performance. This experiment shows how C-Meter can be used to evaluate different scheduling algorithms.
V. RELATED WORK
Recently, cloud computing has been attracting the attention of the research community. These research efforts generally focus on the performance assessment of IaaS architectures [9] , [10] , [11] , [12] , [13] . However, there is still a lack of tools for performing performance assessment experiments. Closest to our work, in [11] the performance of EC2 for highperformance scientific applications is studied by using micro and macro benchmarks, in [9] Amazon EC2, S3 and SQS are evaluated in terms of the ease of use of the APIs, management facilities and end-to-end performance, in [10] the security, performance and availability of Amazon EC2 and S3 are discussed, and in [12] the performance of Eucalyptus and Amazon EC2 in terms of instance throughput and network latency are assessed. In contrast to these studies, our work focuses on designing and implementing a framework, C-Meter, for performance assessment studies of computing clouds, and assessing the performance of Amazon EC2 with synthetic workloads by using C-Meter.
VI. CONCLUSION AND FUTURE WORK
In this paper we have presented C-Meter, which is a portable, extensible and easy-to-use framework for performance analysis of cloud computing environments. It is portable in the sense that it is implemented in Python which is a platform-independent programming language, and it is extensible in the sense that it can be extended to interact with many cloud computing environments and it can also be extended with different scheduling algorithms. We have also presented our early experiences with C-Meter on Amazon EC2 and performed various experiments and analyzed the resulting performance in terms of response time, waiting time in queue, bounded slowdown with a threshold of 1 second and job execution time with the standard instance types.
As future work we plan to perform more extensive experiments with Amazon EC2, and to extend C-Meter with different resource management architectures. We also plan to incorporate C-Meter into a complete resource management framework for computing clouds. For such a resource management framework, many other problems should be addressed, such as job monitoring and control, and also important issues like fault tolerance.
