Abstract-A data processing method to classify hyperspectral images from an imaging spectroscopic sensor is evaluated. Each image contains the whole diffuse reflectance spectra of the analyzed material for all the spatial positions along a specific line of vision. The implemented linear algorithm comes to solve real time constrains typical of industrial systems. This processing method is composed of two blocks: data compression is performed by means of principal component analysis (PCA) and the spectral interpretation algorithm for classification is the spectral angle mapper (SAM). This strategy, applying PCA and SAM, has been successfully tested for online raw material sorting in the tobacco industry, where the desired raw material (tobacco leaves) should be discriminated from other unwanted spurious materials, such as plastic, cardboard, leather, feathers, candy paper, etc. Hyperspectral images are recorded by a sensor consisting of a monochromatic camera and a passive prism-grating-prism device. Performance results are compared with a spectral interpretation algorithm based on artificial neural networks (ANN).
I. INTRODUCTION

S
PECTROSCOPY measures the radiant intensity and energy of the interaction between light and matter to determine its molecular structure. In absorption spectroscopy, the compound that interacts with light behaves as a passive element. It absorbs some of the emitted photons depending on their wavelength, to form the so-called "spectral signature." Light which is not absorbed can be transmitted through the sample of the compound or diffusely reflected on it. Once the spectrum of the diffuse reflectance is obtained, it must be processed for material identification, classification, or discrimination.
Imaging spectroscopy relies on this technique. The spectrum of diffuse reflectance at all the points across a spatial line is measured simultaneously by an imaging spectrometer. Potential industrial applications of this hyperspectral technique are The authors are with the Grupo de Ingeniería Fotónica, Universidad de Cantabria, ETSII y Telecomunicación-Dpto. TEISA, 39005 Santander, Spain (e-mail: garciapb@unican.es; olga.conde@unican.es; mirapeix@unican.es; cubillasam@unican.es; higuera@teisa.unican.es).
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increasing [1] - [3] with clear examples for raw material discrimination and classification at the input chains of manufacturing processes. In the particular case of raw material discrimination, unwanted spurious materials have to be rejected as they are transported intermingled with the wanted raw material on the conveyor belt at the production plant.
Imaging spectroscopy is a high-throughput application where a large amount of generated data needs to be compressed. To satisfy the temporal constraints of the online sorting procedure, fast spectral processing techniques should be implemented. This paper presents the performance of the spectral angle mapper (SAM) [4] as the spectral interpretation algorithm and compares it with artificial neural networks (ANNs) employed in a previous work [5] . SAM has been selected because its linearity makes it simple and time efficient. Principal component analysis [6] has been used prior to the classification to attain a representative spectral fingerprint. In addition, the goodness of the conventional and alternative applications of PCA will also be checked by measuring the success in the SAM classification.
II. SPECTRAL SOFTWARE PROCESSING
The implemented spectral interpretation process has two stages. PCA is first used to perform dimensionality reduction and redundancy elimination. Secondly, SAM has been adopted for the determination of both presence and position of the unwanted spurious materials. A block-diagram of the proposed spectral analysis is depicted in Fig. 1 .
A. Principal Component Analysis
Data compression carries out the reduction of both spectral and spatial axes of the captured hyperspectral image. The spatial axis is simply averaged: the mean spectrum of every five adjacent pixels is calculated, and they are considered as just one spatial point. This processing also helps in the reduction of the noise present in the measurement. This can be done because the system of mechanical extraction of unwanted material has low spatial resolution. This mechanical extraction is normally performed by means of jets of pressurized air which blow the unwanted material into a container, while the rest of the raw material continues to another conveyor. The aim of the proposed sensor is to determine by software the location of the spurious elements to direct the jets.
The treatment of the spectral axis is based on PCA. The spectrum of each spatial point is projected over a vectorial basis different from the spectral wavelengths. those directions of the initial data containing the most relevant information. As PCA assumes that variance means information, the first step of the analysis is subtracting the mean of the data. Hyperspectral images are converted into a matrix where columns are the spectra of the spatial positions in the observation line. After mean subtraction, the covariance matrix of the data is computed and their eigenvalues and eigenvectors are obtained, where is the initial length of the spectral axis of the image. In the designed algorithm, those eigenvectors whose corresponding eigenvalues are smaller than a thousandth of the maximum eigenvalue are ignored. This is known as the "m-method" [7] .
However, to check if the most discriminant projection directions match with those first selected by the m-method, a measurement of the variability of the projected classes, as stated in (1), can be performed. This is the so-called SEPCOR method [7] (1) where is the variability of the th component; is the th eigenvector; stands for the number of final classes; is the mean of class in the input data on the th component; is the mean of the th component; and denotes a sample from a class on the th component. In the variability expression (1), the numerator represents how much the means of the classes are separated. The denominator represents the compactness or clustering degree of the classes. Therefore, the larger the variability is, the better the component is to discriminate the classes. The reason behind this variability investigation is to select those axes which maximize class separation instead of those ones of maximum variation. In this way, simpler algorithms could be employed at the classification stage improving, therefore, the time performance of the overall system. When only two classes are present, (1) is reduced to (2) where and denote the number of spectra of the two classes and denotes the variance of class on the th component. After component variability calculation, the selected eigenvectors can be sorted according to the higher variability, since it enhances the class clustering.
The conventional application of PCA, the m-method, is first applied. In this way, the captured spectra (from 400 to 1000 nm), which initially lies in a 640-dimensional space, is reduced to 18 components, providing a 97.2% data compression rate. As described in [5] , this value is obtained according to a tradeoff between the compression rate and the classification error, and it implies rejecting directions that contribute less than 0.1% to the total variation in the data set. This reduction allows a great enhancement in the computational performance, which minimizes the classification time, without causing an appreciable increase in the classification error. Subsequently, this error will be minimized reordering the selected eigenvectors according to their variability.
B. Spectral Angle Mapper
Spectral angle mapper is a simple algorithm based on the measurement of the spectral similarity between two spectra. This spectral similarity, , is obtained considering each spectrum as a vector in a -dimensional space [6] ( 3) where is the number of spectral bands, and and are the two compared spectra. The angle between two spectra is proportional to their similarity. As PCA has been firstly applied, the dimensional space of the spectral axis contains 18 bands.
To implement a classification method based on SAM, two stages should be followed: training and test.
In the training stage, reference spectra of the materials should be collected. For the wanted material (tobacco leaves) a reference spectrum, , has been calculated by averaging 30 homogeneous (the same kind of material in all the points of the line of vision) images (comprising a set of spectra). The unwanted material reference spectrum, , has been determined by averaging 24 images ( spectra) of the typical spurious materials in this application (foil, leather, plastics, etc.).
In the test stage, an unknown image is classified. The spectral similarities (between the spectrum of each spatial point, , of the test image and ) and (between the test spectrum and ) are calculated. If is closer to and, therefore, that position contains tobacco. On the other hand,
indicates that corresponds to unwanted material. A schematic of the classification procedure is depicted in Fig. 2 , using a dimensionality of for visualization purposes. 
III. EXPERIMENTAL SETUP
A block diagram of the experimental setup is shown in Fig. 3 . The acquisition system includes: an illumination system, a front objective lens, a prism-grating-prism (PGP) imaging spectrograph [1] , a standard monochrome camera and a computer equipped with IEEE1394 interface for image data acquisition, employed also to perform data compression and material discrimination. The illumination system consists of two halogen floodlights Tasley MX500 with a power rating of 500 W each. The V10E version of the Imspector imaging spectrograph was used. The classification analysis has been done in the Vis-NIR range, from 400 to 1000 nm. This spectrograph is designed for standard 2/3" (6.6 8.8 mm) detectors. The monochrome digital camera Pixelink PL-A741 has been employed. Finally, the lens Navitar Zoom 7000 has been assembled to the Imspector as the front objective. Fig. 3 also shows a typical hyperspectral image. The vertical axis, along 640 pixels of the camera, covers the spectral range dispersed by the PGP device, while the horizontal axis, with a length of 480 pixels, images the line of vision of the lens.
Several calibration processes, namely spatial and wavelength calibration, are necessary prior to operation of the hyperspectral system. Spatial calibration consists of the determination of the dimensions, length and width of the observation line. A fringe pattern was employed to obtain the line illuminated by the system. Wavelength calibration is related with the definition of the spectral axis. It is performed using several light sources with known emission wavelengths: a laser of 670 nm and a Hg-Ar lamp with multiple emission lines.
The most important preprocessing procedure when SAM is employed to perform data analysis is the equalization of the system overall behavior: offset due to CCD dark current, light source color temperature drift and lighting spatial nonuniformity across the scene line. This requires the measurement of white and black image references. For white reference Spectralon reflectance standard is employed and the black reference is obtained by blocking the sensor input. After that, each time the system gets a new image, its reflectance should be corrected as indicated in (3) (4) where is the sample value at a wavelength, is the value for the dark reference, and the equivalent for the white reference.
The main specifications of the calibrated hyperspectral system are: -spectral range (Imspector V10E): 400-1000 nm; -spectral resolution: 2.8 nm; -length of the scene line 2 cm; -spatial resolution: 41.667 m; -spatial resolution after averaging: 208.333 m; -scanning speed: 3 lines/s. This scanning speed is subject to the exposure time (300 ms) required to get enough diffuse reflectance. With a powerful light source, the exposure time can be reduced and the speed increases.
IV. RESULTS AND DISCUSSION
Test samples for validation purposes are presented in Fig. 4 . Its horizontal lines contain the following information. 1) Photograph of the sample under analysis. The white lines delimit the observation area. The horizontal axis corresponds to the spatial axis of the spectrograph. After the averaging process, there are 96 remaining spatial positions to be classified as tobacco or defect. 2) Zoom of the scene line. 3) Spectral images. The spatial axis is the horizontal with the origin on the left as it appears in the real photograph. The spectral axis is the vertical one with the smallest wavelength of the spectral range at the bottom of the image. 4) Last line shows the SAM outputs: "1" for tobacco and "0" for unwanted materials. The sample under analysis shown on the left contains a piece of leather on a bunch of tobacco leaves. The SAM outputs indicate an unwanted material section from mm to mm. A "false alarm," i.e., good material that is classified as unwanted, occurs in the interface between the piece of leather and the final tobacco leaves; this has been highlighted with a circle in the graph. Obviously, this is a classification error and implies a waste of wanted raw material but, from the industrial point of view, it is admissible compared to the confusion of a spurious element with tobacco. The right sample consists of tobacco leave blends and a brown leaf of a vegetable different from tobacco. The brown leaf is correctly classified from mm to mm, showing that the proposed technique is not based on a colorimetric analysis, but on a spectroscopic one.
A total of 32 hyperspectral images (3072 spectra) were used as test data achieving a classification accuracy of 90.54%. Although with the technique based on ANN [5] , a 99.12% classification accuracy was achieved, the main power of the SAM algorithm is that each image is classified in a mean time of ms implying an extremely high % reduction in the execution time compared to the previous technique. All these comparisons have been carried out using Matlab version 7.4.0.287 (R2007a) on a Pentium ® 4 processor of 2 GHz with 1.00 GB DDR-RAM. With a processing time of ms, real-time operability is feasible from the classification point of view. In addition, a more efficient implementation of the SAM classifier could be achieved in other programming languages (e.g., C) or doing its implementation by hardware, employing digital signal processors (DSPs) or field programmable gate arrays (FPGAs). SAM simplicity allows an easy hardware implementation, better than the ANN, minimizing system expenses.
The classification error and results were obtained when 18 out of 640 eigenvectors are maintained in data compression. This allows the direct comparison between the ANN results from [5] and the performance of the SAM.
To evaluate the goodness of the SAM algorithm and the efficiency of the conventional application of PCA, the m-method, the SAM classification error is obtained for different numbers of eigenvectors. Moreover, two different cases have been considered. First of all, the m-method of PCA is applied, and the measured spectra are projected onto the components selected as a function of the value of their corresponding eigenvalues. Secondly, the selected eigenvectors are sorted according to the variability measurement as stated in (1) . Fig. 5 shows the clustering degree of the two classes, "wanted raw material" and "defects," when they are projected as a function of the first three principal components. In Fig. 5(a) , the m-method is employed, and in Fig. 5(b) the principal components are sorted according to the variability measurement. The axes in Fig. 5(b) have changed because the components 5 and 9 have shown greater variabilities than the components 2 and 3 selected by the m-method. Both methods behave reasonably well in the clusterization of the tobacco leaves, but the spreading of the class "defect," due to the different chemical characteristics of the materials considered as unwanted, is slightly higher with the m-method.
Finally, the classification errors as a function of the number of eigenvectors are summarized in Table I .
As shown in Table I the classification results are identical for a different number of eigenvalues. Therefore, only six eigenvectors would be the best option since it provides the greatest data rate compression with the minimum classification error. In this particular case, the enhancement obtained by sorting the eigenvectors according to the variability measurement, although it exists, is low. This is due to the significant spread of the defects, as depicted in Fig. 5 . It is worth noting that the behavior of the SAM improves by means of the application of PCA, when PCA is not applied the error classification reaches 9.89%. would not influence classification results. Intensity variations would cause an identical magnitude scaling in all spectral components. However, discriminant information would remain unaffected because it is contained in the intensity differences among components. On the other hand, to compensate deviations in the illumination spectrum, white and black references employed in (3) would have to be dynamically updated.
V. CONCLUSION
A specifically designed data processing method for hyperspectral images consisting of principal component analysis and spectral angle mapper has been successfully checked in a rawmaterial online characterization system. The use of PCA as a preprocessing stage improves the computational performance of the SAM. Several test samples have been reported, demonstrating that SAM efficiently discriminates different materials. This efficient classification is a consequence of its simplicity and linearity.
As referenced in the text, the SAM classifier was originally employed in aerospace remote sensing, where it has proved successful in geological mappings. Raw material classification in industrial environments is based on the same spectroscopic fundamentals, and therefore it was reasonable to think that it would also be suitable for this application. Clearly, this strategy of classification of spectral images can be successfully extended to other sorting problems related with different materials. However, its success will depend on the particular materials under analysis and the clustering degree of their spectral components. Therefore, a study of each specific application case is required.
In addition, an exhaustive study of the behavior of the technique considering different data compression rates and selection criterion of the components has been performed. This comparison has pointed out that SAM efficiently discriminates the defects with only six components arranged according to the variability measurements. In a previous work, where image classification was entirely performed by ANNs, 18 components were employed. This implies a 66.67% enhancement in the data compression rate compared to the previous technique. Her research interests include detection of gases using near infrared absorption spectroscopy as well as quality assessment based on imaging spectroscopy.
P. Beatriz Garcia-Allende
José M. López-Higuera (SM'93) was born in 1954, in the village of Ramales de la Victoria, Cantabria, Spain. He received the telecommunication technical engineering degree in the Universidad Laboral de Alcala de Henares, and the telecommunication engineering degree from the Universidad Politecnica de Madrid (UPM), Spain. He received the Ph.D. degree in telecommunication engineering, with an extraordinary award, from UPM.
He founded and is the Head of the Photonics Engineering Group, TEISA Department, University of Cantabria, Santander, Spain. Presently, he works in the development of photonics instrumentation, optical fiber sensor systems for civil engineering, electrical power, environmental and smart structures applications, and in optical diagnostics for industrial applications. He has written or co-written more than 300 publications in the form of 468 books, chapters of books, papers, and conferences, both national and international. He has presented several invited papers and has obtained several patents. His latest book, for which he acted both as editor and co-author, is the Handbook of Photonic Sensing Technology (New York: Wiley, 2002).
Dr. Lopez-Higuera is an Associate Senior Member of the Institute of Electrical Engineers (IEE) since 1993 and a member of the Optical Society of America (OSA) and the International Society for Optical Engineering (SPIE).
