Abstract. The objective of the multivariate discrete moment problem (MDMP) is to find the minimum and/or maximum of the expected value of a function of a random vector with a discrete finite support where the probability distribution is unknown, but some of the moments are given. The moments may be binomial, power, or of a more general type. The MDMP can be formulated as a linear programming problem with a very ill-conditioned coefficient matrix. Hence, the LP problem can be solved with difficulty or cannot be solved at all. The central results of the field of the MDMP concern the structure of the dual feasible bases. These bases, on one hand, provide us with bounds without any numerical difficulties. On the other hand, they can be used as an initial basis of the dual simplex method. That results in shorter running time and better numerical stability because the first phase can be skipped. This paper introduces a new type of MDMP, where the bivariate moments up to a certain order m consisting of the first variable and further univariate moments up to the order m j , j = 1, . . . , s, are given. Then we generalize the bivariate Min Algorithm of Mádi-Nagy and Prékopa [Math. Oper. Res., 29 (2004), pp. 229-258] for higher dimensions, which gives numerous dual feasible bases of the MDMP. By the aid of this, on one hand, we can give useful bounds for MDMPs with higher dimensional random vectors even if the usual solvers cannot give acceptable results. On the other hand, applying our algorithm for the binomial MDMP, we can give better bounds for probabilities of Boolean functions of event sequences than the recent bounds in the literature. These results are illustrated by numerical examples.
Sometimes the moment problem is based on these general moments, but typically power moments are used. The questions of the classical moment problem can be the following. Given a sequence of numbers μ k , k = 1, 2, 3, . . ., (a) does there exist a probability measure on I with the moments μ k , k = 1, 2, 3, . . .? (b) is this probability measure uniquely determined by the moments μ k , k = 1, 2, 3, . . .? (c) how can one describe all probability measures on I with the moments μ k , k = 1, 2, 3, . . .? Depending on the set I, classical results can be found in Hamburger [12] , [13] , Hausdorff [14] , [15] , and Riesz [36] . Akhiezer [1] gives a comprehensive survey of that field.
The truncated variation of the classical moment problem studies the properties of measures with fixed first k moments (for a finite k) or with finite set of moments. Beside the classical questions (existence, uniqueness of the measure P ) the following bounding problem arises. Given the moments μ k , k = 1, . . . , m, or any finite collection of the moments, what are the possible lower and upper bounds for
where f is a given real function on I and P is unknown, but P has to have the given moments? Let X be a random variable with support I. Assume that the expected values of X k , k = 1, . . . , m, are given finite values, but the distribution of X is not known. Then the bounding moment problem can be formulated as where the probability measure P is unknown, and I, f , μ k , k = 0, 1, . . . , m, are given. Bounding problems related to moments were first considered by Bienaymé [2] , Chebyshev [6] , [7] , and Markov [23] . The bounding moment problem frequently appears in the literature as Chebyshev-type inequalities. A good summary of these results can be found in Krein and Nudelman [19] . For historical background, see Kjeldsen [18] and Prékopa and Alexe [33] . At the end of the 1980s, Prékopa [25] , [26] , [27] and Samuels and Studden [37] independently introduced and studied the univariate discrete moment problem (DMP), where I = {z 0 , z 1 , . . . , z n } is a discrete finite set. Samuels and Studden use the classical approach and determine the solutions in closed form whenever possible; however, their method is applicable only to small size problems. Prékopa invented a linear programming methodology, presented briefly below. It turns out that in the special case of the DMP, linear programming techniques provide us with more general and simpler algorithmic solutions than the classical ones. Moreover, it allows for an efficient solution of large size moment problems as well as for finding closed form sharp bounds.
The DMP has (at least) three useful properties. The first one is that it uses the discrete property of the support I beside the moment information. Hence, it can give tighter bounds than the classical moment problems. The second one is that the DMP can be formulated as a linear programming (LP) problem. Let us designate the (unknown) probability distribution of X in the following way: where the unknown variables are p i , i = 0, 1, . . . , n. The support I = {z 0 , z 1 , . . . , z n }, the values of the function f (z), z ∈ I, and the moments μ k , k = 0, 1, . . . , m, are given. Since the coefficient matrix of (1.2) is an ill-conditioned Vandermonde matrix, the problem usually cannot be solved by general solution methods. However, under some conditions of the function f , Prékopa [27] developed a numerically stable dual method for the solution. This method is based on theorems which give the subscript structures of columns of all dual feasible bases. By the aid of the known dual feasible bases, closed form bounds in terms of the moments can also be given; see Boros and Prékopa [3] . The third useful property is that the optimal solution of the so-called binomial moment problem can give sharp Bonferroni-type bounds and other probability bounds, as well. The kth binomial moment of a random variable X with the support I ⊂ N is defined as E X k .
Let A 1 , A 2 , . . . , A n be arbitrary events. Let the random variable X with the support {0, 1, . . . , n} be the number of those events which occur. Then the binomial moments of X equals the following (see, e.g., Prékopa [29, p. 182] ):
. ., and also E[
X 0 ] = S 0 = 1. The binomial moment problem has the following form:
If we would like to give bounds for the probability of the union or intersection of all the n events, then we have to consider
respectively. If in problem (1.2) we assume that {z 0 , z 1 , . . . , z n } = {0, 1, . . . n}, then problems (1.2) and (1.4) can be transformed into each other by simple nonsingular transformations (see Prékopa [25] ). This means that the matrices of the equality constraints can be transformed into each other by a nonsingular square matrix and its inverse, respectively. This fact implies that a basis in problem (1.2) is dual feasible if and only if it is dual feasible in (1.4). Hence, the dual method of Prékopa [27] can be applied as well as closed form bounds can be given for the binomial DMP, too. If we consider the first function in (1.5), then sharp Bonferroni-type bounds can be given for the union of events in terms of S 0 , S 1 , . . . , S m ; see Prékopa [26] , [28] , [29] and Boros and Prékopa [3] .
1.2.
The multivariate discrete moment problem. The multivariate discrete moment problem (MDMP) has been introduced by Prékopa [28] and also discussed in papers by Prékopa [30] , [32] , Mádi-Nagy and Prékopa [21] , and Mádi-Nagy [20] . The MDMP can be formulated as follows. Let X = (X 1 , . . . , X s ) be a random vector and assume that the support of X j is a known finite set Z j = {z j0 , . . . , z jnj }, consisting of distinct elements, j = 1, . . . , s. A certain set of the following moments will be considered. We use the following notation for the (unknown) distribution of X:
Then the moments can be written in the form
The (power) MDMP is to give bounds for
where distribution of X (i.e., (1.6)) is unknown, but known are the moments
We can formulate the problem by the following LP:
In problem (1.7) p i1...is , 0 ≤ i j ≤ n j , j = 1, . . . , s, are the unknown variables; all other parameters (i.e., the function f and the moments) are given. Regarding the set H, in the literature the following are considered. In Prékopa [30] , [32] 
where m is a given nonnegative integer, and
where m j , j = 1, . . . , s, are given nonnegative integers. In Mádi-Nagy and Prékopa [21] and Mádi-Nagy [20] 
The MDMP, beside arising in a natural way, can be applied in several other fields, e.g., bounding expected utilities (Prékopa and Mádi-Nagy [35] ), solving generalized s-dimensional transportation problems (Hou and Prékopa [16] ) and approximating values of multivariate generating functions (Mádi-Nagy and Prékopa [22] 
(1.11)
respectively. If we assume in problem (1.7) that Z j = {0, 1, . . . , n j }, j = 1, . . . , s, then in the case of the set H (1.10) and (1.8), problems (1.7) and (1.11) can be transformed into each other by simple nonsingular transformations, similar to in the univariate case. Hence, the dual feasible basis columns in the binomial MDMP and in its transformed power MDMP pair are the same. The binomial MDMP gives a useful tool to approximate the unknown probabilities, e.g., in network reliability calculation (Habib and Szántai [11] ) as well as in probabilistic constrained stochastic programming models (Prékopa [31] , Fábián and Szőke [8] ). It can also be a good alternative to the bounding techniques of Bukszár and Prékopa [4] and Bukszár and Szántai [5] . This type of probability bound is also useful in developing variance reduction MonteCarlo simulation algorithms for estimating the exact probability values (Szántai [39] , [40] ).
Unfortunately, in case of the MDMP we cannot give all the dual feasible structures under any assumption on the function f ; hence, we cannot generalize the numerically stable dual method of DMP for the multivariate case. However, under some circumstances, we can give some dual feasible bases which can be used as an initial basis in the dual method. This means, on one hand, that we can skip the first phase in the execution of the dual algorithm, which results in shorter running time and better numerical stability. On the other hand, the objective function value corresponding to a dual feasible basic solution yields a bound for the optimum value of problem (1.7). Hence, if we know a large variety of dual feasible bases, then the best bounds corresponding to those bases can give a good approximation to the optimum value without any numerical difficulties. In case of (1.9) we know enough dual feasible bases for the approximation, but in the case of (1.10) (and (1.8)) a large number of dual feasible bases are known only in the bivariate case (i.e., s = 2).
The main result of this paper is that we generalize the dual feasible basis structures corresponding to the bivariate case of the set H (1.10), for higher dimensions. We follow a similar way as in the Min and Max Algorithms of Mádi-Nagy and Prékopa [21] , but we define a new set of H:
(1.14)
It is easy to see that, in the bivariate case, set (1.14) and set (1.10) are the same. The choice of (1.14) allows us to give a large variety of dual feasible bases of higher dimensional MDMPs under some assumptions on the function f . On the other hand, in case of the binomial MDMP, we can take binomial moments (i.e., sums of probabilities of intersections of events) of many subsets of the events into account. Hence, the dual feasible bases of the binomial MDMP can yield better bounds than the bounding methods based on the information of the individual probabilities of the intersection of events, e.g., the method of Bukszár and Prékopa [4] . These advantages will be illustrated by numerical examples. Our bounding technique of the MDMP is based on multivariate Lagrange interpolation. In section 3 we give a multivariate Lagrange polynomial with prescribed degrees of the variables that approximates the function values of f (z 1 , . . . , z s ), (z 1 , . . . , z s ) ∈ Z from below or above under some assumptions on the function f . This paper is organized as follows. In section 2 we present the connection between the MDMP and the multivariate Lagrange interpolation; in section 3 we prove a theorem on multivariate Lagrange interpolation corresponding to our new MDMP. In section 4 we give several dual feasible bases as well as bounds of the MDMP with the set H (1.14). In section 5 numerical examples are presented.
The MDMP and the multivariate Lagrange interpolation.
In case of univariate Lagrange interpolation concerning arbitrary distinct points z 0 , . . . , z n ∈ R a unique interpolation polynomial of degree n can be given. The multivariate case is much more difficult. On one hand, it is difficult to identify the geometric distribution of the interpolation points for which we can give a (unique) multivariate Lagrange polynomial with prescribed degrees of the variables. On the other hand, it is also difficult to give an appropriate reminder formula.
Regarding the degrees of the Lagrange polynomial we give the following definition. 
In the literature of multivariate Lagrange interpolation the notion of poised set of points is usual; see, e.g., Definition 1.1 in Gasca and Sauer [9] . Regarding this, Definition 2.2 is equivalent to the notion that the set of points U is poised in the linear space of H-type Lagrange polynomials. However, in this paper our definition is more appropriate because, in contrast with other papers on interpolation, we do not deal explicitly with the linear space of polynomials.
The problem of H-type Lagrange interpolation in case of set H (1.8) and (1.9) was discussed in several papers. A good survey on this topic with results can be found in Gasca and Sauer [9] ; an earlier historical background is presented in Gasca and Sauer [10] . The case of the set H (1.10) was first investigated in Mádi-Nagy and Prékopa [21] . The results of our case (1.14) will be presented in the following section.
Regarding the connection between the MDMP and the multivariate Lagrange interpolation we should consider the following. Let us use the following notation for the compact matrix form of (1.7), for a given set H: 
where a i1···is indicates the column of the coefficient matrix A corresponding to the point (z 1i1 , . .
. , z sis ). If we consider the set of distinct points in
is the unique H-type Lagrange polynomial corresponding to the set U .
Proof. The proof of fitting the interpolation points is yielded by substitution. The uniqueness follows from the fact that if the vector c consists of the corresponding coefficients of an H-type Lagrange polynomial fitting the set U , then it should be the solution of
Indeed, the only solution of (2.7) is c T = f
is an optimal basis in the minimization (maximization) problem, then the first (last) inequality holds with equality sign. We say that V min and V max are the sharp lower and upper bounds, respectively, for the expectation of f (X 1 , . . . , X s ).
Proof. The theorem follows from the basic results of linear programming theory. By the aid of dual feasible bases we can give a special multivariate Lagrange interpolation that approximates the function values of f (z 1 , . . . , z s ) from below (above) in case of the min (max) problem of (2.3).
Theorem 2.3. If the basis B is dual feasible in the minimization (maximization) problem and the subscript set I is defined as in (2.4), then
where equality holds in case of (z 1 , . . . , z s ) ∈ U of (2.5).
we have the following bound:
If the basis is also primal feasible, then it is optimal and, thus, the obtained bound is sharp.
Proof. The inequality (2.10) follows from (2.6) and (2.8). Proof. Let B 1 (B 2 ) be the matrix that consists of the columns corresponding to the points of Z I . Since B 1 (B 2 ) is basis, (2.10) is equivalent to the condition of optimality (2.8). Thus, B 1 (B 2 ) is dual feasible in the min (max) problem (2.3).
In the following section we give a formula of an H-type Lagrange polynomial and its remainder, where the set H is the type of (1.14). We fix only the subscript set I of the interpolation points, which means that we can get several sets
that admit an H-type Lagrange interpolation. Indeed, if we change the order of the elements in the sequence {z j0 , . . . , z jnj } (or, equivalently, we change the subscripts of the elements within the sets Z j ), j = 1, . . . , s, then the set of interpolation points Z I will be different.
The coefficients of the Lagrange polynomial will be given in terms of the multivariate divided differences of the function f . Hence, we give the following definition.
Definition 2.4. Let f (z), z ∈ {z 0 , . . . , z n }, be a univariate discrete function, where z 0 , . . . , z n are distinct real numbers,
The kth order (univariate) divided differences (k ≥ 1) are defined recursively:
be a multivariate discrete function and take the subset
where In order to make the definition easier to understand we present the following example.
Example 2.1.
[z 10 , z 11 ; z 20 , z 21 ; f ] = z 20 , z 21 ;
A theorem on multivariate Lagrange interpolation
In this section we present an H-type Lagrange polynomial and its remainder on the interpolation points Z I = {(z 1i1 , . . . , z sis )| (i 1 , . . . , i s ) ∈ I}, where the set H is defined by (1.14) and
where
and
In what follows we will use the notations
We assign the Lagrange polynomial, given by its Newton form
where, by definition,
(z j − z jk ) = 1, for i j = 0, and K j0 = ∅.
In (3.4) the function f is not necessarily restricted to the set Z as its domain of definition; it may be defined on any subset of R s that contains Z. Next, we define the residual function:
We prove the following theorem. 
Proof. For the sake of simplicity we assume that m j ≤ n j , j = 1, . . . , s. The proof of the general case needs only slight modification. Now we consider the following lemma.
Lemma 3.2. We have the equality
Proof of Lemma 3.2. The proof is the same as that of Lemma 3.2 in Mádi-Nagy and Prékopa [21] .
Lemma 3.3.
Proof of Lemma 3.3. Let us look at the terms of (3.7) and (3.11) as univariate functions of z 1 . Adding up the first term of (3.10) and the case of j = 1 in the third term of (3.10) we get the first term of (3.11); i.e.,
Let us consider the terms of the second sum of (3.10) for a given value of j and i j . Adding them to the terms of the first part of the sum of (3.7) with the same value of j and i j we have
Adding up all terms of (3.10) and (3.7) corresponding to a given 2 ≤ j ≤ s, by the use of the result (3.13) we have
(3.14)
Considering (3.14) as a function of z j we get that this sum equals
Adding up (3.12) and the terms (3.15) for j = 2, . . . , s we get (3.11). Thus, the lemma is proven.
Proof of Theorem 3.1. We prove that
where the brackets emphasize that we will use (3.11). Let us choose the h = 2 case in the sum of (3.8) and add it to (3.11). Considering them as univariate functions of z 2 the result is
Adding the h = 3 case in the sum of (3.8) to (3.16) we get a similar formula with z 3 in the places of the third variable. Finally, after choosing all the cases h = 2, 3, . . . , s − 1 in (3.8) and adding them in this order to (3.16) we have
Considering this as the function of z s , the result is
Thus, the theorem is proven. Since we have Lagrange interpolation for any f , (3.17) has a solution c f in case of any vector f B . From this follows that the square matrix B is nonsingular, hence the columns corresponding to the points of Z I form a basis. Thus, the second assertion is proven. Then the uniqueness is the corollary of Theorem 2.1. H (1.14) . The problem in the title of this section is the following LP: In the following theorems let us designate the coefficient matrix of (4.1) by A, the right-hand side vector by b, and the coefficient vector of the objective function by f , in agreement with (2.3).
Bounds for the MDMP with the set
We present several dual feasible bases for the min problem of (4.1), which give lower bounds for the objective function. As at the numerical examples we shall see, the best bounds, among the given ones, are usually close to the values of the sharp bounds. This means that we can give good bounds without using LP solvers, which work numerically unstably because of the Vandermonde systems in the coefficient matrix.
First of all, we should introduce some assumptions. They are as follows. Assumption 1. The function f (z), z ∈ Z, (a) has nonnegative univariate divided differences of order m j + 1 regarding z j , j = 1, . . . , s, (b) has nonnegative bivariate divided differences of order m + 1, (c) has nonnegative mixed second order divided differences.
, z ∈ Z, and f (z) has continuous, nonnegative derivatives of order (k 1 , . . . , k s ) in the interior of Z, then all divided differences of f (z), z ∈ Z, of order (k 1 , . . . , k s ) are nonnegative. For further results in this respect, see Popoviciu [24] . This fact helps one find out whether a function satisfies Assumption 4. If in the assumption we require nonpositivity, then we shall see that the following bases will be dual feasible for the max problem and will give upper bounds for (4.1).
We introduce four different structures for K j , defined in (3.4), as follows: .2) i.e., K j (consists of distinct elements of the subset of {m, . . . , n j }) is a set of pairs of consecutive elements completed by m and n j depending on its parity and its (min or max) type.
As regards the ordering of the elements in the sets Z 1 , . . . , Z s , we mention separately in each theorem of this section what our assumption is about.
), is a unique H-type Lagrange polynomial on Z I and satisfies the relations
The set of columns B of A in problem (4.1), with the subscript set I, is a dual feasible basis in the minimization problem (4.1), and
If B is also a primal feasible basis in problem (4.1), then the inequality (4.4) is sharp.
Proof. We have only to prove (4.3). The proof of the other parts of the theorem is straightforward from Theorems 3.4, 2.4, and 2.3.
In order to prove (4.3) it is sufficient to show that
In fact, we show that all terms in the sum R I (z 1 , . . . , z s ) are nonnegative. Considering any term in R 1I (z 1 , . . . , z s ) the first factor of the product is a divided difference, which is nonnegative because of Assumption 4, while the last part is k∈{0,...,m−1}∪Kj (4.6) because there are even numbers of negative factors, due to the special structure of K j . If z j ∈ {z j0 , . . . , z j(m−1) } ∪ Z jKj , the above product is 0. This means that any term of R 1I (z 1 , . . . , z s ) is nonnegative. Considering a term of the sum R 2I (z 1 , . . . , z s ) or R 3I (z 1 , . . . , z s ) the first factor of the product is a divided difference, which is nonnegative because of Assumption 4. In the other part of the product at least one of the factors is zero or all factors are positive because of the ordering of Z j 's. 
Dual feasible basis of the Min Algorithm, where (z 10 , z 11 , z 12 , z 13 ) = (0, 1, 10, 2), (z j0 , z j1 , z j2 , z j3 ) = (10, 0, 9, 1), j = 2, 3, This means that all factors of the product are nonnegative and hence the term is nonnegative as well. All terms of R I (z 1 , . . . , z s ) are nonnegative, hence the sum of them, i.e., R I (z 1 , . . . , z s ), is also nonnegative on Z. Thus, the theorem is proven.
The basis of Theorem 4.1 is illustrated in Figure 1(a) .
In the following algorithm we will consider more orders of the elements of the set Z j in the sequence (z j0 , . . . , z jnj ), j = 1, . . . , s, for which all terms of R I (z 1 , . . . , z s ) are nonnegative. Note that transposing the elements of the sequence (z j0 , . . . , z jnj ) is equivalent to exchanging subscripts of the elements; however, the proof of the validity of the algorithm is based on the orders of the elements. At each order of the elements, the set of interpolation points Z I as well as the corresponding dual feasible basis are different, which means that we can give more lower bounds on (4.1) by the objective function value of the dual feasible basis corresponding to Z I .
Min Algorithm. At first we assume, without loss of generality, that
Step 0. Let Let j = 2. Goto Step 1.
Step 1. Initialize t = 0. If (4.7) holds, then let l 0 = 1 and u 0 = n j , else let l 0 = 0 and u 0 = n j − 1. Goto Step 2.
Step
Step 3, else repeat Step 2.
Step 3. Let   (z j1 , . . . , z j(m−1) 
Step 4, else goto Step 1.
Step 4. Let 0, 1, . . . , r j , n j , . . . , n j − (m − r j − 2) be the numbers used to construct
as ordered sets, j = 1, . . . , s. Note that these subsets of the sets Z j , j = 1, . . . , s, remain intact. If m − r j − 1 is even, then K j should follow a minimum structure in (4.2), and if m − r j − 1 is odd, then K j should follow a maximum structure. Stop, we have completed the construction of the dual feasible basis related to the subscript set I.
In the general case, where Z j is not necessarily {0, 1, . . . , n j }, j = 1, . . . , s, we do the following. First we order the elements in each Z j in increasing order. Then we establish one-to-one correspondences between the elements of Z j and the elements of the ordered set (0, 1, . . . , n j ). After that, we carry out the Min Algorithm to find a dual feasible basis, using the sets {0, 1, . . . , n j }, j = 1, . . . , s. Finally, we create the set Z I , by the use of the above mentioned one-to-one correspondences. 
If B is also a primal feasible basis in problem (4.1), then the inequality (4.11) is sharp.
Proof. We have only to prove that R I (z 1 , . . . , z s ) ≥ 0 for all (z 1 , . . . , z s ) ∈ Z and then we can follow the proof of Theorem 4.1. We can restrict ourselves to the case Z j = {0, 1, . . . , n j }, j = 1, . . . , s, because in the following inequalities only the orders of the elements play a role.
First, let us consider R 3I (z 1 , . . . , z s ) of (3.8). All divided differences are nonnegative, and the set of the second parts of the products equals
These products can be nonnegative if and only if both factors are nonnegative or both factors are nonpositive. Because we have pairs for all 2 ≤ h < j ≤ s this means that either all factors (z j − z j0 ), 2 ≤ j ≤ s, are nonnegative, or all of them are nonpositive. The first case is provided by (4.7) while the second by (4.8) 
If we consider R 2I (z 1 , . . . , z s ) of (3.7), we will see that the factors of products after the nonnegative divided differences are associated with the following arrays:
A sufficient condition for the nonnegativity of all products in (3.7) is that Step 0 the parity of q 1 provides that (4.14) is satisfied for the product of (3.7) corresponding to the first row of (4.13). The elements of V t , z j0 , H t , in that order, constitute the tth row of tableau (4.13). In Steps 1 and 2 we define the following element h t+1 such that (4.14) is still satisfied for the product of (3.7) corresponding to the t + 1st row of (4.13). From this follows that R 2I (z) ≥ 0, z ∈ Z.
Regarding R 1I (z 1 , . . . , z s ) the divided differences are nonnegative in terms of (3.6). Hence, after the assignments (4.9) we have only to choose the subscript sets K j such that Thus,
The basis of the algorithm is illustrated in Figure 1(b) . The above algorithm allows for the construction of a variety of dual feasible bases. However, we do not have a simple criterion, like in the dual method, to decide which of the bases, that we can obtain by the above Min Algorithm, would improve on the bound (on the value of the objective function). Hence, in order to give the best bound for E[f (X 1 , . . . , X s )] we have to calculate the objective function values for all dual feasible bases yielded by the Min Algorithm and then choose the highest value from among them. For a given order of (z j0 , . . . , z js ), j = 1, . . . , s, we can find the best sets K j , j = 1, . . . , s, independently. The argument of this can be found in Mádi-Nagy [20] .
Numerical experiments show that this method produces very good results much faster than the execution of the dual algorithm. Its other main advantage is that it is not sensitive to the numerical difficulties that arise from the bad numerical property of the matrix A.
Numerical examples.
In the following we consider three numerical examples. In the first one we give bounds for the expected value of a three-variate utility function by the aid of the Min Algorithm of section 4 and we also give the sharp bounds calculated by the LP solver CPLEX (www.ilog.com). The method of the Min Algorithm is written in Wolfram's Mathematica (www.wolfram.com). This means that its running times are not really comparable with the running times of the dual method of CPLEX; however, we give these results, too. Because of the numerical instability of the MDMP, CPLEX sometimes cannot give appropriate results (it reports infeasibility; however, the problem is feasible by construction). These cases are indicated by "−" sign in the tables. We can conclude that our Min Algorithm yields useful bounds without numerical difficulties even if the CPLEX cannot give the right answer.
In the last two examples we give bounds for the union of events by the application of the Min Algorithm for the binomial MDMP (1.11). Comparing the results to the cherry tree bounds of Bukszár and Prékopa [4] and the bounds of univariate and bivariate MDMPs, the bounds of our Min Algorithm turn out to be the best.
Example 5.1. In this example we solve a problem similar to Example 4.2 in Prékopa and Mádi-Nagy [35] . Consider the utility function
where Z is specialized as follows: Let the parameters be α 1 = 1.75, α 2 = 1.25, α 3 = 0.75, a 1 = 3, a 2 = 2, a 3 = 1. In the cited paper it was proven that the even (odd) order derivatives of the function are nonpositive (nonnegative). We use our Min Algorithm for the MDMP (1.7) with set H (1.14) to give an upper bound for the expected utility
Since the even order divided differences of the function −u(z 1 , z 2 , z 3 ) on Z are nonnegative, we can apply the Min Algorithm to give a lower bound for E[−u(X 1 , X 2 , X 3 )] that yields, indeed, an upper bound for (5.2).
Regarding the moments taken into account they are generated from the distribution of (X 1 , X 2 , X 3 ), defined by
, generated with different densities.) 1 1 1 0 1 1 1 0 1 1 1 1  1 1 1 1 1 1 0 1 1 1 1 1  1 1 1 1 1 1 1 1 0 0 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 0 0 1 1 1 0 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 0 1 
3) It is easy to see that at least one event occurs at each outcome except x 16 . From this
Regarding the probability of the outcomes we consider the following three cases. 
We use several bounding techniques depending on the known information about the systems. On one hand, we give the (sharp) upper bounds of the univariate binomial moment problem of (1.4) with the first function f in (1.5), based on the information on S 1 , S 2 , S 3 . We use the dual method of Prékopa [27] .
On the other hand, we subdivide the sequence of {A We consider the multivariate binomial moment problem (1.11) with the function f in (1.12) with the appropriate sets H (1.14), respectively. Prékopa [30] has shown that the even (odd) order divided differences of f in (1.12) are nonpositive (nonnegative). This means that in cases where m + 1 and m j + 1, j = 1, . . . , s (where s is the number of subsequences), are even we can give upper bounds by the application of the Min Algorithm for −f (z). In this example we use the Min Algorithm with parameters m = 3, m j = 3, j = 1, . . . , s. Finally, we give the so-called cherry tree bounds of Bukszár and Prékopa [4] . These bounds are based on the knowledge of the individual probabilities of the occurrences of the events, of the intersections of pairs of events, and of the intersections of three events. These bounds are always at least as good as the Hunter-Worsley second order bounds (see Hunter [17] ).
The results for System I and System II are summarized in Tables 1 and 2 , respectively. Comparing the bounds, we can see that we get the best bound in case of the subsequences (5.7).
Regarding the order of the columns in Tables 1 and 2 , we took more and more information on the system into account; i.e., in case of the univariate binomial moments we just considered the sums of probabilities of events, intersections of pairs of events, and triples of events. In the case of multivariate binomial moments we considered the sums of those probabilities of smaller groups of the events; i.e., we separated the sums of the univariate moments into subsums. Finally, in the case of cherry trees we used individual probabilities. This would imply that we should get better and better bounds. However, the bounds of our paper as well as the cherry tree bounds are not sharp; that is why it could happen that the Min Algorithm gave better bounds, using less information, than the cherry tree bounds of Bukszár and Prékopa [4] .
The numerical results confirm that our method yields a new effective tool for bounding the probability of the union of events based on the knowledge of probabilities of the intersection up to three events. On the other hand, we can see that the bivariate bounds corresponding to the subsequences (5.5) are much weaker than the bounds corresponding to the binomial MDMPs of higher dimensions. Since our generalization of the bivariate Min Algorithm gives the possibility of taking more detailed information into account, it can give substantially better bounds. Example 5.3. We shall also give upper bounds for the probability of the union of events. There are 20 events A 1 , A 2 , . . . , A 20 , and 16 outcomes, x 1 , x 2 , . . . , x 16 with probabilities P (x 1 ), P (x 2 ), . . . , P (x 16 ), respectively. The events of the system are defined by the matrix R = (r ij ), where r ij = 1, if x i ∈ A j ; otherwise r ij = 0. The matrix R is taken from System 1 of Example 2 in Prékopa and Gao [34] , but we use the probabilities of outcomes of (5.4) instead of their probabilities because in their system the probability of the union is nearly 1. We consider the univariate binomial DMP for S 1 , S 2 , S 3 and for S 1 , . . . , S 5 . We also give the results of the multivariate binomial DMP (1.11) with the function f in (1.12) with the appropriate sets H (1.14). We consider the subdivisions Table 3 . Among the third order bounds once the univariate binomial DMP bound, once the cherry tree bound was the best, however, none of them were useful. However, using moments up to the order 5 our binomial MDMP, with subdivision (5.10), yields the best (in these cases the sharp) bounds. 
