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باشد. علائم سرطان کبد پس عامل مرگ و میر در جهان میدنیا و سومین  پنجمین سرطان شایع در)CCH( اولیه کبد  سرطان مقدمه:
گردد. یکی از مشکلات اصلی بسیار کم می بیماربقای عمر متأسفانه ع تشخیص به موقصورت عدم  و دراز بروز به سرعت پیشرفت کرده 
هایی است که در این زمینه  مورد پیش روی متخصصین گوارش، پیش بینی و تشخیص زود هنگام سرطان کبد است. داده کاوی از روش
بینی و تشخیص سرطان اده کاوی برای پیشگردد. هدف از انجام این مطالعه معرفی بهترین مدل هوشمند مبتنی بر داستفاده واقع می
 باشد.کبد در مراحل اولیه می
از  ریسک فاکتور 22اولیه و ثانویه و بیمار مبتلا به سرطان کبد  516در مقاله حاضر با استفاده از روش مطالعه گذشته نگر، پرونده  روش:
 noissergeR، reifissalC IFVمدل داده کاوی 6از آوری شده با استفاده های جمعهر بیمار، مورد بررسی قرار گرفت. داده
 ssalC ituM ateM و   noisserger citsigol htiw seert lanoitcnuF ، reifissalC sepiPrepyH، reifissalC
 ند.گردیدها با  یکدیگر مقایسه تحلیل شدند. این مدل reifissalC
 %15/11و  %56،  %29،  %11/22به تـرتیب   reifissalC IFV مـدلcoR دقت، ویژگی، حساسیت و سطح زیر منحنی  نتایج:
تشخیص سرطان کبد در مراحل اولیه شناخته  پیش بینی و برداده کاوی برای مبتنی هوشمندبه عنوان بهترین مدل  مدلباشد و  این می
 شد.
واند سرطان کبد را پیش بینی نماید تبه صورت صحیح طراحی شود، می reifissalC IFVکاوی در صورتی که مدل داده گيري:نتيجه
 یا آن را در مراحل اولیه تشخیص دهد.
 
 کاوی، آینده پژوهی در سلامتبینی و تشخیص، داده، پیش )CCH(سرطان کبد، هپاتوسلولار کارسینوما: هاكليد واژه
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 مقدمه
ترین اعضای بدن و یکی از مهم ]1[ کبد بزرگترین غده بدن
زدایی از داروها، دفع محصولات زاید، تولید عوامل سم است که
 انعقادی خون، سوخت و ساز قند و چربی و ... را بر عهده دارد
از آنجایی که محل طبیعی تولید اخلاط در کبد است، هر  ]1،2[
گونه بیماری کبد و عوارض ناشی از آن تمامی بدن را تحت 
های و درست بیماریثیر قرار خواهد داد. لذا درمان به موقع أت
 .]9[ آن ضروری است
های های کبد ممکن است اولیه یا ثانویه باشند که تومورتومور
 اولیه به طور معمول در بیمارانی که بیماری مزمن کبدی
 .]1[ افتد(سیروز) دارند اتفاق می
سرطان کبد پنجمین سرطان شایع و سومین علت مرگ و میر 
نوان مثال هپاتوسلولار به ع ]5،6[ به علت سرطان است
نوعی سرطان ) amonicrac ralullecotapeH(کارسینوما 
های رایج در ترین سرطانکه یکی از مهم ]2[ اولیه کبد است
باشد که بروز آن در دنیا به خصوص در آفریقا و شرق آسیا می
جهان در حال افزایش است. این نوع سرطان کبد سومین و 
ردان و زنان ـرطان در بین مهفتمین عامل مرگ ناشی از س
باشد و سالانه باعث مرگ یک میلیون نفر در سراسر دنیا می
 .]5[ شودمی
دهد نرخ سرطان کبد در مردان مبتلا به ها نشان میآمار
برابر بیشتر از زنان مبتلا  9تا  2به طور معمول  Cو   Bهپاتیت
هپاتیت  CCHترین عوامل خطر برای توسعه قوی .]1[ است
 C، عفونت ویروس هپاتیت (B sititapeH suriv( B نمزم
و همچنین سیروز کبدی است.  ( sititapeHC suriv)
عوامل خطر دیگری چون قرار گرفتن در معرض آفلاتوکسین، 
های ضد بارداری، ، قرصالکل، توتون و تنباکو، چاقی، دیابت
مقاومت به انسولین، اضافه بار آهن، هیپوتیروئیدی، چربی خون 
 .]8،1[ باشدون لیپیدی میـسیداسیـراکـو پ
های زیادی صورت گرفته امروزه در حوزه علوم پزشکی پیشرفت
بینی و تشخیص زود هنگام سرطان ، اما همچنان پیش]2[ است
هوش  .باشدکبد از مشکلات اصلی پیش روی پزشکان می
های هوشمند گیری طیف زیادی از تکنیکمصنوعی با به کار
. در ]51[های مختلفی کاربرد داشته باشد ت در زمینهتوانسته اس
های تصمیم یار به سیستم حیطه علم پزشکی نیز با استفاده از
 . ]21،11[ است شده پرداختهشک در این زمینه کمک پز
های داده امروزه کشف دانش از پایگاه داده با استفاده از ابزار
که یکی  ]91،11[ های علمی کاربرد داردکاوی در تمامی حوزه
ها علوم پزشکی است. با استفاده از این ابزار ،هااز این حوزه
شناسایی و وقوع ها را توانند ارتباط بین متغیرمحققان می
 .]61[ بینی کنندسرطان را پیش
های بینی بیماریدر مورد کاربرد داده کاوی در تشخیص و پیش
اشاره کرد که نتیجه آن  niL توان به مطالعهمختلف می
های تشخیص زود هنگام بیماری کبد، تشخیص انواع بیماری
کبدی، بازیابی موارد مشابه، حمایت از درمان بیماری کبد و 
های با استفاده از روش %52افزایش دقت تشخیصی به میزان 
 .]51[ باشدهوشمند می
روش هوشمند داده کاوی  8در مطالعه منتظری و همکاران از 
ثر در سرطان کبد ؤهای مفاکتور خطرمنظور پیدا کردن  هب
فاکتور  ریسکپیدا کردن  در این مطالعه. ]11[ گردیداستفاده 
فاکتورها مسئله مهمی در داده کاوی  ریسک مهم از بین تمامی
 .]21،81[ آیدمی شماربه 
یک سیستم هوشمند برای  همکارانو  icvAمطالعه  در
تشخیص بیماری دریچه قلب معرفی شد که دقت طبقه بندی 
و برای افراد غیر  %52سالم  این سیستم هوشمند برای افراد
 .]52[ باشدمی %12/1طبیعی 
و همکاران بررسی عملکرد برخی  ohnatsaCهدف از مطالعه 
های خبره فازی در طبقه بندی بیماران با سرطانی از سیستم
باشد. این سیستم برای پیش بینی محدود یا غیر محدود می
 .]12[ گیردفاده قرار میـروستات مورد استـرطان پـمرحله س
به  را های داده کاویو همکاران کاربرد تکنیک oriehniP
 مل در ارتباط با بروز سرطان کبد بررسی کردندمنظور تعیین عوا
 .]22[
و همکاران مدل هوشمندی برای تشخیص جمارانی در ایران 
سرطان پستان با استفاده از ترکیبی از شبکه عصبی مصنوعی و 
 .]12[ تجزیه تصویر ارائه نمودند
و همکاران یک سیستم هوشمند برای  پورعلیدر مطالعه 
ویژگی به دقت  22استفاده از  با تشخیص دقیق سرطان پستان
دست یافت. این سیستم از لحاظ دقت و تعداد  %551شناسایی 
 .]92[ های موجود برتری داردهای مورد نیاز بر سیستمویژگی
از آنجایی که شیوع سرطان کبد در ایران در حال افزایش است 
که سرطان کبد در مراحل انتهایی این بیماری  و با توجه به این
که  هوشمندی شود بر آن شدیم بهترین مدلتشخیص داده می
اولیه  بینی کرده و آن را در مراحلتواند سرطان کبد را پیشمی
های عمر بیمار را سال تشخیص دهد معرفی کنیم تا بدین گونه
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 افزایش داده و کیفیت زندگی وی را بهبود بخشیم.
 
 روش
با استفاده از روش مطالعه گذشته نگر، با حفظ  حاضردر مقاله 
 551های مورد نیاز از پرونده داده ،محرمانگی اطلاعات بیماران
بیمار مبتلا به سرطان  561بیمار مبتلا به سرطان کبد اولیه و 
 استخراج گردید.  کبد ثانویه
باشند که جامعه مورد مطالعه بیماران مبتلا به سرطان کبد می
به بیمارستان افضلی پور شهر  1811-12در فاصله زمانی سال 
 .ندکرمان مراجعه کرد
ریسک فاکتور مربوط به سرطان کبد از  22از هر پرونده  
قسمت اطلاعات هویتی، بالینی و برگه آزمایش بیمار استخراج 
نمایش داده شدند.  1ها در جدول دید. این ریسک فاکتورگر
آوری شده های جمعاز مقادیر مربوط به متغیر %21/96میزان 
در پرونده بعضی از بیماران موجود نبود. به همین منظور از 
گیری شد و آوری شده از پرونده بیماران میانگینهای جمعداده
خالی آن متغیر  نتیجه حاصل از هر متغیر جایگزین مقادیر
 گردید. 
، ]62[ IFV روش داده کـاوی تحـت عنـوان  6در این مقاله از 
 lanoitcnuF ،]12[   sepiPrepyH، ]52[noissergeR 
 ateMو  ]82،22[ noisserger citsigol htiw seert
 استفاده شده است.  ]51[ ssalCituM
های جدید، متداول و معروف در حیطه ها جزء روشاین روش
های داده کاوی را در بر ده و طیف وسیعی از مدلداده کاوی بو
 شوند.های داده کاوی میگیرند و منجر به تنوع در روشمی
 و baltaMهای افزارهای بیماران با استفاده از نرمداده 
مورد آنالیز قرار گرفتند. دسته بندی 2.6.3 akeW
ها با در نظر گرفتن فیلد نوع سرطان داده) )noitacifissalC
صورت پذیرفت. از نظر اولیه و ثانویه به عنوان برچسب کلاس، 
برای پیش بینی و تشخیص سرطان کبد از الگوریتم و برای 
 =K  51 که در آن  dloF-Kارزیابی مدل ایجاد شده از روش
سنجی ضربدری استفاده شد. در این پژوهش از اعتبار ،باشدمی
زیر  Kها بههلایه استفاده شد. در این روش داد – Kاز نوع
ر بار ـها هوعهــجمـر مـشوند و از این زیمجموعه تقسیم می
تای دیگر برای آموزش  -K 1 ی و ـجـتبار سنـیکی برای اع
 Kگیرند. در پایان میانگین نتایج تفاده قرار میـسیستم مورد اس
 گرددایی حاصل میـخمین نهـبار اعتبار سنجی به عنوان ت
 .]21[
 
 
 ثر در سرطان كبدؤهاي م فاكتور: ریسک 4جدول 
 gnissim ميانگين واحد اندازه گيري عنوان متغير ردیف
  %5 86 سال سن 1
 مرد جنس 2
 زن
 %85
 %21
 %5
 %5
 %5 511/51 gHmm فشارخون 1
 %1 11/6 l/u CBW 9
 %1 5/8 ld/gM CBR 6
 %1 11/6 ld/gM BGH 5
 %1 51/2 dnoces TCH 1
 %1 55/1 llec/smarg TLA 8
 %1 61/1 llec/smarg TSA 2
 %1 122/2 llec/sretil TLP 51
 --- شودبه علت هزینه بالا در ایران اندازه گیری نمی این متغیر llec/smarg LFA 11
 --- شوداین متغیر به علت هزینه بالا در ایران اندازه گیری نمی llec/smarg TA/α 21
 دارد Bهپاتیت  11
 ندارد
 %1 ندارد
 دارد Cپاتیته 91
 ندارد
 %2 ندارد
 دارد دیابت 61
 ندارد
 %1 ندارد
 کندمصرف می سیگار 51
 کندمصرف نمی
 %51 کندمصرف نمی
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 (ادامه) هاي مؤثر در سرطان كبد: ریسک فاكتور4جدول 
 کندمصرف می الکل 11
 کندمصرف نمی
 %11 کندمصرف نمی
 دارد سیروزکبدی 81
 ندارد
 %2 ندارد
 دارد سینآفلاتوک 21
 ندارد
 %1 دارد
 نرمال آهن 52
 غیرنرمال
 %1 نرمال
 نرمال گلیسرید تری 12
 غیرنرمال
 %5 نرمال
 نرمال کلسترول 22
 غیرنرمال
 %2 نرمال
 
 نتایج
 ))gnissiMهـای گـم شـده پیش پردازش انجام شـده داده در 
به این صـورت کـه گـم شـدگی در داده  ،کنترل و جایگزین شد
گـذاری گردیـد و بـرای داده بیشترین تکرار جایهای گسسته با 
د. گردی  ـها در ستون مربوطه استفاده های پیوسته از میانگین داده
بازشناسـی داده کاوی به منظـور این رهیافت، فرآیند متداولی در 
 باشـد در مقالات علمـی مـی   )noitingoceR nrettaP(الگو
 .]11[
 2.6.3 akeWزار افرمـبا استفاده از مدل دسته بندی توسط ن
ماتریس برخـورد تشـکیل شـد کـه بـا اسـتفاده از آن ویژگـی و 
 حساسیت آن مدل محاسبه گردید.
مدل ماشین یـادگیری از نظـر دقـت، حساسـیت،  6در این مقاله 
 با یکدیگر مقایسه شدند. نتایج coR ویژگی و سطح زیر نمودار
 .نشان داده شده است 2حاصل از آن در جدول 
بنـدی، بیشـترین میـزان دقـت دسـته   reifissalC IFVمـدل 
 ت.را به خود اختصاص داده اس coRویژگی و سطح زیر منحنی 
 
coRهاي داده كاوي از دیدگاه دقت، ویژگی، حساسيت و سطح زیر منحنی مقایسه روش :2جدول
 
 
 
 
 
 
 
ای بیشترین دقت دار reifissalC IFVدر این پژوهش مدل 
الگوریتم یادگیری  یکreifissalC IFV باشد. مدل می
های های هر یک از کلاسیـدل ویژگـبندی است. این مبقهـط
های نمونه جدید گیرد و با ویژگیبندی را در نظر میطبقه
 دهد که نمونهشخیص میـکند. سپس بر اساس آن تمقایسه می
 .]21[ ردگیمورد نظر در کدام دسته قرار می
 حسوب ـهان امروز مـهای جماریـترین بیایعـسرطان یکی از ش
 
 
پنجمین سرطان شایع در  ) )CCHسرطان اولیه کبد .شودمی
درصد . ]11[ باشددنیا و سومین عامل مرگ و میر در جهان می
های کبد در دنیا مربوط به سرطان کبد قابل توجهی از سرطان
در صد  556در آسیا معادل  CCHبروز  .]61،91[ باشداولیه می
که بروز آن در جوامع غربی  حالی هزار مورد در سال است در
سرطان کبد پس از بروز به  .]51،61[ باشدکمتر از این میزان می
سرعت پیشرفت کرده و در صورت عدم تشخیص به موقع و 
 ردیف مدل دقت ویژگی حساسيت coRسطح زیر منحنی 
 1 reifissalC IFV 11/22 5/29 5/56 15/11
 2 reifissalC noissergeR 15/65 5/89 5/16 25/85
 1 reifissalC sepiPrepyH 15/18 5/59 5/26 86/2
 citsigol htiw seert lanoitcnuF 15/21 5/19 5/66 86/1
 noisserger
 9
 6 reifissalC ssalCituM ateM 25/51 5/29 5/96 66/29
 سوم ، شمارهدومدوره ، 1334 پایيز  مجله انفورماتيک سلامت و زیست پزشکی
 
 134 lanruoJ fo htlaeH dna lacidemoiB scitamrofnI 5102 ;2(3): 313-041 
 
ماه  5تا  1اقدامات درمانی در زمان مناسب متأسفانه بیمار پس از 
 .]11،61[ کندفوت می
های که امروزه در حوزه علوم پزشکی پیشرفت با وجود این
بینی و تشخیص زود هنگام زیادی صورت گرفته است، اما پیش
پیش سرطان کبد هنوز هم به عنوان یکی از مشکلات اصلی 
های تصمیم یار باشد. سیستممتخصصین گوارش میروی 
در تشخیص زود بسیاری در این زمینه وجود دارد که پزشک را 
هایی کاوی از روشداده. ]21[ رسانندهنگام بیماری یاری می
ها مورد استفاده قرار بینی و تشخیص سرطاناست که در پیش
 .]11[ گیردیم
همان طور که در روش اجرای پژوهش توضیح  شدر این پژوه
، noissergeR، IFV کاویروش داده 6داده شد از 
  citsigol htiw seert lanoitcnuF،sepiPrepyH
استفاده شده است.   ssalCituM ateMو   noisserger
اطلاعات جمع آوری شده از پرونده بیماران مبتلا به سرطان کبد 
مورد آنالیز   2.6.3 akeWو baltaMهای افزاربا استفاده از نرم
 reifissalC IFVقرار گرفتند. در پژوهش صورت گرفته مدل
می coRکه دارای بیشترین دقت، ویژگی و سطح زیر منحنی 
 بینی و تشخیص مبتنی بر دادهاشد به عنوان بهترین مدل پیشب
بینی و تشخیص سرطان کبد در مراحل اولیه کاوی برای پیش
 شناسایی شد.
بینی و تشخیص زود توان گفت که به منظور پیشدر نهایت می
های داده کاوی امری هنگام سرطان کبد استفاده از الگوریتم
بینی و د مدلی به منظور پیشدر صورت ایجا ].81[ ضروری است
تشخیص زود هنگام سرطان با دقت، ویژگی و حساسیت بالا 
توان به پزشکان در تشخیص به موقع و انجام اقدامات می
درمانی مناسب در مراحل اولیه کمک کرد و بدین صورت مانع از 
توان عمر بیمار و کیفیت پیشرفت سرطان شد. همچنین می
. به همین منظور تصمیم به ایجاد مدلی زندگی او را افزایش داد
 هایی را داشته باشد.گرفتیم که چنین قابلیت
اشاره  1تا  1توان به موارد از جمله نقاط قوت این مطالعه می
 کرد:
کنون در زمینه سرطان کبد مطالعات زیادی در کشور ایران تا -1
 صورت نگرفته است.
ا دقت قابل قبولی این مطالعه توانسته است سرطان کبد را ب -2
 در مراحل اولیه تشخیص دهد.
توانست علاوه بر  reifissalC IFVمدل داده کاوی  -1
بینی آن نیز تشخیص سرطان کبد در مراحل اولیه، به پیش
 بپردازد.
هایی اعم از عدم اندازه گیری میزان در این پژوهش با محدودیت
های ردبه علت هزینه بالا در ایران، وجود رکو TA/αو  LFA
های اندازه گیری شده بیماران در پرونده و خالی از مقادیر متغیر
های آزمایش تعدادی از بیماران مواجه بودیم. در گم شدگی برگه
صورتی که این مقادیر از دست رفته در پرونده بیمار موجود بودند 
های مورد بررسی به میزان بینی کرد دقت مدلتوان پیشمی
 یافت.می بسیار زیادی بهبود
بینی و تشخیص کاوی در پیشهای دادهبا توجه به قابلیت
 توان به این موارد اشاره کرد:ها میبیماری
های تشخیص و ثر در حوزهؤهای مداده کاوی از روش 
 باشد.درمان پزشکی می
های آن را به ابزاری خاصیت ذاتی داده کاوی الگوریتم 
بد تبدیل کرده بینی و تشخیص سرطان کمناسب برای پیش
 است. 
توانند در تمامی های داده کاوی همچنین میالگوریتم 
بینی و تشخیص سرطانهای پزشکی به خصوص در پیشحوزه
 ها مورد استفاده قرار گیرند.
ها را ی از دادهدم زیاـحج ،فاده از داده کاویـبا است 
ز که امکان آنالی حالی توان به سرعت مورد آنالیز قرار داد درمی
 آن توسط پزشک به تنهایی وجود ندارد.
توانند سرطان در صورت طراحی صحیح این سیستم پزشکان می
بینی و یا در مراحل اولیه آن را تشخیص داده و کبد را پیش
ثر را برای بیمار شروع کنند. همچنین با ؤاقدامات درمانی م
توان بقای عمر بیمار را تشخیص زود هنگام سرطان کبد، می
 یش داد و کیفیت زندگی وی را بهبود بخشید.افزا
های مربوط شود تمامی دادهدر پایان به کادر پزشکی پیشنهاد می
به بیماران را در پرونده بیمار ثبت نموده و یک نسخه از برگه 
 آزمایش بیمار را در پرونده بیمار قرار دهند. 
شود به مند در این زمینه پیشنهاد میبه پژوهشگران علاقه
ها ژوهش در مورد کاربرد داده کاوی در زمینه سایر بیماریپ
 سایر شهرهای سرطان کبد را در توان دادهبپردازند. همچنین می
 جمع آوری کرد.ها  
 
 تشکر و قدردانی
از تمامی کادر پزشکی و پرسنل بخش مدارک پزشکی بیمارستان 
 آید.افضلی پور تشکر و قدردانی به عمل می
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Introduction: Primary liver cancer (HCC), is the fifth most common type of cancer and the third 
leading cause of death in the world. Symptoms of liver cancer will progress rapidly after the onset of 
the disease, and unfortunately, the patients' survival rate is very low. One of the main problems for 
gastroenterologists is the prediction and early detection of liver cancer. Data mining techniques can 
be used to understand and predict cancer. The aim of this study was to identify the best model based 
on intelligent data mining to predict and diagnose liver cancer in an early stage. 
Method: In the present article, a retrospective study was conducted on 516 cases of primary and 
secondary liver cancer, and 22 risk factors were examined. Data were collected from the patients' 
files and analyzed using 5 data mining models including VFI Classifier, Regression Classifier, Hyper 
Pipes Classifier, Functional trees with logistic regression, and Meta Multi Class Classifier with the 
highest precision (Precision). These models were compared. 
Results: The precision, sensitivity, specificity, and the area under the curve of VFI Classifier model 
were respectively 71.29%, 49%, 50%, and 63.31%, and VFI Classifier model is the best model based 
on intelligent data mining to predict and diagnose liver cancer in an early stage. 
Conclusion: If properly designed, data mining model VFI Classifier can predict liver cancer or 
detect it in an early stage.  
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