The computation of the equivariant K-theory K * G (V ) of the Thom space of a real vector bundle has been done successfully only under some spinoriality conditions [1] , thanks to a clever use of the Atiyah-Singer index theorem (even if G is a finite group). One purpose of this paper is to fill this gap, at least for real vector spaces (considered as vector bundles over a point). The interest of such a computation comes from many sources. First, it answers a question raised recently by Le Gall and Monthubert [9] in their investigations on a suitable index theorem for manifolds with corners. They have to compute an "indicial K-theory" which is precisely the equivariant K-theory K * G (V ), where V = R n and G = S n the symmetric group of n letters acting naturally by permutation of the coordinates in R n .
are free of rank 1 equal to p n and i n , respectively. Here p n (respectively i n ) denotes the number of partitions of n of the type n = λ 1 + · · · + λ 2k with 1 λ 1 < · · · < λ 2k (respectively of the type n = λ 1 + · · · + λ 2k+1 with 1 λ 1 < · · · < λ 2k+1 ).
Following the above program, we are able to determine completely the number 2 of simple factors in the crossed product algebra S n C(R n ). We also determine the rank of the groups K 1 G (P (V )) and K 0 G (P (V )): they are p n and 2P (n) − p n − i n , respectively, where P (n) denotes the total number of partitions of n.
As an irony of mathematical history, the Euler-Poincaré characteristic p n −i n associated to this equivariant K-theory of R n happens to have been determined by . . . Euler. It may be deduced from his well known "pentagonal identity In particular, p n − i n is always equal to 0, 1 or −1. On the other hand, the integers p n and i n increase very fast with n and satisfy the following asymptotic expansion:
8.3 1/4 .n 3/4 . What we have just said is included in the first three sections of the paper. In the fourth section, we work out the R(G)-module structure of K * G (V ), when G = S n and V = R n . This structure is much simpler if we work over Q, thanks to the Adams operations. When G is an arbitrary finite group, we may also determine K * G (V ) ⊗ C as a R(G) ⊗ C-module, thanks to the results developed by Slominska [10] and Baum-Connes [4] , quoted at the beginning.
1. Equivariant K-theory of real vector spaces 1.1. Let X be a compact space on which a finite group G acts and let V be a real vector bundle over X provided with a linear action of G, compatible with the projection on X. We can define on V a positive definite metric invariant by the action of G and consider the associated Clifford bundle C(V ); the group G also acts naturally on C(V ). We denote by E V G (X) the category of real vector bundles where G and C(V ) act simultaneously; these two actions are linked together by the formula g * (a.e) = (g * a).(g * e), where the symbol * (respectively •) denotes the action of G (respectively of C(V )). If X is reduced to a point, this category is simply denoted by E V G .
1.2.
The method developped in [8, §1] for instance shows that E V G (X) is equivalent to the category of finitely generated protective modules over the crossed product algebra G C(V ), where C(V ) is the algebra of continuous sections of the bundle C(V ). On the other hand, if "1" denotes the trivial bundle of rank one (with the trivial action of G), we have a "restriction" functor
The following theorem, where V is considered as a locally compact space, is proved in [7] for both real and complex K-theory with compact supports: 
1.4.
Let us suppose now that X is reduced to a point. The categories ζ and ζ are then semisimple (all exact sequences are split). Therefore, they are both equivalent to a category of finitely generated modules over a semi-simple algebra, i.e., a product of matrix algebras over C (in the complex case), over C, R or H (in the real case). In the complex case, it follows that K 0 (ζ ) is free of finite type and
where "p" denotes the trivial bundle of rank p, with the trivial action of G. Therefore, the group
for p odd (in the complex case) is also free by the same argument.
Remark.
Let us suppose that G acts on V via oriented automorphisms and that the rank n of V is even, say n = 2r. If e 1 , . . . , e n is an orthonormal basis of V , the product (i) r e 1 , . . . , e n in the Clifford algebra C(V ) has square +1 and anticommutes with each e α . It follows that the category E
being identified with the "sum" functor. Therefore, the group K i G (V ) is isomorphic to the group K i of the Banach category E V G (X). In particular, if X is reduced to a point, K 1 G (V ) = 0, in contrast with Corollary 1.9 below. In real K-theory (with X reduced to a point again), the same argument shows that K i G (V ) = 0 if i ≡ 1 mod 4 and is free of finite type if i ≡ 0 mod 4.
1.6.
It remains to compute more precisely the rank of the free groups K i G (V ) (we consider now only complex K-theory), for an arbitrary finite group G. In this direction, we may use the isomorphism shown by Slominska [10] , Baum and Connes [4, 9] between the equivariant K-theory tensored by C and equivariant cohomology. More precisely, let G be the set of conjugacy classes of elements of G and g 1 , . . . , g p be a set of representatives.
The vector space K * G (V )⊗C is then isomorphic to the following direct sum of cohomology vector spaces
where C g i denotes the centralizer of g i and * denotes the degrees mod 2. 
is then a free Z-module of rank the number of conjugacy classes g i which are oriented and even (respectively odd).
Proof. The freeness of the groups has already been shown in 1.4. On the other hand, the H * c (V g i /C g ; C) are the reduced cohomology vector spaces in degrees q = dim(V g i ) of S q /Γ , where Γ = C g i . It is easy to see that each vector space is isomorphic to the invariant part of H q (S q ; C) under the action of Γ . Therefore, its dimension is 1 if g i is an oriented conjugacy class and 0, otherwise. ✷ The following corollary (where i n and p n are defined in the introduction) is an extension of a theorem of Le Gall and Monthubert [9] . It may be deduced from the preceding theorem if we decompose the elements g i of S n into a product of cycles: the oriented conjugacy classes are then in bijective correspondence with the products of cycles of different lengths. 
Corollary. Let
. In this formula, G acts on M via the representationσ ; the action of the Clifford algebra C(T ⊕W ) is induced from the homomorphism T ⊕W → End(M ⊗E) defined by
where ε = i r e 1 · · · e 2r and where (e α ) is an oriented orthonormal basis of T . We remark that this equivalence φ may be extended to the associated Z/2-graded categories.
Therefore, we also have the isomorphisms Proof. According to 1.10, it is enough to find two spinorial representation spaces T and T of even dimension such that V ⊕ T is isomorphic to V ⊕ T . We choose
The vector spaces T and T are spinorial, since their first two Stiefel-Whitney classes are reduced to 0. ✷
is determined in Section 4 of the paper.
Relation with the conjugacy classes of the Schur group
2.1. Let us consider the 2-fold covering 7 Pin(n) of O(n), and the associated covering G of G ⊂ O(n), via the pull-back diagram:
The kernel of the homomorphism G → G is identified with the multiplicative group ±1 in the Clifford algebra C(R n ). If G is the symmetric group S n , G is the classical Schur group 8 which is well known in representation theory [5] . To this extension of G we associate a cocycle which is defined as follows. Let g and h be two elements of G which commute and letg,h be two elements of G above them. The commutator [g,h] = ±1 is not trivial in general. More generally, if k α and h α are finite families of elements of G such that the product of the commutators [k α , h α ] is equal to 1, the sign of the product [k α ,h α ] defines the required cocycle. We would like to relate this sign to the "orientation" of the elements g = g i defined in 1.7. 6 Belonging therefore to H i (G; Z/2) with i = 1, 2. 7 In contrast with the conventions in [3] , we consider here the Pin group associated to the Clifford algebra of R n provided with the standard definite positive quadratic form (see also [6] ). 8 We keep this terminology for an arbitrary finite subgroup of the orthogonal group.
2.2.
Let V λ be the eigenspaces (of dimension 1 or 2) of g acting on V and let h ∈ C g . We may put aside the non real eigenvalues, since we see by deformation of these eigenvalues to 1 (V λ being stable by h) that the commutator [g,h] only depends on the eigenspaces of g and h associated to the eigenvalues +1 and −1. Let V + (respectively V − ) be the eigenspace of g associated to the eigenvalue +1 (respectively −1) which is of dimension n + (respectively n − ). We may notice that the element of the orthogonal group associated to the product e 1 · · · e p in Pin(n), p n, is the symmetry e i → ±e i , where the sign is +1 if i > p and −1 if i p, a fact which enables us to compute the commutator [g,h] easily. The argument of deformation and "crossing" of the eigenvalues quoted above reduces the discussion to one of the following four cases:
2.3.
From this table we can decide easily for a given g whether there exists, or not, an element h ∈ C g such that the commutator [g,h] is equal to −1 (which means thatg is conjugate to −g). Following the terminology of [5] , we say that a conjugacy class g of G is decomposed in G ifg is not conjugate to −g in the Schur group G. The following theorem is then a consequence of the previous worksheet; it is proved in [5, p. 29] when G = S n . We here use the following notations: h + = h| V + , with V + = Ker(ρ(g) − 1).
Theorem. The conjugacy classes g of G decomposed in G may be divided into two categories:
(a) The permutation g is even. Then ∀h ∈ C g , we have det(h) = det(h + ). In particular, if G = S n , g may be decomposed into a product of cycles of odd lengths. (b) The permutation g is odd. Then ∀h ∈ C g , we have det(h + ) = 1. In particular, if G = S n , g is decomposed into a product of cycles of different lengths.
Definition-Theorem. Let σ : G → GL(W ) be a representation of the group G. We say that σ is of linear type if it satisfies the additional assumption σ (−g) = −σ (g). The (finite) set of isomorphism classes of irreducible representations of linear type is then in bijective correspondence with the conjugacy classes of elements in G which are decomposed in G.
Proof. Since −1 is in the centre of G, it is clear that the irreducible representations of G are divided into two categories: those of linear type and those which satisfy the property σ (−g) = σ (g) for allg, i.e., coming from representations of G. According to character theory, the first ones are in duality with the conjugacy classes of elements in G which are not decomposed in G, while the second ones are in duality with two copies of the set of conjugacy classes of G which are decomposed in G. Therefore, we have the identity Proof. Let V = R 2r , ε = i (r+1) e 1 · · · e 2r and j be the canonical inclusion of Pin(V ) in C(V ) * , the group of invertible elements in the Clifford algebra C(V ). We define another homomorphism φ from Pin(V ) to C(V ) * by putting φ(u) = j (u) if u is of even degree and φ(u) = j (u).ε if u is of odd degree. Since (ε) 2 = −1 and ε anticommutes with the generators of the Clifford algebra, φ is a group homomorphism. On the other hand, we have a commutative diagram
In this diagram, θ is the standard covering of the orthogonal group by the Pin group and θ associates to u ∈ C(V ) * the inner automorphism s → u.s.u −1 . Therefore, we also have the commutative diagram
which we shall use to "untwist" the action of G on C(V ). More precisely, we are going to show that the category E V G is equivalent to the category E (V ) G of finite vector spaces with an action of G of linear type and an action of the Clifford algebra C(V ) commuting with it. Since C(V ) is isomorphic to a matrix algebra, it will follow (by Morita equivalence) that the category E V G is equivalent to the category of finite vector spaces provided with an action of G which is of linear type.
In order to carry out this program, let us consider an object M of E 9 The definition of the category E V G is given in 1.1. Note that the rank of K(E V G ) is also the number of simple factors in the crossed product algebra G C(V ) which is semi-simple. On the other hand, by changing η into η.ε, we note that η.ε commutes with the action of C(V ) and is still an involution. In other terms, the category E V ⊕1 G is equivalent to the category of finite vector spaces E with an action of Z/2 G of linear type, if we view this last group as the "Schur group" G associated to the subgroup
Finally, we notice that the case where V is odd dimensional follows from the even case, thanks to the category equivalence E V G ≈ E (
1) If n is even (respectively odd), R V G (respectively R V ⊕1

G ) is the number of conjugacy classes of G which are decomposed in G. (2) If n est odd (respectively even), R V G (respectively R V ⊕1
G ) is the number of conjugacy classes of the subgroup
G = Z/2 × G of O(n + 1) which are decomposed in G = Z/2 G.
Corollary (compare with 1.11). Let ρ : G → O(n) and ρ : G → O(n) be two representations of G into the orthogonal group O(n). Let w i (respectively w i ) be the
Stiefel-Whitney classes of ρ and ρ , respectively. We assume that w 1 = w 1 and w 2 = w 2 .
Finally, let G and G be the associated Schur groups. Then the number of conjugacy classes of G which are decomposed in G is equal to the number of conjugacy classes of G which are decomposed in G .
Proof. Let us assume first that n is even and let us denote by V and V the representation spaces of ρ and ρ , respectively. According to Theorem 2.6, it is enough to prove that the categories E V G and E V G are equivalent. To that effect, we apply the method in 1.10. If T is a space of spinorial representations of even dimension, the categories E
The case where n is odd is deduced from the even case if we replace V and V by V ⊕ 1 and V ⊕ 1, respectively. ✷ 2.10. The number of conjugacy classes of G or Z/2 G which are decomposed in G or Z/2 G is determined explicitly by Theorem 2.4. If G is the symmetric group on n letters, these numbers may be computed in terms of suitable partitions of n. More precisely, in addition to the numbers p n and i n of the introduction, we define j n as the number of partitions of n of the type n = λ 1 + · · · + λ s , 1 λ 1 · · · λ s , with odd λ i 's. It is a classical fact that j n = p n + i n . The reason is the following: the generating series of p n + i n is the product ∞ m=1 (1 + x m ) , while the generating series of j n is the product ∞ r=1 (1 − x 2r−1 ) −1 . Therefore, we only have to check the identity
which is quite obvious by a straightforward computation. From Definition-Theorem 2.5 and this discussion, we deduce the following statement which is an extension of Theorem 1.9 (see also Theorem 3.10):
2.11. Theorem. Let G be the symmetric group S n and V = R n . Then
is a free group of rank p n + 2i n , and
is a free group of rank 2p n + i n .
Proof. With the notations of the table at the end of this paper, where we look at all types of partitions of n, we have p n = B0 + B2 + D4; i n = D0 + D2 + B4; j n = A0 + B0 + C3 + D0 (= p n + i n according to 2.10). Note that the rows D (respectively B) are zero if n is even (respectively odd). ✷ 2.12. Generalization. Let A be a central simple algebra over a field k and let G be a finite group acting on A with an order invertible in A (which implies that the crossed product algebra G A is semi-simple). According to the Skolem-Noether theorem, the homomorphism Θ from A * to Aut(A) associating to s ∈ A * the inner automorphism x → s.x.s −1 is surjective with kernel k * . With notations slightly different from the previous ones, we define the "linear Schur group" G by the following pull-back diagram
In this situation, a representation of G of linear type is defined as an ordinary representation of G such that ρ(λ) is the multiplication by the scalar λ, for λ ∈ k * ⊂ G. With the same argument as in Theorem 2.6, we can show that the number of simple factors of the crossed product algebra G A is the number of irreducible representations of G of linear type.
In our context, A is the Clifford algebra C(V ), where V is of even dimension (over the complex field C). In this situation the irreducible representations of G of linear type are in bijective correspondence with those of G ⊂ G (as in 2.5).
3. Equivariant K-theory of real projective spaces 3.1. We may go further in the relation between Algebra and Topology by considering real projective bundles instead of Thom spaces. In so doing, we shall prove the result in Theorem 2.11 in a topological way. The following general theorem is valid in complex K-theory AND real K-theory: it is a natural extension of the results in [6, 7] .
Theorem. Let V be an equivariant real G-vector bundle with base X and P (V ) its associated real projective bundle. The equivariant K-theory K * G (P (V )) is then naturally isomorphic to the Grothendieck group K * +1 (φ), where φ is the restriction functor
with "1" denoting as always the trivial vector bundle of rank 1. More generally, if W is an equivariant subbundle of V , the relative equivariant K-theory K *
G (P (V ), P (W )) is isomorphic to the Grothendieck group K * +1 (ψ), where ψ is the functor
(g, v, ε, εη), with an involution εη commuting with the three other actions: this shows that the category E
G (X), we recover the functor φ of the theorem. The group K * G (P (V ), P (W )) is determined in an analogous way: it is the K * +1 -group of the diagram
which is also the K * +1 -group of the functor ψ in the theorem. ✷
3.3.
Let us suppose now that X is reduced to a point. 10 We are going to determine the dimension of the vector space K G (P (V )) ⊗ C, thanks to computations of the same nature as those of the first section. Making the terminology of 1.7 more precise, we say that a conjugacy class 11 g is strictly positive (respectively negative) if Ker(ρ(g) − 1) = 0 (respectively Ker(ρ(g) + 1) = 0). Now let {g i } be the set of conjugacy classes of elements in G. If we put X = P (V ), the subvector space X g i is the disjoint union of P (V +g i ) and of
where
Therefore, we see that a conjugacy class which is counted strictly positive or negative 12 contributes one extra dimension in the group K 0 . In the same way, a conjugacy class which is even oriented, counted positively or negatively contributes for one dimension in the K 1 -group (because the corresponding projective space is of odd dimension). From this discussion, we deduce the following theorem: 10 We should notice that K * G (P (V )) is not free in general, in contrast with the group K * G (V ). 11 A conjugacy class may be positive AND negative. 12 A conjugacy class which is counted at the same time positive and negative contributes 2 dimensions in the
Theorem. Let A G (respectively O G ) be the number of conjugacy classes which are strictly positive or negative (respectively strictly positive or negative and even oriented). Then, the rank of the group
K 0 G (P (V )) (respectively K 1 G (P (V ))) is equal to A G (respectively O G ).
Corollary. Let C G be the number of conjugacy classes of G. Then the rank
Proof. It is a direct consequence of 2.8 et 3.3, since the category E 1 G is the product
In the same way, we prove the following general statement: 
3.7.
Let us apply the previous considerations to the symmetric group G = S n acting naturally on R n . As we said before, the conjugacy class of g is associated to a partition 1 λ 1 · · · λ s with n = λ 1 + · · · + λ s . In Table 1 , we describe all the types of partitions which are relevant and deduce from it and Theorem 3.4 the following result. 13 3.8. Theorem. Let G = S n acting naturally on V = R n . Then the rank of K 0 G (P (V )) is 2P (n) − j n and the rank of K 1 G (P (V )) is p n , where P (n) is the total number of partitions of n, p n is defined in the introduction, and j n is the number of partitions of n = λ 1 +· · ·+λ s of type 1 λ 1 · · · λ s with odd λ i s (note that j n = p n + i n according to 2.10).
3.9.
On the other hand, we have P (n) = R 0 G , the rank of K(E 0 G ) which is the classical representation ring of G. In the same way, the rank R 1
As a consequence of Theorem 3.2, we therefore get the following result which gives a more direct 14 topological proof of Theorem 2.11:
and therefore R V ⊕1 G = p n + j n = 2p n + i n . 13 We recall the notations of Table 1 : p n = B0 + B2 + D4, i n = D0 + D2 + B4, j n = A0 + B0 + C3 + D0 (= p n + i n according to 2.10). 14 It is a more "direct" proof, since we do not distinguish between the even case from the odd. 3.11. Remark. Theorem 3.10 has an equivalent formulation in terms of the K-theory of crossed product algebras. Let us denote by C(R n ) the Clifford algebra of R n provided with a positive definite quadratic form. If A n is the crossed product algebra S n C(R n ) and B n the crossed product algebra S n C(R n+1 ), we have the following formulas
4. Relation with operations in complex K-theory. Multiplicative structures 4.1. Let R(S n ) be the representation ring of the symmetric group G = S n . As Atiyah has shown in [2] , every group homomorphism R(G) → Z gives rise to an operation in (complex) K-theory. It is defined by the composition
, where the first map is E → E ⊗n , the group G acting trivially on X and by permutation of the factors in E ⊗n . Let us put R(G) * = Hom(R(G), Z); the idea (due again to Atiyah) is to provide the direct sum n R(S) * with an algebra structure (denoted by ): it is induced by the obvious composition
As a key example, one might consider the element λ n of R(S n ) * = Hom(R(S n ) → Z) defined by λ n (π) = 1 if π is the dimension 1 representation of S n associated to the signature and by λ n (π) = 0 for the other irreducible representations. Table 1 Description of the equivariant K-theory of real projective spaces in terms of the decomposition of a conjugacy class into a product of cycles (when G is the symmetric group) A B C D p 0, q > 0 2 p cycles even (=) 2 p cycles odd ( =) ( 2p + 1) cycles odd (=) ( 2p + 1) cycles odd ( =) 0 0c y c l ee v e n K 0 = 1;
Theorem
Comments: a conjugacy class of the symmetric group is decomposed into a product of cycles of even and odd length (denoted simply by even or odd cycles).
The symbol (=) means a decomposition into cycles where there exist two cycles of the same nature (even or odd) which have the same length.
The symbol ( =) means a decomposition into cycles where all the cycles of the same nature (even or odd) have different lengths.
In each case, the identity K 0 = x (respectively K 1 = y) means the contribution x (respectively y) of the conjugacy class considered to the equivariant K 0 group (respectively K 1 group) of the real projective space P (V ). j n = A0 + B0 + C0 + D0 (= p n + i n according to 2.13) p n = B0 + B2 + D4 i n = D0 + D2 + B4.
The number of conjugacy classes in the symmetric group which are decomposed in the Schur group is equal to A0 + B0 + C0 + D0 + B4 + D4 (cf. Theorem 2.4).
However, we have to replace u
