Modular Neural Networks (MNNs) is a rapidly growing field in artificial Neural Networks (NNs) research. This paper surveys the different motivations for creating MNNs: biological, psychological, hardware, and computational. Then, the general stages of MNN design are outlined and surveyed as well, viz., task decomposition techniques, learning schemes and multi-module decision-making strategies. Advantages and disadvantages of the surveyed methods are pointed out, and an assessment with respect to practical potential is provided. Finally, some general recommendations for future designs are presented.
Introduction
A Modular Neural Network (MNN) is a Neural Network (NN) that consists of several modules, each module carrying out one sub-task of the NN's global task, and all modules functionally integrated. A module can be a sub-structure or a learning subprocedure of the whole network. The network's global task can be any neural network application, e.g., mapping, function approximation, clustering or associative memory application.
MNN is a rapidly growing field in NNs research. Researchers from several backgrounds and objectives are contributing to its growth. For example, motivated by the "non-neuromorphic" nature of the current artificial NN generation, some researchers with a biology-background are suggesting modular structures. Their goal is either to model the biological NN itself, i.e., a reverse engineering study, or to try to build artificial NNs which achieve the high capabilities of the biological system. Motivated by the psychology of learning in the human system, some other researchers modularize the NN's learning in an attempt to achieve clearer representation of information and less amount of internal interference. Another group of researchers develop modular NNs to fulfill the constraints put by the current hardwareimplementation technology. Nevertheless, most of the work in the MNN field aims to enhance the computational capabilities of the nonmodular alternatives, e.g., enhancing the networks' generalization, scalability, representation, and learning speed. Figure 1 shows the growth of the MNN field in a profile very much similar to the growth in the NN field. Notice that 44% of the MNNs research is done in the last two years. This illustrates the recent high interest in the field.
Biologists have studied modularization of the natural brain long time ago (e.g., Ref. 1). However, the first two attempts to build artificial modular neural networks, we are aware of, were in November 1987. E. Micheli-Tzanakou 2 outlined, briefly, a model he built of the vertebrate retina using an artificial MNN. He designed a collection of modules connected in series and parallel and used them to study the effects of lateral connectivity. In the same month, the Third Conference of Artificial Intelligence for Space Applications, Huntsville, Al, USA, published an abstract written by E. Fiesler and A. Choudry, 3 in which they suggested NNs as "a possible architecture" for building multi-modular space systems.
In 1988, the International Neural Network Society (INNS) first annual meeting witnessed three new MNN designs. A modular design was proposed for studying information processing in the nervous system. 4 The other two designs were applicationoriented. They were built for sorting 5 and patternrecognition, 6 respectively. In 1989, the field grew substantially, and tens of research papers were produced (refer to the provided bibliography for details).
This paper surveys the different motivations for creating MNNs; biological, psychological, hardware, and computational (Sec. 2). Then, the general stages of MNN design are outlined and surveyed as well, viz., task decomposition techniques, training schemes, and multi-module decision-making strategies (Sec. 3). The advantages and disadvantages of the surveyed methods are pointed out, and an assessment with respect to practical potential is provided. Section 4 gives a quick reference to the major attempts to use MNNs in real applications. Finally, some general recommendations for future designs are presented (Sec. 5).
Motivations
The importance of analyzing the motivations behind building MNN is that these motivations can be used in measuring the plausibility and performance of the models. We consider four types of motivations: biological, psychological, computational, and hardwareimplementation.
Biological motivations
Historically, the Biological Neural Network (BNN) structure was the main motivation behind building NNs, i.e., artificial NNs. 7 NN founders aimed at mimicing the functionality of the human brain in order to build useful computational models.
8-10
Moreover, NNs are considered, by many biologists, as one of the important methods which will help us understand the biological neural system itself.
11-13
However, a lot of criticism has been directed at the current generation of NNs because it ignores the biological facts. 11, 14, 15 There are calls for a new neuromorphic, i.e., truly biologically-plausible, NN generation with a promise that this will lead to significant advances in computational power.
11,16,17
It is true that NNs, so far, apply several assumptions which are biologically implausible. Its full, or even uniform, connectivity pattern 18 is isolated from external factors.
19 Synapses are identical in nature and they are only transferring a discrete amount of current into cells. 11 The neuronal state depends on the binary existence of an action or even an average rate of firing.
11 Very limited computing resources are available and network's scale-up is restricted.
17
Evolution of learning for recognition depends on mathematical functions, e.g., minimum-error, rather than hierarchical feature-extraction from images.
15
Network structures are identical.
14,19
However, the explosive growth of new information in neuroscience is still incapable of providing a complete vision about the biological NN system itself.
14 This prevents the true emulation of BNN using an NN. 16 Now, there is a tremendous amount of information at the component level, i.e., molecular and intracellular.
14 However, there is an obvious lack of information at the higher (and more abstract) levels. For example, although the number of discovered types of neurons in the human brain is estimated as tens of millions, 14 circuit diagrams are still incapable of representing the simplest functions performed by parts of the brain (e.g., the cerebellum or striate cortex).
14 Therefore, assessing the NN's "biological plausibility" is a dilemma by itself.
This lack of information on how exactly the biological system managed to achieve its marvelous capabilities prevents us from achieving the dream of a truly neuromorphic NN generation for real applications. For example, when the numeral-recognition NN model in Ref. 15 is "forced to be more like the brain," recognition accuracy degrades from 74% to 44% in the testing samples.
Therefore, we think that the plausibility of an NN should be assessed according to the desired objective, whether it is reverse engineering of the biological system, or solving a certain computational problem using an engineering model. We think that reverse engineering should be for the mere purpose of understanding the complexities of the natural system.
20
Examples of reverse engineering systems include, studying the behavior of the hidden units when the inputs and outputs are trained to patterns similar to some input-output information given by the nervous system 11, 21, 22 ; studying the "what" and "where" of cortical visual systems using the famous multipleexperts MNN 23 ; and studying the dynamics of the hippocampus brain region which performs learning and memory cognitive functions using an NN VLSI model.
24
On the other hand, the engineering model does not have to be fully plausible, from the absolute biological point of view, as long as it is computationally functioning. It is recommended, though, that system engineers extract "fresh" ideas from BNN discoveries, e.g., building a three-layered network with a new processing unit based on the cortical column. 25 However, attempting to build a general NN model which has the structural and computational capabilities of the biological system is far from realistic, according to the latest technological and anatomical advances.
Focusing our discussion on MNN designs, there are several ideas extracted from BNNs. Some of them are given below.
(a) Modularity. Biological modularity is the first idea which motivated many MNN designs. It appears that the brain is modular on different spatial scales. On the smallest scale, synapses are clustered on dendrites. On the largest scale, the brain is composed of several anatomically and functionally distinct areas. 26, 27 Between these two levels, columnar structures appear 28 with intracolumnar connections.
18
(b) Functional specialization concept. The visual cortex processes different attributes of the visual scene, such as form, color and motion, in separate "anatomically distinct" regions (modules) 29 ( Fig. 2 ). There are certain groups of neurons in the cortex responding specifically to certain important faces and tastes. 26 Local and global stimulus perceptions are handled by parts of the left and right brain-hemispheres, respectively. 27 This suggests similar functional specialization in the MNN modules.
30-32
(c) Fault tolerance. Biological modules, for example in the visual cortex, are communicating but functionally independent; bilateral damage to a particular part of the human cortex can result in a partial loss of sensation ability for a color, pattern, or motion, without any other notable deficit. 17, 29, 33, 34 This reinforces applying biologically-motivated MNNs to systems in hazardous environments. 9, 35, 36 It is also a motivation for building MNN hardware implementations. 16, 18, 30, 35, 37 However, simulating what we now know about the biological "circuits" may well be beyond the capability of the current hardware technology. For example, when part of the biological retina was simulated by a new artificial retina implant system, 37 the resultant hardware architecture goes "beyond the current decade's complexity of bioelectronic systems".
37
(d) Competition/Cooperation among modules on the micro-or macrobiological level. Cell groups are sometimes subject to competitive exclusion. 38 Visual cortex modules cooperate via certain connectivity patterns in forming the overall vision of objects. 29 These observations suggest forms of communication among modules in order to take the final system's decision.
39,40
The area of macro-biology is also rich in such ideas. Cooperation among "intelligent" workers in the ants kingdom, for example, gives new capabilities which are far more complicated than the individual-ant capability or even the simple summation of them all. 41 Through interesting communication and cooperation strategies, "army-ants" are able to form complicated tasks like building long "bridges" of their bodies to connect tree branches, and carrying relatively large and heavy items collectively. 41 This motivates the idea of designing a cooperation scheme which would give a performance much better than the direct summation of all modules' capabilities. 39, 42 (e) Scalability. In the biological sense, scalability refers to the ability of the brain to keep a nearly constant connectedness and processing time in spite of a range of sizes of its modules, which may reach several orders of magnitude. 43 It is suggested that this is a result of the brain's highly modular structure. 31 However, the exact patterns of connectivity and integration of information among the brain's modules is still completely unknown.
14 Scalability, if implemented in MNNs, is crucially important for building large-scale hardware implementations.
18
(f) Extendibility. A limited number of neurons is assigned to each column (no more than 100 18 ). This suggests that the brain avoids possible convergence problems by keeping the columns relatively small. 18 Hence, new modules can be added (used) without fundamentally changing the other modules' behavior. This feature motivated changing the current non-expandable networks into new modular architectures where adding more modules allows, hopefully, unlimited extendibility. 
Psychological motivations
The following are some human learning-system features which motivated modularization of the NN learning algorithms and structures.
(a) Learning in stages. There is a great amount of evidence from developmental psychology for the hypothesis that human learning is not just one-pass-learning. For example, it can be divided into distinct noninterfering stages such as sensormotoric intelligence, imaginative intelligence, and formal operations. 26, 45 These stages motivates a similar behavior in MNN design (e.g., the layer-by-layer learning in Ref. 26 18 This kind of "catastrophic interference" appears in simulation studies with the current state-of-the-art NN models, and proves to be dependent on the pattern of presenting learning samples and their overlap in the hidden layer.
18 The free retroactive interference learning which humans enjoy motivated MNNs. For example, CALM 18,50 is an MNN designed to develop a distinct internal representation which discriminates between subsequent training items as long as they are sufficiently different. (d) Decomposing tasks.
Human information processing systems sometimes decompose a complex task into parts of manageable size in order to solve it. This is the way which, for example, humans cope with NP-completeness. 26 This approach motivated modular learning. 26 A similar approach is used for solving the traveling salesman problem using a MNN mathematical model.
51
Finally, there are some attempts to simulate psychological systems using the NN approach in a way similar to reverse engineering of biological systems. 52, 53 In this way, psychological phenomena, such as "catastrophic interference" and even the "problem of consciousness," can be studied through an NN implementation of a human model. 
Hardware motivations
As NN models are becoming more complex and their applications more sophisticated, hardware implementation is becoming crucial for the development of the whole field. 18 Meanwhile, conventional hardware is slowly approaching its theoretical limits. 18 Therefore, it is important to develop new structures which have less memory and speed requirements, especially when dealing with large scale applications. 16, 18, 55, 56 The main constraints on the hardware implementations of NN are the number of fan-in (-out) connections per node 18 ; speed of processing information 57 ; and the length of physical connections. 30 The following are some advantages of the MNN over the nonmodular NNs with respect to these constraints.
(a) Sometimes, a tree-like topology, with atomic processors (adders) at the nodes, is used to calculate the summations of weights before multiplying them by the node transfer function. 18 This makes the speed of the feedforward process proportional to (the logarithm of) the number of weights per node
In case of virtual implementation of NNs, nodes and/or connections are multiplexed over the available processors and communication channels. 58 For example, implementing an MNN on NCUBE, 56 BSP400 neurocomputer, 59 and T800 transputer.
60
Having less connections per node results in decrease of the communication overhead on the buses and efficient use of utilizing the processors.
18,61
(c) In case of physical implementation of an NN, all nodes and connections are physically implemented in hardware. Voltages are used to represent activations at the connections.
18,62
If learning is performed off-line (nonadaptive implementation), the currents resulting from the summation of voltages over resistors (weights) are presented as the (analog) inputs to nodes. A limited fan-out is important for allowing enough current supply and decreasing the complexity of the circuit design. 57 In case of on-line learning, capacitors, for example, are used to store the weight values. 18 The constant supply needed for decreasing the volatility of weight values is directly affected by the number of connections of the network.
18 Optical implementation of connections is, perhaps, free from this constraint. 18, 57 In all of the above cases, a modular NN structure would provide the required low number of connections and limited fan-out. 63 Moreover, it would fit a corresponding modular hardware architecture with improved scalability, area efficiency, reduced interconnection problems, and increased robustness. 
30,57,65
Finally, although MNNs would facilitate hardware execution of NNs, there is still a deficiency in the accompanying (parallel) software which suffers from serious limitations, such as difficulty of "thinking parallel" and inability of serial-parallel software conversion systems in handling complex problems. 18 
Computational motivations

Complexity of learning
A difficult NN performance problem is the choice of the set of neural network weights which performs the desired mapping or classification function (sometimes called the loading problem). Although this problem is NP-complete, 66 there are greedy algorithms (e.g., gradient search algorithms) which can offer good approximations. 8, 67 However, such algorithms suffer from the high coupling (interdependency) they introduce in training different hidden nodes. 39, 56 This high coupling does not cope with the variation in complexity of sub-parts of the task under consideration. If we consider a classification task as an example, the network during learning will, first, learn the easy (nonoverlapping, odd, separable) categories, i.e., their output-error will decay first. In doing so, it will devote most of its hidden units for them.
56
The difficult (overlapping) categories left will not find enough hidden units to accurately define their decision boundaries. If learning proceeds till a satisfactory performance is obtained for those categories, the learning of the other easy tasks will be corrupted as a result of memorizing of features of individual categories. 56 In other words, there will always be partial over-and under-learning as long as the hidden units are coupled. 68 We think that slow-learning and overlearning problems in nonmodular networks are just symptoms of this coupling drawback. Figure 4 and Table 1 show an experiment we have carried out to illustrate the above point on a nineclass 2D classification problem learned by a threelayer Backpropagation network. Notice the range of complexity (overlap) among the different classes. Table 1 shows that after 20 sweeps over the training set, the network has learned classes 2, 4, 8, and 9. However, the rest of the classes were still underlearned. Then, after 100 sweeps over the training set, the network has now learned classes 1, 6, 8, and 9. However, 2, and 4 are now over-trained, i.e., their recognition performance starts degrading, while 3, 5, and 7 are still under-learned. After 200 sweeps, the network has learned classes 1, 3, 5, 8, and 9. However, the over-trained classes included class 6, while class 7 is still under-learned. Adding more layers or nodes will only solve the problem in case the whole network works as a look-up table (i.e., the case of overlearning).
To understand the reason behind this behavior, consider the Backpropagation learning equation, ∆W (n + 1) = α∆W (n) − εdE/dW , where ∆W (n) is the weight change vector for epoch n, dE/dW is the current weight change vector, α is a constant which determines the effect of past weight changes on the current change, and ε is the learning rate. As learning proceeds, the less overlapping classes will show a higher rate of progress than the more complex ones, i.e., the effect of dE/dW of the unique classes will be more significant, and they will, eventually, succeed in capturing more hidden nodes. The straight- forward solution to this problem is to give the more complex (weakly recognized) classes higher ε (learning rate) than the others (as suggested by Ref. 56 ). However, we think that this solution fails because of the "catastrophic interference" phenomenon. 18 The introduction of higher ε for a certain class will, certainly, enhance its performance. However, what has been learned about all other classes would be corrupted, and the overall performance would degrade. The optimum method for avoiding such a problem would be to train the NN weights one by one rather than training the whole network, 26 hence avoiding coupling among hidden nodes. Because of the practical difficulty of this approach, the layer-by-layer modular learning scheme is suggested for nonmodular NNs.
26
For modular structures, dividing the classification task to separate neural modules decreases the coupling effect. Modules would, then, solve less complex sub-problems, i.e., not problems with less overlap, but rather, problems with less overlap variations. 39, 56, 69 Although choosing the sets of weights on the local (modular) level is still NPcomplete, learning will be easier for the smaller sub-tasks which are more homogeneous (in terms of overlapping). 
NN size
Theoretically, a multilayer feedforward network with as few as one hidden layer is capable of approximating any function with any desired degree of accuracy. 70 However, there is a condition that there should be sufficiently many hidden units available. 70 Determining the sufficient number of hidden units is another challenging problem.
67
Meanwhile, there is no general criteria for choosing the network's size (number of hidden nodes) since the parameters of each application demand different network capabilities. What is common for all applications is this: If the network is too small, it will not be able to grasp the different dimensions of complexity of the problem. If the network is too large, it will be "too capable" of representing the function, i.e., it will act as a look-up table.
67 There have been several attempts to overcome this problem. Examples are: determining the network's size by trial-and-error, starting learning with a very large network and then pruning unchanging nodes and/or connections, and starting learning with a small network and gradually adding hidden nodes as learning evolves. 67 However, these methods introduce much complexity to the learning procedure and they are still lacking in generality. 67 Modularization involves decreasing the size of the neural network's "learning unit." This is the main computational merit which an MNN would offer. A limited network size is also specifically important if there is a limited storage capability available (for example, a large data base for a Japanese character recognition application 56 ).
Generalization
Generalization is the ability of the NN to respond, with a reasonable accuracy, to inputs that were not part of the training data. It is a measure of how well the NN performs on the actual problem once training is complete. 67 Generalization is usually measured by testing the performance of the NN at unlearned input samples. The number of training samples is important for guaranteeing good generalization. Many researchers relate this number to the size of the NN, and discuss the relation between them in both ways: What NN size gives the best generalization given a certain number of training samples 71 ? And, how many training samples are required for training a network with a predefined size 72 ? The most famous theoretical worst-case bound on the number of training samples is the VC dimension, [72] [73] [74] [75] which is, roughly, a linear function in the number of weights. 76 It is suggested that the number of training samples be larger than the VC dimension in order to obtain good generalization.
67
There are different rules-of-thumb to determine how large this number should be.
18,67 However, practically speaking, many researchers experience that the VC-dimension only offers a limited guide to the design (e.g., Ref. 72 ). The quality of the training samples and their place with respect to the borders of the different decisions are also important factors, not just their number.
77
In any case, decomposing the objective task over smaller, sparsely-connected, and less complex modules decreases the connections-per-node ratio substantially, and hence, decreases the theoretical, as well as the practical, bounds of the required number of training samples. 78 This factor is specifically important if there is a limited number of available training samples (e.g., when NN is used for modeling historical events 79 ).
Speed of learning
It is noticed in supervised classification applications that the more accurate the developed learning scheme is, the slower it is during learning.
67,80
However, there are applications where online learning and adaptation is important. There are several attempts to speed learning in traditional NN paradigms (e.g., "smart" initialization, 7 pruning during learning, 81 and variations on gradient search algorithms based on advanced learning rate, momentum adaptation, heuristic rules, or advanced optimization techniques 7, 82, 83 ). However, these techniques always introduce additional parameters which are usually defined according to some loose rules-ofthumb. If those parameters are not chosen properly, they can actually slow the rate of convergence.
67
Another approach for enhancing NN speed suggests the hardware implementation of the learning process. However, several technical problems still exist for large nonmodular NNs (Sec. 2.3).
The need for high-speed learning motivates MNN, where small modules (trained in parallel) would enhance the speed of convergence. 30, 40, 51, 56, 84 A modular structure also improves the speed of learning by reducing the effect of conflicting training information (or crosstalk as Jacobs put it in Ref. 30) . Crosstalk degrades the ability of the network to perform correctly for a group of patterns, and hence, delays the development towards a good solution. There are two types of crosstalk from which nonmodular NN suffer, spatial and temporal crosstalk.
30
Spatial crosstalk occurs when the outputs of the network provide conflicting error information to a single hidden unit in a single iteration. This is common in networks where the hidden layer is fully connected to the output layer (Fig. 5) .
Temporal crosstalk occurs when the network receives conflicting training information over time (iterations), e.g., when the network is forced to learn several dissimilar functions simultaneously. However, when those dissimilar functions are learned in different modules, smaller and simpler than the large nonmodular network, learning speed is greatly enhanced. 30 In Ref. 85 , modularizing the structure of the recurrent version of Backpropagation network enhances the speed, although some accuracy is sacrificed.
MNN Design stages
We suggest three general steps which are common in most MNN designs: task decomposition, training, and multimodule decision-making (Fig. 6) . Task decomposition is to divide the learning task into several sub-tasks, and assign each sub-task to one module of the MNN. The task-decomposition idea is similar to the old "divide and conquer" concept in benefiting from some additional knowledge about the task in order to break it into simpler (and more manageable) sub-tasks. Then, modules would learn in parallel or in a certain sequence according to the design. When the whole network is ready to operate, a multimodule decision-making strategy has to take part in order to integrate the different local decisions (at the modular level) into a global one.
MNNs' performance is a function in the efficiency of the three design stages. The MNN design has to give a reasonable balance between sub-tasks simplification and decision-making efficiency. While the task-decomposition algorithm attempts to produce sub-tasks as simple as they can be, the modules are expected to give the multimodule decision-making strategy enough information to take an accurate global decision.
Task decomposition
The following are different ways of defining modules (sub-tasks).
Naturally-defined modules
In some cases, the MNN handles a group of tasks which are naturally separate (different). This suggests a direct assignment of each task to one module. Examples are: determining truck type and truck velocity using different modules, 86 assigning each time delay NN to one speaker, 87 training two modules according to the two levels of likelihood of myocardial infarction, 88 assigning one Backpropagation net for each block of the image, 89 dividing the controller network into position control and damping module, 26 dividing the stop consonants into voiced and voiceless groups, 90, 91 and dividing raw signals into stationary and impulsive. 69 However, we think that a systematic taskdecomposition technique is needed for the following reasons. For example, consider the following classification problems.
(a) In many cases, a "visual image" of the different classes are not available, e.g., medical data. 92 This makes separating groups of classes into distinct sub-tasks a difficult job. (b) When the number of classes increases substantially, e.g., recognizing 100 words in Ref. 55 , it is usually difficult for the MNNdesigner to figure out which classes should be grouped in separate sub-tasks. (c) Sometimes, even when the designer has a visual image of the classes, the utilized featurevector may fail in representing the visual inter-and intraclass variations, e.g., vowel recognition problem in Ref. 92 . Hence, a systematic approach for task-decomposition would be important so that sub-tasks would be defined according to the available representation given by the features rather than what the features should be.
Generally, there are two ways of "modularizing" an NN systematically: modularizing learning and modularizing structure.
Modularizing learning
The current NN technology is criticized for its nonexplicit structure of learning. 26 An NN is still viewed as a "black-box", and information about intermediate learning steps are unavailable. This does not allow evaluation and/or debugging of independent and distinct sub-tasks.
Modularizing the learning procedure implies learning in stages, whether the NN structure is modular or nonmodular. Modular learning techniques make the NN technology more acceptable in an industrial engineering environment. 26 Beside giving better evaluating and debugging facilities, modularization also makes input-data representation easier to understand than the case of nonmodular networks.
93 Modular learning approaches include the following.
(a) Supporting supervised learning by feature extraction. Motivated by the human information processing system, an unsupervised learning stage is introduced before the supervised learning stage in order to represent data in a more advantageous way. 26 Reducing the dimensionality of the input data via unsupervised feature extraction decreases the computational expenses by decreasing the number of weights of the supervised learning NN. Moreover, this will enhance the generalization abilities of the network by decreasing the number of free parameters. 26, 71, 94 Feature extraction techniques include using an unsupervised deltarule self organization hidden layer before the supervised layers. 26 In Ref. 95 , the hidden layer of a supervised feedforward network is used to create an abstraction of the data which is used as the input to another supervised module. A similar technique is found in Ref. 96 26 Repeatedly: the first hidden layer is modified for a certain number of iterations. Then, its activations are mapped onto the output layer in order to modify the rest of the weight matrix, 26, 94 and so on.
Modularizing structure
In this approach, the application task is decomposed so that it would be distributed over several structurally separate modules (similar to the anatomically-distinct brain regions of the previous section). Since classification and function approximation are the main applications used with MNNs, they will dominate our discussion here.
Decomposing a classification task involves clustering (grouping) the categories into a certain number of groups. Then, a separate classifier (neural module) can be applied to every group. Figure 7 shows the general architecture of several modular structures. In Ref. 98 , we have carried out several experiments to compare these networks with each others and with the nonmodular alternative. The experiments showed the superiority of the modular networks (except for the case of the decoupled modules).
In Ref. 99 , the input space itself rather than the categories is "sliced" into several subspaces.
The simplest method for grouping categories uses a single network which learns all the different categories. The "inefficiency" in learning is then detected by its output confusion matrix, and used as a key for gathering confused categories in groups. Confusing classes can be defined according to human observation of the network's errors. 55 A genetic algorithm was proposed to optimize task allocation to the different modules.
101 A faster and more systematic way uses an unsupervised module for clustering categories as a prestage before learning. Then, supervised modules would learn the different groups separately. The following are examples of unsupervised techniques used for preparing the data for a modular structure. Japanese characters, 56 and speech words.
109
(d) LVQ network is used to obtain a set of reference vectors. 56, 110 These references are used to partition the feature space into sub-spaces, each one being assigned to a sub-net.
Determining the modules' sizes is one of the famous MNN-performance problems. Applying the task decomposition technique without putting any constraint on modules' sizes may lead to a domination of the classification sub-tasks by one module. Although all of the other modules would be simple and efficient, the dominating module would suffer from the same drawbacks of the nonmodular networks (e.g., Refs. 31, 40, 56, 108, 110 and 111) . In Ref. 109 , a constraint is put on the sub-databases that they should be equal in size. This, obviously, decreases the flexibility of the task-decomposition (clustering) technique to decide the size of the cluster only according to similarities among its members. Sometimes, an adaptive task-decomposition technique is defined to construct the MNN during learning. This is discussed in the next section.
Training modules
After the task-decomposition stage and the definition of the different algorithmic or structural modules, learning begins.
In most modular learning cases, modules (learning stages) are carried out sequentially. 26, 94, 96, 97 In Ref. 95 , however, an attempt is made to decouple the learning equations so that the modules would be executed in parallel for faster error propagation.
On the other hand, modular structures often train modules in parallel, independent of each other, i.e., their learning equations are completely decoupled. This allows faster convergence at the expense of using extra parallelism. 39, 40, 51, 56, 88, 97, 99, 108, 112, 141 In Ref. 104 , after defining clusters, the switching net and the leaf nets are trained in parallel.
Some MNNs adaptively define sub-tasks, and sometimes modules, during learning.
(a) In Ref. 110 , the MNN automatically grows according to the introduced learning samples. The LVQ network determines the creation of new branch networks if the similarity measure is less than a certain threshold. This allows the size to grow during learning according to the complexity of the problem. An alternative approach creates new hidden nodes, rather than new branch networks, also according to the uniqueness of the arriving training samples. 113 A similar incremental approach is given in Ref. 114 . A design is made specifically for inserting pretrained parts in the network topology. ing sample to one sub-net according to the result of clustering. This technique suffers from the sensitivity of the SOM towards overlapping classes with complex decision boundaries, and hence, the assignment of samples of the same category to different modules. 102 To enhance the performance, the training sample is directed to the nearest two modules rather than one, as in the version of Ref. 103 . (c) In Refs. 7, 30-32, as learning samples are introduced, the weights of the expert networks are modified so as to reduce the sum of the squared error between the output of the system and the desired output. The one which comes closer to producing the desired output is considered a winner. If the error is significantly improved, the gating modules will perform task-decomposition by assigning the input pattern to this winner expert. If the performance does not improve, the outputs of the gating network will approach neutral values, i.e., this sample is not yet clearly assigned to one of the modules. The mixture of experts has been used successfully in several applications. However, functions separated using this errorbased technique should be fundamentally different. Otherwise, all functions will be learned by all modules.
7 An asymptotical analysis has proved that performance will be at least as good as the nonmodular network learning with the same (local) learning scheme. 116 To avoid this limitation, an alternative which trains modules independently is suggested. 126 If N is the number of training samples and M is the number of modules, a single network trained on the whole N samples is proven to be more efficient than the whole ensemble when each module is trained on distinct N/M samples. Meanwhile, when the ensemble modules are trained with larger "overlapping" data sets, positive correlations among these sets increase and efficiency degrades as well. A similar technique is used to avoid local minima on the modular level. 128 The obvious drawback of this approach is its high computational requirements and, consequently, its low training speed. Some techniques have recently been suggested to "prune" the whole modules which prove to increase the global error. 128, 129 Several theoretical studies which attempt to optimize the combination of the ensemble modules are presented (for example, Refs. 130 and 131). Moreover, a crossvalidation technique is suggested for improving performance.
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(c) In Ref. 90 , several three-layer modules are trained separately. When they reach the desired performance levels, the weights at their hidden nodes are fixed. Then, all the hidden nodes are merged (concatenated) and some hidden nodes are added to glue them, i.e., to discover additional features when learning is resumed (Fig. 8) . The resultant large network now has a smart start-point for further learning (tuning) after weights are released.
Sharing information among modules may be set subject to a certain condition. For example, only when the learning BP falls into a local minimum in Refs. 133 and 134, the SOM intervenes by classifying the presented patterns and changing the weights accordingly.
Some structural modules learn in a sequential order and allow passing of information after each stage. In Ref. 135 , the knowledge module waits for a bias from the experience module. In Ref. 136 , matrix inversion and frequency modulation are formulated as a sequence of functions learned by a sequence of modules.
After learning is completed, a strategy is needed for integrating the local decisions of the modules into the final global one, i.e., to carry out multimodule decision-making.
Multimodule decision-making
The relationship among modules may vary from complete decoupling, through cooperation, to competition. In Ref. 137 , there has been an attempt to combine cooperation and competition. However, the result is an assignment network which is incapable of adaptive learning, and hence, incapable of handling most practical applications.
Decoupled modules
In case of complete decoupling, the decision is taken according to the absolute maximum activation of all the modules. 69, 88, 109 In this scheme of decisionmaking, every sub-net has no information about the others, and hence, there is no inhibition to any high reaction in a wrong module. 39 To build a strategy which is more capable of dealing with complex problems, there should be some defined relationship among the decision boundaries of the different modules.
Competitive modules
Competition among modules is sometimes carried out using an unsupervised NN. Unsupervised NNs, typically, contain two layers of neurons. One is the input layer, which receives the testing sample vector. The second is the output (competitive) layer which has a certain number of nodes, each referring to one of the modules. When a testing input is presented, the output node which has a weight vector closest to the current input (in some distance metric) will be the only active node (in the winner-take-all competition). Then, the module which corresponds to this node will be allowed to take the final decision.
The problem with this technique is the high sensitivity of the unsupervised networks (for example, SOM, ART and LVQ) in handling "complex" feature space. 7, 40, 56, 102, 103, 110 Unsupervised networks categorize patterns that are "near enough," according to a fixed distance measure, into the same category. This methodology is unsuitable for classifying complex patterns, where the distances among the different categories and even within the same category are highly variable. The following are some solutions suggested to avoid this limitation. 
Cooperative modules
In the cooperative decision-making schemes, all the outputs of the different sub-nets are combined rather than one winner sub-net being used. The degree of the modules' dependency differs from one technique to the other. It is suggested in Ref.
138 that combining the result of several independent classifiers is better than combining dependent classifiers even with better individual performance. One way of cooperation defines an other bit at the output of each module. 56, 88, 91 This bit gives an alarm if the sub-net decides that this sample does not belong to its group of decisions. This gives one additional bit of information which may not be sufficient in case of more than two modules. Moreover, the other local decision is learned using training samples from all the classes outside the network. This training can be quite complex if the diversity in these classes is large.
69
The objective of a voting scheme in real-life elections is to represent the information available at the different bids in order to reach a "fair" final decision. A fair decision can be defined as the decision which best represents the consensus of voters.
139
This decision-making scheme motivates multimodule decision-making in MNNs, where the modules are modeled as voters in a single ballot election.
39,112,140
The aim is, also, to reach a representative final decision according to the local opinions (activations) of the modules. Voting is used for cooperation among multiple identical modules trained on the same large task. 112, 127, 141 However, identical networks, even with different initialization schemes, tend to produce similar mistakes.
112 Therefore, the single module performance will only be slightly enhanced.
112,141
In most of the MNNs with voting modules, the Majority (Plurality) voting scheme is used, i.e., each module "nominates" one class and the class which takes the majority of the votes wins. Therefore, the Majority vote only uses the maximum activation at the output layer (which corresponds to the module's choice). However, a study of the feasibility of utilizing other voting schemes is given in Ref. 42 . It is concluded that the voting schemes which consider both the order and the preferences of the votes are more accurate in taking the final classification decision. Examples of such schemes are the Fuzzy (Average) vote and the Nash vote. 42 When these schemes are utilized with the Cooperative Modular Neural Network (CMNN), much better results are obtained. 42, 142, 143 A similar scheme which uses "fuzzy integrals" to combine several NN activations is in Ref. 144 . Fuzzy and Nash votes can be used in enhancing the performance of several majority-vote MNNs.
112,141,145
In Ref. 146 , a visual explanation of the decisions of the different classifier modules is provided. This allows the system to benefit from the information available at the human user.
MNNs in real applications
Artificial NNs, in general, proved to be extremely successful for many real applications (refer to the July, 1997, issue of the IEEE transactions on NNs for examples).
However, the nonmodular NNs technical problems -discussed above -encouraged new designs of MNNs for several applications. Examples are: reverse engineering natural systems, Figure 9 shows a comparison between two kinds of MNN research: application-oriented and theory-oriented. 
Conclusions
In this paper, modular neural network structures and algorithms are surveyed. Based on the presented information, the following recommendations can be given for future designers.
(a) Other related fields can be utilized in designing MNNs. An example is, using multiparticipant decision-making techniques in integrating the local decisions of the different modules. Another example is studying the biological discoveries for extracting more fresh ideas for modularization, e.g., the visual cortex specialized modules. However, for building engineering solutions to real applications, the MNN design does not have to be completely "biologically plausible." (b) The task decomposition technique should put a constraint on the modules' sizes. However, modules should not be forced to be equalsized because this will limit the system's flexibility. Also, it is recommended to design an automatic task-decomposition technique rather than depending on human experience. However, the fixed distance-criterion used in unsupervised NNs is unsuitable for complex problems. Changing this criterion according to different levels of data-complexity may be more efficient. This can be achieved, for example, by using a hierarchy of unsupervised NNs for task decomposition. (c) The task-decomposition technique should be able to deal with the wide range of overlaps in the input space, i.e., to create more "homogeneous" sub-tasks for modules. (d) Decoupling the learning equations of the different modules allows them to learn in parallel. This gives a faster and less complex learning. (e) Multimodule decision-making should efficiently integrate the local "experiences" of all the modules. (f) It appears from the survey that MNNdesigners usually do not balance the simplification of sub-tasks and the efficiency of the multimodule decision-making strategy. In other words, the task-decomposition algorithm should produce sub-tasks as simple as they can be, but meanwhile, modules have to be able to give the multimodule decisionmaking strategy enough information to take an accurate global decision. (g) The performance of a new MNN should be compared with other state-of-the-art MNNs rather than with the traditional models which are, usually, less efficient. Also, the performance criteria should include, in addition to accuracy and speed, aspects like the feasibility of hardware implementation, computational "work," and the memory requirements of the model.
