This paper presents both experiments and associated numerical simulations of hypervelocity impacts (approx. 3000 m/s) of spherical aluminum projectiles onto hollow aluminum cylinders with either water or sand filling, which serve as representative filling substances for fluid and powdery materials, respectively. High-speed video technique is used to monitor the impact process. The paper mainly focuses on the following two subjects: (a) A direct comparison of failure and fracture of the container shell and the associated release of the filling depending on its type in both experiment and simulation. (b) With the above mentioned cases as reference examples, the applicability and efficiency of different numerical methods is investigated, such as Langrangian discretizations with Finite Element (FE)/Smoothed Particle Hydrodynamics (SPH) coupling, a coupled adaptive FE/SPH discretization and a coupled Euler/Lagrange method. The influence of the different simulation methods in terms of container failure representation and ejecta cloud properties is investigated and compared with the experimental results.
Introduction
The structural response of a filled container-such as shell deformation or even a sudden rupture of the overall container-to hypervelocity impact loads does not only depend on mass and velocity of the projectile but is also strongly influenced by the type of the filling substance. Whereas the phenomena occurring during impacts on fluid filled containers, such as the so-called hydrodynamic ram (HRAM), have been studied in the past experimentally [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] and numerically [8] [9] [10] [11] [12] [13] [14] the reaction of containers with granular or powder-like filling has, despite their relevance for security in many areas, attained far less attention. Whereas HRAM may lead to a catastrophic failure when a fluid filled container is impacted, the effect of a hypervelocity impact on container with granular fillings is expected to be highly attenuated. The experiments and simulations mentioned above all dealt with impact velocities less than ~ 900 m/s (except [8] with 1850 m/s) and mostly steel projectiles; only moderate container deformation occurred there. This paper presents both experiments and associated numerical simulations of the impact of a spherical aluminum projectile with ~ 3000 m/s onto an aluminum cylinder with either water or sand filling, which serve as representative filling substances for fluid and powdery materials, respectively. Here, severe container deformation with catastrophic failure and fragmentation occurs for the water-filled case. Also the aluminum projectile highly deforms and finally fragments. This is crucial for the numerical discretization scheme for simulating these kinds of impact events.
The main focus of this paper is on a direct comparison of the container response and the associated release of the filling in both experiment and simulation as well as on different numerical discretization approaches to simulate the impact.
In Section 2 details on the experimental setup and the findings are presented. These are the basis for the numerical modeling and for comparison. Section 3 is devoted to the numerical simulations. The different discretization approaches that were used are shortly presented in 3.1. The setups of the computational grids and the material models are introduced in 3.2 and 3.3, respectively. The simulation results are depicted and discussed in 3.4. Final conclusions are drawn in Section 4.
Experiments
As reference cases for the numerical simulations, two ballistic tests have been performed at Fraunhofer EMI. Spherical aluminum projectiles were accelerated to approximately 3000 m/s using a two stage light gas gun technology to impact onto hollow aluminum cylinder (with either water or sand filling) perpendicular to the cylinder axis at half height (see Figure 1) . The pressure inside the target chamber was reduced to 150 mbar to reduce the air drag effect on the spreading of the fillings.
The projectile had a diameter of 10 mm and a mass of 1.48 g. The final velocities of the projectile were 2913 m/s (water) and 2940 m/s (sand), respectively, leading to a kinetic energy of approx. 6.6 kJ. The cylinder had an outer diameter of 45 mm, a wall thickness of 1.5 mm and a height of 120 mm. It was closed with two plastic end caps glued to the cylinder. The setup of the target inside the target chamber is shown in Figure 1 .
The sand filling was represented by micro glass spheres with particles sizes up to 50 μm with a bulk density (material density) of 1.17 (2.5) g/cm³. The filling level was in both cases (water and sand, respectively) nearly 100 %.
The impact of the projectile was monitored with a Photron high-speed camera (100,000 frames per second), see Figure 1 , of which frames are used for comparison with numerical results. The temporal damage evolution for the two impact cases (water and sand), depicted in Figure 1 , are described in the following.
By impacting the water filled cylinder (left column), massive cracks formed in circumferential direction of the cylinder which are oriented parallel to the cylinder axis (t = 0.06 ms). After approx. 0.15 ms the cylinder hull was almost completely fragmented and the sealing of the end caps had already failed due to the impulsive load. The water splashed out of the opened container laterally as well as on the upper and lower ends of the cylinder. The hull was fragmented into many pieces as can be seen on the post impact images on the bottom of Figure 1 .
In contrast to the catastrophic failure of the cylinder hull when HRAM is present, the cylinder hull remains structurally intact in the case with sand filling, see Figure 1 . The sand-filled cylinder only showed relatively small hull deformations in the vicinity of the projectile's shoot direction and an ellipsoidal entry hole which was approx. 3.5 and 2, resp., times wider than the diameter of the projectile. There was no exit hole but a crack at the back of the cylinder, i.e. the projectile or its fragments got stuck in the sand.
Of course, the active principles are very different in the two cases since water has a very low compressibility compared to the sand filling. But it is noticeable that in both cases the densities of the fillings were not very different (1 vs. 1.17 g/cm³), so that the main difference in the hull response is essentially attributed to the significantly different behavior of the fillings under compressive loadings. Furthermore, in the case when the container is sand-filled the dynamics is an order of magnitude slower than in the case with the water filling This can be best seen when one compares the position of the caps and the front of the exiting fillings at 0.15 ms (for water) and 1.5 ms (for sand), e.g. in Figure 1 .
Numerical Simulation

Methodology
Different numerical simulation methods are used to simulate the container impact with water and sand fillings, respectively. We used an Euler-Lagrange FV/FE (Finite Volume/Finite Element) and a Lagrange-Lagrange FE/SPH coupling approach.
The Euler-Lagrange FV/FE simulations were performed with the commercial hydrocode ANSYS AUTODYN [18] . This allowed to combine both reference frames in one single run in order to provide an appropriate solution technique to be applied to each type of material. In the Euler processor of AUTODYN a finite volume method is used to solve the governing conservation equations of mass, momentum and energy. The so-called fully Euler/Lagrange coupling method ensures that pressures arising in the Eulerian domain (water) are transformed into area loads acting on external facets of the Lagrangian (structural) parts in the intersection region of both computational domains that cause deformation. The deformation in turn changes the boundary condition for the fluid flow in the Eulerian domain.
The Lagrange-Lagrange FE/SPH simulations were performed with the EMI in-house research code SOPHIA. Since the Lagrangian finite element technique is a very common method that is widely used in structural mechanics and beyond, it is not described in detail here. Instead we refer to textbooks and code manuals [16] [17] [18] .
In SOPHIA, under integrated 8-node, hexahedral elements with an appropriate viscosity-based hourglass control are used. The node-to-surface contact algorithm used to calculate the forces between interacting Lagrangian parts (FE or SPH) is based on a penalty-approach similar to that described in [19] . In problems where high material deformations are expected to occur like in the present case, purely mesh based approaches like Lagrangian FE have some inherent limitations regarding the capture of the strong geometrical non-linearity, since severe mesh distortions can result in low accuracy, small timesteps and even in negative Jacobians leading to a numerical breakdown. In order to avoid this, element erosion is commonly used. Based on user-defined criteria-e.g. effective (plastic) strain and the minimum angle between element edges-elements are removed ("eroded") from the calculations. SOPHIA offers the option to adaptively replace deleted elements by either simple mass points or SPH particles. When the mass point option is used, the element under consideration is replaced by an "eroded node", which carries the mass and the linear momentum of the eroded element. Eroded nodes do not interact with each other but with other elements via node-to-surface contact. However, material volume, internal energy and angular momentum are lost when elements are replaced by mass points. Whereas the mass point feature is commonly used in most commercial codes, the adaptive conversion of elements into SPH particles, realized in the SOPHIA code ( [10] , [15] ), is not that common. With this approach element volume, internal energy and angular momentum are preserved, too.
SPH is a Lagrangian meshfree particle method used to discretize structures or fluids and was originally developed by Lucy and Monaghan ( [20] , [21] ). We will not go into details of the SPH method here but we will briefly highlight the aspects which are relevant for this paper. For more details on the SPH formulation used in SOPHIA we refer to [10] .
Water filled target Setup in target chamber Sand filled target
Exploded view of a CAD model of the empty target
Post impact damage: Water filled target Sand filled target For SPH the physical domain under consideration is discretized with particles which are not topological connected to each other like elements in a FE approach. Hence, the limitations of grid-based methods in regions where large deformations occur do not apply to SPH. When coupling to a FE domain the resolution in the SPH domain should at least have twice the resolution in the FE domain [10] . In the simulations presented in this paper, the interaction between SPH (a) (b) Front (c) Back particles and finite elements is realized via a contact algorithm, similar to that used for FE-FE contact, see above. However, other coupling schemes are available in SOPHIA as described in [10] . For the Lagrange-Lagrange FE/SPH coupled simulation we used models with a FE domain for the container (hull and caps) and an ab initio SPH domain for the projectile and the filling as well as an initially pure FE model for all parts where SPH particles were adaptively (in the course of the simulation) inserted by replacing eroded elements. The number of particles for the replacement can be user-defined by specifying the number of particles per element side. Best results are obtained when 2 (a2p, adaptive to 2 particles) or 3 (a3p) particles are inserted per element side (which results in a total number of 8 = 2 3 or 27 = 3 3 particles per element, respectively). Figure 2 shows the setups used for the different numerical simulation approaches. The water or sand filled cylindrical tube consists of an aluminum hull (red) and two polycarbonate caps (light blue). The aluminum projectile (sphere of radius 5.0 mm) has an impact velocity of 3000 m/s and hits the cylindrical tube (radius = 22.5 mm, height = 124.0 mm) perpendicularly to the tube axis in the middle of its height. For modelling reasons, the tubes are not filled by exactly 100 % with water and sand, respectively. Figure 2 : Setups for the different numerical simulation methods used. Left: Euler discretization (grey, half of the computational domain is shown) for water and embedded FE model for projectile and container for the AUTODYN simulation. Middle: cross-sectional view of pure FE discretization for all components. Right: SPH discretization for water and sand filling, respectively, and projectile as well as FE discretization for the container (hull and caps).
Model setup
Material models
Typically, the full stress tensor which enters the momentum and energy equation is decomposed in a deviatoric and an isotropic part and separately modeled in hydrocodes. In the following, a brief description of the material models used is presented. To model the deviatoric behavior of both aluminum parts (hull and projectile) and the polycarbonate caps an isotropic linear elastic-plastic model with strength hardening after Johnson and Cook [22] is used:
Here, Y is the actual yield stress while Y 0 is the initial yield stress which holds for strain rates below the reference strain rate . B is the hardening parameter, C the strain rate constant, and the effective plastic strain and actual effective plastic strain rate, respectively. The homologous dimensionless temperature T * is a measure for thermal softening. T (T ref ; T melt ) is the actual (reference; melting) temperature, m is the thermal softening exponent. The model parameters are summarized in Table 1 . In addition the specific heat capacity at constant volume c v and the erosion strain ε eros are listed.
The isotropic part of the stress tensor is calculated via an equation of state (EOS), which gives a relation between thermodynamic state variables. Here a linear EOS for the polycarbonate caps and a so-called shock EOS of Mie-Grüneisen type for aluminum and water are used. The linear EOS reads p = K (ρ/ρ 0 -1) with pressure p, (initial) density (ρ 0 ) ρ and the bulk modulus K. The shock EOS reads p = p H (ρ) + ρΓ(e-e H ), with p H and e H denoting the reference Hugoniot pressure and energy, respectively, and Γ the Grüneisen coefficient. p H and e H can be expressed in terms of c b and S of the linear shock velocity (U S ) particle velocity (u p ) relation U S = c b + S u p . Here, c B is the acoustic compression wave velocity and S the slope describing the increase of the shock wave velocity with particle velocity. For more details see, e.g. [10] . Table 1 summarizes the material data used for the SOPHIA simulations.
For sand the compaction EOS (C-EOS) is used to describe the pressure as a function of density for plastic compaction and for elastic loading/unloading [23] . Since the characterization of the mechanical properties of the sand used in the experiments was not in the focus of the current research, the parameter sets reported in [23] were used. Only the density range of the parameter set was adapted to the artificial sand used here (with bulk density 1.17 g/cm³). Figure 3 shows the plastic compaction curve (red) and the elastic loading/unloading curve for fully (black) and partially compacted (green, dashed) material, which is described by p y p with (g being the density dependent sound speed. is also tabulated in the C-EOS model [23] .
The deviatoric behavior of sand is described by a granular strength model with a density dependent shear modulus G(ρ). The yielding is of Prandtl-Reuss type with a pressure dependent yield surface Y 0 (ρ). G and Y 0 are also tabulated in the strength model used (for parameter see [23] ). 
Simulation results
We first present a comparison of Euler/Lagrange (E/L) and FE/SPH simulation results by focusing on the initial shock wave phase. Figure 4 shows pressure contour plots in the symmetry plane spanned by the projectile velocity vector and the container axis. The first two pictures on the left show the shock wave formation (t = 5 μs) and propagation (t = 20 μs) for the E/L simulation. The Lagrangian FE projectile (magenta, (a)) is nearly completely eroded after penetration of the hull due to large mesh deformations and consequently, no momentum and energy are further transferred to the Eulerian domain. Therefore, only the first phase of the impact event can be represented with this approach.
A comparison of the shock wave front between the E/L and FE/SPH water simulation (b, c, both at t = 20 μs) show similar shapes with only minor differences, but in the FE/SPH simulation, the shock front has propagated further. This may be related to the ongoing momentum and energy transfer from the projectile to the water particles in contrast to the E/L 
case. For both cases, the cavity formation can be clearly seen, size and shape are comparable but in the E/L case it has a somewhat different contour in the front. The hull starts buckling in the impact region and the shape is again similar with the two methods.
Compared to the simulations with water filling, the one with sand filling (d) is quite different in terms of pressure wave form and propagation speed. Although the cavity formed is quite comparable (but a bit smaller), the wave front does not propagate that far and is still in the vicinity of the cavitation regime. Also, no buckling of the hull in the impact region is observed in contrast to the case with the water filling. The left pictures show the initial hydrodynamical fracturing of the hull; only a small amount of water has exited the can at this stage. The right pictures-90 μs later-show an advanced stage of the cracking process accompanied by a fast radial and axial fluid motion, accelerating the two caps in axial direction. In the two upper pictures, primarily finite water elements are transformed into SPH particles to a great extend due to the erosion criterion. These particles transport the momentum of the former finite elements and can still interact with the hull elements. Thus, the deformation of the hull is not finished yet. The last column of Figure 5 shows a comparison of the hull fragments from the simulation with fragments from the experiment. Here, only the FE parts of the hull are shown, hull elements that were converted into particles/eroded nodes are not shown.
For the case of the sand-filled cylinder, see Figure 6 , the principal difference in container deformation is replicated well in all simulations. Only a small deformation occurs in the vicinity of the entry point of the projectile, and a small crack is opening up on the opposite side of the cylinder. The caps are accelerated in the axial direction. However, the cracking of the cylinder occurs too early in the pure FE simulation, the amount of sand that leaves the cylinder seems slightly too big in the FE and the FE/SPH adaptive simulation as the exit hole predicted is too large. This is probably also due to the quite coarse discretization of the FE cylinder hull.
In terms of computing time, the pure FE simulation (with eroded nodes) is the fastest method compared to the FE/SPH and FE/SPH adaptive simulation. The FE/SPH water simulation is approx. 5 times slower (simulated physical time 0.3 ms) compared to pure FE. Comparing absolute values the FE/SPH sand simulation is slightly faster than the FE/SPH water simulation. This is even more pronounced when adaptive conversion is used (3 times faster), however, significantly less particles are adaptively generated compared to the water simulation, where almost all FE elements got converted in the course of the simulation. Therefore, the FE/SPH adaptive water simulation (a2p) is comparable with the FE/SPH simulation regarding computing time.
Conclusions
Hypervelocity experiments showed the influence of the type of filling on the deformation behavior of an impacted container. Whereas the fluid filled container showed a catastrophic failure and fragmented into many parts due to a pronounced HRAM effect, the container with the sand filling showed only small and localized hull deformations and damage. The experiments are used to assess the usefulness of different discretization schemes that might be applied in order to perform a numerical simulation of this type of impact event. For hypervelocity impact, where high deformations of the impacting projectile are expected to occur, Euler/Lagrange coupling schemes are not suitable when the projectile is modeled by Lagrangian finite elements, since large deformations lead to element erosion. Hence, momentum and energy are not further transferred from the projectile to the Eulerian domain. In principle the deformation behavior can be modelled using Lagrangian finite elements, but the behavior of the fluid or granular filling is better represented if they are discretized using the meshfree SPH method, however, the computing time drastically increases in that case. The adaptive conversion into finite elements is a compromise in view both of the accuracy achieved and the required computing time. It would have advantages particularly in cases where only a small part of the structure needs to be represented with SPH or, if considering large structures, it is not known from the first which parts are better represented by SPH particles.
