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An existence theorem is proved for a difference system governed by a dynamical 
system. This theorem unities and generalizes some results concerning equations with 
periodic, almost periodic, weakly almost periodic, and pseudo-random right-hand 
sides. The notion of the natural extension due to Rohlin is used to obtain some 
results in the case of semidynamical systems. @‘I 1988 Academic Press, Inc. 
INTRODUCTION 
In the present paper we consider a difference system of the form 
4n + 1) = A(n) s(O)) + 5(n), n E Z. (0.1) 
We suppose that the behaviour of this system is forced by an external 
dynamical system. If (A’, S) is a (discrete) dynamical system, then every 
sequence of the form (cp(S”(X)),, n E Z, where CJJ maps X into RF, is called a 
trace of the trajectory (S”(X)),. We show, under suitable conditions, that if 
l and A are traces of a given trajectory, then the same property holds for 
the bounded solution of (0.1). This result generalizes some theorems 
concerning periodic, almost periodic, and weakly almost periodic pertur- 
bations. It is also applied, in the case when the dynamical system has 
“good” statistical properties, to difference equations with pseudo-random 
perturbations. 
In the last part of the paper we admit that our difference system is per- 
turbed by a semidynamical (noninvertible) system. Utilizing the construc- 
tion due to Rohlin of the natural extension of (X, S) [ 111, we give under 
suitable conditions some results about the existence of pseudo-random 
solutions of such systems. In this case we establish a relationship between 
the classical notions of ergodic theory and the perturbation theory. 
The present paper was stimulated by two sources. The first is the pertur- 
bation theory for differential equations (the results in the first four sections 
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are in the same spirit as those in [9]), and the second is an open problem 
posed by K. Cooke during his lecture at the Michigan State University in 
the Spring of 1983. 
In regard to almost periodic discrete processes as well as some 
applications to difference equations, see [S, 81. 
In this paper, if W is a topological space, then Cp( W) denotes the space 
of all bounded and continuous functions from W to RP, equipped with the 
supremum norm topology. Let Z be the set of all integers. In order to unify 
the notations we will consider Z with the discrete topology. We use also 
Cp(Z) as a ring with the multiplication given by the formula (u(n) u(n)),= 
u,(n) u,(n), i= 1, . . . . p, n E Z, 24, uE Cp(Z). 
1. ALGEBRA OF TRACES 
Let X be a compact Hausdorff topological space and let S be an inver- 
tible continuous mapping of X onto X. Then (X, S) is a classical (inver- 
tible) dynamical system. By the trajectory through a point x E X is meant 
the mapping Zsn + Y(x) E X and we denote it by (P(x))~. By the orbit 
of x we mean the set O(x) = { Y( ) x : n E Z}. We denote the closure of a set 
D by B. 
Let us fix an X E X. Every function u E Cp(Z) of the form 
u(n) = ds”(3), n E Z, 
where cp E Cp(X), is called a trace of the trajectory (r(x)),,. We denote the 
space of all p-dimensional traces by TP(X) = TP. It is obvious that TP is a 
subalgebra of Cp(Z). Further, for A E TP2 and 4 E TP, the product Al 
belongs to TP. A more interesting property of Tp is given by the following 
PROPOSITION 1.1. TP is a closed subalgebra of Cp( Z). 
Proof Let u be the uniform limit on Z of (v,), u,(n)= &S”(X)). 
Observe that the functions (Pi are uniformly continuous on the set O(X), 
since they are uniformly continuous on X. The sequence ((Pi) is uniformly 
convergent on O(X) and consequently the limit function cp = lim, (Pi is 
uniformly continuous on O(X). By the Tietze-Uhryson theorem, cp can be 
extended to the whole X. From the relation ok(n) = (p,JY(X)) we have also 
u(n) = &S”(2)), which completes the proof. 
Denote by C;(Z) the set Cp(Z) with the topology of pointwise 
convergence on Z. For cp E Cp(X), @ denotes the mapping from X into 
CP,(Z) defined by the formula 
@b)(n) = ds”(x)), nEZ, xEX. (1.1) 
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The mapping (p is continuous, because for every nE Z, cpo S” is a con- 
tinuous function. 
If u E C:(Z), we denote by uk and H,(u), respectively, the shift of II, i.e., 
ok(n) = u(k + n), and the closure of the set {II,: k E Z} in C;(Z) topology. 
Evidently H,(u) is a compact subset of C<(Z). 
2. PERTURBATION THEOREM 
Let (X, S) be a given dynamical system, where X is a compact Hausdorff 
space. Assume that X E X is fixed. Let A and < belong to Y’“(X) and rd(X), 
respectively, and let g: R” --+ Rd be a continuous mapping. Consider the 
difference equation 
u(n + 1) = 0) dub)) + t(n), nEZ. (2.1) 
Since C:‘(Z) x C:(Z) is isomorphic to Cf2+d(Z), the set H,(A, 5) is well 
defined. 
We call the pair (A, 5) admissible if for every (B, ~)EH,(A, [) the 
equation 
u(n + 1) = B(n) s(dn)) + v(n), n E Z, (2.2) 
has exactly one solution bounded on Z. 
THEOREM 2.1. Zf A E T@(X), t E Td(X), and the pair (A, 0 is admissible, 
then the unique bounded solution of (2.1) belongs to Td(.f). 
Proof Let ZJ be the unique bounded solution of (2.1). Since A and 5 are 
traces of (S”(X)), we have A(n) = @(S”(X)), t(n) = q(S”(.?)), where @ and 
(D are continuous functions. We define three mappings: O, p, $. 
The mapping $: X -+ Cd2+d(Z) is given by the formula 3 = (G, (p). From 
the relation $(sk(X)) = [A,, rk) we have $(O(.f))cH,(A, 4). As $ is 
continuous and H,(A, 5) is a closed subset of C:‘+“(Z), the inclusions 
-- 
$(W)) = $(W3) = HAA, 5) hold. 
The mapping cr: H,(A, 0 + C:(Z) assigns to every (B, q) E: H,(A, <) the 
unique bounded solution of (2.2). From (2.1) it follows that 
o(&, L) = u/c, k E Z. (2.3) 
Let us fix (B, v) E H,(A, t) and let (Ak,, tk,)m be a sequence converging 
to (B r,r) in CdZ+d(Z) topology. As H,(u) is a compact set, there exists a
subsequence ofK (u~,,,)~ converging to some w E H,(u). From (2.3) we obtain 
w(n + 1) = B(n) g(w(n)) + v(n), n E Z. 
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This relation and the assumption of admissibility of (A, 0 imply that 
a(& q) = w. Then the range of G is contained in the compact set H,(u). 
Now it is not difficult to see that 0 is a continuous mapping. 
The mapping p: C;(Z) + Rd is defined by setting p(u) = u(0). It is 
evidently continuous. 
Having p, (T, and I$ we set A(y) = p(a($(y))) for y E O(z). The function 1 
is continuous and o(x) is a closed subset of X, then we can extend 1 on the 
whole X. For y = S“(X), k E Z, we have 
W%)) = ~(44, L)) = P(+) = u(k), 
which shows that u is a trace of (Sk(X)),. 
In the general case, the admissibility condition for (A, 5) is difficult to
verify. For a linear system 
u(n + 1) = A(n) u(n) + 5(n), n E z, (2.4) 
this problem is much simpler, of course. Assume for example that the 
matrix function A possesses an exponential dichotomy. This condition 
means as follows [lo]. Let (U(n, M))~~~, n, m E Z, be the matrix of 
evolution for the equation 
u(n + 1) = A(n) u(n), n E Z, (2.5) 
that is, U(n + 1, m) = A(n) U(n, m) for n $ m and U(m, m) = I. 
The matrix A possesses an exponential dichotomy if for every m EZ 
there exists a representation of Rd as the direct sum of two subspaces 
N”‘(m) and Nc2)(m), such that the projections P(‘)(m) of Rd on N(‘)(m), 
i = 1,2, have the following properties: 
(a) U(n, m) N”‘(m) c N”‘(n), n 2 m, n, m E Z; 
(/I) sup(iP(m)(: mEZ} < +a; 
(y) (U(4 ml ~“Ym)),,, has an extension (H(n, m)),,, n, m E Z, 
such that for every m E Z, a E Rd, the sequence u(n) = H(n, m) a, n E Z, is 
the unique solution of (2.5) such that u(m) = P(‘)(m) a; 
(6) there exist constants 0 < 2 < 1, I > 0 such that 
1 U(n, m) P”‘(m)/ < 1;1”-” for n>m, 
IH(n, m)l d Mm-” for m>n. 
It is not difficult tosee that conditions (a)-(6) imply the existence of the 
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unique bounded solution of (2.4) whenever 5 is a bounded function. This 
bounded solution is given by the formula 
u(n)= +f G(n, m+ 1) t(n), n E z, (2.6) 
m=-m 
where 
G(n, m) = U(n, m) P(l)(m) for n>m, 
= -H(n, m) for n<m. 
It is easy to verify that if A is a bounded function and possesses an 
exponential dichotomy, then every matrix BE H,(A) has the same 
property. 
Thus we have the following 
COROLLARY 2.1. Zf A E T“‘(X), (; E Td(X), and A possesses an exponential 
dichotomy, then the unique bounded solution of (2.4) belongs to Td(i). 
The exponential dichotomy allows us to find an explicit formula for the 
bounded solution of (2.4) and to visualize that such a solution must be a 
trace of (Sn(%))n. To illustrate his fact, assume for simplicity’s sake that for 
every m, P”‘(m) = I. The last condition means that Eq. (2.5) is uniformly 
asymptotically stable. In this case, from (2.6) the bounded solution of (2.4) 
is of the form 
k-l 
u(k)= c w, m+l)t(m)= f U(k,k+m)t(k+m-1). (2.7) 
Now write explicitly A and 4 as the traces, i.e., A(n) = @(S”(X)), 
t(n)= &S”(X)), and denote by (U(n, m; x)),>~, XEX, the matrix of 
evolution of the equation u(n + 1) = @(S”(x)) u(n), n E Z. We have 
U(n, m; x) = @(F-‘(x)) . ..@(S”‘(x)). Now we can rewrite (2.7) in the 
form u(k) = A(S”(%)), where 
l(x) = 5 U(0, m; x) (p(SmP l(x)) for x E O(X). 
m=-00 
3. ALMOST AND WEAKLY ALMOST PERIODIC SOLUTIONS 
In this section we demonstrate that some theorems concerning the 
difference quations with periodic, almost periodic, or weakly almost 
periodic right-hand sides are, in some sense, special cases of Theorem 2.1. 
DISCRETE PROCESSES WITH PERTURBATIONS 123 
Following W. F. Eberlein [6], a function w E C’(Z) is called weakly 
almost periodic if the set {w,: k E Z) is relatively compact in the weak 
topology of Banach space Cp(Z). We will write “wap” as the abbreviation 
for weakly almost periodic. Since the topology of pointwise convergence is 
weaker than weak topology, a function w E C?(Z) is wap iff H,(w) is a 
weakly compact subset of C’(Z). It is known [6] that the set (WAP)p (Z) 
of all wap functions on Z is a closed subalgebra of C?‘(Z). It is also evident 
that wk E (WAP)p (Z) for every w E (WAP)P (Z) and k E Z. 
Let us note that w E C?(Z) is almost periodic iff H,(w) is a compact sub- 
set of Cp(Z). 
Now let 6~ C?‘(Z) be given. H,(c) is a compact subset of C:(Z). We put 
X= H,(G) and we define the dynamical system (s”), on X by setting 
S”v = v,, for DE X, nEZ. (3.1) 
The following proposition holds: 
PROPOSITION 3.1. If V is a periodic, an almost periodic, or wap function, 
then all elements of TP(V) have the same property, respectively. 
Proof: Let WE Tp(U), w(n)= cp(S”(U)) be fixed. 
In the almost periodic case, if a sequence (u~,)~ converges pointwise, 
then it converges uniformly. Hence the topologies of C;(Z) and Cp(Z) are 
identical on X. Now we define the mapping y from Z into Cp(Z) by setting 
y(k) = 6,. This mapping is of course almost periodic, because it has the 
same s-periods as V. Since cp is continuous, the composed mapping M: = cp 0 1’ 
is almost periodic too. 
In the weakly almost periodic case, if a sequence (Vk,)m converges 
pointwise, then it converges weakly in Cp(Z). Hence the topology of C”,(Z) 
and the weak topology of G’(Z) are identical on X. We are going to verify 
that the set { wk: k E Z> is relatively compact in the weak topology of 
Cp(Z). Assume that for some sequences (k,), (I,) c Z there exist the limits 
a = lim lim ~,~(l,), b = lim lim w,,(k,). (3.2) n m m ” 
Since V is a wap function, there exist subsequences (k;) and IL) such that 
Ukb -+ y and 6,; -+ z weakly in Cp(Z), where y and z are some wap 
functions. As for every r E Z, the transformation Cp(Z) 3 v + v, E Cp(Z) is 
weakly continuous, Uk;+ ,, --) y,;n, as n + CO, for every m = 1,2, . . . . and 
V,, +k’ + zk’, as m -+ CO, for every n = 1,2, . . . . in weak topology of Cp(Z). 
U&g again the fact that y and z are wap functions we may choose sub- 
sequences (ki) and (I;) such that there exist limits 
lim y,; = 7 and lim zk” = Z 
m ” ” 
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in weak topology of C’(Z). In particular, for every r E Z we have 
j(r) = lim lim Vk;+,;(r) = lim lim z?,(kl+ I:) 
m ” m n 
and 
Z(r) = lim lim Uk; + I~ (r) = lim lim i?,(ki + 1:). 
n m ” m 
Since 6, is a wap function, the set { Ur+r : s E Z} is weakly relatively 
compact in Cp(Z). Thus by the Grothendieck criterion of weak 
compactness [7], y(r) = Z(r). Now, since cp E Cp(X), we have from (3.2) the 
equalities 
a = lim lim (P(z?~;+,; ) = lim (P(z~.,) = Q(Z), ” n m n 
h=limlim(p(V,;+,; 
m n ) = I’,” (P(Y,,) = VW. 
The equality y= Z implies a =6, which again by the Grothendieck 
condition proves that the set { wk: k E Z} is relatively weakly compact in 
P(Z). 
If U is a periodic function with the period o, then X= H,(6) = 
{Uk : 0 Q k < 01, and hence for every cp E C’(X), the function (cp(V,)), is
periodic too. 
Now consider Eq (2.1). From Theorem 2.1 and Proposition 3.1 we may 
derive the following result: If A and r in (2.1) are periodic, almost periodic, 
or weakly almost periodic functions, and the pair (A, 5) is admissible, then 
the bounded solution of (2.1) is a function of the same kind, respectively. 
In fact, setting O= (A, <), X= H,(v), and defining S” by (3.1), we may 
represent A and 5 as the traces of the trajectory (Sn(6))n: (A(n), c(n))= 
p(s”(V)), where p(u) = v(O). Thus (A, 5) E Tdzfd(U) and by Theorem 2.1 the 
bounded solution of (2.1) belongs to Td( V). Accordingly, by Proposition 3.1 
this solution is, respectively, a periodic, an almost periodic, or a weakly 
almost periodic function. 
4. PSEUDO-RANDOM SOLUTIONS 
In this section we study Eq. (2.1) assuming that A and 5 are pseudo- 
random functions in the sense of J. Bass [ 1,2]. One of the ways for 
generating such functions is to defined them as traces of trajectories of an 
ergodic or a mixing dynamical system. In this case we can prove that 
Eq. (2.1) has a stationary or a pseudo-random solution. 
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We consider CE RP as a column vector and we denote by c’ the 
corresponding row vector. 
For a function fe Cp(Z) we set 
(cm) = Wfkf’), kEZ, (4.1) 
and we call Mf and rf the mean value and the correlation function off, 
respectively. If the limits in (4.1) exist, f is called a stationary function. If J 
is stationary, then for arbitrary constant vector c, f - c is stationary too. 
Thus for a stationaryf we define the covariance matrix by setting 
Kf =r(f-Mf)=Tf -(Mf)(Mf)‘. (4.2) 
If lim,, no (KS)(r) = 0, then f is called a pseudo-random function. A 
pseudo-random function f is called nontrivial if (Kf )(0) # 0. From the 
Cauchy inequality it follows that this is equivalent o Kf & 0. 
Now let X be a compact metric space, and let @ be the a-algebra of 
Bore1 subsets of X. Denote by p a normalized measure on 98 (p(X) = 1). 
Let S: X-+ X be a p-preserving, continuous, invertible transformation. We
will assume that the dynamical system C = (X, a’, p, S) is ergodic or 
mixing. If C is ergodic, then according to the Birkhoff individual ergodic 
theorem, for every cp E Cp(X) 
(4.3) 
for almost all x E X. Since Cp(X) is a separable space, there exists a subset 
x’ of X, of measure one, such that (4.3) holds for all cp E Cp(X) and x E x’. 
Every point of X’ will be called typical. If C is mixing, then C is ergodic 
and, in addition, there exists the limit 
for every cp, II/ E P(X). 
PROPOSITION 4.1. If C is ergodic and X is a typical point, then all the 
elements of TP(X) are stationary functions. If, in addition, .Y is mixing, then 
the functions from TP(X) are pseudo-random. 
Prooj: Let u E Tp(X), v(n) = &S”(X)) be fixed. By the Birkhoff theorem 
there exist the limits 
Mv = ,llm & Mf’ &S”(X)) = j q(x) p(dx) (4.5) 
n= --m x 
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(Tu)(k) = ,lFa & mf’ cp(Sk(S”(%))) cp’(s”(X)) 
II= --m 
= I 4Gk(x)) cp’(x) P(dX). (4.6) X 
Thus u is a stationary function. If C is mixing, then from con- 
ditions (4.4), (4.6), (4.5) we obtain lim,, 5 (fu)(k) = (Mu)(Mu)’ and from 
this it follows that u is pseudo-random. 
Now we may return to Eq. (2.1). Assume that A and 5 are traces of a 
trajectory (S”(X)),. From Theorem 2.1 and Proposition 4.1 we obtain 
immediately the following 
COROLLARY 4.1. Suppose Z is ergodic, X E X is a typical point, and 
(4 5)~ T d2+d(X). If the pair (A, r) is admissible, then the bounded solution 
of (2.1) is a stationary function. If, in addition, C is mixing, then this solution 
is pseudo-random. 
We conclude this section by considering a special example in which it is 
easy to observe that the pseudo-random solution is, in fact, a nontrivial 
random function. 
We consider a linear system 
u(n + 1) = Au(n) + t(n), n E 2, (4.7) 
where A is a constant matrix such that all its eigenvalues have real parts 
different from 1 and - 1. In this case A admits an exponential dichotomy. 
Let u be the unique bounded solution of (4.7). From Proposition 4.1 we 
know that u is a pseudo-random function. Equation (4.7) implies the 
relation 
(Kt)(m) = (Ku)(m) - A(Ku)(m - 1) - (Ku)(m + 1) A’ + A(Ku)(m) A’ (4.8) 
for every m E Z. Hence we obtain immediately that Kl & 0 implies Ku f 0. 
5. SEMIDYNAMICAL SYSTEMS 
In this section we are going to utilize the results of the previous 
paragraphs in the investigation fa difference equation perturbed by some 
semidynamical (noninvertible) system. Our idea is based on the fact that 
each semidynamical surjective system can be considered as a factor of a 
“bigger” invertible one. We will follow the construction due to Rohlin [ 111. 
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Now we recall some notions of the theory of dynamical systems [3]. We 
denote by N the set of all nonnegative integers. 
Let X, &9(X), and p be as before a compact metric space, the a-algebra of 
the Bore1 subsets of X, and a normalized measure on 9?(X), respectively. 
Let S: X+ X be a surjective, measure-preserving, continuous transfor- 
mation. We will call C = (X, a(X), p, S) a semidynamical system. If S is an 
invertible mapping, C is a dynamical system. 
Let C’ = (X’, g(X’), $, S’) be another semidynamical system. We say 
that C is a factor of ,J5” if there exists a measure-preserving map @ of X 
onto X such that $0 S’ = So II/. 
A dynamical system (invertible) ,E” is called the natural extension of a 
semidynamical system C if C is a factor of ,Y, and C’ is a factor of any 
other dynamical system of which 2 is a factor. The natural extension of a 
semidynamical surjective system always exists. We can give the following 
construction of the natural extension of C, due to Rohlin. 
Consider the metric, compact space X” = {I = (acn’), : g)(“) EX, n E N}, 
which is the Cartesian product of a countable number of spaces identical to 
X. Define the subset of X”, 
~==(1EXOO:~(-(“)=S(~(“+‘)), n=l,2,...}, 
2 with the relative topology of X” is a compact metric space. Denote by 71, 
the projections of 2 on X, r,(z) = z.(n), n = 1, 2, . . . . Let 3 be the o-algebra 
generated by the algebra 9&, = U,“= 1 rr; ‘(g(X)). g is equal to the a-algebra 
g(R) of Bore1 subsets of f. The formula P~(~c,;‘(A))=~(A), n= 1, 2, . . . . 
A E 98( X), defines a measure on gO. Denote by fi the extension of pLo on g. 
p is a normalized regular measure. Let 3 be the mapping of 8 onto 2, 
S(T) = $a”‘, z(*), ... ) = (S(P)), S(S2’), ...). 
It is evident that S is a jYi nvariant, continuous, invertible transformation. 
We have s-‘($‘), X(*)3 z.(3), . ..) = (,i?*‘, z.(3), . ..). The natural extension of C 
is the dynamical system z= (.?, b, 3). It is known that the natural exten- 
sion 2 of JI is ergodic or mixing iff C is ergodic or mixing, respectively [3]. 
Now let x E X. Similarly as in the case of the dynamical system, we can 
define the set T;(x) of the traces of the positive trajectory (F(x)): of x. 
That is, 
T:(x) = (< E F(N): t(n) = (p(S”(x)), cp E P(N), n E N). 
Analogously, as in the case of fE Cp(Z), we can say that y E CP(N) is a 
stationary function iff there exist the limits 
My = ,Ilfn= f mz’ y(n), (nJ)W) = M(Y,Y’) for kE N. 
n=O 
40Y~129 1-Y 
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Similarly, a stationary function y is pseudo-random iff (KY)(~) = 
f(y - My)(k) converges to zero as k + co. 
If our system Z is ergodic or mixing, then according to the Birkhoff 
theorem, almost all points of X are typical. We have the formulae 
analogous to (4.5) and (4.6). Thus we may conclude that for almost all 
x E A’, the traces of (Sn(x))n+ are stationary functions or, in the mixing case, 
random functions. 
If 2: is the natural extension of Z, then for a function $ E C?(X), $ 
denotes the element of G’(g) given by the formula 
$(n)=$(7T,(a)), ZET. (5.1) 
From the relation t&S”(x)) = $(,!?(a)), n E N, where n,(Z) = x, we see that 
if 2 is a typical point of 2; then x is a typical point of C. 
Since 8 is a compact metric space, there exists a subset y of g of 
measure one such that the points of Y are typical and Poisson stable [ 121. 
Let ( F&),= r be a sequence of compact sets such that yk c F and 
lim, Q( Y,) = p( P) = 1. Then from the relations ~;~(rc,( yk)) 3 yk, 
P(n,‘(n,( yk))) = /~(rt~( Fk)), we obtain that lim, p(rcl( Y,)) = 1. Thus the 
subset Y = Up=, K,( Yk) of X is measurable, & Y) = 1, the points of Y are 
typical points of C, and for every y E Y there exists a typical, Poisson stable 
point J of ,!?, such that 7c1 (J) = y. The points of Y we will be called generic. 
Now we may return to the difference equations. Let C = (X, 9?(X) p, S) 
be a fixed semidynamical system. We consider a difference equation 
utn + 1) = A(n) g(u(n)) + 5(n), n E N, (5.2) 
where A and < are some traces of (S’(X)),:, and X is a generic point of Z. 
Thus 
A(n) = @(syq), 
where (a, cp) E Cd2 + ‘(X). 
t(n) = (P(Y(~L n E N, (5.3) 
Let 2 be the natural extension of Z, and let k be a typical, Poisson 
stable point of 2, nl($) =X. Besides Eq. (5.2), we consider the equation 
4n + 1) = J(n) gtutn)) + Qn), n E 2, (5.4) 
where 2 and p are the traces of the trajectory through i and 
A”(n) = &Sn(i)), T(n) = cp(Sn(k)). (5.5) 
The functions b and @ are given by (5.1). 
Since we have n,(S”(k)) = Sri(Z) for n E N, the relations 
A(n) = A(n), r(n)=c(n) for nEN (5.6) 
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hold. Hence, if u is a solution on 2 of (5.4), then the restriction fu to the 
set N is a solution of (5.2). 
For GE C’(N), let w(G) be the subset of C’(Z), 
o(G)= {FEC’(Z): F(n)= lim G(n+k,), FEZ, lim k,= +oo}. 
,‘co r-m 
From (5.6) it follows that ~(2, r) = o(A, 5). Moreover, since k is Poisson 
stable, the relation o(A”, c) = H,(& r) holds. Thus in this situation we have 
44 5) = fm, 0 (5.7) 
We say that a pair (G, y) E Cd2+d(N) is admissible if for every 
(B, q) E w(G, y) Eq. (2.2) has exactly one bounded solution on Z. 
Now we can easily establish the following result: 
THEOREM 5.1. Suppose that C is ergodic. There exists a set Y c X of 
measure one such that if Xe Y, (A, ()E T?+*(X), and the pair (A, l) is 
admissible, then Eq. (5.2) has a stationary solution. Zf, in addition, z is 
mixing, then this stationary solution is pseudo-random. 
Proof The assumption of admissibility of (A, <) and relation (5.7) 
imply that the pair (A, p) is admissible. Now by Corollary 4.1 Eq. (5.4) has 
a stationary solution. Its restriction toN is, of course, a stationary solution 
of (5.2). 
If C is mixing, then 2 is mixing too, and by Corollary 4.1 the bounded 
solution of (5.4), and hence also its restriction to N, is a pseudo-random 
function. 
We end this section by considering a linear system 
u(n + 1) = Au(n) + 4(n), n E N, (5.8) 
where the eigenvalues of matrix A have the real parts different from 1 and 
- 1. In this case Eq. (5.4) is of the form 
u(n + 1) = A(n) + r(n), n E Z, (5.9) 
and as we know from the previous chapter, the pair (A, e) is admissible, It
is easy to calculate that the relation r(n) = t(n), n E N, implies MS= M& 
Kr= K& Hence, if 5 is a nontrivial pseudo-random function, then 5 is non- 
trivial too. This fact and (4.8) imply that Eq. (5.8) and (5.9) have nontrivial 
pseudo-random solutions. 
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