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I. INTRODUCTION 
Ever since R. A. Fisher (1918) introduced the analysis 
of variance technique the statistical aspects of planning and 
analyzing experiments have received much attention. The final 
result of an experiment depends to a large extent on the 
design according to which the experiment was performed. The 
design, in turn, depends largely on the type of experimental 
investigation one is dealing with. Obviously, different types 
of experiments require different designs. 
In a certain sense, practically all schemes of taking 
observations belong to the subject of design of experiments. 
In the present context, however, we confine ourselves to what 
one calls comparative experiments, i.e. experiments where 
different treatments are compared with each other. Moreover, 
in this dissertation we shall develop and discuss only designs 
which are applicable to certain types of genetic experiments. 
These experiments belong to the rather large class of 
selection experiments. They involve sets of certain types of 
multi-way genetic crosses and are believed to be of some use­
fulness in the study of quantitative inheritance generally and 
also more specifically in the development of hybrid breeding 
programs. 
A general procedure for studying quantitative inheritance 
is the development of inbred lines and the making of crosses 
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amongst these. Such a procedure is also widely used in hybrid 
breeding programs. Before starting such a program a number of 
practical problems have to be solved, such as choice of type 
of cross, single, three-way, or double cross; attention that 
should be given to the order in which the lines should be 
combined; prediction of the performance of one type of cross 
from that of another; estimation and interpretation of vari­
ances and covariances among crosses; and others (Cockerham 
(1961)). 
Procedures can be and have been devised which can deal 
with these problems, although sometimes only to a very limited 
extent. However, as in almost any field of experimental 
investigation the researcher is also faced with the problem 
that he wants to make inferences and draw conclusions on as 
broad a basis as possible, but that he has only limited 
resources at his disposal, i.e. limited amount of time, labor, 
space, money, etc. The theory of the design of experiments 
is then to ensure that the experimenter obtains data relevant 
to his hypothesis and his aims in as economical and "effi­
cient" a way as possible. 
The designs proposed In this study are intended to 
achieve this goal to a certain extent for multi-way genetic 
cross experiments. Since these designs are closely connected 
to experimental designs of the usual type, it seems in order 
to comment briefly on some developments in the theory of 
3 
experimental designs. 
The most commonly used design perhaps is the randomized 
block design. Its limitations with respect to the problems 
considered previously have led to a number of modified designs 
which will be of interest to us. One property of these 
designs is their increasing complexity and their decreasing 
inherent balance. 
The randomized block design is completely balanced in 
that each treatment occurs the same number of times, usually 
once, in every block. This condition is relaxed in the 
balanced incomplete block design, introduced by Yates (1936), 
to the degree that, if the number of experimental units per 
block is less than the number of treatments, every treatment 
occurs equally often with every other treatment in a block. 
In a partially balanced incomplete block design (PBIB) as 
defined by Bo se and Nair (1939) the treatments are divided 
into m associate classes and every treatment occurs times 
with its t-th associates in a block. In the generalized 
partially balanced incomplete block design (GPBIB) as given 
by Shah (1959) the treatments are divided into h groups. For 
a treatment in the i-th group the remaining treatments are 
again divided into ij:t-th associate classes, and the treat­
ment occurs with its i j : t-th associates exactly t^ times 
together in a block. This can result in the fact that treat­
ments in different groups do not occur equally often in the 
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experiment. 
The definitions and properties of these designs are such 
that, by applying the least squares procedure, their statisti­
cal analysis is fairly simple. It is argued sometimes that 
this is not any more of real importance with modern electronic 
computing facilities at hand. We do not adhere to this argu­
ment for theoretical and practical reasons, and considerable 
care has been taken in this study to keep the analysis of the 
proposed designs as simple as possible, although this does not 
necessarily exclude the use of electronic computers. 
It is obvious, however, that with increasing complexity 
of the design it becomes more difficult to construct actual 
plans which meet the requirements of this design. The con­
struction of such plans is a purely mathematical problem. In 
spite of their apparent lack of balance these designs show a 
certain amount of mathematical regularity and symmetry which, 
at least in the author's opinion, reveals their beauty apart 
from their usefulness. 
Different methods have been employed to construct actual 
plans, such as the application of Galois fields, finite 
geometries, projective geometry, certain geometrical configura­
tions, and others (Bose and Hair (1939)). For our present 
purposes we found It also useful to apply the theory of graphs 
(cf. Chapter V). Also, number theoretical concepts have been 
used to derive necessary conditions for the existence of 
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designs (e.g. Shrikhande (1950), Bose and Connor (1952)). For 
a particular design this is illustrated in Chapter III. 
The connection between incomplete block designs and 
multi-way genetic cross experiments as discussed in this 
study is as follows. Suppose we have n lines from a random 
mating population and we wish to initiate a hybrid breeding 
program. One could use single, three-way, or double crosses 
depending on certain circumstances. The numbers of crosses 
which one would have to make in order to find the best com­
binations of lines are n(n - l)/2, n(n - 1)(n - 2)/2, or 
n(n - 1)(n - 2)(n - j)/8, respectively. For practical pur­
poses these numbers are in general unreasonably large. The 
idea then is to consider only a sample of all possible crosses, 
estimate the "combining ability" of the lines, from which the 
performance of crosses not in the sample can be predicted more 
or less accurately depending on the types of gene action 
present. 
The question arises how such a sample should be taken. 
Obviously, any reasonable sampling scheme has to satisfy some -
basic requirements. For example, every line should occur in 
at least one sampled cross, because otherwise one cannot 
obtain any information about this line. For statistical 
reasons every line should occur equally often within the 
sampled crosses. The definitions of partial diallel (PDC), 
partial triallel (PTC), and partial tetra-allel crosses (PTAC) 
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are essentially based on these requirements (cf. Chapters II, 
V, VII). 
If (ij) denotes the single cross between lines i and j, 
we can set up a correspondence between (ij) and a block of 
size two containing the treatments i and j. This suggests 
immediately that one can construct PDC's by means of incom­
plete block designs. The construction and analysis of such 
designs is discussed in Chapter II with particular reference 
to PBIB association schemes. In this context we develop a new 
class of PBIB designs the mathematical properties of which are 
given in Chapter III. 
A possible three-way cross among the lines 1, ] and k 
can be represented by the ordered triplet (ij)k, where (!]) 
denotes an offspring of the single cross between the lines 1 
and 3. From general consideration it is obvious that there 
does not now exist a perfect correspondence between a three-
way cross and a block of size three containing the treatments 
i, j and k. However, this correspondence can be made unique 
by differentiating between the functions of a line, i.e. 
whether it appears in the single cross or as the single parent. 
We cannot go into any details here. Suffice it to say that 
this leads to the consideration of GPBIB association schemes 
and their application to PTC1s (cf. Chapter V). 
It has been mentioned earlier that the construction of 
incomplete block plans is not always a simple matter. It 
7 
seems therefore desirable to have PTC's xthich can be con­
structed according to some definite rules. In Chapter VI we 
present designs which are based on a circulant PBIB associa­
tion scheme and which can be written out quite easily. 
A possible four-way cross between the lines 1, j, k and 
I can be represented by (ij)(kt). Again, the correspondence 
between a four-way cross and a block of size four is not 
unique. However, the order of lines in a four-way cross is 
not nearly as important as in a three-way cross (Cockerham 
(1961)). This leads us in Chapter VII to consider PTAC's 
constructed by means of PBIB association schemes. 
The models for analyzing the designs and for predicting 
the performance of crosses are necessarily reduced and simpli­
fied models. A goodness-of-fit criterion for these models is 
provided by an appropriate analysis of variance. The reasons 
for a departure from these models can partly be explained, if 
we are willing to make the following assumptions: 
(i) regular autosomal diploid segregation 
(11) no linkages 
(ill) no maternal effects 
(iv) no environmental correlation between relatives 
(v) the lines can be considered to be random members 
from a Hardy-Weinberg equilibrium population with 
inbreeding coefficient P. 
The validity of these assumptions has been considered by 
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several workers (e.g. KempThorne (1956)). 
In summary then, this study is directed to the develop­
ment and evaluation of plans for sampling the totalities of 
all two-way crosses, of all three-way crosses and of all four-
way crosses. 
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II. PARTIAL DIALLBL GROSSES 
A. Review of Previous Work 
The "Method of Diallel Grossing" was first Introduced by 
Schmidt (1919) for comparing the breeding values of parents. 
This method consists of making all possible single crosses 
among a group of inbred lines or monoecious individuals. It 
is now commonly used in both animal and plant breeding, 
especially since the development of the concepts of general 
and specific combining ability by Sprague and Ta turn (194-2). 
The diallel cross is used essentially for two purposes: 
(i) The estimation of the genetic components of the variation 
among the yields of the crosses. This aspect has been con­
sidered by several workers, e.g. Hayman (1954, 1958, i960), 
Grifflng (1956a, b), Kempthorne (1956, 1957). 
(il) The estimation of the actual yielding capacities of the 
crosses. This is important for identifying crosses of best 
selection potential. The present study will be concerned 
mainly with this aspect from the point of view of experimental 
design. 
Ignoring reciprocal crosses and crossing within the same 
line, the total number of possible single crosses among a 
group of n lines is n(n - l)/2. If n is large this leads to 
unmanageable experiments. This imposes a severe limitation 
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on the use of the complete diallel cross. The question then 
arises whether observing only a sample of all possible crosses 
among a large number of lines may not be preferable to making 
all possible crosses among a smaller number of lines. Recent­
ly some authors have discussed the advantages of such a pro­
cedure and developed designs for this purpose (Kempthome 
(1957), Gilbert (1958), Hinkelmann and Stern (i960), 
Kempthome and Curnow (1961), Curnow (1963), and Fyfe and 
Gilbert (1963)). The designs proposed are called partial 
diallel crosses (PDG). 
The advantages of a PDO are summarized by Ournow (1963) 
as follows: 
(i) The variance of general combining ability among the 
population of which the lines are a sample can be 
estimated more accurately, 
(ii) selection can be made among crosses from a wider range 
of lines, and 
(ill) the general combining abilities of a larger number of 
lines can be estimated. Each line will be assessed 
with a relatively low precision but larger genetic 
gains may result from the more intense selection that 
can be applied to the lines. 
A possible PDO plan due to G. W. Brown was mentioned by 
Kempthome (1957). Details of the construction and analysis 
of this design were given by Kempthome and Ournow (1961). 
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Their designs represent circulant samples such that line 1 ia 
crossed with lines k + 1, k + 2, • • •, k + r where k = 
(n + 1 - r)/2 and r is the number of times every line occurs 
in the sample. line 2 is crossed with lines k + 2, k + 3, 
• • •, k + r + 1 and so on, every number being reduced mod n. 
For these designs n and r are even and odd or odd and even, 
respectively. 
The designs proposed by Hinkelmann and Stern (i960) -
their type II designs - are also circulant, in which line 1 
is always crossed with line 2 and with those lines whose 
numbers form an arithmetic progression of width d, where d is 
odd and n - 2 • 0 mod d. 
A quite different type of PDC's was proposed by Gilbert 
(1958)• When n is even the complete diallel cross (CDC) 
should be sampled by superimposing an n x n symmetric Latin 
square with a single letter on the main diagonal on the table 
of the crosses. Crosses corresponding to a suitable number 
of letters in the Latin square are then sampled. 
Gilbert (1958) mentioned the analogy between PDC's and 
incomplete block designs with blocks of size two. Since a 
CDC corresponds to a balanced incomplete block design (BIB) 
(Kempthome and Curnow (1961) ) it was to be expected that 
partially balanced incomplete block designs (PBIB) would be 
related to certain types of PDC's. Curnow (1963), and Fyfe 
and Gilbert (1963) have given some PDC's derived from PBIB's 
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with two associate classes, and Pyre and Gilbert (1963) fur­
ther introduce PDC's derived from a PBIB with three associate 
classes (their factorial designs). 
Hinkelmann and Kempthorne (1963) then considered the 
correspondence between PDC's and PBIB's with m associate 
classes and gave a general method of analyzing these designs. 
They consider in some detail two rather general classes of 
PDC's which proved to be more flexible than those derived from 
PBIB's with two associate classes. One class is derived from 
a generalization of group divisible PBIB1s with two associate 
classes (Roy (1953-54)). The other class represents an 
extension of a three-associate class design given by Vartak 
(1959). PBIB-type PDC's will be considered in more detail in 
the following sections. 
B. Construction and Analysis of PBIB-type PDC's 
1. Construction 
In the present study we confine ourselves to the diallel 
cross in the sense of Griffing's (1956b) "modified diallel", 
i.e. neither the parental lines nor the reciprocal crosses 
are included in the analysis. The latter amounts to ignoring 
maternal effects. 
We define a PDC in the following way. 
Definition 2.1: A set of matings is said to be a PDC if it 
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satisfies the Conditions: 
(1) Bach line is crossed to the same number r of dif­
ferent lines 
(ii) The number of times line j is crossed to line j1 is 
either zero or one. 
If we have n lines the total number of crosses is nr/2. 
For our purpose we shall modify slightly the usual 
definition of a PBIB. 
Definition 2.2: An Incomplete block design is said to be 
partially balanced if it satisfies the following conditions: 
(i) The experimental material is divided into b blocks 
of k units each, different treatments being applied 
to the units in the same block. 
(11) There are t treatments each of which occurs In r 
blocks. 
(ill) There can be established a relation of association 
between treatments satisfying the following require­
ments: 
(a) Two treatments are either 1st, 2nd, •••, or 
m-th associates. 
(b) Each treatment is the 0-th associate of itself 
and of no other treatment. 
(c) Each treatment has exactly n^ 1-th associates 
(1=0,1,•••,m). 
(d) Given any two treatments which are k-th 
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associates, Une numuer ox "tireaomenta common uu 
the i-th associates of the first and the j-th 
Ir 
associates of the second is p^ and is inde­
pendent of the pair of treatments with which 
Tr 
we start. Also ^ = p^. 
(lv) Two treatments which are i-th associates occur 
together in exactly X^ blocks (1=0,1,•••,m). 
The following relations can be shown to hold between the 
parameters (e.g. Bose and Mesner (1959)): 
bk = tr, 
m 
E n, = t, 
1=0 
m 
E X,n, = rk 
1=0 1 
m 
= ni- nkplj " nipjk - njpik 
We note that nQ = 1, = n^ If 1 = j and = 0 otherwise, 
p k^ = 1 if 1 = k and = 0 otherwise, XQ = r. The parameters 
of the second kind can be exhibited as elements of m + 1 
symmetric matrices 
(kx=0,1, • •. ,m). 
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£ 
p 
mo 
k k 
P01 P0m 
PH PL 
pL 
15 
The condition (111b) of Definition 2.2 is convenient, but only 
the association between different treatments determines the 
design. For this reason we shall refer to a design given by 
Definition 2.2 as a PBIB with m associate classes. 
By setting up a correspondence between line 1 of a PDC 
and treatment 1 of a PBIB, and considering the cross (1 x j) 
as corresponding to a block containing the treatments t and ] 
the relationship between PDC's and PBIB's becomes obvious. 
Furthermore, from Definition 2.1, it follows that in order to 
derive PDC's by means of the association scheme of known 
PBIB's one need only consider designs whose parameters X^ 
(k = 1,2,•••,m) can take on only the values zero or unity. 
Then the treatments j that are k-th associates of treatment 1 
with Xk = 1 for a PBIB correspond to lines j that are crossed 
to line i for a PDC. 
The PBIB's with two associate classes have been classi­
fied by Bose and Shimamoto (1952). Following their classifi­
cation Clatworthy (1955) has enumerated the corresponding 
plans with blocks of size two for r < 10. Curnow (1963) has 
used this enumeration to obtain his PBIB-type PDC's. He added 
some PDC's which correspond to disconnected PBIB's and also 
some circulant PDC's which correspond to PBIB's with more than 
two associate classes (Kempthorne (1953)). Fyfe and Gilbert's 
(1963) triangular designs correspond to triangular PBIB's with 
two associate classes. 
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2. Analysis 
A PDC is analyzed by means of the usual least squares 
procedure. Consider a PDC which has been replicated s times. 
The yield of the cross (i x j) in replicate can then be 
written as 
= 11 + gi + g3 + 8ij + rl + eljt (2 1) 
(1,3 = 1,2, • « • ,n, l^j, I = 1,2, • • •, s), where P is the 
general mean, g^ and g^ are the general combining abilities, 
s^j is the specific combining ability, r^ is the replicate 
effect, and is the experimental error. Assume that the 
®i* s13 501,1 «13^ are independently distributed with mean zero 
and variance <y2, u2 and respectively. g s * 
The normal equations for estimating the general combining 
abilities are 
1 (alj " f)èi = ai3(7U " 71 " Qi (2'2) 
3A 
(i = 1,2,''',n), where a^ = r for all 1 (since each line is 
crossed with r different lines), a^ = a^ = 1 if cross (i x 3) 
is in the sample and = 0 otherwise, y^ is the mean yield of 
cross (i x 3), and y is the average of all crosses. In matrix 
notation (2.2) can be written as 
A*g = Q (2.3) 
17 
where A* = A - — j A = F a. . 1, J-^lsannxn matrix 
n n,n xj ~1 u.,11 
with unity elements, g' = " ' ,8^ ], Q' = 
C ^l'^2' ' ' ' '^n -I ' r(A*) = n - 1, i.e. if A is non-singular 
a solution of (2.3) is given by 
g = r1Q (2.4) 
Denote the elements of A™* by a ^. Because of the 
relationship between a PDG and a PBIB with m associate classes, 
A"1 has at most m + 1 distinct elements, say a0,a1,•••,am, 
such that if lines 1 and j are k-th associates, then a^ = ak.. 
0 i A system of m + 1 equations in the m + 1 unknowns a ,a ,••*, 
am can be written out explicitly, the coefficients of the k-th 
equation being obtained from the matrix Pk. The general form 
of this system is 
mm . . 
E E X.pf aJ = 6 (2.5) 
i=o 3=0 1 *° 
(k = 0,1,•••,m), where ô^q Is the Kronecker 6. This then 
provides a general method of solving the normal equations 
(2.3) without inverting A directly. The advantage becomes 
substantial when n is large, since usually m « n. For some 
PDC's even more direct methods are available as we shall see 
in Section 0. 
The variance of the difference of two general combining 
abilities is given by 
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VarC6^ - gj] = (a11 + a^ - 2a^^)a2 
= 2(a° - a13)»2 
(since a^^ = a^3 = aP)  f  where <y2 = + tf^/s. Averaging over 
all possible comparisons we obtain 
Ave. Var £ èi - gj] = [ ( 2rna° - l)/r(n - 1) ]cr2 (2.6) 
For a CDC with n lines we have 
Var[gi - gj] = [2/(n - 2)  J<y 2  (2.7) 
for all 1 and j. We can define the ratio of (2.7) and (2.6) 
as the efficiency factor E of the PDC, i.e. 
S = 2r(n - l)/[ (n - 2) (2rna° - 1)] (2.8) 
B then is a criterion for comparing two PDC's with the same 
number of lines, n, and the same number of replicates per 
line, r, but with different association structures. The 
efficiencies B given by (2.8) are, of course, very low in 
general because the number of observations in the CDC is 
(n - l)/r times the number of observations in the PDC. The 
quantity 
B* = 2(n - 1)2/C (n - 2) (2rna° - 1)] (2.9) 
gives the efficiency of line comparisons on a per-observation 
basis. One should not, however, conclude that a PDC is nearly 
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as good as a CDC. 
The analysis of variance for a PDC is given in Table 1. 
It can be shown that the analysis of variance is the same for 
all types of PDC's. In Table 1, y^ denotes the mean of all 
crosses in the t-th replicate. 
C. Group Divisible PDC's 
In the previous section we have outlined a general 
procedure for constructing and analyzing PDC's by means of 
PBIB association schemes. In this section we shall present 
two classes of PBIB's, the Generalized Group Divisible PBIB 
and the Extended Group Divisible PBIB. The number of their 
associate classes and the corresponding numbers of associates 
depend on the possible factorizations of n. This property 
makes these PBIB's very flexible and hence very suitable for 
constructing PDC's. 
1. Definition of Generalized and Extended Group Divlslble 
PBIB designs 
For the Generalized Group Divisible design with m 
associate classes (GGD/m) we follow the definition given by 
Raghavarao (I960) with some modifications according to our 
general definition of a PBIB. 
Definition 2.3: An Incomplete block design is said to be a 
Table 1. Analysis of variance for PDC 
Source d.f. S.S. E(M.S.) 
Replicates s - 1 ~ E (y<, - y)2 
^ -t 
2 Grosses nr/2 - 1 s E1 (y.. - y) 
1,3 13 
General comb. n - 1 E g. Q. cr2 + scr2 + srln~2) a2 
ability 1 1 1 * s a - 1 g 
Specific comb. p 
ability n(r/2 - 1) Difference c+ so^ 
O 
Replicates x Crosses (s - 1)(nr/2 - 1) Difference o 
e 
Total snr/2 - 1 EE' (y, - y)2 
^ i,3 134 
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GGD/m - PBIB if it satisfies the conditions of Definition 2.2 
where (ii) and (ilia,b) are replaced by 
(11') There are n = ••Nm treatments denoted by 
(ll,i2,*••,im)(li = 1,2,---,N1; 12 = 1,2,•••,N2; 
•••; im = 1,2,•••,Nm). Bach treatment occurs in r 
blocks. 
(ilia1) Two treatments having the first (m-j) components 
but not the (m-]+l)-th component In common are the 
j-th associates (j = 0,1,•••,m). 
It is seen that 
ni = V.-i (2.10) 111 —XT J. 
(1 = 2,•••,m), n^ = Nm - 1 and n^ = 1. The P-matrices are 
^kxk xk { ^kx(m-k) 
i i 
=k 
^(m-k)xk 
D(m-k+1)x(m-k+1) 
(2.11) 
(k = 0,1,•• • ,m) where 0VTlrt is a null matrix of order kxk' ; 
is the k-th order column vector with elements n0,n^,•••, 
nk-l; xk 18 the transpose of xk; and D(1I.k+1)I(in.]î+1) is the 
diagonal matrix with elements N^m-1 " Nm-k+2^\-k+l " 2^ ' 
nk+l,nk+2'''''nm f^or k = 0 the first element is put equal to 
22 
In order to define the Extended Group Divisible design 
with m associate classes (EGD/m), where m = 2* - 1, we char­
acterize the associate classes by the ordered K-plet (Y.^, Yg, 
•••,Yk) where Y^ is either zero or one (i = 1,2,•••,*). The 
x-plet (0,0,•••,0) corresponds to the 0-th associate. Thus 
we have 2* - 1 associate classes. Denote the collection of 
all K-plets (Y-j^Yg, * • • >Y^) by rQ and the collection of all 
such x-plets except (0,0,•••,0) by T. We shall refer to the 
components in a x-plet which are equal to one as to the unity 
components of this x-plet and similarly to the components 
which are equal to zero as to the zero components. 
Definition 2.4: An incomplete block design is said to be an 
EGD/(2* - 1) - PBIB if it satisfies the conditions of Defini­
tion 2.2, where (11), (iia,b), (iiic) and (iv) are replaced by 
(11") There are n = treatments denoted by 
(1l»i2'* * * J1*) (ii = 1,2,•••,H1; ig = 1,2,•••,H2Ï 
. ; iK = 1,2, Bach treatment occurs in r 
blocks. 
(ilia") Two treatments are (Y^,Yg,•••,Yn)-th associates if 
they differ only in the components that correspond to 
the unity components of (YpYg,•••,YK), 
((Y1,Y2,-.-,YK) e rQ). 
(iiic" ) Each treatment has exactly &Y^Yg.. .Y ^1' ^2' ' ' ' ' ^x^"th 
associates. 
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(iv" ) Two treatments which are (Y-^, Yg, • • •, ïH)-th associates 
occur together in exactly XY v ...y blocks. 
1 2  'x  
One can see that for (Y^,Yg,•••,YH) e T 
IT (I, - 1) (2.12) 
iel 
where ly y ...y is the set of all 1 (1 < i < x) for which 
Y^ = 1 in (Y1,Y2,*••,Yx), and nQ0...Q = 1. The matrices 
Py y ...y for each (Y^,Yg,•••,YK) e can be obtained iter-
atively from the P-matrices given by Vartak (1959)• In our 
notation we have for x = 2 (It is convenient to write the 
associate classes in the standard order in which one writes 
down the main effects and interactions of a 2* factorial plan.) 
00 
0 0 
10 
0 Nx-1 0 0 
0 0 
l—1 iz
T 
0 
0 0 0 (N1-l)(Ng-l) 
0 1 0 0 
1 N-j-2 0 0 
0 0 0 Ng-l 
0 0 
1—1 1 (V
I 
(N1-2)(Ng-l) 
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01 
11 
0 0 1 0 
0 0 0 N^-l 
1 0 N2-2 0 
0 N^-l 0 (Nrl)(N2-2) 
0 0 0 1 
0 0 1 N^-2 
0 1 0 *2-2 
1 N-L-2 N2-2 (N1-2)(N2-2) 
It can then be seen that the P-matrlces for (x  + 1) factors 
can be derived from the P-matrlces for x factors (x > 2) In 
the following way: 
0 
0  
(Hx+1"1)PY1Y2- •-Yk 
(2.13) 
W - - V =  
0 
>T1T2'"YX (NXTI-2,PR1T2"-YX 
for (YjYg* • *Yk)  e  r^, where 0 is a null matrix of order 2Kx2K. 
Some properties of this.design will be discussed in more 
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detail in Chapter III. 
2. The formation of PPC's from Generalized and Extended Group 
Dlvislble PBIB designs 
Prom our general discussion in Section Bit is clear how 
the PBIB's given previously can be utilized to derive new 
PDC's. For given n and r one has to specify the values 
(either zero or one) for the parameters (k = 1,2,•••,m) or 
'••Yx (Y2''*''e r) such that the conditions 
are satisfied. This will not always be possible, but for 
large n these two classes will be fairly exhaustive depending 
on the possible factorizations of n. Note that the first 
class contains as a special case (m = 2) the Group Divisible 
PDC's given by Cumow (1963), and that the second class con­
tains the "factorial designs" given by Fyfe and Gilbert (1963) 
for h = 2. 
As an illustration we shall present two examples of how 
to derive a GGD-PDC and an EGD-PDC from the corresponding 
PBIB's for a given combination of values n and r. Suppose we 
have n = 60 and r = 7. We consider a GGD/4-PDC and an EGD/7-
m 
(2.14) 
or 
(2.15) 
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PDG. 
Example 2.1: GGD/4-PDC: If we take = 5, Ng = 2, N-j 
= 3, = 2, then n^ =1, n2 = 4, =6, = 48. Therefore 
let = 1, X2 = 0, Xj = 1, X^ = 0, since then (2.14) is 
satisfied, i.e. 7 = lxl + 0x4 + 1x6 + 0x48. The lines are 
denoted by (1,1,1,1), (1,1,1,2), (1,1,2,1), •••, (5,2,3,2), 
and each line is crossed with its first associate and its 
third associates, e.g. line (1,1,1,1) is crossed with (1,1,1,2) 
(1st associate) and with (1,2,1,1), (1,2,1,2), (1,2,2,1), 
(1,2,2,2), (1,2,3,1), (1,2,3,2) (3rd associates). 
Example 2.2: EGD/7-PDO: Take = 5, Ng = 4, = 3. 
Then we find n100 = 4, nQ10 = 3, n11Q = 12, n0Q1 = 2, n1Q1 = 
8» ^oil ~ ^ — Hence choose X Q^Q — 1» XQ^ Q — 1» 
X110 - X001 = XQ11 = Xl:L1 = 0, since then (2.15) is satisfied 
for r = 7. The lines are denoted by (1,1,1), (1,1,2), (1,1,3), 
(1,2,1), •••, (5,4,3) and each line is crossed with its 
(l,0,0)-th and (0,l,0)-th associates, e.g. (1,1,1) is crossed 
with (2,1,1), (3,1,1), (4,1,1), (5,1,1) ((l,O,O)-th associates) 
and (1,2,1), (1,3,1), (1,4,1) ((0,l,0)-th associates). 
We mention that the resulting number of associate classes 
for the PBIB1s defined earlier and therefore also for the 
corresponding PDC's can be less than m or (2* - 1) respec­
tively, depending on the choice of the X's. A general rule 
as to when this is possible is given by Vartak (1955). For 
our development in the following sections this is not of any 
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real importance, since a reduction of the number of associate 
classes destroys the symmetry- of these designs and hence does 
not allow a general treatment. There are, however, a few 
cases which deserve special attention. If in the GGD/m-PDC 
we have ~ Xg — — • • • 3 and = ^k+2 ~ ~ for 
any k, then this design reduces to a Group Divisible PDO with 
two associate classes, i.e. a GD/2-PD0 which is the same as a 
GGD/2-PD0. In general, if for the GGD-PDC two consecutive 
X1 s are equal, the number of associate classes can be reduced 
by one. The two corresponding associate classes are then 
combined into one class. A reduction to a GD/2-PDC is possi­
ble also if in the EGD/3-PDC we have X^Q = X^, or XQ1 = X-^. 
In order to derive PDC's for a given combination (n,r) 
one would first factorize n into two factors in all possible 
ways and all possible orderings (the ordering of the factors 
is only important for GGD-PDC's) and see if the conditions 
(2.14) or (2.15) can be satisfied. Then one would do the same 
for three factors etc. Among all possible different PDC's the 
one with the highest efficiency factor E (see Equation (2.8)) 
will be chosen for the actual experiment. In Table 12 in the 
Appendix we list the "best" Group Divisible designs for n = 
24, 36, 48, 60, 70, 80, 90 and 100, and r = 3,4,•••,12 (except 
n = 70, r = 3). We also include the appropriate factorization 
of n, the parameters X, the efficiency factor E, and E*. The 
X's are written like binary numbers. From the context of this 
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chapter it is clear how this ^ -representation has to be 
interpreted for GGD-PDC' s and EGD-PDC's. 
It is also of some Interest to point out that some PDC's 
in both classes are of the type that the parental lines are 
divided into groups and in each group a CDC or a PDC is per­
formed. 
The analysis of the PDC's derived from the GGD- and 
BGD-PBIB's can, of course, be carried out in general according 
to the rules given in Section B, but the special structures of 
these designs permit a direct algebraic solution of the normal 
equations for the general case. 
3. Analysis of GGD/m-PDC1 s 
Let us rewrite the model (2.1) using the notation of the 
previous section as 
y(i1i2-..ip),(j1j2...jp),<. = * + «îji,,.-.!,, + gj1j2-..jp 
(2.16) 
+ s(i1i2-.-ip),(j1d2---jp) + r<- + err°r 
where P = m for the GGD/m-PDC and P = X for the BGD/(2X - 1)-
PDC, and let ^(i-^ig* • *ip), (j-j^g* " denote the mean over all 
crosses involving the lines (i^ig, • • • ,ip) and Up jg, • • •, jp) • 
Furthermore let G's denote sums of g's where the summation is 
as follows: If in a G a subscript is replaced by a star, the 
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summation is over the whole range of this subscript, and if a 
subscript is bracketed, the summation is over the range of 
this subscript except for this particular value, e.g. 
nP-i nP 
1112* ' ' i1 E = 1 1 = 1 ^ il12* " "ip-l1P 
P-l P 
1 
P-l ^  ^P-l 
Consider an arbitrary but fixed g1 * .. From the 
X1 2 m 
structure of the associate classes (Definition 2.3) it follows 
that the sum of all g's corresponding to lines which are k-th 
associates of (i1,i2,•••,im) can be written as 
G, , (a \* * for k = 1,2, •• • ,m. The normal equa-
Y2 Vk^m-k+l' " 
tion for g1 * .for the general situation, i.e. with X's 
*lx2 m 
unspecified, is then 
• • im I X2"1l12* ' ^m-a^m-l^* 
(2.17) 
••• + XmG, 
where 
X° = r ~ kf 1 XfcIlk 
and 
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(dx, 32, —-, Jm) 
with S denoting the summation over all crosses 
(3» ^2» * * * » <)m^ 
that involve line (i^,i2,*••,im), and y denoting the overall 
mean. But now 
= Vs-Vt'-' 
(2.18) 
"Va-W 
Substituting (2.18) into (2.17) and collecting equal terms 
yields 
(X0 - xl)6i1i2...im + (Xx - X2^11l2"-im_1* 
+ (X2 - X3)6lil2...1^ 2## + ••• + (Xm_1 - Xm)Gli#...# 
(2.19) 
+ XmG#...* = Bl]i2"-ia * 
Summing Equation (2.19) over im, the resulting equation over 
etc., we obtain m equations, the m-th equation yielding 
a value for the (m-l)-th equation after substitution 
of the value for G* ^ * yielding a value for ., * etc. 
Substituting these values into (2.19) we finally obtain 
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Va"'1»" ['w1.' 
- (Po2/a2)Rl1l2-"lm_2** " " ^O.m-l/Vl'^»...* 
(2.20) 
~  ( p 0n/V R * .  J  /  a o  
where replacement of a subscript ln R, 1 , by a star means 
12* " x m  
that a sum has been formed over that subscript, 
% = X0 "" X1 
*k = ^k-l + 5m-k+l5m-k+2* ' *Nm x^k " Xk+V = l,2,'",m-l) 
^ = Vl + *1*2" "Vm 
and 
P0k = (Xk " Xk+l) " (Xk-1 " Xk^^-1,1^^-1^ 
" 
(Xk-2 " Xk-l)(Pk-2,2/ak-2) " " ' ™ (X1 " X2)(0l,k-l/al) 
k-1 
= <xk - Xk+l> - <xk-p " Xk-p+l)(pk-p,p/ak-p) 
(k = 1,2,""•,m) 
with 
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Pp,q Nm-p+lHm-p+2* X^p+q " Xp+q+V 
q-1 . 
rf1 ^P+q-r "" Xp+q-r+l)(*p+q-r,]/*p+q-r)] 
(p,q = 1,2,•••,m-l and p+q < m, = 0). For the computa­
tion of the 0Qk one has to start with p = m-1, q = 1, then 
p = m-2, q = 1,2, etc. 
From (2.20) and the structure of the associate classes 
it follows immediately that 
' ° = -  [ i -  1  w ] / « 0  
(2.21) 
r ;  ]h = - I ^(»Oï/°k' I / a0 <4 = 1.2,•••.»>). 
The normal equations are singular if and only if one or more 
of the a's are equal to zero. This occurs when Xk = 1, X^ = 
X2 = '*' = Xk-1 = Xk+1 = = Xm = 0 and Hm.fc+1 = 2. 
4. Analysis of EGD/(2* - l)-PD0's 
Again consider an arbitrary but fixed ^i^ig* • *i ' Froin 
the structure of the associate classes (Definition 2.4) it 
follows that the sum of all g's corresponding to the 
(Yi,T2, • • • ,Tn)-th associates of (ipig» • • • »iK) can be 
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, Y iV" Y x  , Y iV \  
expressed by G', i , where in G , 1 ... all i-sub-
1112 H 12 X 
scripts corresponding to unity components in (Y-^,Yg, • • • ,YK) 
are bracketed denoting summation over these subscripts in the 
way Indicated previously. Hence the normal equation for 
g4 4 ...4 for the general case is 
12 X 
* Y1Y2'"YK 
Xoo---o8liV-i» + r = Vr'1» 
(2 .22)  
where R. 4 .has the same meaning as in the case of the 
12 X 
GGD-PDC, and X00.. #0 = E Yg... Y^Y^Yg.-Y = r. 
x  
Y lV" Y x  Now denote by G. . , a sum of g's where all 
12**  * 1 x  
i-subscripts corresponding to unity components in 
(Yl'Y2'*"'Yx) are replaced by a star denoting summation over 
the whole range of these subscripts. Then there exists the 
following relationship: 
YlYg" * " Y« Vp-'t 
G'. , . = G (all G's which have an odd 
HV"1* 1i12,,,1n 
Y1Y2",Yr 
number of stars in G. . replaced 
1 2 ' "*  x  
by the corresponding subscripts) + (all 
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G's which have an even number (> 0) of 
YLV"YK 
stars in G replaced by the cor-
1 2 *  '  k  
responding subscripts). (2.23) 
Substituting (2.23) into (2.22) and collecting equal terms we 
obtain the normal equations in the form 
-Wym 
AOO---OV2---I* + ryVYiY2-"Yx Va-"1, = Sv1 
where the A* s are defined as follows: 
H 
(2.24) 
A Y y  •  •  •  y  = X y  y  . . .  y  - (all X's with subscripts that 
lf2 K 12 H 
have an odd number of excess unity compo­
nents over (Yx> Y2» * * * »Y*)) + (all X's with 
subscripts that have an even number of 
excess unity components over 
(Y1'Y2'---'Y*))' <(Y1'Y2-* *"'Y*) « r0>-
In order to solve the normal equations directly and in a 
compact form we define the following parameters. Let 
Vr'VitIlV..T 'l 
flT2 x 
where IY Y ...Y has been defined in Section 1. Now let 
12 * 
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" "
Yx ~ yV°0,  * '° + r T mpIp2* *,p*Aplp2* " p i  
•where #<>y is the set of all K-plet s (P^,Pg,that 
can be derived from (Yp Yg, • • •, Yx) by replacing 0,1, 2, • • • ,n'-l 
of its unity components by zero components, assuming that 
(YpYg,•••,Yk) has n' unity components (1 < n1 < x). 
n'-l , 
rY y ...y then consists of T (n ) elements, e.g. for x = 4 
12 'x T=o T 
F1010 = {(1,0,1,0),(1,0,0,0),(0,0,1,0)1 • 
Again suppose that a given (Y^,Yg,•••,YK) has n1 unity compo­
nents. Let (Y|,Y^,•••, Y^) be x-plet for which the components 
corresponding to unity components in (Y-^, Yg, • • •,YK) are equal 
to zero, whereas the remaining components are either zero or 
one, however, at least one component being equal to one. Thus 
x-n' , 
there exist E (xIn ) such x-plets (Y', Yl,•••,Y'). If we 
t=1 1 d x 
put Y^ + Y| = ô^, then is either zero or unity. We then 
define for all (Y^Yg,•••,YR) e { T - (1,1,•••,1)} and corre­
sponding (TÎ'Tg,'",?*) 
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Yiy2••* Yi r 
PY Y • • • Y = i_ aôi62* * '6 ~ (a11 a* 8 obtainable from 
a. . . by replacing an odd number of 
1^2*"" k 
unity components, which correspond to zero 
components of (Yp Yg, • • •, YR), by zero 
components) + (all a1s obtainable from 
by replacing an even number of 
unity components, which correspond to zero 
components of (Y^,Yg,•••,YH), by zero 
components / myiy1... y' ' 
' 12 % 
e.g. for k = 4, 31000 = £ ^no " ^ 1100 " a1010 + "lOOO J 
(NgNj). Finally, we define for all (ôpôg,•••,ÔK) e T 
K6l62",6n 
gYir2---T; -, / 
" (r1,Y2,r..,rll) Vz--\ V2"-yJ / Va""6» 
where the relationship between (Yp Yg, • • •, Y^), (Y|,Yg, •••, Y^) 
and (ôpôg, •• • ,ÔH) is as given before, i.e. Y± + Y^ = for 
all i (1 < i < H), and £ denotes the summation 
<Y1'Y2'---'Y*) 
over all admissible arrays (YpYg,•••,Yx) for given 
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(ô-^ôg, ••• ,ôH) • 
Summing then Equation (2.24) over ix, the resulting equa­
tion over i%_i, etc. we obtain x equations which yield solu­
tions for all possible G's using the parameters defined 
previously and the fact that, because of the inherent symme­
try, G's with the same number of subscripts have a similar 
structure. Substituting the solutions for the G's into (2.24) 
and collecting equal terms yields as the solution of the 
normal equations 
r yiy2-,,yx~ 
i^li2*"ix [_ ili2*"ix r ^ lV* ^x 
A 0 0 . . .  0  
where the same rule as given for the G .
YlY2'"Yx 
to the R 
Y1Y2'"\ 
ili2*'**x 
1l12'"1x 
(2.25) 
applies also 
From (2.25) and the structure of the associate classes 
it follows that 
0 0 . . .  0  
a [ 1  "  r K Y i Y 2 " - Y * ] / A ° o - - - o  
,
Y1Y2* * *Yk 
(2 .26 )  
r *  S Kplp2'"px 
YlY2'"Yx 
"1 
Aoo.•«0 
( (Y-i.Yp, • • -,Y ) e T), where T* v is the set of all 
X 12 * * x 
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(P-j^Pg. • ,PK) obtainable from (Y^,Y2, • • •,YH) by replacing 
0,1,2,•••,x-n1 of its zero components by unity components (we 
assume that (Y^,Y2,•••,YK) has n1 unity components 
(1 < n' < x)). 
The normal equations are singular if and only if one or 
more of the &'s are equal to zero. There does not appear to 
be a general rule as to when this occurs. One can say, how­
ever, that they are always non-singular, if none of the fac­
tors Nk is equal to two. 
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III. EXTENDED GROUP DIVISIBLE PBIB DESIGNS 
The class of partially balanced incomplete block designs 
(PBIB) with more than two associate classes has not yet been 
explored to a great extent. In fact, only a few m-associate 
class PBIB's (m > 2) are known explicitly. One way to obtain 
such designs is certainly by generalizing the well-known 
PBIB1s with two associate classes. Among these particularly 
the Group Divisible PBIB's lend themselves rather obviously to 
a generalization in this direction. Roy,(1953-54) and 
Raghavarao (I960) then have generalized the Group Divisible 
design of Bose and Connor (1952) to m-associate class designs. 
The idea of another type of Group Divisible PBIB's with three 
associate classes, given by Vartak (1959)> was extended to an 
m-associate class design by Hinkelmann and Kempthorne (ca. 
1963) which they called an Extended Group Divisible PBIB 
(EGD/m-PBIB). 
This latter design and its application to constructing 
PDC's was discussed in Chapter II. It will be seen later that 
this PBIB is also useful for constructing partial triallel 
crosses (Chapter V) and partial tetra-allel crosses (Chapter 
VII). For this reason we shall investigate the properties of 
the EGD/m-PBIB in some more detail. 
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A. Definition of the EGD/m-PBIB 
It is convenient to characterize the associate classes of 
this design by the ordered x-plets (Y-^,Yg,•••,YK) where Y^ is 
either zero or one (1 = 1,2,•••,*). The x-plet (0,0,•••,0) 
corresponds to what is sometimes called the 0-th associate. 
Thus we have in this way m = 2* - 1 associate classes. Denote 
the collection of all x-plets (YpYg,•••,YK) by rQ and the 
collection of all such x-plets except (0,0,•••,0) by T. We 
shall again refer to the components in a x-plet which are 
equal to one as the unity components of this x-plet, and 
similarly to the components which are zero as the zero compo­
nents. The EGD/m-PBIB was defined as follows. 
Definition 3.1. An incomplete block design is said to 
be an BGD/(2* - 1)-PBIB if it satisfies the following condi­
tions: 
(i) The experimental material is divided into b blocks of 
k units each, different treatments being applied to the 
units in the same block. 
(ii) There are n = N]Ng..*N% treatments denoted by 
(i]_, ig» * * *, ix) (^"2. = " * * » • lg — 1J 2, • • • ,Ng; 
ix = 1,2,...,#%), lk being called the k-th component 
of the treatment (k = 1,2,...,x). Each treatment 
occurs in r blocks. 
(iii) There can be established a relation of association 
4l 
between any two treatments satisfying the following 
requirements: 
(a) Two treatments are (Y^,Yg,•••,YR)-th associates 
if they differ only in the components that corre­
spond to the unity components of (YpYg,•••,YK) 
((y1,y2,--.,yh) e rQ). 
(b) Bach treatment has exactly nY Y ...Y » 
flf2 * 
(Y ,Y2,••*,YK)-th associates. 
(c) Given any two treatments which are 
(YpYg,•••,YR)-th associates, the number of treat­
ments common to the (YpY^,•••,Y^)-th associates 
of the first and the (Y",Y",•••,Y")-th associates 1 2  * 
Y,Y2- • -r 
of the second is p , and is 
Y^...Y;,Y"IY'-.-Y; 
independent of the pair of treatments with which 
we start. Also 
Yv--Yx VY* 
P = P ( (Y ,•••,Y ), 
Y' • • • y' y" • • • Y" Y" • • • Y1' Y1 • • • Y1 
1  k '  1  x  1  * '  1  K  
£ri» — -yk)» « r0'-
Two treatments which are (Y^, Yg, • • •, YK)-th associates 
occur together in exactly XY Y ...Y blocks, with 
1 2 % 
xoo-.-0 = r* 
One can see immediately that for any (YpYg,•••,Yx) e F 
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n, 
w iel 
TT 
Y NY 
- 1) (3.1) 
1 2 
where IY Y ...Y 1s the set of all 1 (1 < 1 < x) for 
12 \ ~ 
which = 1 ln (Y1,Y2,•••,Yk), and 
n 00 '  
= 1. 
The parameters of the second kind can be exhibited In 2* 
symmetric P-matrlces of order 2K x 2X In the following way 
(For reasons which will become obvious later on we shall give 
here a formulation different from the one used in Chapter II). 
A balanced Incomplete block design (BIB) can be considered as 
a special case of a PBIB with one associate class. For n 
treatments Its parameters of the second kind according to the 
zero-th and first associates, respectively, are the elements 
of the two matrices 
*0 = 
1 
0 
0 
n-1 
Pl = 
0 
1 
1 
n-2 
(3.2) 
To express the dependence of these matrices on the number of 
treatments, n, we shall write these matrices more specifically 
as P n^) and pj^\ Now, since for x = 2, i.e. n = N-jHg, the 
EGD/3-PBIB is the Kronecker product of two BIB designs with 
#2 and U2 treatments, respectively, (Vartak (1955)) it's 
P-matrlces can also be written as the Kronecker product of the 
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corresponding P-matrlces of the BIB designs as follows: 
(Ko) (B%) (N2) (Nn) 
P00 = P0 '^0 ' ^10 = ^0 ' P1 
(N2) (Nn) (N2) (Nt) 
P01 ~ P1 1 P0 ' PH " Pl x P1 
(N,) (H,) (I2) (Hp) 
where PQ , P1 , PQ » pi are obtained from (3.2) with 
n = NpN2, respectively. In general, this procedure can be 
used to obtain the P-matrlces for x factors from the P-
matrices for x-1 factors. We then have 
(HK) 
Va'-'W = IPWVi 
(«,) 
Va-'-W = xPWVi 
(3.3) 
(IR) (NK) 
where PQ and P^ are as defined by (3.2) with n = Hx. 
The parameters of the PBIB so defined satisfy the rela­
tions 
nr = bk, Z nY Y ...Y 
12 ' 
= n 
x 
r0 =  rk 
Y1Y2"'Y* 
r Py • v • y • y" y" yw — nvu vii vu (3.4) 
(Y{,...,Y;)er0 12*••V  1 2 " ••Yx Y1Y2"''Yx 
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r1"-rK _ y^...Y; 
Yi'''YKP|i'"'Ti>Yi'''Yii = nYV"Y;PTi'"Y,'rV"r; 
= 
nY''.. .Y"PYVY ,Y'...Y' 
1 X 1 X 1 X 
To illustrate the notation introduced in Definition 3.1, we 
consider the following example. 
Example 3.1: Suppose n = 24, N1 = 2, N2 = 3, N-j = 4. 
The treatments are denoted by (1,1,1), (2,1,1), (1,2,1), 
(2.2.1), (1,3,1), (2,3,1), (1,1,2), (2,3,4). The 
(l,0,l)-th associates of treatment (2,2,1), for example, are 
(1.2.2), (1,2,3) and (1,2,4). From (3.1) we obtain n10Q = 
~ 1 = 1, nQio — Ng - l — 2, = - l) (Kg - 1) = 2, 
n001 = %3 - 1 = 3, n101 = (»]_ - l)(Hj - 1) ~ 3, nQ11 = 
(N2 - 1)(N3 - 1) = 6, nm = (Nx - 1)(N2 - l)(^ - 1) = 6. 
B. Uniqueness of the Association Scheme 
In this section we shall prove a theorem on the unique­
ness of the association scheme of the EGD/(2* - 1)-PBIB. 
Theorem 3.1: If the parameters of an EGD/(2* - 1)-PBIB 
satisfy the conditions (3.1) and (3.3) in connection with 
(3.2), then the association scheme for its treatments is 
uniquely determined and is given by iii(a) of Definition 3.1. 
Proof: We shall prove this theorem by induction. First 
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we observe that the association scheme is unique for x = 2, 
i.e. if n = N-jNg' This has been shown by Vartak (1959) (if 
we take the second associates of his design to be our (1,0)-th 
associates, his first associates to be our (0,1)-th associates, 
and his third associates to be our (1,1)-th associates we 
obtain the association scheme ill(a) for x = 2). Now suppose 
the uniqueness has been shown for (x-1) factors, i.e. for 
N* = N]Ng«•'Nx-l* Then we have to show that it holds also for 
x factors, i.e. for n = N^Ng***Nk-1nx* 
Because the proof is somewhat long we shall first 
describe the steps to be followed: 
(1) The n treatments can be divided into N* groups of HK 
treatments each on the basis of the (0,•••,0,l)-th 
x-1 
association. 
(2) Taking one treatment from each group the n treatments can 
be divided into groups, G^Gg, • • • ,GJJ , of N* treat­
ments each on the basis of the (Y^Yg,•••, TK-1,0)-th 
association for all possible (Y^, Yg, • • •, """x-i^ * 
(3) We show that the treatments in each Gfc (k = 1,2,•••,NK) 
form an BGD/(2k-1 - 1)-PBIB. Using the induction 
hypothesis, the treatments in each such group can be 
indexed by (x-l)-plets according to the requirements of 
an BGD/(2X"1 - 1)-PBIB. 
(4) Each treatment is therefore indexed by a (x-l)-plet and 
a (l)-plet, the latter indicating the group Gk it belongs 
46 
to. These indices are combined into a K-plet by adjoin­
ing the (l)-plet to the (K-l)-plet. 
(5) We show that the resulting K-plets give an Indexing which 
satisfies the EGD/(2* - 1)-PBIB requirements. 
We are given symmetry of the association scheme. Let 9 
and 0 be any two treatments which are (0,•••,0,1)-th associ­
ates. Denote the rtQs. (0, • • • ,0,l)-th associates of 9 by 
ell,012'" *'9l,n0 01 and those of 0 by 011>0i2>"*» 
0-i _ . Then 9 is one of the 0 ' s and 0 one of the 
•
L»n0« • *01 11 
®li's ^ = 1,2s " * * ,n0. • .01^ ' For definiteness let 0^ = 6 
and 9,, = 0. Since by (3.3), p0**'01 = u - 2, it 
-
L
-
L 0* • • 01,0• • • 01 
follows that the sets 9^ and 01± have exactly NK - 2 = 
n0...oi - 1 treatments in common. Hence any two treatments 
of the set 9,0,01O, • • • ,0-, are (0, • • • ,0,l)-th 
' 0*••01 
associates. This implies that we can divide the n = N*NK 
treatments into N* groups of $îK treatments each. Denote these 
groups by 
(011»012»'"'>0I,Nh) 
(02i»022'''*'02,N.) 
(3.5) 
(0]g#,l»0H#,2»---»0]g#,HK) 
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Consider now a ^,0)-th associate of 0^ 
for some (Y*,Y£, • • •,Y»^) e r^_^, where rH-1 is the set of 
all (Yp Yg, • • •, Yk_^) except (0, • • • ,0). Denote this treatment 
by ?, which is contained in some group of (3.5) except the 
YVYK-1° 
first. By (3.3) we have p ^ ^ = 0 for all 
0*•'01,Y^"••Yk_10 
(Y1-..,Yk_1) e rK_1. Hence § is the only (Y*,•••,Y*_1,0)-th 
associate of 0^ in this group. In general, any other group 
except the first contains at most one (Y^, Yg, • • •, YK_2_,0)-th 
associate of 0^ for any (Y1,Yg, • • •,YK-1) e rx-1. Also, by 
(3
'
3) V-Ol^.-.Y' ,0 = ° f0T a11 (Yl,Y2',"'Vl)' 
1 x-1 
(Y^, Yg, • • •, Y^_i) e i.e. if a group in (3.5) contains a 
(Y^, • • •, YK_^,0)-th associate of 0^ it cannot contain a 
(Y|, • • •,Y^_1,0)-th associate of 0^1 for (Y^, • • •, YR-1) ^ 
Now, by (3.1), Ï ny ... y g = N* - 1, where the summa-
1 X—1 
tion is over all (Y^•••,YR-1) e rx-1. It follows then that 
the 2nd, 3rd, •••, N*-th group in (3.5) each contains exactly 
one (Yp • • •, YK-^ ,0)-th associate of 0^ ^or some 
(Y^,•••,Yk-1) e rK-1. The same holds true for 012,'''»^l,HK* 
0 * * * 0 1  
Since by (3.2) PY Y Q Y'.-Y' 0 = 0 for a11 
1 K-l 1 K-l 
(Y]_» • • • » Yh_2_) and (Yp • • •, Yx-1) e r^_^, we can divide the 
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n = N*Hh treatments into Nx disjoint groups of H* treatments 
each. Denote these groups by GpGg,•••,G^ . Bach Gk 
(k = 1,2,•,Nk) contains then exactly one treatment from each 
group in (3.5). 
From the previous arguments it is clear that for all 
(Yl'""'\-l) ® r*-l onl7 the (Y^, • • •,TK_i,0)-th associates 
of any treatment in Gk are also contained in Gk. Further, by 
(3.1), nY .. y o = **Y ••*Y , an<* ^ 7 (3.3), 
'l 'x-lu 'l K-l 
V--Vi° V"Vi f „ 
(Y1?•••,Yk_1), (Y|,•••,Yx-1), (YJ,•••,Yx-1) e rK-l' Hence we 
have within each GK (k = 1,2,•••,NX) an BGD/(2X"1 - 1)-PBIB 
with N* treatments and, by the induction hypothesis, a unique 
association scheme among them. Further, the (Y^,•••, Yx-1,0)-th 
associates of a treatment in Gk, considered within the frame 
of an BGD/(2K - 1)-PBIB, can be taken to be the 
(Y^, • • •, Yx_-^)-th associates of the same treatment, considered 
within the frame of an BGD/(2K"1 - 1)-PBIB. 
How denote the treatments in G^ by the (x-l)-plets 
(i^,i^,«••,ij_1) with ik = lk,2k, 
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for k = 1,2,•••,Mk. This indexing is done according to the 
association scheme for an EGD/(2*~^ - 1)-PBIB. This notation, 
however, is not unique because of possible permutations of the 
treatments, although the association scheme is unique. We 
have to show then that the labeling can be done in such a way 
that it is also in agreement with the association scheme 
iii(a) for the EGD/(2* - 1)-PBIB. 
This is obviously true for the (T^,Tg,•••,TH_^,0)-th 
association for all (Yx'Y2'" *'Y*-l^ 6 rK-l' because of the 
way the treatment notation has been introduced. The agreement 
becomes complete if we adjoin the group superscript to the 
(x-l)-plet and denote each treatment by a x-plet (i^ig, **•, 
i*_l,i%), where ix denotes the group G^ the treatment belongs 
to. 
To demonstrate the agreement with the (0,•••,0,l)-th 
association we have to show that, following the rules for the 
BGD/(2*™^ - 1)-PBIB, two (0,•••,0,l)-th associates can be 
indexed so that the first (x-1) components in their (ipig, 
•••,iK-1»ix)-representation are the same. Without loss of 
generality we can do this for the first group of (3.5). Con­
sider now and 012 of the first group in (3.5). Let Ç be 
a (Y*,•••, Y*_^, 0)-th associate of 0-^, and let 9 be the 
(0,...,0,l)-th associate of ? in Gg. We shall show then that 
0 is also (Y*,•••,Y*_1,0)-th associate of 012- Since, by 
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( 3
-
3
' -  . 0 1  =  K *  -  1  f o r  a 1 1  ( T l ' " ' , T * - l ) e r * - l  
it follows that all (0,•••,0,l)-th associates of I are also 
(Y*, • • •, T*_1? l)-th associates of 0-^. This holds for all 
(Y*,•••,Y* ,0)-th associates of 0^, Ç = ÇpÇg' * " ' 
ÇnY* y* n Say- N0W' from (3'1)' nY, • • • Y 0 ' (Nk " X) = 
y i - - - y ; . I °  1  
nY •••Y l for ail (Y-j_, • • •, YJt_1) e rR-1« Hence all 
(Y*,"», Y* ,l)-th associates of 0-, -, are contained exactly in 1 K-l -L-L 
the groups of (3.5) of which Ç?»» are a 
1 
^ 
nY*...Y* -0 1 K-l 
0' •*01 
member. Since p = nv v ~ for all 
V-Vi^i-Vi0 YvTx-i° 
(Yx,•••,YK_i) e rH-1 it follows that all (Y*,••.,Y» ,0)-th 
associates of 012 are also (Y*,...,Y* ,l)-th associates of 
0 . Hence 9 = 9, ,0«f*«-,0 are (Y*,•••,Y* . ,0)-th 
11 1 62 Y*. .. Y* ,0 1 H-l 
1 H—1 
associates of 01 O ,  where 0-, ,0O, • • • ,0_ are 12 1 2 nY*...Y* ,0 
X X—JL 
(0, • ••,0,l)-th associates of , t0,• .., , 
d Y*...Y* n0 1 K-l 
respectively, in Gg. Since this result holds for every 
treatment and every (Y*,•••,Y* „) î L 1( and because of the 1 K-l * x 
labeling in the first group of (3.5) we can therefore index 
the treatments in general so that the components of treatments 
in the same group of (3.5) are the same except for the ix-
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component. This then establishes the (0,...,0,l)-th associa­
tion. Note also that this indexing does not change, of course, 
the (Yp•••,YK-1,0)-th association. 
Finally, we consider the (Y*,•••,Y* _,l)-th association 
1 x-jl 
( (YJ, • • •, Y*_]_) e rK-1). To fix our thinking, let 0 be a 
treatment in G^. From previous results it follows that the 
(Y£, •••, Y*_1,l)-th associates of 0 cannot be in G^, since G^ 
is exhausted in a unique way by the (Yj,•••,Yx-1,0)-th associ­
ates of 0. Therefore consider any other group, G^ say, and 
let A be the (0,•••,0,l)-th associate of 0 in Gg. Now from 
(3.3) and (3.2) it follows that 
0*••01 
"VVI^VVI1 = V"VI° 
for all (Y1,---,Yx_1) e r^, i.e. all (YJ, • • •,YJ_1}0)-th 
associates of A are also (Y*,•••,Y* ,1)-th associates of 0, 
J. x—J. 
and they are elements of Gg only. Since this holds true for 
every (0, • • • ,0, l)-th associate of 0, A = * "'%K-1 say' 
we obtain in this way iiy*. .. Y* 0 " (®x " 1)> 
l"'' x-1 
(Y^,'"',Y*_^,l)-th associates of 0. But by (3.1), 
nY ... y  n • (N* - 1 )  =  û y  . . . y  i. Hence we have obtained 
'1 'x-lu * 'i 'x-lx 
all (Y*,...,Y*_^,l)-th associates of 0. Since these associ­
ates are not elements of G^, the last component of their 
(i]_,i2) • • •, iK)-representation is different from the last 
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component of 0 in its (1-, ,i , • • • ,1 )-representation. But 
C. X 
these Kx - 1 groups of (Y*, • • •, Y*^, l)-th associates of 0 are 
also (YJ, • • •, Y*_1,0)-th associates of -1' 
K • 
respectively. Because of the uniqueness of the association 
scheme for x-l factors, the (Y£, • • •, Y*__lfO)-th associates 
of Ajj. (k = 1,2,- 1) differ from Ak exactly in the 
components corresponding to the unity components of 
(Y*, • • •, Y* _). From the way the (0,•••,0,l)-th associates of 
l x-l 
0 have been constructed, it follows then that the 
(Y£, • • •;Y*_1,l)-th associates of 0 differ from the (ipig, •••, 
ix)-representation of 0 exactly in the components correspond­
ing to the unity components of (Y*,•••,Y* ,1). Since this 
1 x—1 
holds for every (Y*,• • •, Y* n) e r . this implies the associa-
x X-l X-l 
tion scheme 111(a). 
This proves the theorem. 
The relationship between BGD/(2k~1 - l)-PBIB's and 
BGD/(2* - l)-PBIB's and their association schemes as estab­
lished in this proof will be used frequently throughout 
Section 0. 
C. Properties of UN' and Non-existence Theorems 
Let i ...i j = 1 if the treatment (iplg, • • • >ix) 
occurs in the 1-th block, and IL, * ± * = 0 otherwise. 
12"'?1x'3 
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The n x b matrix N = ^ • • •! j J is called the incidence 
1 2 x ' 
matrix of the design. The x-plet (i^ylg," "',!%) should be 
interpreted in this connection as one subscript. By general­
izing the results obtained by Vartak (1959) we find that after 
a suitable arrangement of the treatments the matrix M' has 
the form 
M' = 
All--1,0 All" -1,1 
All- • *1,1 All-"1,0 
All'"l,l All" -1,1 
A 11- "1,1 
A 11' "1,1 
A 11-•-1,0 
(3.6) 
•where An.. .1,0 aûd All*"l 1 are symmetric matrices of order 
' '^x-1' tIle structure of which will be given presently, 
and there are Nx - 1 matrices ^ in each row and column 
of l1, The number of subscripts of these and the following 
A-matrlces is x. Equation (3.6) can be written more con­
veniently in the form of a Kronecker product as follows 
• _ 
= x (A11"'1,0 ~ All'"l,l) + JH 2 All"'l,l (3.7) 
where 1^ is the identity matrix of order Hx and is a 
square matrix of order NK with all elements equal to one. 
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For the matrices A-q.. -1,0 an<* we have the following 
recurrence relations 
All---1,0 = IHR.1x^All-..l,00-All---lf10^ + ^ .^11... 1,10 
All'"l,l = ^k-I1^11' 1 -l.Ol"1!!- • -1,11^ + ^ ®k-1XAH* * * 1j 11 
where Als..1#00' Al* • *1,10' Al«"l,01 and Al- • -1,11 are 
symmetric matrices of order These matrices can 
be obtained iteratively by using the general recurrence rela­
tion 
AI---I,Ykrk+1...rx = iH1c.1i(aI- • • I,0YK- • -Y,-AI- • • I, NY • • RK> 
+ (3-8) 
where each of the Yk'Yk+1' " ' ' Yx (k = 2, • • •,x) takes on the 
value zero or one, and AY Y . . .  y  =  * > y  y  . . . y  • Equation 
1 2 x 'l'2 x 
(3.8) means that the A-matrices have "locally" the same 
structure as O1, i.e. each A-matrix consists of two different 
"elements", one type along the main diagonal and the other 
type in the off-diagonal positions. In fact, from a formal 
point of view it would be more logical to denote US' by 
Al-
In order to evaluate the eigenvalues and the determinant 
of M1 we generalize the arguments put forward by Vartak 
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(1959) • Let be a square matrix of order and of the 
form 
DHV = 
1 
1 
1 
-1 
1 
0 
- 2  
1 
0 
1 -(Nk-1) 
(3.9) 
(k = 1,2,'",*) 
Furthermore define a square matrix H#^of order '^k 
the following recurrence relation 
E N E k-l "k-l 
X-l "X-l 
E N 
E-
k-l 
— 2E-
•5 
k-l 
0 ' 
k-l 
E 
•N k-l 
, X-i 
• 0 
0 
B ®k-i -(Bk-^X-l 
(3.10) 
where 0 is a null matrix of order ' *^k-l* Equation 
(3.10) can also be written as a Kronecker product between 
DJJ and E N k-l 
as 
X = %x %-i (3.11) 
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(k = K.K-l,•••,!) with Hw = 1. Because of the relationship 
"0 
(3.11) behaves almost in the same way as DJJ does. In 
particular, we find 
%kHNk = dlag I I 
(3.12) 
where diag ^  MpMg, • • • ,1^ j is a matrix which is block-diagonal, 
i.e. its diagonal elements are the square matrices MpMg, •••, 
and its off-diagonal elements are null matrices of suitable 
order. For the further development we shall also obtain the 
determinant lHw I of IL. . Using the fact that if U and V are 
! *k| *k 
square matrices of order u and v, respectively, then the 
determinant of the Kronecker product W = U x V is given by 
|IT| = |U|V • |T|U (3.13) 
and by applying (3.11) and (3.13) repeatedly, we obtain 
k n/H1 
I X I =  i l i  | X |  
But now 
V1 |X | = (-1) V 
so that we obtain the following result. 
Lemma 3.1: The determinant |H« I of the matrix HJJ 
I kl k 
defined by the recurrence relation (3.11) is given by 
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M 
k r 5,-1 "ln/N, 
= ir (-1) V (3.14) 
Before we state and prove a theorem on the eigenvalues 
of NIT' we shall introduce a new set of parameters 0 which, 
later on, will be shown to be the eigenvalues of M1 . 
For any integer 1* let ^ denote the collection of all 
P-plets (Y1?Tg,•••,Yp) and the collection of all such 
P-plets except (0,0,•••,0). For U = K, of course, r0>K = 
and = r as defined in Section A. Consider now an arbitrary 
P-plet (Y^» Yg» * *'» Yp) e Denote the set of its zero 
components by Y and the set of its unity components 
12* * " li 
by v • Let denote the summation over Y,Y0* • • Yn 
12 * (r',---,r;) 
all (Yp•••,Y^) with an even number of unity components and 
for which _Q ^  , 2. ^ for an arbitrary but fixed 
yi---y; vt» 
(Yp •••jYp) (the number zero is to be considered as an even 
number). Similarly let Eg denote the summation over 
all (Yp•••,Y^) with an odd number of unity components and 
for which £1 , 2 v . Furthermore let 
r i " ' r v .  r i " r r >  
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<Y" —Y" ) 
and 
expressions as and 
(r^---,YA) 
denote similar type 
J2 , respectively, 
except that the unity components of (Y£,•••,Y£) replace the 
corresponding zero components of (Y^, •••,Y^). We then define 
for any (Yx>•••,Y^) e r 
9 Y, • • • YTT = S1 AY ' • • • Y,', $2 XT'---Y; 
* (Y',...,Y^) 1 
+ Z ny... y" ' 
(YÎ;,-- , r " )  e r* 1 * (3.15) 
(Y%...Y;) 
Xy1 . 
T1 
(Y" * * * Y" ) 
=2 1 
(Yjy.Y^) 
%--Y; 
•where XY«... Yi are the parameters of an BGD/(2 - 1)-PBIB, 
1 V 
^Y»...Y" is given by (3.1) for P = *, and T* is the collection 
1 U * 
of all (Y" -.,Y") with _Q IV eY„ N ni1]..? = 0, i.e. 
x * 1* il 1 
-^Y".«*Y" -^Y^' » »Y are disjoint sets. 
We shall now prove the following theorem. 
Theorem 3.2: The eigenvalues of the matrix NH' of an 
BGD/(2X - 1)-PBIB are ©Y^g- •-Yx < <Yl> r2' ' ' ' ' V e roJ slven 
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by (2.15) for U = x, with their respective multiplicities 
••Y 6lven b7 (3.1). The determinant |NN1| of UN1 is 
ÛYlV * *Yx fO' ! = TT ©y Y ...Y • (3.16) 
rQ 12 lx 
Proof: We shall prove this theorem by induction. For 
this reason we note first that the theorem is true for x = 2 
as was shown by Vartak (1959). His results can be put into 
the form of Equations (3.15) and (3.16) if we replace his ©Q, 
©p ©g and ©^ by our ©0Q, ©Q1, ©1Q and 9^, respectively. 
Now suppose the theorem has been proved for x-l, i.e. for 
N* = N-jNg" • We then have to show that, as a conse­
quence, it holds also for x, i.e. for n = N-^Ng* * '^x-l^x* 
To determine the roots of the determinantal equation in 
© 
I NT - ©In| = 0 
consider the expression 
H„ O1 - 9In iHj, . (3.17) 
X * 
Applying (3.7) we can rewrite (3.17) as 
XE™' - 91«3\ = X LX1 [(4.-1,0 - ELA/SK' 
• 
AL...L,L3 + X X I X " 
(3.18) 
It is now easy to verify that for any k = 1,2,•••,K we have 
X iX 1 " el) " A3"--1'1Wy, ] 
+ X 1 Al" "1,1Tlc+l' "TK }X 
= dlag | [ (A1 • • • 1,0Y^- • • Y, " 911 
+ (Hk " 1)Ai"--1'1WYK]X-I' 
1
-
2X-I[<AI---I'°WV9I) " AI---I-IWYK]X.I' 
2'3X-i[(Ai"-1'0Ym"-V9I) • Ai"-1'1Wyk]X-i' 
• • •, (Ale. .l,OYk+1- • -rK - eI) 
- 
Ai--i.iTk+i---\]X_i i (3-19) 
where I is the identity matrix of order ' '^k-l* •tn tIle 
light of (3.18) with k = x we then can rewrite (3.17) and 
hence (3.16) as 
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\[ra' - 9I= ]\ = + 
- 9In/N lEg ; dlag [l.2,2.3,...f(HR-l)NR] 
*• J K-l 
(3.20) 
1 HHx_1[(A1---1,0 - Al---l,l> - eIn/HK 
where + denotes the direct sum of matrices. 
ife have noted earlier that the A-matrices are of a 
similar structure as NN1. In fact, A^..Q is essentially 
the Of1 -matrix for K-l factors Nplig, ' ' ' ,SK-1 one only 
ignores the last component of the X1 s after it has been 
reduced to its final form by applying (3.8) repeatedly. The 
same is true for A^...^ j. Hence we can apply Theorem 3.2 to 
(Al* * • 1,0 + " 1^l*"l,l^ and ^l* • • 1,0 ~ Al- • •l.V 
the only provision that we have to substitute 0Y ... Y by 
'l K-l 
9Y ... Y n for the first term, and 0Y •••Y i for the other 
'1 K-L 1 K-L 
term for all (Y-^, * • •, Yx_^) e That this is so can be 
seen immediately from (3.15) and the fact that, by (3.8), 
Ai..,i Q reduces to a matrix with elements X whose K-th 
component is zero, and Ap>#1 ^  reduces to a matrix whose 
elements differ from those of A^#>#1 Q only in that their K-th 
component is one. 
Taking now the determinant of both sides of (3.20) we 
obtain 
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% Cur - eia]a: S 
= N. 
n/N, 
H N X—1 TT ^
eY1 • • -Y ,0 " 1 1 X-l 
Yi'"Vi 
' 0,K-l 
[ (vi -
n/N, 
iX.i 
2(11,-1) 
n 
RN (V-W9)  
L o,K-i 
VVi V1 
= IH 
N. ^ N---V1 0  " e )  
0,X-1 
n Yi-"Vi° 
TT (9r,• *-r ,i " 9) 1 
0,K—1 1 *""1 
nYv ' 1 Yk1 
(3.21) 
by using (3.14) and noting that nY ...v for K-l factors 
ll K-l 
is the same as ny . ..y o for k factors, and ny . ..y (B%-1) 
1 K—1 1 K-l 
= ny ... y J.* Hence (3.21) yields 
1 K-l 
lira' -  9in |  = IT (eT l . . .Y | i  - e) Vr* 
This completes the proof. 
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For K = 3 the eigenvalues of M1 are 
6000 = X000 + + ^N2"1^X010 + (lî2~1^110 
+ (H3-I)X001 + (N1-I)(H3-I)X101 + (N2-I)(N3-I)X011 
+ (frj-iMl^-iKNj-iJXiii = rk 
9100 = X000 - X100 + (»2™1)(X010 " X110) + (X00l - X10l) 
+ (»2-L) (N3-L) (X011 - x IN) 
8010 = X000 ~ X010 + (X100 ~ X110^ + (s3-1)(X001 " X011^ 
+  ( ^ - 1 )  ( N 3 - l )  ( X 1 0 1  -  x l n )  
9110 - x000 " X100 " X010 + X110 + ^N3"1^X001 • X101 " X011 
+ x l u) 
®001 = X000 " X001 + (X100 " X10l) + (N2_1^X010 " X011^ 
+ (^-Ddg-Dtx^ - x l n) 
9101 = X000 " X100 " x001 + X101 + (N2-1^(X010 " X110 " X011 
+ XLN) 
e011 = X000 " X010 " X001 + X011 + (Nl_1) (X100 " X110 ~ X101 
+ XM) 
6111 = X000 " X100 " X010 + X110 " X001 + xl01 + X011 " Xlll 
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Since UN1 is positive indefinite, Theorem 3.2 leads 
immediately to the following necessary condition for the 
existence of an EGD/(2* - 1)-PBIB. 
Theorem 3.3: A necessary condition for the existence of 
an BGD/(2X - 1)-PBIB is that 
©y y ...y — ® (3.22) 
1 2  'x  
for all (^.Tg, • • • ,Tn) e rQ, where ©Y y2• • • is given by 
(3.15). 
To illustrate Theorem 3.3 consider the following example. 
Example 3.2: Suppose n = 18 and = 2, Ng = = 3. 
Let b = 9, k = 4, r = Xqqq = 2> and ^iqq ~ 2» xoio = 1' X110 
- °' X001 = 1' X101 = X011 = Xlll = °* Then 9000 = 8' 9100 = 
4
' 
9010 = 5' 9110 = 1' 9001 = 5' 9101 = 1' 9011 = 2' 9111 = ~2' 
Because of ©m = ~2' ®luation (3.22) is not satisfied. Hence 
the PBIB does not exist. 
A necessary condition for the existence of a symmetrical 
BOD/(2* - 1)-PBIB with |Nj 4 0 can be derived from the fact 
that if |N| ^  0 then IMST1 | = |N|^ is a perfect square. 
Theorem 3.4: A necessary condition for the existence of 
a symmetrical EGD/(2X - 1)-PBIB with a non-singular incidence 
nYlY2",Yx 
matrix N is that TT ©v y v is a perfect square where 
rQ T1T2...YX 
©y y ...y is given by (3.15), and ny y ><ty is given 
12 x . 12 x 
by 
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(3.1). 
To illustrate Theorem 3.4 consider the following example. 
Example 3.3: Suppose we have a symmetrical PBIB with 
n = 24, = 2, U2 = 3, N^ = 4. Then b = 24. Let r = k = 4, 
and X100 = 2' X010 = 1 = xno " X001 = X101' X011 = 0 = xm* 
The determinant |NN'| is then given by 
INN1 J = 16 • 2 • 102 • 22 • 83 • 23 • 26 • 26 
which is not a perfect square in contradiction to Theorem 3.4. 
Hence the PBIB does not exist. 
To prove next a theorem on the Ha s s e-Minkowski invariant 
Cp(NN') of NN' (Hasse (1923)) we note first its definition 
and the following results for the cp invariants of the direct 
sum and the Kronecker product of matrices (cf. Bo se and 
Connor (1952), Vartak (1958) respectively). 
We give the definition of the Hasse-Minkowski invariant 
in a form due to Pall (1945). 
Definition 3.2: If D^ (i = 1,2,•••,n) denotes the lead­
ing principal minor determinant of order i in the matrix 
A - Caij 1 (&IJ rational) of the quadratic form f = 
2 a^jXj_Xj, then if none of the D^ vanishes, the quantity 
n—1 
Cp(f) = °p(A) = (-1,-Dn)p TT (D^,-D^+^)p 
is called the Hasse-Minkowski invariant of f or A, where 
(a,b)p is the Hilbert norm residue symbol of the non-zero 
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rational numbers a and b (Hilbert (1932)). 
If P and Q are symmetric matrices with rational elements 
whose Cp invariants exist and if 
U = P + Q 
is the direct sum of P and Q, and 
V = P x Q 
the Kronecker product of P and Q, then 
op(U) = (-l,-l)pop(ï)cp(Q)(|P|,|Q|)p (3.23) 
and 
op(T) = (-l.-l)"™"1 CcpfP) ]"[cp(Q) ]" - (3.24) 
( |P|,-l)°(n-1)/2 ( |9|,-l)°(°-1)/2( |P|, |Q| J™"1 
where m and n are the orders of P and Q respectively. If Q 
is a non-zero rational number, X say, then (3.24) reduces to 
Cp(XP) = Cp(P)(X,-l)*(*-l)/2 (x,|p|)p-l . (3.25) 
For future reference we now state the following result. 
Lemma 3.2: If L, D and H are symmetric matrices with 
rational elements and of order I, d and r, respectively, whose 
Cp invariants exist, and if P is a non-zero rational number, 
then the Cp invariant of the matrix 
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¥ = Pi + D z E (3.26) 
is given by 
cp<*) = (-1,-1)* 0p(I) Ccp(R) Da(P,-l)p''t+1'/2 - (3.27) 
( l ® l > - i ) p 'r"1)^2(|a| > - i ) p ( d " 1 , / 2 ( | B | ,  IRD j 1"1 • 
< M , | D | ) p  ( | L | , | B | ) p  ( p ,  l l l l p " 1  ( P ,  | D | ) p r  ( P , | E | ) J d .  
The proof follows immediately by using (3.23), (3.24), 
(3.25) and the well-known properties of the Hilbert norm 
residue symbol (of. Basse (1949), Jones (1950)). 
Before we state the main theorem on the cp invariant of 
NN' we shall introduce the following notation. For any U-plet 
(YpYg, * • •, YP.) let (C-^F C2* ** *»CP) be the P-plet with = 
1 - Y^ (i = 1,2, ".,P). Furthermore, for any 
(Y1,Y2,---,YU) G T» let 
m-rlY2' "rV~ Nj- (3.28) 
1 6 IT1T2",ï1» 
where Iv ...v Is defined correspondingly as IY ...v (cf. 
1 U '1 '* 
Section A), and let iiiqq. . .0 = 1. Finally, let kf-jYg* * * Y^ 
the number of unity components in (Y-^, Y2, • • •, Y^) for any 
(y^»Y2 ,•••,Y^) ® 
We are now in a position to prove the following theorem. 
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Theorem 3.5: The Hasse-Minkowski invariant Cp(NN') of 
the matrix NN1 of an BGD/(2* - 1)-PBIB idiose eigenvalues 
@Y Y ...Y (given by (3.19)) are positive for all 
12 x 
(Yi>Y2,•••,Yh) e RQ Is given by 
cp(M') = (-l,-l)p(e0...0,-n)p 
nYiY2---Yx 
' 
(ncic2-,-e«eo---o,9Y1r2-..rK)p 
V * * Yit 
• (9Y1Y2...Yk'-Dp 
nY Y •••Y / ""I) 
' TT {" TT* (©Y1 • • • Y1 ,eY" • • • Y" "1 (3.29) 
rK L 'i !K 'I Tx p J 
where nY Y .. .y and mY Y ...y are defined by (3.1) and (3.28) 
1  2  f t  1 2  x  
respectively, kY^Y^.••YR> Iy^y2'* * Yr and Y^Y2"«'Y are as 
stated previously, and TT* denotes the product over all pairs 
of x-plets (Y£,Y£, ...,Y;), (Y%,Y%,...,Y%) with (Yp Yg, • • •,Y^) 
* (ri'T2'"--T';) a*11,1111 nrii..r;u n r«!• -r; = nrr • • V 
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Proof: We shall prove this theorem by induction. The 
theorem is true for x = 2. This has been shown by Vartak 
(1959), and his result can be put into the form of (3.29) if 
we substitute his ©0, ©lt ©2 and ©^ by our ©0Q, 0Q1, ©1Q. 
and ©11} respectively. Sow suppose the theorem is true for 
x-l, i.e. for N* = N-JN2* *'^x-l* Ve then have to show that it 
holds also for x, i.e. for n = N-jHg* * '^x-l^x* 
Let NH1 be the matrix under consideration for the 
BGrD/(2K - 1)-PBIB. We note first that is rationally 
x x 
congruent to UN1 since Eg is non-singular as a consequence 
x 
of (3.14). Then by the Hasse-Minkowski theorem (Hasse (1923), 
we have 
Cp(M') = cp(Hj^NN'H^). 
From (3.18) in connection with (3.19) it follows that 
HJJ NN'H^ can be written as 
XM'X = %K_ i[4...1,0 + 
i diag [1.2,2.3,...,(B%-l)Bx] 
1 %-l[^"'l'0 " Al"-l,l]H5K-l' (3'30) 
We notice that (3.30) is of the form (3.26) with 
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L
= %k-1[A1...1,0 + • .1,1 JHNk-1' 
D = diag £ 1.2,2.3, • • •, (H r-1)N R] , 
* =Vit 1 1- 1' 0  • 
with t = r = ••*^R_i> d = NR-1, and P = NR. 
We have mentioned earlier that the A-matrices behave in the 
same way as the matrix UN1, and so therefore does any linear 
combination of A-matrices. Since L and R are of the order 
B1B2* ' <irx-l It follows then that (3.29) is true for L and R. 
However, by applying (3.29) to L and R we have to modify the 
formula by substituting 9y^...y^ for •*YK ± in L' and 
«Yi-.-Vi1 for "'?*_! in R for every 
(Yi,Y2,•*•,Yk-i) e ro,x-l' That this is so can be seen from 
the form of L and R and the derivation for the general expres­
sion of the eigenvalues. We now can apply (3.27) to (3.30). 
In doing so we note again that nY ...Y for BSD/(2*™'1"- 1)-
'1 'x-l 
PBIB is the same as ny ...Y f°r an BGD/(2K - 1)-PBIB with 
the same factors HpNg' ' ' ' ,Kx-le The same is true for the 
parameters m and k. Also, ny . ..y (HK-1) = nY ...y 
1 x—1 l x—1 
We then obtain (omitting the p-subscript for convenience) 
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[ ïï# (eYi--T;.ii,9ri-Y;.ii)] 
'Vi1 
VYx-I° 
\ O,H-l 
I n-, 
Vl° 
\ K ' t o H ' 1  6 Y i ' " Y k - 1 1  
($L-l)(H„-2)/2 
n. 
,/ V \ 0 , X—1 1
"Vi° 
•Vi° 
•Vi° 
Vi1 
V1 
(3.31) 
where Z* denotes summation over all i e IY ...v n, and IT * 
'1 lx-lu 
has the same meaning as in Equation (3.29). Here we have used 
various properties of the Hilbert norm residue symbol and the 
fact that (NK,-l)'l('t,+1)/2(NH,-l)r(r"1)//2(]SrK,Nx)tr = +1. To 
obtain |L| and |R| we have used (3.16) with the appropriate 
substitutions. One can then verify that, after some manipula­
tions, (3.31) reduces to (3.29). This completes the proof. 
Bote that the actual range of the last product in (3.29) 
is r1 = { r minus all (Y^,•••,ïK) with only one unity compo­
nent i, because of the conditions imposed on ( Y^, •••, Y^) and 
(Y£,...,Y£), and because of 0Q...O = r2 and (r2,e)p = +1. 
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For k = 3 the Hasse-Mlnkowski invariant of O' is 
(ro*) = (-i,-i)(e000,-n)(ii2H36000,e100)1,i"1 
bIb36OOO ' eoio'S2-1 'H3e000 ' 6110 ' ,H2"1) 
Wooo.eooi)"3 1(n2®OOO,9IOI^ ^  ^ ^ 
Hi6ooo.»on) (H2'1) ^  < W°m> ("1-1) <N^1) 
eioo*-1' 
eil0'-1 
*101'-1 
®011'~1 
elll,"-L 
6010,N2 
9101'®3 
6111,N1 
N2 (fl-,-1 ) /2 . } H (N2-l ) /2 
1*010' ' 
(NV1) (*2-1) (l1+I2-2)/2(eooii.1)H3(H3-1)/2 
(Nrl) (N^-l) (N1+Hj-2)/2 
(%2-l)(S3-1)(H2+N3-2)/2 
(^-1) (N2-D (B3-l) (Bi+B2+B3-4)/2(g^ ^ 
(9ii0,iii)li2-1(e1i0,N2)1,i-1(900i,H3)(e10rir1},,3-1 
Hi
-
1(9oii,B2)H3-1(6O1I,B3),,2-1 
t'2:i)('3-1)(em,,2)<'1-i>(»3-1) 
(lrl)(H2-l) 
6lll'N3 
C ^ei00'9010^e010'6110) (9110,8100) 3 1 2 
C ^6100,9001^9001,el0l) (9101'6100) 3 1 ^ 
C (®010'e00l) (®00l'v®01l) (9on»9oio) 3 ^ 2 ^ 5 
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* C ^ eiOO,eOll^0lOO,0lll^eOlO,elOl^0OlO,Ôlll^0llO,0OOl^ 
'(0llO'0lOl)(0llO'0Oll)(0llO'0lll)(0OOl'0lll)(0lOl'0lll) 
We now observe that 
M' = NINH' , 
i.e. M' is rationally congruent to In if N is non-singular. 
Since Cp(In) = +1 for all odd primes p, this leads to the 
following necessary condition for the existence of symmetrical 
BGD/(2K - 1)-PBIB's with non-singular incidence matrix N. 
Theorem 3.6: A necessary condition for the existence of 
a symmetrical BGD/(2* - D-PBIB with |N| ^  0 is that c^NN') 
= +1 for all odd primes p, where Cp(NH') is the Hasse-
Minkowski invariant of HH1 given by (3.29). 
To illustrate Theorem 3.6 consider the following 
example. 
Example 3.4: Suppose we want to construct a symmetrical 
EG D / 7 - P B I B  w i t h  n  =  45 ,  =  3 ,  =  5.  L e t  k  =  r  =  9 ,  
and X1Q0 = 5' X010 = X110 = X001 = X101 = 2' Xoil = 
1, Xin = 0. From (3.15) we obtain e00Q = 81> ©100 = 24, 
0O1O = 56 ' 011O = 6' 0OO1 = 51, 01O1 = 0O11 = 1' 0H1 = 1* 
Applying (3.29) we find Cp(NNl) = (6,-3)p. For p - 3 this 
becomes 
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c3(NNf) = (2,-3)3(3,-3)3 = (2,-1 )3(2,3 )3 = (2/3) = -1 , 
•where (2/3) is the Legendre symbol. Therefore the condition 
of Theorem 3.6 is not fulfilled. Hence the PBIB does not 
exist. 
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IV. PARTIAL DIALLEL GROSSES PROM THE POINT 
OP VIEW OF FINITE SAMPLING 
The present chapter concerns itself with some aspects of 
the diallel cross experiment connected with the estimation of 
the general combining abilities and the analysis of variance. 
Following the line of development given by Kempthorne (1952), 
Ni Ik (1955) and Zyskind (1958) a derived linear model for the 
yield of a single cross will be considered. The mathematical 
representation will be related to the actual experimental 
procedure by introducing randomization variables. In this 
way the distributional properties of the observations and 
quadratic functions involving the observations can be investi­
gated. 
Suppose we have a population of 5 lines denoted by 
i = 1,2,•••,N. Consider all single crosses (i x j) and denote 
a possible response by Y^j (i,j = 1,2,•••,N; 1 ^  j). For 
convenience we shall assume that Ij_^ represents the genotypic 
value of the cross (i x j ), and that Y^ j = Y^. The two 
possible partial means are denoted by Y^ and Y, where 
A. Population and Sample Model 
3^1 
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N 
Y = Z Y,,/N(N-1) 
1,3=1 3 
1^3 
Linear combinations of the partial means are used to 
obtain the following population identity 
= 
Y + fci ( ïi - Y) + fcl ( ïj - Y) . 
(4.1) 
+ (ïij " Yi - SE| Yj + H?2 Y) 
The components in (4.1) correspond to the estimates of the 
general and specific combining abilities from a CDC when the 
N lines are used. We therefore write 
U - Y 
gi = M (Ï1 " Y) (4-2) 
S1J = <Yi, - u h - i5i Yj Y> 
It follows immediately from (4.1) that 
N 
Z g, = 0 
i=l 
(4.3) 
N H 
Z s, , = Z s, . = 0 
i=l 3 3=1 3 
M 3 3^1 
From (4.3) it follows that the number of linearly independent 
components gi is N-l, and the number of linearly independent 
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components s^ is N(N-3). Following Zyskind (1958) we then 
define the components of variation as 
? n 2, al = e 67/(5-1) 
6 1=1 1 
(4.4) 
o n ? , 
= E s, ,/H(N-3) 
s i,3=1 3 
1^3 
Now suppose we take a random sample of size n from the 
population of N lines. Denote by i* (i* = 1,2,•••,n) the 
i*-th sample member in order of selection. Define nN random 
variables as follows: 
i* 
=1 if the i*-th chosen line in the sample is 
the i-th line in the population, 
i* 
= 0 otherwise. 
These random variables have the following properties: 
i ] = s >  0 3  =  i . i  
iC'i'] ==lC«r32 = 4f=r all i,i* b-
iicai*v ] = h(h-i) for a11 1 ^  11 • i* / i*'. 
where P denotes probability and B^ the expectation operator 
with respect to the random variables a^*. 
In terms of the elementary random variables the value 
%l*j* of the cross (i* i j*) of two sampled lines 1* and j* 
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may be written as 
b 1 * 
*1*3* = J=1 °i °3 YU 
^ 1* N 4* N i* 1* ,, 
= 1» + S a. fc + ï » + E « a' Si, (4.5) 
1=1 11 3=1 3 3 1,3=1 3 3 
1/3 
= P + g^* + g j* + si*3# 
Then 
"iCXi.j.D = " + I Jx 8i + S £ g3 + NÎ*ÎT i Sij 
1/3 
= 11 
N N N 
since S g, = Z g. = 0 and Z s1 1 = 0. Hence also 
1=1 1 3=1 3 1,3=1 3 
1/3 
B^£ x1#3 = B^[z[] = P. Furthermore, by using (4.5), (4.3) 
and the properties of the sampling variables, 
BlCxi*3*32 = V-2 + 2 (,2 + |g5 a2 (i* ^  3*) 
(4.6) 
ElHxi*3«xi*3*' 3 + TT ai " (N-l)(N-2) al 
(l* / 3* / 3*') 
Bitzi#3#xi*13*1 H = - j| <*2 + (N-if<isr-2) as 
(i* / i*' / 3* / 3*') 
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B. Estimation of General Combining Abilities 
Suppose we have a sample of n lines from a population of 
N lines. Recall that the general combining ability of line 1 
was defined as 
si = <*i - ï) 
which is an unknown quantity. If a CDC is performed among 
the n sampled lines, an estimate of g^ can be obtained by 
analogy as 
«i = si* = (xi* " x) 
where the i*-th line in the sample corresponds to the i-th 
line in the population. From previous results it follows 
immediately that 
elcii ] = b1c6i*3 = 0 
With regard to the reference set under consideration 
which is implicitly specified by the definition of the random 
i* 
variables , this is a reasonable result. By using the 
i* 
sampling variables ct^ to derive the expected value of g^ we 
allow that i* can be any of the N population lines, i.e. each 
having the same probability l/N of being the i*-th sample 
line. However, from the point of view of information that 
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one would like to obtain about a particular line, this 
reference set is too wide. We shall therefore consider now 
a restricted reference set which is more meaningful with 
regard to the inferential structure of the experiment. 
i* Define nH random variables 9^ such that 
= 1 if the i*-th chosen line in the sample is the 
i-th line in the population, 
i* 
=0 otherwise. 
These random variables have the distributional properties 
= l] = 1 if i = iQ, i* = i* for specified iQ,iJ 
= ri lf 1 * 1o' 11 * 
- 0] = 0 if 1 = i0, 1» = 1* 
= 
1 
" ÎPÏ If i * i0, !• * 15 
In other words, we consider the situation where population 
line ig is sampled with probability one and is labeled the 
i*-th sample line. No specifications are made with regard to 
the other lines. 
Further properties of the random variables can be 
obtained easily, with being the expectation operator with 
i* 
regard to the random variables 0^ : 
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=2cef 3 = i if i = i0, i» = i* 
_ _1_ 
~ n-l 
(h-l)(n-2) 
etc. 
Then consider 
if i 4 i0, i* 4 i* 
if i = i0, i- = i», i' 4 i0, 
i" * ^  °r i' = v 
i" = i*. i 4  i0, i* 4  i* 
If i 4 i' 4 i0, i» / i«* 4 if 
% ' ^ -T )  
By expressing the x-values in terms of the random variables 
i* (3^ and the population parameters we obtain 
b2c*i*3 = hti s2 A il53* 
l3^i« 
= 5=i + ("r1'. = bi° «i 
+ r e ef g< • = ^ 6^ 63%13 j 
3* 3 3 ° i  3' 
*  +  s ) * è ï ^  \ )  
3^0 3^o 
* + jpf gi0 
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bp[ = ] = 
n(n-l) B2 
n 
E x 
_ i"/j* 
!*]< 
Bpf n(n-l)U + 2(n-l) E E p!" g, 
n(n-l) ^I i* i 
1* 1» _ 
+ E E P± Pj S],l 
l*, j* i,j 1 3 13 j 
Hence 
n(n-l) 
2 n 
n(n-l)P + 2(n-l)g1 + 2(n-l) g g, 
10 5-1 i=i 1 
+ 2 H-i si03+ ÎS-ÎÎ iS-ii 1j=1 sij jz 
3/1-0 i-r j/^-q 
= 11 + 2 H-n 
n(5-l) gi0 
" zW} sl0 
(4.7) 
The derivation of this result was based on a conditional 
argument, i.e. given that line iQ is contained in the sample 
* is an unbiased estimate of and labeled as i*, then g^
,i* g* . The definition of the random variables P, implies that 
•*•0 1 
the inference set is the total population. In other words, 
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gj_# gives some information about the absolute value of the 
0 
general combining ability of line iQ with regard to the 
remaining population lines. For n = N we obtain, of course, 
b2c6i03 = gig-
Consider now the situation where a PDC is performed 
among the n sampled lines, such that every line occurs in r 
single crosses. Estimates of the general combining abilities 
are obtained by following the same procedure as given in 
Chapter II, i.e. by minimizing 
(=i*j* - * " Si* - 6j«)2 
where E1 denotes summation over all crosses contained in the 
PDG. We obtain 
&1* = E a1#3*R4* (4.8) 
]*=! J 
where 
n 
V = k<*1 aj*k*(x3*k* - z) 
wj* 
with a.j*j* = r for all j* 
aj*k# = 1 cross (J* x k*) is observed 
= 0 otherwise 
and a^*J* are the elements of the inverse A"1 of A = 
cai#.j* 3-
For the future development we note the following proper­
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ties of A and A-l; 
jji aim* ~ *1*3* = 2r 
n n (4.9) 
e ai#3*= 5 a^* = i 
j*=l i*=l 2r" 
and all diagonal elements in A"^ have the same value, a0 say. 
Consider a population line, iQ say, which is sampled 
with probability one and which is the i*-th line in the sam­
ple. It follows from (4.8) that the estimate of the general 
combining ability for line iQ can be written as 
a °3 X l  aj*k»(x3*ke " x) 
k<v3* 
Using the conditional argument we shall show that the result 
(4.7) for the expected value holds also for the PDC. 
Bote first that 
= » *  §e§ 6i0 (3* t  i*) 
b2Cii»3*3 = » - S§î 6to (i* t  3* *  i$> 
Denote these quantities by E^ and Eg, respectively. Then, by 
using the various properties stated earlier, 
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B2E6i*3 = ra°B' + Z a O3 [ E al*k*(ôk»i*B2 
° j*=l k*=l v ° 
jvi; k*/i* 
+ (1 - 6k#1,)b«'] - #bg[z] 
= 
ra°e2 + 4 ^3*c^n0^  + (r -
- |b2CO 
= ra°B^ + (1 - ra°)Eg + [r(J^ - a°)-(l - ra°) ]E^ 
- § b2[%] 
= eg - 2 bg - ^  egcz] 
= % 
Note that this result holds for any PDC satisfying Definition 
2.1. 
C. Variance of General Combining Ability Comparison 
In Chapter II we have considered the difference between 
the estimates of two general combining abilities and the 
variance of this difference. We shall do the same here within 
the frame of the finite population theory and compare both 
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results. 
Using the conditional approach induces an asymmetry 
which does not lead to results in a reasonable form. We shall 
therefore consider this problem within the reference set as 
defined implicitly by the random variables a**, i.e. we take 
the widest possible reference set. 
Consider then for i* / i*' 
1 1 k*=l 3 
where 
Now 
and hence 
n 
®3* = kj1 a3*k*i3*k« 
blc6i# " 6i*« 13 = 0 
VarCgi# " g1#. ] = BiCii# " Sj*32 
To reduce the amount of writing in the following deriva­
tions we shall adopt the rules that 
(i) E denotes summation over k* from 1 to n, 
k* 
(ii) E denotes summation over k* and k*1 from 1 to n 
k*,k*' 
but with k* / k*1, 
(ill) if 11 x", "a" etc. are called symbols, then E* denotes 
summation over the appropriate index (indices) from 1 
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to n but such that it (they) cannot take on the value 
of another subscript already appearing in the same 
n 
symbol, e.g. E1 a,*,* = E ai*i*> 
i# J i*=l d 
1*/]* 
(iv) if a product of symbols is called a term, then E" 
denotes summation over the appropriate index (indices) 
from 1 to n but such that it (they) cannot take on the 
value of any subscript already appearing in a term, 
e
'
g
' iCi*' )*,}*' ai#3,ai*'3*' = 
lm'fl'.j- ai#3,ai#'3*" 
i*^i*yjv]*' 
Consider first 
(a1*^)2^ 2 
j d 
+ ] 
Using (4.6) and (4.9) we obtain for any j* 
%l[bj*] = bicj' a3#k*xj#k* 
+ k*?k*' a3*k*aj*k*,x3*k*xj»k*' 3 
= A2 + [r2(B-4) + rTSjap: n 
+ r(N-3)(N-s-l)a^/(N-l)(N-2) 
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Similarly, for j* / j*', 
blcb!,*r3#. ] = elc^ a3*k*a j*• k»xj*k*x3*• k* 
+ k,*k*. 
= 
^ 
aj*k**j*'k* BlCxj»k*x3*'k*3 
2 
+ 2 k* ad*k*aj#l xj*k*x3*' j*3 
+ k*fk*' a3*k*a3*,k*' BlCxj*k*x]*'k*'] 
%C Z a1 3 a1 3 EL*R%, ] is then evaluated by using 
3*,]*'  J  3  
(4.9) and the fact that a^*j* and a1*^* are elements of A and 
A"1, respectively. We shall exemplify this by calculating one 
expression In detail. For example, 
1*1* 1*1*' 
j*=j*. k* a a a3*k*aJ*'k* 
= f* k* 3 ^ *j*k*(*i*k* ~ a ^ a3*k* " a ^k*^ 
= 6i*k*(6i*k* " &1 ^  ak*k*^ ' j * aj*k* 
/ i*k* v l*k* 
" k* i*k* " a ak*k* a^ ak*k* 
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= 1 - 2ra° + r(r-l) E (a**^*)2 
3* 
where Ô1#k# is the Kronecker symbol and a0 is the element in 
the main diagonal of A"1. 
Using (4.6) and collecting coefficients we obtain after 
some manipulations 
"1c5. = + wnw»e] 
+ (4.10) 
Now consider 
B. C (S ai*^*Ri#) (s a1*'3*S' )] 
1 j* 3 j* 3 
= E, Cï ai*3*a1*'3*Ri* + z a^V"3*'a:^.,] 
1 3» 3 3 3 
2 
Since E% [ R j * ]and ] have already been calcu­
lated, this expression can be evaluated rather easily by 
replacing a0 by a**1* and 1 by the Kronecker symbol, 
in the corresponding expressions for E1 £ E a^*3*E!,* One 
3* 
then obtains 
= * ^  " [i 4 - 2(b-l)(h-2) ®s] + 
Combining (4.10) and (4.11) we obtain 
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VarCêi, - Bj.». ] = 2[(%° - ai#1#')02 + J . ,2/(1,-2) ] 
(4.12) 
If N —» oo (4.12) reduces to 
VarCêi* - Si*' ] = 2[ (a0 - a1*1*')?2 + O2] (4.13) 
Comparing this with the corresponding result in Chapter II 
we notice the additional term 2a2. But this corresponds 
exactly to the situation where one deals with a random effect 
model. We shall argue this point by considering a CDC 
(similar arguments hold for the PDC) within the frame of 
infinite population theory with g^ and being random varia­
bles, independently distributed with mean zero and variance 
cr2 and <y2, respectively. Then, by applying the least squares 
procedure, 
gi " gi' = «I - gl' + S=2 sij " ,J1, Vi:1 
Now, denoting the expectation operator by E, 
3[gi - iv ] = 0, 
hence 
— » A _ _ A A 2 O P P 
varcgi " si- u = edsi - 6^ 3 = 2or| + ^ <yg , 
which corresponds to (4.13) if {aP  - a^*^* ) for the PDC is 
replaced by 1/(n-2) for the GBG. 
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D. Analysis of Variance 
In analogy to the infinite population theory the analysis 
of variance table is given in Table 2. 
Table 2. Analysis of variance table 
Source d.f. S.S. 
General comb. n 
abil. n-1 £ &, *&,* 
i*=l 11 
Specific comb. n 2 n « 
abil. n(r/2-l) S = £' (%,*,*-%) - Z g1#IU* 
i*, 3*=1 3 i*=l 
i*<j* 
n ? 
Total nr/2-1 E' (x. 
i*,3«sl 1*3* 
!*<]* 
The appropriate reference set for obtaining the expected 
i* 
mean 'squares is the one defined by the random variables . 
We shall consider the expected values for the three sums of 
squares in Table 2. 
Now 
bl'"1*,j«s=1 (xi*3*"x)23 = § - nrx2^  
1 * < 1 #  
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with 
^lC,^ ^  ai*j*xi*j* 3 - nr®iCxi*3#U 
l*,j* 
and 
C x2 3 = [2nr BiCxi*3*3 + 4nr(r-l) B^x^*!^*, 
+ nr(r(n-4) + 2) C3#« 3 J 
Using (4.6) and collecting coefficients we obtain 
C E (xi*i*~x) 3 = r(n~2)o 1 !*,]*=! 1 j 6 
!*<]* 
+ [(N-2)n(r/2 - 1) + (N-2) (n-1) - r(n-2) ]o^/(N-2) 
Next consider 
®iCs3 = Bi[| *i*j*=i*j* - ^  ^  &i 3 Ri*RJ*] 
= Bl[l ai*j*xi*j* 
~ i*?i*' j/j*' 
After some straightforward algebraic manipulations, using 
(4.9), this reduces to 
®lC®3 = n(r/2 - 1) ^  BiC xi*j*3 " 2 3 
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+ 3 J 
Using (4.6) and collecting coefficients we then obtain 
Ei[S] = n(r/2 - Do2 
The expected value for the sum of squares due to general 
combining abilities can be obtained by subtraction. 
The expected mean squares, B(M.S.), are summarized in 
Table 3. For N —» OD this result agrees with that given in 
Table 3. E(M. S.) in analysis of variance 
Source d.f. E(M.S.) 
General comb. n.x + 1^2 
Specific comb. p 
abil. n(r/2 - 1) crg 
Total nr/2 - 1 
Table 1. This shows that under the assumption of an infinite 
population, the usual test of the null hypothesis 
ho = ®g = 0 
would be biased upwards. Also, under the same assumption, the 
p 
usual estimate for is in general too small. 
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V. PARTIAL TRIALLBL CROSSES 
The experimental and physical difficulties that led to 
the development of partial diallel crosses become even more 
apparent when one has decided to use three-way crosses in a 
selection experiment. For a complete triallel cross experi­
ment the number of different crosses is 3(^) = n(n-l)(n-2)/2, 
where n is the number of lines to be used in the experiment. 
Even for moderate sizes of n, 20 say, this leads to quite 
unmanageable experiments. We therefore propose a new type of 
design which we call the partial triallel cross (PTC), in 
which only a sample of all possible three-way crosses is 
observed. 
A. Parametrizatlon of Three-Way Crosses 
Suppose we have n lines which are denoted by i = 
1,2,—,n. A three-way cross is then represented by (ij)k, 
where (ij) stands for an offspring of the single cross i x j. 
We shall call i and j half-parents and k full-parent. Assume 
that always 1 / 3 / k. 
The genetic part of the three-way cross (lj)k can be 
represented by the following model 
y(ij)k = * + hi + h3 + 6k + d1;j + s ( 1 ) k  + s(j)k + *(13)k 
(5.1) 
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where u is the population mean, h and g are general effects, 
d and s are two-line specific effects, and t is a three-line 
specific effect. For definiteness we shall call g and h the 
general effects of the first and second kind, respectively. 
The parametrlzatlon (5.1) differs from the one used by 
Rawlings and Cockerham (1962b) in that it is not orthogonal, 
i.e. there exists a correlational structure between certain 
effects. For example, if the n lines can be considered as a 
random sample from an infinite random mating population in 
equilibrium and if the genes exhibit only additive effects, 
it is clear that h^ = 1 g^, i.e. the correlation between h^ 
and g^ is equal to one. - This fact was stated by Kempthorne 
(1957, pp. 433-436) for the means of populations derived by 
crossing populations. The correlations between the parameters 
can in general be derived by the following argument. 
Suppose we have a finite population of N lines. Let the 
genetic part of the three-way cross (ij)k be denoted by 
Y(i3)k* Assume further that the model (5.1) with y^ k^ 
replaced by was written as a population identity 
corresponding to (4.1), and that the parameters in (5.1) were 
defined in terms of linear combinations of partial means 
analogous to (4.2), such that 
N N 
E h, = 0, E gv = 0 
1=1 k=l 
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N N 
£ dh = z d,. = 0 
1=1 13 3=1 3 
1=1 •»»=ti =° 
i^ k k/i 
N N N 
1=1 t(13)k = j=i *(!])% = 1j1 t(lj)k = 0 
ja,k 1^, j 
Then define components of variation as follows 
*h = S Og = Z g^/(N-l) 
(5.3) 
°a = ±f3 ^/io-3). ° l  = 1=k 
A = , ? v tfi3)lc/N(H-l)(H-5) 
Now suppose we take a random sample of n lines from the 
population of ÏÏ lines. Denote "by 1* (i* = 1,2, •• • ,n) the 
i*-th sample member in order of selection. Define nN random 
i* 
variables <x£ as given in Chapter IV. In terms of these 
random variables the value y^*j*^* of the three-way cross 
(i*j*)k* of the three sampled lines i*, and k* may be 
written as 
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g 
y(l«i*)k. = tel W&M*  (5-*> 
* i* N 1* N 
= H + S ar h, + r aJ h, + £ o£ g. 
1=1 1 3=1 3 3 k=l 
5 i* i* 5 i*_k* 
* x , u ai dli + i,iiai< e(1)k 
v3 la 
+ j, I  a r °^>*+  
= V> + h^* + h + g #^ + &i*j* + s(i*)t* 
+ 8(j*)k* + t(i*3*)k» 
® i* 
•where h.* = g a, h,, and so on. 
1=1 
Using the parametrization (5.4) in connection with (5.2) 
and (5.3) we can establish the following distributional 
properties of the parameters. 
N 
z 
1=1 
b[>i*3 =|fr hj_ = o 
Similarly all other first moments are zero. Consider then 
the second moments. 
- 1 r v,2 _ S-l 
h =Chi%3 = 11  K  = ¥"J 
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E[hi*bj*] - " n(n"~1) hi " " ff *h 
BChi»6i#3 = J E hi6i = ^  ^hg 
The component of covariation a^g has been defined in analogy 
to the definition of the components of variation. Similar 
definitions will be employed further on. 
B[h1#gk#3 = - N(Ni1} £ Mi = ' jjf ahg 
B^di*3*^ = N(N-l) dij = 5-1 *d 
bc di»j»di*3»« u = " F(Jî-1HN-2) ^  dij = " (N-l)(H-2) *d 
BChi«di*j*Zl = E hidlJ = 0 because of (5.2) 
3 
In general, all covariances between parameters with different 
numbers of subscripts are zero. 
bc °(i*)k*] = roky sfi)k = ë "s 
B^8(i*)k*S(d*)k*^ = " N(N-lHN-2) 1^k s(i)k = " (N-l)(N-2)*s 
BH s(i*)k*s(i*)k*' H = " u(H-l) (H-2) ^  S(i)k= " (B-l)(B-2)*s 
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s(i*)k*s(k*)i*^ = U(B-l) ^  s(l)ks(k)i = itl a ss  
BCdl*j#s(1*) = u(N-l) dljs(l)j = III *ds 
B^ dl*j*S(l*)k*-^ = " N(N-lt(N-2) ^  didS(l) j 
— N-3 
(H-l)(N-2) ds 
B^ t(i*j*)k*^ = N(N-l)(N-2) lf^ k t(i])k = 5:2 
B^ t(i*j*)k*t(i*k*)j*] = N(N-lt(N-2) 1$^ k t(i3)kt(ik)3 
= M *tt 
] = - N(N_i)(J-2)(N-3) lf Jfk *(lj)k 
N-5 
" " (H-2)Tl-3) tft 
B[t(i*j*)k*t(i*j*')k*] = " N(H-l) (N-2) (N-3) ± J)k t(ij)k 
_ N-5 rt2 
" " (N-2)(N-3) at 
and so on. 
Now, let N—> œ . Then, similarly to the situation 
discussed in Chapter IV, we are dealing with an infinite 
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population random effect model. The parameters in the model 
(5.1), except l&, can therefore be regarded as random variables 
2 2 2 2 2 
with mean zero and variances cC, o , a and <r , re spec-
fa g d s t 
tively, and the following covariance structure: 
e[higi ] = *hg' bcdi3s(i)j 3 = bcdijs(j)i3 = *ds 
BC s(i)ks(k)i 3 = <?ss' 
BCt(ij)kt(ik) j ^  = BCt(i3)kt(jk)i^ = *tt' 
all other covariances being zero as an immediate consequence 
of the previous derivations. 
To get some understanding what these variance and 
covariance components mean in terms of genetic variance compo­
nents we consider the nine types of covariances between 
relatives from three-way crosses (Cockerham (1961)). Using 
Kempthome's (1957) notation the covariance between two col­
lateral relatives X and Y from a Hardy-Weinberg equilibrium 
population with no linkage can be written as 
Cov(X,Y) = T [2ryy(l+F)]*[uyy(l+F)2]* *2. (5.5) 
a, ô AI Al 
where F is the inbreeding coefficient for the parents, and r%y 
and Uyy are the probabilities of alikeness by descent for the 
types of relatives when the parents are non-inbred, i.e. F = 0. 
The nine types of covariances are given in Table 4 
together with the appropriate coefficients 2r^. and u^y of 
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(5.5) and the coefficients of their representation in terms 
of parametric variance and covariance components. 
Table 4 can be used to express the parametric variance 
and covariance components in terms of genetic variance compo­
nents. We obtain, for example, 
% = 1 <Hr>° 
<5-6> 
v = I  'h"*'" v 
p 
One can verify easily that no other component contains <j.. 
a 
Hence the parameters h and g account for all the additive 
2 
variance, which is not contained in the random error due 
to variation within crosses. Also, h and g account for a 
large part of the purely additive epistatic effects. 
On the basis of these considerations we are led to adopt 
the reduced model 
y(ij)k = 11 * hi • hj • ek * e(H)k (5'7) 
for the analysis of a PTC. In (5.7), P, h and g have the same 
meaning as in (5.1), and the are considered to be 
2 Independent random variables with mean zero and variance cr . 
We shall return to this model in Section 0 after we have 
discussed the construction of PTC's in Section B. 
Table 4. Covariances between three-way crosses and coefficients for genetic 
and parametric variance components 
Covariances8- 2rXï UXY 
2 
*h ahg *d *ds ffss at 
Cov^ 
= B*y(lj)ky(ij)k) 3/8 1/8 2 i 1 i 1 
CoVg = B <y(13)k= r ( ik)j> 5/16 1/16 1 2 2 1 1 
CoVj = B(yfij)kyfij')k) 5/16 1/16 1 i i 
Cov4 
= Mijik^kd')! '  1/4 1/16 2 1 
Cov5 3/16 0 1 1 1 
Cov6 
= Mijl^ÎDlk-' 1/8 0 2 1 
COVy 
= B(y(ij)k?(l'J')k) 1/4 0 i 
Cov8 
= 
B^ yTijjk^îk'3'  1/8 0 1 
COVg 
= 
B(4lj )Wl3 •)k,) 1/16 0 1 
aPrimed subscripts are different from any subscript already occurring in a 
term. 
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B. Construction of PTC's 
1. Definition of a PTC 
In the following discussion we always assume that no two 
of the lines in a three-way cross (ij )k are the same, i.e. we 
assume i ^  ^ k. Also, we do not distinguish between recip­
rocal crosses, i.e. the following crosses are considered to be 
identical: (ij)k, (ji)k, k(ij), and k(ji). In analogy to the 
diallel cross one might call this a "modified triallel cross". 
We then define a PTC in the following way. 
Definition 5.1: A set of matings is said to be a PTC if 
it satisfies the following conditions: 
(1) Each line occurs exactly rg times as half-parent and 
rF times as full-parent. 
(ii) Each cross (ij)k occurs either once or not at all. 
Condition (ii) does not exclude the simultaneous occurrence of 
(ij)k, (ik)j and (jk)i. The total number of crosses is nry. 
Since each line is equally often represented as half-parent it 
follows immediately that rfi = 2r?. Let rF = r, whence rH = 
2r. If r = (n-1)(n-2)/2 we obtain the complete triallel cross. 
The degree of fractionation for a PTC is then given by 
2r/(n-l)(n-2). 
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2. Correspondence between PTC's and Incomplete block designs 
The construction of partial diallel crosses (PDC) has 
been based extensively on a correspondence between PDC1s and 
incomplete block designs with blocks of size two, in particu­
lar PBIB's (e.g. Hinkelmann and Kempthorne (1963)). It seems 
obvious that PTC's are related to incomplete block designs 
with blocks of size three, in that a three-way cross (i])k 
corresponds to a block with treatments 1, j and k. However, 
this analogy is not quite perfect. In a three-way cross the 
order in which the lines are arranged is important - this is 
obvious from the discussion in Section A -, i.e. the cross 
(ij)k is different from the cross (ik)j, whereas the corre­
sponding blocks are considered to be identical, at least from 
a structural point of view. This suggests that one should 
make a distinction between the treatments corresponding to 
lines used as half-parents and those corresponding to lines 
used as full-parents. 
Denote therefore line i used as half-parent by ig and 
used as full-parent by ip. Suppose then that we have, con­
ceptually, two sets of lines fig = {lg, 2H, • • • ,nH \ and 
.Qp = {lp, 2p, • • • ,np}. A three-way cross can then be thought 
of as combining two elements ig, jg e with one element 
kji e Op such that 1 / ] ^ k. In terms of incomplete block 
designs this means that a block is composed of two treatments 
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from_n g and one treatment from jQ. p. The advantage of using 
the sets fig and flp is that there exists now a perfect corre­
spondence between a three-way cross and a block of size three, 
i.e. any ambiguity as to willch treatments correspond to half-
parents and which to the full-parent has been removed. How­
ever, in constructing appropriate designs one has to keep in 
mind that i0 e and ip e -Tip are actually the same lines. 
The problem of constructing PTC's has then been trans­
ferred to the problem of constructing incomplete block designs 
with blocks as indicated above and such that, according to 
Definition 5.1» each treatment contained in fig is replicated 
2r times, and each treatment contained in .Op is replicated r 
times. A suitable design for this purpose is the generalized 
PBIB design (GPBIB) introduced by Shah (1959) > the definition 
of which we shall give now for the sake of completeness. 
Definition 5.2: An incomplete block design is said to 
be a GPBIB design, if the following conditions are satisfied: 
(i) The experimental material is divided into b blocks 
of k plots each, different treatments being applied 
to the units in the same block. 
(ii) There are v treatments divided into h groups of 
Vg, • • •,v^ treatments respectively; the treatments 
of the 1-th group occur in exactly r^ blocks, 
(ill) There can be established relations of association 
between any two treatments satisfying the following 
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requirements: 
(a) A treatment of the 1-th group and a treatment of 
the j-th group are either Ij:0-th, ij:1-th, •••, 
or lj:mij-th associates (i,j = 1,2,•••,h) (every 
treatment of the 1-th group is the 11:0-th 
associate of itself and of no other treatment); 
ij:t-th associates are the same as jl:t-th 
associates. 
(b) Each treatment of the 1-th group has exactly 
nl^J:t :t-th associates ( j = 1,2, • • • ,h; t = 
0,1,'*«,m^j) and has zero 4k:t-th associates 
(4 i i, k / 1). 
(c) Given any two treatments which are ij:t-th 
associates, the number of treatments common to 
the i^i^t^-th associates of the first and the 
i2^2:t2"tla associates of the second plus the 
number of treatments common to the i2j2:t2-th 
associates of the first and the i^^t^-th 
associates of second is i232: t2^ 
and is independent of the pair of treatments 
with which we start. 
(iv) Two treatments which are ij:t-th associates occur 
together in exactly ;t blocks. 
In these designs the total number of associate classes 
is given by 
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h 
m* = E m,, + h(h-l)/2 . 
i,3=1 3 
i<j 
This number differs from the number given by Shah (1959)> 
since we have modified slightly the definition by introducing 
ij:0-th associates which only for 1 / j results in a real 
associate class, and hence increasing the number of associate 
classes by h(h-l)/2. 
The parameters of the GPBIB satisfy the following rela­
tions: 
h mij 
(a) E E = rik (1 = 1,2,•••,h) 
j=l t=0 3 3*x 
h mlj 
(b) E v, = v, E nl1.t = v, 
1=1 t=0 3 3 
mik 
(c) E 9-n. -^ ( lk: t j, ik: •(') = n k^. ( 5 - 8 ) 
mjk 
(d) 2 ^ E Q-ij • t (^k* t]_» jk:-t) = (1 3 ) 
(«) !t> 
(i t J, i 4 k) 
From the previous discussion it follows immediately that 
in our situation we have two treatment groups, i.e. h = 2, 
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according to Xlg and ilp. Denote these groups by and H2 
with the same subscripts applying to the corresponding parame­
ters. In particular we have v^ = v2 = n, r^ = 2r, r2 = r. 
Furthermore, since for our purpose each block contains two 
treatments from and one treatment from H2, we can rewrite 
the relation (5.8a) more specifically as 
mll 
.
s
n 
nll:txll:t = 2rl t=0 
m12 
°12:t^l2:t = rl 
m21 
n21:tX21:t = 2r2 
m22 
n22:tX22:t = r2 
(5.9a) 
(5.9b) 
i.e. we can ignore the treatments of fl2 in any block and we 
then have blocks of size two with (11:t)-th associations only 
and obtain (5.9a); similarly we can ignore the treatments of 
In any block and obtain (5,9b). Since, by definition, 
nii:0 = 1» *ii:0 = ri' follows that all X22.t have to be 
equal to zero (t = 1,2,•••,m22). Also, n12;t = n21;t and 
X12.t = X21.t for all t = 0,1,•••,m12 = m21. Hence the second 
equation in (5.9a) and the first equation in (5.9b) are 
identical. The only real conditions that have to be satisfied 
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then are 
mll 
tf1 ^ ilit^llit = rl = 2r 
m12 
n12:tX12:t = rl = 2r 
(5.10) 
(Note that the summation in the first equation is from 1 to 
since n-Q.0 = 1 and X-Q.Q = r^ = 2r.) These, of course, 
are only necessary conditions for the existence of a GPBIB of 
this type. Further necessary conditions will be derived 
presently and also in Section 0. 
3. Association schemes for GPBIB's 
In the preceding section we have seen how PTC's can be 
related to GPBIB1 s. In this section we shall give some 
association schemes for GPBIB's derived from the association 
schemes of PBIB's with m associate classes. We shall also 
discuss their usefulness with regard to the construction of 
actual PTC's. 
Remembering that ig and ip are identical from a genetic 
point of view and hence cannot occur together in a cross, it 
seems reasonable to make ip the only member of the 12:0-th 
associate class of ig, and to assume always X12.q - 0# ^en 
consider the following association scheme A*: Consider the 
set A2, and apply to its elements the association scheme A of 
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a PBIB with m associate classes. These associate classes are 
then denoted by 11:1,11:2,•••,ll:m. Now consider the forma­
tion of the 12: t-th associate classes (t = 1,2, • • • ,m-j_2). If 
jg is 11: ty-th associate of ig, then jF is 12: tQ-th associate 
of ig. This in fact states that A applies also to the 12:t-th 
associates. Finally, we apply A also to the elements of _Q2 
in order to obtain the 22:t-th associates (t = 0,1,•••,m). 
Note that now m^ = m for all i and j. 
One can see immediately that this type of association 
scheme satisfies the requirements of the GPBIB as stated in 
Definition 5.2. In fact, it is not as general as is permitted 
by this definition. More specifically, condition (iiic) of 
Definition 5.2 can, in the light of A*, be rewritten as 
(iiic1): Given any two treatments which are ij:t-th associates 
the number of treatments common to the i^j-^:t^-th associates 
of the first and the i2j2:t2-th associates of the second is 
pij,t i^l^l:tl'i2^2:t2^ and Independent of the pair of 
treatments with which we start. Also 
pij:t 1^l3l:tl'12;l2:t2^ " pi j:t 1^2^2:t2,1l^l:tl^ ' 
The PBIB whose association scheme A is used to generate 
the association scheme A* for a GPBIB of this type will be 
called its "basic PBIB". As a consequence of the association 
scheme A* we have n^.^ = nt for all 1, j, where nt is the 
number of t-th associates for the basic PBIB. Furthermore, 
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pj, j 12<'2: *2^ - pt1tg 1 ~~ ^ ' il = *2 = i' - 3 2> 
or if i / j, 1^ = 1, i2 = 3, 3% = 3g* ^ere pt t are the 
parameters of the second kind of the basic PBIB, and 
Pi^ .1;(li3iîtl,i2j2:t2) = 0 otherwise. 
For illustrative purposes we shall consider the following 
example. 
Example 5.1: Suppose n = 6. Then -Q-j, = [ lg, 2g, • • • >6%}, 
Il2 = { lp,2p, • • • ,6pt. Let the basic PBIB be a triangular PBIB 
with the association scheme A as follows 
* 1 2  3  
1 * 4 5  
2  4 * 6  
3 5 6 * 
Then A* results in the following associate classes: 
11:0 11 :1 11:2 12:0 12:1 12:2 
XH %» 3H' 4H' % - % XF 2F' 3p, 4p, 5p 6F 
2H % 5H 2F Ip, 3p, 4p, 6p 5p 
5H 1H' 2H* 5F Ip, 2p, 5p, 6F 4F 
4H •LH' 6H 3H 4F 1F' 2p, 5p, 6F 5F 
% 5H> 4%' 6H % 5? Ip, 3p, 4p, 6F 2F 
3H' 4H' % IS 6F 2p, 3p, 4^, 5p 1F 
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The 21:t-th and 22:t-th associate classes can be written out 
similarly. However, for the purpose of constructing a PTC it 
is not necessary to do so, because the 21:t-th association is 
completely specified by the 12:t-th association, and the 
22:t-th association is not important since always X22.0 = r, 
X22.t = 0 for t = 1,2,•••,m, because each cross contains only 
one full parent. 
Any such association scheme A* leads immediately to the 
following necessary condition for the existence of a PTC. 
Suppose that the conditions (5.10) are satisfied with 
xll:t1,xll:t2'''',Xll:tu > 0 and x12:s1,x12:s2* " *,X12:sw > °* 
i.e. u of the m values X^.^ (t = 1,2, • • • ,m) and w of the m 
values X12.g (s = 1,2,•••,m) are greater than zero, the re­
maining X's in both groups being equal to zero. A necessary 
condition for the existence of a PTC then is that 
w w 
E E P-M.4. (12: sK, 12: sp) >0 (5.11) 
x=1 p=1 * t 
for every t = 1,2,•••,u. To verify (5.11), suppose that for a 
t = t* (1 < t* < u) 
w w 
E E PT-I.+ ( 12 : s«., 12: s_ ) = 0. 
k=1 p=1 t* p 
This implies that for any pair ig,jg e  which are 11:tT#-th 
associates there does not exist an element kp e /12 >dilch can 
serve as a common full-parent for both ig and jg. But by 
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assumption ig and jg have to occur together in a cross at 
least once because > 0, and this cross must contain a 
•
LX
' ^ r *  
full-parent. Hence condition (5.11) is necessary. 
As is the case for PBIB's, the only demonstration of the 
existence of a PTC is construction of the plan. That is, we 
may know necessary conditions for existence but we do not 
know sufficient conditions apart from actual construction. 
This problem has not been solved in general. In the next 
section, however, we shall show how a graphical representation 
can be used for construction purposes. 
4. Graphical representation of PTC's 
Before we ^ describe the graphical representation of a PTC 
it is necessary to give some basic notions used in the theory 
of graphs (cf. Berge (1962)). 
A graph is defined by a set X = (x} of points x and a 
(multi-valued) function F mapping X into X, and is denoted by 
G = (X,T). A pair (x,y) with x e X and y e Fx, is called an 
arc of the graph. If the set of all arcs of a graph is 
denoted by U = {uthen G can also be represented by (X,U). 
Tie define a hypo graph of a graph (X, F) to be a graph of the 
form (W,r), where V £ X and Tw £ X for all w e W. A partial 
graph of (X,T) is defined to be a graph of the form (X,A), 
where Ax £ Fx for every x e X. A partial hypograph of (X,F) 
is defined to be a graph of the form ( W, A ), where ¥.£.X and 
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Aw £ Fw for all w e W. We shall call this also a Tellgraph 
(Konig (1936)). A Tellgraph Is proper If W c X and/or Aw c Fw 
for at least one w e W. 
Two points x and y are said to be adjacent If they are 
distinct and if there exists an arc u = (x,y) going from x to 
y or from y to x. Two arcs u and v are said to be adjacent 
if they are distinct and if they have a point in common. An 
arc Is an oriented concept. Its unoriented analogue is an 
edge, where an edge is consequently defined as a set of two 
elements x and y such that (x,y) e U or (y,x) e U. The set 
of all edges of a graph will be denoted by U = { u}. A chain 
is a sequence of edges '* •)> In which each edge uk has 
one point in common with the preceding u^-1' and the other 
point in common with the succeeding uk+1. Finally, a cycle 
is a finite chain which begins at a point x and terminates at 
the same point. 
With regard to our present situation we have X = fl = 
v jfl2 and T = A* with the modification that if w^ and 
w2 e n are 1j:t-th associates, then the edge u = (w^,w2) is 
colored with the color C^j.^. We shall call two elements 
Gij:t " adjacent, if they are adjacent and if the edge con­
necting them has the color C^.^. We have already mentioned 
earlier that as far as the PTC is concerned only the 11:t-th 
and 12:t-th associate classes are essential. It is therefore 
sufficient to consider the hypograph (-Q^,A*). For practical 
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purposes it is often even more appropriate to confine oneself 
to the Tellgraph ( , A£), where Aj is the function that maps 
each element w e flj_ into all its associate classes for which 
the corresponding X1s were chosen to be positive, i.e. which 
satisfy (5.10). 
Suppose then that the conditions (5.10) and (5.11) have 
been satisfied with A-n.. t^>xll* t ''*"'Xll't > 0 and 
X12:S1,X12:S2 '  '  ",X12:sw > °* Let "^1 ~ ^ Î and ^ 2 ~ 
By applying ( fl^A*), each w 1^) e flj. is connected 
u w 
with E nn n .+ elements in and with £ n-, 0. _ elements 
T=1 1 T 1 P=1 ld,SP 
in il g» each edge being colored appropriately. 
Consider now two arbitrary elements and 
an arbitrary element w 2^^  e 2, and suppose they are adjacent 
for some graph G. Then there exists the three-edge cycle 
„(D 
^  r ( 2 )  
Denote such a cycle by Z(wj^, ;w^ ). We note that every 
Z is a unique representation of a three-way cross. 
In terms of the Z-representation a PTC must satisfy the 
following conditions C: 
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(1) Each w^) eflj possesses exactly 2r different 
z(w^),. ;. ) 
(2) Each w^ « f)2 possesses exactly r different 
Z(.,.;w(2)) 
(3) Any two -adjacent wj^Wg1^  e occur 
T 
together in exactly different Z(w|1^ ,Wg1^  ;. ) 
T 
(T = 1,2, • • • ,u) 
(4) Any two 012. g -adjacent w^) c fl -j_, w 2^) «Dg 
occur together in exactly X10._ different j -el ,  sp 
z(w(l),.;w 2^)) (p = 1,2,•••,w). 
We shall illustrate these concepts by considering the follow­
ing example. 
Example 5.2: Suppose we have n = 6 and let the basic 
pbib be an EGD/3-pbib (cf. Vartak (1959)> Hinkelmann and 
Kempthorne (1963)), which yields the following associate 
classes: 
0. ass. 1. ass. 2 .  ass. 3. ass. 
1 2, 3 4 5, 6 
2 1, 3 5 4, 6 
3 1, 2 6 4, 5 
4 5, 6 1 2, 3 
5 4, 6 2 1, 3 
6 4, 5 3 1, 2 
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For r = 4 the conditions (2.3) and (2.4) can he satisfied by 
xll:l " 2' xll:2 = xll:3 = °' x12:l = 2' x12:2 = °' x12:3 = 
2. Let 0]_]_. ^  be — - - — , C-^. 2 ke — ' — » ^]_2:1 — ' 
C12*3 be • From the graph in Figure 1 all possible Z's 
and hence the PTC can be read off immediately: 
(2,3)1 (3,6)2 (2,3)4 (3,6)5 
(2,5)1 (4,6)2 (2,5)4 (4,6)5 
(3,6)1 (1,2)3 (3,6)4 (1,2)6 
(5,6)1 (1,4)3 (5,6)4 (1,4)6 
(1,3)2 (2,5)3 (1,3)5 (2,5)6 
(1,4)2 (4,5)3 (1,4)5 (4,5)6 
One can verify easily that the conditions C are satisfied. 
Because of the conditions C(3) and (4) it is perhaps more 
appropriate to connect two C^.^. -adjacent points by X^.^ 
T T 
distinct edges and two 012.g -adjacent points by X12-sp 
distinct edges. If s = max (X-,,.+ ,X10._ ) then the corre-
T,P ' T ^*SP 
spending graph is called an s-graph. For a PTC to exist 
every edge must occur in exactly one cycle. 
It should be noted that the method of the graphical 
representation is merely an aid to constructing PTC1s. A 
rigorous method of constructing PTC's will be given in Chapter 
VI for the class of what we shall call circulant PTC's. 
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Figure 1. Graphical representation of a PTC 
120 
5. Some examples of PTC1s 
We shall present now three examples of connected PTC1s 
with different basic PBIB's. The terms connected and discon­
nected PTC's will be explained in Section 0. 
Example 5.3: n = 10: The association scheme is that of 
the triangular PBIB. For the parameters X-^.Q = 6, X-^-i = 1, 
xll:2 = x12:0 = x12:l = x12:2 = 2 we obtain the 
following PTC; 
(8,9)1 (5,8)4 (3,8)7 
(8,10)1 (6,8)4 ~- (1,4)8 
(9,10)1 (3,4)5 (1,7)8 
(6,7)2 (3,10)5 (4,7)8 
(6,10)2 (4,10)5 (1,3)9 
(7,10)2 (2,4)6 (1,6)9 
(5,7)3 (2,9)6 (3,6)9 
(5,9)3 (4,9)6 (1,2)10 
(7,9)3 (2,3)7 (1,5)10 
(5,6)4 (2,8)7 (2,5)10 
This PTC has been constructed by first writing out all single 
crosses. Since p22 = 1 for the triangular PBIB, there exists 
exactly one line which can be a full-parent for a particular 
single cross. This determines the structure of the PTC 
uniquely. 
The degree of fractionation for this PTC is 1/12. 
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Example 5.4: n = 15: The association scheme is that of 
the EGD/3-PBIB (Vartak (1959)): 
1 2 3 4 5 
6 7 8 9 10 
11 12 13 14 15 
with elements in the same row being 1. associates, elements 
in the same column being 2. associates, and the remaining 
elements being 3. associates. For X-Q.Q = 16, = 2, 
Xll:2 = Xll:3 = °* X12:0 = °' X12:l = °* X12:2 = °' 
X^2»3 = 2 we obtain a connected PTC which is composed of two 
disconnected PTC1s, PTC^ and PTCg say. 
PTC^ consists of three groups with 20 crosses each. Its 
parameters are X11;0 = 8» X11;1 = 2, Xllj2 = X11;j = 0, 
X12*0 = ^' X12*l ~ X12*2 ~ ^ ' X12* 3 — * The first group is 
given by 
(1,2)8 (1,4)15 (2,4)6 (3,4)10 
(1,2)9 (1,5)7 (2,4)11 (3,5)9 
(1,3)10 (1,5)14 (2,5)6 (3,5)11 
(1,3)12 (2,3)14 (2,5)13 (4,5)8 
(1,4)13 (2,3)15 (3,4)7 (4,5)12 
The second group is obtained by taking [6,7,8,9,10| as half-
parents, [ 1,2,3,4,5,11,12,13,14,15 } as full-parents and making 
the proper substitutions in the crosses of the first group. 
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Similarly, the third group is obtained by taking [11,12,13, 
14,15} as half-parents and (l,2,3,4,5,6,7,8,9,10} as full-
parents. 
PTCj was constructed by considering first the 11:1-st 
associate group [ 1,2,3,4,5), for which all single crosses were 
written out. For every line its 12:3-rd associates can then 
be divided into pairs such that each pair consists of 12:3-rd 
associates of one of its 11:1-st associates. Such a pair 
provides then the common full-parents. The groups 
(6,7,8,9,10} and (11,12,13,14,15} are treated similarly. 
PTCg consists of five groups with 12 crosses each. Its 
parameters are Xllj0 = 8, Xn:i = 0, X11;2 = 4, X11;5 = 0, 
^12*0 = ^12*1 ~ ^ 12*2 ®* ^12*3 ™ • The first group is 
given by 
The other groups are obtained by taking { 2,7,12}, 1 3,8,13}, 
(4,9,14}, { 5,10,15 } as half-parents, respectively, and by 
using as full-parents always those lines which are 12:3-rd 
associates of both half-parents. This can be read off 
immediately from the association scheme. 
The degree of fractionation for this PTC is 8/91. 
(1,6)12 
(1,6)13 
(1,6)14 
(1,6)15 
(1,11)7 
(1,11)8 
(1,11)9 
(1,11)10 
(6,11)2 
(6,11)3 
(6,11)4 
(6,11)5 
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Example 5.5: n = 20: The association scheme is that of 
the BGrD/7-PBIB with = 2 = Hg, 5^ = 5. The 7 associate 
classes are denoted by 100, 010, 110, 001, 101, Oil, 111, with 
n100 = 1 = n010 = nll0' n001 = 4 = n101 = n011 = n111. For 
x11:000 = l4, xll:100 = 2 = xll:010 = x11:110 = xll:001' 
xll:101 = 0 = xll:011 = xll:lll* x12:000 ™ °' x12:100 = 2 = 
X12:010 = X12:110' X12:00l ™ °» X12:101 = 2) Xl2:011 = 0 = 
X12"lll we obtain a connected PTC which is composed of two 
disconnected PTC's, PTC^ and PTCg say. 
Following Hinkelmann and Kempthorne (1963) (cf. also 
Chapter III) the lines are denoted by triplets (1,1,1), 
(2,1,1), (1,2,1), • • •, (2,2,5). To reduce the amount of 
writing we identify the triplet (ipig.i^) by the number j, 
where j = 1 + (1^ - 1) + - 1) + sis2 1^3 " ^  • 
PTC]_ consists of four groups with 20 crosses each. Its 
parameters are X11;000 = 8, Xi1;100 = 0 = X11:010 = xii:iio> 
Xll:001 ^  2' X11:101 = 0 ~ x11:011 " Xll:lll' X12:000 = 0 = 
X12:100 " X12:010 " X12:110 = X12:001' X12:101 = 2' X12:011 = 
0 = X12'111" The first group is given by 
(1,5)14 (1,13)18 (5,13)2 (9,13)18 
(1,5)18 (1,17)6 (5,13)10 (9,17)2 
(1,9)6 (1,17)10 (5,17)10 (9,17)14 
(1,9)14 (5,9)2 (5,17)14 (13,17)2 
(1,13)10 (5,9)18 (9,13)6 (13,17)6 
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The remaining groups are obtained by taking { 2,6,10,14,18}, 
{3,7,11,15,191, [ 4,8,12,16,20} as half-parents, respectively, 
and {1,5,9,13,17}, {4,8,12,16,20}, [3,7,11,15,19 } as full-
parents, respectively, and by making the appropriate substitu­
tions in the crosses of the first group. 
For the construction of PTO^ we followed the same pattern 
as outlined for the PTC^ in the previous example, since both 
basic PBIB's are essentially of the same structure. 
PTCg consists of five groups with 12 crosses each. Its 
parameters are X11;000 = 6, X11;100 = 2 = xn:0io = X11:110' 
xll:001 = ° = xu:101 " xll:011 = xll:lll' x12:000 = °' 
X12:100 = 2 = X12:010 = X12:110' X12:001 ~ ° ~ X12:101 = 
X12'011 " X12*111' This amounts to dividing the lines into 
the five sets {1,2,3,4}, { 5,6,7,8}, (9,10,11,12}, (l3,14,15,16% 
il7,18,19,20 } and performing within each set a complete 
trlallel cross. Thus the first set gives rise to the first 
group of crosses 
(1,2)3 (1,4)2 (2,4)1 
(1.2)4 (1,4)3 (2,4)3 
(1.3)2 (2,3)1 (3,4)1 
(1,3)4 (2,3)4 (3,4)2 
The other groups are obtained in the same way. 
The degree of fractionation is 7/171. 
Finally, we mention that every BIB with blocks of size 
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three can be used as the basic PBIB to obtain a balanced PTC 
such that every pair (iH, 3g)• and every pair (iH, • ) kp occur 
equally often. For every block given in the BIB plan one has 
to write out the three possible three-way crosses. 
Example 5.6: Suppose n = 6. With k = 3, r = 5, b = 10, 
X = 2 there exists the following BIB plan: 
The parameters for the PTC then are X11<0 = 10, X11#1 = 2, 
X12.0 = 0, X12-i = 2' r = 5, and the crosses are 
1, 2, 5 
1, 2, 6 
1, 3, 4 
1, 3, 6 
1, 4, 5 
2, 3, 4 
2, 3, 5 
2, 4, 6 
3, 5, 6 
4, 5, 6 
(1,2)5 
(1,5)2 
(2,5)1 
(1,2)6 
(1,6)2 
(2,6)1 
and so on. The degree of fractionation for this design is 
1/2. 
For further balanced PTC's we refer to Chapter VI. 
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0. Analysis of PTC's 
1. The normal equations 
In Section A we were led to adopt the model (5.7) for 
analysis purposes. We rewrite (5.7) in matrix notation as 
y = U J + X h + Z g + e  ( 5 . 1 2 )  
where y is the column vector of the nr observations of a ETC, 
J is an nr x 1 vector of unity elements, h' = £hph2, • • • >hn ], 
g' = [ g1,g2» • • • ,gn J, X = E Xgi 3 is an nr x n matrix with 
Zai = 1 if ig occurs in the cuth cross and xa^  = 0 otherwise, 
Z = £ Zpk3 is an nr x n matrix with Zgk = 1 if kp occurs in 
the B-th cross and = 0 otherwise, and e is the nr x 1 
vector of the residuals. 
The normal equations for Û, h and g then are 
nr& + j'Xh + j1 Zg = j'y 
X'jp + X'Xh + X'Zg = X'y (5.13) 
Z'jp + Z'Xh + Z'Zg = Z'y 
From the first equation we obtain 
= y - jl J'XB - -1- J'Zg 
nr nr 
where y denotes the mean of all the observations. Substitut­
ing the value for P into the last two equations of (5.13) 
yields 
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X
' 
(Inr " nr •'nr.nr^ + x' "nr " 5? Jnr,nr'Zê = «1 
(5.14) 
Z
' 
(Inr " J? Jnr,ar)%& + Z'^nr " ^  Jnr,nr)Z« = Q2 
where = X'(y - Jy), Q2 = Z' (y - Jy), and Jnrjnr is an 
nr x nr matrix of unity elements. 
let X'X = •, X'Z = V, Z'Z = W, X'(Inr - Jnr-nr)X = IT*, 
*' dnr - s Jnr.nr'2 = v*' and Z'(Inr - ^  Jnr,nr>z = **• 
Then the coefficient matrix of (5.14) becomes 
0* = 
u* 
V*' 
V* 
w* 
(5.15) 
Before we make any statements about the rank of 0*, we shall 
first give a short account of the connection between the 
matrix (5.15) and association matrices for PBIB's. 
2. Application of association matrices 
Consider a basic PBIB which has been used for construct­
ing a PTC. For such a PBIB association matrices have been 
defined by Bose and Mesner (1959) as follows. Let 
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*, = [<T] = 
(t = 0,1,•••,m) 
It 
2t 
It 
2t 
n 
It 
n 
2t 
bnt 4 
n 
Jnt 
where b^ = 1 if the objects a and 0 are t-th associates 
= 0 otherwise. 
is a symmetric matrix, in which each row total and each 
column total is equal to n^. Further BQ = In, where In is the 
m 
identity matrix of order n and I B. = «L. „, where J_ _ is 
t=0 X ' ,n 
an n x n matrix with unity elements. The most important 
relationship among the B^'s is the following 
m u 
BA = J0 »st=u (5.16) 
where the p^. are the parameters of the second kind of the 
PBIB. Furthermore, for a PBIB with parameters XQ = 
r,X-j_,X2i * • * »Xm and incidence matrix 11,1. e. the matrix whose 
i] element is the number of times treatment i occurs in block 
j, we have 
m 
M' = r XtBt 
t=0 
(5.17) 
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By analogy we can then define also B12»t and B22«t fo:r 
the 11:t-th, 12:t-th and 22:t-th associate classes of a GPBIB, 
respectively. But from the form of the association scheme A* 
for the PIG it can be seen that B^.t = B12.t = B22*t = Bt 
for t = 0,1,•••,m, where B^is the association matrix for the 
basic PBIB. 
The matrixes U, T and W as given previously, are 
analogous to (5.17) only that U refers to 11:t-th associate 
classes, V to 12:t-th associate classes, and W to 22:t-th 
associate classes, i.e. 
u = teo xll:tbt' t = t=0 xl2:tbt 
" 
= t=0 
Sov X
'
Jnr,nrX = Ar\n- X'Jnr,nrZ = and Z'^,^ = 
r2j . Then because of 
n, n 
teo Bt = Jn'n' 
D* = A (xll:t " t=0 
T» = S (X12.T - ^ )BT (5.18) 
t=0 n 
' = j0 - i'=t 
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Let X11;t - 4r/n = X*1;t, X12;t - 2r/n = X*2jt> and 
'22: t " r/n - X*2:t" Then 
0* = 
tlo X*1: tBt  
m 
£ 
t=0 X12:tBt 
m 
t=o Xl2;tBt 
m 
tfo 
(5.19) 
3. Solution of the normal equations 
Consider the system (5.14), which can be written as 
C* = (5.20) 
A 
h «1 
g «2 
where C* is given by (5.19). 
mm m 
Since E ntX?-,.+ = 0, E ntxl?-+ = 0 and Z X* . = 0, 
t=0 t=0 t=0 d2,t 
it follows immediately that r(C*) < 2n - 2. The actual rank 
of C* depends on the nature of the design chosen. At this 
point we shall therefore impose a restriction on the designs 
and require that they have the property of being connected, 
where connectedness is defined as follows. 
Definition 5.3: A PTC is said to be connected if all 
contrasts gk - gk, (k,k' = 1,2,•.•,n) and h^ - h^, (1,1' = 
1,2,...,n) are estimable. 
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This leads Immediately to the following theorem. 
Theorem 5.1: A necessary condition for a PTC to be 
connected is that r(C*) = 2n - 2. 
Proof: Since there exist (n - 1) linearly independent 
contrasts g^ - g^, and (n - 1) linearly independent contrasts 
hi - hj_ i, r(C*) > 2n - 2. But from previous considerations 
r(C*) < 2n - 2. Hence r(C*) = 2n - 2. 
This completes the proof. 
We now solve (5.20) in two steps. Consider first the 
g-normal equations 
W»g = Q2 - V*'h (5.21) 
Since *22*0 = r and X22«t = 0 for * = 1»2,•••,m, we have 
W *  = rln - Z j . It can be seen that r(W*) = n - 1; in 
n " 
particular, W#Jnjl = 0n where 0%. ^  is a k x t matrix with 
zero elements. Then W *  + — -, = rlw is non-singular and a n 11,11 n 
solution of (5.21) is given by 
m 
E 
t=0 ê = f 
Q2 - C S (x12:t " §")Bt ( 5 . 2 2 )  
(Shah (1959)). Substituting (5.22) into the upper part of 
(5.20) we obtain 
£u* - I V*V*' Jh = Q1 - 1 V*Q2 = Q (5.23) 
Now V* = V*', and because of (3.18) and (3.16) 
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V*V*' = 
m -|2 
r (X12:t ' T^t t=0 
m m 
" KO t,t'=0 X12:tX12:t'pll:s(12:t*12lt,,Bs " "n Jn, n 
let xia - (xi2:o'x12:l'"''xl2:m)' and ps " 
C Pu; s(12î'fc»12: t1 ) "2 = C.P'L, II- Then (3.23) can be written 
as 
m 
Jo CXll:s-?Wl2^V = 9 
or 
where 
Let 
m 
E X#B 
s=0 3 s 
h = Q 
. _ .. 1 x' _ 
s 11:s r 12 
x* = x„ -= :^1 2  
(5.24) 
(5.25) 
m 
B = E X*B 
3=0 s s 
(5.26) 
We shall show that the sum of the elements in each row and 
column of B is equal to zero. Since Bg has ng unity elements 
in each row and each column (s = 0,1,•••,m) the sum of the 
elements in each row and column of B is given by 
m 
E 
s=0 
P  
= :  ns<x l l:B -  ?X i2Vi2) 
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m  
But E n_kn._ = 4r because of (5.10). Using (5.8c) and 
s=0 ^X1's 
(5.8e) we obtain 
m  m m  
sf0 '.Jo "= tjt?_0 X12:tX12:t'Ptt' 
m m t 
= t.vlo X12 = tX12:t' Jo Vsf 
m 
- t tLo X12:tX12:t,ntnt' 
= 4r2 
because of (5.10). Hence P = 0. 
This implies that B has the eigenvalue zero corresponding 
to the eigenvector Jn The requirement of connectedness 
then leads to the following theorem. 
Theorem 5.2: All linear contrasts among the general 
effects of the second kind, h^ - h^,, are estimable if and 
only if r(B) = n - 1, where B is given by (3.17). 
Proof: (a) Suppose r(B) = n - 1. From the fact that the 
sum of the elements in each column of B is equal to zero, the 
n 
condition for a linear parametric function E 31h1 to be 
1=1 
n 
estimable is E Pi = 0. Hence all h, - h,, are estimable. 
. 1 = 1  " i l  
(b) Suppose all h^ - h^i are estimable. Then 
r(B) > n - 1, since there exist (n - 1) linearly independent 
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contrasts - h^,. But in fact r(B) < n - 1. Hence r(B) = 
n - 1. 
The rank property of B alone can be used to derive a 
necessary and sufficient condition for a PTC to be connected. 
Theorem 5.3: A PTO is connected if and only if r(B) = 
n - 1, where B is given by (5.26). 
Proof: (a) Suppose the PTO is connected. Then all 
linear contrasts h^ - h^i are estimable. Hence, by Theorem 
5.2, r(B) = n - 1. 
(b) Suppose r(B) = n - 1. Then, by Theorem 5.2, all 
linear contrasts h^ - h^i are estimable. 
Now consider for any two observations j)k> 7(i' j1 )k'  
the linear function d which is given by 
= y(ij)k - ?(!']')k' - (^i - hif) - - %]') 
Taking expectations on both sides, and using (5.7) and the 
fact that E(hj_ - hj) = h^ - hj, we obtain 
5(d) — gk — gki , 
i.e. gk - gki is estimable. Since each line k occurs at 
least once as full-parent in a PTO, all possible linear con­
trasts gk - gki (k,k* = 1,2,•••,n) are estimable. Hence the 
PTO is connected. This completes the proof. 
Corollary 5.1: A PTC is connected if and only if all 
hjL - h)_i (1,1* = 1,2, • • • ,n) are estimable. 
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B has the same structure as the US'-matrix of the basic 
PBIB except that its elements are not all non-negative and not 
always integral. This fact can be used in general to find out 
whether or not a PTC is connected for a given set of parame­
ters and a given association scheme A. Since for all known 
PBIB1s the eigenvalues 9% (t = 0,1,•••,m) of its UN'-matrix 
are also known in terms of the parameters, it is easy to 
obtain the eigenvalues 9* of B. One has to compute X* 
(s = 0,1,2,•••,m) and substitute these values into the general 
formulae. Because of the fact that the elements in the 
columns of B sum to zero, one eigenvalue, 9* say, will now be 
zero. For a connected PTC this is the only zero eigenvalue. 
We shall illustrate this procedure for the PTC given in 
Example 5.2. 
Example 5.7: The parameters for the PTC given in Example 
5.2 are Xj^ = (8,2,4,0) and X|2 = (0,2,0,2). For n = 6 the 
basic PBIB yields the following numbers of associates; iiq = 1, 
n^ = 2, n2 = 1, n-j = 2. The P-matrices are (Vartak (1959)): 
p0 -
1 0  0  0  
0 2 0 0 
0  0  1 0  
0 0 0 2 
P, = 
0  1 0  0  
1 1 0  0  
0 0 0 1 
0  0  1 1  
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0 0 0 1 
0  0  1 1  
0  1 0  0  
1 1 0  0  
Let X^2PgX12 = Yg (s = 0,1,2,3), Y' = (Y0,YlfY2,Y3) and 
X*1 = (X*,X*,X2,X*). Then we obtain Y1 = (16,8,16,8), and 
with r = 4, X*' = (4,0,0,-2). Hence 
4 0 0 0 -2 -2 
0 4 0 -2 0 -2 
0 0 4 -2 -2 0 
0 -2 -2 4 0 0 
-2 0 -2 0 4 0 
-2 -2 0 0 0 4 
From.Vartak (1959) we have 
90 = x0 + + ng\2 + n^ 
®1 = x0 " x1 + n2 x^2 ~ xj) 
®2 " X0 " x2 + ^ (X1 - X5) 
©3 = xQ - x^ ~ x2 + x3 
Hence 
e0 = xô + nlxî + n2>-2 + n3x* = ° 
61 = x0 " x1 + n2 x^2 " = 6 
p2 ~ 
0  0  1 0  
0 0 0 2 
1 0  0  0  
0 2 0 0 
p* = 
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®2 = X0 " X2 + nl(Xî " X3) = 8 
e* = x* -  x* -  x* + x* = 2 
Since ©* has multiplicity one it follows that r(B) = n - 1. 
Hence the PTC is connected. 
In the following discussion we confine ourselves entirely 
to connected PTC1s. 
Consider the system (5.24), Bh = Q, where B is given by 
(5.26). Since r(B) = n - 1, and since all the positive 
integral powers of B are linear combinations of Bo,Bl' " ' ' 
there exists a solution h = AQ of the equation Bh = Q, such 
that A is a linear combination of the matrices B0,B1,•••,Bm, 
and also 
AB = BA = In - i Jn,n (5-27) 
where n is the n x n matrix of unity elements (Shah (1959)). 
Let Pu = (pgt) (u = 0,1,•••,m) be the P-matrices for the 
basic PBIB of a PTC, and let 
m 
A = E atB+ (5.28) 
t=0 
where B^. (t = 0,1, • • • ,m) are the association matrices of the 
basic PBIB. Then because of (5.26), (5.27) and (5.28) the at 
of (5.28) are the solutions of the equations 
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m m 
»o tfo x*p"tat = 6uo - h ' (u = 0,1,•••,«) (5.29) 
•where ôuQ Is the Kronecker ô, and the X* are given by (5.25). 
Since the (m + 1) equations In (5.29) are not Independent, 
any m of them can be taken and solved with an additional 
restriction on the a^'s. Suppose we take the last m equations 
in (5.29) and use the restriction 
m 
Z n+a+ = 0 (5.30) 
t=0 
where n^ (t = 0,1,•••,m) is the number of t-th associates for 
the basic PBIB. Then eliminating aQ by means of (5.30) we are 
led to the system 
I Jo <X=$st " = " H 
or, since p», = 6US, 
s s x*(p t^ - nt6us)at = - i (5.31) 
t=l 3=0 
(u = 1,2,•••,m). 
Substituting the solutions of (5.31) into (5.28) we 
obtain h = AQ, and substituting this into (5.22) we obtain a 
solution for g. One can show that E(h^) = h^ - h and B(gk) = 
6k ~ 6» 
Example 5.8: Consider the PTC given In Example 5.2. In 
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Example 5.7 we gave the P-matrices for the basic PBIB, and we 
also found X*1 = (4,0,0,-2). The system (5.29) then is 
4 
0 
0 
-2 
0 0 
4 -2 
-4 4 
-2 0 
-4 
- 2  
0 
4 
ao 
5/6 
al -1/6 
a2 -1/6 
a3 _ -1/6 
By using (5.30) i.e. aQ + 2a^ + ag + 2a^ = 0, we find (5.31) 
to be 
4 -2 -2 al -1/6 
i 4s- o
 
a2 
-
-1/6 
2 2 8 a3 -1/6 
which leads to the solution a^ = - 13/144, a2 = - 19/144, 
a^ = 5/144 and a@ = 35/144. 
4. Variances and efficiencies 
If ig and are 11:t-th associates, then 
Var[|h1 - hj] = 2(aQ - at)cr2 
The average variance of all contrasts h^ - hj therefore is 
m 
Ave. Var[h^ - = a=T ^  nt<a0 " at>< 
But because of (5.30) 
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Ave. Var[h^ - h^] = 2cr2na0/(11 - 1) 
Substituting h = AQ into (5.22), where A is given by 
(5.28), we obtain 
g = 1(1 - I V*AV*)Qq - I V*AQ, 
r r <=• r i 
Using the fact that V» = V - 2r J and using (5.30) we can 
n n » n 
rewrite this as 
g = 1(1 - ivAV)Q2 - 1 VAQ1 h P 
Let VAV - Q - [o^j ] and 
i(I -  1 VAT) = I  = [t . ,]  r1* r ™" " u"l) 
Then 
varc ik - i<,] = - 2\i + tu)"2 • 
. m m 
Now V = E Xio.-B , A = E a B . By applying (5.16) 
s=0 ld,s s s=0 
m 
repeatedly we obtain 0" = E °uBu' 1*Lere 
°
u = t,v=0 e,s?=0 X12:tat'Ptt>12:s'pss' (u = O'1'"-'») 
(5.32) 
m 
E 
tu=0 
Hence T = tuBu> where 
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^ s ^ 6uO ' r (u = 0,1,---.m) (5.33) 
6u0 is the Kronecker 6, and ou is given by (5.32). 
If kp and are 22:u-th associates, then 
VarC6k " &i3 = 2(t0 - tu)cy2 
where tQ and tu are given by (5.33), (5.32). The average 
variance of all contrasts gfc - g^ therefore is 
Ave. VarC gk - it 3 = ^ " V"2 
Using (5.8c), (5.8e), (5.10) and (5.30) it can be seen that 
the sum of the elements in the rows and columns of & are 
m 
equal to zero, i.e. E ri o = 0, where ou is given by (5.32). 
u=0 
m 
Hence E nut = l/r, where tu is given by (5.33). Therefore 
u=0 
Ave. Var£gk - g^] = 202(nrtQ - l)/r(n - 1) . 
For the complete triallel cross the basic PBIB is a BIB 
with X11;0 = (n - 1)(n - 2), X11;1 = n - 2, X12;o = °> X12:1 " 
n - 2, r = (n - l)(n - 2)/2. Following the same arguments as 
outlined for the PTO we obtain 
7arcit - = 2 n(n . 3) o2 
and 
varc«k - èt3 = * p(n - j) °2 
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With regard to the general effects of the first and second 
kind we then define the efficiency factors B^ and B^, respec­
tively, as follows: 
_ 2r[[n(n -3) - 2 ] 
(nrtQ - l)n(n - 2)(n - 3) 
2 
bo = (a - 1) 
2 n2(n - 2)(n - 3)aQ 
or on a per-observation basis 
g* _ (n - 1)d n(n - 3) - 2] 
1 (nrtn - 1)(n - 3) 
b* = ta - 1)* 
62 2rn(n - 3)aQ 
5. Analysis of variance 
Suppose that a PTO is replicated s times. We then con­
sider the following model 
= » + y(i3)k + + e(lj)k,t (5,34) 
where ^ is the phenotypic observation of the three-way 
cross (ij)k in the t-th replicate, V is the population mean, 
y*i^)k = hj_ + hj + gk + vlth h, g and e being random 
o 2 2 
variables with mean zero and variance <*£, tfg and a , respec­
tively, r^ is the effect of the t-th replicate, and the 
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c(ij)le I are Independent random variables with mean zero and 
variance cr?. 
6 
Model (5.34) gives rise to the analysis of variance as 
given in Table 5, where ï is the overall mean, x^ the mean of 
all three-way crosses in the t-th replicate, X(jj)k the mean 
of the three-way cross (i])k over all replicates, and £' 
denotes the summation over all three-way crosses of the PTO. 
Table 5. Analysis of variance for a replicated PTC 
Source d.f. S.S. E(M.S.) 
Replicates s-1 /- -x 2 nr £ (x*, - x) 
Three-way 
crosses 
nr-1 s  (w - î )2  
Error (s-1)(nr-1) Difference 
Total snr-1 
I  u U  ( I ( 1 3 ) k * t  "  5 ) 2  
The stun of squares for three-way crosses can be decom­
posed as given in Table 6. The quantities marked by an 
asterisk correspond to the quantities used in Section 3 
except that y^^k is replaced by *(^)k and y by x. 
From Table 6 we see that all PTO's with the same n anr r 
are equally efficient for estimating e2, but the efficiency 
Table 6. Analyses of variance for three-way crosses 
Due to d.f. S.S. Expected M.S. 
Pitting h and g 2<n - 1) « = r + s gkQ|k 
h elim. g 
g ign. h 
n - 1 
n - 1 
H = E h,Q* 
i 
G = Difference 
2 2 _a g 
+ scr + sEL 
cfg + s»2 + skga2 
+ srOg - 4srn<yhg/(n-1) 
Remainder 
Three-way crosses 
n(r-2) +1 R = Difference 
nr - 1 T 
- %'( = (!j)k - x)' 
2 2 dg + s (y 
m 
lKx = n(2r2 - E ntX12:t)/r(n-!) 
m o 
= (-4r2 + n £ ntxi2*t^r^n~ 1) 
Table 6 (Continued). 
Due to d.f. s.s. Expected M.S. 
Pitting h and g 2(n - 1) m 
h ign. g n - 1 Difference 
g elim. h n - 1 
k 6k*k 
c?g + scr2 + sr<jg 
Remainder 
Three-way crosses 
n(r-2) + 1 
n r - 1  
R 
T 
2 2 
cr, + se 
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n 
for estimating depends on the choice of the basic PBIB and 
the parameters f However, if one restricts oneself to 
PTC's such that all X-^.-j. are either one or zero, then all 
Pro's with the same n and r are also equally efficient for 
estimating <y^, since then K]_ = 2n(r-l)/(n-l). 
Comparing the remainder mean square in Table 6 with the 
error mean square in Table 5 provides a goodness-of-fit 
criterion for the model (5.1). From a genetic point of view 
it is therefore of some interest to know the genotypic content 
of cr2 under the hypothesis that we have n lines from a Eardy-
Veinberg equilibrium population. 
Since the remainder sum of squares is essentially a 
quadratic form in the j)k' s> i,e* apart from functions 
containing the e^'s, its expectation can be evaluated 
in terms of covariances among relatives. These were given in 
Section A, Table 4. Note that cr^ = Cov^, o^g = Covg and cr^ = 
OoVy. The genotypic content of tf2 is obtained by expressing 
p O 
T and cr£, a g in H and G in terms of the nine covariances. 
By subtraction we then find 
9 
(nr - l)cy2 = £ a. Gov, (5.35) 
1=1 
where the coefficients are given below: 
= rn - 1 
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a3 = J0 t " 2r3 
a4 = n t^ Q ntxi2:t 
a5 = 2Cn t|Q ntxll:tx12:t " a2 ^  
a6 = -CÀ n1*U:t -  2r]/2 
Qy = r(nr + 1) -
ag = 4r(nr + 1) - 2*2 " 2a4 " a5 
ag = 4r2n - 2r(n - 2) - 2^ - _ 2afi 
These coefficients are expressed in terms of the parameters 
of the design, except a2, which depends on the particular 
plan. 
By using (5.5) with the appropriate coefficients given 
above we can express the right-hand side of (5.35) in terms 
of the inbreeding coefficient F and the genetic variance 
components. This is a complex expression, but if we assume 
that all third and higher order epistatic effects are negligi­
ble, we obtain the following expression: 
(nr - l)o2 = @i(l + + 62(1 + + S3(l + 
+ e4(l + p)4a2„ 
l4g 
where 
P1 = m " gr r nt^ii:t " r E ^ 12:t 
- ? * ntx11;tx12;t J, 
P2 = |[rn " r E Vi2:t] 
*3 = llg[6rn " b E Vi2:t " T " 1] 
= îlg[2rn " r 5 nt^l2;t 1] ' 
If ^ and X12. t (t = 1, 2, • • • ,m) are chosen such that they 
take on only the values one or zero and such that not both 
^11 *t and A%2't are equal to one for the same t, then 
- ^ (m - 2), @2 = r^n " 2) > 
P3 = g^(3rn - 5), ^4 = 1^3 ^ 2rn - 3). 
This indicates that o2 is likely to be dominated by <y2 and 
rf2 
akk' 
6. Some remarks 
If one is interested in constructing connected PTC's with 
as few crosses as possible, one will find that very often 
those PTC* s constructed according to the rules given in Sec­
I4g 
tion B, result in unnecessarily many crosses. In Example 5.5 
we find such a case. One can verify that, for example, PTC-^ 
and the first group of PTCg together provide already a con­
nected PTC. 
This suggests that one could consider what one might call 
generalized PTC1s by dividing the n lines into k groups such 
that the lines in the i-th group occur r^ times as full-
parents and 2r^ times as half-parents. Superimposing then a 
GPBIB association scheme will result necessarily in a more 
complicated but yet, it is believed, very similar analysis to 
that given in this section. 
No attempts have been made in this direction so far. In 
Chapter VI, however, we shall show that for what we call 
circulant PTC1s it is possible, in general, to construct con­
nected plans which Involve only 2n or 3n crosses. 
Definition 5.1 of the PTC does not exclude the possibil­
ity that certain single crosses occur several times. It may 
be argued that this definition is therefore too broad and that 
any single cross should occur only once or not at all. To 
construct such PTC's one has to restrict the values for 
Xn#t (t = 1,2, • • *,m) to either zero or one. Example 5.3 
illustrates this type of design. In general, this condition 
restricts the possibilities for actually constructing PTC's. 
It will be shown in Chapter VI, however, that circulant PTC's 
of this type can be constructed rather easily. It is not 
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known, however, which type of PTC has the higher efficiency 
for given n and r. 
With regard to the actual experimental procedure, the 
question of how to arrange the crosses of a PTC in blocks 
remains to be considered. If a PTC can be subdivided into a 
number of smaller connected PTC's, then the crosses of every 
such PTO would make up a block. But in general this will not 
be possible. 
Finally, in the absence of purely additive epistatic 
effects we find from (5.6) that ^ a2 and <y2 = cr^g. It 
would be desirable therefore to have a test for this hypothe­
sis. This problem has not been considered in this study. 
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VI. CIRCULANT PARTIAL TRIALLEL CROSSES 
In Chapter V we have discussed the construction of PTC's 
from a somewhat general point of view. These designs were 
based on G-PBIB association schemes A* which in turn were 
derived from PBIB association schemes A. Although the princi­
ple was defined precisely, the actual construction of a PTC 
may present some difficulties. It is therefore desirable to 
have some association schemes A* which allow the derivation of 
specific rules for obtaining PTC's. 
An association scheme of this kind is that of the 
circulant PBIB as given by Kempthorne (1953). In this chapter 
we shall investigate therefore PTC's which can be constructed 
by using circulant PBIB's. Specific rules for construction 
will be obtained by introducing the notion of elementary 
circulant PTC's. They can be derived easily from elementary 
principles and can be combined under certain conditions, which 
will be stated later on, to give connected PTC's. Another 
advantage of circulant PTC's is that they can be constructed 
in such a way that the number of crosses is not unnecessarily 
large. This may be useful especially for experiments of only 
exploratory nature. 
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A. Construction of Circulant PTC's 
1. Circulant PBIB's 
If for two treatments, a and 3 say, X denotes the 
up 
number of times that ex and 0 occur together in a block, then 
the design is called a circulant design if the matrix of the 
X's is a circulant (Kempthorne (1953), Zoellner (1953), 
Zoellner and Kempthorne (1954)). Kempthorne (1953) also 
mentions their relation to PBIB1s. 
Suppose the treatments are numbered a = 1,2,••• ,n. For 
a circulant PBIB the t-th associate class of any treatment a 
is given by 
Ca t = [ a + t,a + n - t \ (6.1) 
for t = 0,1,2,•••,m, where m = n/2 for n even, m = (n - l)/2 
for n odd, and (a + t) and (a + n - t) have to be reduced 
mod n. 
From (6.1) it follows that the parameters of the second 
kind, p^g,, can take on only the values 0, 1 or 2. More 
explicitly, we find 
p^ , = 1 for s = s1 =0 
= 2 for s = s1 ((s,s') 4 (0,0)) 
( 6 . 2 )  
= 1 for s - s' = m and n even 
= 0 otherwise 
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Pggi = 1 for t=s-s', t=s'-s 
t = s + g1, t = n - g - s1 
(6.3) 
= 0 otherwise 
(t = 1,2,•••,m, except for n even, t = m) 
for n even: 
pm , = 1 for (s,s') = (m,0) and (0,m) 
ss (6.4) 
= 2 for m = s + s' ((s,s') ^  (m,0), (0,œ)) 
= 0 otherwise 
2. Elementary and composite PIO's 
In the following we confine ourselves entirely to PTC's 
which are constructed according to the principles outlined in 
Chapter V, i.e. which are based on a correspondence with 
GPBIB1s. Furthermore, the basic PBIB1s will now be circulant 
PBIB1s as given in Section 1. In other words, the phrase 
"PTC" now stands for "PTC based on a circulant GPBIB associa­
tion scheme". 
To repeat briefly the main ideas of Chapter V, let jQ1 = 
fIg12g,•••,nH} and Q. 2 = { lp»2p,•••,Hp ] denote the lines used 
as half-parents and full-parents, respectively. Superimpose 
on these two groups the circulant GPBIB association scheme, 
let X12.t' &22't denote the number of times two 11:t-th 
associates, two 12:t-th associates, two 22:t-th associates 
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occur together in a block, respectively, where every block 
consists of two elements from _Q^ and one element from Q 2. 
Then X-Q;0 = 2r, X12;0 = ^22*0 = r' every line is to be 
replicated r times. Furthermore, all X22,^ = 0 (t = 1,2,•••, 
m), since each block contains only one element from £12. The 
remaining X's have to be chosen so that condition (5.10) is 
satisfied, i.e. 
E ntX11;t = 2r 
t=l 
(6.5) 
E nsxll:s = 2r 8=1 
If (6.5) is satisfied for X11# t^'^u^tg' " * '*11*t > a11 
other Xii!t = 0, and xi2:s1'X12:s2'-"'x12:sH > °' a11 other 
X12.g = 0, then a necessary condition for the existence of a 
PTC is given by (5.11) which can be written as 
w w t 
z z P_ _ > 0 (6.6) 
*=1 P=1 K' p 
for every t = 1,2, • • • ,u. The following investigations will 
be based extensively on this condition. 
The number of crosses we shall call the size of the PTC. 
If n is the number of lines, then by Definition 5.1, the size 
of a PTC is an integral multiple of n. 
To facilitate the further discussion it is convenient to 
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Introduce two new terms, the elementary PTC (BPTC) and the 
composite PTC (CPTC). An BPTC is defined to be a PTC which 
does not contain a smaller PTC based on the same GPBIB 
association scheme. The smallest possible BPTC is therefore 
of size n. A CPTC is defined to be a PTC which is composed 
of two or more BPTC's. 
The idea now is to construct BPTC's and then obtain 
CPTC's by combining several BPTC's such that the resulting 
OPTO has desirable properties. The property of initial 
interest is that of connectedness as given in Definition 5.3. 
Before we describe the methods how to construct BPTC's 
we shall Introduce the notion of a fundamental set S of 
crosses. For any j0 «Hp kQ e Q 2 consider the triplet 
(l,30)k0 with 30 ^ kQ ^ 1. The set S is then generated by 
adding one to 1, j0 and kg for the second triplet, two for the 
following triplet, etc., and then reducing every number mod n 
if necessary (with the convention that n is written instead 
of zero), i.e. S consists of the following triplets: 
(i,30)^o 
(2,jQ + l)(kQ + 1) 
(3,J0 + 2)(kQ + 2) 
(n,j0 + n - 1)(kQ + n - 1) 
Note that S contains every element from O. ^ twice and every 
156 
element from H2 once. S is completely characterized by the 
first triplet (1,j0)ko' We shall call this triplet the defin­
ing cross (d.c.). 
The following theorems state the conditions which enable 
us to find all possible BPTC1s of size n and 2n for given n, 
which will be of basic importance for the further development. 
Theorem 6.1: A necessary and sufficient condition for 
an bptc of size n, i.e. for r = 1, to exist is that the fol­
lowing holds: There exist tQ and sQ, not zero, such that 
(1) Vll:t0 = 2' V12!S0 = 2 
to 
(ii) p >0. 
s0 » s0 
Proof: To prove the necessity we consider first the 
conditions (6.5) and (6.6) for r = 1. Since nt = 2 for all 
t > 1 except for n even and t = m, for which nm = 1, and since 
the X-parameters have to be non-negative integers, it follows 
that conditions (6.5) and (6.6) can be satisfied only if one 
X11<to = 1 (for n even and tQ = m, X^.^ = 2), all other 
*ll«t = 0 (t ^  tg). Similarly, one X12.g = 1 (for n even 
and sQ = m, X12,g = 2), all other X12.g = 0 (s 4 s0). But 
this is exactly condition (1), \riilch implies that (6.6) must 
be of the form (11). 
To prove the sufficient part we shall construct all 
157 
possible PTC's satisfying (1) and (11) and show that these 
PTC1 s are BPTC s. 
Except for n even and tQ = m the condition (11) can be 
satisfied, if, according to (6.3), tQ and sQ satisfy one of 
the two equations 
(a) tQ = 2SQ 
(6.7) 
(b) tQ = n - 2sQ 
For n even and tg = m the equation to be satisfied is, accord­
ing to (6.4), given by 
m = 2SQ (6.8) 
t0 
Since p =1 for the cases that satisfy (6.7), it follows 
s0' so 
that for every 1 = 1,2,•••,n, C1 _ and 0. . have one 
1' 0 1+x0,s0 
element in common, and so have C4 „ and C.„ . From 
, 0 i+n-t0,sQ 
(6.1) we find that for (tQ,sQ) satisfying (6.7a) 
°l,s 0" °Ut 0, S o= i l +  s0> 
°i,s0" °i+n-t0>S0 * V 
and for (t0,sQ) satisfying (6.7b) 
°l,s0- 0itto,so=î1 + i1- so) 
°i,s0 n °i+n-t0,s0 = < 1 + S0] 
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Hence every PTC with ( tQ, sQ ) satisfying (6.7a) has to contain 
the crosses (1,1 + tQ)(i + sQ), (1,1 + n - tQ)(1 + n - sQ) 
for i = 1,2,•••,n. One can see that the fundamental set Sa 
with the d.c. (1,1 + tQ)(1 + sQ) is the only set that satis­
fies the requirement. Similarly, every PTC with (tQ, sQ) 
satisfying (6.7%) has to contain the crosses (i,i+tQ)(i+n-sQ), 
(1,1 + n - tQ)(i + sQ) for 1 = 1,2,•••,n. Sb with the d.c. 
(1,1 + tQ)(1 + n - sQ) is the only set that satisfies the 
requirement. Sa and S^ are therefore PTC's, and since they 
are of size n they are necessarily BPTC s. 
Finally, we consider n even and tQ = m. (6.8) can be 
satisfied only if m is even. Then sQ = m/2. Now m/2 = 
2. From (6.1) it follows that 
°l,ra/2 " = ! 1 + m/2,i * n - m/2 L 
Also °^,n-m = °1 m' since n = 2m. Every PTC with (t0,sQ) 
satisfying (6.8) has to contain the crosses (1,1 + m)(i + m/2) 
and (1,1 + m)(i + n - m/2). The set S with the d.c. 
(1,1 + m)(1 + m/2) is the only set satisfying this require­
ment, and is an BPTC. 
This completes the proof. 
Lemma 6.1: Every PTC satisfying the conditions 
(1) nt0Xll:t0 = 2r' ns0X12:s0 = 2r 
( 1 1 )  PÏ.s 0>° 
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consists of r replications of the BPTC satisfying the condi­
tions of Theorem 6.1 for the same (tg,sQ). 
The proof follows immediately from the uniqueness of the 
fundamental sets Sa, and S as given in the proof of Theorem 
6.1. 
Theorem 6.2: An BPTC of size 2n, i.e. r = 2,exists if 
and only if the following conditions are satisfied 
(i) ntoxlljto = 4, nsk12:s^  + %s2x12:s2 = 4 (si ^  s2) 
Proof: We shall first prove the sufficient part by con­
structing all possible PTC's satisfying (!) and (ii) and show­
ing that these PTC's are BPTC's. 
Without loss of generality let s^ < Sg. Except for n 
even and tg = m, it follows from (6.3) that (ii) holds if 
TG, SP SG satisfy one of the three equations 
(a) tg = s2 - s1 
(B) TG = S 1  + S 2  (6.9) 
(c) tg = n - s1 - s2 
For n even and tg = m the equivalent equation to be satisfied 
follows from (6.4) 
m = s1 + s2 (6.10) 
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to 
Since pg^  g = 1 for all (tQ,s^,s2) satisfying one of the 
equations (6.9), there exists one element common to the s^-th 
associates of any i (1 = 1,2,•••,n) and the Sg-th associates 
of a tg-th associate of i; also, there exists one element 
common to the s2-th associates of i and the s^-th associates 
of a tg-th associate of i. From (6.1) we find that if (6.9a) 
holds 
°i,sl" °i+vs2 = !i + n + *0 " s2 ' 
°i,=2" °i+t0>Sl =il + s2 ! 
Ci,Sl" CUn-t0,s2=il + s2 - *0 1 
°i,s2 " °l+n-t0,81 = U + n - s2 Î 
If (6.9b) holds 
°i+t0,s2=i1 + *0 " s2} 
°i,s2" = ( 1 + s2 Î 
°i," °i+n-t0,s2 = 1 i + n - t0 + s2 } 
°1,s2 n °l+n-t0,= '1 + n " s2 } 
(6.11a) 
(6.11b) 
If (6.9c) holds 
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°l,s2 ^  °l+t0,s1 = \ i + n - s2 \ 
, (6.11c) 
cl,s1 n ci+n-tg, s2 - ii+n-tg-Sg} 
°i,s2" °un-t0,s1 = ^  + s2 ^ 
For every 1 = 1,2,•••,n the sets (6.11a), (6.11b) and (6.11c) 
completely determine the crosses of a PTO of size 2n if 
(t0,srs2) satisfy (6.9a), (6.9b) and (6.9c), respectively. 
One can verify that for (6.9a) the PTC can be generated only 
by the fundamental sets S with the d.c. (1,1 + tn)* 
1 
(1 + n + tg - s2) and Sa with the d.c. (1,1 + tg)(l + s2). 
Similarly for (6.9b) the generating sets are S^ with the d.c. 
(1,1 + tQ)(l + tg - s2) and S^ with the d.c. (1,1 + tg)(l+s2), 
and for (6.9c) S^ with the d.c. (1,1 + tQ) (1 + tQ + s2) and 
SC2 with the d.c. (1,1 + tQ)(1 + n - s2). From (6.1) and the 
structure of a fundamental set it follows that none of the 
generating S in itself is a PTC. Hence all PTC's obtained in 
this way are BPTC s. 
Consider now n even and tQ = m, s^, s2 satisfying (6.10). 
Then, by (6.4), p™ =2. Bote that every element has only 
1' 2 
one m-th associate. Following the previous line of argument 
we find 
°l,s" Ci+m,s2 = U + 3l'1 + n- sl} 1 c (c. to 
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°i, s2 ~ 01+Bl Sl =Sl + Sg.l + n - s2 S 
The set (6.12) completely specifies the crosses for every i 
The corresponding PTC is generated by with the d.c. 
(1,1 + m)(l + s^) and by Sg with d.c. (1,1 + m)(1 + Sg). S 
and S2 are not PTC's. Hence their sum is an BPTC. 
We now prove the necessity of the conditions (1) and 
(ii). First consider the necessary condition (6.5) for r = 
It can be satisfied in the following ways: 
nt0xll:t0 = 4' ns0xl2:s0 ™ 4 
(2) nt0Xll:t0 = 4' ns1X12:s1 + nSgX12:Sg ~ 4 (sl ^ S2} 
(3) at^ii;ti + ntgXll:t2.= .4' ns0xl2:s0 ~ 4 ^1 ^ t2^ 
(4) »tiXli:ti + ntgXii;tg = 4' V12;si + V12:s2 = 4 
(tx t tg, s1 i s2) 
We shall consider these four cases separately and show that 
together with condition (6.6), only (2) leads to an BPTC. 
Furthermore we show that all such BPTC1s satisfy condition 
(ii): 
(1) Because of Lemma 6.1 every such PTC consists of two 
BPTC's satisfying the conditions of Theorem 6.1 
(2) Condition (6.6) is given by 
*0 *0 *0 p + p + p >0 
sl,sl sx>s2 s2,s2 
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t0 
Suppose there exists an BPTC, and p =0. Then necessar-
81* s2 
t0 
lly p„ „ > 0 and p >0 because of the following 
sl»sl s2, s2 
reasons: Except for n even, tQ = m we have nt^  = 2. Hence 
Xll*tQ = 2' i,e* ever7 1 * i occurs twice with (i+t0) « -Q. 
Hence for a PTC to exist, any two tQ-th associates must have 
two elements from XI2 in common which belong to their s^-th 
t0 t/™) 
or su-th associate class. But since p„ „ <1 and p„u „ <1, 
2 sl's1 ~ s2>s2 ~ 
t0 *o 
this can be satisfied only if p =1 and p„ „ =1. 
s1,s1 s2,s2 
This, however, implies that the conditions of Theorem 6.1 are 
satisfied for (tQ,s1) and (t0,Sg). This leads to a contradlc-
t0 
tion. Therefore p >0, which is condition (il). 
sl> s2 
A similar argument holds for n even and tQ = m. 
(3) Condition (6.6) is given by p*1 > 0 and p*2 > 0. 
s0's0 s0's0 
We shall show that not both these conditions can be satisfied 
simultaneously and that therefore no PTC exists. Suppose 
p*1 > 0. Then, by (6.3) and (6.4), either t, = 2s. or 
s0's0 
t, = n - 2sn. If t, = 2s , then p 2 could be satisfied 0 10 s0,s0 
only if tg = n - 2sQ, since t^ ^  tg. But 2sQ < m, since 
t1 < m, hence n - 2sQ > m, and hence there does not exist a 
tg ^  t]_ such Pg2 s >0. A similar argument applies if t^ = 
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n - 2s0. 
(4) Condition (6.6) is now equivalent to 
> 0 
*1 *1 *1 p + p + p 
sl' S1 1' 2 s2, s2 
tg t2 t2 p * + P + p 
sl' S1 sl* s2 s2> S2 
(6.13) 
> 0 
This condition can be satisfied in several ways which can be 
divided into two groups according to whether 
ti tp 
(a) p = 0 = p 
19 2 1 ' 2 
or 
tn to 
(b) P. >0 and/or p > 0 
S-J^, Sg Sg 
tl 
Consider first (a) : We have shown before that p >0 
and p*2 > o cannot be satisfied simultaneously for t^ ^  tg 
and the same s. Hence, in order to satisfy (6.13), either 
*1 tp *l 
p >0 and p„ > 0, or p„ >0 and p„ _ >0. 
8l,Si Sg,Sg Sg,Sg si»si 
t t 
Without loss of generality let p 1 >0 and p 2  >0, 
sl> s1 s2» s2 
ti tg 
hence p„ „ = 0 = p_ _ . Then the conditions of Theorem 6.1 
s2,sg s1,s1 
are satisfied for (t^,s^) and (tg,Sg), respectively. There­
fore the PTC consists of two BPTC1s of size n, and hence is 
not an BPTC. 
Now consider (b): Suppose p*1 = 0, p^l > 0, 
sl» si sl» s2 
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p*1 = 0, the parameters in the second equation of (6.13) 
2* 2 
being unspecified except that not all three are equal to zero. 
Suppose further that (t^ s^,Sg) satisfy (6.9a). (Similar 
arguments hold for the other cases Including n even and 
t^ = m). Then X^.^ = 1. The four single crosses Involving 
line 1 then are (1,1 + t^), (1,1 + n - t^), (1,1 + tg) and 
(1,1 + n - t2). According to (6.11a) the only possible full-
parents for the first two single crosses are (1 + Sg) and 
(1 + s^), respectively. The only available full-parents for 
the last two single crosses then are (1 + n - s%) and 
(1 + n - Sg). However, it follows from (6.11a) that 
il + n - s 2}= 0 1 | S an 0 1 + n. t i > S i  
and 
U + n - Bl} = 01>Si^  01+ti_Sg 
Since t^ ^  tg, these full-parents are therefore not admissible. 
Hence there does not exist an BPTC of size 2n. 
ti t^ t^ 
Now suppose p„ „ > 0, p > 0, p =0, the 
S1>81 slf s2 Sg,Sg 
parameters in the second equation of (6.13) being unspecified 
except that not all three are equal to zero. The four single 
crosses involving line 1 again are (1,1 + t%), (1,1 + n - t^), 
(1,1 + tp) and (1,1 + n - tP). Since p*1 > 0 we could 
* c 8^,81 
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have, according to Theorem 6.1, the three-way crosses 
(1,1 + t^)(1 + s^) and (1,1 + n - t1)(l + n - s^). But then 
the PTC (If It exists) would contain an BPTC of size n, and 
hence is not an BPTC. 
Since p^l > 0 we could have, according to (6.11a), 
slf sg 
the three-way crosses (1,1 + t1)(l + Sg) and (1,1 + n - t^)-
(1 + Sg). But this leads back to the previous case. Hence 
there does not exist an BPTC of size 2n. 
Any other possible combination of parameters satisfying 
(6.13) can be reduced to the cases considered above. 
This establishes the theorem. 
Since a fundamental set S is closed under the operation 
of addition mod n it is obvious that any cross contained in 
S can be taken as the defining cross. The choice of the d.c. 
was dictated in a certain sense by the development of circu­
lant PTC's so far. For a more symmetrical representation, 
however, we shall now take a cross of the form (i,j)1 with 
i ^ j / 1 as the d.c. of S, and write 
S(i,3) = i(i,3)1i (6.14) 
Since the single crosses (i,j) and (j,1) are considered to be 
identical, we have S(i,j) = S(j,i). Using the representation 
(6.14) the results of Theorems 6.1 and 6.2 are summarized in 
Table 7> where the conditions satisfied by the parameters and 
the corresponding generating fundamental sets of the BPTC's 
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Table J. EPTO's of size n and 2n 
Generating 
Conditions on parameters fundamental sets 
*0 = 2Sq S(1 + 
+
 
i—i c
 
to 
n - s0) 
Theorem 2.1 
*0 = n - 2Sq 8(1 + 
+
 
i—1 
o
 
to 
n - s0) 
to = s2 - S1 3(1 + Spl + Sg) > 
3(1 + n - Sy ,1 + n - Sg) 
Theorem 2.2 to — S1 + Sg 3(1 + 
+
 
i—i H
 
to 
n - Sg ) » 
3(1 + Sg;! + n - SX) 
to = n - - s2 3(1 + 3 j _ , l  +  n - So) » 
3(1 + s2,l + n - sx) 
are given. 
It follows from Theorems 6.1 and 6.2 that for every 
triplet (tgjSpSg) with s^ < s2 there exists an BPTC if and 
tn 
only if p u >0. If s, = s0 the BPTC is of size n, if 
sl's2 1 2 
S1 < s2 ttle is of size 2n. For a given n and tQ the 
total number of BPTC1s of size n and 2n can then be determined 
from (6.3) and (6.4). The result is summarized in Table 8-
By summing over all tQ = 1,2,•••,m we obtain the total number 
of possible BPTC's of size n and 2n as given in Table 9. 
Bvery BPTC of size n consists of one fundamental set, and 
every BPTC of size 2n consists of two fundamental sets. But 
no two BPTC's have one fundamental set in common. Hence the 
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Table 8. Number of possible BPTC's of size n and 2n for 
any tQ 
n even n odd 
tQ even tQ odd tQ even tQ odd 
Number of n 2 or ia 0 1 1 
BPTC's 
of size 
m - 2 or 
2n 
(m - 2)/2a 
m - 1 or 
(m - l)/2a 
m - 1 m - 1 
: m. 
Table 9. Total number of BPTC ' s of size n and 2n 
n even n odd 
Total number n m - 1 m 
of BPTC's 
2n 
of size 
CX
I 
r—
I 1 m (m - 1) 
Total m(m - 1) m2 
union of all BPTC's of size n and 2n, for given n, consists 
of (n - 1)(n - 2)/2 fundamental sets. From the definition of 
8(1,j) it follows, however, that the total number of distinct 
fundamental sets is (n - 1)(n - 2)/2. Also, it is obvious 
that the complete triallel cross (CTC) can be represented by 
the union of all distinct fundamental sets. Hence the CTC can 
also be represented by the union of all BPTC's of size n and 
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2n. 
This dual representation of a OTC leads us to the con­
sideration of OPTO's which, on one hand, consist of funda­
mental sets, and which, on the other hand, consist of EPTC's 
of size n and/or 2n. Any such PTC we shall call a simplified 
PTC (SPTC). 
The reasons why we restrict ourselves to SPTC1s are the 
following: 
1. The conditions for the existence of EPTC's of size n and 
2n are very simple, and so is their construction. 
2. Because of the increasing complexity of the conditions 
(6.5) and (6.6) it becomes more difficult to find precise 
conditions of existence and ways of construction of EPTC's 
of size ra with 3 < r < m. 
3. EPTC's of size n and 2n can be combined rather easily to 
obtain connected PTC's, as will be shown presently. 
4. We conjecture, although we have been unable to prove it, 
that every possible PTC is structurally equivalent to an 
SPTC, •where we call two PTC's structurally equivalent, 
if they have, for given n and r, the same ^.-parameters 
except in a different order. 
The last point does not necessarily imply that two 
structurally equivalent PTC's have the same efficiency, but 
this fact is of some importance with regard to the analysis 
of variance (cf. Chapter V). This touches upon the problem 
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of deciding whether a PTC can be obtained from another PTC 
by just relabelling the lines. There does not seem to be a 
simple way of telling when this is the case. 
Finally, to illustrate the results of this section con­
sider the following examples. 
Example 6.1: Suppose n = 9- Then tQ = 1, sQ = 4 
satisfy (6.7b). Hence, from Table 7» the corresponding BPTC 
is given by 
Example 6.2: Suppose n = 9- Then tg =2, s^ = 1, s^ = 3 
satisfy (6.9a). Hence, from Table 7, the corresponding BPTC 
is given by 
(5.6)1 
(6.7)2 
(7,8)3 
(8,9)4 
(9.1)5 
(1.2)6 
(2.3)7 
(3.4)8 
(4.5)9 
(2.4)1 
(3.5)2 
(4.6)3 
(5.7)4 
(6.8)5 
(7.9)6 
(8.1)7 
(9.2)8 
(1.3)9 
(9.7)1 
(1.8)2 
(2,9)3 
(3.1)4 
(4.2)5 
(5.3)6 
(6.4)7 
(7.5)8 
(8.6)9 
The combination of the two EPTC's given in Examples 6.1 
and 6.2 yields an SPTC of size 3n with parameters = 6, 
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Xll:l ~ 1> xll:2 " 2' Xll:3 " Xll:4 ™ °' X12:l ~ 1' Xll:2 ~ °' 
Xll:3 = Xll:4 = 1* 
3. Connected SPTC's 
In Chapter V we adopted the model (5.7) for a three-way 
cross (lj)k. A PTC was then called connected If all possible 
differences between the general effects of the first kind and 
those between the general effects of the second kind are 
estimable. Obviously, a connected PTC must be at least of 
size 2n. 
For the circulant PTC's considered in the previous sec­
tion, this raises immediately the question: Under what con­
ditions can two EPTC's of size n be combined to a connected 
SPTC, and when is an BPTC of size 2n connected? 
Recall that an BPTC of size n is characterized by the 
fundamental set 8(1,j), say, such that 1 and j belong to the 
same associate class of the element 1 or, more precisely, to 
the 21:sQ-th associate class of 1F. We therefore can write 
S(i,;j) = S(1 + sQ,l + n - Sg) (6.15) 
Let us consider an SPTC containing two EPTC's of size n, 
BPTC-j_ and EPTCg say, characterized by S^ = S(l+s^,l + n - s^) 
and Sg = 8(1 + Sg,l + n - Sg), respectively. We then have the 
following theorem. 
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Theorem 6.3: A necessary and sufficient condition for a 
PTC, consisting of two EPIC1s of size n, to be connected is 
that (s1 + s2,n) = 1 and ()- s2|,n) = 1, where s^ and Sg 
are as given previously, and d = (a,b) is the greatest common 
divisor (g.c.d.) of a and b. 
Proof: (a) Suppose the OPTO is connected. Then all 
differences h^ -"h^, (i,i* = 1,2,•••,n) are estimable. Con­
sider the following system of equations 
Vh = D (6.16) 
where V is a symmetric.'circulant n x n matrix which is deter­
mined by its first row C vi»v2' ' ' ' »vn 3 vi+s = 1 = 
vUn-Sl' t1+s2 Tl+n-s2' 311 other vs = °- h' = 
[h^^hg, ""',h^], D = £ D^,D2,•••,Dn 3 ^k = ~ 
y(i2j2)k* f(ii]i)k and f(i2j2)k being the k-th member in S± 
and 3g, respectively. Equation (6.16) is nothing but the 
difference of the g-normal equations for BPTO^ and BPTCg (cf. 
Chapter V). Since all differences h^ - h^i are estimable, it 
follows that r(V) = n - 1, i.e. V has only one zero eigenvalue. 
Let 2rr/n = T, Wj = exp [ jYi ] (j = 0,1, • ' • ,n - l;i = V -1) be 
the n-th roots of unity. The eigenvalues of V are then given 
by 
n , 
9, = Z v w -1 (j = 0,1,...,n - 1) 
3 s=l 8 i 
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(e.g. Kempthorne (1953)). Since V is real and symmetric, the 
eigenvalues of V are real. Then, because of the structure of 
V, 
©0 = ° 
= cos£ s-^Y J + cos[ (n - s^) jY 1 - cos[ s^jY] 
- oos[ (n - Sg)]Y] 
= - 4 sin(3 (s1 + Sg)]Y/2 ]sin[ (s^ - s2)]Y/2] 
U = 1,2, • • • ,n - 1) 
Now, = 0 if (s1 + Sg)j/n or (s^ - s2)]/n is integral, i.e. 
if (s^ + s2)j • 0 mod n or (s^ - Sg)j • 0 mod n. But by 
assumption, 9^ / 0 for j = 1,2,•••,n - 1. Hence s^ + s2 and 
n, and s^ - Sg and n must be relatively prime, which implies 
(S]_ + s2,n) = 1 and (|s1 - s2l ,n) = 1. 
(b) Suppose (s^ + s2,n) = 1 and (|s^ - s2|,n) = 1. 
Then r(V) = n - 1 and the only zero eigenvalue of V corresponds 
to the eigenvector JQ where Jn ^  is an n i 1 vector with 
unity elements. Hence all differences h^ - h^, are estimable. 
Then, by Corollary 5.1, the PTC is connected. 
This completes the proof. 
In Table 13 we list some connected PTC's of minimal size, 
which have been constructed by using the condition of Theorem 
6.3. For every n we give the indices of the X-parameters 
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which are equal to one and the corresponding generating 
fundamental sets. 
In order to find out whether an EPTC of size 2n is con­
nected or disconnected one has to apply Theorem 5.3. 
Now suppose we have an SPTC which consists of two or more 
EPTC s. The following theorem provides then a sufficient 
condition for such a PTC to be connected. 
Theorem 6.4: An SPTC is connected if it contains two 
EPTC s, EPTC-l and EPTCg with > 0 and X^» t2 > °> 
respectively, such that the following conditions are satis­
fied: 
(1) There exists an s = sQ such that X12.s > 0 for 
EPTC1 and EPTCg 
(ii) (n,t^ + t2) = 1 and (n,|t^ - t2J) = 1, where d = 
(a,b) is the g.c.d. of a and b, with (a,0) = 1 for 
a ^ 0. 
Proof: Using the model (5.7) and Corollary 5.2, we have 
to show that all comparisons h± - h^i are estimable if the 
conditions of the theorem are satisfied. 
Since X10._ >1 the PTC contains for every pair (j,k) x^.sq 
which are 12:sQ-th associates two crosses (i,])k and (i1,j )k 
with i ^  i1. For any j, i and i' are of the form j + t^ or 
j + n - t^ for BPTCj, j + t2 or j + n - t2 for EPTCg, i.e. 
EPTC^ contains either the cross (j,j + t^)k or (j,j + n - t^)k, 
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EPTOg contains either the cross (j,j + t2)k or (j,j + n - t2)k. 
Hence for every ] one of the following contrasts can be esti-
mated Immediately: (1) (2) hJ+tl -
<3> b]+n-ti " bj+tg" <4> hj+n-tl " for *1 = *S 
only (2) is of interest ((3) is then the same as (2)). 
All differences h± - h^, are estimable if and only if 
there exist n - 1 estimable such comparisons which are linear­
ly independent. Let 0% = |t^ - t2| and ôg = n - t^ - t2. 
Then, by hypothesis, (n^) = 1. Also, (n,t^ + tg) = 1 implies 
(n,62) = 1. One can see that the indices of the comparisons 
of type (1) and (4) depend on 6^, whereas the type (2) and 
(3) comparisons depend on 6g. We can therefore write any of 
these comparisons as 
hj " hj+6 (6,17) 
where 6 = or ôg and j + 6 is reduced mod n. Sow, n - 1 
estimable differences of the form (6.17) are linearly inde­
pendent, if for any j = J0 we can form the sequence 
b 3 0 +(K- l ) t  -  h30+,6 
for k = 1,2,•••,n, such that + *6 • jQ mod n only for k = 
n. But since (6,n) = 1 for 6 = 61 or fig, the equivalent con­
dition Kb « 0 mod n can be satisfied only for x = n. 
This establishes the theorem. 
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B. Analysis of Connected SPTC s 
Using the model (5.7) the analysis of a connected SPTC 
can be carried out following the procedures given in Chapter V. 
Consider a connected SPTC with parameter vectors = 
[Xll:0'Xll:l'""'Xll:m] and Xi2 = EX12:0,X12:1' " ' ,X12:m ^  ' 
and such that every line occurs r times as full-parent. Let 
XI = Xll:s * ? Wl2 <«•«> 
where P = Fps 1 are obtainable from (6.2), (6.3) and (6.4). 
s vw ' - -
Solving the normal equations (5.20) can essentially be reduced 
to solving the system 
Bh = Q (6.19) 
m 
where B = E X*B_, with B_ (s = 0,1,•••,m) being the associa-
s=0 s 
tion matrices for the circulant PBIB. It has been shown in 
Chapter V that a solution of (6.19) is of the form 
h = AQ 
where 
m 
A = E a+B+ (6.20) 
t=0 
and the a^ (t = 1,2,•••,m) are the solutions of the system 
m 
(5.31) and an = - $ n+a+. In the case of a circulant PBIB 
0 t=l * Z 
the solutions at can be written out explicitly by using a 
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procedure given by Kempthorne (1953). 
Let Wj = exp[JYi ] (j = 0,1,2,••*,n - 1; Y = 2n/n, 1 = 
\f-l) be the n-th roots of unity. The eigenvalues of B in 
(6.19) are 
n-1 
6* = E XW ( j = 0,1,...,n - 1) 
J t=0 J 
where X* is given by (6.18) and X*_t = X*. Since B is real 
and symmetric, the eigenvalues 0* of B are also real. Then, 
because of cos ]Y = cos(n - j)Y, the eigenvalues of B are 
m 
0* = E n+xf cos(ktY) (6.21) 
k t=0 t 
(k = 0,1,•••,m), and 0* has multiplicity n^. Since r(B) = 
n - 1, 0* is the only zero eigenvalue. It can then be shown 
(Kempthorne (1953)) that 
1 n~^* 1 _k a+ = i E ^wf t n k=1 g* t 
k 
Since B is real, symmetric and circulant, A has the same 
properties. Hence 
m 
a. = i E n_ -i- cos(tsY) (6.22) t n s=1 s 0# 
(t = 1,2,•••,m), where 0* is given by (6.21). We obtain aQ 
8 m 
by substituting the values of (6.22) into E n^a% =0, or 
t=0 
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m 
from aQ = ^  nt(l/0»). 
0. Balanced Circulant SPTC's 
In the class of all circulant SPTC's there exists one 
subclass of designs which we would like to mention explicitly. 
It has the special property that each combination (1^,with 
ig,jg 9 ni and each combination Ug,kp) with lg 
kp c JQ 2 occurs exactly q times (1 < q < n - 2). We shall 
call such a design a balanced circulant SPTC. These SPTC's, 
however, exist only for n odd. They are obtained in the fol­
lowing way. 
Consider first q = 1. It follows from Table 8 that for 
every tQ with 1 < tQ < m there exists exactly one sQ with 
1 < sQ < m such that the conditions of Theorem 6.1 are satis­
fied. The balanced SPTC is then obtained by combining the 
m corresponding EPTC's of size n. Since a tg determines an 
sQ uniquely, and vice versa, it follows Indeed that the 
parameters of the balanced SPTC are = 2m, X-Q.-^ = 
xll:2 = •*• = xii;m = 1' x12:0 = °' x12:l = x12:2 = = 
x12*m = 3"' *bich implies the property mentioned earlier. The 
degree of fractionation for this design is l/(n - 2). 
Consider now q = 2. Recall that an EPTC of size 2n is 
characterized by a triplet (tQ;s^ s2) where tQ, s^ and Sg 
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satisfy the conditions of Theorem 6.2. A balanced SPTC with 
q = 2 is then obtained by combining m EPTC's of size 2n in 
such a way that every t (1 < t < m) occurs exactly once and 
every s (1 < s < m) occurs exactly twice. 
If, in general, q = 2p (1 < p < m - 1), then a balanced 
SPTC is obtained by combining p balanced SPTC's with q = 2. 
For q = 2p + 1, the same procedure is followed and, in addi­
tion, the only balanced SPTC with q = 1 is adjoined. The 
degree of fractionation is q/(n - 2). Note that for q = n - 2 
one obtains the CTC. 
Example 6.3: Suppose n = 11. Let us characterize an 
EPTC by the indices of the X-parameters which are greater than 
zero, i.e. an EPTC of size n by ( tQ ; sQ ), and an EPTC of size 
2n by (tQ;s^,s2). The corresponding EPTC's can then be con­
structed by consulting Table 7* 
The balanced SPTC with q = 1 is then given by (1;5), 
(2;1), (3;4), (4;2), (5;3). 
The four balanced SPTC's with q = 2 are given by 
(i;i,2) (i;2, 3 )  (1;3,4) (1;4,5) 
(2;2,4) (2;3,5) (2; 1,3) (2:4,5) 
(3;3, 5) (3 ; 1,4) (3;2,5) (3:1,2) 
(4;3,4) (4;l,5) (4;2,5) (4:1,3) 
(5sl,5) (5:2,4) (5:1,4) (5:2,3) 
Since all X^-t ^  " 1,2,... ,m) and all X12;s (s = 1,2, 
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are equal, the basic PBIB for the balanced SPTC is in 
fact a BIB with iiQ = 1, n^ — n — 1, — q(n — 1), ^ ]_i*i ~ 
x12:0 = x12:l = x22:0 = ~ x22*l = ^ 
coefficient matrix (5.19) of the normal equations can then be 
written as 
C* = q 
By following the procedure as outlined in Chapter V, a solu­
tion of (6.19) is obtained as 
and 
D. General Circulant PTC1s 
In Section A we have seen that the union of all funda-
n 
mental sets, i.e. LJ 8(1,j), is a representation of the 
1,3=2 
i<3 
complete trlallel cross. Furthermore, every S(i,j) is a PTC 
in the original sense of the definition (cf. Definition 5.1), 
in that every line occurs twice as half-parent and once as 
(n - 2)(In - 1 Jn>n) 
"
(In " n Jn.n' 
"
(In " 5 Jn,n> =4"^  " 5 Jn,n> 
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full-parent. This suggests that one should consider PTC's of 
size m of the form I ) * 3(1,]), where the x^ j are either 
zero or one, such that E x, , = r. A PTC of this type we 
shall call a general circulant PTC. Note that every SPTC of 
Section A is a general circulant PTC, but not vice versa, i.e. 
general circulant PTC's are not necessarily based on a PBIB 
association scheme. 
The construction of general PTC's does not present any 
difficulties. The property of connectedness of a given 
general PTC, however, remains to be considered. 
Let us write the model (5.7) in matrix notation as 
where each row of X contains exactly two elements equal to 
one, the remaining elements being equal to zero, each row of 
Z contains exactly one element equal to one, the remaining 
elements being equal to zero. The coefficient matrix (5.15) 
of the normal equations is then given by 
n 
n 
i<3 
y = ^ Jrn,i + Xh + Zg + e 
*' Urn " H Jrn,rn'x x' " H Jrn,ra>Z 
c* = 
_1_ j 
m rn, m )X Z'(Irn - Jrn,rn Z^ 
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From the structure of the general circulant PTC it follows 
that X1X and X'Z are circulant matrices, also Z'Z = rln. 
Solving the normal equations in two steps as indicated in 
Section B, yields Equation (6.21) where now 
B = X'X - i X'ZZ'X 
r 
and 
Q =  « !  -  i  X'zq 2  .  
Now B is symmetric and circulant, since X'X and X'ZZ'X are 
symmetric and circulant. Hence B is of the form 
m 
B = Z PSB_ 
s=0 S 5 
where Bs (s = 0,1,•••,m) are the association matrices of a 
circulant PBIB and the Pg have to be determined from the 
particular plan used. 
Since a PTC is connected if and only if r(B) = n - 1, the 
result above implies that for a general circulant PTC the 
formulae for the eigenvalues of a circulant PBIB can be used 
to show the connectedness or disconnectedness of a particular 
plan. Furthermore, the same procedures as outlined in Section 
A can be followed to obtain 
h = AQ 
and 
g  = i c«2  -  z 'm] .  
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VII. PARTIAL TETRA-ALLEL GROSSES 
In the preceding chapters we have discussed the possi­
bilities of sampling single and three-way crosses from com­
plete diallel and trlallel experiments. Similar arguments 
can be applied to tetra-allel experiments, i.e. to experiments 
where one uses double cross hybrids. The term double cross 
(or four-way cross) hybrid is used here to denote the progeny 
of the cross of two unrelated single cross hybrids. Omitting 
reciprocal crosses, there exist 3(4) different possible double 
crosses from n lines. We shall consider the case where one 
observes only a sample of all possible crosses. Such a design 
we call a partial tetra-allel cross (PTAC). 
A. Parametrization of Double Crosses 
Denote a double cross by (1j)(kt) with i ^  j / k / 
where (ij ) and (k-t) are the two single crosses. For the 
genotypic value of (1])(kt) we can assume the following 
linear model based on some general genetic considerations: 
y(lj)(kt) = 11 + hi + h3 + hk + + âij + dkt + sVk + si-t 
+ sJ-k + sj.t + t(ij)k + t(id)t + *(«.)! 
+ t(kt)j + ™(ij)(kt) (7'1) 
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where P> is the population mean, h^ is the general effect of 
line i, d^ is the interaction effect between lines i and j 
appearing in the same single cross, s^.^ is the interaction 
effect between lines i and k appearing in different single 
crosses, t^^^ is the interaction effect between lines i,j,k 
with i,j appearing in one single cross and k appearing in the 
other single cross, and w^ ) is the interaction effect 
between lines i,3,k,I with i,j appearing in one single cross 
and k,t appearing in the other single cross. 
This model is different from the model used by Rawllngs 
and Oockerham (1962a) in that it is not orthogonal, i.e. if 
the effects are assumed to be random variables with mean zero, 
they have the following second moment properties: 
bch 2^ = *2, b[d1332 = a\ ,  3[si.%]2 = 
B C d i j s i . j  3  = cr d s ,  B C t ( i j )k^ =  
2 2 
B ^- t ( i3 )k t ( ik) j^  =  *t t '  E C w ( iJ ) (k<. )  3  =  V 
S^ w(ij)(kt)w(ik)(3t) ^ = ^ww' 
all other covariances being zero. 
The varlance-covariance structure among the parameters 
as given in (7.2) was derived along the same lines discussed 
extensively in Chapter V, I.e. based on finite population 
theory. 
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Under the assumption that the n lines are a random sample 
from a Hardy-Weinberg equilibrium population, the second 
moments as defined in (7.2) can be expressed in terms of 
genetic variance components by means of the eight covariances 
between double cross hybrids. These eight covariances are 
given in Table 10 together with the corresponding values 2r^y, 
u^y in Kempthorne1s (1957) notation, and the coefficients for 
the parametric variances and covariances. 
If F is the inbreeding coefficient in the population and 
if there is no linkage, we obtain from Table 10, for example, 
It follows from (7.3) that h and d are the same parameters 
as have been used for the model of a three-way cross. Fur­
thermore, h accounts for all the additive effects as far as 
they are not contained in the error due to variation within 
crosses. We also see that the order of lines is only 
important if there are dominance effects and dominance type 
epistatic effects. For a first approximation we are then 
(7.3) 
"is = ®d 
Table 10. Covariances between four-way crosses 
Covariances8, 2rXY UXY 4 < 2 a s *ds *tt aw ffww 
Cov^ 
= 
Oov(7(ij (k*),y(ij)(k'l)) 1/4 1/16 4 2 4 4 1 
0ov2 
= 
0ov(y(ij (kt)'y(ik)(H)) 1/4 1/32 4 2 4 1 
CoVj = Gov(y(ij (k*)'f(lj)(kt')) 3/16 1/32 3 1 2 1 
C0V4 = Oov(y^J (kt),y(lk)(^')) 3/16 1/64 3 1 2 1 
Cov5 = Oov(y(lj (kt)'y(ij')(kt')) 1/8 1/64 2 1 
0OT6 = Oov(y(lj (kt)'y(lj)(k't')) 1/8 0 2 1 
Cov- = Oov(y(1;) (fct),y(ik,)U*,)) 1/8 0 2 1 
C°VG = Oov(y(lj (k4)'y(lj')(k't')) 1/16 0 1 
aPrimed subscripts are different from any subscript already appearing in a 
term. 
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led to adopt the model 
y(i;j)(kt) = 11 + hi + hl + hk + H + e(lj)(M) (7'4) 
"where the e(i j ) (ic-t.) * s are assumed to be Independent random 
p 
variables with mean zero and variance a . 
B. Construction of PTAC's 
1. Definition of PTAC's 
Before we discuss the construction of PTAC's we first 
have to define what we mean by the term PTAC, since so far 
we have established only that it represents a sample of all 
possible four-way crosses. 
Definition 7.1: A set of matings is said to be a PTAC, 
if the following conditions are satisfied: 
(i) Every line occurs exactly r times in the set, 
(11) every four-way cross occurs either once or not at 
all. 
This definition does not exclude the possibility that a 
particular single cross occurs several times whereas other 
single crosses do not occur at all. From a purely practical 
point of view this may be an advantage, but for reasons con­
cerning the inferences to be drawn from a PTAC this is unde­
sirable; for example, this might cause a bias in the estimates 
of the genetic variance components. We shall therefore also 
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consider PTAC's which satisfy the following requirements. 
Definition 7.2: A set of matings is said to be a PTAC 
in the strict sense, if it satisfies the conditions of Defini­
tion 7*1 and 
(ill) every single cross occurs once or not at all in the 
set. 
2. PBIB-type PTAC1 s 
We shall first consider the construction of PTAC1 s which 
satisfy Definition 7.1. By choosing the parameters of such a 
design appropriately one can obtain PTAC's which satisfy 
Definition 7.2. Prom the point of view of construction circu­
lant PTAC's will be of some interest. 
Following the same argument as for single and three-way 
crosses, we can set up a correspondence between a four-way 
cross and blocks of size four. But as was the case for three-
way crosses, this correspondence is not unique since the 
arrangement of pairs of lines in single crosses is not taken 
into account. However, by adopting (7.4) we do not differ­
entiate between the order of the lines within the four-way 
cross. The procedure to be followed then is to construct 
incomplete designs with blocks of size four and randomly 
assign the elements to two pairs. The totality of all such 
blocks with every element occurring the same number of times, 
r, Is then a PTAC. The total number of four-way crosses In 
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a PTAC Is nr/4, where n Is the number of lines. For a com­
plete tetra-allel cross we have r = (n - 1)(n - 2)(n - 3)/2. 
Hence the degree of fractionation for a PTAC Is 
2r/[ (n - 1) (n - 2) (n - 3) ]. 
A suitable design for constructing PTAC's is an m-
associate PBIB design with blocks of size four. For m = 2 
appropriate designs are listed by Bose, Clatworthy and 
Shrikhande (1954). The definition and examples of some m-
associate PBIB designs are given by Vartak (1959), Eaghavarao 
(i960), Hlnkelmann and Kempthorne (1963) and Tharthare (1963). 
Suppose then we have an m-assoclate PBIB design with 
parameters XQ = r, X1,X2>'••,Xm such that 
. m 
E X+n+ = 4r. (7.5) 
t=0 
Every line occurs X^ times with its t-th associates within a 
four-way cross. If the X-parameters take on only the values 
zero or one, we obtain a PTAC in the strict sense. But this 
is not the only way of obtaining PTAC's in the strict sense. 
If the design is given in replication groups orthogonal to 
blocks, one could use the elements of the first two replica­
tion groups within each block to make up the first single 
cross and the last two replication groups to make up the other 
single cross, rather than arrange the elements randomly in the 
single crosses. In many cases this will lead to PTAC's in 
the strict sense. 
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As an Illustration consider the following examples. 
Example 7.1: Let n = 10, r = 4. From the two-associate 
class design T 12 in Bose, Olatworthy and Shrikhande (1954) 
we obtain the following PTAC in the strict sense: 
(2,10)(6,7) 
(10,1)(2,5) 
(7,3)(8,2) 
(6 ,2 ) (9 ,4 )  
(1,9)(10,8) 
(5.4)(3,10) 
(8.7)(4,1) 
(3.5)(7,9) 
(9.6)(1,3) 
(4.8)(5,6) 
The parameters are n1 = 6, n2 = 3, X^ = 1, X2 = 2. 
Example 7.2: Let n = 12, r = 4. Using a GGD/3-PBIB 
denote the lines by (111), (112), (113), (121), (122), (123), 
(211), (212), (213), (221), (222), (223). Then n% = 2, ng = 
3, n-j = 6. From design 6 given by Raghavarao (I960) the 
following PTAC in the strict sense with the parameters X^ = 3, 
X2 = 0, Xj = 1 is obtained: 
[(111), 
[(112), 
[(113), 
[(121), 
[ (122), 
[ (123), 
[(211), 
[(212), 
(112) ] [(113 
(113) ][ (111 
(111) ][ (112 
(122) ] [(123 
(123) ] [(121 
(121) ] [(122 
(212)] [(213 
(213) ] [(211 
(211) ] 
(212) ] 
(213) ] 
(221)3 
(222) ]  
(223)3 
(121)3 
(122)3 
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[(213),(211) ] [(212),(123) ] 
[(221),(222) ] [(223),(ill) ] 
[(222), (223)] [(221), (112)] 
[ (223),(221) ] [(222),(113)] 
The estimation of all possible differences h^ - h^i of 
the general effects as defined in model (7.4) is of primary 
importance in a PTAC experiment. It is obvious then that the 
smallest possible PTAC is of size n. Examples 7*1 and 7.2 are 
of this type. In order to construct these minimal PTAC's one 
has to look for so called symmetrical PBIB1s, i.e. designs 
for which the number of blocks is equal to the number of 
treatments. Necessary conditions for constructing symmetrical 
PBIB1s are known in terms of the eigenvalues, the determinant 
and the Hasse-Mlnkowski invariant of the matrix NN' (cf. 
Chapter III). 
3. Balanced PTAC1s 
BIB designs can be used to construct balanced PTAC's, 
i.e. PTAC's in which every line occurs equally often with 
every other line in a double cross. Under certain circum­
stances it is even possible to achieve the balance in such a 
way that also every line occurs equally often with every other 
line in the same single cross. 
A balanced PTAC in the strict sense is given in Example 
192 
7.3. Such a design can be considered as being optimal in the 
sense that it is completely balanced and is of minimal size. 
Example 7.3: Let n = 8, r = 7. By using a BIB associa­
tion scheme with X = 3 we obtain the following balanced PTAC 
in the strict sense: 
Every BIB plan will give rise to a balanced PTAC, 
although not necessarily of minimal size, if one forms for 
every block of the plan the three possible double crosses. 
This is the same idea as was used to obtain balanced PTC's 
from BIB plans (cf. Chapter V). 
(1.2)(3,4) 
(5,6)(7,8) 
(1.3)(6,8) 
(2.4)(5,7) 
(1.4) (6,7) 
(2,3)(5,8) 
(1.5)(3,7) 
(2,6)(4,8) 
( 1 . 6 ) ( 2 , 5 )  
(3,8)(4,7) 
(1.7)(2,8) 
(3,5)(4,6) 
(1.8)(4,5) 
(2,7)(3,6) 
C. Circulant PTAC's 
We shall now consider what we call circulant PTAC's. Let 
us first define a fundamental set S*(i,j) to be the following 
array of pairs of elements: 
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( 1 , 3 )  
(1 +' 1,3 + l) 
(7.6) 
(1 + n - 1,] + n - 1) 
where every number is reduced mod n with the convention that 
0 is replaced by n. We then adjoin two fundamental sets, 
S*(i,j) and S*(k,<t) say with i / J ^ k / I, to obtain the 
following array: 
(l,j)(k,4) 
(i + 1, j + l)(k + 1,1 + 1) 
(7.7) 
(i + n - l,j + n - 1)(k + n - 1,1 + n - 1) 
Denote a set of the type (7.7) by T(i, j;k,<t). Since every 
element occurs exactly twice in a fundamental set (7.6), it 
follows that every T(i,j;k,t) is a PTAC with r = 4. Because 
of its circulant nature we call this a circulant PTAC of size 
n. A PTAC of size cn is then obtained as the union of c sets 
T(i,j;k,t). Hence r = 4c. 
It is obvious that the sets T(i,j;k,t) and 
T(i + v,j + v;k + v,l + v) for any v (1 < v < n - 1) are 
identical. Without loss of generality we can therefore take 
1=1 and consider henceforth T(l, j;k,<t). 
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Let us consider the combinatorial properties of a PTAC 
generated by T(l, j ;k,-t) within the framework of the circulant 
PBIB. Recall that for a circulant PBIB the t-th associates of 
an element a are given by 
Cg ^  — [ et + t, & + n - t ^ (7• 8) 
where (a + t) and (a + n - t) are reduced mod n. For con­
venience we shall write (7.8) also as C„ , i.e. the t-th 
w, n-u 
associate class and the (n-t)-th associate class of an element 
a are identical. With this convention in mind we do not have 
to distinguish between a + t < m and a + t > m. 
Consider now element 1 (because of the circulant nature 
of the design the following results hold also for any other 
element a). Since T(l,3;k,t) is composed of S*(l,j) and 
S*(k,t) it follows immediately that element 1 occurs together 
in single crosses with its (j - 1)-th associates and its 
(n - I + k)-th associates exactly once, since the four double 
crosses with element 1 occurring are 
(l,j)(k,4) 
(1 + n - (j-l),l)(l + n - j + k,1 + n - j + t) 
(7.9) 
(1 + n - (k—1),1 + n - k + j)(l,l + n — k + t) 
(1 + n - (-t-1), 1 + n - t + j ) (1 + n - 4, + k,l) 
From (7.9) it follows further that element 1 occurs with its 
(k-l)-th, (t-l)-th, (n - 3 + k ) - th, and (n — 3 + -t) - th 
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associates together In exactly one four-way cross but In dif­
ferent single crosses. 
"Without loss of generality let k < I. Denote j - 1 by 
d^ and t - k by d2. A necessary and sufficient condition for 
T(l,j;k,t) to be a PTAC in the strict sense is that either 
(a) d1 4 d2 dl' â2 - m (&!' d2 ^  m for n even) 
(b) d^ ^  n - d2 if d^ <m (d-j_ 4 m for n even), d2 > m 
or d1 > m, d2 < m (d2 ^  m for n even), 
because if this does not hold the two fundamental sets S*(l,j) 
and S*(k,t) are identical and hence every single cross occurs 
twice in 1(1, j ;k,-t). 
For illustrative purposes consider the following example. 
Example 7.4: Let n = 10 and take the fundamental sets 
S*(l,2) and S*(3,5). Then d^ = l and d2 = 2. Hence 
T(l,2;3,5) is a PTAC in the strict sense, since (7.10a) is 
satisfied, and is given by 
or d^, d2 > m 
or (7.10) 
(1.2)(3,5) 
(2.3)(4,6) 
(3.4)(5,7) 
( 4 . 5 ) ( 6 , 8 )  
(5.6)(7,9) 
(6.7)(8,10) 
(7.8)(9,1) 
( 8 . 9 ) ( 1 0 , 2 )  
(9,10)(1,3) 
(10,1)(2,4) 
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The X-parameters are XQ = 4, X^ = 2, X2 = 2, X^ = 1, X^ = 1, 
X^ = 0. 
If n is odd complete balance can sometimes be achieved 
in the sense that each line occurs with every other line 
equally often in single crosses and equally often in different 
single crosses. It is easy to achieve the balance with regard 
to the occurrence of two lines in the same single cross. 
Since the fundamental set S*(i,J) with i < j is characterized 
by d = j - 1, a balanced PTAO must be composed of fundamental 
sets such that each d = 1,2,•••,m occurs the same number of 
times. The difficulty arises if one also wants to achieve 
balance with regard to the occurrence of two lines in the same 
four-way cross but in different single crosses, since because 
of (7.9) this depends on the particular elements 1,j which are 
used to generate S*(i,3). There does not appear to be a 
definite rule for constructing balanced PTAC's. 
For a balanced PTAC the corresponding PBIB is, of course, 
a BIB with the parameters nQ = 1, n^ = n - 1, XQ = r, X^ = 
3r/(n - 1). Since X% is an integer one can obtain a lower 
bound for r, r0 say, such that for r < rQ there does not exist 
a balanced PTAC. 
As an illustration for a balanced PTAC consider the fol­
lowing example. 
Example 7*5: Suppose n = 7« Since m = 3 and since every 
T(l, j ;k,-t) consists of two fundamental sets, it is obvious 
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that the size of a balanced PTAO must be at least 3n. Con­
sider then the PTAO generated by T(l,2;3,5), T(l,2;3,6) and 
T(l,4;3,5): 
(1,2) (3,5) (1,2)(3,6) (1,4) (3,5) 
(2,3)(4,6) ( 2 , 3 ) ( 4 , 7 )  ( 2 , 5 ) ( 4 , 6 )  
(3,4)(5,7) (3,4)(5,l) (3,6)(5,7) 
( 4 , 5 ) ( 6 , 1 )  (4,5)(6,2) (4,7)(6,1) 
( 5 , 6 ) ( 7 , 2 )  ( 5 , 6 )  ( 7 , 3 )  (5,1)(7,2) 
(6,7)(1,3) (6,7)(1,4) ( 6 , 2 ) ( 1 , 3 )  
(7,1)(2,4) (7,1)(2,5) ( 7 , 3 )  ( 2 , 4 )  
By inspection one can verify that indeed = 6. 
B. Analysis of PTAO's 
Suppose we have a PTAO of size cn which is replicated s 
times. For the double cross (ij)(kt) in replicate u we 
adopt the model 
=(ij)(k4)u = * + y*ij)(ki) + ru + *(ij)(k4)u (7-U 
where H is a contribution common to all observations, 
y ( l J ) ( M )  = hi + h3 + + hl + e(ij)(kt)' ru ls the effect 
of the u-th replicate, and the e(ij) (k-L)u are independent 
random variables with mean zero and variance <y^. Let 
x(ij) (kt) mean of the four-way cross (i])(kt) over the 
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s replicates, xu be the mean of all four-way crosses in the 
u-th replicate, and x the overall mean. 
The h-normal equations for a PTAO constructed according 
to a PBIB association scheme are then given by 
B*h = Q (7.12) 
where 
B* = Z (Xt - |E)B. (7.13) 
t=0 z n * 
with B^ being the association matrices of the PBIB, h' = 
(hi.hg, • • •,b^j.), Q' = (Qi,Q2> * •* >0^ 1,1 
91 = *(lj)(kt)(=(ij)(k4) " X) 
and )(%(,) = 1 if (ij)(kt) is contained in the PTAO 
= 0 otherwise. 
Because of (7.5), the stun of the elements in each row 
and each column of B is equal to zero. Hence r(B*) < n - 1, 
but for all differences h^ - h^, to be estimable it is neces­
sary that r(B*) = n - 1. Suppose now r(B*) = n - 1. Then 
hy, 
B = B* + — J_ _ is non-singular and hence has an inverse 
n n, n 
B"1 = (b1^ ). Moreover, B"1 is of the form 
B"1 = E btB+ (7.14) 
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i.e. = b* if 1 and j are t-th associates. The elements 
b* of (7.14) are obtained by solving the m + 1 equations 
Jo Jo = 6uo (7'15> 
(u = 0,1,•••,m), where pu are the parameters of the second 
st 
kind of the underlying PBIB, and 6u0 is the Kronecker 6. . For 
a circulant PTAO' the elements b^ can be written down explicit­
ly following a method outlined by Kempthorne and Ournow (1961). 
A solution of (7.12) is then given by 
h = B-1Q (7.16) 
where B"1 is given by (7.14). From (7.16) it follows immedi­
ately that if 1 and j are t-th associates, then 
Var£h^ - hj] = 2(b° - bt)(cr2 + cr2/s) 
m t 
Now, E b = l/4r. Hence the average variance is 
t=0 
Ave. Var[ h^ - hj] = (cf2 + tf2/s) (7.17) 
For a complete tetra-allel cross the underlying PBIB is a BIB 
with nQ = 1, n1=n-l, XQ = r = (n - 1)(n - 2)(n - 3)/2, 
X^ = 3(n - 2)(n - 3)/2. We then obtain 
Var£h1 - hj] = (n . 2) (n - 3)(n - 4)^ + al/s) (7*18) 
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The ratio of (7.18) and (7.17) can be defined as the efficiency 
B of the PTAO, i.e. 
E = 8r (a " 1) 
(4rnb° - 1)(n - 2)(n - 3)(n - 4) 
or on a per-observation basis 
E* = 4(n - 1)2 . 
(4mb - 1) (n - 4) 
The analysis of variance of a PTAO is given in Table 11 
where e1 denotes summation over all occurring four-way crosses. 
The comparison of the (Interaction)!*.S. with the 
(Remainder)M.S. provides a goodness-of-fit criterion for the 
model (7.4). It is therefore of some interest to know the 
p 
genetic content of a under the assumption that the n lines 
represent a sample from a Hardy-Weinberg equilibrium popula­
tion with inbreeding coefficient F. We have not been able to 
do this for the general case of a PTAO, since this depends on 
the particular plan. However, if we restrict ourselves to 
PTAO1 s for which the X-parameters of the underlying PBIB are 
either one or zero, we obtain, using model (7.1) and the 
second moment properties (7.2), 
a2 = 2a2 + 4<j2 + 4<y2 + a2 (7.19) 
d s T w 
It follows from Table 11 that the right hand side of (7.19) 
Table 11. Analysis of variance of PTAO 
Source d.f. S.S. E(M.S.) 
Replicates 
Crosses 
8 — 1  
rn/4 - 1 
(rn/4) z (xu - x)2 
u 
8 z' (=(ij)(kt) - x) 
General effects n - 1 s hlQl ? 2 a + so e  
• iS 
Interactions n(r/4 - 1) Difference 2 2 + scr 
Remainder (s - 1)(rn/4 - l) Difference 
Total srn/4 - l 
I E' (Z(iJ)(kt)u - x)2 
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can be expressed in terms of genetic variance components as 
follows: 
»2 = ù <H*>a< )^6 4 s (Hf)* <7.20, 
If one assumes that third and higher order interactions are 
negligible, (7.20) becomes 
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till. summary 
For studying quantitative inheritance and developing 
hybrid breeding programs it is useful to examine two-way or 
three-way or four-way crosses among a set of n lines. The 
numbers of these crosses are n(n - l)/2, n(n - 1)(n - 2)/2 
and n(n - l)(n - 2)(n - 3)/8, respectively. Obviously, it 
would be Impossible under most circumstances to examine these 
totalities. This study is directed towards developing pro­
cedures for sampling reasonable subsets. These are given the 
names partial diallel cross (PDG), partial triallel cross 
(PTC) and partial tetra-allel cross (PTAO). 
In Chapter II a correspondence between PDC's and m-
associate class PBIB designs is set up. This correspondence 
allows the construction of a wide class of PDC's. Two 
particular types of PDC's, derived from the Generalized Group 
Divisible PBIB and the Extended Group Divisible PBIB, are 
considered in some more detail, especially with regard to 
their analysis. The mathematical properties of the Extended 
Group Divisible PBIB design are discussed in Chapter III. 
In Chapter IV the PDC is considered from the point of 
view of sampling from a finite population. The results are 
compared with those obtained from infinite population theory. 
It has been shown that for a finite population the usual test 
of significance for general combining abilities is negatively 
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biased. 
The general development and analysis of PTC1s is dis­
cussed in Chapter V. We derive a correspondence between PTC's 
and generalized PBIB designs with blocks of size three. PTC1 s 
can then be constructed by means of appropriate association 
schemes. The analysis is closely related to that of PBIB 
designs. 
A special class of PTC1s, called circulant PTC1s, is con­
sidered in Chapter VI. Their construction is facilitated by 
introducing the concept of elementary PTC1s. It is then shown 
how these elementary PTC1 s can be combined to give connected 
and under certain circumstances even completely balanced 
PTC1s. 
Finally, in Chapter VII we show that PTAC's can be 
obtained by means of PBIB association schemes. Among these 
the circulant PTAC's are of some interest, since they can be 
constructed very easily. 
The models for two-way, three-way and four-way crosses 
are necessarily simplified models, derived on the basis of 
some general genetic considerations. Goodness-of-fit criteria 
for these models are provided by an appropriate analysis of 
variance. Under certain assumptions hypotheses about differ­
ent types of gene action can be tested. 
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XI. APPENDIX 
Table 12. A selection of possible PDO plans 
n r Type N1 *2 *3 N4 X B B* 
24 3 GGD/2 6 4 10 .10631 .81505 
4 GGD/3 4 3 2 010 .14176 .81512 
5 GGD/2 4 6 10 .19726 .90740 
6 GGD/3 3 4 2 010 .23671 .90738 
7 GGD/2 3 8 10 .28699 .94296 
8 BGD/3 6 4 110 .32168 .92483 
9 EGD/3 8 3 110 .35665 .91145 
10 GGD/3 2 6 2 010 .41818 .96181 
11 GGD/2 2 12 10 .46561 .97354 
12 BGD/7 6 2 2 1111000 .50697 .97171 
36 3 GGD/2 9 4 10 .06940 .80969 
4 GGD/3 6 3 2 010 .09253 .80964 
5 GGD/2 . 6 6 10 .12868 .90076 
6 BGD/7 6 2 3 1100000 .15326 .89401 
7 BGD/7 6 3 2 1100000 .18108 .90540 
8 GGD/2 4 9 10 .21631 .94636 
9 BGD/7 9 2 2 1000010 .24256 .94329 
10 GGD/3 3 6 2 010 .27269 .95442 
11 GGD/2 3 12 10 .30359 .96596 
12 BGD/7 6 3 2 1100100 .32757 .95542 
48 3 GGD/2 12 4 10 .05152 .80716 
4 GGD/3 8 3 2 010 .06869 .80711 
5 GGD/2 8 6 10 .09549 .89761 
6 GGD/3 6 4 2 010 .11459 .89762 
7 GGD/2 6 8 10 .13888 .93248 
8 BGD/7 2 8 3 1100000 .15808 .92861 
9 GGD/3 4 4 3 010 .17856 .93248 
10 BGD/7 6 2 4 1010000 .20232 .95090 
11 GGD/2 4 12 10 .22524 .96238 
12 GGD/3 3 4 4 010 .24304 .95191 
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Table 12 (Continued). 
n r Type ^ N2 Sj N4 X E E* 
60 
70 
80 
90 
3 GGD/2 15 4 10 .04096 .80556 
4 GGD/2 12 5 10 .05855 .86361 
5 GGD/2 10 6 10 .07591 .89574 
6 BGD/7 2 6 5 1100000 .09042 .88913 
7 EGD/7 4 5 3 1100000 .10623 .89537 
8 GGD/3 6 5 2 010 .12617 .93050 
9 GGD/2 6 10 10 .14474 .94886 
10 GGD/3 5 6 2 010 .16083 .94890 
11 GGD/2 5 12 10 .17904 .96030 
12 GGD/3 4 5 3 010 .19428 .95522 
4 GGD/2 14 5 10 .05001 .86267 
5 BGD/7 2 5 7 1100000 .06184 .85339 
6 GGD/2 10 7 10 .07959 .91529 
7 BGD/7 2 7 5 1100000 .09235 .91030 
8 GGD/3 7 5 2 010 .10775 .92934 
9 GGD/2 7 10 10 .12361 .94768 
10 BGD/7 5 7 2 1100000 .13518 .93274 
11 BGD/7 2 5 7 1101000 .14892 .93413 
12 GGD/3 5 7 2 010 .16680 .95910 
3 GGD/2 20 4 10 .03054 .80421 
4 GGD/2 16 5 10 .04364 .86189 
5 BGD/7 2 5 8 1100000 .05397 .85273 
6 GGD/3 10 4 2 010 .06790 .89404 
7 GGD/2 10 8 10 .08228 .92861 
8 GGD/3 8 5 2 010 .09403 .92855 
9 GGD/2 8 10 10 .10787 .94686 
10 BGD/7 2 10 4 1100000 .11954 .94437 
11 BGD/7 5 8 2 1100000 .13088 .93995 
12 BGD/7 4 10 2 1100000 .14413 .94885 
3 BGD/7 2 3 15 1010000 .02539 .75325 
4 GGD/2 18 5 10 .03871 .86130 
5 GGD/2 15 6 10 .05019 .89338 
6 BGD/7 a 3 5 6 1100000 .05887 .87322 
7 EGD/15 2 3 3 5 .07063 .89799 
8 GGD/2 10 9 10 .08434 .93828 
9 GGD/2 9 10 10 .09568 .94617 
10 GGD/3 6 3 5 010 .10268 .91385 
11 BGD/7 3 10 3 1100000 .11683 .94526 
12 BGD/7 3 6 5 1010000 .12511 .92790 
a% _ (111100000000000) 
212 
Table 12 (Continued). 
n r Type % *2 N3 N4 X B B* 
100 3 GGD/2 25 4 10 .02434 .80322 
4 GGD/2 20 5 10 .03478 .86081 
5 BGD/7 % 2 5 10 1100000 .04302 .85180 
6 EGD/15 2 2 5 5 .05185 .85553 
7 BGD/7 4 5 5 1100000 .06311 •89256 
8 GGD/3 10 5 2 010 .07494 .92738 
9 GGD/2 10 10 10 .08597 .94567 
10 BGD/7 2 10 5 1100000 .09528 .94327 
11 GGD/4 5 2 5 2 1010 .09171 .82539 
12 BGD/7 4 5 5 0010000 .11377 .93860 
\ = (ÎIOIOOOOOOOOOOO). 
Tab 
n 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
70 
75 
80 
85 
90 
95 
100 
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Some minimal connected SPTC's 
tl,t2;sl's2 Generating 
fundamental sets 
2, 4; 1 ,  2 S 2,10), S  3 9) 
6, 7; 3, 4 S 4 , 1 3 ) ,  S 5 12) 
6, 8; 3, 4 S 4,18), S 5 17) 
4,12; 2, 6 S 3,24), s  7 20) 
6, 8; 3, 4 S 4,28), s  5 27) 
8,10; 4, 5 S 5,32), s  6 31) 
6, 8; 3, 4 S 4,38), s  5 37) 
10,12; 5, 6 S 6,41), s  7 40) 
12,14; 6, 7 S 7,45), s  8 44) 
6, 8; 3, 4 S 4,53), s  5 52) 
10,12; 5, 6 '  s  6,56), s  7 55) 
6, 8; 3, 4 s  4,63), s  5 62) 
8,10; 4, 5 s  5 , 6 7 ) ,  s  6 66) 
6, 8; 3, 4 ' s  4,73), s  5 72) 
8,10; 4, 5 s  5,77), s  6 76) 
6, 8; 3, 4 s  4,83), s  5 82) 
10,12; 5, 6 s  6,86), s  7 8 5 )  
8,10; 4, 5 s  5 , 9 2 ) ,  s  6 91) 
6, 8; 3, 4 s  4 , 9 8 ) ,  s  5 97) 
