Abstract. We consider the asymmetric simple exclusion process in one dimension with weak asymmetry (WASEP) and 0 -1 step initial condition. Our interest are the fluctuations of the time-integrated particle current at some prescribed spatial location. One expects a crossover from Gaussian to Tracy-Widom distributed fluctuations. The appropriate crossover scale is an asymmetry of order √ ε, times of order ε −2 , and a spatial location of order ε −3/2 . For this parameter window we obtain the limiting distribution function of the integrated current in terms of an integral over the difference of two Fredholm determinants. For large times, on the scale ε −2 , this distribution function converges to the one of Tracy-Widom.
Introduction
The asymmetric simple exclusion process (ASEP) on the one-dimensional lattice Z is a stochastic particle system with at most one particle per site. An ASEP particle waits a unit exponentially distributed random time and then jumps to the right with probability p, 0 ≤ p ≤ 1, and to the left with probability q = 1 − p. The jump is actually carried out only if the destination site is empty. Waiting times and jump probabilities are independent. We will set p ≤ 1 2 , so predominantly particles move towards the left, and always consider 0 -1 step initial condition for which the left half lattice is empty and the right half lattice is completely filled. We label particles from left to right. If x m (t) denotes the position of the m-th particle, m = 1, 2, . . ., then x m (0) = m and x m (t) < x m+1 (t) for all t ≥ 0.
In a celebrated work [1] , Johansson investigated for the case p = 0, the totally asymmetric simple exclusion process (TASEP), the time-integrated particle current across the origin, denoted here by J (0, t). −J (0, t) is simply the total number of particles which have jumped across the edge (0, 1) up to time t. Johansson proves that in the limit t → ∞ it holds J (0, t) ∼ = − ξ TW is a Tracy-Widom distributed random variable, which first appeared in the context of the large N limit of the largest eigenvalue of a GUE random matrix [2, 3] . The asymptotics (1.1) has recently been extended by Tracy and Widom [4, 5] to the partially asymmetric simple exclusion process (PASEP). In this case J (0, t) is the number of signed jumps across the edge (0, 1) up to time t and, in fact, (1.1) still holds with the only modification that t on the left hand side is replaced by t/(q − p). In the limit of symmetric jumps, p = q = 1 2 , one finds
for large t, where ξ G is Gaussian distributed with mean 0 and variance 1. Even finer details are established and we refer to the recent study [6] on the large deviations for J (0, t).
With this perspective it is of interest to understand in more detail the crossover between the Gaussian central limit theorem (1.2) and the (non-Gaussian) TracyWidom statistics (1.1). The appropriate crossover scale was already identified by Bertini and Giacomin [7] . For such a study it is convenient to introduce the dimensionless scale parameter ε, ε > 0 and ε 1, and to consider the time scale ε −2 t, t = O(1). The strength of the asymmetry is encoded by the choice
which corresponds to a weakly asymmetric simple exclusion process (WASEP). The standard WASEP is the particular case α = 1. The macroscopic density profile, ρ(x, t), is then governed by the dissipative Burgers equation
In [8, 9] the associated Gaussian fluctuation theory has been developed which, in particular, proves that
for small ε. The superscript ε for J ε should remind that the jump probability is adjusted according to (1.3) . The variance c(t) 2 can be computed in principle from fluctuating hydrodynamics [10] which arrives at an expression in terms of the linearization of (1.4) around the time evolved step profile.
Following [7] the crossover scale is α = . This crossover scale has also been noted in the spectral gap [11] of the WASEP generator and in the large deviations of the total current [12, 13] . We expect that, with the appropriate adjustment of constants, (1.5) holds whenever α > . On the other side for α < 1 2 the limiting distribution should be Tracy-Widom. In this paper we investigate only the crossover regime α = 1/2, for which an added interest comes from the relation to the KPZ equation, see [7, 14] and the discussion in our companion papers [15, 16] . Hence we fix
On the time scale ε −2 t the average time integrated current is of order ε −3/2 and a typical particle profile increases linearly over the interval [−βtε −3/2 , βtε −3/2 ] with 0 to the left and 1 to the right of this interval. The one-point distribution of the time-integrated current will be studied at a general location and not only at the origin.
In Section 5 we summarize our main result, which states that in the rescaled units the fluctuations of the integrated current have a size of order t 1/3 with a t-dependent amplitude ξ t of order 1. The distribution function of ξ t is given in (4.29), from which it is easily checked that ξ t is Tracy-Widom distributed in the limit t → ∞. Thus at the crossover scale, one still has the same long time behavior as for the PASEP.
The analysis heavily relies on the methods developed by Tracy and Widom in [4] . In Section 2 we employ the Ramanujan summation formula, an observation which will be instrumental in the asymptotic analysis. The saddle point is discussed in Section 3, while in Section 4 we study the µ-integration and convert the contour integrations to a Fredholm determinant in L 2 (R) with a real symmetric kernel. In Appendix C we argue that one could also perform the µ-integration in the very first step, still to arrive at the same result.
2 The Tracy and Widom contour integration formula for the particle's positions
As discussed in [5] , the time-integrated current is directly linked to the motion of an ASEP particle with its label properly adjusted. Hence, our focus will be on the motion of particles. To ease the comparison we follow closely the notation in [4] , which will be referred to merely as TW. We introduce the dimensionless parameter σ, 0 < σ < 1, to label the reference point. At time ε −2 t the particle index of interest equals
and the m-th particle is typically at the location
In fact we will have to include a subleading correction to c 1 ε −3/2 of order ε −1/2 log ε. The fluctuation scale is
For later use we also introduce
With these conventions our task will be to study the limit ε → 0 of the WASEP distribution function
TW start their analysis with the identity 6) see TW (25), (27), and Lemma 4. We follow their convention that all contour integrals are given a factor 1/2πi. C 0 is a circle with center at 0 and radius in the open interval (τ, 1). The operator J(µ) has the kernel J(µ; η, η ) given by
with µ ∈ C. Here η, η are on a circle with center 0 and radius r ∈ (τ, 1) and, as a linear operator, J(µ) acts on functions on this circle. The integration contour C 1 is over a circle with center 0 and radius in the interval (1, r/τ ). ϕ ∞ is defined through
By immediate bounds, for µ ∈ C\{0, τ n , n ∈ Z} the function f (µ, z) is analytic in the annulus 1 < |z| < τ −1 . We will need its analytic extension, which can be deduced from a product formula representation. Following [17] , we set
The Ramanujan summation formula, see [17] , Theorem 10.5.1, states
provided |q| < 1 and |b/a| < |x| < 1. Setting a = µ, b = µτ , x = τ z, q = τ , one easily checks that for 1 < |z| < τ −1 it holds
. (2.12)
Since 0 < τ < 1, the right hand side is analytic in z and µ in the domain C\{0, τ n , n ∈ Z}. Hence the right hand side of (2.12) is the analytic continuation of f as defined through (2.9). In both variables f has simple poles at τ n , n ∈ Z.
Saddle point analysis and limit kernel
We investigate the limit of the kernel (2.7) of J(µ) as ε → 0. The integrand is written as the product of three factors,
We study each factor separately and start with Q 1 . In (2.5) the logarithmic term is switched to the right as
and thus regarded as a shift of s. First we will ignore this shift, which can be included later on because of the uniform error estimates. Hence the parameters in the numerator ϕ ∞ (ζ)ζ m of Q 1 are
As a consequence, the saddle point analysis is identical to the one of TW with t replaced by ε −3/2 . The saddle point is given by 
in a neighborhood of ζ = ξ one finds, see TW (30),
The rescaling close to the saddle point corresponds to the substitutions
For the limit in (3.8), ζ ∈ Γ ζ and η ∈ Γ η , where Γ ζ consists of the two rays from −c 3 to −c 3 + ∞e ±2πi/3 , while Γ η consists of the two rays from 0 to +∞e ±πi/3 . Close to the saddle point the second factor of (3.1) reads
The factor Q 3 needs more work. By (3.7) the ratio ζ/η close to the saddle point reads
Hence, according to (3.1), µf (µ, ·) has to be evaluated at 1 + √ εz with
Correspondingly in (2.12) we substitute z by 1 + √ εz and write the product as
We study the limit of each factor as ε → 0. The factor Q 4 reads
To study the limit of the factor Q 5 we introduce the q-gamma function,
see [17] (10.3.3). Setting q x = 1 + √ εz one arrives at the identity
The q-gamma function converges to the gamma function, Γ, in the limit q → 1. Hence the limit ε → 0 on the right hand side of (3.15) becomes
The factor Q 6 reads
Since µ ∈ C\R + , the argument of the log lies in C\R − . Hence log is understood as the main branch of the logarithm on C\R − . Let us define the domain
The dots are the poles at (2β
with κ > 0. If in (3.19) we assume that µ ∈ D κ , then the logarithm can be expanded since 0 < τ < 1. Hence the exponent [·] in (3.19) reads
The error term R(ε) is bounded by
with some constant c independent of ε. According to the definition (3.12), we conclude that, uniformly on D κ with an error of order √ ε log ε,
Since τ = 1 − 2β √ ε, the product in (2.6) converges to a non-degenerate limit only if µ = O( √ ε). Therefore, as the final step, we substitute µ by 2βµ √ ε. Then the µ-integration is over a circle with center 0 and radius in the interval (2β
µ closes the contour, see Fig. 1 , where in brackets we remark that ε −1/4 and 1 are taken here only for concreteness. As explained in Appendix A, one can choose
with z defined in (3.11).
To complete the argument, one introduces the logarithmic shift of s and sets
The rescaled kernel of J(µ) reads then
Combining the saddle point asymptotics (3.8) with (3.24), it holds pointwise
for µ ∈ Γ ε µ , µ < κ, where the limit kernel is defined by
As discussed in Appendix B, the operator I(µ) is trace class for µ ∈ Γ µ . Hence its Fredholm determinant is well-defined. What we would like to show is the validity of the limit lim
For this we would need the convergence J ε (µ) → I(µ) as ε → 0 in trace norm. TW have to handle the same problem for the limiting case log(−µ) = 0 and the sine expanded as γ −1 t π(η − ζ), which formally corresponds to γ t → ∞. They use that (η − ζ) > 0, hence their kernels are bounded. In our case the kernel is singular at η − ζ = γ t n, n ∈ Z. This makes the issue of convergence in trace norm somewhat delicate.
In the following we assume the validity of the limit in (3.29). We also assume the exponential bounds
for some constant c 0 < 1.
The µ-integration, Fredholm determinant
Rescaling the µ-integration of (2.6) as in (3.26), one obtains
For µ ∈ C\R + and small ε it holds
Thus only if |µ| = O( √ ε) there is a non-degenerate limit and
Larger values of |µ| are exponentially suppressed as exp[−1/ √ ε ]. We now choose κ so large that by assumptions (3.30) and by (4.2) the error is small uniformly in ε. Then lim
which defines the limiting distribution function F t (s) still depending on the rescaled time parameter t. In principle (4.4) is already the final answer, but we still have to transform to a more manageable form. Let us introduce the kernel
We expand the Fredholm determinant of (4.4). The n-th term of the expansion reads
For this expression the µ-integration can be carried out. We set
and note that w > 0, since for ζ j ∈ Γ ζ , η j ∈ Γ η it holds (η j − ζ j ) > 0. Therefore
In addition
Let us first define the operators K ± v with integral kernels
We expand the determinant in (4.6) into cycles. The following rearrangement, illustrated for a 3-cycle, is performed for each cycle. We consider the summand e iπw v w of (4.8) using the idendity (4.9) and the definition (4.5) of F . Then the term of interest reads
The summand e −iπw v w of (4.8) results correspondingly with K + v replaced by K − v . We thus expand the Fredholm determinant in (4.4), with the n-th term of the expansion given in (4.6), and integrate over µ. According to (4.8) this yields the two terms corresponding to ±e ±iπw v w . Using the identity (4.11) and resumming the series results in the difference of two Fredholm determinants. In this difference the constant term 1 cancels. Altogether one therefore obtains
Here the determinant is understood in
Hence for small v the integral in (4.12) is well-defined.
Next we want to reexpress the kernels K ± v as Airy-like kernels. Note that, since Γ * ζ = Γ ζ and Γ * η = Γ η , one has
We also note that, for v = 1,
by the standard representation of the Airy function, denoted by Ai. Hence
where B t (x, y) is a real kernel and defined through
By functional calculus this identity can be extended to a general class of functions of D. To obtain the cotangent, a convenient representation is the power series
The sum converges except for z ∈ (γ t Z)\{0}. Then
with K Ai the Airy kernel
and G(λ, λ ) the kernel of the operator
By direct computation one verifies that, for a > 0, the operator 2
where θ(λ) = −1 for λ < 0 and θ(λ) = 1 for λ ≥ 0. Summing over n as in (4.21) yields
Hence one arrives at
Lemma 4.1. Let B be a trace class operator on the Hilbert space H with scalar product ·, · and P ψ the unnormalized projection along ψ ∈ H. Then for α ∈ R
Proof. Let (1 − B) be invertible. Then
Hence the difference on the left side of (4.25) reads
Taking limits on both sides the invertibility condition is removed. 2
To return to (4.12) we substitute
Using (4.25) with α = π/γ t , one arrives at the final result
Here P u projects onto [u, ∞), P Ai has kernel Ai(x)Ai(y), and the determinants are in L 2 (R). In Appendix C we show that B t is trace class and that the integral in (4.29) is well-defined.
5 One-point distribution of the particle current Let us first state our main result concisely. We consider the WASEP with asymmetry β √ ε and have established that
where
The limit distribution function F t (s) is defined in (4.29) and its t-dependence is only through the parameter γ t . We reexpress our findings in terms of time-integrated currents and set J ε (j, t) = of signed jumps across the bond (j, j + 1) up to time t, where the superscript ε reminds on the ε-dependence of the asymmetry. The transformation from particle position to integrated current is discussed in [5] , which can simply be followed (their quantity I equals −J ). We also allow for a shift of the reference point by ε −1 x, x = O(1). Then, for |y| < 1, we define the (x, t)-dependent family of distribution functions
with · denoting integer part. In the new parameters
is the properly scaled probability distribution for the statistics of the current at location yβtε −3/2 + xε −1 integrated over the time span [0, ε −2 t]. The limit (5.1) can then be restated as
Let ξ t be a random variable with distribution function F t . Then (5.3) translates to the one-point statistics of the time-integrated current as
valid in the limit of small ε.
It is instructive to write down the probability density for ξ t , which is given by
γts ] is the Gumbel distribution function and the first factor in (5.7) is the Gumbel probability density. Since lim s→−∞ F t (s) = 0, it follows that the second factor of the convolution is normalized as
However, numerical computations clearly indicate that the definite sign of ρ t is regained only after smearing with the Gumbel density, see [15] . As discussed in the Introduction, in the long time limit the integrated current is expected to be Tracy-Widom distributed, which corresponds to taking t → ∞ in (5.6). Since γ t ∼ t 1/3 , the Gumbel distribution in (5.7) tends to δ(s − u) and B t of (4.24) tends to K Ai as t → ∞. Hence ξ ∞ has the probability density
It follows from the identities in [3] that
Hence ρ ∞ = F TW and lim 13) confirming the conventional expectation.
Conclusions
We have studied the crossover asymptotics of the WASEP in an ε-dependent parameter window. Somewhat more physically, our result can be rephrased through appropriately adjusted time scales. One considers the asymmetry q − p which is assumed to be small but fixed. (q − p) −1 defines the time unit. For short times the statistics of the integrated current is approximately Gaussian. In an intermediate time window one should observe the statistics corresponding to F t , which for long times approaches the Tracy-Widom distribution F TW . As q − p is increased the crossover window should shrink and might become not discernible at all.
In this paper the focus is on the derivation of F t (s) from the WASEP scaling limit. Properties of this family of distribution functions and their relation to the KPZ equation will be discussed in the companion papers [15, 16] .
Remark : After submitting this article, G. Amir, I. Corwin, and J. Quastel posted their paper [18] in the arXiv, in which independently they establish the limit (5.1) and the formula (5.7) for the probability density ρ t . As here, their starting point is the PASEP Tracy-Widom contour integration formula.
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A Appendix: The set D κ
κ , with
and Γ κ = {µ|dist(µ, R + ) = 1, µ < κ}. We claim that one can choose ε 0 > 0 such that for all 0 < ε < ε 0 it holds
Clearly, for sufficiently small ε our assertion holds for the set D (1) .
(i) Forã < 0, the maximum of is at y 0 = 1 and it holds that ≤ 1.
(ii) Forã > 0 andã 2 +b 2 <ã the maximum of is at y 0 = (ã 2 +b 2 )/ã and ≤ |b|
If a < 0, we are in case (i) and our assertion holds for this part of the contour. If a ≥ 0, thenã = 2β √ εa, a < κ,b = 2β √ εb, |b| = 1. For ε sufficiently small it holds 2β √ ε(a 2 + b 2 ) < a and we are in case (ii). Hence is bounded by b
1/2 ≤ 1 + κ, which implies that also this part of the contour is contained in D B Appendix: Bounds on the kernels I(µ), K
± v
The ζ-integration in I(µ) from (3.28) has a simple pole whenever
Thus the ζ-integration is singular for a discrete set of points η ∈ Γ η . The integration along Γ ζ looks locally like
with sufficiently small a > 0. For z = 0 and |z| < a/2, the integral (B.2) is uniformly bounded and extends by continuity to z = 0. Thus |I(µ; η, η )| is bounded by c 0 e −δ|η| 3 e −δ|η | 3 for sufficiently small δ > 0. Hence I(µ) is trace class. A similar discussion applies to the kernels K ± v (x, y) from (4.10). The singularities of csc(πγ −1 t (η − ζ)) are simple isolated poles only, hence integrable, the integrations in (4.10) are well-defined, and the kernel is bounded by c 0 e −δ|η| 3 e −δ|η | 3 for sufficiently small δ > 0.
C Appendix: µ-integration first
We describe an alternative route to arrive at (4.12). The starting point is the expansion of the Fredholm determinant (2.6), which is a 2n-fold integral over ζ 1 , . . . , ζ n and η 1 , . . . , η n . Each integrand has factors corresponding to Q 1 , Q 2 , Q 3 as in (3.10).
For each of them we use the saddle point approximation as discussed in Section 3. There then remains an n-fold product of functions f with an argument scaled as in (3.10), (3.11) . Finally the µ-integration has to be carried out, see (2.6).
The new idea here is to first integrate over µ and then take the limit ε → 0 with the arguments √ ε close to the saddle. Thereby one circumvents the discussion at the end of Section 3. With a more careful variant, possibly, one could control the error bounds.
To lighten the notation, we use instead of τ the conventional symbol q = 1 − √ ε. For 1 < |z j | < q −1 , j = 1, . . . , n, we define
We split the sum over 1 , . . . , n into n-tuples with no double points and the rest. Thereby
n is discussed. We checked that the remainder term H rest n tends to 0 for ε → 0 for n = 2, 3, 4, 5. Unfortunately the combinatorial structure becomes involved and we did not try to work out the extension to general n.
H ( * )
n has only the simple poles q − , ∈ Z. C 0 encloses those poles with < 0. Therefore the µ-integration can be carried out with the result
Here ( * ) means no double points and (i) means that the i-th factor is omitted from the product. We now substitute j by j + i for j = i. Then
We first study the issue of analytic extension. Since
is analytic on all of C n . For H ( * ),Σ n it suffices to consider the case i = n. From the restriction of no double points, we conclude that we have a sum over products, where each factor is of the form
. .. The last expression is the analytic extension to C \ {0} except for the poles at z = q , ∈ Z. We summarize the result in
n , as defined on D Close to the saddle z j = 1 + √ εw j . For 1 + √ εw j ∈ D q we define
with the shorthand w = n j=1 w j . We also introduce the limit functions defined on
The proof is divided into several parts. We start with g q .
Lemma C.3. It holds
Proof. The product in (C.13) equals 1 + √ εw + O(ε 2 ). Then, by [17] , Eq. 10.3.1,
The q-Gamma function is defined by
Setting x = w, one thus arrives at
which implies the limit (C.13). 2
Lemma 3 establishes the left part of (C.12).
Lemma C.4. The following limits hold.
For even k the coefficients B(k) are related to the Bernoulli numbers B k by
Proof. ad (i): Separating the = 0 term of the second summand and expanding inside the curly bracket one obtains
ad (ii): For k ≥ 2 the sum approximates the Riemann integral
Note that the limit does not depend on w 1 , . . . , w k , in contrast to k = 1. 2
With Lemma 3 and 4 we have identified the limit of H ( * ),Σ n,ε , in principle. It remains for each n to rearrange the sum such that the expression (C.11) results.
To handle the constraint of the sum in (C.5), let us denote by I n−1 the set {1, . . . , n − 1} of labeled vertices. An unoriented edge with endpoints i, j, i = j, is denoted by b and δ b stands for δ i j . Let E n−1 be the set of all edges of I n−1 . Then the constraint of the sum in (C.5) can be written as
By expanding the product one has to sum over the set G n−1 of all undirected graphs over I n−1 . For g ∈ G n−1 the weight, w(g), in this sum results from (−1) (edges) and from the limits (C.17) and (C.18). A given graph g decomposes I n−1 into disjoint clusters. In view of (C.11) and (C.17) we keep the number of clusters of size 1 fixed (they yield a product of cotangents) and sum over all other clusters, by (C.18) necessarily of even size. Thereby we arrive at the following counting problem.
Given is the set I m of m vertices, m even, and set G m of undirected graphs over I m . For a given graph g ∈ G m , I m decomposes into r clusters C 1 , . . . , C r of size Proof. The weight w(g) induces a weight of the clusters as
To compute w(C j ) we note that
The prefactor can be verified firstly because it holds for k = 2. Now assume it is valid for general k > 2. Then, adding an extra vertex, k + 1, it can be connected in k distinct ways to the cluster of size k and the number of edges is thereby always increased by 1. Hence
We introduce a generating function, f (λ), for the left hand side of (C.24) by
Using (C.18) the sum over k reads
Taylor expanding f confirms the claim. 2
Proof of Theorem C.2. We return to H Σ n with the constraint in the summation written as in (C.21). For g ∈ G n−1 we decompose I n−1 = I 
where the second product refers to the clusters of I 
It is convenient to introduce the symmetrizer S n . If g is some function on
where the sum is over all permutations π of (1, . . . , n). Let us also set |I 2 n−1 | = j, j = 0, 2, . . . , [n], where [n] = n − 2 for even n and [n] = n − 1 for odd n. In the sum (C.34) we fix the set I 1 n−1 and sum over all graphs for the set I 2 n−1 . By Lemma C.5 this yields
Performing the sum over all subsets I This agrees with (4.6) upon performing the µ-integration by using the first identity of (4.8) and collecting the factors from the saddle point.
D Appendix: Trace class property Proposition D.1: The operator P s B t P s is trace class. The functions appearing in (4.29) and (5.7) are absolutely integrable in u.
Remark. We have no direct proof that ρ t (s) ≥ 0 and ∞ −∞ ρ t (s)ds = 1.
Proof. All operators will be defined on L 2 [s, ∞) . We have
where for simplicity we set γ t = 1. In general, if B = A 1 A 2 , then (tr|B|) 2 ≤ (trA * 1 A 1 )(trA * 2 A 2 ), see [19] , Section VI.6. For the Airy kernel we write Let us consider the integral (5.7) for ρ t (s). The first factor decays as e −u for u → ∞ and as exp [−e |u| ] for u → −∞. For the second factor we use the inequality | det(1 + B)| ≤ exp[tr|B|], see [20] , Section XIII:17. From our previous estimates on the trace norm of B t , g t (u) is bounded by c for u → ∞ and as c exp[|u| 3/2 ] as u → −∞, which establishes integrability. For the integral (4.29) defining F t (s) one uses that for large u the determinants behave as 1 + O(exp[−u 3/2 ]).
