We review the computational methods considered.
Neighborhood. A natural approach is to predict for a protein p the annotations that are associated with more than θ percent of p's network neighbors. This method has been widely used [17, 12] to predict biological process annotations for proteins with unknown function. It also serves as the basis of many other approaches considered in this study [16, 8, 20, 19] . We refer to this method as 'Neighborhood. ' Oti et al. The method developed by Oti et al. [16] also looks at the annotations of the neighbors of a protein to make gene-disease predictions. For each disease d, let G d be the genes known to be associated with d, and let I 1 , I 2 , . . . , I n be the interaction partners of the products of G d . Oti et al. [16] predicted disease d for protein I i if d and I i belong in the same linkage interval. We refer to this method as 'Oti1. ' We also modified the method by adding a constraint that I i must have at least two ('Oti2') or three ('Oti3') neighbors in G d for the prediction to be made, which should strengthen the likelihood of association. None of the Oti methods depend on the prediction threshold.
Random Walks. Kohler et al. [7] define a random walk starting from genes known to be associated with a query disease d. Let p 0 be a distribution that gives equal probability of starting from each protein known to be associated with q, and 0 to all other proteins. The probability distribution at time step t + 1 is recursively computed as p t+1 = (1 − r)W p t + rp 0 , where W is the column-normalized adjacency matrix of the network and r is the restart parameter. We set r = 0.75 (as done by [7] ), meaning that 75% of the time the random walk returns to the starting proteins in p 0 before continuing. We iteratively calculated p t and defined convergence to be when the L 2 norm between p t and p t−1 is < 10 −6 . After convergence, we predict d for all proteins that lie in an interval related to d and that have a visitation probability greater than θ, which we varied from 0.01 − 9%. Higher thresholds should result in more confident predictions. We refer to this method as 'RW'.
Propagation. Vanunu et al. [19] used a similar flow-based approach that spreads flow starting from proteins known to be associated with a query disease d. The flow at node u at time step t is defined as F (u) t = αW F (u) t−1 + (1 − α)Y . Here, W is a weight matrix such that W ij = W ij / D ii D jj , where W ij gives the reliability of the interaction between proteins i and j. In our case, each edge is weighted equally, hence W is the adjacency matrix of the network. D ii equals the sum of row i in W . Y is a vector of prior-information; its i th entry is 1 if the corresponding gene is known to be associated with a disease, and 0 otherwise. Essentially, the algorithm pumps flow starting from proteins known to be associated with d to their neighbors iteratively. The α parameter controls the percentage of new flow added from the starting set of proteins in each iteration. In our implementation of their method, we set α = 0.6, because Vanunu et al. [19] found that the algorithm is not sensitive to the choice of α as long as it is set to be greater than 0.5. We stopped iterating when the L 2 norm between F t and F t−1 was < 10 −6 and then applied the propagation step with α = 1 to smooth the distribution of F , as done by Vanunu et al. [19] . As for RW, we predicted d for all proteins that lie in an interval related to d and that have a visitation probability greater than θ, which we varied from 1 − 90%. We refer to this method as 'Prop'.
Graph partitioning is another promising technique for predicting disease-gene associations because it has been shown to uncover modules that can effectively predict biological processes, and phenotypically similar diseases are often caused by proteins that have similar biological processes [5, 20] . Hence, functionally enriched modules obtained through graph partitioning should also correspond well to disease subunits. We tested this module-based approach using three graph partitioning algorithms, graph summarization [13] , MCL [18] , and VI-Cut, which were recently shown [14, 2, 15] to find the most biologically relevant modules in PPI networks.
Graph summarization. Graph summarization [13, 14] is a MDL-based graph compression technique. It tries to minimize the size or cost of representing a graph by forming a summary that highlights the graph's dominant patterns, and a list of corrections to the summary that handles noisy edges and allows for lossless reconstruction of the original graph. One advantage of graph summarization over many other graph partitioning algorithms is that the compressed summary structure is an aggregate graph created by merging together nodes with similar neighbors into supernodes connected by superedges. This aggregate graph can also be compressed in the same manner, effectively creating a hierarchical compression. We considered three levels in this hierarchy (the original summary of the input graph, the summary of the summary, and the summary of the summary of the summary), and in each case we took the supernodes outputted as our biological clusters. We considered the clustering outputted by each compression individually (referred to by 'GS1', 'GS2', and 'GS3', respectively), and also present results of merging the predictions made by each compression together (referred to by 'GS-All'). In each subsequent compression supernodes from the previous step are merged together, and therefore, the number of supernodes decreases. Combining supernodes across each of these methods is therefore an indirect way of forming overlapping clusters, which are useful to make predictions for genes associated with more than one genetic disease. As an implementation step, we added self-loops to each protein in the network to reduce the cost of merging proteins that interact. [18] ) algorithm is a popular graph partitioning technique based on random walks on a graph. It attempts to find regions in the graph with high flow concentration, separated by bridge-edges. MCL requires setting an parameter (inflation) by the user. We performed a parameter sweep that tried to optimize the F1-measure of the predictions made by the resulting clusters using a prediction threshold of 5%. The value maximizing the F1-measure was 2.0, which is also the default inflation value.
MCL. The Markov Clustering (MCL
VI-Cut. The previous two clustering methods described only use the known annotations to make predictions; the known annotations are not used as part of the graph partitioning process itself. VI-Cut [15] is a semi-supervised clustering approach that takes as input a hierarchical tree decomposition (derived by some bottom-up hierarchical clustering process) and a set of known annotations for some of the leaves in the tree. It outputs a clustering induced by a node-cut in the tree that optimally matches the known annotations, as measured by the variation of information metric [11] . VI-Cut has a binary parameter that controls how to break ties in the case when different clusters equally match the known annotations. We can either choose smaller clusters or larger clusters, which we refer to by 'VI-CutS' and 'VI-CutL', respectively. The hierarchical tree decomposition we used comes from the greedy graph summarization merging process, which was modified to continue merging nodes even if the cost of representing the graph increases after doing so.
Experiments with the OPHID human protein interaction network
To ensure that our results held for more than just the HPRD network, we created an additional human protein interaction network from the Online Predicted Human Interaction Database (OPHID [3] ). OPHID incorporates data from BIND, HPRD, MINT, and predictions based on interologs from other model species. After converting to the relevant namespace and removing all but the main component the resulting network contained 9, 842 proteins and 73, 130 interactions, more than twice as many interactions as HPRD. Figure 1 shows the precision and recall of each method using leave-one-out cross validation. Each method's performance is very similar to its performance on the HPRD network. This suggests that the quality of predictions was not simply an artifact of the HPRD network, but rather consistent across multiple human networks.
Quantifying homophily
We defined two measures to quantify the homophily of a disease d. The neighborhood homophily of d is the average percentage of network neighbors of a disease-d gene that are also known to be associated with d. The average pairwise distance of d is the average number of interactions separating two genes associated with d. For each measure, we plotted how the precision and recall of predictions for a disease vary as a function of the disease's homophily. Figure 2 shows how precision and recall vary as a function of neighborhood homophily (top) and average pairwise distance (bottom) for Neighborhood, VI-CutL, GS-All, Prop, and RW. These plots serve as a way to gauge the quality of predictions for a disease given only the disease's homophily.
Diseases most amenable to network-based prediction
The following 19 diseases were predicted for by at least half (7) of the 13 methods, and with minimum precision ≥ 90%:
Albinism, Aldosteronism, Bradyopsia, C1r/C1s deficiency, Chronic granulomatous disease, Cold-induced sweating syndrome, Dysfibrinogenemia, Exostoses, Gaucher disease, GM2-gangliosidosis, Griscelli syndrome, Hemochromatosis, Liddle's syndrome, Meckel syndrome, Nephronophthisis, Omenn syndrome, Persistent Mullerian duct syndrome, Thyrotropin-releasing hormone deficiency/resistance, Trichothiodystrophy New association Table 1 : New associations from the literature which concur with computational network-based predictions made by methods considered in this study, and which are not currently in OMIM [10] . The second column refers to the study which linked a disease to either an interval or specific gene. The third column shows the gene prediction made by the computational method(s), listed in the fourth column along with its score in parenthesis. 
