The objective of this proposed work is to recognize the real time small indoor objects from the any scene or image of our working environment for visually impaired. This will be efficiently detect and recognize the indoor objects. The objects are detected and segmented automatically by exploiting the geometrical properties of the image regions. Discrete Wavelet Transform (DWT), Discrete Cosine Transform (DCT) and Combined DCT-DWT are implemented and evaluated for extracting features from the segmented object. In the Training phase, more than hundred objects were used for each category of the objects and dimension reduction of the features has been done for better result. The performance of the object recognition for visually impaired is evaluated along with the corresponding feature selection methods. The performance of the recognition system gives the recognition rate of 94.44% with the usage of Combined DCT -DWT.
INTRODUCTION
Visual object recognition is a fundamental, frequently performed cognitive task. Generally, different recognition tasks [1] , including categorization and identification. In order to obtain accurate recognition results, various feature extraction techniques are implemented and evaluated. Following this design, early work in computer vision is attempted to achieve recognition of objects under supervised classifier [11] [12] that directly operate over low-level image features such as texture and shape [6] .
In this paper, an object recognition system is established on the basis of the various extracted features. As mentioned above, an efficient method is introduced for location of object regions and the features are the main characteristic for object distinction. After extracting the entrant regions of likely target, we convert the object recognition task to region sets categorization problem, which can be solved by SVM (Support Vector Machine) classifier.
OUTLINE OF WORK
The remainder of this paper is organized as follows. Section 2 introduces the key principles and main procedure of locating object and segmentation process. Section 3 introduces the various feature extraction methods of our object recognition. Section 4 introduces the role of training data with SVM Classifier. Several experimental results and detailed explanations are provided in Section 5. Our concluding annotations and future work are enclosed in Section 6 . 
OBJECT CROPPING TECHNIQUES
Cropping method using this MATLAB processing is an automatic method to spot the region of interest from the given input image easily.
CROPPING ALGORITHM
The following steps involved in cropping objects from an image i. Read the input image with multiple objects. ii. Convert RGB image to Gray Scale image. 
INDOOR OBJECT FEATURE EXTRACTION
Feature Extraction is a dimensionality reduction method of simplifying the amount of data required to depict a large set of data.
Feature extraction is a method of constructing combinations of the values of variable still describing the data with sufficient accuracy.
Discrete Wavelet Transform (DWT)
The Discrete Wavelet Transform is based on sub-band coding and it is found to yield a fast computation of Wavelet Transform. DWT is simple to implement and reduces the computation time [4] [5] .
The DWT is computed by successive low pass and high pass filtering of the discrete time-domain signal as shown in figure  4 . and the signal is denoted by the sequence x[n], where n is an integer. The low pass filter is denoted by g[n] while the high pass filter is denoted by h[n]. At each level, the high pass filter produces detail information, while the low pass filter associated with scaling function produces coarse approximations. In the filtering or decomposition process, ↓2 represents down sampling by 2.
An image can be decomposed into a sequence of different spatial domain images using DWT. Decomposition of 2D image can be performed ensuing different frequency bands namely, LL, LH, HL and HH as shown in figure 5.
Fig. 4. DWT process
These are also known by other name, [cA, cH, cV, cD ]DWT coefficients such as cA is approximation coefficients, cH is horizontal coefficients, cV is vertical coefficients and cD is diagonal coefficients. 
Discrete Cosine Transform (DCT)
The discrete cosine transform is a separable linear transformation and this 2 D DCT is same as the 1-D DCT performed along a single dimension followed by a 1-D DCT in the other dimension. The description of the 2-D DCT for an input image x and output image X is expressed as h h DCT is extensively used in image compression [5] , because of its outstanding energy compaction property. Plenty of frequency component of the activity acceleration data are centralized at the low-frequency. Most of the visually significant information is concentrated in just a few DCT coefficients. Therefore, the high-frequency DCT coefficients are discarded and the low-frequency DCT coefficients are selected as activity features.
In this paper, we extract the first twenty highest energy of DCT coefficients from each axis acceleration data for features. selected as activity features.
Combined features of DCT and DWT
The Combined procedure is explained below and also depicted in figure 9.
Step 1: Apply DWT to decompose the input image into four non overlapping multi-resolution sub-bands: LL1, HL1, LH1, and HH1.
Step 2: Again apply DWT again to sub-band LL1 to get four small sub-bands and choose the LL2 sub-band as shown in Fig. 8 .
Step 3: Choose only the first 20 features of LL5 obtained from the five level of decomposition
Step 4: Apply DCT to the given cropped input image and choose the first 20 highest energy coefficients as a dimension reduction.
Step 5: Combine selected features of DCT and DWT together for each image.
Step 6: Finally, from each image 40 features has been selected for training phase. 
OBJECT RECOGNITION USING SVM
Support vector machine is based on the principle of structural risk minimization, it is a classification model. Support vector are used to find hyper plane between two classes. Support vector are the training samples that define the optimal separating hyper plane. Support vectors are close to hyper plane. Like RBFNN, support vectors machine can be used for pattern classification and nonlinear regression
Fig. 11. SVM process
For liner separable data, SVM finds a extrication hyper plane, which split up the data with the major margin. For linearly inseparable data, t maps the data in the input space into a high dimension space Z→Φ(X) € R with kernel function Φ (X) to find the separating hyper plane. SVM was originally developed for two class classification problem.
Z=Φ(x)={x 1 2 ,x 2 2 ,√2x 1 ,x 2 } Support vector machine map input vectors to a higher dimensional space where a maximal separating hyper plane is conclusion. Two parallel hyper planes are construction on each side of the hyper plane, separates the data. The separating hyper is the hyper plane that maximizes the distance between the two parallel hyper planes. Each data points will represented by a p-dimensional vector. Each of these points belongs to only one or two classes. There are number of direct classifiers that might fulfill this property. The nearest distance between points is one separated hyper plane is exploited. if such a hyper plane exists. It is evidently of concern and is known as the maximum or minimum margin classifier.
is the distance from x to the SVM hyper plane corresponding d i the object I, the classification threshold is t. and the class label y=0 stand for unknown. During testing, the distance from x o the SVM hyper plane is used o identify the objects. Inner product kernel maps input space to higher dimensional feature space inner product kernel K=(x, x i ) = (x). (x i ), where x is the input pattern, is the support vectors.
EXPERIMENTAL RESULTS
The performance of the Object recognition system is evaluated using indoor objects in laboratory environment.
Object Recognition using DCT and SVM
SVM is trained to distinguish DCT features of a particular type of objects (+1) and DCT features of the other types of objects (-1) in the training set, such that, one SVM model is created for each type of objects. For training, 20 DCT features are extracted from each object and is given as input to SVM model. For Testing, 20 DCT features of a test object are given as input to SVM model and the distance between each of the feature vectors and the SVM hyper plane is obtained. The recognition of a test object is decided based on the maximum distance. 
Object Recognition using DWT and SVM
SVM is trained to distinguish DWT features of a particular type of objects (+1) and DWT features of the other types of objects (-1) in the training set, such that, one SVM model is created for each type of objects. For training, 25 DWT features are extracted from each object and is given as input to SVM model. For Testing, 25 DWT features of a test object are given as input to SVM model and the distance between each of the feature vectors and the SVM hyper plane is obtained. The recognition of a test object is decided based on the maximum distance. 
Fig. 14. Performance chart for Object Recognition using combined DCT & DWT features
An image processing method further comprising the step of displaying a result of the difference determination step and the diagnosis data, wherein in the display phase, when no region of interest is acquired from the diagnosis information, the analyzed data demonstrating that there is no region of interest is displayed. Fig. 15 . Overall performance graph for Object recognition using DCT,DWT and Combined DCT&DWT.
CONCLUSION
In this study, the indoor object is detected by identifying various region of interest using the region properties. Different types of indoor objects are segmented from the input scene or image and DWT, DCT and Combined DCT-DWT methods are applied for best fit selection of features in order to amend the recognition performance. Using the SVM, recognition of various objects is experimented with the corresponding features and results are reported that Combination of DCT-DWT features provide better than the individuals in recognition of the above mentioned indoor objects. Our System characterized by combined DCT-DWT features report higher recognition rate of 94.44%.
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