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Abstract
It is known that no quantum process can produce a predetermined su-
perposition of unknown arbitrary states [1][3]. It has already been shown
that with some partial information about the states, one can produce with
some probability such superpositions [1]. In general the success probabil-
ity of these machines, even for orthogonal states, are less than unity. Here
we show that there are specific machines which can produce superpositions
of orthogonal qubit states with unit probability.
PACS numbers: 03.67.-a, 03.67.Ac, 03.65.Ta.
1 Introduction
Quantum mechanics has continued to bewilder us both with its power for sur-
passing our classical limitations in doing tasks which are impossible in the clas-
sical world, and in showing us limitations in the quantum domain itself for doing
tasks which we had taken for granted from the very beginning of its inception.
Various tasks in quantum computation and quantum communication, which are
now too many and too well-known to list here, [4][5][6][7] are examples of the
first aspect, and many no-go theorems like the no-cloning [8], no-deleting [11],
and recently no-superposition [1] are examples of the second aspect. These are
but a sample of many no-go theorems discovered in recent years [9][10][12][13]
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with many interesting consequences and interrelationships with for example no-
signaling theorem [14], and uncertainty relations.
The most recent of these theorems which seems to be different from the rest
is the no-superposition theorem [1]. It states that there is no universal machine
like Λα,β which can take two arbitrary states |ψ〉 and |φ〉 and outputs a fixed
superposition of them in the form |Ψα,β〉 = α|ψ〉+β|φ〉. This is a striking result
in view of the fact that superposition is at the heart of quantum mechanics and
many of its intriguing properties, including entanglement and the extraordinary
power of quantum computation, stem from this single property.
In [1] after proving this no-go theorem for arbitrary input states, the authors
proceed to construct a restricted form of superposition machine which can su-
perpose a subclass of states for which we have some prior information. More
precisely let |χ〉 be a state and let C1 and C2 be the following subset of the full
Hilbert space H in which |ψ〉 and |φ〉 are living:
C1 := {|ψ〉 ∈ H | |〈χ|ψ〉|2 = c1}
C2 := {|φ〉 ∈ H | |〈χ|φ〉|2 = c2}. (1)
Then it is shown in [1] that there is a universal superposition machine Λχ,α,β
abbreviated as Λ hereafter, which takes any |ψ〉 ∈ C1 and any |φ〉 ∈ C2 to an
un-normalized superposed state
|Ψ〉 = α 〈χ|φ〉|〈χ|φ〉| |ψ〉+ β
〈χ|ψ〉
|〈χ|ψ〉| |φ〉, (2)
where α and β are two complex numbers such that |α|2 + |β|2 = 1. This super-
position succeeds with probability
Psucc =
c1c2
c1 + c2
NΨ2, (3)
where NΨ is the norm of the state (2).
Obviously, in addition to the parameters c1 and c2 which characterize the two
classes C1 and C2, this success probability depends on which particular states in
the two classes are being superposed. Using Cauchy-Schwarz inequality and the
condition |α|2 + |β|2 = 1, it is seen that NΨ2 ≤ |α|2 + |β|2 + 2|α||β||〈ψ|φ〉| ≤ 2.
However the maximum value of 2 is obtained for the case where the two states
are parallel and hence their superposition is trivial. For example for two or-
thogonal states, NΨ2 = 1 and hence Psucc = c1c2c1+c2 . Since c1 and c2 are positive
numbers with 0 ≤ c1, c2 ≤ 1, the success probability for superposing orthogonal
states can never exceed 12 (when c1 = c2 = 1).
It should be noted that what is really achieved by this superposition machine
is not what has initially been sought for, that is a superposition of unknown
states with fixed amplitudes α and β and an output state α|ψ〉+ β|φ〉. In fact,
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as discussed in detail in [1], such a machine cannot exist due to the fact that an
unphysical phase change like
|ψ〉 −→ eiξ1 |ψ〉, |φ〉 −→ eiξ2 |φ〉, (4)
results in a physical change in the output state α|ψ〉+ β|φ〉 and inevitably the
most one can expect of a superposition machine is to produce a state of the
form (2). This form on the one hand cures this unphysical dependence on the
phases, and on the other hand, creates superpositions for which only the square
of the amplitudes are predetermined to be |α|2 and |β|2 and leaves their phases
to depend on the initial states. In passing we note that in [1], an optical realiza-
tion of such a machine is also proposed and in [2], an explicit NMR realization
of such a superposition machine has been reported for qubits.
In view of these circumstances, i.e. i) the necessity of having partial informa-
tion about the input states, ii) the form of the output superposed state in which
only the moduli of the coefficients are fixed, and iii) a success probability of less
than one for the process, we ask if it is possible from the very beginning to start
from a different restricted class of states than (1) and construct a superposition
machine, which can superpose this new restricted class with a much higher or
even unit probability of success. In this paper we show that indeed it is possible
to construct such a machine. The restricted class that we start with is the class
of arbitrary orthogonal input states, lying on a particular hyperplane, figure (1).
For qubit states, these orthogonal states will be arbitrary, since the hyperplane
is the whole Hilbert space. Therefore we construct a machine Λp which takes
any two orthogonal states |ψ〉 and |ψ⊥〉 in this hyperplane and outputs a state
of the form
|Ψ〉 = ei(α|ψ〉+ βeiη|ψ⊥〉), (5)
where now  and η depends on the initial states. The important point is that
the success probability of this machine is unity, that is, we always find a super-
posed state of the above form in the output port of the machine. The difference
between our machine and that of [1] is best illustrated in figure 1.
Remark: The appearance of a phase factor depending on the initial states
in the output state is inevitable. In fact this is the case also in the superposition
machine of [1], 2, where the phase appears through the overlap of the specific
states φ and ψ with |χ〉, of which only the absolute values are known in the
restricted set 1. In any superposition machine, only the absolute values of the
coefficients α and β are fixed in the output.
The structure of this paper is as follows: In section 2, we first consider a
machine which outputs a single pure superposition state and calculate the prob-
ability of success of this machine. We compare its average probability of success
and show that it is higher than the average probability of success of the machine
of [1] when it is restricted to orthogonal states. In section 3, we then discuss a
machine which produces a mixture of four output states, all of which are in the
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Figure 1: a) The class of states which are superposed by the universal machine
of [1]. The working of this machine requires that we know the parameters
c1 = |〈ψ|χ〉|2 and c2 = |〈φ|χ〉|2. Hence, for a fixed set of parameters, the
machine superposes only the states on the two cones. For other states, the
settings of the machine should change accordingly (See equations 11-14 of [1]
and the expression for Pµ therein.) b) The class of states which are superposed
in our machine. All the orthogonal states lying on a fixed hyperplane can
be superposed with unit probability. For qubits, the hyperplane is the whole
Hilbert space, hence no restriction.
form of (5) albeit with different phases, where each of them can be selected by
measurement of two qubit ancillas. The total probability of the success is now
equal to one. We end the paper with a discussion.
2 Orthogonal states superposition with pure out-
put states
In this section we introduce a superposition machine for orthogonal input states
whose output state is a single pure state.
Let |ψ〉 and ∣∣ψ⊥〉 be two arbitrary orthogonal pure states in a two dimen-
sional Hilbert subspace H0 of the full Hilbert spaceH. The superposing machine
is a completely positive map Λ ∈ CP(H⊗2,H) which acts as follows:
Λp(ρ⊗ ρ⊥) ∝ |Ψ〉 〈Ψ| , (6)
where
ρ = |ψ〉 〈ψ|
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ρ⊥ =
∣∣ψ⊥〉 〈ψ⊥∣∣
|Ψ〉 = α |ψ〉+ βeiη ∣∣ψ⊥〉 (7)
and |α|2 + |β2| = 1.
Since the output state is pure, the completely positive CP map is bound to
have one Kraus operator, and should be of the form
Λp(ρ⊗ ρ⊥) = Kρ⊗ ρ⊥K† ∝ |Ψ〉〈Ψ|, (8)
implying that
K |ψ〉 ⊗ ∣∣ψ⊥〉 ∝ (α |ψ〉+ βeiη ∣∣ψ⊥〉), (9)
where η is a function of |ψ〉 and ∣∣ψ⊥〉. Let {|0〉, |1〉} be an arbitrary basis of
H0. The two states are then parameterized as (with |x|2 + |y|2 = 1)
|ψ〉 =
(
x
y
)
|ψ⊥〉 =
(
y
−x
)
. (10)
We will show in the appendix that the desired Kraus operators can have one of
the following two forms
K1 = C
(
α 0 β 0
0 0 α β
)
, (11)
or
K2 = C
(−β α 0 0
0 −β 0 α
)
, (12)
where C can be made as large as possible as far as the condition of trace-
decreasing CP map i.e. K†iKi ≤ I is not violated. Calculation of the greatest
eigenvalue of these later matrices shows that we can take
C =
1√
1 + |αβ|
.
Either of these two solutions will lead to a superposition of two arbitrary
orthogonal states. To see that it actually does the right task, we check the first
solution in detail:
K1(|ψ〉 ⊗ |ψ⊥〉) = C
(
α 0 β 0
0 0 α β
)
xy
−xx
yy
−yx

= C
(
αxy + βyy
αyy − βyx
)
= C(αy|ψ〉+ βy|ψ⊥〉)
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= Cy
[
α|ψ〉+ βeiη|ψ⊥〉] , (13)
where we have used the crucial fact that yy is a phase denoted by e
iη. It is
important to note that this happens only for orthogonal states. In fact it is
readily seen that feeding two arbitrary states into this machine leads to a su-
perposition where the coefficients of the two states do not square anymore to
|α|2 and |β|2. Note also that the action of this machine can be written in the
following compact form
K1|ψ〉 ⊗ |ψ⊥〉 = C(〈0|ψ⊥〉)
(
α |ψ〉+ β 〈1|ψ〉〈0|ψ⊥〉
∣∣ψ⊥〉) . (14)
Again we note that in any basis, only for orthogonal states the factor 〈1|ψ〉〈0|ψ⊥〉
is a pure phase. Similar calculation shows that
K2|ψ〉 ⊗ |ψ⊥〉 = C(〈1|ψ⊥〉)
(
α |ψ〉 − β 〈0|ψ〉〈1|ψ⊥〉
∣∣ψ⊥〉) . (15)
The above two machines are related in the following way where we have
used the temporary superscripts on K1 and K2 to denote the coefficients of the
superposition machines which they represent:
K1
α,β |ψ〉 ⊗ |ψ⊥〉 = K2α−→β,β−→−α|ψ⊥〉 ⊗ |ψ〉. (16)
Let us now calculate the probability of the above two machines, where the
superscript 1 or 2, denotes the type of machine. Using the parameterization
x = cos θ2 , y = sin
θ
2e
iφ, we find
P 1success = |K1|ψ〉 ⊗ |ψ⊥〉|2 = C2|〈0|ψ⊥〉|2 = C2 cos2 θ
2
. (17)
and
P 2success = |K2|ψ〉 ⊗ |ψ⊥〉|2 = C2|〈1|ψ⊥〉|2 = C2 sin2 θ
2
. (18)
which shows the complementary roles of the machines in superposing dif-
ferent states. As an example note that the machine 1, superposes the states
|ψ〉 = |1〉 and |ψ⊥〉 = |0〉 with probability equal to C2 but does not superpose
at all the states |ψ〉 = |0〉 and |ψ⊥〉 = |1〉. The machine 2 does the converse
job. Both machines superpose the two states |ψ〉 = |±〉 and |ψ⊥〉 = |∓〉 with
Psucc =
C2
2 , i.e. more explicitly from (14) and (15) we find:
K1|+〉 ⊗ |−〉 = K2|−〉 ⊗ |+〉 = C√
2
(α|+〉+ β|−〉). (19)
The average probability for both machines, averaged over the Bloch sphere is
given by
〈P 1,2succ〉 =
∫
P 1,2succdΩ =
C2
2
=
1
2(1 + |α||β|) . (20)
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This probability depends on |α| and |β|, but is always greater than 13 . A com-
parison with the average probability of the general machine of [1] is in order
now. To this end we quote the basic relations of [1] for ease of reference. The
success probability for any two states is given by
Psucc =
c1c2
c1 + c2
NΨ2, (21)
where
c1 = tr(PχPψ), c2 = tr(PχPφ), (22)
and NΨ is found from [1] to be
NΨ2 = 1 + 2 ·Re
(
αβ
Tr(PχPψPφ)√
Tr(PχPψ)Tr(PχPφ)
)
. (23)
Consider now two orthogonal states
Pψ =
1
2
(I + n · σ), Pφ = 1
2
(I − n · σ), (24)
and an arbitrary state
Pχ =
1
2
(I + s · σ), (25)
where n and s are unit vectors. Then we find that NΨ = 1 (since PψPψ⊥ = 0),
and
c1 =
1
2
(1 + n · s), c2 = 1
2
(1− n · s). (26)
This leads to the success probability
Psucc =
1
4
(1− (n · s)2) (27)
which of course depends on the initial state and the overlap state |χ〉, but is
indepdendent of the values of α and β. Averaged over the Bloch sphere, this
gives
〈Psucc〉 =
∫
1
4
(1− (n · s)2)dΩ = 1
4
(1− 1
3
) =
1
6
. (28)
It is clearly seen that the performance of the general purpose superposition
machine is much lower than the special purpose superposition machine. In the
next section we improve our machine so that it will produce such a superposition
with unit probability.
3 Orthogonal states superposition with mixed
output states
Our freedom in choosing η in Eq. (9) helps us to design even better superposition
machines, machines with Psucc = 1. Consider a CPT map Γ which acts as
7
α |1〉+ β |0〉 • • X |µ〉
|ψ〉
S
X Z |n〉∣∣ψ⊥〉 |Ψµ,n〉
Figure 2: The superposing machine for orthogonal states. The inputs are an
ancillary qubit and any two orthogonal states.
follows
Γ(ρ⊗ ρ⊥) =
d∑
j
Ajρ⊗ ρ⊥A†j (29)
where
d∑
j
A†jAj = I, and d is the number of Kraus operators.
If the Kraus operators satisfy
Aj |ψ〉
∣∣ψ⊥〉 = Cj(α |ψ〉+ βiηj ∣∣ψ⊥〉) = Cj ∣∣Ψj〉 , (30)
then the output of the quantum channel is
∣∣Ψj〉 j ∈ {1, 2, .., d} with probabil-
ity |Cj |2. In all of these states, the absolute values of probability amplitudes are
|α| and |β|. Therefore, Eq. (30) guarantees that the superposition machine’s
output has the proper form.
Consider the quantum circuit depicted in figure 2 , where X is the Pauli
gate X =
(
0 1
1 0
)
and S is the swap operator which interchanges its two
inputs. At the end of the circuit, we perform two measurements on the first and
second qubits, in the X and Z bases i.e. in the bases |±〉 = |0〉±|1〉√
2
and |0〉 , |1〉
respectively. There are four possible outcomes for the measurements, and there
are four corresponding Kraus operators as following
Aµ,n = (|µ〉 〈µ| ⊗ |n〉 〈n| ⊗ I) ◦ U (31)
where |µ〉 = |±〉 and |n〉 = |0〉 , |1〉, and U is the unitary operations performed
in the circuit
U =(|0〉 〈0| ⊗ I⊗ I + |1〉 〈1| ⊗X ⊗ I)◦
(|0〉 〈0| ⊗ I⊗ I + |1〉 〈1| ⊗ S). (32)
Defining |anc〉 := α|0〉+ β|1〉, simple calculation shows that
U |anc〉 ⊗ |ψ〉 ⊗ |ψ⊥〉 = α|1〉 ⊗X|ψ⊥〉 ⊗ |ψ〉+ β|0〉 ⊗ |ψ〉 ⊗ |ψ⊥〉 (33)
from which we obtain the final state to be
Aµ,nU |anc〉|ψ〉|ψ⊥〉 = α〈µ|1〉〈n|X|ψ⊥〉|ψ〉+ β〈µ|0〉〈n|ψ〉|ψ⊥〉. (34)
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X Z |Ψµ,n〉 Pµ,n
µ = + n = 0 α |ψ〉 − βe−iφ ∣∣ψ⊥〉 12 sin2(θ)
µ = + n = 1 α |ψ〉+ βeiφ ∣∣ψ⊥〉 12 cos2(θ)
µ = − n = 0 α |ψ〉+ βe−iφ ∣∣ψ⊥〉 12 sin2(θ)
µ = − n = 1 α |ψ〉 − βeiφ ∣∣ψ⊥〉 12 cos2(θ)
Table 1: Different output states of the machine (2) and their corresponding
probabilities for obtaining them.
Since 〈µ|1〉 = µ√
2
and 〈µ|0〉 = 1√
2
, this leads to
Aµ,nU |anc〉|ψ〉|ψ⊥〉 = µ√
2
〈n|X|ψ⊥〉
(
α|ψ〉+ βµ 〈n|ψ〉〈n|X|ψ⊥〉 |ψ
⊥〉
)
, (35)
where again we note that in any basis the factor 〈n|ψ〉〈n|X|ψ⊥〉 is a pure phase and
hence the superposition machine outputs the following states
|Ψµ,n〉 = α |ψ〉+ βeiηµ,n ∣∣ψ⊥〉 (36)
where eiηµ,n = µ 〈n|ψ〉〈n|X|ψ⊥〉 and the probabilities given by
Pµ,n =
1
2
∣∣〈n|X ∣∣ψ⊥〉∣∣2 (37)
Note that Eq. (36) is in the form of (30). Although the amplitudes of the
superposition in |Ψµ,n〉 are unknown and dependent on µ, n, but their absolute
values are |α| and |β|. As can be seen in table 1, all of the outcomes of the su-
perposition machine are in the desired form. Consequently, the total probability
of success for this superposition machine is equal to one.
4 Relation with cloning
It is an intriguing question whether or not there is any relation between the no-
cloning theorem and the no-superposition theorem. As stated in [] it appears
that these two no-go theorems have quite different characters and one cannot
conclude one from the other. For example one can imagine senarios where per-
fect cloning a perfect deleting machines exist and then use them in conjunction
with the orthogonal superposition machine of the present paper to prepare su-
perposition of arbitrary states. More concretely given two states |φ〉 and |ψ〉,
one prepares perfect clones |φ〉⊗N and |ψ〉⊗N , which for large N are orthogonal
and then feeds them to the superposition machine proposed in this paper which
outputs a state of the form |Ψ〉 = α|φ〉⊗N + β|ψ⊗N 〉. Deleting the first N − 1
copies now produces the desired superposed state α|φ〉+β|ψ〉 on the last qubit.
However a closer look at the deleting machine shows that this is impossible. In
fact a deleting machine which deletes the first N − 1 qubits works as follows:
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|φ⊗N 〉 −→ |0⊗N 〉 ⊗ |φ〉 ⊗ |Aφ〉
|ψ⊗N 〉 −→ |0⊗N 〉 ⊗ |ψ〉 ⊗ |Aψ〉, (38)
where Aφ and Aψ are the states of the deleting machine which are nearly orthog-
onal due to the unitarity of the operation. This then means that the output
state of the N−th qubit is a mixed state |α|2|φ〉〈φ| + |β|2|ψ〉〈ψ| and not a
superposition. In this regard we can also mention a recent paper [15] which
tries to put different no-go theorems like the no-cloning, no-deleting and no-
superposition theorems in a unified framework. However this doesn’t mean that
a profound basis is found which connects these no-go theorems, rather different
no-go theorems are combined to form new bigger no-go theorems. A sample of
the theorems proved in [15] is the following: If |φ〉 is a fixed state and |ψ〉 is
an arbitrary state both belonging to a Hilbert space H, then there is no map
F : H⊗k −→ H⊗n such that F(ρψ⊗k) = ρχ⊗n, where |χ〉 ∝ α|ψ〉+β|φ〉. As it is
seen, this is a combination of the no-cloning and the no-superposition theorems
which while valuable in itself, does not solve the open question of the relation
between the two theorems.
5 Summary
The no-superposition theorem [1] forbids superposition of any two arbitrary
states and only allows superposition of states for which partial information, i.e.
the overlaps of the two states with a fixed state is known 1 is available. We have
shown that for orthogonal states lying on a hyperplane, such superposition is
possible with unit probability. In all these machines, including the one proposed
in [1], the appearance of a phase which depends on the input states is inevitable.
In fact given two states |φ〉 and |ψ〉, a superposition machine outputs a state of
the form α|ψ〉+ eiξβ|ψ〉 where α and β are fixed by the machine and ξ depends
on the input states. It is the appearance of this phase, which has enabled
us to propose a process by which orthogonal states on a hyperplane can be
superposed with unit probability, figure 2 and table 1. As we have discussed
the relation between the no-cloning theorem and the no-superposition theorem
remains open.
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A Finding the Kraus Operators
In this appendix we sketch the steps for finding the form of Kraus operators 11
and 12. We require a single Kraus operator K satisfying following relation
K |ψ〉 ∣∣ψ⊥〉 = δ(θ, φ)(α |ψ〉+ βiη ∣∣ψ⊥〉), (39)
in which δ(θ, φ) and η(θ, φ) are functions of parameters of input states. Since
K is an operator which is non trivial only on a hyperplane of the total Hilbert
space , it can be written as a 2x4 matrix. Let us parameterize the states as
|ψ〉 =
(
sin θ2
cos θ2e
iφ
)
and |ψ⊥〉 =
(
cos θ2
− sin θ2eiφ
)
, and the K operator as
(
x y z w
x′ y′ z′ w′
)
sin θ2 cos
θ
2
− sin2 θ2eiφ
cos2 θ2e
iφ
− sin θ2 cos θ2e2iφ

11
= δ(θ, φ)
(
α sin θ2 + βe
iη cos θ2
αeiφ cos θ2 − βeiηeiφ sin θ2
)
(40)
Operating the K matrix leads to the following two equations:
(x− w e2eiφ) sin θ2 cos θ2 + eiφ(z cos2 θ2 − y sin2 θ2 ) = δ[α sin θ2 + βeiη cos θ2 ]
(x′ − w′ e2eiφ) sin θ2 cos θ2 + eiφ(z′ cos2 θ2 − y′ sin2 θ2 ) = δ[α cos θ2 − βeiη sin θ2 ] eiφ.
To find a simple solution for the K operator, we use the fact that it should be
independent of the parameters of the input states, and take the function δ(θ, φ)
to be a first degree function of sin θ2 and cos
θ
2 , while assuming for simplicity
that η is independent of θ. Therefore we find
δ(θ, φ) = a(φ) sin
θ
2
+ b(φ) cos
θ
2
(41)
Equating the coefficients of sin2 θ2 , cos
2 θ
2 and sin
θ
2 cos
θ
2 on both sides leads to
eiφz = b(φ)βeiη , z′ = b(φ)α, (42)
− eiφy = a(φ)α, , y′ = a(φ)βeiη, (43)
and
(x−we2iφ) = a(φ)βeiη+b(φ)α , (x′−w′e2iφ) = a(φ)αeiφ−b(φ)βei(η+φ). (44)
We now use the fact that the parameters x, y, z, w and x′, y′, z′, w′ are in-
dependent of φ, but the parameters a, b and η can depend on φ. Therefore we
find from the left hand side equation of (43) and the right hand side of equation
(42) the following two relations respectively:
a(φ) = − y
α
eiφ b(φ) =
z′
α
. (45)
Inserting these in the remaining two equations of (42) and (43), we find
y′ = −β
α
y ei(φ+η), (46)
and
z′ =
α
β
z ei(φ−η). (47)
Demanding that y, y′ and z, z′ be indepdendent of φ, now leads to one of
the following two solutions:
Solution 1: η = φ, which leads to
z′ =
α
β
z, y = y′ = a(φ) = 0. (48)
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Inserting the values a(φ) = 0 and b(φ) = z
′
α from (42) into (44) leads to
x− we2iφ = z′, x′ − w′e2iφ = −β
α
z′e2iφ, (49)
the solution of which is ω = 0 , x = z′, x′ = 0, and w′ = βαz
′. This leads to
the form K1.
Solution 2: η = −φ, which leads to
y′ = −β
α
y, z = z′ = b(φ) = 0. (50)
Inserting the values b(φ) = 0 and a(φ) = − yαeiφ in (44), leads to
x− we2iφ = −β
α
y, x′ − w′e2iφ = −ye2iφ, (51)
the solution of which is ω = 0 , x = −βαy, x′ = 0, and w′ = y. This leads to
the form K2.
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