Abstract. We study the "stiff pressure limit" of a nonlinear drift-diffusion equation, where the density is constrained to stay below the maximal value one. The challenge lies in the presence of a drift and the consequent lack of monotonicity in time. In the limit a Hele-Shaw-type free boundary problem emerges, which describes the evolution of the congested zone where density equals one. We discuss pointwise convergence of the densities as well as the BV regularity of the limiting free boundary.
Introduction
Let ρ m (x, t) solve the drift-diffusion problem
with initial data ρ 0 m ∈ L 1 (R n ) and exponent m > 1. The nonlinear diffusion term in (1.1) represents an anticongestion effect, and has been used in many physical applications including fluids, biological aggregation and population dynamics ( [BGHP, BH, M2, HW, W, TBL] ) and more recently in the context of tumor growth ( [PQV] ).
It is instructive to write (1.1) in the form of a continuity equation, (1.3)
In the above equations, the operators ∆, div, ∇ are taken in the space variable.
We are interested in identifying the behavior of ρ m in the "stiff pressure" limit m → ∞. The motivation for studying this limit comes from various physical applications, we refer to [CF] and to more recent articles [MRCS] , [PQV] . The limit problem can be interpreted as imposing a maximum value constraint ρ ≤ 1 on the density ρ while it is transported by the vector field b and created by the source f . As we will discuss below, the limit of the pressure variable p m plays the role of a Lagrange multiplier for the constraint, and it is supported in the congested zone where the limiting density achieves the maximum value 1. Thus in the limit m → ∞ we are led to a free boundary problem that describes the evolution of the congested zone in terms of the pressure.
To introduce the limiting free boundary problem, some assumptions are in order. First we assume that the drift and source terms are sufficiently regular, which allows pointwise description of the free boundary movement. We assume that b(x, t) : Q → R n is a C 2 vector field, and f : Q → R is continuous. In addition we assume that
(1.4)
This last assumption yields certain monotonicity properties of the limit density along the streamlines of b; we will discuss more on (1.4) below.
Before summarizing the main results, let us introduce the class of initial data for the limiting problem that we consider (Figure 1 ). Denoting by χ A the characteristic function of the set A, we say ρ 0 ∈ L 1 (R n ) is regular if it is of the form ρ 0 = max(χ Ω 0 , ρ E,0 ), ( where Ω 0 ⊂ R n is a compact set such that Ω 0 = int Ω 0 and ρ E,0 ∈ C c (R n ) with 0 ≤ ρ E,0 < 1.
Note that our initial data includes any continuous initial data between zero and one with compact support, as well as any characteristic function of a regular open, bounded set.
In view of (1.3) we can perform a formal calculation, similar to the one in Section 1 of [KP] , to conclude that the limiting pressure p ≥ 0 solves a quasi-static, Hele-Shaw-type problem
(1.6)
Here V = V x,t is the normal velocity of the set {p > 0} at (x, t) ∈ ∂{p > 0}, ν = ν(x, t) denotes the unit outer spatial normal at the free boundary ∂{p > 0}. The external density ρ E = ρ E (x, t) corresponds to the expected limit density outside of the congested zone {p > 0}, and solves the transport equation
where the initial data ρ E,0 is given in (1.5). The notation where ρ E is the solution of (1.7) with initial data ρ E,0 , Ω := {p > 0} and p is a viscosity solution of (1.6) with initial density ρ 0 , defined in Definition 3.26. The congested zone Ω is unique while p may not be (see Corollary 4.8).
(b) (Corollary 4.10) Suppose in addition that ρ 0 m converges to ρ 0 in terms of semi-continuous envelopes, i.e., they satisfy (2.2). Then ρ m converges to ρ locally uniformly in (R n × [0, ∞)) \ ∂{p > 0}.
(c) (Corollary 4.11) For p and ρ 0 m as given in (a)-(b), the pressure variable p m uniformly converges to p in any local neighborhood N of Ω where Ω has sufficiently regular (e.g. Lipschitz) boundaries.
(d) (Proposition 5.2) If ρ
E is strictly below 1 outside of {p(·, t) > 0} in a local neighborhood N , then the perimeter of the congested zone in N , P er({p(·, t) > 0}, N ), is finite.
Note that ρ
E may reach the value 1 away from the existing congested zone from previous times, nucleating new regions of congestion, see Figure 1 . When ρ E reaches 1 at the free boundary, the velocity law in (1.6) indicates that the boundary will move with an infinite speed or even discontinuously in time. Thus for (1.6) a nucleation of the pressure zone as well as an infinite speed of propagation are generic phenomena. This leads to interesting singularities and the necessity of weak solutions (in our case, viscosity solutions) that allow both the description of the free boundary evolution as well as the discontinuity. Let us also mention that with certain drift fields, for instance the gradient of a scalar function in the neighborhood of its saddle point, the pressure zone may experience neck-pinching, adding to the diversity of topological singularities.
Literature. Our discussion here focuses on articles addressing the limit m → ∞. For the case b = 0, there is a vast literature for different weak solutions and regularity theory of (1.1) : we refer to the book [V] and the references therein. Until recently, the limit m → ∞ has been studied only when both b and f are zero. In this case, the problem (1.6) reduces to the classical Hele-Shaw problem. The limit was first considered in [CF, EHKO] , see also [BC] , on R n . See [GQ1, GQ2, K] for results on a subset of R n with fixed boundary when ρ 0 is a patch, i.e., when it is a characteristic function of a compact set. In this case there is zero external density ρ E in (1.6), i.e., there is only congested zones evolving in time. This yields the finite speed of propagation property of the congested zone which makes (1.6) more stable and easier to analyze.
The limit problem with positive source (f > 0 and b = 0) has been studied first in [PQV] in the context of a mechanical tumor growth model. In this setting, the characterization of the problem with (1.6), in the presence of the external density, is shown in [KP] and in [MPQ] around the same time. All of these articles strongly use the fact that (ρ m ) t ≥ 0, which is a consequence of the zero drift and a positive source term in (1.1). In particular this leads to an Aronson-Bénilan-type semi-convexity estimate on p m , which yields compactness for the pressure variables and their supports as m → ∞. The lack of such estimate appears to be the main challenge in the study of regularity properties of the interface {ρ m > 0} when there is a drift. The monotonicity of solutions is also essential in the viscosity solutions approach employed in [KP] ; we will discuss the approach taken in [KP] in more detail below.
Let us also mention that, when f = 0 and b is a potential velocity field, (1.1) can be posed in the setting of gradient flows in the Wasserstein space of probability measures ( [O] ). The limiting problem in this case can be also posed as the gradient flow solution of the transport equation (1.7) with L ∞ constraint on the density, ρ ≤ 1 (see [MRCS] where the problem is introduced in the setting of crowd motion). See [AKY, CKY] where the limit density is characterized with (1.6) in the case of compressive potential and patch solutions.
Main challenges and ingredients of the proof. As in [KP] , our main strategy is to use viscosity solutions theory to both show the existence of the limit as m → ∞ and to verify that the limit problem is a solution of (1.6)-(1.7) by considering the half-limits of the pressure and density variables defined in (2.1). Due to the lack of uniform semi-convexity property of ρ m , the finer steps we need to take however are different and much more complex compared to the standard procedure. Below are the two main ingredients in the convergence proof that are new in this paper.
First, we will perturb the radial solutions given in [KP] to construct the barriers to act as test functions for the limit densities. The construction of such barriers is one of the challenges in passing in the limit m → ∞. In particular, it is difficult to capture the behavior of solutions as m → ∞ near ρ m ∼ 1, which corresponds to the scenario in (1.6) where ρ E reaches 1 from below. The ability to perturb the barriers of the simpler problem in [KP] is a crucial advantage of the viscosity solution method.
Second and more importantly, our assumption (1.4) is used to conclude that a streamline cannot leave the congested region for the limit density {ρ = 1}, it can only possibly enter it from the "exterior" region {ρ < 1}. In particular this way the pressure does not have an effect on the evolution of the density along the streamline in the exterior region, and therefore the transport equation (1.7) determines ρ = ρ E outside of {ρ = 1}. This is related to the monotonicity of the limit problem along the streamlines and replaces the in-time monotonicity that was important for the zero drift case. Unfortunately we are not able to fully obtain this property until the full convergence result has been established, and thus we need to start with a weaker version of the property to proceed in Section 3.
In terms of the structure, the most notable difference from the standard viscosity solutions approach lies in that the viscosity solution property for the pressure half-limitsp and p, Lemma 4.3, are fully proved only after showing a comparison principle for the limits (Theorem 3.1) and obtaining the L 1 convergence for the density variable (Lemma 4.1). Indeed the general viscosity solution theory is only used in our analysis for the characterization of the limit density in terms of (1.6)-(1.7). The comparison principle as well as the convergence argument, as mentioned above, are built upon certain monotonicity properties of the density half-limitsρ, ρ along characteristic paths (Lemma 3.5).
Open questions.
• Removing (1.4): When F changes sign, we no longer expect ρ E to solve (1.7) entirely in terms of the initial data. Hence a new description of the limit problem, as well as new ideas, is necessary to investigate the limit m → ∞ in terms of the evolution of the congested zone.
• General initial density: Here we assume that the initial density ρ 0 is regular in the sense of (1.5). Relaxing this assumption is plausible but some generalizations are beyond the scope of the framework given in the paper. For instance when the region {ρ 0 = 1} is not compactly supported, there is an additional issue of dealing with the growth of the pressure variable at infinity as the solution evolves. This is likely to be a technical difficulty but we do not investigate it. A more interesting question arises with the initial data that is larger than 1 at some points. In such cases there is a jump in the solution at t = 0 in the limit m → ∞ which adds another challenge in the analysis. In fact the result in [CF] indicates that the portion of the initial density over 1 gets spread out immediately to transform into the "nearest density" under the constraint ρ ≤ 1. We do not pursue this interesting aspect of the problem in this paper.
• Free boundary regularity: Regularity properties of the interfaces ∂{p m > 0} and ∂{p > 0} stays open except for the case b, f = 0 ( [CJK, KKV, V] ) and for particular cases of traveling wave solutions with a shear flow ( [MNR] ). We also mention a numerical result in [M1] which shows singularity formulation on ∂{p m > 0} with a smooth choice of vector field b.
• BV regularity for the limit density: In general we expect the limit density to be BV -regular as indicated by the gradient-flow based analysis of [DPMSV] , but this remains open in our setting. Our result in section 5 only establishes this in the case of external density ρ E strictly below 1.
Outline. Before we begin the analysis, let us give a brief outline of the paper. Section 2 contains notions and preliminary results to be used in the rest of the paper, including the L 1 contraction properties for weak solutions of (1.1).
In Section 3 we proceed by first showing a comparison result ("almost comparison") between two pressure half-limits with strictly ordered initial data (Theorem 3.1). Many properties of the density half-limits are derived in this section, including some monotonicity properties.
Section 4 builds on the comparison result to obtain main convergence results. In Section 4.1 using the L 1 contraction argument we deduce that the density ρ m (·, t) converges to the limit density ρ(·, t) in L 1 (R n ) for all t > 0, as m → ∞. In Section 4.2 we establish that the congested zones and the pressure supports from each half-limits all coincide, (4.5), which is essential in showing that the congested zone evolves by the free boundary problem (1.6) where p can be identified with the pressure limit. It follows that ρ m locally uniformly converges to ρ away from the boundary of the congested zone {ρ = 1}. Lastly we invoke Perron's method to show that the congested zone can be characterized as the unique support for any viscosity solution of (1.6), paired with the corresponding initial data (Corollary 4.8).
In Section 5 we focus on the regularity of the set {ρ = 1} in a local neighborhood where the external density ρ E given by the transport equation (1.7) stays strictly below 1. In such settings we show that {ρ = 1} has finite perimeter, and thus it follows that ρ m locally uniformly converges to ρ except on a set of lower dimension. Our assumption on ρ E leaves out the more singular scenario when ρ E is allowed to nucleate an additional congested zone by increasing to 1. The last part of the section discusses two examples where ρ E ≡ 0 after finite time, outside of the congested zone.
The appendix deals with the construction of test functions, including the perturbed radial test functions necessary for understanding the behavior of solutions at density 1.
Preliminaries
We will often take a closure of a space-time set and then its time-slice. We use the notation
We need to discuss here which solutions of (1.1) we consider and what is known about them, as well as initial data.
2.1. Half-relaxed limits and the initial data. Let us review the notation first. The half-relaxed limits or half-limits liminf * and limsup * of a sequence of locally bounded functions u m = u m (x, t) are defined as
It is well-known that limsup * u m is upper semi-continuous (USC) and liminf * u m is lower semi-continuous (LSC).
Throughout the paper, we will assume that the initial data ρ 0 m for (1.1) converge in the sense of the half-relaxed limits, that is,
Here u * and u * respectively denote the upper and lower semi-continuous envelopes: our condition (2.2) is a generalization of the uniform convergence for discontinuous initial data ρ 0 .
2.2. Notion of solutions for the porous medium equation. We use the notion of weak solutions of (1.1), similar to [V, Section 5 .2]: Let Q := R n × (0, ∞), and ρ 0 take the form (1.5). We say that ρ m = ρ defined on Q is a weak solution of (1.1) if
for any function η ∈ C 1 (Q) with compact support.
Existence can be shown by following [V, Section 5.4] . Uniqueness follows from the L 1 contraction property below. Note that the solution is classical whenever it is positive, due to the regularity of b and f .
The following lemma can be checked with a parallel proof to [V, Section 3.2 .3], we write the proof here for completeness.
Lemma 2.1 (L 1 contraction). Let ρ m andρ m be two nonnegative solutions of (1.1) with given initial data and source terms f ,f . Then
3) for all t > 0, where e tλ λ := t for λ = 0. Proof. Following [V] , by approximation it is enough to prove this inequality for smooth positive solutions on a bounded domain with zero boundary data. We drop the subscript m in the following and write ρ(t) = ρ(·, t), etc. If f ≤f and ρ(0) ≤ρ(0), then ρ(t) ≤ρ(t) and by the divergence theorem
Takingρ ≡ 0 andf ≡ 0 and obtaining a similar estimate as above, Gronwall's inequality yields ρ(t) dx ≤ e t f ∞ ρ(0) dx. Therefore Gronwall's inequality implies
In general, we let U be the solution of (1.1) with initial data max(ρ(0),ρ(0)) ≥ ρ(0) and source max(f,f ). We have U − ρ ≥ max(ρ,ρ) − ρ = (ρ − ρ) + with equality at t = 0. Therefore
from which we can deduce (2.3).
Note that the proof of the L 1 contraction also yields the comparison principle property.
Lemma 2.2 (Comparison principle).
Let ρ m andρ m be two nonnegative solutions of (1.1) with given initial data and source terms f ,f . If ρ m (·, 0) ≤ρ m (·, 0) a.e. and f ≤f a.e. then ρ m ≤ρ m a.e.
Convergence of PME to HS and an almost comparison
The goal of this section is to analyze the half-relaxed limits of ρ m and p m using viscosity solution techniques (arguments using the comparison principle). The main result is the almost comparison, Theorem 3.1, that guarantees the ordering of the limits of solutions with strictly ordered initial data. Let us stress that we do not use the definition of viscosity solutions for the limit problem (1.6), we only use the comparison principle for the solutions ρ m , p m of (1.1). The notion of viscosity solutions and the comparison principle of (1.6) are only introduced after the ordering of the limits have been understood.
We first introduce the necessary notation in Section 3.1, including the definition of half-limits of ρ m and p m and the statement of the almost comparison. The vector field b transports mass along trajectoriesstreamlines-that form a flow map, whose properties are discussed in Section 3.2. The limits of ρ m and p m are monotone along these streamlines, and we use this fact to derive important properties of the limits in Section 3.3. The proof of almost comparison is given in Section 3.4, relying on a perturbation argument and a careful understanding of the behavior of the congested region in the limit. The comparison principle motivates the definition of viscosity solutions of (1.6) in Section 3.5.
3.1. Almost comparison. We first consider a weaker result of convergence of half-relaxed limits of solutions of (1.1).
We recall that the pressure p Recall the notion of regular initial data in the sense of (1.5). We say that regular initial data
and ρ
Let ρ −,0 , ρ +,0 be two strictly ordered regular initial data and let f − , f + ∈ C(R n ) be two bounded sources such that div b < f − < f + − ε for some ε > 0. This strict order will be used in Corollary 3.20 to obtain the order of the limit pressures. We will denote
Let us define the solutions ρ ± m , i = 1, 2, of (1.1) with the respective initial data ρ ±,0 and sources f ± , and let p The main result of this section is the order of the half-relaxed limits for the strictly ordered initial data, which can be understood as a type of a comparison principle for the limit solutions. We refer to it as the almost comparison for short. Later, in Section 4, we will deduce the full convergence result using the L 1 contraction.
Theorem 3.1 (Almost comparison). For strictly ordered regular initial data ρ −,0 , ρ +,0 and bounded continuous sources div b ≤ f − < f + , we have
and
The proof of this theorem involves a few technical steps that are developed below. The main tool is the regularization of solutions by sup-and inf-convolutions. However, we first derive facts that hold for any half-relaxed limits of (1.1) with regular initial data.
3.2. The flow map. Since (1.1) is a transport-like equation, we introduce the flow map X : R × R n → R n as the solution of the ordinary differential equation (ODE)
where X t is the derivative of X with respect to t. As long as b ∈ Lip(R n ), we have uniqueness and global existence of X, which is continuously differentiable in t. The curves {(X(t, x 0 ), t) : t ∈ R} are the characteristics or streamlines of the flow. We will also use the notation X(t) : R n → R n as X(t)(x) := X(t, x). Uniqueness implies the semigroup property.
Lemma 3.2 (Semigroup). For any x 0 , t, s ∈ R we have X(s, x 0 ) = X(s − t, X(t, x 0 )) and therefore X(−t, X(t, x 0 )) = x 0 .
In particular, X(t) : R n → R n is invertible for t ∈ R and X(t) −1 = X(−t).
Furthermore, by Gronwall's inequality, the distance of streamlines decreases at most exponentially.
Let ρ be a classical solution of the transport equation (1.7). We have
We define ρ ± E to be the solution of the transport equation (1.7) with discontinuous initial data ρ ±,0 in the following sense:
where µ ± (x0,t0) = µ is the solution of the simple ODE
Note that ρ ± E are continuous since ρ
3.3. Properties of the half-relaxed limits. Let us first summarize basic properties of ρ ± and p ± , assuming only that they are the limits of solutions of (1.1) with regular data.
Lemma 3.4. The following facts about the half-relaxed limits can be derived for any regular initial data. The limits ρ ± and p ± exist and:
is open in {t ≥ 0}, and so are their time slices.
(e) {p ± > 0} ⊂ {ρ ± = 1}, i = 1, 2.
Proof. The limits exist by Lemma A.10 since the initial data is compactly supported. (a) follows from the properties of the half-relaxed limits and standard viscosity solution arguments, see for instance [K] . Since p − is bounded by Lemma A.10, (b) is a consequence of a comparison with a radially symmetric solution of
A crucial observation is the monotonicity of the set {p + > 0} along the streamlines.
Lemma 3.5. {p + > 0} is nondecreasing along the streamlines. More precisely, if
Proof. We construct a barrier along the streamline. Note that p + is LSC and therefore {p + > 0} is relatively open in the half-space {t ≥ 0}. Let (x 0 , t 0 ) ∈ {p + > 0}. There exist r, λ, m 0 > 0 such that
Then by Lemma A.4 for every T > 0 there exists 0 < µ < λ such that π defined in (A.5) is a subsolution of (1.3) for t ∈ (0, T ). By comparison, p
We can also compare the half-relaxed limits ρ − and ρ + with the solution of the transport equation. However, since we do not have monotonicity in time, it is not obvious how to prove Lemma 3.5 for {ρ − = 1}, thus at the moment we cannot directly show that ρ − ≤ ρ − E using the argument of [KP, Lemma 4.4] . In the next section we will show this upper bound only in specific situations (Lemma 3.18), just enough to prove our convergence result through comparison for perturbed solutions with strictly ordered data, and then use the L 1 contraction. However, if we know that ρ − < 1 at a point and in the past along the streamline up to the initial time, we can bound ρ − above by a barrier.
Lemma 3.6. For every (y, s), s > 0, we have
where µ is the solution of
Assume additionally that ρ − (X(t, y), s + t) < 1 for 0 ≤ t ≤ t 0 for some y ∈ R n and t 0 > 0. Then
where µ(t) solves (3.7) with F − and the initial condition µ(0) = ρ − (y, s).
Proof. Indeed, pick one such point (y, s). Since ρ + is LSC, for every ε > 0 there exists r > 0 with ρ + > ρ + (y, s) − ε on B r (y, s). We use the barrier ψ ε of the form (A.1) from Lemma A.1 where η(x) = (1 − |x| 2 ) + and µ = µ ε (t) is for some fixed ε ∈ (0, ρ + (y, s)) the solution of
For given ε we need to take sufficiently small r > 0 in the definition of ψ ε . Since µ ≤ 1 − ε by the comparison principle, we have ρ + ≥ ψ ε on the whole space. In particular, ρ + (X(t, y), s + t) ≥ µ ε (t) for t ≥ 0. Sending ε → 0 implies the claim for ρ + since µ ε → min(1, µ) as ε → 0. The proof for ρ − is parallel. By compactness, local uniform continuity of X and upper semi-continuity of ρ − , we can find δ > 0 such that ρ
For fixed ε > 0, we consider barrier ψ ε of the form (A.1), where
We can moreover assume that ρ − m < 1 − δ on N by the properties of the half-relaxed limits for all m > m 0 .
We therefore conclude by the classical comparison that ρ
We obtain the upper bound for ρ − by sending ε → 0.
Corollary 3.7. The limit
(3.8)
m by the definition of ρ + tr and assumptions on the initial data. Therefore for any y ∈ R n , ε ∈ (0, (ρ +,0 ) * (y)) there is r > 0 and m 0 such that ρ
In particular, the barrier in the proof of Lemma 3.6 applies with µ ε (0) = (ρ +,0 ) * (y)−ε and we conclude in the limit ε → 0.
A parallel reasoning together with the barrier in the proof of Lemma 3.6 applies to ρ − .
Lemma 3.8. Suppose that inf F + > 0. We have
Proof. Let us write c := inf F + > 0. We first show (a). Heuristically, since ρ + is LSC, if it is 1 at a point, it is close to 1 in a neighborhood, and therefore the compressive flow/source F + ≥ c > 0 will bring it to 1 on a set with nonempty interior in an arbitrarily small time. We thus claim that (X(t, y), s + t) ∈ int ρ + = 1 for t > 0, wheneverρ
Indeed, by LSC for any ε > 0 there exists r > 0 such that ρ + > 1 − ε on B r (y, s). By Lemma 3.6, we conclude that
Therefore we see that every point (y, s) ∈ {ρ + = 1} is a limit point of int {ρ + = 1}. The conclusion follows.
To show (b), we compare p + m with a fast rising subsolution of (1.3). Suppose that ρ Then by Lemma A.4 and the comparison principle for (1.1), we conclude that
Since q m−1 e (m−1)ct/2 → ∞ as m → ∞ for t in a neighborhood of δ, we conclude that
For (c), the first inclusion is trivial from Corollary 3.7. The last inclusion is clear from the fact
where the first inclusion is from (a) and the second one is from (b).
Lastly, (d) is a consequence of (c) and Lemma 3.4 (e).
Remark 3.9. The proof of Lemma 3.8(b) implies that
In particular, p + must jump at every time when ρ + reaches 1 on a set with an nonempty interior.
The next important ingredient is the identification of the initial data for the limits ρ − , ρ + . Recall that ρ ±,0 are regular initial data as defined by (1.5), which in particular implies that these functions are upper semi-continuous.
Lemma 3.10. The limits ρ − and ρ + have the correct initial data, that is,
Proof. By definition of half-relaxed limits, we have automatically
is USC and (ρ +,0 ) * is LSC by construction. We therefore only need to prove the opposite inequalities.
The inequality for ρ + follows from Corollary 3.7 since (ρ + tr ) * is LSC and equal to ρ +,0 at t = 0.
For ρ − the situation is a little bit more involved. First we note that
Let us take M := sup m p m ∞ , which is finite due to Lemma A.10. We can now construct a radially symmetric contracting classical solution of (A.7) on a domain
, boundary data p = 2M on ∂B η , and initial data for the external density ρ E (·, 0) = µ. By the construction in Section A.2 this yields superbarriers for ρ
The claim follows.
We may assume that µ < 1. Then, for some small T > 0, independent of m, the pressure subsolution π defined in (A.5) stays under p
Let us also state the "left accessibility" of {ρ − = 1}, i.e., that ρ − cannot jump up to 1.
Lemma 3.12. The set {ρ
Proof. Suppose that for a fixed point (x 0 , t 0 ), t 0 > 0, there does not exist the claimed sequence, and thus we can find δ > 0 such that ρ
The strict ordering of the initial data yields a strict order of the external densities. Recall the definition of ρ ± E from Section 3.2. Lemma 3.13. For every T > 0 there exists δ > 0 such that the following holds for |(
Proof. This follows from the strict order of the initial data (3.1), compactness and uniform continuity. Indeed, by (3.1), we have ρ
. By compactness and hence uniform continuity, there is
This yields (a) and (b). Similarly, {p − > 0} ∩ {0 ≤ t ≤ T } is bounded, and so F − and F + are uniformly continuous in its neighborhood, and therefore if we take δ > 0 small enough, we have
(d) follows from Lemma 3.3 and (3.1).
3.4. Proof of the order {ρ − = 1} ⊂ {p + > 0}. We prove the order of ρ − and ρ + by a barrier argument using the knowledge of the convergence in the radial case for the equation (1.1) without drift [KP] . Our argument follows the proof of the comparison principle, showing that if {ρ − = 1} and {p + > 0} fail to stay ordered, that is, their boundaries have a certain contact, we get a contradiction. To be able to argue at the contact point, we need to find a contact point with a suitable regularity, essentially C 1,1 in space. This is where sup-and inf-convolutions come in. Let Ξ r be the "flattened" set of size r > 0,
For fixed r 0 > 0, we define the time-dependent size
where L is the Lipschitz constant of b, and the sup-/inf-convolutions
Analogously, we introduce p ±,r , ρ ±,r E and F ±,r . These functions are well defined on {t ≥ τ } for τ > 0 the unique solution of r(τ ) = τ . We will understand notation like {ρ −,r = 1} as {(x, t) : t ≥ τ, ρ −,r (x, t) = 1}. If we speak of such sets as open or closed, we always mean in the relative topology of {(x, t) : t ≥ τ }. Note that convolving over Ξ r is equivalent to doing two successive convolutions over a closed space ball of radius r and a closed space-time ball of radius r. Also note that sup-convolution commutes with limsup * and inf-convolution commutes with liminf * .
The purpose of varying the size of the set over which we convolve has to do with the spreading of the streamlines. If the boundaries of {ρ −,r = 1} and {p +,r > 0} cross, the normal velocity of ∂ {ρ − = 1} must be larger than the normal velocity of ∂ {p + > 0} by an amount that is enough to absorb the difference of the velocity of streamlines within Ξ r(t) (x, t) caused by the dependence of b on x, see (3.14) below. Furthermore, we want the convolutions to be monotone along the streamlines, and for that we need to ensure that the streamlines intersecting Ξ r(t) (x, t) also intersect Ξ r(t−s) (X(−s, x), t − s) for all s > 0. This is guaranteed by the choice of r(t) in (3.9) and by Lemma 3.3. This reasoning implies the following lemma.
Lemma 3.14. {p +,r > 0} is nondecreasing along the streamlines as in Lemma 3.5.
Let us introduce the first contact time as
Claim 3.15. For every T > 0 there existsr 0 such that for all r 0 ∈ (0,r 0 ) in (3.9) we have t 0 ≥ T .
To establish the claim, let us fix T > 0 and chooser 0 > 0 so that Lemma 3.13 applies for some fixed δ > 0 for all (x 1 , t 1 ), (x 2 , t 2 ) ∈ Ξr 0 (x, t) for all 0 ≤ t ≤ T , x ∈ R n . Suppose that t 0 < T . By the initial strict separation, we have t 0 > τ .
Lemma 3.16. There exists δ > 0 such that for any r 0 ∈ (0, δ) we have t 0 > τ , where τ = τ (r 0 ) is the unique solution of r(τ ) = τ .
Proof. This is a consequence of the fact that {ρ − = 1} and {p + = 0} are closed, and their time slices at t = 0 are disjoint and {ρ − = 1, 0 ≤ t ≤ s} is compact for any s > 0. Indeed, we have
where the first equality follows from Lemma 3.10, the first inclusion is from (3.1), and the last inclusion is given in Lemma 3.11.
The geometry of Ξ r(t) and the definition of t 0 has the following consequence on the relationship of sets {ρ − = 1} and {p + > 0}.
Lemma 3.17. Let (y 1 , s 1 ), (y 2 , s 2 ) be any two points such that ρ − (y 1 , s 1 ) = 1 and p + (y 2 , s 2 ) = 0. Then
for all τ ≤ t ≤ t 0 . Note that ζ(t; s 1 , s 2 ) is the sum of radii of the space slices of Ξ r(t) at times s 1 and s 2 , and therefore if the inequality above is violated, both (y 1 , s 1 ) and (y 2 , s 2 ) lie in Ξ r(t) (x, t) for some x.
Proof. The definition of t 0 (3.11) implies
Suppose that we have two points (y 1 , s 1 ) and (y 2 , s 2 ) satisfying the hypothesis, but |y 1 − y 2 | < ζ(t; s 1 , s 2 ) for some τ ≤ t ≤ t 0 . In particular, max i |t − s i | < r(t). Thus by continuity and Lemma 3.16, we can make t smaller if necessary and assume that τ ≤ t < t 0 . Then there exists a point x such that
In particular, (y i , s i ) ∈ Ξ r(t) (x, t), i = 1, 2. By definition of the sup-/inf-convolutions, we have (x, t) ∈ {ρ −,r = 1} ∩ {p +,r = 0}, a contradiction with (3.12).
Now we are able to clarify the validity of ρ − ≤ ρ − tr in Corollary 3.7 in terms of {p + > 0}.
Lemma 3.18. We have
where ρ − tr was defined in (3.8).
Proof. Let us set U := {p +,r = 0} ∩ {t ≤ t 0 }. The key step is to show that ρ − < 1 backwards in time along all streamlines starting in Ξ r(t) (x, t) for any (x, t) ∈ U . Then we can use Corollary 3.7.
Let (x, t) ∈ U and (y 1 , s 1 ) ∈ Ξ r(t) (x, t). By the continuity of r(t) and by Lemma 3.14, there exists (y 0 , s 0 ) ∈ U with s 0 < t 0 such that (y 1 , s 1 ) ∈ Ξ r(s0) (y 0 , s 0 ). As p +,r (y 0 , s 0 ) = 0, there also exists (y 2 , s 2 ) ∈ Ξ r(s0) (y 0 , s 0 ) such that p + (y 2 , s 2 ) = 0. By Lemma 3.5, p + = 0 backwards in time along the streamline going through (y 2 , s 2 ).
Recall the definition of τ > 0 as the unique soluiton r(τ ) = τ . By the definition of r(t) and Ξ r(t) , and the estimate (3.3), we have
which implies by definition of t 0
When s 0 −σ < τ , and specifically when s 1 −σ ≥ 0 is close to the initial time 0, we need to argue as in the proof of Lemma 3.16 to deduce ρ
by Corollary 3.7. Recall that to establish Claim 3.15, we suppose that t 0 < T . We first observe that then there is a "nice" contact point (x 0 , t 0 ).
Proof of Lemma 3.19(a). This is a consequence of the facts that ρ − cannot jump up to 1 and p + cannot jump down to 0. More rigorously, let δ > 0 be the constant given from Lemma 3.13. Suppose that
Take any sequence (y k , t k ) → (y 0 , t 0 ) with t k < t 0 . By continuity of X, for large k we have X(t 0 − t k , y k ) / ∈ {p +,r (·, t 0 ) > 0} and therefore Lemma 3.14 yields
By Lemma 3.8(c), we have ρ
Since the sequence is arbitrary, we conclude that ρ −,r (y 0 , t 0 ) < 1 by Lemma 3.12.
Proof of Lemma 3.19(b). If such point does not exist, we have {ρ −,r (·, t 0 ) = 1} ⊂ {p +,r (·, t 0 ) > 0} and therefore
But this is a contradiction with a definition of t 0 since the set of s on the right-hand side of (3.11) is open by the compactness of the set {ρ −,r = 1} ∩ {t ≤ s} for all s.
Proof of Lemma 3.19(c). We can conclude that p −,r (x 0 , t 0 ) = 0 from Lemma 3.4(a), the fact that −∆p − (·, t 1 ) ≤ F − in R n , and the existence of the exterior ball of {p −,r (·, t 1 ) > 0} at (x 0 , t 0 ) (interior ball of {p +,r (·, t 0 ) = 0}).
Proof of Lemma 3.19(d).
Let us fix a contact point (x 0 , t 0 ) from (b) and set r = r(t 0 ). The existence of points (x 1 , t 1 ) and (x 2 , t 2 ) in Ξ r (x 0 , t 0 ) with ρ − (x 1 , t 1 ) = 1 and p + (x 2 , t 2 ) = 0 is clear from semi-continuity and the definition of ρ −,r , p +,r . By (a), we must have p + > 0 and ρ − < 1 on Ξ r (x 0 , t 0 ). In particular, (x i , t i ) ∈ ∂Ξ r (x 0 , t 0 ) for i = 1, 2.
Let us show that t 1 , t 2 stay away from the boundary of Ξ r (x 0 , t 0 ), i.e.,
We first observe that t 2 < t 0 + r by the monotonicity of {p + > 0} along the streamlines, Lemma 3.5. Indeed, if t 2 = t 0 + r, then |x 2 − x 0 | ≤ r and |X(σ,
1/2 for 0 < −σ 1 by Lemma 3.3. Therefore (X(σ, x 2 ), t 2 + σ) ∈ Ξ r (x 0 , t 0 ), yielding p + (X(σ, x 2 ), t 2 + σ) > 0, which contradicts Lemma 3.5.
It is more work to prove t 1 < t 0 + r. We first notice that ρ − ≤ ρ − tr in Ξ r (x 0 , t 0 ) by Lemma 3.18. Furthermore, by definition, if (ρ + tr ) * (x, t) < 1 then ρ + E (x, t) < 1 and (x, t) / ∈ int Ω +,0 . Thus, since p + (x 2 , t 2 ) = 0, by the continuity of ρ + E and Lemma 3.8(c) we must have ρ + E (x 2 , t 2 ) ≤ 1 and X(−t 2 , x 2 ) / ∈ int Ω +,0 . But then Lemma 3.13 and the choice of r 0 imply that ρ − E < 1−δ on Ξ r (x 0 , t 0 ) for some δ > 0, and
for all (x, t) ∈ Ξ r (x 0 , t 0 ). The latter implies ρ
. Now, by the same argument as in the proof of (a), we conclude that ρ − ≤ ρ − E < 1 − δ, and hence p − = 0 at (x, t 0 + r) for |x − x 0 | < r.
In particular, if t 1 = t 0 + r, we have |x 1 − x 0 | = r. This means that the boundary of {ρ − (·, t 1 ) = 1} has an exterior ball of radius r at x 1 . By a comparison with a radial supersolution for the elliptic problem, p − = 0 on the boundary of Ξ r (x 0 , t 0 ), and the growth of p − away from the boundary in space is controlled. However, {ρ − = 1} expands with an "infinite speed" at (x 1 , t 1 ) into a region with external density ρ − E < 1 − δ < 1. An argument as in the proof of Lemma 3.21 below applies (see the details there), and we reach a contradiction.
We have shown that max i t i < t 0 + r. From Lemma 3.17 we deduce that min i t i > t 0 − r.
Corollary 3.20. p −,r ≤ p +,r for t ≤ t 0 . The order is strict in {p −,r > 0}.
Proof. For t < t 0 this just follows from the comparison principle for Poisson's equation by Lemma 3.4(a). First note that p −,r = 0 on ∂ {p +,r (·, t) > 0} for t < t 0 . Indeed
At t = t 0 we use Lemma 3.19(a) and (c). Moreover, by a standard viscosity solution argument, −∆p −,r ≤ F −,r and −∆p +,r ≥ F +,r in the open set {p +,r > 0}, where F ±,r are defined as in (3.10). But by Lemma 3.13 and the choice of r(t), we have F −,r < F +,r in {p −,r > 0}. The elliptic comparison principle yields
To finish the proof of Claim 3.15, suppose that t 0 < T and choose points (x 0 , t 0 ), (x 1 , t 1 ), (x 2 , t 2 ) from Lemma 3.19. We will construct barriers for ρ − m at (x 1 , t 1 ) and for ρ + m at (x 2 , t 2 ) that will yield a contradiction with the comparison principle for (1.1). We will use Lemma 3.17 to keep track of the geometry of the free boundaries around (x 1 , t 1 ) and (x 2 , t 2 ), including the existence of exterior and interior balls, as well as ordering of normal velocities.
First, since (x 1 , t 1 ), (x 2 , t 2 ) ∈ ∂Ξ r(t0) (x 0 , t 0 ) and max i |t 0 − t i | < r(t 0 ), we have by Lemma 3.17
This implies that x 0 − x 1 and x 0 − x 2 are nonzero and parallel with opposite directions. We will set
This will serve as the outer unit normal vector of the free boundaries at the contact point. Moreover, t → ζ(t; t 1 , t 2 ) has a maximum at t 0 in t ≤ t 0 and therefore ∂ t f (t 0 ; t 1 , t 2 ) ≥ 0, which, after rearranging the terms, yields
since r (t 0 ) < 0.
As a proxy for the normal velocity of {ρ − = 1} at (x 1 , t 2 ) and the normal velocity of {p + > 0} at (x 2 , t 2 ), we define
Differentiating, we get the estimate
14)
where we used (3.13) for the last inequality. Geometrically, in view of Lemma 3.17, V 1 gives a lower bound on the normal velocity of ∂ {ρ − = 1} at (x 1 , t 1 ), while V 2 gives an upper bound on the normal velocity of ∂{p + > 0} at (x 2 , t 2 ). We define the (space) slopes of pressure at (x 0 , t 0 ) as
We have
by Corollary 3.20 and Hopf's lemma. By definition, we have sup Ξ r(t 0 ) (x0−hν,t0) p
provides a bound on the slope of p − at (x 1 , t 1 ). Recall that p − (x 1 , t 1 ) = 0 by Lemma 3.19(d). An analogous reasoning applies to p + at (x 2 , t 2 ).
By a barrier argument, we obtain the following bounds on the normal velocity.
Lemma 3.21.
Proof. We will use a barrier argument using a barrier in Section A.2 at points (x 1 , t 1 ) and (x 2 , t 2 ). Let us set up the barrier at (x 1 , t 1 ).
Suppose that the inequality for V 1 is violated. Then there exists ε > 0 such that
(3.17)
Let us define the space radius
Let us take h * ∈ (0, s(t 1 )) and set x * := x 0 −h * ν. Define the smooth function φ = φ(x, t), radially symmetric with respect to x * , for x = x * as
By construction and due to assumption (3.17), we have (3.18) for some small neighborhood U (x 1 , t 1 ). We define the radius of Ξ r(t0) (x 0 , t 0 ) as
Let us check that
By the definition of η 1 in (3.15), for small h ≥ 0 we have p − (x, t) ≤ (η 1 + ε 2 )h for x ∈ B ζ0(t) (x 0 − hν), |t − t 0 | ≤ r(t 0 ), with equality only for h = 0. On the other hand, φ(x, t) ≥ (η 1 + ε 2 )h on ∂B s(t)−h * +h (x * ), with equality only for h = 0. For t ≤ t 2 close to t 2 , we have ζ 0 (t) ≥ s(t) + h * , with equality only at t = t 2 . Therefore
By making U sufficiently small, (3.18) follows.
By a similar argument, recalling that ρ However this is a contradiction with the fact ρ − (x 1 , t 1 ) = 1 and (x 1 , t 1 ) ∈ ∂ lim inf * ϕ m ρ = 1 . Therefore (3.17) leads to a contradiction. The argument for V 2 is analogous, constructing φ that is below p + in a neighborhood of (x 2 , t 2 ).
Hence t 0 < T leads to a contradiction. Indeed, since |(x 1 , t 1 ) − (x 2 , t 2 )| ≤ 4r(t 0 ), Lemma 3.21, (3.16), Lemma 3.13 and the Lipschitz continuity of b imply
But that contradicts (3.14) as r (t 0 ) = −2Lr(t 0 ). Therefore t 0 ≥ T , proving Claim 3.15.
Proof of Theorem 3.1. Since T > 0 in Claim 3.15 can be taken arbitrary, we conclude that
Combining this with Lemma 3.4(e), we recover the full set ordering
Since int {p +,r = 0} ⊃ {p + = 0} ∩ {t > τ } for any r 0 > 0 where τ is the solution of r(τ ) = τ , from Lemma 3.18 we deduce that ρ
by Corollary 3.7, we conclude that
Similarly, p − = 0 on p + = 0. Therefore the comparison principle for the elliptic problem on {p + (·, t) > 0} using Lemma 3.4(a) yields
Theorem 3.1 follows.
3.5. Notion of viscosity solutions of (1.6). Before we proceed to the next section, we generalize the almost comparison obtained above to viscosity solutions. This general comparison principle will be used in Section 4 to show that a unique congested zone {lim m→∞ ρ = 1} emerges in the limit m → ∞, and this set satisfies the evolution law given in (1.6), in the sense of viscosity solutions.
We will define the viscosity solutions for (1.6) via barriers in the spirit of [CV] . The notion via test functions can be developed as in [KP, K] . In fact, this notion was used in [AKY] for (1.6) with zero exterior density, as well as in [CKY] . See also [P] for the equivalence of these notions in a monotone problem.
We will consider the problem (1.6), rewritten here using V =
where F ∈ C(R n ), inf F > 0, and ρ E ∈ C(R n ), ρ E ≥ 0 and in this paper ρ E solves the transport equation (1.7) with a given Lipschitz vector field b ∈ C(R n , R n ). Recall that
is understood as +∞ when ρ E ≥ 1.
Remark 3.22. In general, it is possible to consider nonlinear uniformly elliptic equations like F(D 2 u) = F , and ρ E can be any continuous function.
We use the notion of the strict separation and a parabolic neighborhood as defined in [P, KP] .
Definition 3.23 (Parabolic neighborhood and boundary).
A nonempty set E ⊂ R n × R is called a parabolic neighborhood if E = U ∩ {t ≤ τ } for some open set U ⊂ R n × R and some τ ∈ R. We say that E is a parabolic neighborhood of (x, t) ∈ R n × R if (x, t) ∈ E. Let us define ∂ P E := E \ E, the parabolic boundary of E.
Definition 3.24 (Strict separation). Let E ⊂ R n × R be a parabolic neighborhood, and u, v : E → R be bounded functions on E, and let K ⊂ E. We say that u and v are strictly separated on K with respect to E, and we write
Recall that u * and v * are well-defined on E.
We introduce (strict) barriers. Intuitively, these are local strict classical subsolutions or supersolutions of (1.6).
Definition 3.25. Let U ⊂ R n × R be a nonempty open set and let φ ∈ C 2,1 (U ). We say that φ is a subbarrier of (1.6) on U if φ satisfies on U
A superbarrier is defined analogously by reversing the inequalities in (i)-(ii), and requiring additionally that ρ E < 1 when φ ≤ 0.
The viscosity solutions are defined via the comparison principle with the barriers as in [KP] . However, since we are dealing with a nonmonotone problem, we explicitly add the evolving set into the definition of a viscosity subsolution, similarly to [CKY] . For a related developments see [BS, CR] .
Definition 3.26. Suppose that N ⊂ R n × R. We say that a pair (u, Σ) of a non-negative upper semicontinuous function u : N → [0, ∞) and a closed set Σ ⊂ R n × R is a viscosity subsolution of (1.6) on N if {u > 0} ⊂ Σ and for every bounded parabolic neighborhood E ⊂ N , E = U ∩ {t ≤ τ } for some open set U and τ ∈ R, and every superbarrier φ on U such that u ≺ E φ on ∂ P E and Σ ∩ ∂ P E ⊂ {φ > 0}, we also have u ≺ E φ on E and Σ ∩ E ⊂ {φ > 0}.
Similarly, a non-negative lower semi-continuous function u : N → [0, ∞) is a viscosity supersolution of (1.6) if ρ E ≥ 1 ∩ N ⊂ {u > 0}, and for every bounded parabolic neighborhood E ⊂ N and every subbarrier φ on U such that φ ≺ E u on ∂ P E, we also have φ ≺ E u on E.
Finally, u is a viscosity solution if u * is a viscosity supersolution and (u * , {u * > 0}) is a viscosity subsolution. We say u is a viscosity solution of (1.6) in N = R n × (0, T ), T > 0, with initial density ρ 0 if it is a viscosity solution in N , ρ 0 is of the form ρ 0 = max(χ Ω 0 , ρ E,0 ) as in (1.5), ρ E is the solution of (1.7) with initial data ρ E,0 , and the initial data for u is given as {u * > 0} 0 = {u * > 0} 0 = Ω 0 .
3.5.1. Comparison principle. Following the proof of the almost comparison theorem, Theorem 3.1, we can establish a comparison principle for strictly ordered solutions.
Theorem 3.27. Let N ⊂ R n × R be a bounded parabolic neighborhood and b ∈ Lip(N , R n ). Let ρ E u , ρ E v be two continuous functions such that there is δ > 0 with ρ
2 )| < δ, and let F u , F v be bounded uniformly continuous functions with 0 < F u < F v − δ.
Consider (u, Σ) and v that are respectively a viscosity subsolution and viscosity supersolution of (1.6) in the domain N with Proof. The proof in fact follows closely the proof of the almost comparison Theorem 3.1, and we will therefore only give a brief outline. Due to the strict ordering, we can assume that u and v are defined on N . By taking the sup-convolution of u and Σ and the inf-convolution of v over a sufficiently small decreasing-in-time set as in the proof of the almost comparison, we may assume that u, v, and Σ have interior, exterior ball properties, etc., and u and v are still viscosity solutions of (1.6) with ordered (by the assumptions) sup-convolutions of F u , ρ E u , and inf-convolutions of F v , ρ E v , respectively. As in the proof of the almost comparison principle, we define the contact timet as the supremum of the times s so that the comparison principle holds on N ∩ {t ≤ s}. If the comparison does not hold for N , we havet < ∞.
We must have Σ ∩ N ∩ t ≤t ∩ {v = 0} = ∅. Indeed, if not, since both Σ and {v = 0} are closed, the above intersection is empty and therefore it is empty even if we replacet with some s >t. That means that u must cross v in {v > 0}, but this is a contradiction with the elliptic comparison principle.
Finally, the contact points (x,t) ∈ Σ ∩ {v = 0} all lie on the boundary of Σt and ∂ v(·,t) > 0 since the sets cannot expand discontinuously (into ρ E u < 1 for Σ) by a barrier argument. Therefore we are in the same setting as in the proof of Claim 3.15, therefore we can construct barriers for (u, Σ) and v to reach a contradiction.
Convergence of ρ m and p m as m → ∞
In this section we discuss the convergence of density and pressure variables as m → ∞. First we combine Theorem 3.1 and the L 1 contraction property, Lemma 2.1, between solutions of (1.1) to deduce uniform convergence of the density ρ m as m → ∞. The main step to do so is to show that the congested zone, where ρ m uniformly converges to 1 given a convergent subsequence, is independent of the choice of the subsequence. We show this by taking the upper and lower limit of ρ m and show that their congested zones coincide. We then characterize the congested zone with the free boundary problem (1.6) (Corollary 4.10).
For Sections 4.1-4.2, we assume that ρ 0 satisfies (1.5) and F is strictly positive, so that all results from Section 3 apply. To apply Theorem 3.1, next we consider a decreasing sequence of initial data ρ + 0,k such that it is strictly larger than ρ 0 in the sense of (3.1) and it converges to ρ 0 from above. To construct such sequence, recall that we denote {ρ 0 = 1} by Ω 0 . Using this notion one can define
and define ρ + 0,k (x, t) to be 1 on Ω + 0,k and to be ρ where the first and third inequalities are due to Theorem 3.1, and the second is by definition ofρ and ρ.
Let us first show thatρ agrees with ρ almost everywhere, using (4.3) and the L 1 contraction.
Lemma 4.1. For any given t > 0, ρ
Proof. To prove the convergence, first observe that
where we have used Fatou's lemma and the fact that ρ + m,k − ρ − m,k ≥ 0 for the first inequality, and Lemma 2.1 for the last inequality. Note that the last term on the right converges to zero as k → ∞ by construction. Thus we have, again from Fatou's lemma,
Now from (4.3) we conclude thatρ(·, t) = ρ(·, t) = lim ρ + k (·, t) almost everywhere.
Corollary 4.2. The L 1 contraction holds for the limit density ρ(·, t) :=ρ(·, t) = ρ (·, t), defined almost everywhere. More precisely if ρ andρ corresponds to two different limit densities, then
In the next section we show that the congested zone is the same for both half-limitsρ and ρ, therefore characterizing the set as the unique congested zone generated by the densities ρ m as m → ∞. Secondly we show that the congested zone can be uniquely obtained by solving the limiting pressure problem (1.6). For this purpose it will be useful to consider the following characterization of the pressure half-limitsp and p.
Lemma 4.3. (p, {ρ = 1}) is a viscosity subsolution of (1.6) while p is a viscosity supersolution of (1.6).
Proof. Let us show the subsolution part. We write Ω := {ρ = 1}. This is a closed set and {p > 0} ⊂ Ω by Lemma 3.4. Note thatρ ≤ ρ E outside of Ω due to Lemma 4.1 and Lemma 3.18. Let φ be a superbarrier for (1.6) on an open set U ⊂ R n × R and let E = U ∩ {t ≤ τ } be a parabolic neighborhood with E ⊂ Q such thatp ≺ E φ on ∂ P E and Ω ∩ ∂ P E ⊂ {φ > 0}. We need to provep ≺ E φ on E and Ω ∩ E ⊂ {φ > 0}.
Suppose that this is not true. Introduce the contact timet defined as the supremum of times s for which the above holds for parabolic neighborhood E ∩ {t ≤ s}. Since it does not hold for E itself, we havet < ∞.
We must have Ω ∩ {φ ≤ 0} ∩ E ∩ t ≤t = ∅. Indeed, since both Ω and {φ ≤ 0} are closed, if the above intersection is empty, it is empty even if we replacet with some s >t. That means thatp must cross φ in {φ > 0}, but this is a contradiction with the elliptic maximum principle by Lemma 3.4(a).
Finally, the contact points (x,t) ∈ Ω ∩ {φ ≤ 0} ∩ E ∩ t ≤t all lie on the free boundary {φ = 0} of φ since ρ E < 1 on {φ = 0} and therefore Lemma 3.12 applies. By perturbing φ in the standard way, i.e., adding ε|x −x| 2 + ε|t −t| 2 if necessary, we may assume that (x,t) is the only contact point. By Proposition A.7 there exist supersolutions ϕ m ρ , ϕ m p of (1.1) that approximate φ from above in a parabolic neighborhood N of (x,t). By comparison principle, p m ≤ ϕ m p and ρ m ≤ ϕ m ρ for m large enough so that the boundary data on the parabolic boundary of N are strictly ordered. Since this ordering holds even for small translations of the barriers (uniformly in m), we deduce thatρ(x,t) < 1, a contradiction with (x,t) ∈ Ω.
The proof for p is analogous, but we need to additionally show that ρ E ≥ 1 ⊂ p > 0 . But this follows from Lemma 3.8(c). Furthermore, to show that the contact point is on the free boundary, we use Lemma 3.5 to show that p = 0 cannot expand discontinuously in time.
Characterization of the congested zone and uniform convergence of the density variable.
Our first goal is to show that the congested zones and the pressure supports from each half-limits all coincide.
Proposition 4.4. The congested zone is well-defined, that is,
The proof of the above proposition is split into Lemma 4.5 and Lemma 4.6. Note that we already know that {p > 0} = {ρ = 1} ⊂ {ρ = 1}, and {p > 0} ⊂ {ρ = 1}. (4.6)
This follows respectively from Lemma 3.8(d), ρ ≤ρ and the fact that {ρ = 1} is closed by Lemma 3.4(d), and finally Lemma 3.4(e). We now show the last equality in (4.5).
Lemma 4.5.p = 0 outside of {p > 0}. In particular, {p > 0} = {p > 0}.
Proof. To see this first observe that by (4.6) for each t > 0 we have {ρ(·, t) = 1} ⊂ {p > 0} t and {p(·, t) > 0} ⊂ {ρ(·, t) = 1}. Sinceρ(·, t) = ρ(·, t) a.e. due to Lemma 4.1, it follows that
Sincep(·, t) satisfies −∆p(·, t) ≤ F = f − div b by Lemma 3.4(a), we can conclude thatp(·, t) = 0 outside of {p > 0} t . More precisely, let us write u =p(·, t) and set M = sup F . Since u is a viscosity solution of −∆u ≤ F , for x 0 ∈ R n , u(x) + M 2n |x − x 0 | 2 is subharmonic and by the mean value property
Note that the mean value property applies even to merely upper semi-continuous functions by a monotone approximation by continuous functions. If B r (x 0 )∩{p > 0} t = ∅ for some x 0 , r, then |B r (x 0 )∩{p(·, t) > 0}| = 0 by (4.7). Thereforep(x 0 , t) ≤ C n M r 2 by (4.8). We conclude thatp = 0 outside of {p > 0}.
Now it remains to prove the first equality in (4.5), we show this by proving the following:
Lemma 4.6. {ρ = 1} = {p > 0}.
In particular (4.5) holds.
Note that this is easy to prove if the densities ρ m strictly increase in time, since in that caseρ(·, t) ≤ ρ(·, t + ε) for any ε > 0, which yields {ρ = 1} = {ρ = 1} = {p > 0}. However, such monotonicity is not true for our case, due to the presence of the drift. Still the main idea in the proof is instead to rely on the monotonicity property of the lower limit pressure p along the streamlines (Lemma 3.5).
Proof. Let (x 0 , h) be a point outside of {p > 0}, and let X(t) be the corresponding characteristic path with X(h) = x 0 . We claim that x 0 lies outside of {ρ(·, h) = 1}. This claim, which yields {ρ = 1} ⊂ {p > 0}, is sufficient to conclude since we know {p > 0} ⊂ {ρ = 1} ⊂ {ρ = 1} by (4.6).
To prove the claim, let L denote the Lipschitz constant for the vector field b. We will show above Lemma for h ≤ 1 4L , which is enough to conclude for general h > 0 by iterating the argument below. First note that, since (X(h), h) lies outside of {p > 0}, the characteristic path before time h, Lemma 3.5 yields that the characteristic path before time h, P := {(X(τ ), τ ) : 0 ≤ τ ≤ h}, lies outside of {p > 0}. Moreover Ω 0 ⊂ {p > 0} 0 by Lemma 3.11. Hence Lemma 3.10 yields
We will now show that the set {ρ(·, h) = 1} stays out of B r/2 (X(h)). To do so we will invoke the subsolution property of (p, {ρ = 1}) shown in Lemma 4.3 to carry out a barrier argument. More precisely, we will construct a superbarrier φ of (1.6) below, based on (4.9)-(4.10) above.
Consider a radial function w : B r (0) → R such that w = 0 in |x| ≤ r − δt, w = ε at |x| = 2r and −∆w = sup N F for r − δt ≤ |x| ≤ 2r. Note that |∇w| = O(ε) for |x| ≤ 2r. Next let us define δ := r 2h > 2Lr and consider the function φ(x, t) := ψ(x, t) := w(x − X(t), t) in the domain N . Observe that the support of φ moves with the normal velocity
where the inequality holds due to the fact that ∂{φ(·, t) > 0} ⊂ B r (X(t)) for 0 ≤ t ≤ h and the Lipschitz continuity of b with respect to the space variable. Since δ > 2Lr and |∇φ| = O(ε), if ε δ, we conclude that
Hence with a sufficiently small choice of ε it follows that φ is a superbarrier for (1.6) in the domain N . Sincep = 0 in N from (4.10),p ≤ φ in N . Furthermore {ρ(·, 0) = 1} is outside of {φ(·, 0) = 0} = B r (X(0)) due to (4.9). Thus by the subsolution property of (p, {ρ = 1}) for (1.6), the set {ρ = 1} is contained in the support of φ in N . We can conclude now since
With (4.5) proven and the congested zone Ω well-defined, we proceed to characterizing the set Ω using the free boundary problem (1.6). Below we show that the smallest supersolution of (1.6) with "initial data ρ 0 " has the same support as the one given by the limit solutionsp and p.
Lemma 4.7. Consider the function U : Q → R defined as U := inf{p : p is a supersolution of (1.6) with external density ρ E and p(·,
Then U is a viscosity solution of (1.6) with initial data ρ 0 , and {U * > 0} = {U * > 0} = Ω.
Proof. Recall that we understand U * as the largest LSC function on Q that is smaller than U on Q := R n × (0, ∞). U * is understood similarly. This technicality is necessary since U as defined in (4.7) is clearly 0 at t = 0. Note that the set of eligible supersolutions in (4.7) is nonempty since p belongs to the set by Lemma 3.11.
First we claim that U * is a viscosity supersolution and (U * , {U * > 0}) is a subsolution of (1.6) in the sense of Definition 3.26. This part of the proof is parallel to the standard Perron's method in viscosity solutions theory, and thus we refer to [CIL] and [K] .
Next we check the initial data, i.e., that
Let us mention that the proof of Lemma 3.10 yields that
Since U ≤ p, we deduce U * ≤p and thus
where the last equality is due to (4.13).
The other inequality follows from a simple barrier argument. Let us set
where L > 0 is a Lipschitz constant for b. For given δ > 0 there existsμ =μ(δ) > 0 such that φ is as subbarrier for (1.6) whenever x 0 ∈ R n , µ ∈ C 1 ([0, δ]), µ ≤μ. If p is an admissible supersolution in (4.7) and x 0 ∈ int Ω 0 , we can find δ > 0, µ 0 ∈ (0,μ(δ)) such that φ ≤ p at t = 0 with any µ ∈ C 1 ([0, δ]) such that µ(0) = µ 0 . By definition of viscosity supersolutions φ ≤ p on Q. Taking a supremum over all such µ ≤μ, we deduce that U * ≥ φ with µ =μ. In particular, int Ω 0 ⊂ {U * > 0}. As int Ω 0 = Ω 0 , we have
and thus we arrive at (4.12).
It remains to show that
(4.14)
Note that {U * > 0} ⊂ Ω since U * ≤p and Ω = {p > 0}. Therefore to show (4.14) it is enough to show that Ω ⊂ {U * > 0}. To show this we claim that
Observe that {ρ
To show that Ω ⊂ D, recall that by our assumption F = f − div b > 0, the external density ρ E strictly increases along streamlines. This yields {ρ E ≥ 1} = {ρ E > 1}. Also by our construction ρ − k,E , the external density associated with ρ − k,0 , locally uniformly converges to ρ E . Thus it satisfies
where the second inclusion is due to the fact that {ρ
for some r > 0. Due to (4.16) this ball lies in the open set {ρ E < 1}, and thus we have ρ
By definition of D, B r (x 0 ) lies outside of {ρ − k = 1} at t = t 0 for any k > 0. This and Lemma 3.5, as well as the fact that {p − k > 0} = {ρ − k = 1} by Proposition 4.4, it follows that any streamline {(X(t, ·), t) : t} passing through B r (x 0 ) at time t 0 lies outside of {ρ − k = 1} for t ≤ t 0 . Now Corollary 3.7 states that ρ
Since ρ − k (·, t 0 ) converges toρ(·, t 0 ) a.e. by Lemma 4.1, it follows thatρ(·, t 0 ) < 1 a.e. in B r (x 0 ), contradicting the fact that B r (x 0 ) ⊂ {p(·, t 0 ) > 0} ⊂ {ρ(·, t 0 ) = 1}. Hence such (x 0 , t 0 ) does not exist, which means {p > 0} ⊂ D, and thus {p > 0} = Ω ⊂ D and we conclude that (4.15) holds. Now when (4.15) is proved, it remains to show that {U * > 0} contains D. This is straightforward because U * ≥ p − k from Theorem 3.27 and Lemma 4.3, and thus {ρ
The next corollary states that any viscosity solution of (1.6) generates the same pressure support, which is Ω.
Corollary 4.8. Let u be any viscosity solution of (1.6) with initial data ρ 0 , as defined in Definition 3.26. Then {u * > 0} = Ω.
Proof. By definition of U in (4.11) we have U ≤ u * and thus Ω ⊂ {U * > 0} ⊂ {u * > 0}. To prove the other inclusion, note that u * ≤ p + k by Theorem 3.27 and Lemma 4.3. Hence it follows that that {u * > 0} \ Ω ⊂ {p + k > 0} \ Ω for any k > 0. Also observe that, since ρ + k decreases toρ and |ρ
Hence it follows that |{u * > 0} \ Ω| = 0. Since this set is open, we conclude {u * > 0} ⊂ Ω, which yields our claim.
Remark 4.9. Note that the viscosity solution itself may not be unique: this is related to the fact that the inner and outer approximation of harmonic functions with Dirichlet data may be different if the domain is not smooth. Now we can show the locally uniform convergence of ρ m to a limit density given in terms of a viscosity solution u, with the price of excluding the boundary of {u > 0}.
Corollary 4.10. Let u be a viscosity solution of (1.6) with initial density ρ 0 , and let Ω := {u * > 0}. Then ρ m with its initial data satisfying (2.2) converges locally uniformly away from ∂Ω to
Proof. By definition ρ m locally uniformly converges to 1 in {ρ = 1}. Since Ω ⊂ {p > 0} ⊂ {ρ = 1}, we can conclude that ρ m locally uniformly converges to 1 in the interior of Ω.
Outside of Ω, The first statement of Corollary 3.7 yields that ρ ≥ min[1, ρ E ]. Alsoρ < 1 outside of Ω, and since we now know that {p > 0} = {p > 0}, Lemma 3.5 guarantees that the assumption of the second statement in Corollary 3.7 to hold at any point in Ω c . Therefore we haveρ ≤ ρ E in Ω c . Hence we conclude that
which yields the local uniform convergence of ρ m to ρ E in Ω c .
To describe the pressure variable convergence, let us define
It is well-known that p in coincides with p out when Ω has sufficiently regular boundary parts (for instance spatially Lipschitz) in a local neighborhood. Note that for u as given in Corollary 4.10, it satisfies p in ≤ u ≤ p out . Corollary 4.12. Let ρ 0 be regular, (1.4) hold, and let ρ be as given in (4.17). Suppose ρ m solve (1.1) with its initial data ρ m converging to
Local BV regularity of the congested zone
Below we show that Ω t = {ρ = 1} t = {ρ(·, t) = 1} is locally a set of finite perimeter, when it does not go through nucleation of new congested region due to the external density increasing to one from below. First we show a perturbation statement which regularizes supersolutions.
Lemma 5.1. Let L be the Lipschitz constant of F = f − div b and b. Given a supersolution p of (1.6), a constant r > 0 and r(t) := re −Lt ,p r (x, t) := inf |x−y|≤r(t)
is a supersolution p of (1.6) with source term (1 + a 2 )F if the constant a satisfies 2Lr(t) inf {p>0}∩{t≤T } F ≤ a, 0 < a ≤ 1.
Proof. Formally this follows from that in the positive setp r satisfies −∆p r ≥ (1 + a)(F (x) − Lr(t)) ≥ (1 + a 2 )F (x) by the choice of a, and that the set {p r > 0} evolves with the normal velocity
For a detailed argument, using the definition of viscosity solutions, we refer to [K, Lemma 2.5] .
≤ 1, and assume that there is a constant C such that for sufficiently small r > 0
Let us consider an open set Σ ⊂ R n where we have, for some t > 0,
Then for this time t the perimeter of our congested zone Ω t is bounded in Σ with
where L is the Lipschitz constant of b and f − div b.
Remark 5.3. Note that for instance ρ 0 = χ Ω 0 + ρ E,0 χ (Ω 0 ) c with finite perimeter set Ω 0 and Lipschitz continuous ρ E,0 satisfies (5.1).
Proof. Below we will prove the statement for the case sup ρ 0 < 1. When ρ 0 ≤ 1 the same estimate (5.3) holds. To see this, first note that corresponding external density for initial data (1 Let Ω r,t := {p r (·, t) > 0}. Then we have the following property:
(a) Ω t ⊂ Ω r,t for each t > 0;
(b) Ω r,t decreases with respect to r; To show (d), note thatρ = ρ E a.e. outside of Ω t and
where ρ r is the density lower limit that corresponds to p r . Hence we have
where the third inequality is due to Corollary 4.2 and last inequality comes from (5.1).
Now let us define a sequence of sets Ω k t := Ω r k ,t with r k = 2 −k . We claim that for r ≤ e −Lt r k there is at most C(t, δ)r 1−n balls of radius r covering the boundary of Ω k t . We will only show the claim for r = e −Lt r k . For r < e −Lt r k the claim holds due to [ACM, Lemma 2.5 ], due to the exterior ball property of Ω 
From the above observations we conclude that if the total number of the disjoint balls {B i } are N , then (5.6) yields that 1 12
We have now shown that
Since (d) ensures that Ω r t converges to Ω t in measure as r → 0, we can conclude that, from the lower semi-continuity of the perimeter,
5.1. Examples of patch solutions. We finish this section with a discussion of the settings where a patch solution ρ = χ Ωt appears. In these cases (5.2) is guaranteed and thus Proposition 5.2 yields a BV estimate for ρ given that Ω 0 has finite perimeter. The simplest such case happens when the initial density is a patch.
Lemma 5.4. If ρ 0 is a patch then the limit density ρ given in Corollary 4.10 is a patch, i.e. ρ = χ Ωt . If Ω 0 is of finite perimeter then we have
where L is a Lipschitz constant of b and F .
Proof. The first statement is a direct consequence of Corollary 4.10 and the fact that ρ E stays zero if initially zero. The second statement follows from Proposition 5.2 and
We finish with one additional scenario where one can observe patch solutions after a finite time.
Lemma 5.5. Suppose f > 0 and b = −∇Φ for a C 3 potential Φ : R n → R. Suppose further that |∇Φ| = 0 except at x 0 , where Φ takes its minimum, and
is positive in a neighborhood of x 0 , then there exists T > 0 such that ρ(·, t) = χ Ωt for all t > T .
Proof. 1. Without loss of generality we may assume that min Φ = 0. For a given positive constant C > 0 and time T > 0 we construct an expanding domain of the form
where ε > 0 is a small constant to be chosen, and let h(·, t) solve
Note that −∆(h − (C + εt − Φ)) = f in Σ(t) with Dirichlet boundary data. Since |∇Φ| = 0 and Φ is C 2 , the level sets of Φ are C 2 -hypersurfaces. Hence Hopf's lemma applies to h − (C + εt − Φ) and we have (∇h + ∇Φ) · (−ν) ≥ δ on ∂Σ(t) for some δ > 0, where ν = ν x,t denotes the spatial outward normal vector. This yields that the normal velocity V = V x,t of Σ(t) at x ∈ ∂Σ(t) satisfies
. Hence (h, Σ(t)) is a viscosity subsolution of (1.6) in R n × [0, T ] with this choice of ε(C, T ), with initial data χ Σ(0) and with external density zero.
2. By assumption ρ 0 is positive in a neighborhood of x 0 , and thus for a given r > 0 there is a time t 0 > 0 such that ρ E (x, t 0 ) > 1 in a small ball B r (x 0 ) (this happens since the streamlines point toward x 0 ). Then at this time {p(·, t) > 0} contains B r (x 0 ) and thus (C − Φ) + for small enough C. Now with this choice of C = C 1 and ε 1 = ε(C 1 , T ) we can show that h(x, t + t 0 ) ≤ p(x, t) for t 0 ≤ t ≤ T , and repeating this argument with C k = C k−1 + ε k−1 T with ε k = ε k (C k , kT ) for further time interval ((k − 1)T, kT ). Since ε k do not converge to zero unless C k tends to infinity, we can show that at some finite time any sub-level set of Φ is contained in the pressure support. On the other hand, if ρ 0 is contained in a sub-level set of Φ then so does ρ E . Putting this together we conclude.
Appendix A. Barriers
This section is a collection of barriers that are used at various point throughout the paper. Recall the definition of F in (1.4).
A.1. Barriers. We can construct simple radially symmetric "go with the flow" barriers that contract exponentially to account for a possible local compressibility of b. In the formula (A.1) below, µ approximates the solution of (3.6) and η is either a "bump up" or a "bump down" function.
Lemma A.1 (Density barriers). Let ε, δ > 0 and
, be a radially symmetric function with η ∈ C 2 ({η > 0}), nonincreasing in |x|. Then there exists m 0 = m 0 (ε, δ, T, L, r, η) such that the function
is a classical subsolution of (1.1) on
If F ≥ 0 and µ(t) = µ 0 e −δt , the solution of µ = −δµ, the same result holds but with no restriction on r > 0.
Similarly, if instead µ (t) ≥ (F (X(t, x 0 )) + 2ε)µ(t) and η(x) > 0 is nondecreasing in |x|, then there exists m 0 = m 0 (ε, δ, T, M, r, η) such that the function ψ in (A.1) is a classical supersolution of (1.1) on the same set for all m ≥ m 0 .
Proof. For (x, t) such that 0 < ψ(x, t) < 1 − δ and 0 ≤ t ≤ T we check (1.1).
Let us compute the derivatives when ψ > 0. We have
A simple calculation yields ∆(ψ m ) = m(m − 1)ψ m−2 |∇ψ| 2 + mψ m−1 ∆ψ and thus we can find m 0 > 0 independent of (x, t) such that for m ≥ m 0 , t ≤ T ,
We have used |x − X(t, x 0 )| ≤ re −Lt and the regularity of η to find C(η). By Lipschitz continuity, we can estimate
where the equality follows from (A.2) and the fact that η(x) is nonincreasing in |x| and so ∇ψ·(x−X(t, x 0 )) = − |∇ψ| |x − X(t, x 0 )|. Putting everything together and using |F (x) − F (X(t, x 0 ))| < ε, we have
This concludes the subsolution part. The supersolution part follows from the same consideration, but using an upper bound in (A.3) and then using the fact that η(x) is nondecreasing in |x|. Then (A.4) is adjusted to obtain a lower bound.
Remark A.2. If we take L strictly bigger then the Lipschitz constant of b then we get strict subsolution/supersolutions in Lemma A.1 as can be easily seen in (A.3) and (A.4), since we may assume that µ(t) > 0, η(0) > 0.
Remark A.3. The solutions of (1.1) can be approximated monotonically by positive solutions of (1.1). Therefore we need to check that a subbarrier is a subsolution of (1.1) only for positive values.
Proof. Let us write η(x) := 1 − |x| 2 for convenience. When π(x, t) > 0, the spatial derivatives are ∇π = 1 re −Lt µ∇η(·), ∆π = − 2nµ r 2 e −2Lt . Therefore by the assumption on µ we have ∆π + F ≥ κ, m > 1.
On the other hand, the time derivative can be expressed as
Then the Lipschitz continuity of b and the assumption on µ yields
Therefore π is a strict classical subsolution of (1.3).
A.2. Barriers up to ρ = 1. In this section we construct barriers for (1.1) and (1.6) valid up to density ρ = 1. It seems rather difficult to construct explicit barriers, and we therefore rely on a convergence result for radial solutions of the porous medium equation with a source and with no drift. This construction is based on the results of [KP, Section 3 ]. There we proved that for a given local monotone radial classical
there exists a sequence of of solutions ρ m , p m = P m (ρ m ) of the equation
in the sense of the half-relaxed limits. We say that that f k → f in the sense of the half-relaxed limits if
Proof. This statement was proved in [KP, Theorem 3.4] with the restriction that Q does not contain a neighborhood of {(x, t) : |x| = 0}. However, it is possible to extend that proof to handle the full cylinder Q = B R (0)×(0, T ). Indeed, we can take ρ m , p m positive and classical solutions of (A.7) with appropriately chosen initial and boundary data as explained in [KP] . The only part of the proof that needs careful consideration is the uniform Lipschitz estimate for p m (·, t) in a neighborhood of {|x| = 0} since we work in polar coordinates in [KP] . We therefore use the uniform Lipschitz estimate only on compact annuli A ⊂ B R (0) \ {0}, which allows us to deduce the local uniform convergence p m → φ on Q \ {|x| = 0}. Then, as φ = 0 near |x| = 0, a routine comparison of p m with a radial superbarrier of the type c 1 t + c 2 − c 3 |x| 2 at the origin yields the uniform convergence of p m on Q.
The proof of locally uniform convergence of ρ m to ρ E φ away from ∂ {φ > 0} works near |x| = 0 with straightforward modification. Finally, this argument can be extended to yield for any ε > 0 the existence of a neighborhood N of ∂ {φ > 0} such that ρ m > ρ E φ − ε for all m 1. We have limsup * ρ m ≤ 1 since p m is uniformly bounded. This implies the convergence in the sense of the half-relaxed limits.
Let us explain how we can build barriers for (1.1) from solutions of (A.7) for fixed m > 1. The main idea is to transport the solution of (A.7) along a streamline of b, while also using inf/sup-convolutions in space to account for the space variations of the drift field b. Recall that F := − div b + f and L is the Lipschitz constant of b. We will assume that (ρ, p) is a solution of (A.7) on the set B R (0) × (−τ, τ ) for some 0 < r < R, τ ∈ (0, r 2LR ) with a smooth source G such that G(sup p) > sup F . For velocity perturbation α ∈ (LR, r 2τ ), fixed point z ∈ R n , define r(t) := r 2 − αt and the inf-convolution w(x, t) := inf
w is the inf-convolution of p over a shrinking ball, following a characteristic of (1.1) going through the point (z, 0). Let us show that w is a superbarrier for the pressure solution of (1.1). Let φ be a continuous pressure solution of (1.1) in Q such that φ < w on ∂ P Q.
Let us suppose that φ crosses w from below at a point (x 0 , t 0 ) ∈ Q, that is, φ(x 0 , t 0 ) = w(x 0 , t 0 ) and φ ≤ w for t ≤ t 0 . We show that this leads to a contradiction.
We can assume that φ(x 0 , t 0 ) = w(x 0 , t 0 ) > 0 since we can always approximate p from above uniformly by positive solutions of (A.7). By the definition of w, there exists |h 0 | ≤ r(t 0 ) with p(y 0 , t 0 ) = w(x 0 , t 0 ) for y 0 := x 0 − X(t 0 , z) + h 0 . We also have ∇p(y 0 , t 0 ) = ∇φ(x 0 , t 0 ) and ∆p(y 0 , t 0 ) ≥ ∆φ(x 0 , t 0 ). For any q ∈ R n , |q| = 1, we define h(t) := h 0 + q(r(t) − r(t 0 )), which satisfies |h(t)| ≤ r(t) for all t ∈ (−τ, τ ). In particular, φ(x 0 , t) ≤ p(x 0 − X(t, z) + h(t), t), t ≤ t 0 , (A.9) with equality of t = t 0 . For q = − where we used G(sup p) > sup F . Since the last term is nonnegative by the choice of α and Q, we arrive at a contradiction. We conclude that φ cannot cross w from below on Q if the boundary data are ordered and therefore it is a superbarrier for (1.1).
The construction of subbarriers follows the same idea, but we choose the source G to satisfy 0 < G(0) < inf F and define w as the sup-convolution by replacing inf by sup in (A.8). Other parameters are chosen as in the case of the superbarrier. Then we suppose that φ > w on ∂ P Q. If there is a point (x 0 , t 0 ) with φ(x 0 , t 0 ) = w(x 0 , t 0 ) > 0, we again arrive at a contradiction. Note that now ∆p(y 0 , t 0 ) ≤ ∆φ(x 0 , t 0 ). Finding h 0 and h(t) as above, we get the opposite inequality in (A.9), which implies for q = ∇p |∇p| (y 0 , t 0 ) or q = 0 as above φ t (x 0 , t 0 ) ≤ p t (y 0 , t 0 ) + ∇p(y 0 , t 0 ) · (− b(X(t 0 , z)) + qr (t 0 )) The last term is nonpositive, and we again arrive at a contradiction. Therefore w is a subbarrier for (1.1).
Note that the above construction is independent of m > 1. Furthermore, if p m → p ∞ uniformly and ρ m → ρ ∞ in the sense of half-relaxed limits, so do the respective inf-and sup-convolutions. We use these facts to construct sequence of nice barriers. First, we recall that we can always construct simple solutions of (A.6).
Lemma A.6. For any positive constants η, r 0 and ρ 0 ∈ [0, 1) and a function G ∈ C ∞ (R) there exist δ > 0 and a local monotone radial classical solution (φ, ρ E φ ) of (A.6) on the (interior) cylindrical domain Q := B r0+δ (0) × (0, 2δ) such that |∇φ| = η on ∂ {φ > 0}, ρ E φ (·, δ) = ρ, {φ(·, δ) = 0} = B r0 (0). Similarly, such a solution exists on the (exterior) cylindrical domain Q = B r0−δ (0)×(0, 2δ) with {φ(·, δ) = 0} = R n \ B r0 (0).
Proof. Let us only construct the solution on the interior cylinder, the exterior is analogous. The solutions can be constructed using the ODE theory. We find the solution r = r(t) of the ODE r (t) = − η 1−ρe G(0)t with r(0) = r 0 which exists, is smooth and is positive, in a neighborhood of t = 0. Then for every time t we define u = u t (s) to be the solution of the ODE given by writing −∆φ = G(φ) in radial coordinates, with initial condition u(r(t)) = 0 and u (r(t)) = η. This solution exists and is positive on s > r(t) on a neighborhood of s = r(t). It is also smooth, and depends smoothly on t. We then take δ > 0 so that the functions φ(x, t) := u t−δ (|x|) when |x| ≥ r(t − δ) and zero otherwise, and ρ E φ = ρe G(0)(t−δ) satisfy the assumptions on a local monotone radial classical solution.
Using the convergence result for radial solutions, Theorem A.5, and the above construction, given any classical barrier of (1.6) in the sense of Definition 3.25 and a point on its free boundary, we can create a sequence of nice solutions of the m-problems that converge to a function that touches the barrier at the given boundary point.
Proposition A.7. Let U be an open set, (x 0 , t 0 ) ∈ U and let φ ∈ C 2,1 (U ), ρ E ∈ C(U ) satisfy φ(x 0 , t 0 ) = 0, |∇φ|(x 0 , t 0 ) = 0, ρ E (x 0 , t 0 ) < 1 and φ t > (1−ρ E )+ − b · ∇φ at (x 0 , t 0 ), and the limit then satisfies ϕ p ≤ φ, ϕ ρ ≤ χ {φ>0} + ρ E χ {φ>0} c .
Proof. Let us again show this only for the superbarrier, subbarrier is analogous. We shall construct the limit functions ϕ p and ϕ ρ first using Lemma A.6 and (A.8) .
By translating everything, we can for simplicity assume that (x 0 , t 0 ) = (0, 0). Since φ is C 2 in space and ∇φ(0, 0) = 0, {φ(·, 0) > 0} has an exterior ball property at 0. Let ν be the outer unit normal of {φ(·, 0) > 0} at x = 0.
Recall that L is the Lipschitz constant of b. For every ε > 0, let us set the following parameters: z = εν, r 0 = 20 19 ε,r 0 = r0 10 , α = Lr + ε, η = |∇φ| (0, 0) + ε and ρ 0 = sup B2r(z) ρ E (·, 0) + ε. We chose the parameters so that r 0 −r 0 2 = ε. Let us also take G(s) = sup F + 1 − s.
According to Lemma A.6, there is a local monotone radial solution (ζ, ρ E ζ ) of (A.6) on the set B r0+δ (0) × (−δ, δ) for some δ > 0 (depending on ε > 0). We can take ρ E ζ that does not depend on x. Let us define w as in (A.8) with p = ζ. By the choice of parameters, {w(·, 0) = 0} is an exterior ball of {φ(·, 0) > 0} at (0, 0). Moreover, by construction, the normal velocity of {w > 0} at (0, 0) is V w = η 1−ρ 0 + α + b(z, 0) · ν. On the other hand, the normal velocity of {φ > 0} at (0, 0) satisfies V φ > β := |∇φ(0,0)| 1−ρ E (0,0) + b(0, 0) · ν. By continuity, V w converges to β as ε → 0+ and therefore V w < V φ for sufficiently small ε > 0. Since also |Dw| (0, 0) = η > |Dφ(0, 0)|, we conclude that φ − w has a strict maximum 0 in the set {φ > 0} ∩ {t ≤ 0} at (0, 0) for ε > 0 sufficiently small.
In particular, there exists a parabolic neighborhood N of (0, 0) on which we have ϕ p := w ≥ φ and ϕ ρ := χ {w>0} + ρ E ζ χ {w>0} c ≥ χ {φ>0} + ρ E χ {φ>0} c . Finally, let ρ m and p m be the solutions of (A.7) provided by Theorem A.5 for (ζ, ρ Proof. Since K is compact, it is enough to show that if ξ k → ξ, ξ k ∈ K, ξ ∈ K, and m k → ∞, then p m k (ξ k ) ≤ u m k (ξ k ) for large k. Proof. Note that ψ(x, t) := Re M t is a supersolution of (1.1).
Lemma A.10. Suppose that the initial data ρ 0 is compactly supported. Then p m are bounded uniformly in m, locally in time, and ρ = lim sup * ρ m ≤ 1.
Proof. Take a superbarrier Π(x, t) := (R 2 (t) − K |x| 2 ) + for large enough K so that 2nK > sup |F | and sufficiently fast growing R. Bound on ρ follows from ρ m = P −1 m (p m ).
