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9 Spectral optimization problems for
Schrödinger operators
In this chapter we consider Schrödinger operators of the form −∆+V(x) on the Sobolev
space H10(D), where D is an open subset of Rd. We are interested in nding optimal
potentials for some suitable criteria; the optimization problems we deal with are then
written as
min
{
F(V) : V ∈ V}
where F is a suitable cost functional and V is a suitable class of admissible potentials.
For simplicity, we consider the case when D is bounded and V ≥ 0; under these con-
ditions the resolvent operator of −∆ + V(x) is compact and the spectrum λ(V) of the
Schrödinger operator is discrete and consists of an increasing sequence of positive
eigenvalues
λ(V) =
(
λ1(V), λ2(V), . . .
)
.
This allows us to consider as cost functions the so-called spectral functionals, of the
form
F(V) = Φ
(
λ(V)
)
,
where Φ is a given function. The cases when D is unbounded or V takes on negative
values may provide in general a continuous spectrum and are more delicate to treat;
some examples in this framework are considered in [171] and in the references therein.
The largest framework in which Schrödinger operators can be considered is the
one where the potentials are capacitary measures; these ones are nonnegative Borel
measures on D, possibly taking on the value +∞ and vanishing on all sets of capac-
ity zero (we refer to Section 2.2 for the denition of capacity). This framework will be
considered in Section 9.1 together with the related optimization problems. We want to
stress here that the class of capacitary measures µ is very large and contains both the
case of standard potentials V(x), in which µ = V dx, as well as the case of classical
domains Ω, in which µ = +∞D\Ω. By this notation, we intend to reference themeasure
dened in (9.3).
Optimization problems for domains, usually called shape optimization problems,
are often considered in the literature; the other chapters in the present volume deal
with this kind of problem and in particular with spectral optimization problems, in
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which the cost functional depends on the spectrum of the Laplace operator −∆ on
H10(Ω):
F(Ω) = Φ
(
λ(Ω)
)
beingΩ adomainwhich varies in the admissible class. For further details on shape op-
timization problemswe refer the reader to the other chapters of this book and to [207],
[505], [510]; here we simply recall some key facts. The existence of optimal domains
for a problem of the form
min
{
F(Ω) : Ω ⊂ D, |Ω| ≤ m} (9.1)
has been obtained under some additional assumptions, that we resume below.
– On the admissible domains Ω, some additional geometrical constraints are im-
posed, including convexity, uniform Lipschitz condition, uniform exterior cone
properties, capacitary conditions, Wiener properties, . . . ; a detailed analysis of
these conditions can be found in the book [207].
– No geometrical conditions are required on the admissible domainsΩ but the func-
tional F is assumed to satisfy some monotonicity conditions; in particular it is
supposed to be decreasing with respect to set inclusion. The rst result in this di-
rection has been obtained in [238] and several generalizations,mainly to the cases
where the set D is not bounded, have been made in [206] and in [700].
Without the extra assumptions above, the existence of an optimal shape may fail, in
general, as several counterexamples show (see for instance [207]); in these cases the
minimizing sequences (Ωn) for the problem (9.1) converge in the γ-convergence sense
(see Denition 9.1) to capacitarymeasures µ. In Section 9.1 wewill see thatmany prob-
lems admit a capacitary measure as an optimal solution; this class is very large and
only mild assumptions on the cost functional are required to provide the existence of
a solution. In Section 9.2 we restrict our attention to the subclass of Schrödinger poten-
tials V(x) that belong to some space Lp(D); we call them integrable potentials and we
will see that suitable assumptions on the cost functional still imply the existence of an
optimal potential. Finally, in Section 9.3 we consider the case of conning potentials
V(x) that are very large out of a bounded set, or more generally fulll some integral
inequalities of the form
ˆ
D
ψ
(
V(x)
)
dx ≤ 1 for some suitable integrand ψ.
9.1 Existence results for capacitary measures
In this section we consider a bounded open subset D of Rd and the classMcap(D) of
all capacitary measures on D, that is the Borel nonnegative measures on D, possibly
+∞ valued, that vanish on all sets of capacity zero. The analysis of capacitary mea-
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sures and of their variational properties was made in [314]; the related optimization
problems have been rst considered in [237].
The key ingredient we need is the notion of γ-convergence. For a given measure
µ ∈Mcap(D) we consider the Schrödinger-like operator −∆ + µ dened on H10(D) and
its resolvent operator Rµ which associates to every f ∈ L2(D) the unique solution u =
Rµ(f ) of the PDE
−∆u + µu = f , u ∈ H10(D) ∩ L2µ(D).
The PDE above has to be dened in the weak senseu ∈ H
1
0(D) ∩ L2µ(D)ˆ
D
∇u∇ϕ dx +
ˆ
D
uϕ dµ =
ˆ
D
fϕ dx ∀ϕ ∈ H10(D) ∩ L2µ(D).
(9.2)
Denition 9.1. We say that a sequence (µn) of capacitary measures γ-converges to a
capacitary measure µ if and only if
Rµn (f ) → Rµ(f ) weakly in H10(D) ∀f ∈ L2(D).
In the denition above one can equivalently require that the resolvent operators
Rµn converge to the resolvent operator Rµ in the norm of the space of operators
L
(
L2(D); L2(D)
)
.
We summarize here below the main properties of the classMcap(D); we refer for
the details to [207].
– Every domainΩ can be seen as a capacitarymeasure, by taking µ = ∞D\Ω, ormore
precisely
µ(E) =
{
0 if cap(Ω \ E) = 0
+∞ if cap(Ω \ E) > 0.
(9.3)
– Every capacitary measure is the γ-limit of a suitable sequence (Ωn) of (smooth)
domains; in other words, the classMcap(D) is the closure with respect to the γ-
convergence, of the class of (smooth) domains D.
– For every sequence (µn) of capacitary measures there exists a subsequence (µnk )
which γ-converges to a capacitary measure µ; in other words the classMcap(D) is
compact with respect to the γ-convergence.
– If µ is a capacitary measure, we may consider the PDE formally written as
− ∆u + µu = f , u ∈ H10(D). (9.4)
The meaning of the equation above, as specied in (9.2), is in a weak sense, by
considering the Hilbert space H1µ(D) = H10(D) ∩ L2µ(D) with the norm
‖u‖H1µ(D) = ‖u‖H10(D) + ‖u‖L2µ(D)
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and dening the solution in theweak sense (9.2). By Lax-Milgram theory, for every
µ ∈ Mcap(D) and f ∈ L2(D) (actually it would be enough to have f in the dual
space of H1µ(D)) there exists a unique solution uµ,f of the PDE above. Moreover,
if µn → µ in the γ-convergence, we have uµn ,f → uµ,f weakly in in H10(D), hence
strongly in L2(D).
– In order to have the γ-convergence of µn to µ it is enough to have the weak conver-
gence in H10(D) of Rµn (1) to Rµ(1); in other words, we need to test the convergence
of solutions of the PDEs related to the operators −∆ + µn only with f = 1.
– The space Mcap(D), endowed with the γ-convergence, is metrizable; more pre-
cisely, the γ-convergence onMcap(D) is equivalent to the distance
dγ(µ, ν) = ‖wµ − wν‖L2(D)
where wµ and wν are the solutions of the problems
−∆wµ + µwµ = 1 on H1µ(D) , −∆wν + νwν = 1 on H1ν (D) .
Remark 9.2. We notice that the denition of γ-convergence of a sequence of capacitary
measures µn to µ can be equivalently expressed in terms of the Γ-convergence in L2(D)
of the corresponding energy functionals
Jn(u) =
ˆ
D
|∇u|2 dx +
ˆ
D
u2 dµn
to the limit energy
J(u) =
ˆ
D
|∇u|2 dx +
ˆ
D
u2 dµ.
For all details about Γ-convergence theory we refer to [313].
The γ-convergence is very strong, and so many functionals are γ-lower semicontinu-
ous, or even continuous (see below some important examples). The classes of func-
tionals we are interested in are the following.
Integral functionals. Given a function f ∈ L2(D), for every µ ∈ Mcap(D) we con-
sider the solution uµ,f = Rµ(f ) to the elliptic PDE (9.4). The integral cost functionals
we consider are of the form
F(µ) =
ˆ
D
j
(
x, uµ,f ,∇uµ,f
)
dx, (9.5)
where j(x, s, z) is a suitable integrand that we assume measurable in the x variable,
lower semicontinuous in the s, z variables, and convex in the z variable. Moreover, the
function j is assumed to fulll bounds from below of the form
j(x, s, z) ≥ −a(x) − c|s|2,
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with a ∈ L1(D) and c smaller than the rst Dirichlet eigenvalue of the Laplace operator
−∆ in D. In particular, the energy Ef (µ) dened by
Ef (µ) = inf
{
1
2
ˆ
D
|∇u|2 dx + 12
ˆ
D
u2 dµ −
ˆ
D
fu dx : u ∈ H10(D)
}
, (9.6)
belongs to this class since, integrating its Euler-Lagrange equation by parts, we have
Ef (µ) = −
1
2
ˆ
D
f (x)uµ,f dx,
which corresponds to the integral functional above with
j(x, s, z) = −12 f (x)s.
Thanks to the assumptions above and to the strong-weak lower semicontinuity theo-
rem for integral functionals (see for instance [235]) all functionals of the form (9.5) are
γ-lower semicontinuous onMcap(D).
Spectral functionals. For every capacitary measure µ ∈ Mcap(D) we consider the
spectrum λ(µ) of the Schrödinger operator−∆+µ onH10(D)∩L2µ(D). SinceD is bounded
(it is enough to consider D to be of nite measure), then the operator −∆ + µ has a
compact resolvent and so its spectrum λ(µ) is discrete:
λ(µ) =
(
λ1(µ), λ2(µ), . . .
)
,
where λk(µ) are the eigenvalues of −∆ + µ, counted with their multiplicity. The same
occurs if D is unbounded, and the measure µ satises some suitable connement in-
tegrability properties (see for instance [208]). The spectral cost functionals we may
allow are of the form
F(µ) = Φ
(
λ(µ)
)
,
for suitable functions Φ : RN → (−∞, +∞]. For instance, taking Φ(λ) = λk we obtain
F(µ) = λk(µ).
Since a sequence (µn) γ-converges to µ if and only if the sequence of resolvent oper-
ators (Rµn ) converges in the operator norm convergence of linear operators on L2(D)
to the resolvent operator Rµ, the spectrum λ(µ) is continuous with respect to the γ-
convergence, that is
µn →γ µ ⇒ λk(µn) → λk(µ) ∀k ∈ N.
Therefore, the spectral functionals above are γ-lower semicontinuous, provided that
the function Φ is lower semicontinuous, in the sense that
λn → λ in RN ⇒ Φ(λ) ≤ lim infn Φ(λn),
where λn → λ in RN is intended in the componentwise convergence.
The relation between γ-convergence andweak*-convergence ofmeasures is given
in the proposition below.
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Proposition 9.3. Let µn ∈ Mcap(D) be capacitary and Radon measures weakly* con-
verging to the measure ν and γ-converging to the capacitary measure µ ∈ Mcap(D).
Then µ ≤ ν in D.
Proof. It is enough to show that µ(K) ≤ ν(K) whenever K is a compact subset of D. Let
u be a nonnegative smooth function with compact support in D such that u ≤ 1 in D
and u = 1 on K; we have
µ(K) ≤
ˆ
D
u2 dµ ≤ lim inf
n→∞
ˆ
D
u2 dµn =
ˆ
D
u2 dν ≤ ν
({u > 0}).
Since u is arbitrary, the conclusion follows from the denition of Borel regularity of
the measure ν.
Remark 9.4. When d = 1, as a consequence of the compact embedding of H10(D) into
the space of continuous functions on D, we obtain that any sequence (µn) weakly* con-
verging to µ is also γ-converging to µ.
In several shape optimization problems the class of admissible domains Ω is slightly
larger than the class of open sets.
Denition 9.5. We say that a set Ω ⊂ Rd is quasi-open if for every ε > 0 there exists
an open subset Ωε ⊂ Rd such that cap(Ωε4Ω) < ε, where 4 denotes the symmetric
dierence of sets.
Remark 9.6. It is possible to prove (see for instance [207]) that a set Ω ⊂ D is quasi-
open if and only if it can be written as
Ω = {x ∈ D : u(x) > 0}
for a suitable function u ∈ H10(D). Since Sobolev functions are dened only up to sets of
capacity zero, a quasi-open set is dened up to capacity zero sets too.
In many problems the admissible domains Ω are constrained to verify a measure con-
straint of the form |Ω| ≤ m; in order to relax this constraint to capacitary measures
we have to introduce, for every µ ∈ Mcap(D), the set of niteness Ωµ. A precise de-
nition would require the notion of ne topology and nely open sets (see for instance
[207]); however, a simpler equivalent denition can be given in terms of the solution
wµ = Rµ(1) of the elliptic PDE
−∆u + µu = 1, u ∈ H1µ(D).
Denition 9.7. For every µ ∈ Mcap(D) we denote by Ωµ the set of niteness of µ, de-
ned by
Ωµ =
{
wµ > 0
}
.
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By denition, the set Ωµ is quasi-open, being the set where a Sobolev function is pos-
itive. Of course, since the function wµ is dened only up to sets of capacity zero, the
set Ωµ is dened up to sets of capacity zero too.
Proposition 9.8. The Lebesgue measure |Ωµ| is γ-lower semicontinuous.
Proof. This follows from the denition of Ωµ and from the fact that the γ-convergence
µn →γ µ is equivalent to the convergence of the solutions wµn = Rµn (1) to wµ = Rµ(1)
in L2(D). The conclusion then follows by the Fatou’s lemma.
In summary, thanks to the γ-compactness of the classMcap(D), the following general
existence result holds.
Theorem 9.9. Let F : Mcap(D) → R be a γ-lower semicontinuous functional (for in-
stance one of the classes above); then the minimization problem
min
{
F(µ) : µ ∈Mcap(D), |Ωµ| ≤ m
}
admits a solution µopt ∈Mcap(D).
In general, the optimal measure µopt is not unique; however, in the situation de-
scribed below, the uniqueness occurs. Consider the optimization problem for the in-
tegral functional
F(µ) =
ˆ
D
j
(
x, uµ,f ,∇uµ,f
)
dx
where f ≥ 0 is a given function in L2(D). We can write the problem as a double mini-
mization, in µ and in u:
min
{ˆ
D
j(x, u,∇u) dx : µ ∈Mcap(D), u ∈ H10(D), −∆u + µu = f
}
.
Since f ≥ 0, by the maximum principle we know that u ≥ 0 and, at least formally (the
rigorous justication can be found in [269]),
µ = f + ∆uu ,
so that we can eliminate the variable µ from the minimization and the optimization
problem can be reformulated in terms of the function u only, as
min
{ˆ
D
j(x, u,∇u) dx : u ∈ K
}
,
whereK is the subset of H10(D) given by
K =
{
u ∈ H10(D) : f + ∆u ≥ 0
}
.
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The inequality f + ∆u ≥ 0 has to be formulated in a weak sense, asˆ
D
fϕ dx −
ˆ
D
∇u∇ϕ dx ≥ 0 ∀ϕ ∈ H10(D), ϕ ≥ 0. (9.7)
The setK is clearly convex and it is easy to see that it is also closed. Hence, as a con-
sequence, if the function j(x, s, z) is strictly convex with respect to the pair (s, z), the
solution of (9.7) is unique. Thus the solution µopt, that exists thanks to Theorem 9.9
is also unique. Note that in this case, no measure constraint of the form |Ωµ| ≤ m is
imposed.
In several situations the optimal measure µopt given by Theorem 9.9 has more
regularity or summability properties than a general element ofMcap(D).This happens
in the cases below:
– If the functional F is monotonically increasing with respect to the usual order of
measures, and a constraint |Ωµ| ≤ m is added, then an optimal measure µopt that
is actually a domain exists, that is µopt = ∞D\Ω for some quasi-open subset Ω
of D. This fact should be rigorously justied (see [238]), but the argument con-
sists in the fact that the measure∞D\Ω is smaller than µ and has the same set of
niteness; then it provides an optimum for the minimization problem due to the
monotonicity of F and to the constraint on the measure of the set of niteness.
– In [241] the optimization of the elastic compliance for a membrane is considered,
with the additional constraint that the measure µ has a prescribed total mass. In
this case it is shown that µopt is actually an L1(D) function, that is no singular
parts with respect to the Lebesgue measure occur.
In general, we should not expect that µopt is a domain or a function with any
summability; the following example shows that even in simple and natural problems
this does not occur.
Example 9.10. Let D be a ball of radius R and let f = 1; consider the optimization
problem for the integral functional
F(µ) =
ˆ
D
|uµ,1 − c|2 dx, (9.8)
where c is a given constant and uµ,1 denotes as before the solution of the PDE
−∆u + µu = 1, u ∈ H1µ(D).
By the argument described above the problem can be reformulated in terms of the func-
tion u only, as
min
{ˆ
D
|u − c|2 dx : u ∈ K
}
whereK is the convex closed subset of H10(D) given by
K =
{
u ∈ H10(D) : ∆u + 1 ≥ 0
}
.
Brought to you by | Universita di Pisa
Authenticated
Download Date | 11/13/18 9:35 AM
9 Spectral optimization problems for Schrödinger operators | 333
0.2 0.4 0.6 0.8 1.0
0.1
0.2
0.3
0.4
0.5
0.6
Fig. 9.1. The behavior of an optimal state function u(r).
As we have seen, this auxiliary problem has a unique solution which is radially symmet-
ric. Thus we can write the problem in polar coordinates as
min
{ˆ R
0
|u − c|2rd−1 dx : u′′ + d − 1r u′ + 1 ≥ 0, u(R) = 0
}
.
The minimum problem above can be fully analyzed and its solution is characterized as
follows (see [207] for the details).
– If c is large enough, above a certain threshold c¯ that can be computed explicitly, we
have for the optimal solution (u, µ)
u(r) = R
2 − r2
2d , hence µ ≡ 0.
– Below the threshold c¯ the optimal measure µ is given by
µ = 1cL
dbBRc + αcHd−1b∂BRc ,
where Ld denotes the Lebesgue measure in Rd, αc > 0 is a suitable constant, and
Rc < R is a suitable radius. The solution u is computed correspondingly, through the
equation
u′′ + d − 1r u′ + µu = 1.
A plot of the behavior of an optimal state function u is given in Figure 9.1.
Note that the functional in (9.8) is not monotonically increasing with respect to µ.
9.2 Existence results for integrable potentials
In this section we consider optimization problems of the form
min
{
F(V) : V : D → [0, +∞],
ˆ
D
Vp dx ≤ 1
}
, (9.9)
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where p > 0 and F(V) is a cost functional acting on Schrödinger potentials, or more
generally on capacitary measures. We assume that F is γ-lower semicontinuous, an
assumption that, as we have seen in the previous section, is very mild and veried for
most of the functionals of integral or spectral type.
When p > 1 a general existence result follows from the following proposition,
where we show that the weak L1(D) convergence (that is the one having L∞(D) as the
space of test functions) of potentials implies the γ-convergence.
Proposition 9.11. Let Vn ∈ L1(D) converge weakly in L1(D) to a function V . Then the
capacitary measures Vn dx γ-converge to V dx.
Proof. We have to prove that the solutions un = RVn (1) of the PDE{
−∆un + Vn(x)un = 1
u ∈ H10(D)
weakly converge in H10(D) to the solution u = RV (1) of{
−∆u + V(x)u = 1
u ∈ H10(D).
Equivalently, as noticed in Remark 9.2, we may prove that the functionals
Jn(u) =
ˆ
D
|∇u|2 dx +
ˆ
D
Vn(x)u2 dx
Γ-converge in L2(D) to the functional
J(u) =
ˆ
D
|∇u|2 dx +
ˆ
D
V(x)u2 dx.
Let us prove the Γ-liminf inequality:
J(u) ≤ lim inf
n→∞
J(un) ∀un → u in L2(D).
Indeed, if un → u in L2(D), we have
ˆ
D
|∇u|2 dx ≤ lim inf
n→∞
ˆ
D
|∇un|2 dx
by the lower semicontinuity of the H1(D) normwith respect to the L2(D)-convergence,
and ˆ
D
V(x)u2 dx ≤ lim inf
n→∞
ˆ
D
Vn(x)u2n dx
by the strong-weak lower semicontinuity theorem for integral functionals (see for in-
stance [235]).
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Let us now prove the Γ-limsup inequality: there exists un → u in L2(D) such that
J(u) ≥ lim sup
n→∞
J(un). (9.10)
For every t > 0 we set
ut = (u ∧ t) ∨ (−t);
then, by the weak L1(D) convergence of Vn to V, for every t xed we have
lim
n→∞
ˆ
D
Vn(x)|ut|2 dx =
ˆ
D
V(x)|ut|2 dx.
Moreover, letting t → ∞ we have by the monotone convergence theorem
lim
t→+∞
ˆ
D
V(x)|ut|2 dx =
ˆ
D
V(x)|u|2 dx.
Then, by a diagonal argument, we can nd a sequence tn → +∞ such that
lim
n→∞
ˆ
D
Vn(x)|utn |2 dx =
ˆ
D
V(x)|u|2 dx.
Taking now un = utn , and noticing that for every t > 0
ˆ
D
|∇ut|2 dx ≤
ˆ
D
|∇u|2 dx,
we obtain (9.10) and so the proof is complete.
The existence of an optimal potential for problems of the form (9.9) is now straightfor-
ward.
Theorem 9.12. Let F(V) be a functional dened for V ∈ L1+(D)
(
the set of nonnegative
functions in L1(D)
)
, lower semicontinuous with respect to the γ-convergence, and let V
be a subset of L1+(D), compact for the weak L1-convergence. Then the problem
min
{
F(V) : V ∈ V} ,
admits a solution.
Proof. Let (Vn) be aminimizing sequence inV. By the compactness assumption on V,
we may assume that Vn tends to some V ∈ V weakly in L1(D). By Proposition 9.11, we
have that Vn γ-converges to V and so, by the semicontinuity of F,
F(V) ≤ lim inf
n→∞
F(Vn),
which gives the conclusion.
In some cases the optimal potential can be explicitly determined through the solution
of a partial dierential equation, as for instance in the examples below.
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Example 9.13. Take F = −Ef , where Ef is the energy functional dened in (9.6), with f
a xed function in L2(D), and
V =
{
V ≥ 0,
ˆ
D
Vp dx ≤ 1
}
with p > 1. (9.11)
Then, the problem we are dealing with is
max
V∈V
Ef (V) = maxV∈V minu∈H10(D)
{
1
2
ˆ
D
|∇u|2 dx + 12
ˆ
D
Vu2 dx −
ˆ
D
fu dx
}
. (9.12)
As we have already seen above, the energy functional can be written, by an integration
by parts, as
Ef (V) = −
1
2
ˆ
D
f (x)RV (f ) dx
where RV is the resolvent operator of −∆ + V(x). Therefore, the functional F is γ-
continuous and the existence Theorem 9.12 applies. In order to compute the optimal
potential, interchanging the min and the max in (9.12) we obtain the inequality
max
V∈V
min
u∈H10(D)
{
1
2
ˆ
D
|∇u|2 dx + 12
ˆ
D
Vu2 dx −
ˆ
D
fu dx
}
≤ min
u∈H10(D)
max
V∈V
{
1
2
ˆ
D
|∇u|2 dx + 12
ˆ
D
Vu2 dx −
ˆ
D
fu dx
}
.
The maximization with respect to V is very easy to compute; in fact, for a xed u, the
maximal value is reached at
V =
(ˆ
D
|u|2p/(p−1) dx
)−1/p
|u|2/(p−1), (9.13)
so that
min
u∈H10(D)
max
V∈V
{
1
2
ˆ
D
|∇u|2 dx + 12
ˆ
D
Vu2 dx −
ˆ
D
fu dx
}
= min
u∈H10(D)
{
1
2
ˆ
D
|∇u|2 dx + 12
(ˆ
D
|u|2p/(p−1) dx
)(p−1)/p
−
ˆ
D
fu dx
}
.
In order to nd the optimal potential Vopt we have then to solve the auxiliary variational
problem
min
u∈H10(D)
{
1
2
ˆ
D
|∇u|2 dx + 12
(ˆ
D
|u|2p/(p−1) dx
)(p−1)/p
−
ˆ
D
fu dx
}
,
and then, bymeansof its solution u¯, recoveringVopt from (9.13). Theauxiliary variational
problem above can be written, via its Euler-Lagrange equation, as the nonlinear PDE
−∆u¯ + C(p, u¯)|u¯|2/(p−1)u¯ = f , u¯ ∈ H10(D),
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with the constant C(p, u¯) given by
C(p, u¯) =
(ˆ
D
|u¯|2p/(p−1) dx
)−1/p
.
The fact that Vopt actually solves our optimization problem (9.12) follows from the fact
that u¯ = RVopt (f ), hence we have
Ef (Vopt) = min
u∈H10(D)
{
1
2
ˆ
D
|∇u|2 dx + 12
ˆ
D
Voptu2 dx −
ˆ
D
fu dx
}
= 12
ˆ
D
|∇u¯|2 dx + 12
ˆ
D
Vopt u¯2 dx −
ˆ
D
f u¯ dx
= min
u∈H10(D)
{
1
2
ˆ
D
|∇u|2 dx + 12
(ˆ
D
|u|2p/(p−1) dx
)(p−1)/p
−
ˆ
D
fu dx
}
≥ max
V∈V
Ef (V).
We notice that, replacing −Ef by Ef transforms the maximization problem in (9.12)
into the minimization of Ef on V, which has the only trivial solution V ≡ 0.
Example 9.14. More generally, we may consider the optimization problem
min
V∈V
min
u∈H10(D)
{ˆ
D
j(x, u) dx : −∆u + Vu = f
}
where the constraintV is given by (9.11). If f ≥ 0and j(x, ·) is decreasing, by themaximum
principle the best choice for the potential V is on the boundary of the admissible set V
and we may consider the Lagrangian functional
ˆ
D
(
j(x, u) +∇u∇ϕ + Vuϕ − fϕ) dx ,
where ϕ is the adjoint state function. Optimizing with respect to V provides the optimal
potential
V = |uϕ|1/(p−1)
(ˆ
D
|uϕ|p/(p−1) dx
)−1/p
which, combined with the Lagrangian functional above, reduces the problem to themin-
imization of the functional
ˆ
D
(
j(x, u) +∇u∇ϕ − fϕ) dx +(ˆ
D
|uϕ|p/(p−1) dx
)(p−1)/p
.
Dierentiating with respect to ϕ gives the PDE (to let ϕ go up) for the state function u:
−∆u − f + C(p, u, ϕ)|uϕ|1/(p−1)u = 0 ,
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where
C(p, u, ϕ) =
(ˆ
D
|uϕ|p/(p−1) dx
)
,
while, dierentiating with respect to u gives the equation for the adjoint state function
ϕ:
−∆ϕ + j′(x, u) + C(p, u, ϕ)|uϕ|1/(p−1)ϕ = 0 .
Example 9.15. Similarly to what done in Example 9.13 we may consider F as the func-
tional −λ1(V), where λ1(V) is the rst eigenvalue of the Schrödinger operator −∆ +V(x),
given by the minimization
λ1(V) = min
u∈H10(D)
{ˆ
D
(|∇u|2 + Vu2) dx : ˆ
D
u2 dx = 1
}
. (9.14)
We are then dealing with the optimization problem
max
V∈V
λ1(V) = maxV∈V minu∈H10(D)
{ˆ
D
(|∇u|2 + Vu2) dx : ˆ
D
u2 dx = 1
}
, (9.15)
where the constraint V is as in (9.11). Arguing as before, we interchange the max and the
min above and we end up with the auxiliary problem
min
u∈H10(D)
{ˆ
D
|∇u|2 dx +
(ˆ
D
|u|2p/(p−1) dx
)(p−1)/p
:
ˆ
D
u2 dx = 1
}
.
In the same way as before, the optimal potential Vopt can be recovered through the so-
lution u¯ of the auxiliary problem above, by taking
Vopt =
(ˆ
D
|u¯|2p/(p−1) dx
)−1/p
|u¯|2/(p−1).
Remark 9.16. In the case p < 1 problem (9.12) with the admissible class (9.11) does not
admit any solution. Indeed, for a xed real number α > 0, take Vn(x) = nχΩn (x), where
χE denotes the characteristic function of the set E (with value 1 on E and 0 outside E)
and Ωn ⊂ D are such that the sequence (Vn) converges weakly in L1(D) to the constant
function α. In particular, we have n|Ωn| → α as n → ∞ and so, since p < 1, we haveˆ
D
Vpn dx = np|Ωn| → 0 as n → ∞.
Therefore, for n large enough, the potentials Vn belong to the admissible class V. By
Proposition 9.11 we have Ef (Vn) → Ef (α) and, since α was arbitrary, we obtain
sup
V∈V
Ef (V) ≥ sup
α∈R
Ef (α) = limα→+∞Ef (α).
The limit on the right-hand side above is zero; on the other hand we have Ef (V) ≤ 0 for
any V . Thus, if a maximal potential Vopt exists, it should verify Ef (Vopt) = 0 which is
impossible.
Brought to you by | Universita di Pisa
Authenticated
Download Date | 11/13/18 9:35 AM
9 Spectral optimization problems for Schrödinger operators | 339
It remains to consider the maximization problem (9.12) when p = 1. In this case the
result of Proposition 9.11 cannot be applied because the unit ball of L1(D) is notweakly
compact. However, the existence of an optimal potential still holds, aswe showbelow.
It is convenient to introduce the functionals
Jp(u) := 12
ˆ
D
|∇u|2 dx + 12
(ˆ
D
|u|2p/(p−1) dx
)(p−1)/p
−
ˆ
D
fu dx if p > 1
J1(u) :=
1
2
ˆ
D
|∇u|2 dx + 12‖u‖
2
∞ −
ˆ
D
fu dx if p = 1.
Proposition 9.17. The functionals Jp Γ-converge in L2(D) to J1 as p → 1.
Proof. Let vn ∈ L2(D) be a sequence of positive functions converging in L2(D) to v ∈
L2(D) and let αn → +∞. Then we have
‖v‖L∞(D) ≤ lim infn→∞ ‖vn‖Lαn (D). (9.16)
In fact, suppose rst that ‖v‖L∞ = M < +∞ and let ωε = {v > M − ε}, for some ε > 0.
Then, we have
lim inf
n→∞
‖vn‖Lαn (D) ≥ limn→∞ |ωε|
(1−αn)/αn
ˆ
ωε
vn dx = |ωε|−1
ˆ
ωε
v dx ≥ M − ε,
and so, letting ε → 0, we have
lim inf
n→∞
‖vn‖Lαn (Ω) ≥ M.
If ‖v‖L∞ = +∞, then setting ωk = {v > k}, for any k ≥ 1, and arguing as above, we
obtain (9.16).
Now, let un → u in L2(D). Then, by the semicontinuity of the L2 norm of the gradient,
by (9.16), and by the continuity of the term
´
D uf dx, we have
J1(u) ≤ lim infn→∞ Jpn (un),
for any decreasing sequence pn → 1. On the other hand, for any u ∈ L2(D), we have
Jpn (u) → J1(u) as n → ∞ and so, we have the conclusion.
Lemma 9.18. Let D ⊂ Rd be a bounded open set. Then for every p ≥ 1 there is a unique
minimizer up of the functional Jp : H10(D) → R. Moreover, the following facts hold.
(a) There is a constant C > 0 such that for every p > 1 we have
‖∇up‖L2(D) + ‖up‖L2p/(p−1)(D) ≤ C‖f‖L2(D).
(b) For every open set Ω ⊂⊂ D, there is a constant CΩ such that
‖up‖H2(Ω) ≤ CΩ‖f‖L2(D), for every p > 1. (9.17)
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Proof. The existence of a minimizer follows by the direct method in the calculus of
variations, while the uniqueness is a consequence of the strict convexity of the func-
tional. Moreover, for every p > 1, the minimizer up satises the Euler-Lagrange PDE
− ∆up + c|up|αup = f , up ∈ H10(D) (9.18)
where
α = 2p − 1 and c =
(ˆ
D
|up|
2p
p−1
)−1/p
.
Now (a) follows bymultiplying equation (9.18) by up and integrating on D. In fact one
may simply take the constant C to be the rst Dirichlet eigenvalue λ1(D).
In order to prove (b) we use an argument similar to that of the classical elliptic
regularity theorem. For h ∈ R and k = 1, . . . , d, we use the notation
∂hku =
u(x + hek) − u(x)
h ,
and we consider a function ϕ ∈ C∞c (D) such that ϕ ≡ 1 on Ω. Then we have that for h
small enough ∂hku satises the following equation on the support of ϕ :
− ∆∂hku +
c
h
(
u(x + hek)|u(x + hek)|α − u(x)|u(x)|α
)
= ∂hk f . (9.19)
Multiplying (9.19) by ϕ2∂hku and taking into account the inequality
(X|X|α − Y|Y|α)(X − Y) ≥ 0, for all X, Y ∈ R,
we obtain ˆ
D
∇(∂hku) ·∇(ϕ2∂hku) dx ≤
ˆ
D
(∂hk f )ϕ2∂hku dx.
By a change of variables, the Cauchy-Schwartz and the Poincaré inequalities we get
that ˆ
D
(∂hk f )ϕ2∂hku dx = −
ˆ
D
f∂−hk
(
ϕ2∂hku
)
dx ≤ ‖f‖L2‖∂−hk
(
ϕ2∂hku
)‖L2
≤ ‖f‖L2‖∇
(
ϕ2∂hku
)‖L2 ≤ Cϕ‖f‖L2‖ϕ∇(∂hku)‖L2 , (9.20)
where Cϕ is a constant depending on ϕ. On the other hand we have
ˆ
D
ϕ2|∇(∂hku)|2 dx =
ˆ
D
∇(∂hku) ·∇(ϕ2∂hku) dx − 2
ˆ
D
ϕ(∂hku)∇ϕ ·∇(∂hku) dx
≤ Cϕ‖f‖L2‖ϕ∇(∂hku)‖L2 +
1
2
ˆ
D
ϕ2|∇(∂hku)|2 dx + 2‖∇ϕ‖2L∞‖∇u‖2L2 .
(9.21)
Thus, there is a constant CD,ϕ depending on D and ϕ such that
‖ϕ∇(∂hku)‖2L2 ≤ CD,ϕ‖f‖L2‖ϕ∇(∂hku)‖L2 + C2D,ϕ‖f‖2L2 ,
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which nally gives that
‖∂hk (∇u)‖L2(Ω) ≤ ‖ϕ∇(∂hku)‖L2(D) ≤ 2CD,ϕ‖f‖L2(D),
and since this last ineaqulity is true for every k = 1, . . . , d and every h small enough
we get that u ∈ H2(Ω) and
‖∇2u‖L2(Ω) ≤ CΩ‖f‖L2(D),
for an appropriate constant CΩ depending on the function ϕ associated to Ω.
Proposition 9.19. Let D ⊂ Rd be a bounded open set and f ∈ L2(D) a given function.
Then there is a unique minimizer u1 ∈ H10(D) of the functional J1 : H10(D) → R,
J1(u) =
1
2
ˆ
D
|∇u|2 dx + 12‖u‖
2
L∞(D) −
ˆ
D
uf dx.
Setting M = ‖u1‖L∞ , ω+ = {u1 = M} and ω− = {u1 = −M}, we have that
(i) u1 ∈ H2loc(D);
(ii) u1 is the solution of the equation
− ∆u + 1M (χω+ f − χω− f ) u = f , u ∈ H
1
0(D) ; (9.22)
(iii) 1M
ˆ
ω+
f dx − 1M
ˆ
ω−
f dx = 1 ;
(iv) f ≥ 0 on ω+ and f ≤ 0 on ω−.
Proof. (i) Let up be the minimizer of Jp. By Proposition 9.18 we have that the fam-
ily {up}p>1 is bounded in H10(D). From the estimate (9.17) we have that for every
sequence pn → 1 the solutions upn admit a subsequence converging weakly in
H10(D) to some u ∈ H2loc(D) ∩ H10(D). Since by Proposition 9.17 the functionals Jp
Γ-converge in L2(D) to the functional J1 as p → 1, and since the minimizer of the
functional J1 is unique, we have u = u1 and so, u1 ∈ H2loc(D) ∩ H10(D). Moreover,
since this happens for every sequence pn → 1 we have up → u1 in L2(D) as p → 1.
(ii) Let us dene ω = ω+ ∪ ω−. We claim that u1 satises, on D the PDE
− ∆u1 + χω f = f , u1 ∈ H10(D). (9.23)
Since u1 ∈ H2loc(D) (9.23) is equivalent toˆ
D
(−∆u1)φ dx =
ˆ
D
χD\ω fφ dx, for every φ ∈ C∞c (D). (9.24)
Let vε,δ = 1 ∧
(1
δ u
(
(M − ε − u) ∨ 0)((u + M − ε) ∨ 0)). Since u ∈ H10(D) ∩ L∞(D),
we have that vε,δ ∈ H10(D). By choosing ε and δ appropriately we may construct a
sequence vn ∈ H10(D) such that
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– vn ↑ χD\ω as n → ∞;
– vn = 0 a.e. on the (Lebesgue measurable) set
{
−M + 1n ≤ u1 ≤ M −
1
n
}
.
Now since for t ∈ R such that |t| ≤ 1n‖φ‖L∞
we have that ‖u1 + tφvn‖ ≤ M, the
minimality of u1 gives that
1
2
ˆ
D
|∇u1|2 dx −
ˆ
D
u1f dx ≤
1
2
ˆ
D
|∇(u1 + tφvn)|2 dx −
ˆ
D
(u1 + tφvn)f dx,
and taking the derivative with respect to t at t = 0, we get that
ˆ
D
(−∆u1)φvn dx =
ˆ
D
∇u1 ·∇(φvn) dx =
ˆ
D
fφvn , dx,
and passing to the limit as n → ∞ we obtain (9.24). We can now obtain (9.22) by
(9.23) and the fact that u1 = M on ω+ and u = −M on ω−.
(iii) Since u1 is the minimizer of J1, we have
J1
(
(1 + ε)u1
)
− J1(u1) ≥ 0 ∀ε ∈ R.
Taking the derivative of this dierence at ε = 0, we obtain
ˆ
D
|∇u1|2 dx + M2 =
ˆ
D
fu1 dx.
On the other hand, by (9.23), we have
ˆ
D
|∇u1|2 dx +
ˆ
ω
fu1 dx =
ˆ
D
fu1 dx.
Now since u1 = M on ω+ and u1 = −M on ω−, we obtain
M2 =
ˆ
ω
fu1 dx = M
ˆ
ω+
f dx −M
ˆ
ω−
f dx.
(iv) Consider the function wε =
(
M − ε − u
)∨ 0 which vanishes on the set {u ≥ M − ε}
and is strictly positive on the set {u < M − ε}. For any non-negative φ ∈ C∞c (D)
we have that for t small enough ‖u1 + tφ‖L∞ < M. Therefore, the optimality of u1
gives
0 ≤ lim
t→0+
J1(u1 + tφwε) − J1(u1)
t
=
ˆ
D
∇u1 ·∇(φwε) dx −
ˆ
D
fφwε dx
=
ˆ
D
(−∆u1 − f )φwε dx.
Since the last inequality holds for any φ ≥ 0 and any ε > 0 we get that
−∆u1 − f ≥ 0 almost everywhere on {u1 < M}.
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On the other hand, ∆u1 = 0 almost everywhere on ω− = {u = −M}, and so we
obtain that f ≤ 0 on ω−. Arguing in the same way, and considering test functions
supported on {u1 ≥ −M + ε}, we can prove that f ≥ 0 on ω+.
Theorem 9.20. Let D ⊂ Rd be a bounded open set, let p = 1, and let f ∈ L2(D). Then
there is a unique solution to problem
max
{
Ef (V) : V ≥ 0,
ˆ
D
V dx ≤ 1
}
, (9.25)
given by
V1 =
1
M (χω+ f − χω− f ) ,
whereM = ‖u1‖L∞(D), ω+ = {u1 = M}, ω− = {u1 = −M}, being u1 ∈ H10(D) ∩ L∞(D) the
unique minimizer of the functional J1.
Proof. For any u ∈ H10(D) and any V ≥ 0 with
ˆ
D
V dx ≤ 1 we have
ˆ
D
u2V dx ≤ ‖u‖2L∞
ˆ
D
V dx ≤ ‖u‖2L∞ .
Thus we obtain the inequality
1
2
ˆ
Ω
|∇u|2 dx + 12
ˆ
Ω
u2V dx −
ˆ
Ω
uf dx ≤ J1(u), for every u ∈ H10(D),
and taking the minimum with respect to u we get
Ef (V) ≤ min
u∈H10(D)
J1(u),
which nally gives
max
{
Ef (V) : V ≥ 0,
ˆ
D
V dx ≤ 1
}
≤ min
u∈H10(D)
J1(u) = J1(u1),
where u1 is the minimizer of J1. By Proposition 9.19 we have that u1 satises the equa-
tion
− ∆u1 + V1u1 = f , u1 ∈ H10(D), (9.26)
where we set
V1 :=
1
M (χω+ f − χω− f ) .
By Proposition 9.19 (iii) we have that
ˆ
D
V1u21 dx = M2 and so
J1(u1) = Ef (V1).
Moreover, again by (iii) and (iv) we obtain that V1 ≥ 0 and
ˆ
D
V1 dx = 1, which con-
cludes the proof.
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Example 9.21. When f is a general H−1(D) function, the result of Theorem 9.20 may
fail in the sense that problem (9.25) may admit an optimal solution which is merely a
capacitary measure. Take for instance f = Hd−1bS where S ⊂ D is a regular (d − 1)-
dimensional surface. In this case the energy Ef (V) has the form
Ef (V) = min
{1
2
ˆ
D
|∇u|2 dx + 12
ˆ
D
Vu2 dx −
ˆ
S
u dHd−1 : u ∈ H10(D)
}
.
By the results of Section 9.1 the maximization problem
max
{
Ef (µ) : µ ∈Mcap(D),
ˆ
D
dµ = 1
}
,
admits a solution µopt which is a capacitary measure. Repeating the proof of Theorem
9.20 we obtain the auxiliary variational problem
Ef (µopt) = min
{1
2
ˆ
D
|∇u|2 dx + 12‖u‖
2
L∞ −
ˆ
S
u dHd−1 : u ∈ H10(D)
}
.
Denoting by u its unique solution andbyM themaximumof u, we obtain that the optimal
capacitarymeasure µopt is supported by the set {u = M}, this is contained in S (since the
function u is subharmonic on D \ S) and so µopt is singular with respect to the Lebesgue
measure. Moreover µopt has the form
µopt =
1
MH
d−1b{u = M}.
The result in the following Theorem was proved in [356] (see also [505, Theorem
8.2.4]).Wepresent it in a slightly dierent formas a simple consequence of Proposition
9.19. We recall the notation λ1(V) introduced in (9.14) for the rst eigenvalue related to
the potential V.
Theorem 9.22. Let D ⊂ Rd be a bounded open set. Then there exists a unique solution
to the maximization problem
max
{
λ1(V) : V ≥ 0,
ˆ
D
V dx ≤ 1
}
, (9.27)
given by
V1 = λχω ,
where ω =
{
u1 = ‖u1‖L∞(D)
}
and u1 ∈ H10(D) solves the auxiliary variational problem
λ = min
{ˆ
D
|∇u|2 dx + ‖u‖2L∞(D) : u ∈ H10(D),
ˆ
D
u2 dx = 1
}
. (9.28)
Proof. We rst notice that due to the compact inclusion H10(D) ⊂ L2(D) and the semi-
continuity of the norm of the gradient there is a solution uλ ∈ H10(D) of the problem
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(9.28). We now set f = λuλ. Since for every u ∈ H10(D) \ {0} we have that
min
t∈R
{ t2
2
ˆ
D
|∇u|2 dx + t
2
2 ‖u‖
2
L∞ − t
ˆ
D
uf dx
}
= −
1
2
(ˆ
D
uf dx
)2
ˆ
D
|∇u|2 dx + ‖u‖2L∞
,
we obtain that the minimizer of the functional J1 corresponding to the function f is
also the minimizer of the functional
J(u) =
ˆ
D
|∇u|2 dx + ‖u‖2L∞(ˆ
D
uf dx
)2 .
On the other hand, for every u ∈ H10(D) we haveˆ
D
|∇u|2 dx + ‖u‖2L∞(ˆ
D
uf dx
)2 ≥
ˆ
D
|∇u|2 dx + ‖u‖2L∞
‖u‖2L2‖f‖2L2
≥
ˆ
D
|∇uλ|2 dx + ‖uλ‖2L∞
‖uλ‖2L2‖f‖2L2
= J(uλ),
which proves that uλ is the minimizer of J1. Thus uλ satises the equation
−∆uλ + V1uλ = λuλ , uλ ∈ H10(D),
ˆ
D
u2λ dx.
where V1 is such that
V1 ≥ 0,
ˆ
D
V1 dx = 1 and
ˆ
D
V1u2λ dx = ‖uλ‖2L∞ .
Thus we have that
λ1(V1) = min
{ˆ
D
|∇u|2 dx + ‖u‖2L∞ : u ∈ H10(D),
ˆ
D
u2 dx = 1
}
,
On the other hand for every V ≥ 0 such that
ˆ
D
V dx = 1 we have
ˆ
D
|∇u|2 dx +
ˆ
D
u2V dx ≤
ˆ
D
|∇u|2 dx + ‖u‖2L∞ , for every u ∈ H10(D),
which after taking the minimum with respect to u gives
λ1(V) ≤ λ = λ1(V1),
which proves that V1 is a solution of (9.27).
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In order to prove the uniqueness of the solution it is sucient to check that there is
a unique solution to the problem (9.28). In fact suppose that u1 and u2 are two distinct
solutions of (9.28) and denoteMi = ‖ui‖L∞ , ωi = {ui = Mi} and Vi = λχωi , for i = 1, 2.
We consider now the potential V = V1 + V22 . Since the function V → λ1(V) is theinmum of a family of linear functions we know that it is concave and so, V is also a
solution of (9.27). Now since V is optimal, we have that for every A, B ⊂ ω1 ∪ω2 with
|A| = |B|,
d
dε
∣∣∣
ε=0
λ1
(
V + ε(χA − χB)
)
= 0.
Since the rst eigenvalue is simple and the family of operators −∆ + V + ε(χA − χB)
is analytic with respect to ε, we have that the functions ε 7→ λ1
(
V + ε(χA − χB)
)
and
ε 7→ uε, where uε is the solution of−∆uε +
(
V + ε(χA − χB)
)
uε = λ1
(
V + ε(χA − χB)
)
uε
uε ∈ H10(D),
ˆ
D
u2ε dx = 1
are analytic. Taking the derivatives in ε at ε = 0 we obtain
d
dε uε = u′
with −∆u′ + Vu′ + (χA − χB)u0 = λ1′(V)u0 + λ1(V)u′u′ ∈ H10(D), ˆ
D
u′u0 dx = 0.
Multiplying both sides by u0 and integrating by parts we get
d
dε
∣∣∣
ε=0
λ1
(
V + ε(χA − χB)
)
=
ˆ
A
u20 dx −
ˆ
B
u20 dx.
Since A and B are arbitrary we get that u0 is a (positive, by the maximum principle)
constant on ω1 ∪ ω2 and since u0 ∈ H2loc(D) we obtain that
Vu0 = −∆u0 + V0u0 = λu0 on ω1 ∪ ω2,
and as a consequence V = λ on ω1 ∪ ω2 which gives that ω1 = ω2, V1 = V2 and
u1 = u2.
Remark 9.23. The proof above is constructed for the maximization of the rst eigen-
value λ1(V) on the class {
V ≥ 0,
ˆ
D
V dx ≤ 1
}
.
It would be interesting to consider the analogousmaximization problem for λk(V) on the
same class of potentials
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9.3 Existence results for conning potentials
In this section we consider the potential optimization problem
min
{
F(V) : V ∈ V} (9.29)
where the functional F is as in the sections above and the admissible class V is given
by
V =
{
V : D → [0, +∞] : V Lebesgue measurable,
ˆ
D
Ψ(V) dx ≤ 1
}
(9.30)
and depends on a function Ψ : [0, +∞] → [0, +∞]. On the function Ψ we make the
following assumptions:
a) Ψ : [0, +∞] → [0, +∞] is an injective function;
b) there exist p > 1 such that the function s 7→ Ψ−1(sp) is convex.
The assumptions above on the function Ψ are for instance satised by the follow-
ing functions:
– Ψ(s) = s−p, for any p > 0;
– Ψ(s) = e−αs, for any α > 0.
and justify the terminology “conning potentials” we used. Indeed, large potentials
turn out to be admissible.
The result showing the existence of an optimal potential in this case is as follows.
Theorem 9.24. Let D ⊂ Rd be a bounded open set and let Ψ : [0, +∞] → [0, +∞] be
a function satisfying the conditions a) and b) above. Let F : Mcap(D) → R be a cost
functional such that:
i) F is lower semicontinuous with respect to the γ-convergence;
ii) F is increasing, that is
F(µ1) ≤ F(µ2) whenever µ1 ≤ µ2.
Then the optimization problem (9.29) has a solution, where the admissible class V is
given by (9.30).
Proof. Let Vn ∈ V be a minimizing sequence for problem (9.29). Then the functions
vn :=
(
Ψ(Vn)
)1/p are bounded in Lp(D) and so, up to a subsequence, we may assume
that vn converges weakly in Lp(D) to some function v. We will prove that the potential
V := Ψ−1(vp) is optimal for the problem (9.29). Since vn converges to vweakly in Lp(D)
we have ˆ
D
Ψ(V) dx =
ˆ
D
vp dx ≤ lim inf
n
ˆ
D
vpn dx = lim infn
ˆ
D
Ψ(Vn) dx ≤ 1,
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which shows that V ∈ V. It remains to prove that
F(V) ≤ lim inf
n
F(Vn).
By the compactness of the γ-convergence on the classMcap(D), we can suppose that,
up to a subsequence, Vn γ-converges to some capacitary measure µ ∈Mcap(D). Since
F is assumed γ-lower semicontinuous, we have
F(µ) ≤ lim inf
n→∞
F(Vn). (9.31)
We will show that F(V) ≤ F(µ), which, together with (9.31) will conclude the proof. By
the denition of γ-convergence, we have that for any u ∈ H10(D), there is a sequence
un ∈ H10(D) which converges to u in L2(D) and is such thatˆ
D
|∇u|2 dx +
ˆ
D
u2 dµ = lim
n→∞
ˆ
D
|∇un|2 dx +
ˆ
D
u2nVn dx
= lim
n→∞
ˆ
D
|∇un|2 dx +
ˆ
D
u2nΨ−1(vpn) dx
≥
ˆ
D
|∇u|2 dx +
ˆ
D
u2Ψ−1(vp) dx
=
ˆ
D
|∇u|2 dx +
ˆ
D
u2V dx. (9.32)
The inequality in (9.32) is due to the L2(D) lower semicontinuity of the Dirichlet inte-
gral and to the strong-weak lower semicontinuity of integral functionals (see for in-
stance [235]), which follows by the assumption b) on the function Ψ . Thus, for any
u ∈ H10(D), we have ˆ
D
u2 dµ ≥
ˆ
D
u2V dx,
which impliesV ≤ µ. Since Fwasassumed to increasemonotonically,weobtain F(V) ≤
F(µ), which concludes the proof.
Just like in the previous section, in some special cases, the solution to the optimization
problem (9.29) can be computed explicitly through the solution to some auxiliary vari-
ational problem. This occurs for instance when F(V) = λ1(V) or when F(V) = Ef (V),
with f ∈ L2(D). In fact, by the variational formulation
λ1(V) = min
{ˆ
D
|∇u|2dx +
ˆ
D
u2V dx : u ∈ H10(D),
ˆ
D
u2 dx = 1
}
,
we can rewrite the optimization problem (9.29) for F(V) = λ1(V) as
min
V∈V
min
‖u‖2=1
{ˆ
D
|∇u|2 dx +
ˆ
D
u2V dx
}
= min
‖u‖2=1
min
V∈V
{ˆ
D
|∇u|2 dx +
ˆ
D
u2V dx
}
. (9.33)
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The minimization with respect to V is easy to compute; in fact, if Ψ is dierentiable
with Ψ ′ invertible, then the minimum with respect to V in (9.33) is achieved for
V = (Ψ ′)−1(Λuu2), (9.34)
where Λu is a constant such thatˆ
D
Ψ
(
(Ψ ′)−1(Λuu2)
)
dx = 1.
Thus, the solution to the problem on the right hand side of (9.33) is given by the solu-
tion to the auxiliary variational problem
min
{ˆ
D
|∇u|2 dx +
ˆ
D
u2(Ψ ′)−1(Λuu2) dx : u ∈ H10(D),
ˆ
D
u2 dx = 1
}
. (9.35)
Analogously, in the case of the Dirichlet energy F(V) = Ef (V), we obtain that the opti-
mal potential is given by (9.34), where this time u is a solution to the auxiliary varia-
tional problem
min
{ˆ
D
1
2 |∇u|
2 dx +
ˆ
D
1
2u
2(Ψ ′)−1(Λuu2) dx −
ˆ
D
fu dx : u ∈ H10(D)
}
. (9.36)
Example 9.25. Consider the case Ψ(s) = s−p with p > 0. Following the argument il-
lustrated above we may conclude that the optimal potentials for the functionals F(V) =
λ1(V) and F(V) = Ef (V) are given by
V =
(ˆ
D
|u|2p/(p+1) dx
)1/p
u−2/(p+1),
where u is the minimizer of the auxiliary variational problems (9.35) and (9.36) respec-
tively. We also note that, in this case
ˆ
D
u2(Ψ ′)−1(Λuu2) dx =
(ˆ
D
|u|2p/(p+1) dx
)(1+p)/p
and so the auxiliary variational problems (9.35)and (9.36) give rise to the nonlinear PDEs
− ∆u + C1(p, u)|u|−2/(p+1)u = λu u ∈ H10(D)
− ∆u + C1(p, u)|u|−2/(p+1)u = f u ∈ H10(D)
respectively, where the constant C(p, u) is given by
C(p, u) =
(ˆ
D
|u|2p/(p+1) dx
)1/p
.
Example 9.26. Consider the case Ψ(x) = e−αx with α > 0. Again, the same argument
we used above shows that the optimal potentials for the functionals F(V) = λ1(V) and
F(V) = Ef (V) are given by
V = 1α
(
log
(ˆ
D
u2 dx
)
− log
(
u2
))
,
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where u is the minimizer of the auxiliary variational problems (9.35) and (9.36) respec-
tively. We also note that, in this caseˆ
D
u2(Ψ ′)−1(Λuu2) dx = 1α
(ˆ
D
u2 dx
ˆ
D
log
(
u2
)
dx −
ˆ
D
u2 log
(
u2
)
dx
)
and so the auxiliary variational problems (9.35)and (9.36) give rise to the nonlinear PDEs
− ∆u + 1α
(
C2(u) + C3(u)
1
u2 − 2 log |u| − 1
)
u = λu u ∈ H10(D)
− ∆u + 1α
(
C2(u) + C3(u)
1
u2 − 2 log |u| − 1
)
u = f u ∈ H10(D)
respectively, where the constants C2(u) and C3(u) are given by
C2(u) = 2
ˆ
D
log |u| dx C3(u) =
ˆ
D
u2 dx.
The function Ψ(s) = e−αs in the constraint (9.30) can be used to simulate and approx-
imate a volume constraint in a shape optimization problem of the form
min
{
F(Ω) : Ω ⊂ D, |Ω| ≤ 1}
inwhich themain unknown is a domainΩ ⊂ D, or equivalently a potential of the form
V = ∞D\Ω, written as a capacitary measure. Taking the cost functional F(V) = Ef (V)
and replacing the constraint (9.30) by the addition of a Lagrange multiplier term, we
obtain the problem
min
{
Ef (V) + Λ
ˆ
D
e−αV dx : V ≥ 0
}
, (9.37)
where Λ is a Lagrange multiplier and the potential V now varies among the nonneg-
ative Borel measurable functions on D. As before, we note that the problem (9.37) is
equivalent to
min
{ˆ
D
(1
2 |∇u|
2 + 12Vu
2 − fu + Λe−αV
)
dx : u ∈ H10(D), V ≥ 0
}
. (9.38)
Fixing u ∈ H10(D) and minimizing with respect to V leads to the problem
min
{ˆ
D
Vu2 dx + Λ
ˆ
D
e−αV dx : V ≥ 0
}
,
whose solution V can be obtained through the relation
u2 − Λαe−αV = 0 on {V(x) > 0}.
We note that on the set where u2 ≥ Λα we necessarily have that V = 0. On the other
hand, if u2 < Λα, then by the optimality of V, we have that V > 0. Finally, the optimal
potential V can be identied in terms of u by
V(x) = 0 ∨
(
−1α log
u2
Λα
)
. (9.39)
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Replacing the expression above in (9.38), we obtain the auxiliary problem
min
u∈H10(D)
{
1
2
ˆ
D
|∇u|2 dx − 12α
ˆ
{u2<Λα}
u2 log
(
u2
Λα
)
dx
−
ˆ
D
fu dx + Λ|{u2 ≥ Λα}| + 1α
ˆ
{u2<Λα}
u2 dx
}
,
which can be equivalently written as
min
u∈H10(D)
{
1
2
ˆ
D
|∇u|2 dx − 12α
ˆ
{u2≤Λα}
u2 log
(
u2
Λα
)
dx
−
ˆ
D
fu dx + Λ|{u2 > Λα}| + 1α
ˆ
{u2≤Λα}
u2 dx
}
. (9.40)
Note that the function
hα(s) =

s2
2α
(
2 − log
( s2
Λα
))
if s2 ≤ Λα
Λ if s2 > Λα
is lower semicontinuous and nonnegative, which provides the necessary lower semi-
continuity and coercivity to apply the direct methods of the calculus of variations and
conclude that the auxiliary problem (9.40) has a solution uα ∈ H10(D). Moreover, on
the quasi-open set {u2 > Λα}, we have −∆u = f . Let us denote by Jα the cost functional
appearing in (9.40), that is
Jα(u) = 12
ˆ
D
|∇u|2 dx + 12α
ˆ
{u2≤Λα}
u2
[
2 − log
( u2
Λα
)]
dx + Λ|{u2 > Λα}|
= 12
ˆ
D
|∇u|2 dx +
ˆ
D
hα(u) dx.
As α → 0 the functions hα increase and converge to the function
h(s) =
{
Λ if s > 0
0 if s = 0
Then the functionals Jα Γ-converges in L2(D), as α → 0, to the functional
J(u) = 12
ˆ
D
|∇u|2 dx +
ˆ
D
h(u) dx = 12
ˆ
D
|∇u|2 dx + Λ|{u 6= 0}|.
By the properties of the Γ-convergence this implies the convergence of the solutions
uα of (9.40) and hence, thanks to the relation (9.39), of the optimal potentials Vα for
(9.37) to a limit potential of the form
V(x) =
{
+∞ if u(x) = 0
0 if u(x) 6= 0,
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where u is a solution to the limit problem
min
{
1
2
ˆ
D
|∇u|2 dx −
ˆ
D
fu dx + Λ|{u 6= 0}| : u ∈ H10(D)
}
.
This limit problem is indeed a shape optimization problemwritten in terms of the state
function u; several results on the regularity of the optimal domains are known (see for
instance [25], [187], [189], as well as Chapter 3 of the present book).
Acknowledgment: The work of Giuseppe Buttazzo has been supported by the Italian
Ministry of Research and University through the Project 2010A2TFX2 “Calcolo delle
Variazioni” and by the Gruppo Nazionale per l’Analisi Matematica, la Probabilitá e
le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM).
The work of Bozhidar Velichkov was supported by Université Grenoble Alpes through
the project AGIR VARIFORM.
Brought to you by | Universita di Pisa
Authenticated
Download Date | 11/13/18 9:35 AM
