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Abstract
We give a formal meaning to the symbol dXt and to Itô stochastic
differential equations at an instant in time. We interpret dXt as an
equivalence class on a subspace of continuous semimartingales. We
define a vector space structure on this set of equivalence classes and
deduce key properties consistent with classical Itô integration theory.
In particular, we link our notion of a differential with Itô integration
via a Stochastic Fundamental Theorem of Calculus.
Keywords— Itô integration; differentials in stochastic analysis; quadratic
variation; continuous semimartingales; cylindrical continuous martingales.
1 Introduction
Stochastic integral equations are usually abbreviated as dYt = ftdXt, where t
ranges over some continuous time index. But one has to keep in mind that this is
an abuse of notation as dXt is undefined and only the Itô (or Stratonovich) inte-
gral with respect to the process X has a rigorous interpretation. For a Brownian
motion W , dWt can be understood as white noise through the theory of gener-
alised functions [5] but there is no meaning for stochastic differentials of more
general processes. The purpose of this work is to provide a meaning to dXt, and
more generally to stochastic differential equations, at an instant in time. This
allows us to express many natural ideas more clearly. For example in finance
one can say that a portfolio is perfectly hedged at time t if and only if its value
process Πt satisfies dp(Π)t = 0. Similarly, invariants such as the absolute market
price of risk [3] can be defined at an instant in time.
On the one hand, any notion of stochastic differentials should generalise
the differential of deterministic functions. On the other hand, it should also
be consistent with some theory of stochastic integration. We give three valid
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definitions of a differential, which we denote dp(X)t, dE(X)t and da.s.(X)t, each
consistent with Itô integration. The difference comes from the types of converge
we consider each time: in probability, in mean and almost sure convergence
respectively. For the first two, we link the differential and the Itô integral via a
stochastic Fundamental Theorem of Calculus. For the third, we have an analogue
to the Lebesgue differentiation theorem. Other results are also proved: a local
version of Itô’s lemma and a locality result for differential equations. The latter
states that if a process has differential zero over a compact time interval then it is
just a constant in time. Of the three, dp(X)t is the most notion of the differential
that corresponds best to the standard shorthand.
While we do not contend the success of Itô and Stratonovich integration,
we do believe our notion is just as simple to grasp if not simpler as it has the
advantage that it is defined in one step for a certain subspace of continuous
semimartingales. In comparison, classical Itô integration requires to first define
the integral of simple functions and then take a limiting argument to define it
for a larger space of integrands.
We will introduce a binary relation X ∼t Y ⇐⇒ dp(X − Y )t = 0 which
will turn out to be an equivalence relation. Thus we interpret the space of Itô
stochastic differentials as the quotient space of continuous semimartingales with
TBP at t quotiented out by ∼t. Equipped with the operations of addition,
product and multiplication (or local scaling) by an Ft–measurable element, the
space of stochastic differentials will define an Ft–ring. Itô reaches the same result
in [15] but he defines the differential over compact time intervals by using the
definition of the integral, whereas we define the differential at an instant in time
and without the use of the integral framework.
We believe this is the first time a stochastic differential has been introduced.
There are however several notions of derivatives in stochastic analysis which we
will now review. The Malliavin calculus [20] is used to take derivatives of ran-
dom variables with respect to paths in the classical Wiener space and is used to
give an explicit form to the W–derivative of a random variable in the Martingale
Representation theorem. Likewise, Allouba and Fontes [1, 2] provide a theory of
path–wise derivatives of semimartingales with respect to Brownian motion. The
main result of their work is a stochastic version of the Fundamental Theorem
of Calculus however this is a derivative with respect to a Brownian motion and
not with respect to time. In the theory of rough paths, one removes the proba-
bility measure from stochastic integration by focusing instead on the regularity
properties of typical paths. The Gubinelli derivative [14] essentially allows one to
find a first order Taylor approximation of α-Hölder paths with respect to other
α-Hölder paths. This is close in spirit to what we have achieved, but different as
we work in the probabilistic setting. Functional Itô calculus is a theory developed
by Dupire [12], and later Cont and Fournié [9], that extends Itô calculus to func-
tionals of Itô processes. Functional Itô calculus introduces the Dupire horizontal
and vertical derivatives of functionals which respectively act as time and space
derivatives. It has links with Malliavin calculus and rough path theory [8, 10].
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Functionals of paths consider the whole history of paths and as such are not a
local notion which is why we do not consider them here.
The closest existing theory is Nelson’s [19] who introduces the mean forward
derivative of a process as the limit of the mean rate of change. This is not enough
to fully characterise the dynamics of the process and a second derivative related
to the volatility is defined. Nelson’s main result states that if both derivatives
exist at all times, then the original process is an Itô process generated by some
Brownian motion. In Section 4, we will use these notion to say that the differential
of a process is zero at a time if its mean forward derivative and its diffusion are
both zero at that time.
We will now give an outline of this paper. After some preliminary definitions
in Section 2, Section 3 introduces dp(X)t, the Itô stochastic differential using
convergence in probability, and the main results are stated. In particular we
show that any stochastic differential equation, in the classical sense of the term,
corresponds directly with the same SDE but written in the dp(·) formulation. In
Section 4 we introduce an alternative but weaker version of the differential using
convergence in mean. The relationships with dp(X)t are outlined and analogous
results to Section 3 are presented. In Section 5 we give our third definition of
the differential, da.s.(X)t using almost sure convergence and an analogue to the
Lebesgue differentiation theorem is proved.
2 Preliminaries
2.1 Asymptotic notation in probability
Just as in real differentiation, we will consider the limits of difference quotients
to define dXt. These limits will be taken in probability and we now introduce
some definitions relating asymptotic notation to convergence in probability.
Definition 2.1. Let {Xn}n∈N be a sequence of random variables. We shall write
Xn = op(1) if {Xn}n∈N converges to 0 in probability. If {an}n∈N is a sequence
of real constants, we will write Xn = op(an)⇐⇒ Xnan = op(1).
Let (Yt)t∈[0,T ] be a stochastic process in continuous time. If for all sequences
of reals {δn}n∈N stricly descending to 0, written δn ↘ 0, we have Yδn = op(δn)
then we will write that Yh = op(h).
Definition 2.2 (Stochastic boundedness). We will say that {Xn}n∈N is bounded
in probability (or uniformly tight) if ∀ > 0, ∃K > 0 and ∃N ∈ N such that
P
(|Xn| > K) < , ∀n ≥ N.
If this is the case, we will write Xn = Op(1). If {an}n∈N is a sequence of real
constants, we will write Xn = Op(an) ⇐⇒ Xnan = Op(1).
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Let (Yt)t∈[0,T ] be a stochastic process in continuous time. If Yδn = Op(δn)
for all δn ↘ 0, then we will write that Yh = Op(h).
Next we state some asymptotic properties of sequences of random variables.
These results can be found in [6] and [16].
Lemma 2.3. op(·) and Op(·) obey the same properties as do o(·) and O(·). For
sequences of reals {an} and {bn},
1. op(1) + op(1) = op(1),
2. op(1) +Op(1) = Op(1),
3. op(an)op(bn) = op(anbn),
4. op(an)Op(bn) = op(anbn),
5. Op(an)Op(bn) = Op(anbn).
The topology defined by convergence in probability is metrisable using the
Ky Fan metric so we can give an equivalent characterisation ofXt+h−Xt = op(h).
For a random variable Z, define
‖Z‖KF := inf
{
 > 0 : P
(|Z| > ) ≤ }.
Then
Xt+h −Xt = op(h) ⇐⇒ lim
h→0+
∥∥∥∥∥Xt+h −Xth
∥∥∥∥∥
KF
= 0.
The following simple facts will be used throughout proofs of our main results
so we state it here to avoid repeating ourselves.
Lemma 2.4. Any Rd valued random variable is bounded in probability. That is,
if Z : Ω→ Rd is a random variable, then Z = Op(1).
Lemma 2.5. If H : [0, T ]×Ω→ Rd is a stochastic process with sample paths that
are continuous with probability 1 at t ∈ [0, T ], then sups∈(t,t+h)‖Hs−Ht‖ = op(1)
and sups∈(t,t+h)‖Hs‖ = Op(1).
Proof. By hypothesis we have
P
({
ω ∈ Ω : lim
s→t‖Hs(ω)−Ht(ω)‖ = 0
})
= 1.
This implies that sups∈(t,t+δn) ‖Hs − Ht‖ converges to 0 on almost all sample
paths as n→∞. As almost sure convergence implies convergence in probability,
sup
s∈(t,t+δn)
‖Hs −Ht‖ = op(1).
Then, since Ht = Op(1),
sup
s∈(t,t+δn)
‖Hs‖ ≤ sup
s∈(t,t+δn)
‖Hs −Ht‖+ ‖Ht‖ = op(1) +Op(1) = Op(1).
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2.2 Total variation and quadratic variation
Definition 2.6 (Total variation). Let A be a Rn–valued stochastic process. A
is said to have bounded variation over [0, T ] if almost every path has bounded
variation over [0, T ]. i.e.
sup
N−1∑
i=0
‖Ati+1(ω)−Ati(ω)‖2 <∞,
for almost all ω ∈ Ω, where the supremum runs over all finite deterministic
partitions pi : {0 = t0 < t1 < · · · < tN = T} and ‖·‖2 is the Euclidian norm
on Rn. This supremum is denoted by TV
(
A(ω)
)
T
. If A is a bounded variation
process over [0, T ], its total variation is given by TV (A) : [0, T ] × Ω 3 (t, ω) 7→
TV
(
A(ω)
)
t
∈ R. If 0 ≤ t ≤ s ≤ T , we will sometimes write TV (A)[t,s] :=
TV (A)s − TV (A)t to denote the total variation of A over [t, s].
Definition 2.7 (Quadratic variation). Let X be a Rn–valued stochastic process.
The quadratic variation of X over [0, T ] is given by
[X]T := lim
mesh(pi)0
N−1∑
i=0
‖Xti+1 −Xti‖22,
where the limit is taken in the convergence in probability sense and ranges over
finite partition pi of [0, T ]. If 0 ≤ t ≤ s ≤ T , we will sometimes write [X][t,s] :=
[X]s − [X]t to denote the quadratic variation of X over [t, s].
3 Itô stochastic differentials using convergence
in probability
3.1 Motivation: visualisation of a differential for dif-
fusion processes
Ordinary differential equations may be written as integral equations, but the
differential form is often more intuitively appealing as one can easily visualise a
tangent vector. To visualise the differential of a process, consider
Xt = W
2
t − t+ t2, (1)
which satisfies
dXt = 2WtdWt + 2tdt.
Since the coefficients of dWt and of dt vanish at time 0, we expect the differential
dXt to vanish at time 0.
In Figure 1(a) we plot a sample path (jagged blue), the mean (black) and
a fan diagram (dotted green) showing the 5th and 95th percentiles of (1). As a
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contrast, we plot similar features for the process Wt in Figure 1(b) and for W 2t
in Figure 1(c) which should not have a differential zero.
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Figure 1: Sample path, mean process, and 5th and 95th percentiles of three
processes
The percentile curves are not tangent to the y–axis unlike the corresponding
curves in Figure 1(b); this shows that the martingale part of Xt is in some sense
small. The mean curve is tangent to the x–axis unlike the corresponding curve
in Figure 1(c); this shows that the finite variation part of Xt is also in some sense
small. By Theorem 3 in [4], these features ensure the coefficients of dWt and dt
vanish at time 0.
Our aim is to develop a definition of a differential which can apply to more
general processes than diffusion processes, but still admits this visual interpreta-
tion when applied to the latter. This will require us to precisely define what we
mean by ‘in some sense small’.
We note the clear time asymmetry: having a differential of 0 indicates that
the change in Xt is small for small positive t, but says nothing about negative
values of t. In summary, the part of a fan diagram for the process in the direction
of increasing time allows us to visually identify the differential.
3.2 Tangents bounded in probability
Definition 3.1 (Tangents bounded in probability). Let X be a continuous semi-
martingale over [0, T ] which decomposes as X = X0 +A+M where A is a con-
tinuous finite variation processes and M is a continuous local martingale, both
starting at zero. We will say that X is a semimartingale with tangents bounded
in probability (TBP) if, for all t ∈ [0, T ],
TV (A)[t,t+h] = Op(h), and [M ][t,t+h] = Op(h).
We will write STBP([0, T ]) for the subset of all semimartingales on [0, T ]
with tangents bounded in probability.
6
Lemma 3.2. STBP([0, T ]) is a vector subspace of the space of continuous semi-
martingales on [0, T ].
Proof. Let X,Y ∈ STBP([0, T ]) and with decompositions X = X0 + A + M
and Y = Y0 + B + N . If α ∈ R, it is easy to check that αX ∈ STBP
(
[0, T ]
)
.
X + Y = (X0 + Y0) + (A+B) + (M +N) as a sum of finite process and a local
martingale. Let  > 0 and consider some δn ↘ 0. By stochastic boundedness of
A and B, we can find a K large enough such that
min
{
sup
n∈N
P
(
TV (A)[t,t+δn] >
Kδn
2
)
, sup
n∈N
P
(
TV (B)[t,t+δn] >
Kδn
2
)}
<

2
.
Using Lemma A.1, we deduce that supn∈NP
(
TV (A+B)[t,t+δn]
δn
> K
)
< . We
chose arbitrary  > 0 and δn ↘ 0 so TV (A + B)[t,t+h] = Op(h). Using Lemma
A.2 and a similar idea as above, we also deduce that [M +N ][t,t+h] = Op(h).
All Itô processes with well-behaved coefficients also have tangents bounded
in probability.
Lemma 3.3. All continuous Itô processes of the form
Xt = X0 +
∫ t
0
µsds+
∫ t
0
σsdWs, t ∈ [0, T ],
where µ and σ2 are either continuous with probability 1 or L1–continuous at each
t ∈ [0, T ], belong to STBP([0, T ]).
Proof. Let δn ↘ 0. Suppose first that the processes t 7→ µt and t 7→ σ2t
are L1–continuous. By the triangle inequality, we can check that this implies
lim
s→tE
[‖µs‖] = E[‖µt‖]. Hence, we can find a K > 0 and some N ∈ N large
enough such that
sup
s∈(t,t+δn)
E
[‖µs‖] < K.
By the definition of A, we have that, for all n ≥ N ,
E
[
TV (A)[t,t+δn]
] ≤ E[ ∫ t+δn
t
‖µs‖ds
]
=
∫ t+δn
t
E
[‖µs‖]ds
≤ sup
s∈(t,t+δN )
E
[‖µs‖] · δn
≤ Kδn.
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Markov’s inequality then implies that for any  > 0
sup
n≥N
P
(
TV (A)[t,t+δn]
δn
≥ K

)
≤
E
[
TV (A)[t,t+δn]
δn
]
K/
≤ .
Hence TV (A)[t,t+h] = Op(h). To show that [M ][t,t+h] = Op(h), we proceed
similarly but also use Itô’s isometry and the fact that E
[
M2t
]
= E
[
[M ]t
]
for a
martingale.
By Lemma 2.5, sups∈(t,t+δn)‖µs‖ = Op(1). Hence,
TV (A)[t,t+δn] ≤
∫ t+δn
t
‖µs‖ds ≤ sup
s∈(t,t+δn)
‖µs‖ · δn = Op(δn).
So we see that TV (A)[t,t+h] = Op(h). Similarly, we can check that [M ][t,t+h] =
Op(h). This was for any t ∈ [0, T ] so (Xt)t∈[0,T ] ∈ STBP
(
[0, T ]
)
.
Compound Poisson processes with jumps that have finite second moments
have tangents bounded in probability at all times.
Lemma 3.4. Let Yt be a compound Poisson process with jump rate λ > 0 and
jump size distribution G. That is Yt =
∑Nt
i=1Di where (Nt)t≥0 is a counting of a
Poisson process with rate λ, and {Di}i∈N are i.i.d. random variables with distri-
bution function G and are also independent of (Nt)t≥0. Assume that E[D21] <∞.
Then (Yt)t≥0 has tangents bounded in probability at each t ≥ 0.
Proof. Recall that the compensated compound Poisson process
Mt = Yt − E[Yt] = Yt − t · λE[D1]
is a martingale. Thus the semimartingale decomposition of Yt is
Yt = t · λE[D1]︸ ︷︷ ︸
At
+Yt − t · λE[D1]︸ ︷︷ ︸
Mt
.
We have that TV (A)[t,t+h] = λ|E[D1]| · h = Op(h) as λ|E[D1]| < ∞. Also, we
have that [M ][0,t] =
∑
s≤t
(
∆Ys
)2
=
∑Nt
i=1D
2
i . Hence,
E
[
[M ][t,t+δn]
]
= E
[Nt+δn∑
i=i
D2i
]
− E
[ Nt∑
i=i
D2i
]
= E
[
Nt+δn
] · E[D21]− E[Nt] · E[D21]
= λδn · E
[
D21
]
,
using Wald’s equation to obtain the second line. Hence, for each  > 0, we can
pick K >
λ·E
[
D21
]
 , and we obtain that supn∈NP
(
[M ][t,t+δn]
δn
> K
)
<  using
Markov’s inequality. This implies that [M ][t,t+h] = Op(h).
8
3.3 The zero differential
We introduce our central definition which gives a meaning to a stochastic process
to have differential zero at an instant in time.
Definition 3.5 (Differential zero). Let X be a continuous semimartingale with
decomposition X = X0 +A+M . Then, we will say that X has differential zero
at t, and write X ∼t 0, if and only if
TV (A)[t,t+h] = op(h) and [X][t,t+h] = op(h).
Note that if a continuous semimartingale X has differential zero at t then
it has tangents bounded in probability at t. This follows from the fact that
convergence in probability implies boundedness in probability. Also, if a differ-
entiable deterministic function f has f ∼t 0 if and only if f ′(t) = 0. Indeed,
the total variation of f over [t, t + h] is given by TV (f)[t,t+h] =
∫ t+h
t |f ′(s)|ds.
But lim
h→0+
1
h
∫ t+h
t |f ′(s)|ds = |f ′(t)| by the Fundamental Theorem of Calculus. So
f ∼t 0 ⇒ f ′(t) = 0. The converse is similar and we see that our notion of a
differential is indeed a generalisation of the derivative in ordinary calculus.
3.4 Stochastic differentials as equivalence relations
We will say that two continuous semimartingales with TBP over [0, T ] have the
same differential at an instant in time t if their difference process has differential
zero at t. This in fact defines an equivalence relation.
Definition 3.6. Let X,Y ∈ STBP([0, T ]). We will write that X ∼t Y ⇐⇒
(X − Y ) ∼t 0.
Remark 3.7. Again, in ordinary calculus this would imply that |(f − g)′(t)| = 0
from which we deduce that f ′(t) = g′(t).
Lemma 3.8. ∼t defines an equivalence relation on STBP
(
[0, T ]
)
.
Proof. Symmetry and reflexivity are clear. Let X, Y and Z ∈ STBP([0, T ]).
Suppose X ∼t Y and Y ∼t Z, which by definition means (X − Y ) ∼t 0 and
(Y − Z) ∼t 0. Using Lemmas 2.3, A.1 and A.2, we deduce that (X − Z) =
(X − Y ) + (Y − Z) ∼t 0 which by definition means X ∼t Z.
3.5 The space of Itô stochastic differentials
Denote the subset of processes with tangents bounded in probability at t by
STBPt . Using the same proofs as in the previous sections, this is a subspace
of continuous semimartingales and ∼t is an equivalence relation on STBPt . We
quotient out this space by ∼t to define our notion of Itô differentials.
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Definition 3.9 (Space of Itô stochastic differentials). Let the space of Itô stochas-
tic differentials at t be
Dt := STBPt /∼t,
and denote its elements by
dp(X)t :=
{
Y ∈ STBPt : X − Y ∼t 0
}
.
We define operations on this space consistent with the ones that the usual
differential dXt obeys and similar to those considered by Itô in [15]. However
note that Itô considered differentials as random valued functions of time intervals
and not of time instants as we do. That is the important difference that makes
our notion local.
Definition 3.10. Let dp(X)t, dp(Y )t ∈ Dt and Ht be an Ft-measurable random
variable. We define the operations
1. Addition (A)
dp(X)t ⊕ dp(Y )t := dp(X + Y )t,
2. Product (P)
dp(X)t · dp(Y )t := dp
(〈X,Y 〉)
t
,
3. Multiplication by Ft-measurable (M)
Ht · dp(X)t := dp(HtX)t,
In actual fact, we can think of (A) just as the usual sum of sets.
Lemma 3.11. For any dp(X)t, dp(Y )t ∈ Dt, dp(X)t + dp(Y )t = dp(X + Y )t.
Proof. Let X˜ ∈ dp(X)t and Y˜ ∈ dp(Y )t. By definition, this means (X − X˜) ∼t 0
and (Y − Y˜ ) ∼t 0. By the proof of Lemma 3.8, we deduce that
(
(X +Y )− (X˜ +
Y˜ )
) ∼t 0. That is X˜ + Y˜ ∈ dp(X + Y )t and we have shown dp(X) + dp(Y )t ⊆
dp(X + Y )t. For the reverse inclusion, we will prove that dp(X)t + dp(Y )t is
an equivalence class which will suffice as if an equivalence class is contained in
another, they must be one and the same. Let Z˜ and Zˆ be arbitrary elements in
dp(X)t + d
p(Y )t. Then there exist X˜, Xˆ ∈ dp(X)t, and Y˜ , Yˆ ∈ dp(Y )t such that
Z˜ = X˜ + Y˜ and Zˆ = Xˆ + Yˆ . Then (Z˜ − Zˆ) = (X˜ − Xˆ) + (Y˜ − Yˆ ) ∼t 0 which
concludes the proof.
Later we shall show that Dt equipped with the operations (A), (P) and (M)
is a commutative Ft–ring but first we need some more results we state in the
following sections. We have written some proofs in the appendix to keep the
main section clear.
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3.6 Itô stochastic differential equations
Just as in real calculus, we expect a process that has differential zero at all time
points on an interval to be constant in time.
Lemma 3.12 (Uniqueness of solutions). If dp(X)t = 0 for all t ∈ [0, T ], then
Xt = X0,∀t ∈ [0, T ].
Proof. Split Xt as Xt = At + Mt as before. Then TV (A)[t,t+h] = op(h) for all
t ∈ [0, T ]. In particular, this implies that n · TV (A)[t,t+ 1
n
] converges to zero in
probability. So for each t ∈ [0, T ], there exists a subsequence
nk(t) · TV (A)[t,t+ 1
nk(t)
](ω)
which converges to 0 as k → ∞, for a.a. ω ∈ Ω . That is, for almost all ω ∈ Ω
and for each  > 0, there exists a large enough K = K(ω, , t) ∈ N such that
nk(t) · TV (A)[t,t+ 1
nk(t)
](ω) <

3T
, (2)
for all k ≥ K(ω, , t). For arbitrarily small δ > 0, we have⋃
t∈[0,T ]
(
t, t+ n−1K(ω,,t)(t)
) ⊇ [δ, T ].
By the Heine-Borel theorem, a finite number of such open intervals cover [δ, T ],
call them
{
(ti, si)
}m
i=0
where t0 < δ and sN > T . Without loss of generality, we
can assume that none of these open interval is a subinterval of any other (or else
we simply remove them). Then,
∑m
i=0(si − ti) < 3T . Hence, by (2),
TV
(
A(ω)
)
[δ,T ]
≤
m∑
i=0
TV
(
A(ω)
)
[ti,si]
<

3T
m∑
i=0
(si − ti) < .
The choice of  > 0 was arbitrary and independent of δ so TV
(
A(ω)
)
[δ,T ]
=
0. By sample continuity, total variation of each path is also continuous so
TV
(
A(ω)
)
[0,T ]
= 0. This is true for almost all ω ∈ Ω so that TV (A)[0,T ] = 0.
We conclude that At = 0 almost surely, for all t ∈ [0, T ]. In a similar way we can
show that [M ][0,T ] = 0 almost surely. By Lemma A.3, this implies that Mt = 0
for all t ∈ [0, T ] which completes the proof.
Next we prove that our differential is an inverse to Itô integration via a
stochastic version of the Fundamental Theorem of Calculus from real analysis.
Theorem 3.13 (Stochastic Fundamental Theorem of Calculus). Let H be an
adapted, sample continuous process and X ∈ STBP([0, T ]). Then, ( ∫ t0 HsdXs :
t ∈ [0, T ]) ∈ STBP([0, T ]) and
dp
(∫ ·
0
HsdXs
)
t
= Ht · dp(X)t, t ∈ [0, T ].
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Proof. WriteXt = At+Mt as usual. Pick δn ↘ 0 and let Ys =
∫ s
0 HudXu−HtXs,
for s ≥ t. Then Ys = Yt + Y 1s + Y 2s where Y 1s =
∫ s
t (Hu − Ht)dAu and Y 2s =∫ s
t (Hu −Ht)dMu. Then,
TV (Y 1)[t,t+δn] ≤
∫ t+δn
t
‖Hu −Ht‖ · d
(
TV (A)
)
u
= op(1)Op(δn) = op(δn),
where we used the sample continuity ofH and Lemmas 2.3 and 2.5. So TV (Y 1)[t,t+h] =
op(h). Proving [Y 2][t,t+h] = op(h) is similar by using that [Y 2][t,t+h] =
∫ t+h
t (Hu−
Ht)
2d[M ]u. Hence
∫ t
0 HudXu ∼t HtXu and by definition this gives the result.
The following result shows that we may use dp(X)t instead of dXt and vice
versa.
Theorem 3.14. The following are equivalent for any continuous semimartingale
in S([0, T ]):
1. The process {Yt}t∈[0,T ] satisfies the stochastic integral equation{
dYt = f(t,Xt)dXt, for t ∈ [0, T ];
Y0 = y.
2. The process {Yt}t∈[0,T ] satisfies the Itô stochastic differential equation{
dp(Y )t = f(t,Xt) · dp(X)t, for t ∈ [0, T ];
Y0 = y.
Proof. We will show (2)⇒ (1) first. By transitivity of dp(·)t and the Fundamen-
tal Theorem of Stochastic Calculus, get that
dp
(
Y −
∫ ·
0
f(s,Xs)dXs
)
t
= 0, ∀t ∈ [0, T ].
By Lemma 3.12, we deduce that
Yt −
∫ t
0
f(s,Xs)dXs = Y0 = y, ∀t ∈ [0, T ].
Hence Y satisfies (1). The reverse implication is similar. If Y satisfies the above,
then it is clear we have
dp
(
Y −
∫ ·
0
f(s,Xs)dXs
)
t
= 0, ∀t ∈ [0, T ].
By transitivity and the Fundamental Theorem of Stochastic Calculus, we find
that
dp(Y )t = d
p
(∫ ·
0
f(s,Xs)dXs
)
t
= f(t,Xt) · dp(X)t, ∀t ∈ [0, T ],
which completes the proof.
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Corollary 3.15 (Existence and uniqueness of solutions of Itô stochastic differ-
ential equations). Let W be a Brownian motion on a filtered probability space
(Ω,A, {Ft},P). Suppose µ(t,Xt), σ(t,Xt) are measurable functions which satisfy
linear growth and Lipschitz conditions and let x be a random variable with finite
second moment. Then, the Itô stochastic differential equation{
dp(X)t = µ(t,Xt) · dp
(〈W 〉)
t
+ σ(t,Xt) · dp(W )t, for all t ∈ [0, T ];
X0 = x,
has as a P-almost surely unique sample continuous solution.
Proof. This follows from the result above and the usual Theorem on existence
and uniqueness of solutions of stochastic integral equations, see [21] for one of
the many references.
Just like the space of continuous semimartingales is stable under applying
smooth functions, so is STBP
(
[0, T ]
)
. Furthermore, the differential of smooth
functions are related via a differential version of Itô’s lemma. We provide a proof
of this result for the case f(x) = x2 without the use of Itô integration theory in
the appendix.
Theorem 3.16 (Itô’s formula for differentials). Let f : Rd → R have continuous
second order partial derivatives. Then f(X) ∈ STBP([0, T ]) and
dp
(
f(X)
)
t
=
d∑
i=1
∂f
∂xi
(Xt) · dp(X)t + 1
2
∑
1≤i,j≤d
∂2f
∂xi∂xj
(Xt) · dp
(
[Xi, Xj ]
)
t
.
Proof. The result follows from the classical Itô formula [22] and Theorem 3.14.
Corollary 3.17 (Itô product rule). Let X and Y be R–valued processes in
STBP([0, T ]), then XY ∈ STBP([0, T ]) and
dp(XY )t = Xt · dp(Y )t + Yt · dp(X)t + dp
(〈X,Y 〉)
t
, ∀t ∈ [0, T ].
Proof. Use f(x, y) = xy in Theorem 3.16.
Corollary 3.18. For any X and Y ∈ STBP([0, T ]),
dp(X)t · dp(Y )t = dp(XY )t −Xt · dp(Y )t − Yt · dp(X)t.
Definition 3.19. Define the following subspaces of Dt:
DAt :=
{
dp(A)t ∈ Dt : A is a continuous finite variation process
}
, and
DMt :=
{
dp(M)t ∈ Dt : M is a continuous local martingale
}
.
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Corollary 3.20. The space Dt equipped with the operations (A), (P) and (M)
is a commutative Ft–ring. DAt is a subring of Dt, and DMt is a submodule of the
Ft–module Dt with (A) and (M). Furthermore,
Dt ·Dt ⊂ DAt , DAt ·Dt = 0, and Dt ·Dt ·Dt = 0.
While convergence in probability has provided this present theory of stochas-
tic differentials which is consistent with Itô integration in quite some generality,
we also tried other approaches with varying levels of success. Despite the fact
that our current definitions are more general, the two notions of dXt give alter-
native ways to interpret the derivative zero of a process. The difference comes
from that we will now take the limit of difference quotients in another sense, first
in expectation and then almost surely.
4 Itô stochastic differentials using convergence
in mean
This is close in spirit to the work of Nelson in [19]. We borrow the definitions
of mean forward derivative and use it to define the zero differential. We can
only prove a Fundamental Theorem of Calculus is possible for uniformly bounded
integrands. A Lebesgue differentiation theorem is possible for general integrands.
Unfortunately, no version of Itô’s lemma can hold for processes that do not have
all moments defined. Indeed, our definition of the differential will rely on the
existence of the first two moments of the stochastic process. Suppose Xt has
only its first N moments defined, then there is no hope of formulating Itô’s
lemma for the function f(x) = xN+1.
Definition 4.1. Let Xt be a sample continuous process which has finite second
moments. Define
µ(X)t := lim
h→0+
1
h
E
[
Xt+h −Xt
∣∣Ft]
and
σσ>(X)t := lim
h→0+
1
h
E
[
(Xt+h −Xt − hµ(X)t)(Xt+h −Xt − hµ(X)t)>
∣∣Ft],
when those limits exist in L1 and the mappings t 7→ µ(X)t and t 7→ σσ>(X)t are
L1–continuous. µ(X)t is known as the mean forward derivative.
Using Theorem 11.9 from [19], we will from now on consider Xt to be an
Itô process of the form Xt = X0 +
∫ t
0 µsds +
∫ t
0 σsdWs for all t ∈ [0, T ] where
t 7→ µt and t 7→ σ2t are L1–continuous. Furthermore, assume σ2t is invertible for
a.e. t ≥ 0. Note that in this case, µ(X)t = µt and σσ>(X)t = σtσ>t .
Definition 4.2. dE(X)t = 0 if and only if µ(X)t = 0 and σσ>(X)t = 0.
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Lemma 4.3. dE(M)t = 0 ⇒ dp(M)t = 0 for any continuous true martingale
M .
Proof. We have E
[
(Mt+h −Mt)(Mt+h −Mt)>
]
= E
[
[M ][t,t+h]
]
. By the Markov
inequality, this implies [M ][t,t+h] = op(h).
Remark 4.4. The same is not true of the finite variation part. Indeed, if At = ±t
with probability 1/2, then limh→0+ 1hE0[At+h−At] = 0 but TV (A)[0,h] = h 6= o(h).
Theorem 4.5 (Uniqueness of solutions). If dE(X)t = 0 for each t ∈ [0, T ], then
Xt = X0 for each t ∈ [0, T ].
Proof. Let M and A be the local martingale and finite variation parts of X
respectively. First, we will show that A = 0 a.s. Pick s ∈ [0, T ]. By hypothesis,
we have that
∀ > 0, ∃δ > 0 s.t. ∀0 < h < δ, ∥∥E[Xs+h −Xs∣∣Fs]∥∥L1 ≤ h (3)
Fix [t, s] ⊆ [0, T ]. Using a similar covering as in the proof of Lemma 3.12,
we can find a finite number of sub–intervals {(ti, si)}mi=1 which cover [s, t] such
that none of them is contained in another and (3) is satisfied (δi = si − ti for
each i = 1, . . . ,m). Using the triangle inequality for the L1-norm and the tower
property of expectation, find that∥∥E[Xt −Xs∣∣Fs]∥∥L1 ≤ m−1∑
j=0
∥∥E[Xsj+1 −Xsj ∣∣Fs]∥∥L1
≤
m−1∑
j=0
∥∥∥E[E[Xsj+1 −Xsj |Fsj ]∣∣Fs]∥∥∥
L1
≤
m−1∑
j=0
∥∥E[Xsj+1 −Xsj ∣∣Fsj ]∥∥L1
≤ 
m−1∑
j=0
(sj+1 − sj)
= (t− s)
As (t − s) is fixed and  can be chosen arbitrarily small, we conclude that
‖Es[Xt −Xs]‖L1 = 0 which implies that Es[Xt] = Xs. In other words, X is
a true martingale and by Lemmas 3.12 and 4.3 we are done.
Theorem 4.6 (Stochastic Fundamental Theorem of Calculus). Let X be an Itô
process of the form Xt = X0 +
∫ t
0 µsds+
∫ t
0 σsdWs for all t ∈ [0, T ] where t 7→ µt
and t 7→ σ2t are L1–continuous. Then, for any sample continuous, uniformly
bounded and adapted process H, we have
dE
(∫ ·
0
HsdXs
)
t
= Ht · dE(X)t,
for all t ∈ [0, T ].
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Proof. For s ≥ t, set Ys :=
∫ s
0 HudXu − HtXs =
∫ s
0 (Hu − Ht)dXu. As H is
uniformly bounded, we know that the drift and diffusion of Y are L1–continuous
in t. Hence, µ(Y )t = (Ht−Ht)µt = 0 and σσ>(Y )t = (Ht−Ht)σtσ>t (Ht−Ht)> =
0.
5 Itô stochastic differentials using almost sure
convergence
Definition 5.1. Let X be a continuous semimartingale such that there exist
progressively measurable processes µ and σ with A =
∫ ·
0 µsds and [M ] =
∫ ·
0 σ
2
sds,
dt⊗ dP–almost surely. We will write da.s.(X)t = 0 if and only if
lim
h→0+
1
h
∫ t+h
t
‖µs‖ds = 0 and lim
h→0+
1
h
∫ t+h
t
σsσ
>
s ds = 0,
where the limit is taken in the P–almost sure sense.
Lemma 5.2. Let X be a continuous semimartingale as in Definition 5.1. Then
da.s.(X)t = 0⇒ dp(X)t = 0.
Proof. Since almost sure convergence implies convergence in probability we have
that TV (A)[t,t+h] ≤
∫ t
t ‖µs‖ds = op(h). Similarly, [M ][t,t+h] ≤
∫ t+h
t σsσ
>
s ds =
op(h).
Corollary 5.3. Let X be a continuous semimartingale of the above type. If
da.s.(X)t = 0 for each t ∈ [0, T ], then X = X0 dt⊗ dP–almost surely.
Proof. The result follows Lemma 3.12.
While we do not prove a Fundamental Theorem of Calculus, instead we get
an analogue to the Lebesgue differentiation theorem,
Lemma 5.4. Let X be of the form above. For a sample continuous, adapted
process H, we have that, for almost all ω ∈ Ω,
da.s.
(∫ ·
0
Hs(ω)dXs(ω)
)
t
= Ht(ω) · da.s.
(
X(ω)
)
t
,
for almost all t ∈ [0, T ].
Proof. This follows from the Lebesgue differentiation theorem applied path–wise.
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A Stochastic calculus
Lemma A.1. Let A and B be two continuous finite variation processes. Then,
for any t ≥ 0 and h > 0, we have
TV (A+B)[t,t+h] ≤ TV (A)[t,t+h] + TV (B)[t,t+h].
Proof. Let pi be some finite partition {t = t0 < t1 < · · · < tm = t+h} of [t, t+h].
By the triangle inequality,
∑m−1
i=0
∥∥(A + B)ti+1 − (A + B)ti∥∥ ≤ ∑m−1i=0 ∥∥Ati+1 −
Ati
∥∥ +∑m−1i=0 ∥∥Bti+1 − Bti∥∥. Taking the supremum over all finite partitions of
[t, t+ h] gives the result.
Lemma A.2. Let X and Y be two continuous semimartingales. Then, for any
t ≥ 0 and h > 0, we have
[X + Y ][t,t+h] ≤ 2 · [X][t,t+h] + 2 · [Y ][t,t+h]
Proof. If suffices to consider the situation when X = M and Y = N are both
continuous local martingales as their finite variation parts do not influence their
brackets. Quadratic variation is an increasing process so [M − N ][t,t+h] ≥ 0.
Expanding using the polarisation identity gives
2[M,N ][t,t+h] ≤ [M ][t,t+h] + [N ][t,t+h]
⇔ [M +N ][t,t+h] ≤ 2 · [M ][t,t+h] + 2 · [N ][t,t+h].
Lemma A.3. Let X be a continuous local martingale. We have, almost surely,
for every 0 ≤ a < b,
Mt = Ma, ∀t ∈ [a, b]⇐⇒ [M ][a,b] = 0.
Proof. See [18] for instance.
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