We use Stein's method to obtain a bound on the distance between scaled p-dimensional random walks and a p-dimensional (correlated) Brownian Motion. We consider dependence schemes including those in which the summands in scaled sums are weakly dependent and their p components are strongly correlated. We also find a bound on the rate of convergence of scaled U-statistics to Brownian Motion, representing an example of a sum of strongly dependent terms. Furthermore, we consider an rregular dependency graph with independent compensated Poisson processes assigned to its edges. We calculate the distance between the p-dimensional vector of sums of those processes attached to p vertices and a p-dimensional standard Brownian Motion.
Introduction
In [Ste72] it is observed that a random variable Z has standard normal law if and only if Zf (Z) = f ′ (Z) for all smooth functions f . Therefore, if, for a random variable W with mean 0 and variance 1, f ′ (W ) − W f (W ) is close to zero for a large class of functions f , then the law of W should be approximately Gaussian. This leads to a method of bounding the speed of convergence to the normal distribution. Instead of evaluating | h(W ) − h(Z)| directly for a given function h, one can first find an f = f h solving the following Stein equation:
and then find a bound on | f ′ (W ) − W f (W )|. This approach, called Stein's method, often turns out to be surprisingly easy and has also proved to be useful for approximations by distributions other than normal.
The aim of Stein's method is to find a bound of the quantity | νn h − µ h|, where µ is the target (known) distribution, ν n is the approximating law and h is chosen from a suitable class of real-valued test functions H. The procedure can be described in terms of three steps. First, an operator A acting on a class of real-valued functions is sought, such that (∀f ∈ Domain(A)
ν Af = 0) ⇐⇒ ν = µ, where µ is our target distribution. Then, for a given function h ∈ H, the Stein equation
is solved. Finally, using properties of the solution and various mathematical tools (among which the most popular are Taylor's expansions in the continuous case, Malliavin calculus, as described in [NP12] , and coupling methods), an explicit bound is sought for the quantity | νn Af h |. An accessible account of the method can be found, for example, in the surveys [LRS17] and [Ros11] as well as the books [BHJ92] and [CGS11] , which treat the cases of Poisson and normal approximation, respectively, in detail. [Swa16] is a database of information and publications connected to Stein's method.
Approximations by laws of diffusion processes have not been covered in the Stein's method literature very widely, with the notable exceptions of [Bar90] , [BJ09] , [CD13] and recently [Kas17] . The last one of those uses Stein's method to calculate the distance between a time change of a scaled random walk or a compensated Poisson process and a time change of Brownian Motion. It then uses this idea to establish a bound on the distance between a continuous-time Markov chain, whose jump sizes belong to a finite set and a diffusion process, upon noting that its diffusive part may be represented as a time-changed Brownian Motion.
In this paper, in a similar manner to [Kas17] , we will focus on the ideas taken from [Bar90] , which provides bounds on the Brownian Motion approximation of a one-dimensional scaled random walk and some other one-dimensional processes including scaled sums of locally dependent random variables and examples from combinatorics. In the sequel, we show that the approach presented in [Bar90] (and applied to a combinatorial example in [BJ09] ) can be extended to approximations by a multidimensional Brownian Motion of scaled sums under dependence schemes put on the summands.
In Theorem 3.1 we look at a scaled sum of random vectors in Ê p for some p ∈ AE with a given covariance matrix and a given correlation structure between the summands, and obtain a novel bound on its distance to a p-dimensional correlated Brownian Motion. Proposition 3.9 treats similar cases. It looks at a scenario similar to Theorem 3.1, yet considers a scaled sum of independent random vectors. By adding more assumptions to Theorem 3.1, in Proposition 3.9 we are able to obtain novel bounds for a larger class of test functions.
Theorem 3.3 treats the functional central limit theorem for bivariate nondegenerate U-statistics, described, for instance, in [Jan97, Chapter XI] and gives a bound on the speed of the distributional convergence, which, to our best knowledge, is novel. U-statistics are central objects in the field of Mathematical Statistics, as described in [KJ88] and many commonly used statistics can be expressed in terms of certain U-statistics or approximated by those. They also appear in decompositions of more general statistics into sums of terms of simpler form (see, e.g. [Ser80, Chapter 6] or [RV80] and [Vit84] and play an important role in the study of random fields (see, e.g. [Chr87, Chapter 4] ). The appealing properties of non-degenerate U-statistics include their asymptotic behaviour, which can be described by a Strong Law of Large Numbers ([Hoe61]), a central limit theorem ([Hoe48] ) or the aforementioned functional central limit theorem. Other interesting results include those connected to large deviations for U-statistics (see [EL99] ), Berry-Esseen-type bounds (see [CS07] ) and other bounds on the speed of convergence in the U-statistic CLT (see [RR97] ).
In Theorem 3.5 we consider an "inflow process on a graph", where each of the edges of an r-regular graph carries an independent compensated Poisson process and for each vertex we sum the processes connected with that vertex in order to compare the joint distribution of p of those sums with a p-dimensional Brownian Motion. A similar setup has been considered in [DE02, Proposition 2.1], yet the edges and vertices there carry one-dimensional random variables and the graph is not necessarily regular. The authors use this construction to construct a Gaussian field with a given covariance. A similar dependency graph is also considered in [HR04, Subsection 6.5.1] in the study of bootstrap for dependent random variables. We obtain an explicit novel bound on the distance between the law of the "inflow process" and the p-dimensional standard Wiener measure, which is of order r −1/2 √ log r, assuming that p does not depend on r. In Section 2 we define the spaces of test functions we will be working with and the corresponding norms which will appear in the bounds. We also present Proposition 2.3 giving circumstances under which the bounds obtained later in the paper converging to 0 imply weak convergence of considered probability distributions. Section 3 gives statements of the main results of the paper, namely Theorems 3.1, 3.3 and 3.5 with brief comments on possible extensions or results in special cases. It also contains the further example mentioned above, namely Proposition 3.9. Section 4 contains all the proofs preceded by finding the Stein equation for approximation by the law of interest, solving it and examining properties of the solutions. In the appendix we present the proof of the aforementioned Proposition 2.3.
Spaces
The following notation is used throughout the paper. p . In the sequel, for i = 1, · · · , p, e i will denote the ith unit vector of the canonical basis of Ê p and the ith component of x ∈ Ê p will be represented by
Let p ∈ AE. Let us define:
and let L be the Banach space of continuous functions f :
, we now let M ⊂ L consist of the twice Fréchet differentiable functions f , such that:
for some constant k f , uniformly in w, h ∈ D p . By D k f we mean the k-th Fréchet derivative of f and the k-linear norm B on L is defined to be B = sup {h: h =1} |B[h, ..., h]|. Note the following lemma, which can be proved in an analogous way to that used to show (2.6) and (2.7) of [Bar90] . We omit the proof here.
Lemma 2.1. For every f ∈ M , let:
Then, for all f ∈ M , we have f M < ∞.
For future reference, we let M 1 ⊂ M be the class of functionals g ∈ M such that:
and M 2 ⊂ M be the class of functionals g ∈ M such that:
We also let M 0 be the class of functionals g ∈ M such that:
The next proposition is a p-dimensional version of [BJ09, Proposition 3.1] and shows conditions, under which convergence of the sequence of expectations of a functional g under the approximating measures to the expectation of g under the target measure for all g ∈ M 0 implies weak convergence of the measures of interest. Its proof can be found in the appendix.
Proposition 2.3. Suppose that, for each n ≥ 1, the random element Y n of D p is piecewise constant with intervals of constancy of length at least r n . Let (Z n ) n≥1 be random elements of D p converging weakly in D p , with respect to the Skorokhod topology, to a random element
p , in both the uniform and the Skorokhod topology.
Main results
Theorem 3.1 below treats the case in which the summands in the scaled sum are weakly dependent and their components are (strongly) dependent. The error bound in the approximation by a correlated Brownian Motion is obtained for functions in M 1 .
Theorem 3.1 (Dependent components and weakly dependent summands).
Consider an array of random variables {X i,j : i = 1, ..., n, j = 1, ..., p} such that each of the random vectors X i := (X i,1 , ..., X i,p ) has a positive definite covariance matrix Σ ∈ Ê p×p and mean 0. Suppose that for each i, there ex-
for some s (j) n > 0, some functions λ j : AE + → AE + , such that λ j (n) ≤ n and some (possibly random) functions
(when J i,k,n 's are indicators then K = 1) and
For a standard p-dimensional Brownian Motion B, let Z = Σ 1/2 B. Furthermore, let:
where
Gaussian vectors with mean 0 and covariance Σ. Then, for any g ∈ M 1 , as defined by (2.2):
where: 
The next two results will be proved using ideas similar to those used to prove Theorem 3.1. The first one treats non-degenerate U-statistics. Those, as observed for instance in [Hal79, Corollary 1], after proper rescaling, represent a process created out of strongly dependent summands and converge to standard Brownian Motion in distribution under certain conditions. We find a bound the rate of this convergence:
random variables taking values in some measurable space S and let h :
and let Z be a standard Brownian Motion. Then, for any g ∈ M 2 , as defined by (2.3):
Remark 3.4. By Proposition 2.3, Theorem 3.3 implies that Y n ⇒ Z in the uniform (and Skorokhod) topology.
We note that in general U-statistics are defined to be random variables of the form:
for a symmetric real (or complex) function h on S k (where S is some measurable space) and a sequence of i.i.d. random variables (X i ) i≥1 taking values in S. Here, for simplicity, we only consider functions h on S
2 , yet our analysis can be readily extended to any k ≥ 2. Also, we only consider non-degenerate U-statistics, i.e. those with 0 < σ
The reason is that in the case of degenerate ones (i.e. those satisfying Var(w(X 1 )) = 0) the limit in the invariance principle is non-Gaussian (see [Hal79, Corollary 1]), which is beyond the scope of this paper.
In Theorem 3.5 we consider an r-regular graph with no self-loops or multiple edges. With each of its edges we associate an independent compensated Poisson process with rate 1. We choose p vertices, and for each of those we sum the Poisson processes associated with the edges coming out of that vertex, i.e. we calculate the total 'inflow' to that vertex. We then look at the joint distribution of the resulting p sums and bound its distance from the distribution of a pdimensional Brownian Motion.
Theorem 3.5 (Inflow process on a graph). Consider an r-regular (possibly infinite) graph with no self-loops and no multiple edges, and a sequence of i.i.d. compensated rate 1 Poisson processes (P i,j ) 1≤i<j . For convenience let P i,j = P j,i . Let S = {S(1), · · · , S(p)} be a subset of the set of vertices with |S| = p. Furthermore, suppose that for each i ∈ S, vertex i is connected to vertices i 1 < ... < i r . Consider the following process:
, where i ∼ j means that i is connected to j. Then, for any g ∈ M :
log log (r − N S (j) + 15)
Remark 3.6. We could further simplify the bound by observing that N S r (j) ≤ p ∧ r. The simpler version of the bound would then be:
13/6 log r log log(r − p ∧ r + 15) + 75p 13/6 log(2r)
We note that the bound goes to 0 as r → ∞ as long as p = o r 1/5 .
Remark 3.7. Note that the setup of Theorem 3.5 could be extended to random simple r-regular graphs. In that case the relevant bound on the distance from a p-dimensional Brownian Motion could be obtained by taking expectation of the bound obtained in Theorem 3.5. Alternatively, the bound of Remark 3.6 could be used as it holds also for simple random r-regular graphs.
Remark 3.8. Note that the proof of Theorem 3.5 could also be adapted to the case of general simple graphs. In this way, the distribution of:
The next result treats the case of independent p-dimensional terms with dependent components, whose scaled sum can be compared with a correlated p-dimensional Brownian Motion: Proposition 3.9 (Dependent components). Suppose that X 1 , ..., X n , where
pose that each has a positive definite symmetric covariance matrix Σ ∈ Ê p×p and mean 0. Let:
and for B, a standard p-dimensional Brownian Motion, let Z = Σ 1/2 B. Then, for any g ∈ M :
Remark 3.10. For fixed p, by Proposition 2.3, Theorem 3.9 implies that Y n ⇒ Z in the uniform topology as the bound is of order √ log n √ n in n. The bound also converges to 0 as n → ∞ as long as p = o n 1/5 .
Remark 3.11. The first term appearing in the bound in Proposition 3.9 is an analogue of term A 3 of Theorem 3.1. Similarly, the third and fourth term correspond to A 1 . The second and the last term are additional terms appearing due to the fact that M is larger than M 1 . Due to the fact that the summands are independent in Proposition 3.9, there are no terms to corresponding to B i for i = 1, · · · , 5. Since the scaling in Y n is n −1/2 , no term corresponds to A 2 and since
no term corresponds to A 4 either.
Remark 3.12. If the components are uncorrelated and scaled in Proposition 3.9, i.e. Σ = I p×p , then the bound simplifies in the following way:
Remark 3.13. The bounds in Theorems 3.1, 3.3, 3.5 and Proposition 3.9 are not optimised for constants.
Proofs
The main tool used in the proofs of Theorems 3.1, 3.3, 3.5 and Proposition 3.9 is Stein's method. It can be used in a surprisingly easy way to find a distance of the processes of interest from certain scaled sums of Gaussian random variables, which approximate the limiting continuous Gaussian process.
First, we set up Stein's method for distributions of certain D p -valued random objects expressed as scaled sums of Gaussian random variables. Using a collection of Ornstein-Uhlenbeck processes with a Gaussian stationary law, we will construct a process whose stationary law is that of our target distribution. Then, we will find the infinitesimal generator A of that process and deduce that Ag = g − µ g can be used as our Stein equation, where µ is the target law. This follows from the fact that µ Ag = 0 for all g in the domain of A. We will then solve the Stein equation for all g ∈ M , using the analysis of [KDV17] , and use some appealing properties of the Ornstein-Uhlenbeck semigroup to prove bounds on the derivatives of the solution.
Setting up Stein's method
whereZ i,k 's are centred Gaussian and:
.., n, j = 1, ...p} be an array of i.i.d. Ornstein-Uhlenbeck processes with stationary law N (0, 1), independent of the J i,k,n 's. Consider:
. Consider a process:
The stationary law of the process (W n (·, u)) u≥0 is exactly the law of D n . We claim that:
Proposition 4.1. The infinitesimal generator of the process (W n (·, u)) u≥0 acts on any f ∈ M in the following way:
Remark 4.2. The generator in Proposition 4.1 can also be written in the following way:
Let us prove a lemma first:
Lemma 4.3. We have, for u ≥ 0, v ≥ 0:
we obtain for all k = 1, · · · , p:
Proof of Proposition 4.1. Note that the semigroup of (W n (·, u)) u≥0 , acting on L is defined by:
2) where the last equality follows from Lemma 4.3. By (4.2) and Lemma 2.1 we have that, for every f ∈ M :
for a constant K 1 depending only on f , where the last inequality follows from the fact that for u ≥ 0, σ 3 (u) ≤ 3u 3/2 and (1 − e −u ) 3 ≤ u 3/2 . So:
for some constants K 2 and K 3 depending only on f . The last inequality follows from the fact that:
Therefore, by (4.3), we obtain that:
as required.
Now we prove the following:
Proposition 4.4. For any g ∈ M such that g(D n ) = 0, the Stein equation A n f n = g is solved by: Remark 4.5. It is worth noting that obtaining a small bound for D n or D n 2 is not easy, unless D n is a martingale and Doob's L 2 inequality can be used and
n (1). This is, for instance, the case, ifZ i = Z i,1 , · · · ,Z i,p 's are independent and J i,k,n 's are independent.
Proof. The first part of the proposition follows by the argument used to prove [KDV17, Proposition 1] upon noting that we can readily substitute D n in the place of Z therein due to D n 3 being finite. This lets us conclude that the Stein equation A n f n = g is indeed solved by:
Now, note that for φ n defined in (4.4) we get:
and so dominated convergence (which can be applied because of [KDV17, (10)]) gives:
Now, using (4.6) observe that:
uniformly in g ∈ M , for any constant c, which proves (4.5).
We now move to proving the main results of the paper. We start with an auxiliary lemma in which we use Stein's method combined with Taylor expansions to bound the distance between Y n , as defined in Theorem 3.1 and D n , as defined in (4.1). This result is of independent interest and will be used in all the proofs in this Section.
An auxiliary result
Lemma 4.6. Under the setup of Theorem 3.1, for D n defined as in (4.1) and for any g ∈ M , as defined in Section 2:
Proof. Let g n = g − g(D n ) with f n = φ n (g n ), as defined in (4.4). From Proposition 4.1 we know that:
Hence, Y j n is independent of X j for all j and Y ij n is independent of X i and X j for all i, j. Therefore
and for {e i : i ∈ [p]} denoting the elements of the canonical basis of Ê p :
Furthermore:
and:
(4.9) Summing 4.7 over i = 1, · · · , n and 4.8 and 4.9 over i = 1, · · · , n, j ∈ A i and k, l = 1, · · · , p will give us a bound on | A n g(Y n )|, as defined in Proposition 4.1, i.e. a bound on | g(
In the proof of Theorem 3.1 below, in
Step 1 the distance between D n , as defined by 4.1, and A n is bounded using bounds on the distance between two multivariate Gaussian distributions ([RR09, Proposition 2.8]).
Step 2 makes a straightforward use of the Mean Value Theorem to bound the distance between A n andÃ n . In Step 3 we coupleÃ n and Z in order to obtain a bound on Ã n − Z and then apply the Mean Value Theorem again to bound | g(Ã n ) − g(Z)| for all g ∈ M 1 . Those three steps combined with Lemma 4.6 yield the assertion. In short:
Step 2
Step 3 .
Proof of Theorem 3.1
Step
given by:
This function is twice Fréchet differentiable with:
np . We notice that for the canonical basis vectorsẽ i ,ẽ j ∈ Ê np we have:
for all x ∈ Ê np and K given in (3.1). Therefore, we can apply [RR09, Proposition 2.8] to the function g • f to obtain:
giving A 2 + B 5 .
Step 2. Also, note that:
giving A 4 .
Step 3. We now realise a p-dimensional Brownian Motion B and let Z = Σ 1/2 B. We also let
for every j = 1, · · · , n, which agrees in distribution with our original definition
. Now, note that, using Jensen's inequality , we have:
, where the third inequality follows because Σ
where λ max (Σ) denotes the largest eigenvalue of Σ and the last inequality follows by [FN10, Lemma 3] . Therefore:
giving A 3 . Now, Lemma 4.3 (which gives A 1 +B 1 +B 2 +B 3 +B 4 ), combined with (4.10), (4.11), (4.12), yields the assertion.
In
Step 1 of the proof of Theorem 3.3 below, we consider a scaled sum of i.i.d random variables w(X i ) and apply Lemma 4.6 together with an argument similar to Step 2 and Step 3 of the proof of Theorem 3.1 in order to bound the distance between this scaled sum and Z. In Step 2 we bound the distance between this scaled sum and our original process Y n by bounding the second moment of the supremum distance between them and then using the Mean Value Theorem.
Proof of Theorem 3.3
Let g ∈ M 2 . Step 1. As in the proof of the invariance principle for U-statistics (see, for instance [Hal79] ), we start by considering the behaviour of the following process (Ỹ n (t), t ≥ 0):
∼ N (0, 1). Note that Lemma 4.6 readily yields that:
as J i,n ≤ 1 for all i, n ∈ AE and w(X i )'s for i = 1, · · · , n are independent.
We see that, by Doob's L 2 inequality, we have for every m:
Therefore, we obtain:
where inequality ( * ) follows from [Faz14, Theorem1] . Doob's L 2 inequality readily gives us:
It follows that:
where the first inequality follows from the Mean Value Theorem and the last one follows from (4.14) and (4.15). Also, by [FN10, Lemma 3] and Doob's L 2 inequality:
and therefore:
2 log 2 log 2n + 90 log 2 n −1/2 log 2n . (4.17)
Step 2. We now wish to find a bound on | g(Ỹ n ) − g(Y n )|. Note that:
where the first equality follows by the fact that w(X 2 ) is independent of h(X 1 , X 3 ), w(X 1 ) and w(X 3 ), w(X 3 ) is independent of h(X 1 , X 2 ), w(X 1 ) and w(X 2 ), and w(X 2 ) = w(X 3 ) = 0. Therefore:
) is a martingale with respect to the filtration σ(X 1 , ..., X m ). Indeed:
Doob's inequalities give us, for every m, such that 1 ≤ m ≤ n:
Then, by [Faz14, Theorem 1], applied with β i = α i = i and r = 2, and using the fact that
, we obtain:
Also, by Doob's L 2 inequality:
(4.20)
Therefore:
where the first inequality follows from the Mean Value Theorem and the last one follows by (4.19) and (4.20).
We combine (4.13), (4.16), (4.17) and (4.21) to obtain the assertion.
Remark 4.7. While, in the proof of Theorem 3.3 above, it is possible to obtain a bound on | g(Ỹ n ) − g(Z)| for any g ∈ M , using methods analogous to those which let us prove Theorem 3.1, the situation becomes more complicated when it comes to approximating the remainder. This is because using Doob's L 3 inequality and [Faz14, Corollary 1] for Y n −Ỹ n 3 gives a bound which does not converge to 0 with n. Therefore, in (4.21) we cannot go beyond the second moment of Y n −Ỹ n . Hence, for our technique of proof, it is necessary that we assume g ∈ M 2 .
Remark 4.8. The stronger assumption of g ∈ M 1 in Theorem 3.3 would simplify its proof. Namely, using the notation of the proof of Theorem 3.3, we could treatŶ n as a scaled sum of i.i.d. mean 0, variance 1 random variables w(Xi) σw . Using (4.14) and applying Theorem 3.1 gives:
and (4.21) could be substituted with:
In
Step 1 of the proof of Theorem 3.5 below we bound the distance between Y n and a p-dimensional process whose components are scaled compensated Poisson processes. We do this by bounding moments of the supremum distance between the two and using the Mean Value Theorem. In Step 2, we compare the p-tuple of scaled compensated Poisson processes to a p-dimensional process whose components are independent scaled Poisson random walks. This is achieved by bounding moments of the supremum distance with bounds on moments of the maximum of a sequence of i.i.d. Poisson random variables used on the way.
Step 3 compares the process built out of the Poisson random walks with an analogous process built out of Gaussian random walks and Step 4 compares the latter to a Brownian Motion. The last two steps are based on Lemma 4.6 and the proof of Theorem 3.1.
Proof of Theorem 3.5
Suppose without loss of generality that S = {1, · · · , p}.
Step 1. Let:
so thatỸ r is a process accounting only for the edges between a vertex in S and a vertex outside of S. Then the components ofỸ r are independent compensated Poisson processes divided by √ r and the compensated Poisson process of the j'th component has parameter λ r,j = r −
r (j) (we take the Poisson process with parameter 0 to be identically 0). Now, let P 1 , · · · P p be i.i.d. compensated rate 1 Poisson processes and note that:
Note that in (4.22) A), B) and C), · denotes the supremum of the pdimensional Euclidean norm on the left-hand side of the first inequality and the supremum of the absolute value (the 1-dimensional Euclidean norm) on the right-hand side of the first inequality. Therefore, for any g ∈ M :
where the first inequality follows by the Mean Value Theorem and the third one by Hölder's inequality.
Step 2. Now, for all j = 1, · · · , p, we express (P j (λ r,j t), t ∈ [0, 1]) in the following way:
Now, for the aforementioned i.i.d. compensated Poisson processes P 1 , · · · , P p , letP 1 (t) = P 1 (t) + t, · · · ,P p (t) = P p (t) + t for all t ≥ 0, so thatP 1 , · · · ,P p are i.i. P j (⌊λ r,j t⌋ + 1) −P j (⌊λ r,j t⌋)
(4.25)
Now, note that the function x → exp √ x log log(λ j,r + 15) is convex for x ≥ log log(λ j,r + 15)
. Similarly, the function x → exp x 1/3 log log(λ j,r + 15)
is convex for x ≥ 8 log log(λ j,r + 15)
. Therefore, following [Das11] and using in the first inequality Jensen's inequality and in the third one the wellknown expression for the Poisson moment generating function, we obtain:
log log(λ j,r + 15) max 
we obtain that for any g ∈ M :
log r log log(r − N S r (j) + 15)
(log log(r − N S r (j) + 15))
where the first inequality follows by the Mean Value Theorem, the second one follows by the properties of space M and the third one follows by Hölder's inequality.
r − λ r,j + 1 r log 2r r − λ r,j + 1 
and by Doob's L 3 inequality:
(4.33) By (4.31), (4.32) and (4.33), we obtain that for any g ∈ M :
Now, summing (4.23), (4.29), (4.30), (4.34) , we obtain the assertion.
Remark 4.9. In (4.22) relatively crude bounds were obtained and it might be possible to obtain tighter ones if the dependence structure between the components is analysed more carefully.
Remark 4.10. The constant 15 put under log log in (4.26) is somewhat arbitrary and any constant, such that all the log log's involved exist, could be used instead. The constant 15 is, however, appealing as it makes it easy to calculate all the other constants appearing in (4.26), partly because log log 16 > 1.
Remark 4.11. Note that, by Proposition 2.3, (4.34) and (4.30) imply thatŶ r defined in the proof of Theorem 3.5 converges weakly in the uniform topology to Z (a p-dimensional standard Brownian Motion on [0, 1]). Standard arguments can now be used to show that Y r −Ŷ r ⇒ 0 in the uniform topology, which proves that Y r ⇒ Z in the uniform topology, by Slutsky's theorem.
Remark 4.12. Assuming g ∈ M 1 would let us apply Theorem 3.1 in
Step 3 and Step 4 of the proof of Theorem 3.5 above. Using (4.31) and the fact that The proof of Proposition 3.9 below is similar to that of Lemma 4.6 and Step 3 of the proof of Theorem 3.1. Due to the independence of summands, the bound between Y n and the pre-limiting Gaussian process has a simpler form than the one appearing in Theorem 3.1. Since we now work with all g ∈ M , contrary to what is done in the proof of Theorem 3.1, both the first and second moment of the supremum distance between the pre-limiting process and the correlated Brownian Motion are bounded in order for the Mean Value Theorem to be used in the final step.
Proof of Proposition 3.9
Let D n be as in (4.1) but Σ n be such that the vectors Z i n i=1 are independent and for all i = 1, · · · , n and j = 1, · · · , p: s Similarly, we define: n → 0. This is possible by the assumption that τ n log 2 (1/r n ) → 0. Indeed, having r 1/pn n → 1, all we require is that log r 1/pn n η 3 n → 0 slower than τ n log 2 (1/r n ) → 0, because then: For instance, if r n → 0 and τ n → 0, we require p n and η n to be such that Since the choice of θ ∈ (0, 1) was arbitrary, we conclude that:
