I.
Introduction Lindley (1958) has introduced a one-parameter distribution, known as Lindley distribution, given by probability density function (p.d.f.)
where as one parameter Poisson-Lindley distribution (PLD) has been introduced by Sankaran (1970) to model count data with probability mass function (p.m.f.)
The distribution arises from the Poisson distribution when its parameter λ follows a Lindley distribution with probability density function (p.d.f.)
A Two-parameter Lindley distribution has been proposed in of which one-parameter Lindley distribution (LD) is a particular case, for modeling waiting and survival time's data. Shanker and Mishra (2013) proposed a two-parameter Quasi Lindley Distribution (QLD) and studied its properties. In all the data-sets, it is found that the QLD provides closer fits than those by the Lindley distribution. Shanker et al. 2 proposed a discrete two parameter Poisson Lindley distribution (PLD), of which the Sankaran's Poisson-Lindley distribution (1970) is a special case. It is derived by compounding a Poisson distribution with the discrete two-parameter Lindley distribution of Shanker et al. (2012) 1 . They derived first four moments of this distribution and have studied the estimation of the parameters by the method of moments. They have found that the two-parameter PLD is better fit and more flexible than the Shankaran'a one-parameter PLD to some data sets.
Ghitany and Al-Mutairi (2009) discussed some estimation methods for the discrete Poisson Lindley distribution (1.2) and its applications. They derived a discrete two-parameter Poisson Lindley distribution by compounding a Poisson distribution with a two-parameter Lindley distribution obtained by Shanker et al. (2012) 1 .
In many a situation experimenters do not work with truly random sample from the population, in which they are interested, either by design or because of the fact that in many situations it becomes impossible to have random sample from the targeted population. However, since the observations do not have an equal probability of entering the sample, the resulting sampled distribution does not follow the original distribution. Statistical models that incorporate these restrictions are called weighted models. When an investigator records an observation by nature according to certain stochastic model, the recorded observation will not have the original distribution unless every observation is given an equal chance of being recorded. For example, suppose that the original observation x 0 comes from a distribution with p.m.f./p.d.f. f 0 (x 0 ) and that observation x is recorded according to a probability re-weighted by a weight function w(x) > 0, then x comes from a distribution with p.m.f./p.d.f.
Rao (1965) introduced distributions of this type and called them weighted distributions. The weighted distribution with w(x) = x is called size-biased/length-biased distribution. Patil and Rao (1978) examined some general models leading to weighted distributions and showed how the weight w(x) = x occurs in a natural way in many sampling problems. A study of size-biased sampling and related form-invariant weighted distributions was made by Patil and Ord (1975) . A survey of real-life applications of size-biased distributions may be found in Rao (1977, 1978 
Here the mean (μ 1 ), variance (μ 2 ), coefficient of skewness (√β 1 ) and coefficient of kurtosis (β 2 ) of this distribution are as: 
) Moreover, for these moments reduce to the respective moments of one-parameter Poisson-Lindley distribution with p.m.f. (1.2) . We also propose a discrete two-parameter Lindley-Size-biased Poisson (DTPLSBP) distribution by compounding the size-biased Poisson distribution with a discrete two-parameter Lindley distribution without considering its size-biased form (this paper is on the process of publication). The size-biased Poisson distribution has the p.m.f. 
II. Size-biased discrete two-parameter Poisson-Lindley distribution:
In this paper we propose size-biased discrete two-parameter Poisson-Lindley (SBDTPPL) distribution by compounding the size-biased Poisson distribution with size-biased discrete two-parameter Lindley distribution with p.m.f. We now give some basic properties of the SBDTPPL model.
Is a decreasing function in x, f(x; θ) is log-concave. Therefore the SBDTPPL distribution is unimodal, has an increasing failure rate ( IFR ) and hence, increasing failure rate average (IFRA), new better than used (NBU), new better than used in expectation (NBUE) and decreasing mean residual life (DMRL) in Barlow and Proschan (1981) for more details about the definition of these aging concepts are given.
III. Method of Moments
Given a random sample x 1 , x 2 , x 3 ,…,x n , of size n from the SBPL distribution with p.m.f.(2.2), the MOM estimate, ̃ of θ is given by
Note that x = 1 if and only if x i = 1 for all i = 1, 2… n. A data set where all observations are ones is not worth analyzing. This situation, o course, will not lead to any estimate of θ. However, such situation may arise in a simulation experiment when n is small. For this reason, we will assume throughout this paper that x > 1.
IV. Maximum Likelihood:
Given a random sample x 1 , x 2 ,…,x n of size n from the SBDTPPL distribution with p.m.f. (2.2) is,
The likelihood function will be The two equations ( ) and ( ) may be solved by appropriate numerical methods. However, the Fisher Scoring Method can be applied to solve these equations. For, we have (
The following equations for ̂ and ̂ can be solved
Where and are the initial values of θ and α respectively. These equations are solved iteratively till sufficiently closed estimates of ̂ and ̂ are obtained.
