Abstract. We present a radiomics-based approach developed for the SPIE-AAPM-NCI PROSTATEx challenge. The task was to classify clinically significant prostate cancer in multiparametric (mp) MRI. Data consisted of a "training dataset" (330 suspected lesions from 204 patients) and a "test dataset" (208 lesions/140 patients). All studies included T2-weighted (T2-W), proton density-weighted, dynamic contrast enhanced, and diffusionweighted imaging. Analysis of the images was performed using the MIM imaging platform (MIM Software, Cleveland, Ohio). Prostate and peripheral zone contours were manually outlined on the T2-W images. A workflow for rigid fusion of the aforementioned images to T2-W was created in MIM. The suspicious lesion was outlined using the high b-value image. Intensity and texture features were extracted on four imaging modalities and characterized using nine histogram descriptors: 10%, 25%, 50%, 75%, 90%, mean, standard deviation, kurtosis, and skewness (216 features). Three classification methods were used: classification and regression trees (CART), random forests, and adaptive least absolute shrinkage and selection operator (LASSO). In the held out by the organizers test dataset, the areas under the curve (AUCs) were: 0.82 (random forests), 0.76 (CART), and 0.76 (adaptive LASSO). AUC of 0.82 was the fourth-highest score of 71 entries (32 teams) and the highest for feature-based methods.
Introduction
Prostate cancer is the most common cancer in American men. 1 Clinical decisions, related to the need for prostate biopsy, which areas to biopsy, and regions that require attention in focally directed therapy, are multifactorial and complex. The use of multiparametric MRI (mpMRI) for detecting prostate cancer is rapidly evolving because of its growing availability and ability to combine functional [perfusion via dynamic contrast-enhanced (DCE-MRI) and diffusion via diffusion-weighted imaging (DWI)], and anatomical information [T2-weighted (T2-W) MRI]. The combined information in the multiple mpMRI sequences results in high sensitivity and specificity for distinguishing intraprostatic cancer of higher grade [Gleason score (GS) 7 or above]. 2, 3 To standardize the evaluation and reporting of prostate mpMRI, an expert panel of the European Society of Urogenital Radiology published in 2012 the prostate imaging reporting and data system (PI-RADS) for prostate cancer detection 4 (current version PI-RADSv.2).
5
Unlike PI-RADS, which largely depends on subjective assessment of mpMRI, computer-aided diagnosis (CAD) techniques for quantitative mpMRI analysis have also been developed for prostate cancer detection and diagnosis. [6] [7] [8] [9] [10] [11] [12] The core components in CAD systems for prostate cancer, as summarized by Liu et al. 13 and Lemaitre et al., 14 include preprocessing of the images, segmentation of the prostate, image registration between MRI modalities, feature extraction, and voxel classification. The CAD efforts can be divided into two categories based on the main objectives for the analysis: (i) detection/segmentation of the suspicious lesion and/or (ii) assessment of the aggressiveness of prostate cancer. 15 In 2016, the International Society for Optics and Photonics (SPIE), along with the support of the American Association of Physicists in Medicine (AAPM) and the National Cancer Institute (NCI), conducted a "grand challenge" on quantitative image analysis methods for the diagnostic classification of clinically significant prostate lesions. 16 As opposed to the detection task, the location of the suspicious lesion in the SPIE-AAPM-NCI PROSTATEx challenge was provided and the goal was to decide if the lesion is related to clinically significant cancer (GS ≥ 7) or benign and/or low risk (GS ¼ 6). The PROSTATEx challenge task was different from determining whether a lesion is cancerous or not, 7, 9, 17, 18 or discriminating between GS ð3 þ 4Þ ¼ 7 and GS ð4 þ 3Þ ¼ 7.
19-21 However, the general approach for these feature-based algorithms is to compute a set of quantitative imaging features from the mpMRI data and develop a supervised classifier using the computed features from the training cases and their associated "ground-truth" labels. The developed classifier is then used to classify new cases (test dataset).
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The increased applications of prostate mpMRI for clinical decision making, and the plethora of the associated imaging sequences and quantifiable features, bring forth the following questions: What are the optimal ways to analyze mpMRI data for the prostate; do all MR sequences contribute to the accuracy of the MRI interpretation; which of the imaging features have importance for the final classification?
In this paper, we present our approach for analysis of the PROSTATEx challenge data to assess the aggressiveness of the suspicious lesions. 16 A collection of retrospective set of prostate MR studies was provided to the challenge participants. The data were separated in training and test datasets. The lesions in the training dataset were labeled with "TRUE" and "FALSE" for the presence of significant cancer. The assignment of the lesions in the test dataset was held back by the challenge organizers. The goal was to develop a model, based on the training dataset and using this model to classify the lesions in the test dataset. The selection of the prediction models was based on the area under the ROC curve (AUC). The predicted scores (0 to 1, 0 = benign, 1 = significant cancer) for each lesion in the test dataset were obtained using the prediction models. The predicted scores were sent to the challenge organizers and the models evaluated by AUC. The AUC results for the test dataset were communicated back to the challenge participants. The PROSTATEx challenge provided us with a unique opportunity to compare our algorithms with those of others from academia, industry, and government. We evaluated all sequences of mpMRI and investigated the importance of the imaging features to the final classification model.
Materials and Methods

MRI Data Description
We analyzed data from the SPIE-AAPM-NCI PROSTATEx challenge. 16 The dataset represented a collection of a retrospective set of prostate mpMRI studies. 11 All studies included T2-W, proton density-weighted (PD-W) imaging, DCE-MRI, and DWI. 22 The following description of the dataset was provided by the Challenge's organizers: "The images were acquired on two different types of Siemens 3T MR scanners, the MAGNETOM Trio, and Skyra. T2-weighted images were acquired using a turbo spin echo sequence and had a resolution of around 0.5 mm in plane and a slice thickness of 3.6 mm. The DCE time series was acquired using a three-dimensional (3-D) turbo flash-gradient echo sequence with a resolution of around 1.5 mm in-plane, a slice thickness of 4 mm, and a temporal resolution of 3.5 s. The proton density weighted image was acquired prior to the DCE time series using the same sequence with different echo and repetition times and a different flip angle. K trans , the volume transfer coefficient that measures capillary permeability, computed from the DCE 23 was provided in MetaImage medical format (mhd). Finally, the DWI series were acquired with a single-shot echo planar imaging sequence with a resolution of 2-mm in-plane and 3.6-mm slice thickness and with diffusion-encoding gradients in three directions. Three b-values were acquired (50, 400, and 800), and subsequently, the apparent diffusion coefficient (ADC) map was calculated by the scanner software. All images were acquired without an endorectal coil."
The data, provided by the Challenge consisted of a training dataset of 330 suspected lesions from 204 patients and a test dataset of 208 suspected lesions from 140 patients. The approximate location of the centroid of each lesion for both datasets was provided in DICOM coordinates. The lesions were also labeled as belonging to peripheral zone (PZ), transition zone (TZ), anterior stroma (AS), and seminal vesicles (SV). The lesion distribution in the training/test dataset was: PZ: 191/113; TZ: 82/59; AS: 55/34; and SV: 2/2. The lesions in the training dataset were labeled with "TRUE" and "FALSE" for presence of significant cancer. The cancer status of the lesions in the test dataset was held back by the challenge organizers.
Image Analysis
Analysis of the images in both training and test datasets was performed using the MIM imaging platform (MIM Software, Cleveland, Ohio). The DICOM files in each dataset were loaded in MIM. The high b-value image (BVAL) was provided in a separate DICOM. K trans images were converted from mhd/ zraw formats to DICOM. Prostate contours and PZ were manually outlined on the T2-W images. A workflow for rigid fusion was created in MIM. The spatial coregistrations used the following protocol: (i) PD-W images were rigidly aligned to T2-W and the resulting registration matrix was used to align the K trans map and (ii) ADC images were rigidly aligned to the T2-W and the registration matrix was used to align the BVAL. The centroid of the lesion was localized in MIM and the lesion was then outlined manually by imaging experts (RS, JCF) with more than 25 years combined expertise in prostate cancer. The lesions were crosschecked by the two imaging experts and reviewed by clinicians (SP, AP) with extensive expertise in genitourinary malignancies. Predominantly, the BVAL series were used for lesion contouring with the ADC acting as a secondary for verification. The lesion contours were then confirmed on the T2-W and K trans images and adjusted if needed. For each patient in the training dataset, lesions were numbered within a patient and labeled as C_Z, where C = T (true) or F (false) and Z = P (PZ) or T (TZ). Examples of four lesions are shown in Fig. 1 . The lesion centroid, as provided by the challenge's organizers, is marked with a red circle on the four analyzed sequences: T2-W, ADC, BVAL, and K trans . For the purposes of our analysis, we did not differentiate the small number of AS and SV as distinct from the TZ, and thus they were included as part of the TZ contour.
Quantitative Imaging Features
The broad classes of radiomics features can be generally divided into four categories. 15 The first category summarizes features descriptive of the volume size, shape, etc. The second, third, and fourth categories can be described as first-, second-and higher-order statistical outputs. First-order statistic features are related to the intensity histogram of a given volume: mean, median, standard deviation, minimum, maximum, quartiles, kurtosis, skewness, etc. The second-order statistics are related to texture analysis features, also known as Haralick texture descriptors. 24 Finally, the higher-order methods extract patterns using kernel functional transformation.
In our analysis, we focused on radiomics features from the first three categories. First, the prostate and lesion's volumes were recorded. Using a Java-based plugin, the lesions' intensities on the four image modalities (T2-W, ADC, BVAL, and K trans ) were characterized using nine histogram descriptors: 10%, 25%, 50%, 75%, 90%, mean, standard deviation, kurtosis, and skewness. Five texture features (energy, entropy, correlation, homogeneity, and contrast) were extracted from T2-W, ADC, BVAL, and K trans using Haralick descriptors. The features were calculated using the gray-level co-occurrence matrices (GLCM) for each voxel underlying the contoured regions in the image. Voxel-wise texture measures were computed in 3-D by sliding a window of size 5 × 5 × 5 across the image region enclosing the tumor volume. First, image intensities were rescaled within 0 to 256 range using the entire image. The GLCM was then computed in 3-D using 128 bins in a 5 × 5 × 5 patch centered at each voxel. 20 The texture values for the whole tumor were then summarized using the voxel-wise textures. The nine histogram descriptors described above were calculated for each texture feature. The texture features were computed using C++ and the publically available Insight ToolKit software libraries for imaging (Fig. 2) .
In summary, 216 quantitative imaging variables were analyzed: four modalities (T2-W, ADC, BVAL, and K trans ) × six features [first-order: intensity (int) and second-order: energy (ene), entropy (ent), correlation (cor), homogeneity (hom), and contrast (con)] × nine descriptors [10%, 25%, 50%, 75%, 90%, mean, standard deviation (SD), kurtosis (kurt), and skewness (skew)]. Here and in the rest of the text, the imaging variables names are constructed by concatenating modality, feature (abbreviated), and descriptor (abbreviated). For instance, ADC_int_50% refers to the 50% of the ADC intensity.
Classification Analysis
As imaging data are highly correlated and high dimensional, we considered three widely used techniques in variable selection: classification and regression trees (CART), 25 random forests, 26 and adaptive least absolute shrinkage and selection operator (LASSO). 27 The CART method is a tree-based method that utilizes a recursive search algorithm for a binary split to partition the data satisfying minimization of a splitting criterion. Three measures are widely used for a stopping criterion for splitting: misclassification rate, Gini index, and cross entropy. CART can detect interactions among variables, as well as nonmonotonic relations in predicting the outcome, and it can handle missing values. 25, 28 The result of the CART is easy to interpret as it produces one tree with subjects classified into clearly defined subsets from partition of the variables analyzed. For the CART, we performed apparent validation, which used the same dataset for model building and model performance evaluation. Gini splitting method was used with the complexity of Gini splitting method that was used with the complexity parameter (minimum improvement in the model needed at each node) = 0.01, maximum tree depth = 3, and minimum bucket (number of observations in a terminal node) = 4. However, one big disadvantage of the CART is its instability, which means that a small change in the dataset might cause a hugely different result (tree structure). 28 Random forests were proposed as natural extension of the CART to overcome the above instability problem in the CART. Although CART generates only one tree, the random forests method grows a large number of trees (usually hundreds) to build a forest. In the random forests, we can estimate the relative importance of each variable, which includes continuous, categorical, and ordinal variable types. In the random forests, variable selection was conducted based on variable importance calculated from out-of-bag errors (errOOB) along with multiple bootstrapped datasets. In this study, we considered 2000 repetitions. We also considered one of the shrinkage methods, the adaptive LASSO. The shrinkage methods work very well in correlated high-dimensional data. The conventional LASSO is known to tend to select many unimportant variables. 27 The adaptive LASSO shows better performance in obtaining consistent variable selection. Important variables of the adaptive LASSO approach were selected based on importance scores calculated by the bootstrap ranking procedure along with 10-fold cross validation. We set the number of repetitions in the bootstrap to 200.
As we have a large number of variables for the prediction, to avoid overfitting we conducted variable selection in the training dataset using the three methods mentioned. CART automatically provided sets of important variables for prediction. We ran random forests to obtain variable importance scores and choose a subset of variables with mean decrease Gini ≥1 to build prediction models. In addition, the bootstrap ranking scores were used in the adaptive LASSO methods to select a subset of variables. In the bootstrap ranking procedure, we obtained a LASSO estimate matrix representing variable importance ranking and intersected aggregate results to obtain robust variable selection. Variables with the highest variable importance scores were identified as a set of informative variables. The sample size of bootstrap dataset was set to equal the sample size of the training dataset. The tuning parameter for LASSO was selected using the 10-fold cross-validation. Then, the selected variables from CART, random forests, and LASSO were used to derive predictive models using logistic regression. Two separate models, one for classification of PZ lesions and another for the TZ lesions, were built by each of the three approaches and used to obtain the predicted cancer outcome scores for the training set. The AUC for each method in the training set was reported as a performance measure. We also reported 95% confidence interval for AUC in the training set using bootstrap approach (1000 repeats). These models were also used to predict the scores (0 to 1, 0 = benign, 1 = significant cancer) for each lesion in the test dataset. Analysis was performed using corresponding R packages (R Foundation for Statistical Computing).
Results
The results of the variable selection in the training dataset by the three methods are shown in Table 1 , separately for PZ and TZ. In addition to the 216 quantitative imaging variables, the tumor relative volume was added to the variables during variable selection. Tumor relative volume was obtained using ratio of lesion volume and prostate volume. We tested the significance of the tumor relative volume using univariate logistic regression, and it was highly significant (p < 0.0001) for both PZ and TZ. In total, there were 22 and 21 imaging variables selected for PZ and TZ, respectively. Interestingly, the contribution of the different modalities to the variables for PZ and TZ were strikingly different: about two-thirds of PZ variables were related to DWI data: ADC and BVAL; 5/22 (22%) to T2-W; and only two variables were related to K trans . In contrast, K trans played more prominent role in TZ (7/21, 33%). Similarly, the composition of the radiomics features between the two zones was also quite different: >50% of the features in the PZ were intensity-related, whereas the texture variables comprised 86% from the TZ variables. Interestingly, the commonality in the "important variables" between the two zones was that the descriptors predominantly were associated with measures for heterogeneity, such as standard deviation, kurtosis and skewness: 13/22 and 19/21 for PZ and TZ, respectively. Figure 3 shows corresponding AUCs in the training dataset. Based on AUC, the best performance was by the adaptive LASSO method in both PZ and TZ, respectively. The bootstrap 95% CIs for AUC were shown in Table 1 . In addition, we evaluated AUC for the model containing only tumor relative volume. With 200 bootstrap datasets, mean AUCs and corresponding 95% confidence intervals were 0.539 (0.464, 0.624) for PZ and 0.537 (0.471, 0.617) for TZ, respectively.
The PROSTATEx challenge organizers informed us that in the test dataset, the AUCs of our proposed three methods were as follows: 0.82 (random forests), 0.76 (CART), and 0.76 (adaptive LASSO).
Although the nature of our analysis is high dimensional and multivariate models were used for prediction, we investigated the univariable association of the individual imaging features in the training dataset with the lesion label (T/F). The goal of this analysis was to discern patterns in correlations of the individual features and image modalities. We calculated the regression coefficient of each imaging variable (i.e., logarithm of odds ratio) obtained from univariate logistic regression. These coefficients are represented graphically as heat maps on Fig. 4 . The top panel contains the analysis for the PZ lesions, and the bottom for TZ. In each row, 54 coefficients are displayed: nine descriptors [10%, 25%, median (50%), mean, 75%, 90%, SD, kurt, and skew] for each of the six features. There are four rows for each modality: T2-W, ADC, BVAL, and K trans . For instance, the intensities of BVAL are positively correlated with significant cancer, i.e., the higher the BVAL, the higher is the probability for significant cancer. In concordance of the results from the variable selection above, the last three columns (histogram descriptors standard deviation, kurtosis and skewness) in each of the boxes contain the highest number of significant correlations.
Discussion
Automated prostate cancer classification has been investigated by different research groups. The underlying schema of the algorithm consists of feature extraction and classification. In this paper, we present a radiomics-based approach developed for the SPIE-AAPM-NCI PROSTATEx challenge. The goal of our participation was to compare the performance of our model in the test dataset with other groups. The result obtained from the random forests classification, AUC of 0.82, was the fourth-highest score of 71 entries (from 32 teams) and the highest score for feature-based approach in the PROSTATEx Challenge. Our results were comparable with the reported in the literature AUC values achieved by the experienced human reader: 0.79 and 0.83 for PI-RADS v1 and PI-RADS v2, respectively.
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As radiomic features are sensitive to variations in matrix size, resolution, signal-to-noise ratio, and pulse sequence parameters including TR/TE, [30] [31] [32] [33] [34] [35] differences between training and test data may affect the performance of the model. However, the random forest model for the training data resulted in AUC of ∼0.88. The performance of this model was reported by the organizers as AUC = 0.82 in the held-out test dataset, indicating that the proposed model generalizes well on the test data.
There are numerous ways to compute image textures. In Wibmer et al., 19 texture features were computed over the whole 3-D volume defined by the lesion contour. In Nketiah et al., 21 the computation is done in 64 bins and in 4 directions. Our approach for texture extraction is identical to Fern et al. 20 However, we use nine histogram descriptors for each feature rather than only the mean. Although many of the histogram descriptors may be correlated with one another, we do not know a priori which ones may be clinically useful radiomic features; therefore, we felt it prudent to include as many as seemed reasonable and to let the statistical analysis weed out the unnecessary ones by determining which are correlated to clinically significant cancer and which are redundant. In addition, in this paper, texture analysis was applied also to K trans . Even in this highly variable approach, a common finding is that T2-W and ADC entropy (mean) are correlated with GS. Although this variable does not appear in the variable selection list (Table 1) , mean/median of entropy on T2-W and ADC shows high correlations in our univariable analysis (Fig. 4) . It is possible that these associations are masked by entropy's standard deviation, kurtosis, and skewness in our analysis, for example, variables that were not investigated previously.
Tumor relative volume was selected as an important variable by all models. The radiomics features, however, unlike the ones used in the radiology lexicon (size, shape, and location), are agnostic. 36 Our analysis indicated that the presence of lesion heterogeneity (multiple physiologically distinct regions within the tumor), demonstrated by overrepresentation of standard deviation, kurtosis, and skewness in the model-selected variables, is a major discriminating factor for the prostatic lesions. This is consistent to our current understanding of cancer cells microenvironmental distribution that consists of heterogeneous cell populations in contrast to nonmalignant ones. 36 Some participants in the PROSTATEx challenge utilized deep learning approaches such as convolutional neural networks (CNN). 37, 38 The advent of deep CNN techniques has led to great success in image classification. 39, 40 It should be noted that our radiomics-based approach also outperformed some CNN applications. 41 We suggest that this robustness may be due in part to the expertise in contouring the suspicious lesions as well as in the precision of the MIM image fusion between the different modalities. Although there is large inter-expert variability in delineating prostate cancer, we assume that in the case that the lesion centroid is provided, these variations are reduced by at least assuring that all lesions are detected and boundaries are drawn in the correct vicinity. However, a proper study for determining these variations should be carried out.
This study has several limitations. First, the TZ, AS, and SV lesions were combined in one category (TZ). The reason is that combining the three types of lesions (TZ, AS, and SC) resulted in a larger dataset to build a predictive multivariable model (from 82 to 139 lesions). The rationale for combining these lesions was that both TZ and AS are composed of mostly stromal tissues. In contrast to PZ, TZ, and AS have similar imaging characteristics: they appear darker than the PZ on T2 and ADC and brighter on DCE-MRI. The contrast on T2 and ADC reflects the different amounts of macromolecular and free water presence. The PZ is composed of highly glandular-ductal tissues, resulting in brighter signal on T2 and ADC in PZ. TZ and AS are better vascularized than PZ and the contrast agent enters at a higher rate relative to the healthy prostatic glands or ducts. 42 Another limitation of the study is that additional preprocessing steps could have been carried out to mitigate the differences in acquisition parameters between the datasets. Image intensities were not normalized prior to characterization of the intensity feature, whereas intensities were scaled between 0 and 256 prior to texture features extraction. There is a variety of algorithms for image intensity normalization such as image standardization, 43 N4-bias field correction, 44 and histogram equalization. 45 Linearly interpolating the data to a set resolution (1 × 1 × 1 mm, for example) would lessen the spatial resolution differences between the datasets.
In a future study, we will investigate a separate predictive model for AS when we have a sufficient number of lesions in this location. Future plans also involve investigation into the relative importance of the different mpMRI sequences. The data in the PROSTATEx Challenge will serve as an invaluable resource for comparing preprocessing methods for removing the acquisition variations between the datasets. Once the test dataset is unmasked by the PROSTATEx organizers, we will carry analysis to determine a minimal set of significant radiomics variable that will yield similar AUCs.
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