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Abstract
This is the second part of a paper that deals with error estimates for the Rayleigh–Ritz
approximations of the spectrum and invariant subspaces of a bounded Hermitian operator in a
Hilbert or Euclidean space. This part addresses the approximation of eigenvalues. Two kinds of
estimates are considered: (i) estimates for the eigenvalue errors via the best approximation errors
for the corresponding invariant subspaces, and (ii) estimates for the same via the corresponding
residuals. Estimates of these two kinds are needed for, respectively, the a priori and a posteriory
error analysis of numerical methods for computing eigenvalues. The paper’s major concern is
to ensure that the estimates in question are accurate and ‘cluster robust’, i.e. are not adversely
affected by the presence of clustered, i.e. closely situated eigenvalues among those of interest.
The paper’s main new results introduce estimates for clustered eigenvalues whereby not only
the distances between eigenvalues in the cluster are not present but also the distances between
the cluster and the rest of the spectrum appear in asymptotically insignificant terms only.
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1. Introduction
This is the second part of a paper that deals with error estimates for the Rayleigh–
Ritz approximations of the spectrum and invariant subspaces of a bounded Hermitian
operator M in a real or complex Hilbert or Euclidean space H. This part addresses
the approximation of eigenvalues. The paper’s major concern is to ensure that the
estimates presented here are accurate and are not adversely affected by the presence
of clustered, i.e. closely situated eigenvalues among those of interest. The paper’s
main new results introduce estimates for clustered eigenvalues whereby not only
the distances between eigenvalues in the cluster are not present but also the distances
between the cluster and the rest of the spectrum appear in asymptotically insignificant
terms only.
In the Rayleigh–Ritz method the eigenvalues of M are approximated by the eigen-
values of the operator P˜MP˜ , where P˜ is the orthogonal projector onto a subspace H˜,
restricted to H˜. The eigenvalues of this restriction of P˜MP˜ are called Ritz values of
M in H˜, the corresponding eigenvectors are called Ritz vectors and H˜ is called the
trial subspace of the Rayleigh–Ritz method.
The two kinds of error estimates for eigenvalues that are of primary interest in
applications are estimates via the best approximation error and estimates via residuals.
In the former, the error in a given eigenvalue is estimated by the angle between the
corresponding eigenvector and H˜, and estimates of this kind are needed for the
error analysis of discretization methods (cf. [3]). In the latter, the eigenvalue error is
estimated by the corresponding residual, and estimates of this kind can be used for
designing efficient stopping criteria for subspace iterations. This paper deals with the
above two kinds of estimates; estimates for invariant subspaces are discussed in the
first part [15].
It should be emphasized that all the results of the paper can be easily reformulated
to apply to the generalized eigenvalue problem
Lu = λMu, (1)
where L is a self-adjoint operator in a Hilbert or Euclidean spaceH, M is the same
as above and several smallest eigenvalues λj are of interest (cf. [15]; in the case of
a Hilbert space we assume that M is bounded, L − λ0M has bounded inverse for
some λ0 and the continuous spectrum of (1), if present, lies above the eigenvalues of
interest).
2. Notation
In this paper we use the same notation as in [15]: for reader’s convenience, it is
summarized again below.
Standard notation (·, ·) and ‖ · ‖ is used for the scalar (inner) product and the
associated norm in H and the subordinated norm of linear operators acting in H.
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The unit operator is denoted by I and the null operator by 0. For any v1, . . . , vn,
vi ∈H, we denote by V = [v1, . . . , vn] the following linear operator acting from
the n-dimensional Euclidean space En intoH:
V x =
n∑
i=1
xivi, x =
x1...
xn

and we denote ‖V ‖F = √Tr(V ∗V ), where V ∗ is the adjoint to V , i.e. V ∗u for any
u ∈H is the vector in En with the components (u, vi).
The orthogonal projector ontoX ⊂H is denoted by PX. For any subspaceX ∈H
we denote by X⊥ its orthogonal complement, i.e. X⊥ = (I − PX)H. The sine of
the angle between a vector u and a subspace X is denoted by sin(u,X), and we
denote sin(X,Y) = supu∈X sin(u,Y) (note the asymmetry of the arguments). The
gap between subspaces X and Y is denoted by θ(X,Y), i.e. θ(X,Y) = ‖PX −
PY‖ = max{sin(X,Y), sin(Y,X)}.
The spectrum of M is denoted by M . We assume that M contains a distinct
discrete part and we denote by µc the supremum of the continuous spectrum of M (if
the latter is empty, we set µc = −∞), and by µinf the infimum of M . The spectrum
of the restriction of M to an invariant subspace I is denoted by I. We denote
µi = sup
X⊂H
dimX=i
min
0 /=u⊂Xµ(u), µ(u) =
(Mu, u)
(u, u)
, (2)
that is, if µi > µc, then, by the maximin principe (cf. [18,21]), µi is an eigenvalue
of M , otherwise µi = µi+1 = · · · = µc (note that such µi can still be an eigenvalue;
note also that µi > µi+1 implies µi > µc). This kind of notation is more convenient
than just denoting the eigenvalues by µi because it makes results for the general self-
adjoint operator M in a Hilbert space look exactly the same as for a EuclideanH or a
compact M , thus keeping their formulation simple. The eigenvectors are normalized
in ‖ · ‖. If µl, . . . , µk , where 1  l  k, are eigenvalues, then we denote
l,k = {µl, . . . , µk}, Il,k = span{ul, . . . , uk}, Ik = I1,k.
The Rayleigh quotient on a vector u is denoted by µ(u) and the corresponding
residual vector by r(u), i.e. µ(u) = (Mu, u)/(u, u) and r(u) = Mu − µ(u)u.
3. Cluster robust estimates for the eigenvalue error
In order to highlight difficulties in the eigenvalue error estimation brought about
by the clustering of eigenvalues let us consider first the error estimates via residuals.
Since some of the results cited below have been obtained for a Euclidean case, in the
first part of this section we assume thatH is Euclidean (we stress, however, that the
new results presented here are valid for a general self-adjoint operator in a Hilbert
space).
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Let µ˜i and u˜i be the Ritz values and normalized Ritz vectors in a subspace H˜,
enumerated in the descending order of µ˜i , and ri be the corresponding residual vectors,
i.e. ri = Mu˜i − µ˜i u˜i . Let us assume that for a certain j we have µj  µ˜j > µj+1
and consider the following two well-known estimates (see e.g. [17]; for a HilbertH
see [18]):
µj − µ˜j  ‖rj‖
2
µ˜j − µj+1 (3)
and
|µi − µ˜j |  ‖rj‖, (4)
where µi is the closest eigenvalue to µ˜j . We observe that if the distance between
µj and µj+1 is small, then the coefficient in front of ‖rj‖2 in (3) is large, whereas
(4) provides an upper bound for the eigenvalue error that does not depend on this
distance. Following [15], this paper applies the term ‘cluster robust’ to estimates that
involve distances between the relevant eigenvalues neither in the assumptions nor in
the estimates themselves (although some other distances, such as distances between
groups of eigenvalues, may be present). Thus, we may say that (3) is not cluster
robust, whereas (4) is (cf. also well-known estimates for clustered eigenvalues by
Kahan [5,1] and e.g. estimates for eigenvalue errors in [6]). However, if the distance
between µj and µj+1 is not small, then the upper bound in (4) is much larger than
that in (3) for small ‖rj‖. One of the main goals of this paper is to derive estimates
that would combine the advantages of the above two estimates, i.e. would be cluster
robust and at the same time provide upper bounds in terms of ‖rj‖2 rather than ‖rj‖.
In [19] one can find a generalization of (3) that, in particular, implies the following
estimate (cf. also similar results in [20,12]). Let l  k and δ be such that precisely
k − l + 1 eigenvalues of M lie either in the interval (µ˜l − δ, µ˜k + δ) or, for some l 
m < k, in the union (−∞, µ˜m − δ) ∪ (µ˜m+1 + δ,+∞). DenoteR = [rl, . . . , rk] and
assume that ‖R‖ < δ. There exist il, . . . , ik such that
|µij − µ˜j | 
‖R‖2√
δ2 − ‖R‖2 , j = l, . . . , k. (5)
The above estimate is asymptotically sharp and does not involve distances between
µij , which demonstrates that one can obtain cluster robust and asymptotically accurate
estimates for eigenvalue approximation by working with groups of eigenvalues and
corresponding invariant subspaces rather than with individual eigenpairs. In this paper
we introduce several new estimates of such kind. In particular, we show that for l = 1
and µ˜k > µk+1 the estimate (5) can be strengthened to become
0  µj − µ˜j  ‖R‖
2
µ˜k − µk+1 , j = 1, . . . , k. (6)
Further, we show that if the trial subspace H˜ contains a good approximation to
a sufficiently large invariant subspace Ie such that µij ∈ Ie ≡ e, j = l, . . . , k,
then (5) can be asymptotically, as sin2(Ie, H˜) → 0, improved as follows:
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|µij − µ˜j | 
√
1
δ2e
+ 1
δ2
sin2(Ie\I, H˜) ‖R‖
2√
1 − δ−2‖R‖2 j = l, . . . , k, (7)
whereI = span{uil , . . . , uik }, δe = dist(˜,M\e) and ˜ = {µ˜l, . . . , µ˜k}. If l = 1
or µ˜l−1  µl , and µ˜k > µk+1, then ij = j . We observe that by the above estimate
the denominator in (5) is asymptotically δe rather than δ. Thus, in the residual-based a
posteriori error analysis not only the distances between the eigenvalues in a cluster are
not important, but also the distances between clusters play asymptotically insignificant
role.
Yet another new estimate reads
k∑
j=l
(µj − µ˜j )  (1 + τ 2l,k)2
k∑
j=l
‖rj‖2
µ˜j − µk+1 , (8)
where
τl,k = tan(I˜l,k,Ik), I˜l,k = span{u˜l , . . . , u˜k}
and we assume µ˜k > µk+1. The main advantage of (8) over (6) is the absence of
µl−1 − µ˜l , which makes it possible to apply it to several smallest eigenpairs in a
cluster without using the residuals on the Ritz vectors corresponding to the remaining
eigenpairs and without loosing cluster robustness. Indeed, if µi, . . . , µk is a cluster,
then, with the help of (8), for any i  l  k the total error in µl, . . . , µk can be
estimated (assuming that τl,k is negligibly small) via rl, . . . , rk only, whereas (6)
would either involve ri, . . . , rl−1 as well or would not be cluster robust.
Again, if the trial subspace H˜ contains a good approximation toI1,m for a suffi-
ciently large m > k, then (8) can be asymptotically, as sin(I1,m, H˜) → 0, improved
as follows
k∑
j=l
(µj − µ˜j )  (1 + τ 2l,k)2
 k∑
j=l
‖rj‖2
µ˜j − µm+1 + σ˜
2
k+1,m
k∑
j=l
‖rj‖2
µ˜j − µk+1
 ,
(9)
where σ˜k+1,m = sin(Ik+1,m, H˜). We observe that, just like with (6), not only the dis-
tances between the eigenvalues µl, . . . , µk are not present in the above estimate, but
also the distance between µ˜k and µk+1 is present in the asymptotically insignificant
terms only.
Let us now turn to the error estimates via the best approximation error: below
we allow for the case of a separable Hilbert spaceH and compact M . Consider the
following estimate that can be found in [8]:
µk − µ˜k  (µk − µinf) sin2(Ik, H˜), (10)
where 1  k  dim H˜. We observe that the estimate (10) is cluster robust: no dis-
tances between consecutive eigenvalues of M are present at all. However, according
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to (10) the best approximation errors for invariant subspacesIl with l < k appear to
have strong influence on the error in µk , since sin(Ik, H˜)  sin(Il , H˜). Moreover,
even if u˜k = uk , the right-hand side generally remains positive. Since the left-hand
side in this case is zero, the estimate (10) is too inaccurate when internal eigenpairs
are better approximated than external ones.
The results of [2] suggest that the following estimate for the Rayleigh–Ritz method
in a finite element trial subspace is valid:
µi − µ˜i  µi
(
1 + (h)
δi | cos(ui, u˜i)|
)
sin2(ui,Hh). (11)
Here δi = min{µi−1 − µ˜i , µ˜i − µi+1}, Hh is a family of finite element
subspaces inH depending on the parameter h (mesh size) and (h) → 0 as h → 0
(for simplicity, the estimate for a simple eigenvalue is quoted above—for the case of a
multiple one see [2]). The above estimate shows that the accuracy in a given eigenvalue
is determined predominantly by the best approximation error in the corresponding
eigenvector; however, the distance between consecutive eigenvalues is present, albeit
in the asymptotically small term. Still, (11) suggests that one needs a very fine mesh in
order to accurately compute clustered eigenvalues. In this paper we show that this does
not have to be so by deriving the following subspace analogue of the above estimate
that combines the advantages of (10) and (11) (cf. the forthcoming publication [11]
for some other estimates of such kind).
Let Q˜ be the orthogonal projector onto H˜ and I˜l,k be the invariant subspace of
the restriction of M˜ = Q˜MQ˜ to H˜ corresponding to the Ritz values µ˜l, . . . , µ˜k . If
µ˜k > µk+1, and either l = 1 or µ˜l−1  µl , then for j = l, . . . , k
µj − µ˜j 
(
µl − µinf + ‖(I − Q˜)(M − µinfI )‖
√
σ
) sin2(Il,k, H˜)
| cos(Il,k, I˜l,k)|
,
(12)
where
σ = 1 + ‖(I − Q˜)MQ˜‖
2
δ2l,k
, δl,k = min
kil
min
j<l∨j>k |µi − µ˜j |.
We note that in the case where H˜ =Hh is a finite element subspace and M − µinfI
is compact, we have ‖(I − Q˜h)(M − µinfI )‖ → 0 as h → 0, where Q˜h = PHh (cf.
e.g. [2]).
The subsequent sections contain the derivation of the above new results and some
auxiliary results that are themselves instrumental in the error analysis for the spectral
approximation and related areas. Note that below we no longer assume M to be
compact andH separable.
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4. Main auxiliary results
In this section we present two important auxiliary results from which all of the
above new results are derived.
The estimates (6), (7) and (12) are immediate corollaries of the following auxiliary
result.
Lemma 1. Let I be an invariant subspace of M corresponding to  = I =
{ν1, . . . , νn}, and denote P = PI. Let {ν˜1, . . . , ν˜m} be a set of real numbers and
v˜1, . . . , v˜m a set of vectors in H, and denote I˜ = span{v˜1, . . . , v˜m} and R =
[r1, . . . , rm], where ri = Mv˜i − ν˜i v˜i . If m  n then there exist m different ij ∈
{1, . . . , n} such that
| cos(I˜,I)||νij − ν˜j |  ‖PR‖, j = 1, . . . , m. (13)
If m  n then there exist n different ji ∈ {1, . . . , m} such that
| cos(I, I˜)||νi − ν˜ji |  ‖PR‖, i = 1, . . . , n. (14)
If m = n then ij = j and ji = i.
Proof. Denote U = [v1, . . . , vn], where vj are the eigenvectors of M correspond-
ing to νj , and U˜ = [v˜1, . . . , v˜m]. We have P = UU∗ and R = MU˜ − U˜M˜ , where
M˜ = Diag[ν˜1, . . . , ν˜m], and hence
‖PR‖ = ‖UU∗(MU˜ − U˜M˜)‖ = ‖U(M̂U∗U˜ − U∗U˜M˜)‖
= ‖M̂U∗U˜ − U∗U˜M˜‖,
where M̂ = U∗MU = Diag[νl, . . . , νn]. Let m  n. By the well-known estimate by
Kahan (see Section 11.10 in [17] or (23) in the first part of this paper) there exist m
different ij ∈ {1, . . . , n} such that
|νij − ν˜j | 
1
σ
‖M̂U∗U˜ − U∗U˜M˜‖, (15)
where σ is the minimal singular value of U∗U˜ , which is equal to | cos(I˜,I)| (cf.
e.g. [4]), and hence we arrive at (13). Since
‖M̂U∗U˜ − U∗U˜M˜‖ = ‖U˜∗UM̂ − M˜U˜∗U‖ = ‖M˜U˜∗U − U˜∗UM̂‖
and the minimal singular value of U˜∗U is equal to | cos(I, I˜)|, we arrive in the same
way to (14). It remains to note that if m = n then in (15) we have ij = j . 
The next auxiliary result plays important role in the cluster robust convergence
analysis for subspace iterations in [13,14]; below we use it to obtain (8) and (9). This
result looks pretty cumbersome, but its meaning is quite simple. LetI be an invariant
subspace of M and let H˜ ⊂H be a subspace that contains a good approximation
to I, i.e. sin(I, H˜) is small enough. The orthogonal projections of Ritz vectors
onto I are ‘almost’ eigenvectors in the sense that for each orthogonal projection v˜‖i
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of a Ritz vector v˜i onto I there exists an eigenvector uji such that ‖uji − v˜‖i ‖ =
o(sin(I, H˜)/dist(µ(v˜i),M\{µji })) (cf. [10] or Lemma 3 in the first part), and it is
easy to verify that µji − µ(v˜‖i ) is of the same order of magnitude. This asymptotic
relationship, however, is not cluster robust because of the distance in the denominator.
The result below merely shows that the respective asymptotic relationship for the sum
of µji − µ(v˜‖i ) is cluster robust.
Lemma 2. Let I˜ ⊂H be a subspace of dimension n and let ν˜1  · · ·  ν˜n be the
Ritz values of a self-adjoint operator M in I˜ and v˜j be the corresponding Ritz vectors
normalized by ‖v˜j‖ = 1. Let ν1  · · ·  νn be consecutive eigenvalues of M, and
assume that the rest of the spectrum of M lies outside the open interval (νn+1, ν0),
where νn+1 < νn and ν1 < ν0. Denote byI0 the invariant subspace corresponding to
νk+ , . . . , νk− , where 1  k+  k−  n, byI+ the invariant subspace corresponding
to ν1, . . . , νk+−1(I+ = {0} if k+ = 1), byI− the invariant subspace corresponding
to νk−+1, . . . , νn(I− = {0} if k− = n), and by P0 the orthogonal projector ontoI0.
Denote
pq(ν) =
q∑
j=p
‖rj‖2
ν − ν˜j ,
where rj = Mv˜j − ν˜j v˜j , and denote
pq = pq(ν0) − pq(νn+1) + sin2(I+, I˜)pq(νk+−1)
− sin2(I−, I˜)pq(νk−+1). (16)
Finally, denote σpq = sin(span{v˜p, . . . , v˜q},I0). Let k+  k0  k−. If νk+−1 >
ν˜k+ , ν˜k0 > νk−+1 and σk+k0 < 1, then
k0∑
j=k+
νj 
k0∑
j=k+
µ(P0v˜j ) − k+k0
σ 2k+k0
(1 − σ 2k+k0)2
. (17)
If νk+−1 > ν˜k0 , ν˜k− > νk−+1, and σk0k− < 1, then
k−∑
j=k0
νj 
k−∑
j=k0
µ(P0v˜j ) + k0k−
σ 2k0k−
(1 − σ 2k0k−)2
. (18)
Proof. See Appendix B. 
Corollary 1. If νk+−1 > ν˜k+ , ν˜k− > νk−+1, and σk+k− < 1, then∣∣∣∣∣∣
k−∑
j=k+
νj −
k−∑
j=k+
µ(P0v˜j )
∣∣∣∣∣∣  k+k− σ
2
k+k−
(1 − σ 2k+k−)2
. (19)
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Remark 1. If k+ = 1, then sin(I+, I˜) = 0, and the third term in the right-hand side
of (16) vanishes. Similarly, if k− = n, then the last term in the right-hand side of (16)
vanishes. If ν1 is the largest eigenvalue of M , then we can take arbitrary large ν0, and
the first term in the right-hand side of (16) vanishes, and, similarly, if νn is the smallest
eigenvalue of M , then the second term in the right-hand side of (16) vanishes.
Remark 2. In the above lemma the eigenvalues and Ritz values are denoted by νi
and ν˜i rather than by µi and µ˜i for the sake of generality, because this lemma applies
to an arbitrary set of consecutive eigenvalues separated from the continuous spectrum
(but not necessarily above it). The use of +, 0 and − as the indices reflects the fact that
the eigenvalues corresponding toI+ are not less than the eigenvalues corresponding
to I0, which, in turn, are not less than the eigenvalues corresponding to I−.
We observe that the estimates of the above lemma do not involve distances between
the eigenvalues νk+ , . . . , νk− . Moreover, the distances between νk+−1 and ν˜k+ and
between ν˜k− and νk−+1, which converge to νk+−1 − νk+ and νk− − νk−+1 as σk+k− →
0, are present only in the asymptotically (as sin(I+ +I0 +I−, I˜) → 0) insignif-
icant last two terms in (16). Hence, if νk+ , . . . , νk− form a cluster, then we may say
that not only the distances between the eigenvalues inside the cluster are not present
in (17) and (18) but even the distances between the cluster and the rest of the spectrum
play asymptotically insignificant role (cf. Section 1 and [15] regarding this property,
which is shared by the main results of the paper).
5. Estimates via residuals
From Lemma 1 we immediately obtain the following cluster robust estimate that is
of a mixed type, as it uses both the best approximation error for an invariant subspace
and the residuals on Ritz vectors.
Theorem 1. Let I be an invariant subspace of M corresponding to  = I =
{ν1, . . . , νn}, and denote P = PI. Let Q˜ = PH˜, where H˜ ⊂H and dim H˜  n.
Let M˜ be the restriction of Q˜MQ˜ to H˜, I˜ be an invariant subspace of M˜ of dimen-
sion n, ˜ = {ν˜1, . . . , ν˜n} be the spectrum of M˜ in I˜ and P˜ = PI˜. The following
inequalities are valid:
| cos(I, I˜)||νj − ν˜j |  sin(I, H˜)‖R‖, j = 1, . . . , n. (20)
where R = [r1, . . . , rn], ri = Mv˜i − ν˜i v˜i and v˜i is the Ritz vector corresponding to
ν˜i .
Proof. Since v˜i are Ritz vectors, we have Q˜ri = 0, and hence ‖PR‖ = ‖P(I −
Q˜)R‖  ‖P(I − Q˜)‖‖R‖ = sin(I, H˜)‖R‖. Hence, applying Lemma 1 we arrive
at (20). 
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Since sin(I, H˜)  sin(I, I˜), using the estimates (10) and (11) for sin(I, I˜)
from the first part [15] of this paper, we immediately obtain from (20) the following
estimates.
Theorem 2. In the notation of Theorem 1, let us assume that M\ and ˜ are
separated in the sense that one of them lies in an interval that has no intersection
with the other. Then
νj − ν˜j  ‖R‖
2
δ| cos(I, I˜)| , j = 1, . . . , n, (21)
where δ = dist(˜,M\). IfI ⊂ Ie, whereIe is an invariant subspace of M, then
νj − ν˜j 
√
1
δ2e
+ 1
δ2
sin2(Ie\I, H˜) ‖R‖
2
| cos(I, I˜)| , j = 1, . . . , n, (22)
where δe = dist(˜,M\e).
In a similar way, using Theorem 1 with νj = µj and the estimate (7) for tan(I, I˜)
from the first part [15] of this paper, we obtain the following result.
Theorem 3. If µ˜n > µn+1 for some 1  n  dim H˜ then
µj − µ˜j  ‖R‖
2
µ˜n − µn+1 , j = 1, . . . , n, (23)
where R = [r1, . . . , rn] and ri = Mu˜i − µ˜i u˜i .
Now, let us show how the estimates of Theorem 2 can be used to obtain (5) and
(7). (We remind that these two estimates were formulated for the case where M is
compact and H is either Euclidean or separable Hilbert space.) If l  k and δl,k
are such that precisely k − l + 1 eigenvalues of M lie either in the interval (µ˜l −
δ, µ˜k + δ) or, for some l  m < k, in the union (−∞, µ˜m − δ) ∪ (µ˜m+1 + δ,+∞),
then sin(I, I˜)  ‖R‖/δ, where I is the invariant subspace corresponding to those
eigenvalues, I˜ = span{u˜l , . . . , u˜k} and R = [rl, . . . , rk] (cf. (10) in [15]), and hence
(21) implies (5). If l = 1 or µ˜l−1 > µl , and µ˜k > µk+1, then I = Il,k , and hence
ij = j . The estimate (7) is obtained from (22) in the same way.
Remark 3. By another well-known estimate by Kahan [7], one can replace the left-
hand side of (15) with the square root of the sum of (νj − ν˜j )2: using this version of
(15) we obtain instead of (20) the following estimate
| cos(I, I˜)|
√√√√ n∑
j=1
(νj − ν˜j )2  sin(I, H˜)‖R‖F ,
where ‖R‖F =
√
Tr R∗R, which leads to respective versions of (21)–(23) i.e. (cf.
[19])
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j=1
(νj − ν˜j )2  ‖R‖
2
F√
δ2 − ‖R‖2F
(24)
etc.
We observe that the estimates of Theorems 2 and 3 are cluster robust in the sense
that they do not involve distances between ν1, . . . , νn and hence can be efficiently
applied to calculating error bounds for clustered eigenvalues. Further, we observe
that the estimate (3) with j = 1 is a particular case of (23) with n = 1. The main
limitation of (21)–(23) compared to (3) is the fact that the former estimates are less
accurate than the latter for the smallest eigenvalue in a cluster (the case where (3)
is also cluster robust). Indeed, when u˜n approaches un the right-hand sides of the
former (assuming that νi = µi in (21) and (22)) generally remain positive for n > 1,
whereas in (3) for j = n the left-hand side tends to zero. In the rest of this section we
show that one can obtain estimates that are free from the above limitation by dealing
with the total error for a group of eigenvalues instead of the individual errors.
The remaining estimates of this section exploit the asymptotic closeness of the
Rayleigh quotients on the projections of Ritz vectors to eigenvalues of M discussed
above just before Lemma 2.
Below we return to the notation of Section 3, i.e. µ˜i and u˜i are Ritz values and
vectors in H˜ and ri are the corresponding residuals, and we denote additionally
σl,k = sin(I˜l,k,Ik), σ˜l,k = sin(Il,k, I˜k), τl,k = tan(I˜l,k,Ik),
where
I˜l,k = span{u˜l , . . . , u˜k}, I˜k = I˜1,k.
We note, however, that below we do not assume H to be Euclidean or separable
and M to be compact, and µi and µ˜i are defined by (2), for the latter the supremum
being taken over subspaces of H˜ only.
Theorem 4. If µ˜k > µk+1 for some 1  k  dim H˜ then for any 1  l  k
k∑
j=l
(µj − µ˜j )  (1 + τ 2l,k)2
k∑
j=l
‖rj‖2
µ˜j − µk+1 (25)
and for any k < m  dim H˜ such that µm  µc
k∑
j=l
(µj − µ˜j )  (1 + τ 2l,k)2
 k∑
j=l
‖rj‖2
µ˜j − µm+1 + σ˜
2
k+1,m
k∑
j=l
‖rj‖2
µ˜j − µk+1
 .
(26)
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Proof. Since µ˜k > µk+1 from (A.7) it follows that σl,k < 1. Denote Pk = PIk . From
(A.1) for any u with non-zero Pku we have
((µ(u)I − M)(I − Pk)u, (I − Pk)u) = (µ(Pku) − µ(u))‖Pku‖2,
and hence if µ(u) > µk+1, then
µ(Pku) − µ(u) 1
cos2(u,Ik)
‖(I − Pk)r(u)‖2
µ(u) − µk+1
 1
cos2(u,Ik)
‖r(u)‖2
µ(u) − µk+1 . (27)
Applying the above inequality to u˜l , . . . u˜k and using Lemma 2 with k+ = 1, k0 = l
and k− = n = k, we obtain
k∑
j=l
(µj − µ˜j ) =
k∑
j=l
(µ(Pku˜j ) − µ˜j ) +
k∑
j=l
(µj − µ(Pku˜j ))
 1
1 − σ 2l,k
k∑
j=l
‖rj‖2
µ˜j − µk+1 +
σ 2l,k
(1 − σl,k)2
k∑
j=l
‖rj‖2
µ˜j − µk+1
= (1 + τ 2l,k)
k∑
j=l
‖rj‖2
µ˜j − µk+1 + (1 + τ
2
l,k)τ
2
l,k
k∑
j=l
‖rj‖2
µ˜j − µk+1
= (1 + τ 2l,k)2
k∑
j=l
‖rj‖2
µ˜j − µk+1 .
Turning now to (26), we have
(µ(Pku˜j ) − µ˜j )‖Pku˜j‖2 = ((µ˜j I − M)(I − Pk)u˜j , (I − Pk)u˜j )
= ((µ˜j I − M)(I − Pm)u˜j , (I − Pm)u˜j )
+ ((µ˜j I − M)Pk+1,mu˜j , Pk+1,mu˜j ),
where Pk+1,m = Pm − Pk . Hence, in view of (A.9) and (A.10) for j = l, . . . , k we
have (cf. (27)):
µ(Pku˜j ) − µ˜j  (1 + τ 2l,k)
(
‖rj‖2
µ˜j − µm+1 + σ˜
2
k+1,m
‖rj‖2
µ˜j − µk+1
)
.
Taking the sum over j = l, . . . , k and applying Lemma 2 with k+ = 1, k0 = l,
k− = k and n = m, we obtain
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k∑
j=l
(µj − µ˜j ) =
k∑
j=l
(µ(Pku˜j ) − µ˜j ) +
k∑
j=l
(µj − µ(Pku˜j ))
 (1 + τ 2l,k)
 k∑
j=l
‖rj‖2
µ˜j − µm+1 + σ˜
2
k+1,m
k∑
j=l
‖rj‖2
µ˜j − µk+1

+ σ
2
l,k
(1 − σ 2l,k)2
 k∑
j=l
‖rj‖2
µ˜j − µm+1 + σ˜
2
k+1,m
k∑
j=l
‖rj‖2
µ˜j − µk+1

= (1 + τ 2l,k)2
 k∑
j=l
‖rj‖2
µ˜j − µm+1 + σ˜
2
k+1,m
k∑
j=l
‖rj‖2
µ˜j − µk+1

and thus arrive at (26). 
Estimating σl,k via the residuals (cf. [15]), we can rewrite the estimate (25) as
follows
k∑
j=l
(µj − µ˜j ) 
k∑
j=l
‖rj‖2
µ˜j − µk+1 + O
 k∑
j=l
‖rj‖2
2, (28)
and the estimate (26) can be rewritten as
k∑
j=l
(µj − µ˜j ) 
k∑
j=l
‖rj‖2
µ˜j − µm+1 + O
 m∑
j=l
‖rj‖2
k∑
j=l
‖rj‖2
. (29)
We observe that for k = l the estimate (28) is asymptotically equivalent to (3) with
i = j = k and (29) is asymptotically better due to the larger denominators.
As mentioned in Section 3, the main advantage of the estimates of Theorem 4
compared to (21) and (22) is the absence of µl−1 − µ˜l , which makes it possible to
apply them to several smallest eigenpairs in a cluster without using the residuals for
the remaining eigenpairs and without loosing cluster robustness. Indeed, if µl, . . . , µk
is a cluster, then, with the help of (25), for any l  l′  k the total error in µl′ , . . . , µk
can be estimated via rl′ , . . . , rk whereas (21) would either involve rl, . . . , rl′−1 as well
or would not be cluster robust. Besides, by (21), this total error would be estimated by
(k − l′ + 1)‖Rl,k‖2  (k − l′ + 1)‖Rl′,k‖2  ‖Rl′,k‖2F , where Rm,n = [rm, . . . , rn],
divided by δl,k , which majorates the main term in the right-hand side of (25) (cf. (28)).
Since (k − l′ + 1)‖Rl,k‖2 = ‖Rl′,k‖2F if and only if rj = 0 for j = l, . . . , l′ − 1 and
rl′ , . . . , rk are orthogonal and of equal norm, we conclude that (25) generally provides
asymptotically more accurate bound for the total error in several smallest eigenvalues
in a cluster. Finally, comparing (25) with (24) we observe that the left-hand side of
the former majorates that of the latter whereas the right-hand side of the former is
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asymptotically smaller than that of the latter, which implies that (25) is asymptotically
more acurate than (24).
6. An estimate via the best approximation error
The estimate (12) is a particular case of the following estimate for the eigenvalue
error via the best approximation error.
Theorem 5. Let Q˜ = PH˜ = P˜0 + · · · + P˜m, where P˜i are the orthogonal projectors
onto invariant subspaces I˜i of the restriction M˜ of the operator Q˜MQ˜ to H˜, and
P˜i P˜j = 0 for i = j . Denote by ˜ the spectrum of M˜ and by ˜i the spectrum of M˜ in
I˜i . LetI0 be an invariant subspace of M corresponding to 0 = {ν1, . . . , νn}, ν1 
· · ·  νn. If ˜0 contains n eigenvalues ν˜1  · · ·  ν˜n of M˜, and 0 is separated from
˜\˜0 in the sense that one of the two sets lies in an interval that has no intersection
with the other, then for j = 1, . . . , n
|νj − ν˜j | 
(
ν1 − µinf + ‖(I − Q˜)(M − µinfI )‖
√
σ
) sin2(I0, H˜)
| cos(I0, I˜0)|
, (30)
where
σ = 1 +
m∑
i=1
‖R˜i‖2
δ2i
, R˜i = (I − Q˜)MP˜i, δi = min
µ∈0,µ˜∈˜i
|µ − µ˜|.
Proof. We have
‖P(I − Q˜)MP˜ ‖ = ‖P(I − Q˜)(M − µinfI )P˜ ‖
= ‖P(I − Q˜)(M − µinfI )P
+P(I − Q˜)(M − µinfI )(P˜ − P)‖
= ‖P(I − Q˜)PP (M − µinfI )P + P(I − Q˜)(I − Q˜)
× (M − µinfI )(P˜ − P)‖
 ‖P(I − Q˜)P ‖‖P(M − µinfI )P ‖
+‖P(I − Q˜)‖‖(I − Q˜)(M − µinfI )‖‖P˜ − P ‖
= (ν1 − µinf)‖(I − Q˜)P ‖2 + ‖(I − Q˜)P ‖‖(I − Q˜)
× (M − µinfI )‖‖P˜ − P ‖,
and, using Theorem 6 from [15] for estimating ‖P˜ − P ‖ via ‖(I − Q˜)P ‖ =
sin(I0, H˜) and Lemma 1, we arrive at (30). 
The rationale for splitting Q˜ − P˜0 into P˜i in the formulation of the above theorem is
as follows. LetI1 andI2 be the invariant subspaces corresponding to the spectrum of
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M in the vicinity of 0 just above and just below it, respectively. Denoting Pi = PIi ,
i = 1, 2, we have
‖R˜i‖ = ‖(I − Q˜)MP˜i‖ = ‖(I − Q˜)(M − µinfI )P˜i‖
= ‖(I − Q˜)(M − µinfI )Pi + (I − Q˜)(M − µinfI )(P˜i − Pi)‖
 ‖(I − Q˜)Pi‖‖Pi(M − µinfI )Pi‖ + ‖(I − Q˜)(M − µinfI )‖‖P˜i − Pi‖
 (ν1 − µinf)‖(I − Q˜)Pi‖ + ‖(I − Q˜)(M − µinfI )‖‖P˜i − Pi‖.
We note that ‖(I − Q˜)Pi‖ = sin(Ii , H˜) and ‖Pi − P˜i‖ = sin(Ii , I˜i ). Assum-
ing that H˜ contains a good approximation toI1 andI2, we can estimate sin(Ii , I˜i )
via sin(Ii , H˜) (cf. Theorem 4.2 from [10] or Theorem 6 from the first part [15]:
by ‘good approximation’ we simply mean that I˜i and H˜ satisfy the assumptions
of these theorems). Thus, just as in the case of (7) and (9), not only the distances
between ν1, . . . , νn are not present in (12) but even the distances between this group
of eigenvalues and the rest of the spectrum, i.e. δ1 and δ2, is present in asymptotically
(as sin(Ii , H˜) → 0, i = 1, 2) insignificant terms only.
Now, if the spectrum of M˜ contains eigenvalues µ˜1  · · ·  µ˜k such that µ˜k >
µk+1, then we can takeI0 = I1,k (note that by the maximin principle µk  µ˜k and
henceµk > µk+1, and that by (A.7) cos(I0, I˜0) > 0), and the right-hand side of (30)
with m = 1 is the upper bound for µj − µ˜j , j = 1, . . . , k. If, additionally, µ˜l−1 > µl
for some 1 < l  k, then we can take I0 = Il,k (note that again cos(I0, I˜0) > 0
by (A.8)) to obtain the same upper bound for µj − µ˜j , j = l, . . . , k.
The last result of the paper is based on the following estimate.1
Lemma 3. Let µ˜j and u˜j be the Ritz values and vectors of M with respect to a
subspace H˜ of dimension n. For any 1  l  k  n the following inequality is valid:
µk − µ˜k  (µk − µinf) sin2(Il,k, I˜l,n), (31)
where I˜l,n = span{u˜j }nj=l .
Proof. Denote by P˜l,n the orthogonal projector onto I˜l,n, and let µˆj and uˆj be
the Ritz values of M with respect to the subspace H˜l,n = P˜l,nIl,k enumerated in
descending order: for simplicity below we enumerate them starting from j = l rather
than from j = 1. It is easy to see that µˆj and uˆj are at the same time the Ritz values
and vectors of the operator P˜l,nMP˜l,n restricted to I˜l,n with respect to H˜l,n, and,
by the minimax principle, we have µ˜j  µˆj . Hence, assuming that Pl,kuˆk = 0, we
have µ(Pl,kuˆk)  µk  µ˜k  µˆk and using (A.2) with P = Pl,k and u = uˆk (where
the denominator is positive because so is the numerator) we obtain
1 This estimate was in the original manuscript submitted to LAA, but was removed by mistake from the
revised paper published as a preprint [16]. The author became aware of the mistake and restored this result
in the final version thanks to the discussion with Prof. A. Knyazev of the University of Colorado at Denver
regarding the manuscript [11] where the same estimate was obtained independently.
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µk − µ˜k
µk − µinf 
µk − µˆk
µk − µinf 
µ(Pl,kuˆk) − µ(uˆk)
µ(Pl,kuˆk) − µ((I − Pl,k)uˆk)
= sin2(uˆk,Il,k)  sin2(H˜l,n,Il,k)  sin2(Il,k, I˜l,n).
It remains to note that if Pl,kuˆk = 0, then sin(H˜l,n,Il,k) = sin(Il,k, I˜l,n) = 1,
and we again arrive at (31). 
Using the above lemma together with Theorem 5 of the first part [15] of this paper
(cf. also [10]) we arrive at the following cluster robust estimate.
Theorem 6. Let µ˜j and u˜j be the Ritz values and vectors of M with respect to a
subspace H˜. If µ˜l−1 > µl for some 1 < l  dim H˜, then for any 0 = k0 < k1 <
· · · < ks = l − 1 and any l  k  dim H˜
µk − µ˜k  (µk − µinf)
(
1 + k1,...,ks
)
sin2(Il,k, H˜), (32)
where
k1,...,ks =
s∑
i=1
‖(I − PH˜)MP˜ki−1+1,ki‖2
(µ˜ki − µl)2
and P˜p,q is the orthogonal projector onto span{u˜j }qj=p.
Appendix A. Auxiliary results
Let P be the orthogonal projector onto an invariant subspace I of M . For any
non-zero u ∈H with non-zero Pu and (I − P)u
0 = ((µ(u)I − M)u, u)
= ((µ(u)I − M)Pu, Pu) + ((µ(u)I − M)(I − P)u, (I − P)u)
= (µ(u) − µ(Pu))‖Pu‖2 + ((µ(u)I − M)(I − P)u, (I − P)u).
Hence, we arrive at the identity
(µ(Pu) − µ(u))‖Pu‖2 = ((µ(u)I − M)(I − P)u, (I − P)u). (A.1)
By adding (µ(Pu) − µ(u))‖(I − P)u‖2 to both sides of the above we obtain
(µ(Pu) − µ(u))‖u‖2 = ((µ(Pu)I − M)(I − P)u, (I − P)u)
= (µ(Pu) − µ((I − P)u))‖(I − P)u‖2
and hence
sin2(u,I) = µ(Pu) − µ(u)
µ(Pu) − µ((I − P)u) . (A.2)
204 E. Ovtchinnikov / Linear Algebra and its Applications 415 (2006) 188–209
Using the above identity it is easy to obtain the following estimates for the angle
between Ritz vectors and invariant subspaces and between eigenvectors and Ray-
leigh–Ritz approximations to invariant subspaces. (Strictly speaking, these estimates
belong to the first part of this paper [15] but since they are not used there, they are
placed here instead.)
Lemma 4. Let µ˜1  µ˜2  · · · and u˜1, u˜2, . . . be the Ritz values and vectors of a self-
adjoint operator M in a finite-dimensional subspace H˜ of a Hilbert or Euclidean
spaceH, and denote
Il,k = span{ul, . . . , uk}, Ik = I1,k, I˜l,k = span{u˜l , . . . , u˜k}, I˜k = I˜1,k.
If µ1 > µk+1 for some k  dimH, then for i = 1, . . . , k the following inequality is
valid
sin2(u˜i ,Ik) 
µ1 − µ˜i
µ1 − µk+1 . (A.3)
If µi > µk+1, then
sin2(ui, I˜k) 
µi − µ˜k
µi − µk+1 . (A.4)
If µ˜l−1 > µl and µ˜k > µk+1 for some 1 < l  k, then
sin2(u˜i ,Il,k) 
µl − µ˜i
µ˜l−1 − µ˜i
µ˜l−1 − µk+1
µl − µk+1 , i = l, . . . , k (A.5)
and
sin2(ui, I˜l,k) 
µi − µ˜k
µi − µk+1
µ˜l−1 − µk+1
µ˜l−1 − µ˜k , i = l, . . . , k. (A.6)
Proof. Denote by Pk and Pl,k the orthogonal projector ontoIk andIl,k respectively.
If Pku˜i = 0 or P⊥k u˜i = 0, then (A.3) is trivial, otherwise, from (A.2) we have
sin2(u˜,Ik) = µ(Pku˜i) − µ˜i
µ(Pku˜i) − µ(P⊥k u˜i)
 µ1 − µ˜i
µ1 − µk+1 .
If µ˜i  µk+1 then (A.4) is trivial, otherwise from (A.3) we have θ(Ik, I˜k) < 1,
and hence the restriction of Pk to I˜k is positive definite. Denoting by Qk the inverse
of this restriction, from (A.2) for u˜ = Qkui we have, excluding the trivial case ui = u˜,
sin2(ui, I˜k) sin2(u˜, ui) = sin2(u˜,Ik)
= µ(Pku˜) − µ(u˜)
µ(Pku˜) − µ(P⊥k u˜)
 µi − µ˜k
µi − µk+1 .
Turning now to (A.5), we observe first that by the maximin principle µk  µ˜k ,
and hence µl  µk  µ˜k > µk+1 and µ˜l−1 > µl  µ˜i . Further, from µ˜k > µk+1 it
follows that the restriction of Pk to I˜k is invertible (cf. above), and we will use the
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same notation Qk for the inverse. Denote H˜l,k = QkIl,k , and P˜k = PI˜k and denote
by M˜k the restriction of P˜kMP˜k to I˜k . Applying (A.3) to M˜k instead of M , and using
the fact that µ(u˜)  µl for u˜ ∈ H˜l,k , we obtain
θ(H˜l,k, I˜l,k) 
µl − µ˜k
µ˜l−1 − µ˜k < 1.
Hence, the restriction of P˜k to H˜l,k is invertible: denote the inverse by Q˜k . Denote
v˜ = Q˜ku˜i and u = Pkv˜. From (A.2) we have:
sin2(v˜, u) = sin2(v˜,Il,k) = µ(Pkv˜) − µ(v˜)
µ(Pkv˜) − µ((I − Pk)v˜)
= µ(u) − µ(v˜)
µ(u) − µ((I − Pk)v˜) 
µl − µ˜
µl − µk+1 < 1,
where µ˜ = µ(v˜). Denoting by P˜l,k the orthogonal projector onto I˜l,k and applying
(A.2) to u˜ and M˜k , we obtain
sin2(v˜, u˜i) = sin2(v˜, I˜l,k) = µ(v˜) − µ(P˜l,kv˜)
µ((I − P˜l,k)v˜) − P˜l,kv˜)
= µ˜ − µ(P˜l,kv˜)
µ(P˜1,l−1v˜) − µ(P˜l,kv˜)
 µ˜ − µ˜i
µ˜l−1 − µ˜i < 1.
Denote by α and β the acute angles between v˜ and u and between v˜ and u˜i
respectively. In vew of the above estimates for sin α and sin β, we have
cos(α + β) = cos α cos β − sin α sin β

(
b2 − µ˜
b2 − a2
µ˜ − a1
b1 − a1
)1/2
−
(
µ˜ − a2
b2 − a2
b1 − µ˜
b1 − a1
)1/2
≡ ψ(µ˜),
where a1 = µk+1, a2 = µ˜i , b1 = µl and b2 = µ˜l−1. Elementary calculations show
that the minimum of ψ(x) on [a2, b1] is attained at x = (a2b2 − a1b1)/(a2 − a1 +
b2 − b1), and hence
cos(α + β)  ψ(x) =
√
a2 − a1
b1 − a1
b2 − b1
b2 − a2 > 0.
Thus, α + β < π/2. Denote by γ the non-obtuse angle between u and u˜i . We have
γ  α + β < π/2, and thus, cos γ  cos(α + β), and
sin2(u˜i ,Il,k) sin2(u˜i , u) = 1 − cos2 γ
 b1 − a2
b2 − a2
b2 − a1
b1 − a1 =
µl − µ˜i
µ˜l−1 − µ˜i
µ˜l−1 − µk+1
µl − µk+1 .
To prove (A.6), we denote v˜ = Qkui and u˜ = P˜l,kv˜ and obtain in the same way
as above the inequalities
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sin2(v˜, ui) 
µi − µ˜
µi − µk+1 < 1, sin
2(v˜, u˜)  µ˜ − µ˜k
µ˜l−1 − µ˜k < 1.
where µ˜ = µ(v˜). Hence, denoting a1 = µk+1, a2 = µ˜k , b1 = µi and b2 = µ˜l−1, we
obtain
sin2(ui, I˜l,k) sin2(ui, u˜) 
b1 − a2
b2 − a2
b2 − a1
b1 − a1
= µi − µ˜k
µ˜l−1 − µ˜k
µ˜l−1 − µk+1
µi − µk+1 . 
Corollary 2. In the notation and under the assumptions of Lemma 4 the following
inequalities are valid:
θ(I˜k,Ik)
2  µ1 − µ˜k
µ1 − µk+1 , (A.7)
θ(I˜l,k,Il,k)
2  µl − µ˜k
µ˜l−1 − µ˜k
µ˜l−1 − µk+1
µl − µk+1 . (A.8)
Note that the estimate (A.7) for the case k = 1 and the estimate (A.8) for the case
l = k were proved in [8] and the estimates (A.3) and (A.5) can also be derived from
the results of Chapter 5 of [21] (see also Section 2 in [9]).
For any non-zero u ∈H the following inequality is valid (cf. [15]):
dist(µ(u),)‖Pu‖  ‖Pr(u)‖,
where  is the spectrum of M in I, and if u is a Ritz vector in a subspace H˜ then
(cf. [10] or Lemma 3 in the first part)
dist(µ(u),)‖Pu‖  sin(I, H˜)‖r(u)‖.
Using the above simple estimates and the relationship (P r(u), Pu) = ((M −
µ(u)I)Pu, Pu) it is easy to see that if dist(µ(u),) > 0 then
− ‖Pr(u)‖
2
dist(µ(u),−)
 ((M − µ(u)I)Pu, Pu)  ‖Pr(u)‖
2
dist(µ(u),+)
(A.9)
and
− sin
2(I, H˜)‖r(u)‖2
dist(µ(u),−)
 ((M − µ(u)I)Pu, Pu)
 sin
2(I, H˜)‖r(u)‖2
dist(µ(u),+)
, (A.10)
where − = {µ ∈  : µ < µ(u)} and + = {µ ∈  : µ > µ(u)}.
E. Ovtchinnikov / Linear Algebra and its Applications 415 (2006) 188–209 207
Appendix B. The proof of Lemma 2
The proof of Lemma 2 is based on the following corollary of Lemma 6 from [14].
Lemma 5. Let A = + A be a symmetric and B = I + B a symmetric positive
definite matrix, where  is a diagonal matrix and B  0. Let A = A− + A+
and let D− and D+ be some diagonal matrices such that Tr(D−)  Tr(A−) and
Tr(A+)  Tr(D+). Then
Tr(B−1A) Tr(Bd−1Ad) − ‖B‖
(1 − ‖B‖)2 (Tr(A− − D−)
+ Tr(D+ − A+)), (B.1)
where Ad and Bd are the diagonals of A and B resp.
Turning now to Lemma 2, let us denote by P+ and P− the orthogonal projectors
onto the invariant subspaces corresponding to the spectrum of M above ν1 and below
νn resp., and by P+ and P− the orthogonal projectors onto I+ and I−. Let us first
prove (17) with k0 = k−. Denote I˜0 = span{v˜k+ , . . . , v˜k−} and σ0 = σk+k− . Since
σ0 < 1, the vectors v˜0j ≡ P0v˜j , j = k+, . . . , k−, form a basis of I0. Using these
vectors as the basis for the Rayleigh–Ritz method for M we obtain the generalized
eigenvalue problem
Ax = νBx, (B.2)
where A and B are n × n matrices with the entries aij = (v˜0i , v˜0j )M and bij = (v˜0i , v˜0j )
resp. Obviously, νj , j = k+, . . . , k−, are the eigenvalues of (B.2), and µ(P0v˜j ) =
ajj /bjj , which suggests using Lemma 5 for obtaining the estimates (18) and (17).
Since
δij = (v˜i , v˜j ) = (v˜0i , v˜0j ) + ((I − P0)v˜i , (I − P0)v˜j )
and
δij ν˜i = (v˜i , v˜j )M = (v˜0i , v˜0j )M + ((P+ + P+)v˜i , v˜j )M
+ ((P− + P−)v˜i , v˜j )M,
we have: A = + A− + A+ and B = I + B where  = Diag{ν˜j }k−j=k+ and the
entries of the matrices A−, A+ and B are −((P+ + P+)v˜i , v˜j )M , −((P− +
P−)v˜i , v˜j )M and −((I − P0)v˜i , (I − P0)v˜j ) resp. Obviously, B  0 and
‖B‖ = max
x
−(Bx, x)
‖x‖2 = maxv∈I˜0
‖(I − P0)v‖2
‖v‖2 = σ
2
0 .
Let D− and D+ be diagonal n × n matrices with the diagonal entries −ν˜j ((P+ +
P+)v˜j , v˜j )M and −ν˜j ((P− + P−)v˜j , v˜j )M resp. We have:
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0  Tr(D+ − A+) =
k−∑
j=k+
((M − ν˜j I )(P+ + P+)v˜j , v˜j ) (B.3)
and
0  Tr(A− − D−) =
k−∑
j=k+
((ν˜j I − M)(P− + P−)v˜j , v˜j ). (B.4)
Using (A.9) and (A.10) we obtain
((M − ν˜j I )P+v˜j , v˜j ) ‖rj‖
2
νk+−1 − ν˜j ,
((M − ν˜j I )P+v˜j , v˜j ) sin2(I+, I˜) ‖rj‖
2
νk+−1 − ν˜j
,
((ν˜j I − M)P−v˜j , v˜j ) ‖rj‖
2
ν˜j − νk−+1 ,
((ν˜j I − M)P−v˜j , v˜j ) sin2(I−, I˜) ‖rj‖
2
ν˜j − νk−+1
.
Substituting the above estimates into (B.3) and (B.4) and using Lemma 5 we arrive
at (17) with k0 = k−. To prove (17) for k0 < k− it is enough to replace above I˜0
with span{v˜k+ , . . . , v˜k0}, which leads to the generalized eigenvalue problem (B.2)
with matrices A and B whose entries are given by the same formulas as above, and to
reduce the range of the indices i and j in (B.3) and (B.4) accordingly. By the maximin
principle the eigenvalues νk+ , . . . , νk0 , in this case majorate those of (B.2) and hence
the above calculations lead to (17). To prove (18) it is enough to apply (17) to the
operator −M .
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