Increasing functionality of electronic control units has enhanced our ability to control engine operation utilizing calibration static maps that provide the values of several controllable variables. State-of-the-art simulation-based calibration methods permit the development of these maps with respect to extensive steady-state and limited transient operation of particular driving cycles. However, each individual driving style is different and rarely meets those test conditions. An alternative approach was recently implemented that considers the derivation of these maps while the engine is running the vehicle. In this approach, a self-learning controller selects in real time the optimum values of the controllable variables for the sequences of engine operating point transitions, corresponding to the driver's driving style. This paper presents a quantitative assessment of the benefits in fuel economy and emissions, derived from employing a self-learning controller for optimal injection timing in a diesel engine. The engine is simulated over transient operation in response of a hypothetical driver's driving style.
INTRODUCTION
Increasing demand for greater fuel economy and better performance, in conjunction with stringent emission legislation, has enhanced the functional range of electronic control units (ECUs). Current ECUs perform a variety of control tasks using engine calibration static maps that provide the values of several controllable variables. These values are referenced by actuators to maintain optimal engine operation. In traditional ECU development processes, engine calibration maps are generated experimentally by extensive steady-state engine operation and step function changes of engine speed and load [1] [2] [3] [4] . This is usually accompanied by simple transient operation limited by dynamometer capabilities and simulation technologies [5] . However, steady-state and simple transient engine operation is only partially indicative of actual engine operation in a vehicle. The increasing sophistication of ECUs requires new technologies and methods in the design and development process.
Advancements in computing technology have enabled simulation-based methods such as Hardware in the Loop (HiL) and Software in the Loop (SiL) test systems [6, 7] . HiL systems have been widely utilized as powerful methods for implementing engine calibration maps. These systems involve a real-time simulation engine model and a vehicle system connected to the ECU hardware. HiL systems allow the ECU development through simulation of powertrain components and vehicle system. SiL systems are more recent approaches, in which the engine model is integrated with the ECU software, and run on a computer [8] . SiL allows selective tests of single calibration tasks and separate modules of the ECU early in development. An essential requirement of HiL and SiL systems is the availability of an engine model capable of generating physical and consistent outputs of a combustion engine based on actual inputs.
HiL and SiL systems aim to provide automated software tools for generating and validating calibration maps during the ECU development process. Further simulation-based methods for deriving these maps at steady-state engine operation have been extensively reported in the literature [9] [10] [11] [12] . These efforts have been valuable in understanding steady-state operation, and optimizing fuel economy and emissions in recent years [13] . Transient engine operation, however, constitutes the largest segment in actual engine operation compared to the steady-state one [14] . Fuel consumption and emissions during transient operation are extremely complicated, vary significantly with each particular driving cycle [15, 16] , and are highly dependent upon the calibration maps employed by the engine's ECU [16, 17] . Research efforts in addressing transient operation have focused on simulation-based methods to derive calibration maps for transients of particular driving cycles. Burk et al. [18] presented the necessary procedures required to utilize co-simulation techniques with regard to predicting engine drive cycle performance for a typical vehicle. Jacquelin et al. [19] utilized analytical tools to run the FTP-75 driving cycle through pre-computed engine performance maps, depending on engine speed, load, intake and exhaust cam centerline positions. Atkinson et al. [20] implemented a dynamic system to provide optimal calibration for transient engine operation of particular driving cycles. These methods utilize engine models sufficiently accurate to portray fuel economy and feedgas emissions during transient engine operation. However, identifying all possible transients, and thus deriving optimal values of the controllable variables through calibration maps for those cases a priori, is infeasible.
To address these issues, an alternative approach has been implemented that makes the engine of a vehicle an autonomous intelligent system capable of learning the values of various controllable variables in real time while the driver drives the vehicle [21] . Through this approach, engine calibration is optimized with respect to both steady-state and transient operation designated by the driver's driving style. The engine is treated as a controlled stochastic system and engine calibration is formulated as a system identification and stochastic control problem. A real-time computational learning model has been implemented, suitable for solution of the state estimation and system identification sub-problem [22] . The model allows engine realization based on gradually enhanced knowledge of engine response as it transitions from one operating point to another. A lookahead control algorithm has been developed that solves the stochastic control problem by utilizing accumulated data acquired over the learning process of the computational model. The enhancement of the problem's dimensionality, when more than one controllable variable is considered, was addressed by a decentralized learning control scheme [23] . This scheme draws from multi-agent learning research in a range of areas including reinforcement learning, and game theory to coordinate optimal behavior among the various controllable variables. The engine was modeled as a cooperative multi-agent system, in which the subsystems, i.e., controllable variables, were treated as autonomous intelligent agents who strive interactively and jointly to optimize engine performance criteria, e.g., fuel economy, emissions, etc. This paper reports work in applying the aforementioned approach to derive in real time the optimal injection timing in a diesel engine over transient engine operation as a result of a hypothetical driver's driving style. This work permits a quantitative assessment of the improvement of fuel economy and emissions. The remainder of the paper proceeds as follows. The next section presents modeling of engine operation as a controlled stochastic process. Then, the formulation of the engine calibration problem as an engine identification and stochastic control problem is described. A study is performed on a four-cylinder, 1.9L turbocharged diesel engine to quantify the efficiency of this approach in deriving the optimal injection timing. Following the summary of our findings, conclusions are drawn in the last section.
MODELING ENGINE OPERATION AS A CONTROLLED STOCHASTIC PROCESS
Engines are streamlined syntheses of complex physical processes determining a convoluted dynamic system. They are operated with reference to engine operating points and the values of various engine controllable variables. At each operating point, these values highly influence engine performance indices, e.g., fuel economy, emissions, engine performance. This influence becomes more prominent at engine operating point transitions designated partly by the driver's driving style and partly by the engine's controllable variables. Consequently, the engine is a system whose behavior is not completely foreseeable, and its future evolution (operating point transitions) depends on the driver's driving style. In this context, the engine is treated as a stochastic system and the engine operating points are considered controlled random variables. This approach enables a stochastic quantification of the uncertainty regarding the future operating point transitions associated with the driver.
The problem of deriving the values of the controllable variables for engine operating point transitions is compromised of two major sub-problems. The first concerns exploitation of the information acquired from the engine operation to identify its behavior, that is, how an engine representation can be built by observing engine operating point transitions. In control theory, this is addressed as a state estimation and system identification problem. The second concerns assessing the engine output with respect to alternative values of the controllable variables (control policies), and selecting those that optimize specified engine performance indices. This forms a stochastic control problem. In this context, the engine is treated as a controlled stochastic system and engine calibration is formulated as a sequential decision-making problem under uncertainty.
The objective of the solution to this problem is to compute the values of the controllable variables for each engine operating point transition that optimize engine performance indices. These values are selected at points of time referred to as decision epochs (or stages), where the time domain can be either discrete or continuous. In our case, discrete time is employed because of the discreteness in the values of the variables (control actions). The engine output is sampled at the decision epochs. The stochastic system model aims to provide the mathematical framework for analysis of the sequential decision-making problem in this stochastic environment.
STOCHASTIC SYSTEM MODEL
The stochastic system model [24, 25] , illustrated in Figure 1 , has two principal features: (a) an underlying dynamic system (engine); and (b) an evaluation function (engine output). The dynamic system is denoted by
where k s represents the state (engine operating point), which belongs to the finite engine operating space S , and k a represents the control action (values of the controllable variables) at time k. These values belong to some feasible action set ( ) k A s , which is a subset of the control space A . The sequence { , k w k ≥ 0} is an unknown disturbance representing the driver while commanding the engine through the accelerator pedal. This sequence represents the driver's driving style, and thus, it is treated as a stochastic process with an unknown probability distribution; k y is the engine output, and k v is the measurement sensor error or noise. The sequence { , k v k ≥ 0} is treated as a stochastic process with unknown probability distribution. ( , , ), ,
. 
The interpretation of Eq. (7) is that the conditional probability of reaching the engine operating point 
The conditional probability distribution of [24] proved that this property is imposed under the following assumption. s + depends only on k s and k a . Moreover, the conditional probability distributions do not depend on the control policy π , and thus, the subscript π can be dropped
A stochastic process { , k s k ≥ 0} satisfying the condition of Eq. (9) is called a Markov Process and the aforementioned condition is the Markov property.
Definition 2 [26] . A Markov process is a random process { , k s k ≥ 0} with the property that given the values of the process from time zero up through the current time, the conditional probability of the value of the process at any future time depends only on its value at the current time. That is, the future and past are conditionally independent given the present.
A large class of sequential decision-making problems under uncertainty can be modeled as a Markov Decision Process (MDP). MDP [27] provides the mathematical framework for modeling decision making in situations where outcomes are partly random and partly under the control of the decision maker. In this framework, the decision maker (controller) is faced with the problem of influencing engine behavior as it evolves over time, by selecting control actions (values of the controllable variables). The objective of the decision maker is to select these values of the controllable variables that make the engine perform optimally with respect to some predetermined optimization criterion.
Consequently, at each decision epoch k, the engine operates at a given state k s designated partly by the driver 
associated with this state transition, as illustrated in Figure 2 . . Different policies will lead to different probability distributions. In optimal control problems, the objective is to derive the optimal control policy that minimizes the accumulated cost incurred at each state transition per decision epoch.
If a policy π is fixed, the cost incurred by π , when the process starts from an initial state 0 s and up to the time horizon M, is 
The expectation is with respect to the probability distribution of { , (12) is defined as the optimal Markov policy π * .
Dynamic programming (DP) has been widely employed as the principal method for computing global optimal policies in sequential decision-making problems under uncertainty. Algorithms, such as value iteration, policy iteration, and linear programming, have been extensively utilized in solving deterministic and stochastic optimal control problems, Markov and semi-Markov decision problems, and min-max control problems. However, the computational complexity of these algorithms in some occasions may be prohibitive and can grow intractably with the size of the problem and its related data, referred to as the DP "curse of dimensionality" [28] . In addition, DP algorithms require the realization of the conditional probabilities of state transitions and the associated costs, implying a priori knowledge of the engine realization. However, even if the transition probabilities are known, the problem of analytic computation might be too hard, and one might seek an approximation method.
ENGINE IDENTIFICATION AND STOCHASTIC CONTROL
The realization of the conditional probability distribution of the engine operating point transitions Eq. (9) constitutes the state estimation and engine identification problem. It has been shown that this realization is conditional depended on the driver's driving style expressed by means of the sequences of the pedal position { , k w k ≥ 0} , Eq. (8). Consequently, to derive the values of the controllable variables suited for the driver's driving style, real-time implementation is necessary, and thus, we seek for lookahead control policies.
For the state estimation and engine identification subproblem, a computational model suited for real-time sequential decision-making under uncertainty has been implemented [22] . The model consists of a state-space representation constructed through a learning mechanism which can be used simultaneously in solving the stochastic control problem. Furthermore, it utilizes an evaluation function suitable for lookahead control algorithms, and thus, for real-time implementation. The model allows decision making based on gradually enhanced knowledge of engine response as it transitions from one operating point to another, in conjunction with the values of the controllable variables selected at each operating point. While the engine interacts with the driver, the model learns the engine realization in terms of the Markov state transitions. To enable the engine to select the values of various controllable variables in real time, a lookahead control algorithm has been developed [21] . The algorithm solves the stochastic control sub-problem by utilizing accumulated data acquired over the learning process of the state-space representation. The combination of the state-space representation and control algorithm makes the engine progressively perceive the driver's driving style and eventually learn its optimal calibration for this driving style. The longer the engine runs during a particular driving style, the better the engine's specified performance indices will be. The main reason for this is the ability to capture the stationary distribution of the engine operating point transitions associated with the driver's driving style.
SELF-LEARNING INJECTION TIMING IN A DIESEL ENGINE
Both identification of engine operation and stochastic control problems were solved by conducting real-time simulation of a four-cylinder, 1.9L turbocharged diesel engine. The software package enDYNA Themos CRTD by TESIS [29] suitable for real-time simulation of diesel engines was employed. The software utilizes thermodynamic models of the gas path and is well suited for testing and development of ECUs. It can simulate the longitudinal vehicle dynamics with a highly variable drive train including the modules of starter, brake, clutch, converter, and transmission. In the driving mode the engine is operated by means of the usual vehicle control elements just as a driver would do. The driver model is designed to operate the vehicle at given speed profiles (driving cycles). It actuates the starter, accelerator, clutch and brake pedals according to the profile specification, and also shifts gears.
The goal of the study was to evaluate the efficiency of the self-learning controller in identifying transient engine operation, and deriving the optimal control policy (main injection timing) to maximize engine torque. A single vehicle speed profile (driving cycle), shown in Figure 3 , including an acceleration and deceleration segment designated by a hypothetical driver, was selected. The model was run repeatedly over the same speed profile, to represent a situation in which the driver desires a particular vehicle's speed profile deemed characteristic of his/her driving style. The belief implicit here is that if the controller can successfully capture this profile, then it will also be able to capture engine realization designated by a driver in long term.
The model with the baseline ECU incorporates a static calibration map for injection timing corresponding to steady-state operating points. Before initiating the first simulation, the model with the self-learning controller has no knowledge regarding the particular transient engine operation and injection timing associated with it. The controller has been regulated to select any values of injection timing between -2º and 18º before top dead center (BTDC). This is considered the feasible set of allowable values of injection timing and it can be assigned differently depending on the engine.
The decision epochs are the discrete time steps in which the controller observes the engine output and selects the value of injection timing. The decision epoch can be assigned to be either constant or varying. In this example, the decision epoch is constant and equal to the time step used by the ECU baseline calibration map to interpolate the static maps.
QUANTITAVE ASSEMENT OF BENEFITS IN FUEL CONSUMPTION AND EMISSIONS
After completing the exploration phase, the self-learning controller derived the values of injection timing, shown in Figure 4 . The significant variation of injection timing is attributed to the engine behavior during the transient period before steady-state operation occurs. During this period, the maximum brake torque (MBT), and thus, brake-specific fuel consumption and emissions, are varied for the same engine operating point [21] . These values, corresponding to a particular operating point, highly depend on the previous operating points from which they have been arrived. Consequently, start of injection at steady-state operating points is not optimal for the same points when transiting from different previous points. The injection timing computed by the self-learning controller maximized engine torque during transient operation, and the desired speed profile was achieved requiring lower pedal position rates for the same engine speed, as illustrated in Figures 5 and 6 . The implication is that injection timing altered the brake mean effective pressure (BMEP) for this range of engine speed, and engine operation was modified as shown in Figure 7 . Lower pedal position rates required less injected fuel mass into the cylinders since injection duration was reduced (Figure 8 ), resulting in minimization of fuel consumption as illustrated in Figure 9 . While the fuel mass injected into the cylinders is reduced, the mass air flow was kept almost constant ( Figure 10) providing excess of air. These conditions degraded the formation of HC, CO and PM as illustrated in Figures 11-13 . The injection timing of the baseline ECU provided higher emission temperatures in the exhaust manifold, shown in Figure 14 , and consequently, NOx formation progressed much faster, as depicted in Figure 15 . Table 1 summarizes the quantitative assessment of the improvement of fuel consumption, and emissions, by employing the self-learning controller in ECU development. 
SUMMARY AND CONCLUDING REMARKS
We presented an approach for real-time engine calibration, treated as engine identification and stochastic control problems. A self-learning controller solves these two problems simultaneously. That is, while the driver drives the vehicle, the controller identifies engine realization as designated by the driver's driving style. At the same time, the controller utilizes a lookahead algorithm to derive the values of the controllable variables for this realization. This approach permits real-time ECU development with respect to steady-state and transient engine operation resulting from a particular driving style.
The case study presented a quantitative assessment of the improvement of fuel economy and emissions by employing this approach. The self-learning controller derived the optimal injection timing in a diesel engine over transient engine operation as a result of a hypothetical driver's driving style. Future research should investigate the impact of different driver patterns on fuel consumption and emissions by utilizing statistical data of a diverse group of people. Drivability issues that may be raised in implementing this approach in a real vehicle should also be investigated.
