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Abstract—The Corona Virus (COVID-19) is an international
pandemic that has quickly propagated throughout the world. A
key factor in the fight against this disease is the identification
of virus carriers as early and quickly as possible, in a cheap
and efficient manner. The application of deep learning for image
classification of chest X-ray images of Covid-19 patients, could
become a novel pre-diagnostic detection methodology. However,
deep learning architectures require large labelled datasets. This
is often a limitation when the subject of research is relatively new
as in the case of the virus outbreak, where dealing with small
labelled datasets is a challenge. Moreover, in the context of a new
highly infectious disease, the datasets are also highly imbalanced,
with few observations from positive cases of the new disease. In
this work we evaluate the performance of the semi-supervised
deep learning architecture known as MixMatch using a very
limited number of labelled observations and highly imbalanced
labelled dataset. Moreover, we demonstrate the critical impact of
data imbalance to the model’s accuracy. We propose a simple ap-
proach for correcting data imbalance, re-weight each observation
in the loss function, giving a higher weight to the observations
corresponding to the under-represented class. For unlabelled
observations, we propose the usage of the pseudo and augmented
labels calculated by MixMatch to choose the appropriate weight.
The MixMatch method combined with the proposed pseudo-label
based balance correction improved classification accuracy by up
to 10%, with respect to the non balanced MixMatch algorithm,
with statistical significance. We tested our proposed approach
with several available datasets using 10, 15 and 20 labelled
observations. Additionally, a new dataset is included among the
tested datasets, composed of chest X-ray images of Costa Rican
adult patients.
Index Terms—Data imbalance, Coronavirus, Covid-19, Chest
X-Ray, Computer Aided Diagnosis, Semi-Supervised Deep Learn-
ing, MixMatch.
I. INTRODUCTION
Coronavirus is an endemic kind of virus that affects verte-
brate animals, ranging from mammals to reptiles and birds.
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The SARS-CoV2 virus is a member of this family. Coro-
naviruses (COVs) belong to the group of Ribonucleic Acid
(RNA) viruses. They have the biggest RNA genomes found
in the viral world, reaching up to 32 KB [2]. Coronaviruses
spread across the gastrointestinal and the respiratory tracks
within a large variety of animal groups. The majority of viruses
use single animal groups as hosts. However, phylogenetic
studies and sequencing of genomes have proven that the COVs
have managed to migrate to new host groups [3], what is
referred as a zoonosis. A zoonosis is a contagious disease
produced by an infectious agent, such as a virus, which has
managed to move across from a vertebrate animal to humans.
About sixty percent of new infectious diseases are believed to
be of zoonosis origin [27]. Infections caused by zoonosis are
of significant concern worldwide. As more and more people
regularly travel across the world, the rapid spread is a lurking
danger of a worldwide scale.
A key priority for global organizations, including the World
Health Organization (WHO) as well as governments across
the world, is to develop tools to enable the identification of
virus outbreaks and to be able to diagnose them in a short
time frame. The quick identification of potential virus carriers
is vital to contain a virus outbreak. This is where state of
the art Artificial Intelligence (AI) based techniques, such as
deep learning, can play a key role, enabling pre-diagnostic and
triage systems to effectively identify the presence of the virus
in a subject. They offer quick diagnosis responses to enable
health systems to cope with rapid spread of virus out-breaks.
This research extends a novel Semi-supervised Deep Learn-
ing (SSDL) framework known as MixMatch [10] for the
detection of COVID-19 based on chest X-ray images. A Semi-
supervised learning method allows the combination of labelled
and unlabelled data to train the model. This is more cost
effective and accessible, as unlabelled data is cheaper than
labelled data. Semi-supervised models can easily be adapted
for mutations of the virus at a later stage, with relatively small
labelled samples.
We propose a modification for the MixMatch algorithm, de-
signed to improve its accuracy under data imbalance settings.
Added to smaller labelled datasets, in an outbreak situation,
datasets can also be strongly imbalanced, as data available for
the subjects manifesting symptoms of the new pathogen are
more scarce than non-pathogenic patient records.
A. Use of X-ray images towards the diagnosis of COVID-19
A common, well established and robust method for the de-
tection of COVID-19 virus is the Real-time Reverse Transcrip-
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2tion Polymerase Chain Reaction (RT-PCR) test [13]. This is a
molecular test, which uses respiratory tract samples to identify
and confirm infection of COVID-19 [1]. The objective of the
method is to find the nucleic acid of the SARS-CoV-2 within
both the lower and the upper respiratory areas. Samples from
symptomatic patients suspected of infection of the COVID-19
are gathered [42]. However, new research shows the need for
testing asymptomatic individuals as well [9]. RT-PCR is the
main method used for detecting the presence of the disease [4].
Nevertheless, the costs associated to the use of RT-PCR can be
significant, since the facilities and trained personnel needed to
perform these tests can be expensive. These severely limit the
use of this technique in less industrialized countries, making
urgent the need to develop more accessible methods, adding
the possible need of testing asymptomatic patients. [31].
Diagnosing COVID-19 based on medical imaging can be a
reliable and accurate alternative, and is still under exploration.
The accuracy and sensitivity levels of this approach as a first
stage in COVID-19 detection using chest images, have been
analyzed in a number of studies [16], [21].
The usage of X-ray images for COVID-19 diagnosis has
been studied recently. In [6] the authors proposed a severity
score using radiography chest images. The dataset used in
this study had a total of 783 SARS-CoV-2 infected cases.
The score was used to identify patients that could potentially
acquire more life threatening symptoms. Several studies [14],
[16], [39] have suggested that in a small number of people
there is a low level of sensitivity towards the manual detection
of alterations using medical images of the chest which can
indicate the presence of COVID-19. The use of features ex-
tracted and learned by a machine might overcome the variable
subjective evaluation of X-ray images. This leads us to explore
the potential implementation of deep learning solutions using
more widely available and less expensive chest X-ray images.
As typical deep learning architectures require many labelled
images, we aim to explore the usage of SSDL for COVID-
19 detection using X-ray images, evaluating it under another
frequent challenge; data imbalance.
B. Contribution
In this paper, we extensively test the SSDL technique known
as MixMatch [10] in a variety of data imbalance situations,
with a very limited number of labelled observations. We aim
to assess MixMatch’s performance under real-world scenarios,
specifically medical imaging in the context of a virus out-
break, where small labelled samples are available with a
strong under-representation of the new pathology, leading to
imbalanced datasets. An imbalanced dataset can frequently
lead also to a distribution mismatch between the labelled and
unlabelled dataset, as described in [33].
Moreover, in this work we propose a simple, yet effec-
tive approach for correcting data imbalance for the SSDL
algorithm MixMatch. We implement a loss based imbalance
correction, giving more weight to the under-represented classes
in the labelled dataset, a common approach for this aim. In
the context of MixMatch, we make use of the pseudo-label
and augmented labels predictions to choose the corresponding
class-weight. The implemented SSDL solution for COVID-
19 detection makes use of unlabelled data. This might help
improve model’s accuracy, in the absence of high quality
labelled data.
The proposed method uses chest X-ray images. X-ray
machines are commonly available, which results in a wealth
of unlabelled datasets due to the shortage of radiologists
and technicians who can label the images. As an example,
India, with its current 1.44 billion population, has a ratio
between radiologists and patients of 1:100,000 [8]. However,
X-ray machines can be found even in remote areas in under-
developed countries, compared to other medical devices like
computer tomography scanners [37].
We also make available a first sample of a chest-X ray
dataset from the Costa Rican medical private clinic Imagenes
Medicas Dr. Chavarria Estrada, with observations containing
no findings, and test its usage for training the SSDL frame-
work.
In the event of a viral outbreak, it becomes essential to
help health practitioners to quickly identify and classify viral
pathologies using digital X-ray images. Outbreaks create a
large number of cases, which require the intervention of
trained radiologists. Labeling data is time consuming, and in
the context of a virus out-break gathering high quality and
reliable labelled data can be challenging. SSDL can provide
much needed key support for the diagnosis, trace and isolation
of the COVID-19 infection and other future pandemics through
an early, fast and cheap diagnosis, by using more widely
available unlabelled data.
II. RELATED WORK
A. Deep learning for Chest X-ray based COVID-19 detection
The identification of COVID-19 infection based on X-ray
images is a new challenge. Thus, up to date there is not
much research available with regards to the use of deep
learning models for automatically identifying COVID-19 in-
fection. This is the reason why this paper presents mainly
pre-published work in the area up-to-date. Since most pre-
published articles have not been peer reviewed, it is used here
as a general guide and not as a reference towards performance.
A classification model based on a support vector machine
fed with deep features was presented in [36]. Different com-
mon deep learning architectures were used for feature extrac-
tion. These included: VGG16, AlexNet, GoogleNet , VGG19,
several variations of Inception and Resnet, DenseNet201 and
XceptionNet. The dataset used included a total of fifty obser-
vations with half representing COVID-19 images and the other
half representing a combination of pneumonia and normal
images. The COVID-19 images were acquired from the Github
repository created by Dr. Joseph Cohen from the University of
Montreal [18]. COVID-19 negative images were downloaded
from the public repository on X-ray images presented in [28].
The highest level of accuracy was obtained with the ResNet50
model which was combined with a support vector machine
as a top model. An accuracy of around 95%, with statistical
significance, was obtained.
Several machine learning algorithms were compared in [5].
Some of the methods considered included: support vector
3machines, random forests and Convolutional Neural Network
(CNN) models. The results reported the CNN model as the
best performing approach, with an accuracy of 95.2%. The
dataset used in this work includes 48 Cases for COVID-
19+ and 23 for negative COVID-19 cases from Dr. Cohen’s
repository [18]. Data augmentation was used to deal with
scarce labelled data.
Another study involving the use of CNNs along with
transfer-learning for the automatic classification of pneumonia,
COVID-19 and images presenting no lung pathology was
presented in [7]. The authors used a 10-fold cross-validation,
to test the following CNN architectures: VGG-19, MobileNet
v2, Inception, Xception and Inception ResNet v2. An accuracy
of around 93% was obtained in the identification of COVID-
19, with the use of a VGG-19 model. No statistical significance
tests were performed. As for the data used in [7], similar
to related proposed solutions, positive COVID-19 cases were
extracted from [18], while pneumonia and no lung pathology
observations were taken from [28].
A deep learning model for the automatic detection of
COVID-19 and pneumonia was proposed in [15]. The sys-
tem proposed classifies images into three classes; COVID-
19+, viral pneumonia and normal readings. To increase the
number of observations, the authors relied on data augmen-
tation techniques including rotation, translation and scaling,
along with transfer-learning. The architectures tested included:
AlexNet, ResNet19, DenseNet201 and SqueezeNet. A combi-
nation of the datasets from [18] was used in this research. The
SqueezeNet model outperforms all the other CNN networks.
Regarding the data used in such work, a combination of two
data repositories [44], [28] was used for viral and normal
image categories, and the data repository in [18] was used
for positive COVID-19 cases.
Explainability for deep learning models is an important
feature for medical imaging based systems [23]. Model un-
certainty estimation is a common approach to enforce model
explainability and usage safety [23]. A COVID-19 detection
system with uncertainty assessment was proposed in [22].
By providing practitioners with a confidence factor of the
prediction, the overall reliability of the system is improved. A
high correlation between the prediction accuracy of the model
and the level of uncertainty was reported [22]. The dataset used
for positive COVID-19 cases also uses Dr. Cohen’s repository
[18], and normal X-ray readings were collected from [28].
In [29], a semi-supervised approach for defining relevant
features for COVID-19 detection was developed. The suspi-
cious regions were extracted by training a semi-supervised
auto-encoder architecture that minimizes the reconstruction
error. This approach relies in the wider availability of COVID-
19− cases to learn relevant features. Such extracted features
were used for classifying the input observations into three
classes; COVID-19+, pneumonia and normal, using a common
supervised CNN approach. The extracted features were used
to enforce model explainability. Similar to previous reviewed
approaches, the datasets provided in [18], [28] were used.
Similarly, the work in [17] used a feature extractor built
from training a model to classify X-ray images in larger
datasets with non COVID-19 observations. The model was
trained for the regression of COVID-19 severity. Similar
to [29], the feature extractors built ease the extraction of
further information from the model, improving the model’s
explainability. A wider range of datasets were used in such
work for training the feature extractor [19], [11], [26], [30],
[44], [25].
In summary, the reviewed works implemented transfer-
learning and data augmentation to deal with limited labelled
data. Fewer works trained more specific feature extractors
[17], [29]. The datasets in [18], [44], [28] have been used
extensively in previous work. The frequently used dataset in
[18] includes COVID-19+ observations made available by
Dr. Joseph Cohen, from the University of Montreal [18].
The images were collected from journal websites such as
radiopaedia.org, the Italian Society of Medical and Interven-
tional Radiology. The images were also collected from recent
publications in this area such as [18]. The dataset is made
of chest X-ray images involving over 100 patients. Their ages
range from 27 to 85 years old. The countries of origin include:
Iran, China, Italy, Taiwan, Australia, Spain and the United
Kingdom. A warning has been raised by the authors on [18]
with regards to any diagnostic performance claims prior to
doing a proper clinical study. As for the dataset available
in [28], frequently used in previous work for normal and
pneumonia readings, all of them correspond to samples taken
from pediatric Chinese patients. The usage of such data as
negative COVID-19 cases can be less reliable, since different
populations were sampled for COVID-19 and no COVID-19
cases. Observations of adults (with ages ranging between 20
and 86 years old) were used for COVID-19+ cases, while
for the normal and pneumonia cases in [28], the images were
sampled from pediatric patients. Therefore, in this work we
test a wider variety of sources for COVID-19− cases, including
a new dataset with Costa Rican adult patients.
Little exploration on the benefits of using a fully SSDL
model can be found in the literature. Furthermore, to our
knowledge no work on the impact and correction of data im-
balance in SSDL for COVID-19 detection has been developed
so far in the literature.
B. Semi-supervised deep learning and data imbalance correc-
tion
In general deep learning models require a large number of
labelled observations to provide good levels of generalisation.
This limitation makes it hard to implement these techniques
to medical applications since there is a lack of labelled
data SSDL is gaining increasing popularity in the academic
community. It is well suited to deal with datasets which are
poorly labelled, or have few labels, making SSDL attractive
for computer aided medical imaging analysis.
Semi-supervised methods require the use of both la-
belled Sl = (Xl, Yl) and unlabelled samples Su =
Xu = {x1, . . . ,xnu}. Each labelled observation in Xl =
{x1, . . . ,xnl} has an associated label in the set Yl =
{y1, . . . , ynl}. No labels are associated to the unlabelled set.
SSDL architectures can be classified as follows: Pre-
training, self-training (also known as pseudo-labelled) and reg-
ularization based. Some of the regularization methods include
4generative based approaches, along consistency loss term as
well as graph based. An extensive survey on SSDL approaches
can be found in [41].
The MixMatch approach developed in [10] merged inten-
sive data augmentation with unsupervised regularization and
pseudo-labelled based semi-supervised learning. This method
produced better results compared to other regularized, pseudo-
labelled and generative based SSDL methods as shown in [10].
Data imbalance in the labelled dataset, can be approached
as a particularisation of the data distribution mismatch prob-
lem outlined in [33], when the unlabelled dataset presents a
different distribution. This is common under real-world usage
conditions of SSDL techniques. In [33], authors made a first
glance at the impact of Out of Distribution (OOD) data in
the unlabelled dataset Su, leading to a distribution mismatch
between the distributions of Sl and Su.
The work in [12] went deeper into the impact of OOD
data in SSDL. Authors tested several distribution mismatch
scenarios with different OOD data contamination degrees, and
different OOD data sources. The results showed an important
influence on the degree of OOD data in the unlabelled dataset
Su, as also the distribution of the OOD observations by itself.
In [24], authors explored further the impact of the distri-
bution mismatch, in the particular case of using imbalanced
datasets. The results showed a classification error rate de-
crease, ranging from 2% to 10% for the SSDL model. Fur-
thermore, the authors proposed a straightforward approach for
correcting such accuracy degradation. The approach assigned
weights to each unlabelled observation, depending on the
number of observations per class. Higher weights were used
for under-represented observations in the unlabelled loss term
Lu. To pick the right weight for each unlabelled observation,
the highest label predicted with the model yielded for the
current epoch, was used. The authors implemented and tested
the approach in the mean teacher model [40]. The results
demonstrated a significant accuracy gain by implementing
the proposed approach. We base our contribution on these
findings, and propose an extended data imbalance correction
approach into MixMatch in the context of semi-supervised
COVID-19 detection.
C. MixMatch
The proposed SSDL method is based on the MixMatch
[10] algorithm. It creates a set of pseudo-labels, and also
implements an unsupervised regularization term. The consis-
tency loss term used by the MixMatch method minimizes the
distance between the pseudo-labels and predictions that the
model makes on the unlabelled dataset Xu.
The average model output of a transformed input xj was
used to estimate pseudo-labels:
ŷj =
1
K
K∑
η=1
f−→w (Ψ
η (xj)) (1)
Here K corresponds to the number of transformations (like
image flipping) Ψη performed. Based on the work by [10], a
value of K = 2 is recommended. The authors also mentioned
that the estimated pseudo-label ŷj usually presents a high
entropy value. This can increase the number of non-confident
estimations. Therefore, the output array ŷ was sharpened with
a temperature ρ:
s (ŷ, ρ)i =
ŷ
1/ρ
i∑
j ŷ
1/ρ
j
(2)
When ρ → 0, the sharpened distribution y˜ = s (ŷ, ρ)
becomes a Dirac function, assuming a one-hot vector repre-
sentation. The term S˜u =
(
Xu, Y˜
)
defines the dataset with
the sharpened estimated pseudo labels. It is assumed here that
Y˜ =
{
y˜1, y˜2, . . . , y˜nu
}
In [10] the authors argued that data augmentation is a key
aspect when it comes to SSDL. The authors used the MixUp
approach, as proposed in [46], to further augment data using
both labelled and unlabelled observations:(
S′l , S˜
′
u
)
= ΨMixUp
(
Sl, S˜u, α
)
(3)
The MixUp method proposed to create new observations
based on a linear interpolation of a combination of unlabelled
(together with their pseudo-labels) and labelled data. More
specifically, for two labelled or pseudo labelled data pairs
(xa, ya) and (xb, yb), MixUp creates a new observation with
its corresponding label (x′, y′) based on the following steps:
1) Sample the MixUp parameter λ based on a Beta distri-
bution λ ∼ Beta (α, α).
2) Make sure that λ > 0.5. This is done by making λ′ =
max (λ, 1− λ)
3) Produce a new observation based on a lineal interpola-
tion of the two observations: x′ = λ′xa + (1− λ′)xb.
4) Generate the corresponding pseudo-label for the new
observation y′ = λ′ya + (1− λ′) yb.
The augmented datasets
(
S′l , S˜
′
u
)
were used by the Mix-
Match algorithm to train a model as specified in the training
function TMixMatch:
f−→w = TMixMatch (Sl, Xu, α, λ) = argmin
w
L (S,w) (4)
L (S,w) =
∑
(xi,yi)∈S′l
Ll (w,xi,yi) +
γr(t)
∑
(xj ,y˜j)∈S˜′u
Lu
(
w,xj , y˜j
)
(5)
For the labelled loss term, a cross-entropy loss was used;
Ll (w,xi,yi) = δcross-entropy (yi, fw (xi)). As for the unla-
belled loss term, an Euclidean distance was implemented
Lu
(
w,xj , y˜j
)
=
∥∥y˜j − fw (xj)∥∥. The coefficient r(t) was
proposed as a ramp-up function that increases its value as
the epochs t increase. In our implementation, r(t) was set
to t/3000. The γ factor was used as a regularization weight.
This coefficient controls the influence on unlabelled data. It is
important to highlight that unlabelled data has also an effect
on the labelled data term Ll. The reason being that unlabelled
data is used to artificially increase data observations by using
the MixUp method for also the labelled term.
5III. PROPOSED METHOD: PSEUDO-LABEL BASED
BALANCE CORRECTION
In this work an implementation of a data imbalance correc-
tion in the loss function of the MixMatch method is proposed.
Positive results were yielded in [24] for correcting dataset
imbalance by weighting the unsupervised loss function terms
in a per observation basis. The authors in [24] developed a
similar approach by modifying the SSDL framework known
as mean teacher [40]. We extend this approach for the
MixMatch algorithm, but using both the pseudo-labels and
augmented labels for selecting the appropriate weights for
both the unlabelled and labelled loss terms. We refer to the
proposed approach in this work as Pseudo-label based Balance
Correction (PBC).
The number of observations per class is used to compute
the array of correction coefficients c. The actual computation
is done by calculating the array v using the inverse of the
amount of observations available in each class Sl: vi = 1ni .
Here ni corresponds to the total amount of observations for
class i. The next step consists in the computation of the array
with the normalized weights c as follows:
ci =
vi∑C
j vj
(6)
Where C corresponds to the total number of classes, where
in this work C = 2, as a binary classification model is
developed. The augmented, pseudo, and original labels yi and
y˜j , are contained in the augmented labelled and unlabelled
datasets, S′l and S˜
′
u, respectively, after the MixUp method
mentioned in Section II-C is executed. Such augmented labels
are used to select its corresponding weight in c. To do so, the
one-hot vector notation of the labels is converted to a numeric
one:
bi = argmax
k
yk,i (7)
b˜j = argmax
k
y˜k,j (8)
for every bi and b˜j observation in S′l and S˜
′
u, respectively.
Both the loss function and the calculated weights are used
to weight both loss terms:
L (S,w) =
∑
(xi,yi)∈S′l
Ll (w,xi,yi, bj) +
γr(t)
∑
(xj ,y˜j)∈S˜′u
Lu
(
w,xj , y˜j , b˜j
)
(9)
The chosen indices are used in the array of weights
c. We used a cross-entropy and mean squared error
loss for the labelled and unlabelled loss terms,
respectively. Therefore, the modified cross-entropy and
MSE functions are respectively described as follows:
Ll (w,xi,yi) = δcross-entropy (cbiyi, cbifw (xi)) and
Lu
(
w,xj , y˜j
)
=
∥∥∥cb˜j y˜j − cb˜jfw (xj)∥∥∥. The numerical
estimated and real labels are then used for indexing the array
c. The re-weighted loss functions are minimized as usual 1.
1All code, experimental scripts and results is temporally available at
shorturl.at/stI49. Upon paper publication, we are going to make it available
through a public github repository.
IV. DATASETS
A system to classify x-ray images into: COVID-19+ and
no lung pathology (COVID-19-) is presented in this work. We
used different previously existing datasets, and add the usage
of a new one, containing negative COVID-19 cases.
The following previously existing datasets were used in this
work:
1) COVID-19+ dataset: Images containing COVID-19+
observations were collected from the publicly available
github repository accessible from [18]. This repository
was built by Dr. Joseph Cohen, from the University of
Montreal [18]. The images were collected from journal
websites such as radiopaedia.org, the Italian Society of
Medical and Interventional Radiology. Images were also
collected from recent publications in this area such as
[18]. Only images containing signs of COVID-19+ were
used in this study. All other images relating to Middle
East Respiratory Syndrome (MERS), Acute Respiratory
Distress Syndrome (ARDS) and Severe Acute Respira-
tory Syndrome (SARS) were discarded. This reduced
the dataset to a subset containing 102 front chest X-ray
containing COVID-19+ observations. The gray-scaled
observations were stored with varying resolutions from
400× 400 up to 2500× 2500 pixels.
2) Chinese pediatric patients dataset: A dataset of 5856
observations containing images of pneumonia and nor-
mal observations was defined in [28]. The patient sample
used for the study correspond to Chinese children [28].
These images are divided into 4273 observations of
pneumonia (including viral and bacterial) and 1583
of observations with no lung pathology (normal). We
used the observations with no findings, and refer to
it as the Chinese pediatric dataset. The negative and
pneumonia observations from this dataset have been
used extensively in recent related research to COVID-
19 detection [32], [47], [43], [20], [34], [7]. Most of
the images were stored with a resolution of 1300× 600
pixels.
3) ChestX-ray8 dataset: The ChestX-ray8 dataset, made
available in [25], is also used for the category of no
findings in this work. The dataset includes 224,316
chest radiographs from 65,240 patients from Stanford
Hospital, US. The studies were done between October
2002 and July 2017. We picked a sample of this dataset
available in its website2 given the low labelled data
setting used in this work. Patients sampled in this dataset
were aged from 0 to 94 years old.
4) Indiana Chest X-ray dataset: The dataset published in
[19] gathers 8121 images from the Indiana Network for
Patient Care. Only the observations with no pathologies
were used in this work. The dataset can be accessed from
its repository3. Images were stored with a resolution of
1400× 1400 pixels.
In this work we also used a dataset we gathered from
a Costa Rican private clinic, Clinica Imagenes Medicas Dr.
2https://www.kaggle.com/nih-chest-xrays/sample/data
3https://www.kaggle.com/raddar/chest-xrays-indiana-university
6Chavarria Estrada. The data corresponds to chest X-rays from
153 different patients, with ages ranging from 7 to 86 years
old. 63% of the patients were female and 37% are male.
The images were taken using a Konica Minolta digital X-ray
machine with 0.175 of pixel spacing. The images were stored
with a resolution of 1907× 1791 pixels. As the images were
digitally sampled, no tags or manual labels are contained in
the images4.
All the datasets have been preprocessed to exclude artifacts
(manual labels), in the cases where one of them does not
present any, to avoid artifact bias. Data augmentation using
flips and rotations is implemented. No crops were used to
avoid losing regions that might be important for image dis-
crimination. Images stored with 8 bits were replicated by 3 to
use the selected CNN architecture.
V. EXPERIMENTS DEFINITION
We used the following hyper-parameters used for the Mix-
Match model for all the experiments performed: K = 2
transformations, T = 0.5 of sharpening temperature and
α = 0.75 for the beta distribution5. A Wide-ResNet [45] model
has been used for all the experiments, with an input image
size of 110× 110 pixels, and the following hyper-parameters:
a weight decay of 0.0001, a learning rate of 0.00001, a batch
size of 12 observations, a cross-entropy loss function and an
adam optimizer with a 1-cycle policy [38].
For each configuration, we trained the model 10 times
for a total of 50 epochs. For each run, a sample dataset
of 204 observations was picked from both the evaluated
COVID19− dataset and the COVID-19+ dataset available in
[18]. Therefore, a total of 10 different training and test samples
were used. The same samples were used for all the tested
algorithm variations. A completely balanced validation dataset
comprising the 30% of the 204 observations was used.
To assess the data imbalance impact, we evaluated both the
supervised and the semi-supervised architectures using three
balance configurations: 50%50%, 80%/20% and 70%/30% for
the labelled dataset Sl. The under-represented class corre-
sponds to the COVID-19+ class. We tested different sizes
of labelled samples, nl = 10, nl = 15 and nl = 20. The
remaining data was used as unlabelled data, with close to a
50% data balance between the two classes. This leads to a
distribution mismatch between Su and Sl. Tables I, II, III and
IV show this layout. Given the low labelled setting, we report
the highest validation accuracy, assuming the usage of early
stopping to avoid over-fitting. We trained the MixMatch model
with both the uncorrected loss function and the proposed PBC
modification for data imbalance correction. For reference, we
also tested the supervised model with balance correction and
without it.
Table V summarizes the accuracy gains when using Mix-
Match with PBC vs. not using MixMatch, and using Mix-
Match with no balance correction (under the same balance
4The dataset is temporally available at shorturl.at/dghsQ. We will move it
to a public repository upon paper publication.
5 The MixMatch implementation used in this work is based on the imple-
mentation available in repository https://github.com/noachr/MixMatch-fastai
conditions) vs. using MixMatch with PBC. A non-parametric
Wilcoxon test was performed to detect whether the accuracy
gain was statistically significant (with p > 0.1) across the 10
runs (observations) sampled. Gains not statistically significant
according such criteria are written in italic in Table V.
Finally, as a qualitative experiment, we calculated the gradi-
ent activation maps using the technique proposed in [35]6. For
this qualitative experiment we compared the supervised model
and the MixMatch modification with the proposed PBC. The
objective of this experiment was to spot the changes on the
regions used by the model to output its decision, when trained
with the semi-supervised approach. A sample with 20 labelled
observations and around 180 unlabelled observations (for the
MixMatch model with PBC) was used for training the model.
A completely balanced dataset of 61 observations was used for
validation. We trained a Densenet121 model for 50 epochs, for
both the supervised and semi-supervised frameworks. Figure 1
includes sampled heatmaps for the chest X-ray8 and Indiana
datasets. The net weights in the final output layer for each
entry, and the real and predicted labels are also shown for
each output image in Figure 1.
VI. RESULTS AND ANALYSIS
The results using accuracy as a metric for the Costa Rican
dataset are depicted in Table I. The base-line accuracy is rather
high for very limited labelled settings, even with the base-
line supervised model, with accuracies ranging from 87% to
95%, using 10 and 20 labels, respectively. SSDL is perhaps
only attractive when using 10 labels, with an accuracy gain
of around 7%, as displayed in the summary Table V. The
accuracy gain from implementing PBC vs. using the non-
balanced MixMatch approach remains similar in disregard of
the number of labels used, always with statistical significance.
However, the accuracy gain of using MixMatch, even with
the PBC modification, diminishes as the number of labels
increases. The accuracy gain is rather similar for both of the
data imbalance configurations tested. As seen in Table I, the
implemented PBC corrects the data imbalance impact, yielding
similar results when using the completely balanced dataset.
Regarding the test results using the Chinese pediatric
dataset, the base-line supervised accuracy results are initially
low (from 86% to 92%), giving more room for SSDL accuracy
gain, as seen in Table II. The usage of MixMatch with the
proposed PBC over regular supervised learning yields an
accuracy gain over +11% as seen in Table V. Similar to the
Costa Rican dataset, as the number of labels increases, the
accuracy gain decreases. The benefit of using the PBC over the
off-the-shelf MixMatch implementation is higher when facing
a more imbalanced dataset scenario, as seen in Table V for
the Chinese dataset. The accuracy gain is almost three times
higher when using the 80%/20% configuration, increasing
from around +3% to +10%, for the 70%/30% and 80%/20%
imbalance scenarios, respectively. The PBC is able to almost
correct the impact of data imbalance, as its accuracy shown in
6We used the FastAI implementation available of the
gradient activation maps available in https://forums.fast.ai/t/
gradcam-and-guided-backprop-intergration-in-fastai-library/33462
7SSDL COVID-19- COVID-19+ LB nl = 10 nl = 15 nl = 20
x s x s x s
No 50% 50% NA 0.871 0.039 0.912 0.049 0.951 0.025
70% 30% Yes 0.877 0.04 0.9 0.053 0.931 0.034
No 0.877 0.04 0.924 0.056 0.931 0.044
80% 20% Yes 0.876 0.06 0.903 0.058 0.922 0.037
No 0.876 0.079 0.907 0.072 0.938 0.035
Yes 50% 50% NA 0.941 0.035 0.955 0.025 0.957 0.03
70% 30% Yes 0.955 0.027 0.947 0.035 0.95 0.029
No 0.907 0.042 0.9 0.049 0.914 0.028
80% 20% Yes 0.957 0.025 0.964 0.021 0.96 0.02
No 0.922 0.031 0.926 0.047 0.919 0.033
TABLE I: Accuracy results with the COVID-19− from the Costa Rican dataset, the higher, the better. LB stands for label
balancing, with usual weight correction for the supervised model, and the proposed PBC for the MixMatch model. A total of
10, 15 and 20 labelled observations were tested. Two data imbalance settings were tested, with 70%/30% and 80%/20%. The
sample mean x and the sample standard deviation s are reported.
SSDL COVID-19- COVID-19+ LB nl = 10 nl = 15 nl = 20
x s x s x s
No 50% 50% NA 0.882 0.077 0.868 0.08 0.925 0.039
70% 30% Yes 0.812 0.5 0.815 0.089 0.883 0.048
No 0.823 0.048 0.815 0.087 0.868 0.064
80% 20% Yes 0.857 0.107 0.898 0.052 0.93 0.053
No 0.823 0.125 0.872 0.066 0.93 0.037
Yes 50% 50% NA 0.945 0.036 0.95 0.026 0.963 0.028
70% 30% Yes 0.925 0.042 0.93 0.053 0.943 0.034
No 0.902 0.058 0.898 0.091 0.915 0.044
80% 20% Yes 0.947 0.037 0.957 0.022 0.962 0.028
No 0.847 0.122 0.857 0.141 0.895 0.042
TABLE II: Accuracy results with the COVID-19− cases gathered from the Chinese pediatric repository available in [28]. LB
stands for label balancing, with usual weight correction for the supervised model, and the proposed PBC for the MixMatch
model. A total of 10, 15 and 20 labelled observations were tested. Two data imbalance settings were tested, with 70%/30%
and 80%/20%. The sample mean x and the sample standard deviation s are reported.
SSDL COVID-19- COVID-19+ LB nl = 10 nl = 15 nl = 20
x s x s x s
No 50% 50% NA 0.756 0.062 0.727 0.062 0.756 0.05
70% 30% Yes 0.732 0.039 0.723 0.043 0.752 0.038
No 0.739 0.051 0.744 0.053 0.773 0.049
80% 20% Yes 0.729 0.051 0.721 0.054 0.768 0.047
No 0.735 0.052 0.739 0.07 0.777 0.05
Yes 50% 50% NA 0.803 0.059 0.814 0.052 0.84 0.038
70% 30% Yes 0.816 0.048 0.815 0.038 0.839 0.079
No 0.782 0.054 0.76 0.068 0.782 0.051
80% 20% Yes 0.798 0.05 0.818 0.044 0.824 0.039
No 0.735 0.056 0.74 0.075 0.752 0.048
TABLE III: Accuracy results with the COVID-19− cases gathered from the ChestX-ray8 repository available in [25]. LB stands
for label balancing, with usual weight correction for the supervised model, and the proposed PBC for the MixMatch model.
A total of 10, 15 and 20 labelled observations were tested. The sample mean x and the sample standard deviation s were
reported.
SSDL COVID-19- COVID-19+ LB nl = 10 nl = 15 nl = 20
x s x s x s
No 50% 50% NA 0.845 0.044 0.853 0.053 0.879 0.038
70% 30% Yes 0.834 0.042 0.839 0.053 0.874 0.046
No 0.845 0.058 0.86 0.05 0.869 0.061
80% 20% Yes 0.845 0.048 0.829 0.053 0.856 0.042
No 0.84 0.041 0.827 0.045 0.853 0.066
Yes 50% 50% NA 0.905 0.047 0.918 0.038 0.908 0.029
70% 30% Yes 0.882 0.067 0.902 0.046 0.902 0.042
No 0.837 0.078 0.819 0.109 0.834 0.037
80% 20% Yes 0.86 0.076 0.889 0.056 0.885 0.035
No 0.803 0.062 0.747 0.095 0.795 0.078
TABLE IV: Accuracy results with the COVID-19− cases gathered from Indiana dataset [19]. LB stands for label balancing,
with usual weight correction for the supervised model, and the proposed PBC for the MixMatch model. A total of 10, 15 and
20 labelled observations were tested. The sample mean x and the sample standard deviation s were reported
8Dataset COVID-19- COVID-19+ Comparison nl = 10 nl = 15 nl = 20
Costa Rican 70% 30% MM+PBC vs. No MM +0.07 +0.046 +0.018
MM+PBC vs. MM +0.048 +0.046 +0.036
80% 20% MM+PBC vs. No MM +0.081 +0.06 +0.038
MM+PBC vs. No MM +0.034 +0.038 +0.041
Chinese pediatric 70% 30% MM+PBC vs. No MM +0.113 +0.115 +0.06
MM+PBC vs. MM +0.023 +0.031 +0.028
80% 20% MM+PBC vs. No MM +0.09 +0.058 +0.031
MM+PBC vs. No MM +0.1 +0.099 +0.066
Chest-Xray8 70% 30% MM+PBC vs. No MM +0.083 +0.092 +0.087
MM+PBC vs. MM +0.033 +0.055 +0.057
80% 20% MM+PBC vs. No MM +0.069 +0.096 +0.056
MM+PBC vs. No MM +0.063 +0.0774 +0.072
Indiana 70% 30% MM+PBC vs. No MM +0.048 +0.063 +0.027
MM+PBC vs. MM +0.045 +0.082 +0.067
80% 20% MM+PBC vs. No MM +0.014 +0.059 +0.029
MM+PBC vs. No MM +0.056 +0.141 +0.09
TABLE V: Accuracy gain comparison when using no SSDL (No MM) vs. MixMatch with the proposed loss balancing correction
(MM+PBC), and to using Mix Match with no balancing correction (MM) vs. MixMatch with the proposed loss balancing
correction (MM+PBC). The accuracy gain is evaluated for the tested number of labelled observations (10, 15 and 20). Italic
entries correspond to non statistically meaningful gains, after performing a Wilcoxon test, with p > 0.1.
Table II often is similar to the base-line MixMatch accuracy
with a balanced dataset.
Table III summarizes the results yielded for the Chest X-
ray8 dataset. The base-line accuracy for the supervised model
is the lowest from the tested datasets, sitting at around 75%.
The accuracy gain of using MixMatch with PBC versus the
usual supervised model ranges from +5% to +9.6%, as seen
in Table V, in the row for the Chest X-ray8 dataset. As for
the accuracy gain of using MixMatch with PBC vs. MixMatch
with no balance correction, it stays around +3 to +5% for the
70%/30% imbalance configuration. Higher accuracy gains are
obtained when dealing with the more challenging imbalance
scenario of 80%/20%, with gains up to 14%. Similar to other
datasets, the PBC is able to correct MixMatch’s accuracy
impact of data imbalance most of the times, as seen in Table
III.
Finally, the test results for the Indiana dataset are depicted
in Table IV. The base-line accuracy for the Indiana chest x-
ray dataset ranges from 84% to 88%. The accuracy gain from
implementing MixMatch with PBC ranges from 4% and to
5.6% versus the base-line supervised model. Implementing
the PBC versus the original MixMatch implementation yields
an accuracy gain from +4.5% to +14%. In the case of this
dataset, data imbalance seems to further decrease MixMatch’s
accuracy, as we can see in Table IV when comparing the
accuracy results of the 50%50% configuration to the 70%/30%
and 80%/20% imbalance settings.
For the tested datasets, the accuracy can be considered to be
very similar when evaluating the base-line supervised model
under different data imbalance conditions, as seen in Tables
I, II, III and IV, suggesting a higher sensitivity of MixMatch
when trained with imbalanced data. The overall trend of the
accuracy gain of using the proposed MixMatch with PBC
over its original implementation is positive, as seen in V,
accross all the datasets tested. Most of the accuracy gains
are higher than 3%, and also most of them are statistically
significant, after performing a non parametric Wilcoxon test,
with an acceptance criteria of the hypothesis of significant
difference between the accuracies of both configurations of
p > 0.1. There are some cases where the default MixMatch
implementation does not bring any accuracy gain when facing
an imbalanced dataset, as seen for instance in the test results
of the Indiana dataset, detailed in Table IV. For example the
accuracy of the supervised model with 10 labels is around
83%, and the accuracy of the MixMatch model with no PBC
is no higher than 83%. This implies the mandatory need of
correcting data imbalancing for the MixMatch model, given its
high sensitivity to data imbalance. Finally, regarding the qual-
itative experiments proposed, Figure 1 show sample heatmaps
for the Indiana and chest X-ray8 datasets, respectively. Both
figures reveal how the neural network tends to focus more on
lung areas when using the semi-supervised model trained with
both datasets. The Densenet121 model trained with MixMatch
including the PBC modification yielded an accuracy of 91.3%
for the tested sample from the Indiana dataset, and 67.74% for
the supervised model. For chest X-ray8 dataset, an accuracy
of 93.4% was yielded for the MixMatch framework with PBC,
and 77.4% for the supervised model. We can see in Figure 1
how the hot pixels move towards lung regions when using the
semi-supervised model, and also how the net weights of the
output layer become steeper. This tends to happen even when
the resulting predictions in both models are correct.
VII. CONCLUSIONS
In this work we have analyzed the impact of data imbalance
for the detection of COVID-19 using chest X-ray images. This
is a real-world problem, which can arise frequently in the
context of a pandemic, where few observations are available
for the new pathology. To our knowledge, this is the first data
imbalance analysis of a SSDL designed to perform COVID-
19 detection using chest X-ray images. The experiment results
suggest a strong impact of data imbalance in the overall
MixMatch accuracy, since results in Table V reveal a stronger
sensitivity of SSDL when compared to a supervised approach.
The accuracy hit of training MixMatch with an imbalanced
labelled dataset lies in the 2-11% range, as seen in Tables I,
II, III and IV. This enforces the argument developed in [33],
9Fig. 1: From top to bottom: Two sample heatmaps for the
Indiana dataset, and two sample heatmaps for the chest X-ray8
dataset. From left to right: the original image, the heatmap of
the MixMatch trained model with the proposed PBC and the
output of the supervised model. The legend RL corresponds
to the real label, PRED to the model prediction and the array
of two values is related to the output net values.
[12] which draws the attention upon data distribution mismatch
between the labelled and the unlabelled datasets, as a frequent
real-world challenge when training a SSDL model.
Moreover, a simple and effective approach for correcting
data imbalance by modifying MixMatch’s loss function was
proposed and tested in this work. The proposed method gives
a smaller weight to the observations belonging to the under-
represented class in the labelled dataset. Both the unlabelled
and the labelled loss terms were re-weighted, as opposed to the
unlabelled re-weighting developed for the mean teacher model
in [24], which only modifies the weights of the unlabelled
term. This was done since in our empirical tests the unlabelled
term had less impact in the overall model accuracy. For
the pseudo-labelled and MixUp augmented observations, we
assigned the weights using the pseudo and augmented labels.
The proposed method is computationally cheap, and avoids
the need of complex and expensive generative approaches to
correct data imbalance. A systematic accuracy gain is yielded
when comparing the original MixMatch implementation with
the proposed PBC for data imbalance correction, as seen in
Table V. For the tested datsets, often the proposed PBC leads
to significant accuracy gains from the supervised model, as
data imbalance can even hinder any accuracy gain of using
MixMatch, as seen in Tables I,II, III and IV. The accuracy
gain ranges between 3% and 11%, with statistical significance
for most of the datasets tested. In most of the datasets, the
accuracy gain is higher for the 80%/20% imbalance setting.
Among the tested datasets, we included a new one with digital
X-rays from healthy Costa Rican patients, which we make
available for the community.
This work can be extended by using the customized feature
extractors proposed in [17], as our architecture uses the more
common transfer learning approach from a generic dataset
(Imagenet), to later refine the feature extractor. The semantic
relevance of the extracted features can be improved along with
the model explainability, as seen in Figure 1. However, the
proposed solution in this work can be ported to use a more
specific feature extractor. Therefore, we plan to test its usage
under different customized feature extractors. Furthermore,
it is interesting to investigate the impact of SSDL on deep
learning explainability/uncertainty measures. We suspect that
unlabelled data can improve models’ uncertainty estimations
and explainability accuracy.
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