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Abstract
This work deals with the problem of simultaneous regulation and model parameter estimation in adaptive model predictive
control. We propose an adaptive model predictive control and conditions which guarantee a persistently exciting closed loop
sequence by only looking forward in time into the receding prediction horizon. Earlier works needed to look backwards and
preserve prior regressor data. Instead, we present a procedure for the offline generation of a persistently exciting reference
trajectory perturbing the equilibrium. With the new approach we demonstrate exponential convergence of nonlinear systems
under the influence of the adaptive model predictive control combined with a recursive least squares identifier with forgetting
factor despite bounded noise. The results are, at this stage, local in state and parameter-estimate space.
Key words: Adaptive control, recursive least squares, closed-loop identification, model predictive control, persistence of
excitation
1 Introduction
This paper revolves around a model predictive control
(MPC) framework satisfying conditions for closed loop
identification. If the system is such that the control input
influences both the system state and its uncertainty (e.g.
in the form of the covariance of the parameter or state
estimate error), then the control inherits a dual function
(Feldbaum, 1960-1961). In this case, on the one hand,
the control objective involves the desire for regulation or
trajectory tracking and hence a steady or slowly vary-
ing state. On the other hand, for identification purposes,
to reduce the uncertainty and extract more information
from the measurement, the system is to be excited (see
e.g. Bar-Shalom (1981)). Insufficient excitation may re-
sult in bursts of oscillatory behavior through parameter
drift (Anderson (1985)), singularity in the information
matrix (Mareels and Polderman (1996)) and an unob-
servable state even in the scalar case (Brüggemann and
Bitmead (2019)). Hence, the associated dual feedback
control acts as an arbitrator between these antagonistic
requirements. An overview of such dual problems can be
found in Filatov and Unbehauen (2000).
Even though MPC is a widely used technique applied
in various industries (e.g. Qin and Badgwell (2003)),
the survey by Mayne (2014) points out that the field of
adaptive MPC, which relates to the dual problem, has
attracted relatively little interest in the controls com-
munity. Yet, the idea of using an MPC to fulfill the role
of an arbitrator between regulation and excitation has
been proposed in different publications.
One common approach is to impose additional input
constraints on the solution of the corresponding opti-
mization problem. In this way, by including past infor-
mation and thus looking backwards in time, the control
directly ensures persistence of excitation of the initial
step of the MPC solution. For instance, in Genceli and
Nikolaou (1996), to identify FIR models and drive the
related system to a given set point, additional periodic
input constraints guarantee a periodic persistently ex-
citing (PE) feedback control. In this way, past and future
inputs are evaluated within the optimization. Similarly,
Lu et al. (2019) propose a robust tube-based MPC for
linear uncertain systems with an additional constraint to
provide persistence of excitation. Yet, the closed loop is
not guaranteed to be PE. Instead of constraining the en-
tire minimizng control sequence, Marafioti et al. (2014)
suggest a backward looking memory-based MPC which
only constrains the first control input as it is the only
element of the sequence which is applied to the system.
The control strategy is analyzed for FIR and ARMA
models. Feasibility and persistence of excitation can be
guaranteed if, among other conditions, the initial control
sequence is PE. In a backward looking fashion, Larsson
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et al. (2015) take into account the Fisher information
matrix generated by past information in a further con-
straint for the optimization problem and focuses on the
implementation of the control scheme.
Instead of modifying the constraints to achieve excita-
tion, a number of authors (Hovd and Bitmead (2004),
Heirung et al. (2015), Heirung et al. (2017)) adapt the
cost function so that it also contains the parameter error
covariance matrix as a proxy for uncertainty. In this way,
the control is looking forward to seek persistence of exci-
tation, although, in the light of MPC’s receding horizon
implementation, a PE property of the closed loop is not
immediate. Tanaskovic et al. (2014) take a different path
and split the dual problem into two. Firstly, a nominal
MPC ensures that the constraints hold for any element
of a set of possible FIR models. Then, the second stage
ensures an exciting property by solving an optimization
with the objective to reduce the size of the set. The idea
of optimally selecting a model based on measurements
is also pursued in Heirung et al. (2019), where the cost
function incorporates an additional risk of choosing an
incorrect model.
In this work, under the assumption of full state feed-
back and no constraints, rather than looking back using
past information as in Genceli and Nikolaou (1996) and
Marafioti et al. (2014), the requirement for a PE input is
reformulated as a forward looking condition on the refer-
ence trajectory, while still guaranteeing the PE property
of the closed loop driven by the MPC. In this way, the
main contribution of this work is that persistence of ex-
citation is guaranteed by solely looking forward in time
despite the MPC’s peculiarity of a receding horizon im-
plementation. Further, the optimization problem solved
online as part of theMPC framework neither complicates
nor alters. Instead, the additional constraint of persis-
tence of excitation is reformulated as an algebraic con-
dition on the reference trajectory. Namely, we present
a direct constructive procedure for the offline genera-
tion of a periodic PE reference trajectory. This extends
Brüggemann and Bitmead (2020a) where the existence
of such a trajectory was assumed. Moreover, local ex-
ponential convergence of the closed loop as well as the
parameter estimate is ensured for nonlinear systems of
which the full state is available.
Outline
These results develop as follows subject to conditions
which are specified in place. Section 4 provides a proce-
dure to construct a feasible PE periodic reference tra-
jectory.
4i) Find an equilibrium state-and-control tuple
(xs, us).
4ii) In a neighborhood of this equilibrium, select any
length-M input sequence perturbation, δuMr . De-
termine a corresponding state sequence, xMr , as an
explicit function of the initial condition xr(0).
4iii) Apply the Implicit Function Theorem to solve
xr(M) = xr(0) for xr(0).
4iv) Initial state xr(0) and input us + δuMr , applied re-
peatedly, define a period-M solution of the system.
4v) Subject to an output reachability assumption,
δuMr may be selected to be persistently exciting.
Section 5 deals with PE reference tracking.
5i) Apply reference tracking MPC of Köhler et al.
(2018) to the period-M reference above. This guar-
antees exponential convergence to the PE reference
from an open set of initial conditions, when there is
no state disturbance and known parameter.With a
suitably bounded disturbance, the state converges
exponentially to a neighborhood of the PE refer-
ence.
5ii) This implies that the closed loop signals are PE
with the exact parameter.
5iii) Exponential stability ensures the conservation of
PE with a suitably bounded, time-varying param-
eter error.
For a system model which is linear in the parameters,
Section 6 brings in the parameter estimator; recursive
least squares with forgetting factor.
6i) With zero disturbance, PE signals yield exponen-
tial convergence of the parameter error to zero.
6ii) For bounded disturbances, they yield exponential
convergence to a neighborhood.
Section 7 draws these two ideas together to obtain a com-
bined estimator and MPC-based controller which main-
tain persistence of excitation of the closed loop while
regulating the state to a neighborhood of its equilib-
rium.The simulation examples in the next section con-
firm the theoretical results and underpin their sufficient
nature.
2 Problem formulation
Let the system be
xk+1 = f(xk, uk) + wk (1)
with xk ∈ Rn being the state, uk ∈ Rm the input and
wk ∈ Rn the disturbance at time k. Moreover, the state
is fully observed and for some w¯ > 0 the disturbance
satisfies
|wk| ≤ w¯. (2)
System parameters θ =
[
θ1 θ2 . . . θS
]>
∈ RS are as-
sumed unknown. Further, f is linear in θ and may be
2
written
f(xk, uk, ) = f0(xk, uk) +
S∑
j=1
θjfj(xk, uk), (3)
where fj : Rn × Rm → Rn are basis functions so that
state recursion (1) becomes
xk+1 = f0(xk, uk) + ϕ
>
k θ + wk, (4)
where the regressor
ϕ>k =
[
f1(xk, uk) f2(xk, uk) . . . fS(xk, uk)
]
∈ Rn×S .
(5)
Suppose the following.
Assumption 1 fj : Rn × Rm → Rn, j ∈ {0, 1, . . . , S},
are twice continuously differentiable. 4
In order to present concisely the main problem to be
solved, we first require a definition of a PE sequence.
Definition 2 The sequence {xk, uk} is said to be per-
sistently exciting (PE) if for some constant M and all
j ∈ N≥0 there exist positive constants α and β such that
0 < αIS ≤
j+M−1∑
i=j
ϕiϕ
>
i ≤ βIS <∞.
4
The main problem formulation follows.
Problem 3 Regulate the state xk in (1) while guaran-
teeing that the closed loop sequence {xk, uk} is PE. 4
In order to solve this problem, we generate a periodic PE
reference trajectory around the steady state to which we
wish to regulate the system. Furthermore, we present an
MPC to track this periodic reference trajectory render-
ing the controlled state and corresponding feedback con-
trol PE. Simultaneously, a recursive least squares identi-
fier with forgetting factor ensures an accurate parameter
estimate of θ.
3 Preliminaries
Firstly, we introduce the MPC framework based on the
nonlinear MPC in Köhler et al. (2018) using the notion
of incremental stability. Hereby, we include an assump-
tion on the solution of the corresponding optimization
problem which entails a continuous feedback law. The
section concludes with an assumption on the system be-
ing incrementally stabilizable which leads to exponential
convergence of the closed loop to a reachable reference
trajectory.
3.1 The model predictive control framework
Let the MPC-related reference-tracking cost function be
JN (xk,u
N , k) =
N−1∑
i=0
l(xi|k, ui|k, k),
where xi|k represents the state prediction at time instant
k+ i given the current state xk. The control input ui|k is
denoted accordingly. The control sequence from time k
to N − 1 is written as uN , where N represents the finite
horizon. The running cost
l(xi|k, ui|k, k) = |xi|k − xr(k + i)|2Q + |ui|k − ur(k + i)|2R,
where Q = Q> > 0, R = R> > 0, and
(
xr(k+ i), ur(k+
i)
)
is a given reference state and associated control tra-
jectory at time k + i. The MPC framework solves the
optimization problem
VN (xk, k) = min
uN
JN (xk,u
N , k) (6)
s.t. x0|k = xk
xi+1|k = f(xi|k, ui|k)
at every time instant k and applies the first control input
u?0|k of the minimizing sequence u
?N to the system in
(1).
Remark 4 For clarity in our development, we do not
include state or input constraints in our formulation here.
They can be added within the local stability framework,
c.f. Köhler et al. (2018), but would require tracking their
associated assumptions connected with evolution within
the interior of the feasible set.
3.2 Continuous feedback law
In order to render the closed loop robustly convergent
to the given reference trajectory, a continuous feedback
law as well as a stabilizability condition on the system
are needed. Similarly to Mayne and Michalska (1990),
we assume the Hessian matrix of the cost function to be
positive definite.
Assumption 5 The minimizing control sequence u?N
satisfies
∂2JN (xk,u
N , k)
∂uN∂uN
∣∣∣∣
xr(k),u?N ,k
> 0mN×mN . (7)
4
Note that for this assumption to hold we require strictly
positive definite control weight R.
3
Lemma 6 Under Assumptions 1 and 5 the feedback con-
trol u?0|k related to the MPC in (6) is continuous in θ and
xk for a neighborhood of (xr(k), θ). 4
PROOF. By Assumption 1, JN is twice continuous dif-
ferentiable. Then, with Assumption 5, continuity follows
from Johansen (2011, Theorem 5.1). 2
Lemma 6 ensures that a small change in the parameter
or state results only in a small change in the generated
control sequence. This relation is essential for the local
analysis in later sections.
3.3 Local incremental stabilizability
A reference tracking control law, uk = κ(xk, xr(k), ur(k))
for reference state xr(k) and control ur(k), is introduced
by Köhler et al. (2019). Local incremental stabilizability
relates to the existence of such a κ and is similar to local
exponential stabilizability around the given trajectory.
Assumption 7 Köhler et al. (2019, Assumption 1)
There exist a control law κ : Rn × Rn × Rm → Rm,
a δ-Lyapunov function Vδ : Rn × Rn × Rm → R≥0
that is continuous in the first argument and sat-
isfies Vδ(x′, x′, u′) = 0 ∀ (x′, u′), and parameters
cδ,l, cδ,u, δloc, kmax > 0, ρ ∈ (0, 1), such that the following
properties hold for all (x, x′, u′) with Vδ(x, x′, u′) ≤ δloc:
cδ,l|x− x′|2 ≤ Vδ(x, x′, u′) ≤ cδ,u|x− x′|2
|κ(x, x′, u′)− u′| ≤ kmax|x− x′|
Vδ(x
+, x′+, u′+) ≤ ρVδ(x, x′, u′),
where x+ = f(x, κ(x, x′, u′)) and x′+ = f(x′, u′). 4
Note that neither the δ-Lyapunov function Vδ nor the
control law κ is required for the implementation of the
MPC but its existence is used for the stability analysis.
4 Persistently exciting reference trajectory
In this section, for the true θ value, we show how a per-
sistently exciting reference trajectory around a steady
state can be generated. Notice that this removes the very
limiting assumption of the existence of such a trajecot-
gry in Brüggemann and Bitmead (2020a). Towards this
goal, we require periodicity and feasibility.
Definition 8 A feasible period-M sequence (xMr ,uMr )
for system (1) with wk = 0 satisfies
xr(k + 1) = f(xr(k), ur(k)),
xr((k + 1)M) = xr(kM),
ur((k + 1)M) = ur(kM),
for all k. 4
For ease of notation, this period,M, coincides with that
in Definition 2 for persistence of excitation. The next
lemma shows that under continuity and reachability as-
sumptions on the system, there exists a feasible period-
M reference trajectory in the neighborhood of the steady
tuple (xs, us). It further reveals that, by choosing just
the control sequence, a corresponding initial state for a
period-M sequence is defined in the neighborhood of xs.
Lemma 9 Given Assumption 1, suppose that there ex-
ists a steady state
xs = f(xs, us),
with
A =
∂f(x, u)
∂x
∣∣∣∣
xs,us
, B =
∂f(x, u)
∂u
∣∣∣∣
xs,us
, (8)
where (A,B) controllable and
λi(A) 6= 1, i = 1, . . . , n.
Then, for all M ≥ n there exists an open set U with
uMs := {us}M−1k=0 ∈ U such that for any sequence uMr ∈ U
there exists a feasible period-M sequence (xMr ,uMr ) with
xr(0) = g(u
M
r ), where g : RMm → Rn is continuously
differentiable and ∂g(u
M
r )
∂uMr
is of rank n. 4
PROOF. Let (xs(k), us(k)) the steady state and cor-
responding control at time k. Then, for any positive in-
teger M ,
xs(M) = f(xs(M − 1), us(M − 1))
= f
(
f(xs(M − 2), us(M − 2)), us(M − 1)
)
...
= f
(
f
(
. . .
(
f(xs(0), us(0)), us(1)
)
,
. . . , us(M − 2)
)
, us(M − 1)
)
= xs(0),
so that
F (xs,u
M
s ) := xs
− f
(
f
(
. . .
(
f(xs, us(0)), us(1)
)
,
. . . , us(M − 2)
)
, us(M − 1)
)
= 0. (9)
4
Partially differentiating F with respect to xs(0) yields
I − ∂xs(M)
∂xs(M − 1)
∂xs(M − 1)
∂xs(M − 2)
∂xs(M − 2)
∂xs(M − 3) . . .
∂xs(1)
∂xs(0)
= I −AM
which is invertible by hypothesis and the fact that
λi(A)
M = λi(A
M ). Thus, with Assumption 1, by the
Implicit Function Theorem (Rudin (1986)), there exists
an open set U ⊂ RMm with uMs ∈ U such that the fol-
lowing holds. There exists a continuously differentiable
function g : RMm → Rn with g(uMs ) = xs such that for
all uMr ∈ U
F (g(uMr ),u
M
r ) = 0 (10)
and
∂g(uMs )
∂uMs
= −(I −AM )−1 ∂F (xs(0),u
M
s )
∂uMs
, (11)
which proves the existence of a period-M reference tra-
jectory as (10) is the algebraic condition for a feasible
period-M reference trajectory. Now, observe that
∂F (xs(0),u
M
s )
∂us(k)
= − ∂xs(M)
∂xs(M − 1)
∂xs(M − 1)
∂xs(M − 2) . . .
∂xs(k + 2)
∂xs(k + 1)
∂xs(k + 1)
∂us(k)
= −AM−k−1B,
so that for the last term in (11) we have that
∂F (xs(0),u
M
s )
∂uMs
=
[
∂F (xs(0),u
M
s )
us(0)
. . .
∂F (xs(0),u
M
s )
us(1)
∂F (xs(0),u
M
s )
us(M−1)
]
= −
[
AM−1B AM−2B . . . B
]
. (12)
Thus, if M ≥ n and (A,B) controllable the matrix in
(12) is of rank n and so is (11). 2
Remark 10 Note that the analysis above applies solely
inside U . Hence, the assumption on the eigenvalues is a
statement about δx and the property that the only solution
of δx = Aδx is δx = 0. That is, apart from xs, there is
no other equilibrium inside U . 4
Remark 11 The full rank of the partial derivative of g
implies that xr(0) may be altered to any point in a neigh-
borhood of the equilibrium xs through a corresponding
selection of the related sequence δuM . In general, this
sequence – and hence the completion of the period-M se-
quence – is not unique. 4
Note that provided any period-M control sequence
uMr ∈ U , equation (9) can be solved numerically in or-
der to compute the initial reference state xr(0). Given
the existence result of a feasible period-M reference tra-
jectory, it is our interest to establish conditions which
guarantee its persistence of excitation. Therefore, we
continue with the analysis of the system in (1) linearized
at the steady tuple (xs, us) for several reasons: firstly,
we want to regulate the system to the steady tuple
around which the linearized dynamics are sufficiently
accurate; secondly, the result in Lemma 9 is already
local due to the use of the Implicit Function Theorem;
thirdly, the analysis of a linear system is simpler and
makes the results more intuitive.
Without loss of generality, let f0(xk, uk) = 0, and denote
the corresponding linearized dynamics with wk = 0 as
δxk+1 = Aδxk +Bδuk
=
S∑
j=1
θjAjδxk +
S∑
j=1
θjBjδuk, (13)
where
Aj =
∂fj(x, u)
∂x
∣∣∣∣
xs,us
, Bj =
∂fj(x, u)
∂u
∣∣∣∣
xs,us
. (14)
Then, for (5), the linearized regressor
δϕk =
[
δy1(k) δy2(k) . . . δyn(k)
]
, (15)
where δyi(k) = Ciδxk + Diδuk ∈ RS , i ∈ {1, 2, . . . , n},
with
Ci =

(A1)i
(A2)i
...
(AS)i
 , Di =

(B1)i
(B2)i
...
(BS)i
 . (16)
Here, (Aj)i represents the ith row of matrix Aj . Note
that for the linearizations above we are explicitly using
Assumption 1. Our goal is to reformulate the condition
of persistence of excitation on the regressor matrix as a
condition on the input sequence, whose design we can
freely choose. Toward this end, we interpret each column
δyi(k) of the regressor δϕk in (15) as one output vector.
We analyze each of them with respect to the notion of
output reachability defined as follows.
Definition 12 (Green and Moore (1986)) The system
(A,B,Ci, Di), i ∈ {1, 2, . . . , n}, in (13) and (16) is said
to be output reachable if, for any y ∈ RS and arbi-
trary initial state, there exists an input sequence u¯l, l ∈
{0, 1, . . . , k < ∞} such that the output at time k, y¯i(k),
satisfies y¯i(k) = y. 4
5
Note that in (16) each Ci and Di only incorporates row
i of matrices Aj , Bj , j ∈ {1, . . . , S}. Accordingly, each
δyi(k) is directly related to only element i of the state
vector δxk, denoted by δx
(i)
k , i.e. with (13),
δx
(i)
k+1 =
S∑
j=1
θj((Aj)iδxk + (Bj)iδuk)
= θ>δyi(k). (17)
Thus, output reachability may also be viewed as a way
to determine if δx(i)k+1 is affected by the whole parameter
vector θ.
Remark 13 Definition 12 can be easily verified. De-
noting the McMillan degree of system (A,B,Ci, Di) as
di, i ∈ {1, 2, . . . , n}, it is shown in Wolovich (1974) that
(A,B,Ci, Di) is output reachable if and only if[
Di CiB CiAB . . . CiA
di−1B
]
has full rank S. 4
Now, we can use the results from Green and Moore
(1986) to guarantee a PE sequence {δxk, δuk} given a
persistence of excitation condition on the input sequence
only.
Proposition 14 Consider the linear system in (13) and
let Assumption 1 hold. Let di the McMillan degree of
(A,B,Ci, Di), i ∈ {1, 2, . . . , n}. Then, the period-M se-
quence {δxr(k), δur(k)} is PE if there exists an i such
that (A,B,Ci, Di) is output reachable, and if for all j
there exist positive constants αu and βu such that
0 < αuI ≤
j+M−1−di∑
k=j
δur(k)δur(k)
> ≤ βuI <∞. (18)
4
PROOF. We consider the linear dynamics in (13) and
(16). Note that for a period-M sequence {δxr(k), δur(k)}
to be PE,
j+M−1∑
k=j
δϕkδϕ
>
k =
j+M−1∑
k=j
δy1(k)δy1(k)
>
+
j+M−1∑
k=j
δy2(k)δy2(k)
>
+ · · ·+
j+M−1∑
k=j
δyn(k)δyn(k)
>
(19)
must be upper bounded and positive definite for all
j. The upper bound holds trivially by periodicity of
the sequence and fl, l ∈ {1, . . . , S}, being twice con-
tinuously differentiable (Assumption 1). For the lower
bound, if there exists at least one i ∈ {1, . . . , n} for
which
∑j+M−1
k=j δyi(k)δyi(k)
> is positive definite, (19)
is positive definite, too, and hence, the corresponding
sequence {δxr(k), δur(k)} is PE. By the hypothesis of
output reachability of at least one (A,B,Ci, Di) and the
excitation property of the input sequence in (18), posi-
tive definiteness of at least one summand in (19) directly
holds by Green and Moore (1986, Corollary 2.1). 2
Remark 15 It may be unexpected that we obtain persis-
tence of excitation given a constraint only on one output
vector δyi(k). However, it becomes more intuitive if we
look at (17), where we observe that each output vector
directly relates to the full parameter vector θ. 4
As we retain full discretion in selecting the input se-
quence, the results in this section show how to generate a
PE period-M reference trajectory: first select the steady
tuple to which the closed loop is desired to converge; af-
ter, choose the reference control sequence with PE prop-
erties; then numerically solve the algebraic equation in
(9) in order to find the corresponding initial reference
state xr(0). The presentation continues with the con-
troller framework.
5 Persistently exciting reference tracking with
noise
The results on persistence of excitation of the closed loop
in this section rely on practical stability of the tracking
error. As a short intermezzo, we thus first adapt Köh-
ler et al. (2018) related to state regulation to the case of
trajectory tracking. Then, we analyze persistence of ex-
citation of the closed loop sequence. It is shown that un-
der the assumption of precise knowledge of the true pa-
rameter and a sufficiently small disturbance, the closed
loop sequence is PE for all initial conditions x0 within a
neighborhood of the initial reference trajectory. Then, an
equivalent guarantee is obtained when, additionally, the
time-varying uncertain parameter lies within a neigh-
borhood of the actual parameter.
5.1 Practically stable tracking error
The following lemma shows exponential convergence of
the closed loop to a neighborhood of the reference tra-
jectory, where the size of the neighborhood depends on
the bound on the disturbance wk.
Lemma 16 Suppose that Assumption 7 is satisfied. For
any cx > 0 there exist w¯ > 0 and a sufficiently large hori-
zon N , such that for all initial conditions |x0 − xr(0)| ≤
cx and all disturbances |wk| ≤ w¯, the perturbed closed
6
loop converges exponentially to the set ZRPI := {xk −
xr(k) : VN (xk, k) ≤ VRPI(w¯;N, cx)}, where VRPI is a
K-function in w¯ which depends on N and cx. 4
PROOF. This lemma is concise version of Köhler et al.
(2018, Theorem 8) related to state regulation applied to
the case of reference tracking. The proof is analogous
considering the δ-Lyapunov function from Assumption
7. 2
Remark 17 A similar convergence result including
tightened constraints on the state and control input can
be found in Köhler et al. (2019). In our a case, con-
straints would make the upcoming statements dependent
on an additional condition on the solution being in the
interior of the tightened constraint sets. 4
5.2 Persistently exciting perturbed solution
Lemma 16 above establishes practical stability of the
tracking error in the presence of a bounded disturbance.
If the neighborhood of the feasible PE reference trajec-
tory, to which the closed loop converges, is sufficiently
small, the corresponding closed loop is PE in finite time.
Lemma 18 Suppose Assumption 1, 5 and 7 hold and the
parameter θ is known. Then, for a feasible PE reference
trajectory and for any cx > 0 there exist w¯ > 0 and
a sufficiently large horizon N , such that for all |x0 −
xr(0)| ≤ cx, |wk| ≤ w¯ and horizon N , the closed loop
sequence is PE for all k ≥ kPE for some k ∈ N≥0. If
x0 = xk¯, where k¯ ∈ {k ∈ N≥0 : k ≥ kPE , k mod M =
0}, then this holds for all k. 4
PROOF. The proof is based on continuity arguments
and divided into three steps. Step I shows the existence
of a PE sequence in the neighborhood of the PE reference
trajectory. Step II relates ZRPI to this neighborhood
and step III proves the statement using Lemma 16.
Step I : ByAssumption 1 and 5 (via Lemma 6), f and u?0|k
are continuous. Thus, for a PE sequence {xr(k), ur(k)}
there exists a positive PE such that |xr(k)− xk| ≤ PE
implies {xk, u?0|k} is PE.
Step II : Note that VN (xk, k) <  implies |xk−xr(k)|2Q <
 for all  > 0. Hence, by continuity of VRPI , for
any PE from step I there exist 1, w¯1 > 0 such that
minx¯∈ZRPI |x− x¯|2Q < 1 implies that |x−xr(k)| < PE .
Step III : For any cx > 0, let N and w¯2 satisfy Lemma 16
(requiring Assumption 7), and define w¯ = min{w¯1, w¯2}.
The statement to be proven holds for cx, N, w¯ and kPE ,
where kPE is such that minx¯∈ZRPI |xkPE − x¯|2 < 1, by
using step I and II. The related guarantee for all k is a
direct consequence. 2
Lemma 18 establishes that the closed loop sequence is
PE given a known parameter θ. As this feature is only
of interest if the parameter θ is unknown and thus, to be
estimated, we aim to establish similar results for the case
of a time-varying estimate θˆk within the neighborhood
of the true parameter.
5.3 Persistently exciting perturbed uncertain solution
Corollary 19 Suppose Assumption 1, 5 and 7 hold. Let
the control input be derived by the optimization problem
in (6) with θ substituted by some θˆk, k ∈ N≥0. Then, for
any feasible PE reference trajectory there exist cx, w¯, cθ >
0 and a sufficiently large horizon N such that for all
|x0 − xr(0)| ≤ cx, |wk| ≤ w¯ and |θ− θˆk| ≤ cθ, the closed
loop sequence is PE for all k ≥ kPE. If x0 = xk¯, where
k¯ ∈ {k ≥ kPE ∧ k mod M = 0}, then this holds for all
k. 4
PROOF. Let uˆ?0|k be the MPC feedback control for
some θˆk, and u?0|k that corresponding to θ. Then
xk+1 = f(xk, uˆ
?
0|k) + wk
= f(xk, u
?
0|k) + wˆk,
where
wˆk =
(
f(xk, uˆ
?
0|k)− f(xk, u?0|k)
)
+ wk.
By continuity of the MPC feedback via Lemma 6 and
continuity of f through Assumption 1, the disturbance
wˆk can be bounded by having θˆk sufficiently close to θ
for all k. Thus, the result follows from Lemma 18. 2
Corollary 19 demonstrates that given sufficient assump-
tions, the closed loop under the influence of the MPC
delivers a PE closed loop sequence. It is now time to
elaborate why persistence of excitation is desired and,
therefore, introduce the estimation algorithm.
6 Recursive least squares with forgetting factor
In order to estimate the unknown parameter θ, we se-
lect a recursive least squares algorithm with forgetting
factor. Therefore, define
x˜k+1 = xk+1 − f0(xk, uk),
7
and consider the corresponding recursive algorithm
θˆk+1 = θˆk + Pk−1ϕkD−1k
(
x˜k+1 − ϕ>k θˆk
)
, (20)
where Dk = λT +ϕ>k Pk−1ϕk with T = T
> > 0 ∈ Rn×n,
and
Pk+1 = λ
−1
(
I − Pkϕk+1D−1k+1ϕ>k+1
)
Pk. (21)
where the forgetting factor λ ∈ (0, 1) is constant and
P−1 ∈ RS×S is symmetric positive definite. The matrix
T is related to the weight associated with the predic-
tion error of each element of the state, see the following
lemma.
Lemma 20 The algorithm in (20) and (21) converges
to the value θ which minimizes
λk|θˆ0 − θ|2P−1−1 +
k∑
i=1
λk−i|x˜i − ϕ>i−1θ|T−1 .
. 4
PROOF. The proof is analogous to that of Islam and
Bernstein (2019, Theorem 2) and hence omitted for
brevity. 2
We wish to obtain convergence of the estimate to (a
neighborhood of) the true parameter, or equivalently a
converging estimation error
θ˜k = θ − θˆk. (22)
(23)
This is achieved by the next lemma, whose sufficient
condition underpins our desire for a PE closed loop. The
result is an extension of Johnstone et al. (1982) adapted
to multiple output systems.
Lemma 21 Suppose the sequence {xk, uk} is PE andwk
satisfies (2). Then, for any initial condition θ˜0, the esti-
mation error θ˜k converges exponentially to a ball centered
on θ with a radius proportional to the bound on w, i.e.
for any θ˜0 there exist γ1, γ2 > 0 such that for all k ≥M
|θ˜k| ≤ γ1λk/2|θ˜0|+ γ2λ
k/2 − 1
λ1/2 − 1 w¯.
4
PROOF. It is shown in Johnstone et al. (1982) that the
result holds for SISO systems and no disturbance. An
equivalent result for the multiple output case is under
review, see Brüggemann and Bitmead (2020b). Expo-
nential convergence of the linear error dynamics implies
BIBO stability, which gives the desired result. 2
We have thus shown that under the assumption of a
bounded disturbance and a PE sequence, the estimate
converges exponentially to the actual parameter with-
out noise, or in the case of a bounded disturbance, to a
neighborhood whose size depends on the bound of the
disturbance. Exponential convergence is decisive for the
preservation of a PE closed loop sequence, as disclosed
in the next section, where we combine previous results.
7 Periodic adaptive model predictive control
All the local results above share a common concept. That
is, in a utopian world with suitable initial conditions,
perfect knowledge of the uncertainty and under suffi-
cient conditions, a PE closed loop is guaranteed. Grad-
ually watering down these conditions by contemplating
sufficiently small neighborhoods has been shown not to
affect the substance of the initial statement about the
PE closed loop sequence, provided we carry along suit-
able smoothness and regularity assumptions. Consistent
with this strategy, this section focuses on the the esti-
mation error and its interplay with the neighborhoods
introduced before. In this fashion, by noting that if the
bound on the estimation error implies a neighborhood
for which a PE closed loop sequence exists, then we
achieve a PE closed loop sequence despite uncertainty.
7.1 Convergence under bounded noise
The following theorem states that under sufficient condi-
tions, if the disturbance is bounded and the initial state
and the initial parameter estimate are within a neigh-
borhood of the periodic PE reference trajectory and the
true parameter, respectively, then the estimation error
and the closed loop tracking error exponentially con-
verge to a neighborhood around the reference trajectory
and the true parameter, respectively.
Theorem 22 Suppose Assumption 1, 5 and 7 hold. Let
the control input be derived by the optimization problem
in (6) with θ substituted by θˆ0 for k < M and θˆk given by
the recursion in (20) for k ≥ M . Then, for any feasible
PE reference trajectory there exist cw,k, cθ, w¯ and a suf-
ficiently large horizon N such that for all |x0 − xr(0)| ≤
cw,k, |wk| ≤ w¯, |θ˜0| ≤ cθ,
xk − xr(k)→ ZRPI
|θ˜k| → γ2
1− λ1/2 w¯.
as k →∞. 4
8
PROOF. Let cx,1, w¯1, cθ,1 > 0 such that Corollary 19
holds. Then, with Lemma 21, let w¯2, cθ,2 > 0 such that
|θ˜0| ≤ cθ,2 and |wk| < w¯2 imply |θ˜k| ≤ cθ,1 for all k ≥M .
By selecting w¯ = min{w¯1, w¯2} and cθ = min{cθ,1, cθ,2},
the conclusion follows from Corollary 19 and Lemma 21.
2
Observe that the aforementioned theorem relies on a pe-
riodic PE reference trajectory, also depending on the un-
certain parameter. By continuity arguments, an equiva-
lent statement holds for a periodic PE reference gener-
ated with an initial parameter estimate in a sufficiently
small neighborhood of the true parameter. However, per-
sistence of excitation and feasibility of the reference tra-
jectory is generally not ensured for all initial estimates
which may deviate substantially from the true parame-
ter. The same obstacle may occur if the reference trajec-
tory is updated online using the current estimate. Fur-
thermore, note that the convergence result is only local
with respect to the uncertain parameter and the initial
state. The upshot is that the exponential convergence
result does not inherit the usual drawback of unknown
transient performance common in adaptive control, see
e.g. Black et al. (2014). The convergence result for the
uncertain and perturbed system is demonstrated numer-
ically in the next section for a non-infinitesimal neigh-
borhood of initial conditions about their nominal values.
8 Simulation example
Consider the nonlinear scalar system from Hovd and
Bitmead (2004),
xk+1 = θ1xk + θ2xkuk + uk + wk, (24)
or equivalently,
xk+1 = f0(xk, uk) + ϕ
>θ + wk,
where
f0(xk, uk) = uk,
θ =
[
θ1 θ2
]>
, (25)
ϕk =
[
f1(xk) f2(xk, uk)
]>
,
with
f1(xk) = xk, f2(xk, uk) = xkuk. (26)
The parameters θ1 = 1.1 and θ2 = 0.1 are unknown and
the noise |wk| < 0.2. The main objective is to regulate
the state to a steady tuple (xs, us), which presumes an
accurate estimate of the unknown parameter θ. There-
fore, we first generate a PE feasible periodic reference
trajectory around the steady tuple using the results from
Section 4. Then, we employ the MPC from (6) with an
estimate given by the recursive least squares in (20) -
(21) with a forgetting factor λ = 0.9 and weight T = 1.
8.1 Regulate to steady tuple outside the origin
Consider the steady tuple (xs, us) = (1,−0.09) around
which we want to generate a PE reference trajectory.
Observe that fj , j ∈ {0, 1, 2}, in (25) and (26) are twice
continuously differentiable and that by (8) and (16),
A = 1.09, B = 0.99,
A1 = 1, B1 = 0,
A2 = −0.09, B2 = 1,
C1 =
[
1 −.09
]>
, D1 =
[
0 1
]>
.
Hence, as (A,B) = (1.09, 0.99) is controllable and
λ(A) = 1.09, by Lemma 9, for any positive M there
exists a feasible period-M reference trajectory. Further,
it is easy to see that the McMillan degree d1 = 1, and
thus, the output reachability matrix
[
D1 C1B
]
=
[
0 0.99
1 −0.09
]
which has full rank. As a result, by Proposition 14, it is
sufficient to generate an input sequence which satisfies
the persistence of excitation condition therein. Consider
δur(k) = u¯ sin
(
2pi
M
k
)
,
where u¯ = 0.3, and letM = 4. Then, the condition holds
since for all j,
αu ≤
j+2∑
i=j
δur(i)
2 ≤ βu,
where αu = (u¯ sin(2pi/M))2 and βu = (u¯(M − d1))2.
Thus, the corresponding feasible period-M sequence
{xr(k), ur(k)} is PE. By solving (9) numerically, we
compute the corresponding xr(0) = 0.91.
Having generated a PE period-M sequence, we next
elaborate on how the assumptions of Theorem 22 are sat-
isfied. Twice continuous differentiability trivially holds
for all fi, i ∈ {1, 2, 3}. Assumption 7 holds by letting
κ(xk, xr(k), ur(k)) =
1
θ2xk + 1
K(xk − xr(k))
+ ur(k)(θ2xr(k) + 1)
Vδ = |xk − xr(k)|2P ,
9
where P and K relate to the discrete-time infinite-
horizon linear quadratic regulator using common nota-
tion. Lastly, Assumption 5 is numerically verified. We
subsequently present the simulation of the closed loop
driven by the MPC in (6) with weights Q = 6, R = 0.1
and horizon N = 4. The disturbance has a uniform
distribution in the interval [−0.2, 0.2]. The figures be-
low are based on an initial estimate θˆ0 = [1.5 − 0.4]>.
Figure 1 depicts a fast convergence of the closed loop to
a small neighborhood of the reference trajectory. The
error between the reference trajectory and the closed
loop can be explained by the initial parameter uncer-
tainty and the noise. Still, the system can be regulated
to a neighborhood of the steady tuple (1,−0.09) despite
noise and parameter uncertainties. The uncertain pa-
0 10 20 30 40
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0
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xk
xr(k)
xs
0 10 20 30 40
−2
0
2
4
6
8
k
u?0|k
ur(k)
us
Fig. 1. Closed loop with noised |wk| ≤ 0.2 versus PE refer-
ence trajectory
rameter estimate is visualized in Figure 2. Akin to the
closed-loop trajectory, the estimate converges to a small
ball centered on the true parameter, after which the
estimates continuously move around within this ball. A
similar pattern can be observed in Figure 3 in which the
norm of the estimation error is plotted. The estimation
error converges exponentially to a neighborhood of the
origin and remains there. As the analysis in the previous
sections is of local and depends on the selected steady
tuple, the assumptions are generally not necessary but
sufficient.
8.2 Sufficiency of imposed assumptions
There are various cases when the assumptions are not
satisfied, but the reference trajectory is still PE and the
closed loop still converges. For example, as in Brügge-
mann and Bitmead (2020a), suppose we want to regu-
late the system in (24) to the origin, i.e.
(xs, us) = (0, 0),
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0.8
1
1.2
1.4
1.6
θˆk(1)
θ0(1)
0 10 20 30 40
−0.6
−0.4
−0.2
0
0.2
k
θˆk(2)
θ0(2)
Fig. 2. Parameter estimate given measurement noise
|wk| ≤ 0.2.
0 10 20 30 40
0
0.2
0.4
0.6
k
|θ˜k|
Fig. 3. Euclidean norm of the estimation error given mea-
surement noise |wk| ≤ 0.2.
and additionally suppose that the true uncertain param-
eter
θ> =
[
θ1 θ2
]
=
[
1 0.1
]
.
The related matrices introduced earlier are
A = 1, B = 1,
A1 = 1, B1 = 0,
A2 = 0, B2 = 0,
C1 =
[
1 0
]>
, D1 =
[
0 0
]>
.
Then, the assumptions of Lemma 9 does not hold as the
eigenvalue
λ(A) = 1.
Moreover, nor the condition of output reachability holds
as with a McMillan degree of d1 = 1,
[
D1 C1B
]
=
[
0 1
0 0
]
10
has not full rank.
Alternatively, we may generate the PE period-M refer-
ence trajectory adhoc by solving an optimization prob-
lem with a PE constraint:
(x¯r, u¯r) = arg min
{x0,x1}
{u0,u1}
1
N
N−1∑
i=0
|xi|k|2Q + |ui|k|2R,
s.t. xk+1 = f(xk, uk)
xN = x0 (27)
αI ≤
N−1∑
i=0
ϕ>i ϕi ≤ βI,
where α = 0.1, β = 0.3, Q = 6, R = 0.1, N = 2. The
associated reference trajectory can be defined by
xr(k) = x¯r(k mod 2)
ur(k) = u¯r(k mod 2).
We chose N = 2 since it results in a low cost relative
to other small integer values. The solution of the min-
imization problem guarantees a PE period-2 reference
trajectory. It also ensures that the reference values are
in the neighborhood of the steady state. The optimiza-
tion problem is solved within seconds on a regular lap-
top, by the interior point algorithm in MATLAB. Under
otherwise equal conditions as in the previous example,
the subsequent figures illustrate the closed loop and the
related estimates under the influence of the MPC in (6)
and the estimator governed by (20) - (21). Figure 4 shows
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k
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Fig. 4. Closed loop with reference trajectory generated by
optimization problem in (27).
that the closed loop converges to a small neighborhood
around the given reference trajectory. The size of the
neighborhood correlates with the bound on the noise.
Also notice that the optimization problem in (27) results
in a more aggressive reference trajectory with higher am-
plitudes, which may also be caused by the shorter period
and by the different state tuple targeted for regulation.
Similarly to the first example, the estimation error also
0 10 20 30 40
0
0.2
0.4
0.6
0.8
k
|θ˜k|
Fig. 5. Euclidean norm of the estimation error corresponding
to reference trajectory generated by optimization problem
in (27).
converges to a neighborhood of zero, whereby the fluc-
tuating distance to the origin may be a result from the
measurement noise. As a concluding remark, this exam-
ple shows that it may still be possible to create a PE fea-
sible periodic reference trajectory, although the assump-
tions on the system linearized around the steady tuple
may prohibit the application of some of our theory. It
also stresses that the steady tuple must be chosen care-
fully in order to meet all sufficient conditions presented
in this work.
9 Conclusion
This work presents a constructive proof for the exis-
tence of a PE reference trajectory and hence a simple
procedure for the creation of such a trajectory. This en-
ables PE closed loop sequence by only looking forward in
time despite disturbances, uncertainties and the MPC’s
nature of a receding horizon implementation. Addition-
ally, due to computations offline, the online optimiza-
tion problem does not complicate. The theory is sup-
ported by two simulation examples which underpin the
sufficient nature of our assumptions. Future work will
revolve around the recomputation of the reference tra-
jectory given more accurate estimates over time, and its
implications for stability, feasibility and persistence of
excitation.
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