Spectral properties of coupled cavity arrays in one dimension are investigated by means of the variational cluster approach. Coupled cavity arrays consist of two distinct "particles," namely, photons and atomiclike excitations. Spectral functions are evaluated and discussed for both particle types. In addition, densities of states, momentum distributions and spatial correlation functions are presented. Based on this information, polariton "quasiparticles" are introduced as appropriate, wave vector and filling dependent linear combinations of photon and atomiclike particles. Spectral functions and densities of states are evaluated for the polariton quasiparticles, and the weights of their components are analyzed.
I. INTRODUCTION
The experimental progress in controlling quantum optical and atomic systems, which has been achieved over the last few years, prompted ideas for new realizations of strongly correlated many body systems, such as ultracold gases of atoms trapped in optical lattices [1] [2] [3] or lightmatter systems. [4] [5] [6] The latter consist of photons, which interact with atoms or atomiclike structures. Normally, the interaction between photons and atoms is very weak, since the interaction time is small. However, a strong interaction can be achieved when photons are confined within optical cavities. In this case, the coupling between photons and atoms leads to an effective repulsion between photons, which means that it costs energy to add additional photons to the cavity. The arrangement of such cavities on a lattice, see Fig. 1 , allows the photons to "hop" between neighboring sites, provided the cavities are coupled. Quantum mechanically the coupling of adjacent cavities means that their photonic wave functions overlap. Due to the strong interaction between photons and atoms, and the introduction of a lattice of coupled cavities, a strongly correlated phase emerges where photons are present. The light-matter models share some basic properties with the Bose-Hubbard (BH) model, 7 such as the quantum phase transition from a Mott phase, where particles are localized on the lattice sites, to a superfluid phase, where particles are delocalized on the whole lattice. 4 Yet the physics of the light-matter models is far richer because two distinct particles, namely, photons and atomiclike excitations, are present.
A major advantage of these man-made realizations of strongly correlated many-body systems is that they can be tailored to correspond to a many-body model, whose parameters can be directly controlled in the experiment. Furthermore local quantities, such as the particle density at a specific lattice site, can be addressed individually due to the mesoscopic scale of the cavities and both lattice size and geometry can be controlled in the fabrication process. An experimental realization of these light-matter systems is still missing but there are several promising approaches, such as photonic crystal cavities or toroidal and disk-shaped cavities. 6 If light-matter systems can be realized, they will undoubtedly provide fascinating insight in the physics of strongly correlated many-body systems. The realizations might be used as quantum simulators for other quantum mechanical problems or even more intriguing for quantum information processing applications. 8 Recently, there has been a lot of research activity in the field of light-matter systems. Most of the work has been devoted to investigate the quantum phase transition from the Mott to the superfluid phase. Some basic characteristics of the quantum phase transition have been evaluated from small systems of a few cavities by means of exact diagonalization. 5, [9] [10] [11] [12] Results are available at meanfield level 4,13-15 as well or more accurately from analytical strong coupling perturbation theory calculations, 16 and from simulations based on the density matrix renormalization group 17, 18 (DMRG), the variational cluster approach 19 and Quantum Monte Carlo. 20 Spectral properties of light-matter systems have been investigated in Refs. 16, 19, and 21. In the present paper, we study in detail the spectral properties of a one-dimensional light-matter system. In particular, we evaluate both photonic as well as atomicexcitation spectral functions. The investigation of both spectral functions allows us to characterize the polariton excitations in light-matter models. In addition to the spectral functions, we present densities of states, momentum distributions and spatial correlation functions. For completeness we also show the first two lobes delimiting the Mott transition. This paper is organized as follows: in Sec. II, we introduce the light-matter model. Section III contains both the description of the numerical method as well as the exploration of the polaritonic properties. Section IV is devoted to spectral properties of the light-matter system. Here, we present our results for spectral functions, densities of states, momentum distributions and spatial correlation functions. Finally, we summarize and conclude our findings in Sec. V.
II. MODEL
From the great variety of possible theoretical descriptions of light-matter systems [4] [5] [6] 17, 22, 23 we concentrate on the simplest one, which consists of an array of cavities each of which contains a two-level system. 4 The physics of the i-th cavity can be described by the Jaynes-Cummings (JC) Hamiltonian, 24 which forh = 1 is given bŷ
where ω c is the resonance frequency of the cavity, i. e., the frequency of the confined photons, ǫ is the energy spacing of the two-level system, and g is the atom-field coupling constant. The operator a † i creates a photon with frequency ω c , whereas a i annihilates one. The twolevel system can be mathematically described by Pauli spin algebra. Thus, we identify the ground state of the two-level system with |↓ i and the excited state with |↑ i . With that the atomic raising operator is defined as σ + i ≡ |↑ i ↓ i | and the atomic lowering operator as σ − i ≡ |↓ i ↑ i |, respectively. In order to obtain the JC Hamiltonian the rotating wave approximation, which is justified for |ω c − ǫ| ≪ ω c , ǫ, 25 has been assumed. The deviation between the resonance frequency and the energy spacing of the two-level system, ∆ ≡ ω c − ǫ, is termed detuning. For the JC Hamiltonian the particle
. This is a consequence of the rotating wave approximation.
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The full model consists of an array of N cavities, which form a lattice and hence we refer to this model as the Jaynes-Cummings lattice (JCL) model. Due to the coupling of the cavities, photons are allowed to hop between neighboring lattice sites. This leads to the JCL HamiltonianĤ
where t is the hopping strength and µ the chemical potential, which controls the total particle numberN p of the system. The first sum with the angle brackets around the summation indices is restricted to nearest-neighbor sites.
In the case of the JCL model, the particle number of a specific cavityn i is not conserved anymore. However, the total particle numberN p = in i is a conserved quantity. In summary, the JCL Hamiltonian can be rewritten asĤ
From Eq. (3) and from the fact that we consider the coupling strength g as unit of energy, it follows that the physics only depends on three independent parameters, namely the hopping strength t, the detuning ∆ and the modified chemical potential µ − ω c . In order to fulfill the condition for the rotating wave approximation the resonance frequency ω c has to be large in comparison with the detuning ∆, which can be always satisfied theoretically as solely the difference between the chemical potential and the resonance frequency appears in the grand-canonical HamiltonianĤ JCL .
III. METHOD
In order to investigate the properties of the JCL model, we use the variational cluster approach 26 (VCA), which has been formulated for bosonic systems in Ref. 27 . Previous work on the JCL model within VCA was carried out in Ref. 19 .
A. Variational cluster approach for bosons
The basic concept of VCA is that the grand potential Ω is expressed as a functional of the self-energy Σ and that Dyson's equation for the exact Green's function G is recovered at the stationary point of the self-energy functional Ω [Σ] . 28, 29 In order to evaluate Ω[Σ], the self-energy Σ of the investigated system is approximated by the selfenergy of an exactly solvable, so-called reference, system. In practice, this means that the self-energy Σ becomes a function of the set x of single-particle parameters of the reference system, i. e., Σ = Σ(x). For bosonic systems the approximated grand potential reads
where primed quantities correspond to the reference system and G 0 is the noninteracting Green's function. The stationary condition on Ω(x) is given by
This condition can be evaluated numerically by varying some or all of the single-particle parameters. In order to guarantee that a given physical quantity (such as the number of particles) is thermodynamically consistent, it is necessary that Ω is stationary with respect to the associated coupling constant (here the chemical potential).
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Therefore, varying ω c ensures that the total number of photons is thermodynamically consistent. On the other hand, it would be advisable for a conserved quantity, i. e., N p to be consistent as well. Otherwise uncommon situations could occur. For example, as we show below, the total particle densityN p /N , evaluated as a trace of the Green's functions is not integer in the Mott phase. This effect becomes stronger close to the tip of the Mott lobe, see Fig. 3 (b). The noninteger particle density, occurring when µ is not taken as a variational parameter, clearly introduces an uncertainty in the determination of the phase boundary.
In principle, however, there is a formal difficulty in taking µ as a variational parameter. The problem is related to the coupling of µ with atomic excitations, which, in contrast to photons, cannot be seen as noninteracting particles. This is, in general, not allowed within VCA, whereby the reference system can differ from the physical one by a single-particle Hamiltonian only. The solution is readily overcome by observing that the two-level atomic system can be mapped onto a hard-core boson model. In this way, µ couples to the total number of "atomic" bosons plus photons, i. e., a noninteracting Hamiltonian. The hard-core constraint simply becomes a local (in principle infinite) interaction, which is common to the reference and to the physical system.
The mapping of the two-level excitations onto hardcore bosons is mathematically achieved by the following replacements
This is valid provided one excludes states with double occupation of b particles even as intermediate states.
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With this mapping the JCL Hamiltonian readŝ
where we have formally implemented the hard-core constraint by introducing an infinite interaction for b particles. In the restricted Hilbert space of zero or one hardcore boson per lattice site, the matrix elements of the two representations are identical. In principle, states with higher occupation number b † i b i > 1 have to be considered in the bosonic version as well. However, the occupation of such states would cost infinite energy and, therefore, they do not influence the energies obtained from the Hilbert space sector with occupation numbers b † i b i ≤ 1.
We have checked this aspect numerically for very large U . It can also be verified easily when the sector of the Hilbert space with b † i b i > 1 is included perturbatively.
These considerations can be straightforwardly extended to light-matter models with more than one atom or atomiclike structure (with two relevant levels) per cavity. In this case, one introduces a boson species for each atom and the hard-core constraint is enforced for each boson species.
In our calculation we take both parameters ω c and ǫ of the reference system as variational parameters (µ is just a linear combination), which ensures thermodynamic consistency for the particle number of both species, and, consequently, of the total particle number. We show below, that varying both parameters instead of just ω c provides an improvement in the accuracy of the phase boundaries for a given cluster size, see Tab. I.
The present formulation of the VCA cannot address the superfluid phase, and is, thus, restricted to the Mott phase. 19, 27 Outside of the Mott lobes, peaks with negative (positive) spectral weight appear in the positive (negative) ω region, signaling the instability towards the superfluid phase. A treatment of the superfluid phase requires a Nambu Green's function treatment analogous to the fermionic case. The boundary of the Mott phase could be, in principle, determined by this criterion. However, it is simpler (and, of course, equivalent) to identify it, for a given t, as the region between the ground-state energies of the (N p +1) and (N p −1)-particle states, which can be directly inferred from the single-particle spectral function.
In VCA, the reference system is chosen to be a decomposition of the total system into identical clusters, which means that the total lattice of N sites is divided into clusters of size L. Mathematically this can be described by introducing a superlattice, such that the original lattice is recovered when a cluster is attached to each lattice site of the superlattice. The reference system defined on a cluster is solved by means of the band Lanczos method. 32, 33 The initial vector of the iterative band Lanczos method for the single-particle excitation term of the cluster Green's function contains 2L elements and is given by (7) where |ψ 0 is the N p particle ground state. For the singlehole excitation term the initial vector of the band Lanczos method is obtained by replacing the creation operators in Eq. (7) by annihilation operators.
To evaluate the grand potential and the single-particle Green's function of the original system we use the bosonic Q-matrix formalism. 34 This formalism yields the Green's function G(k, ω) in a mixed representation, partly in real space and partly in reciprocal space, see App. A. The matrix G(k, ω) is of size 2L × 2L andk belongs to the first Brillouin zone of the superlattice. Due to the specific order of the creation operators in the initial vector of the band Lanczos method we are able to extract the Green's function for photons G ph (k, ω) and the Green's function for two-level excitations
The application of the periodization prescription proposed in Ref. 35 (Green's function periodization) yields the fully k dependent Green's functions G ph (k, ω) and G ex (k, ω). From that we are able to evaluate the single-particle spectral function
the density of states
and the momentum distribution
where x can be either ph for photons or ex for two-level excitations. We use the Q-matrix formalism to evaluate the momentum distribution, since this approach yields particularly accurate results. 34 Furthermore we calculate the spatial correlation functions
which just depend on the distance between two cavities i and j, i. e., C
Notice that the poles of the hard-core boson Green's function coincide with the poles of the two-level excitation Green's function as the energies of both representations are identical. However, the hard-core boson Green's function exhibits additional poles located at energies of the order U → ∞. The additional poles which have finite weight result from the fact that excitations such as b † i |1 i are in principal allowed but cost infinite energy, whereas the corresponding excitation σ + i |↑ i is strictly forbidden. Therefore, the single-
differ only by contributions from frequencies of the order U → ∞. Yet it should be mentioned that the single-hole correlations function of hard-core bosons is not affected by these considerations as b †
This also implies that the spectral weight of the poles with negative energy are identical for both representations and that the particle density of the two-level system is equal to the particle density of the hard-core bosons. In the following, we will always speak loosely about two-level excitation Green's functions but we have to keep in mind that there are differences in the single-particle spectral weight of the hard-core boson and two-level excitation Green's functions at infinite energies.
B. Polariton properties of the quasiparticles
In the next step, we want to investigate the polaritonic properties of the JCL model, which arise due to the coupling between the photons and the two-level excitations.
Adding a particle or hole to the many-body ground state may result in quasiparticle or collective excitations which are built up by the (N p ± 1)-particle eigenstates of the many-body system entering the Green's function. These many-body eigenstates for the infinite system can be extracted within the VCA framework from the VCA Green's function. As shown in App. A, they are linear combinations of the particle and hole excitations of the cluster Green's function weighted by the eigenvector matrix X, defined in App. A.
Our goal is to describe the eigenvectors of the (N p ±1)-particle Hilbert space, which form the quasiparticle excitations of the Green's function by polaritonic quasiparticles added to the exact N p particle groundstate |ψ 0 . To this end, we introduce the polariton creation operators p † α,k for particle excitations and h † α,k for hole excitations as appropriate linear combinations of photons and twolevel excitations
It should be stressed that the hole creation operator is not the adjoint of the particle creation operator or its annihilation counterpart, which it would be in the case of noninteracting particles. As we will see, the coefficients or weights of the linear combinations β α p/h (k) and γ α p/h (k) depend on the wave vector k, the quasiparticle band α, and additionally on the filling n, which is not explicitly written in Eq. (12) , since the filling dependence is not important for the present discussions. The normalized polariton quasiparticle states are defined by applying the polaritonic operators on the exact N p particle ground state |ψ 0 yielding
respectively. The normalization terms can be rewritten as
In Eq. (14) the vectors z
T and S p/h (k) are the overlap matrices of single-particle excitations and single-hole excitations, respectively. The overlap matrix for the hole excitations is given by
where the static correlation functions are evaluated in the N p particle ground state |ψ 0 . All quantities entering S h are correctly evaluated in the hard-core boson model as no excitations of the "two-level bosons" into the n > 1 sector occur. For the particle case the situation is different, as we need to evaluate
The term σ 
In order to derive a formalism to construct the optimal polariton weights, we start out with the analysis of an exact eigenvector |ψ Np+1 ν,k of the Hamiltonian in the (N p + 1)-particle sector. For the sake of clarity we will suppress in the following considerations the index k for all quantities, and the indices α and p for quasiparticle weights and wave functions. The optimality criterion in this case is clearly the overlap of the exact eigenvector with the approximate (normalized) vector given in Eqs. (13) and (14) |ψ ν = 1
where I denote the components of the two-dimensional vectors, and
2 leads to the generalized eigenvalue problem
where the elements of the 2 × 2 matrix A ν are
In Eq. (15) we replaced z ν byz ν as the eigenvalues are just determined except for a constant Z, which will be specified later. As the eigenvalue corresponds to the value of the overlap squared λ = | ψ N +1 ν |ψ ν | 2 , the deviation of the eigenvalue from one is a measure of the quality of the polariton approximation. It also points out that the eigenvector corresponding to the largest eigenvalue determines the optimal polariton coefficients. Interestingly, A ν IJ is the contribution of the excitation ν to the corresponding spectral function, i. e., its quasiparticle weight. In general, the quasiparticle peak is a superposition of several exact many-body eigenstates. Hence, the obvious generalization of the optimality criterion is to sum over all eigenstates ν, which contribute to the quasiparticle excitation α. To this end we define an energy window Ω α in which the quasiparticle peak α is located and we integrate the spectral density in this energy window resulting iñ
The polariton coefficients are again obtained by the generalized eigenvalue problem
and the eigenvalue is given by
The eigenvalues are still restricted to the unit interval [0, 1]. The lower limit is due to the positivity ofÃ and S p . The upper limit follows from the property that a summation of the integrated spectral density over all nonoverlapping energy intervals Ω α is given by
Of course,z and, hence, the polariton operators will depend on the wave vector k, the quasiparticle band index α and the filling n, i. e., the Mott lobe. The discussion so far was for the particle case only, however, it is straightforward to iterate the procedure for the hole case. Eventually, we merely need the integrated spectral density A(k, Ω α ) determined within the VCA framework, which is given bỹ
Details are presented in App. A as well as the proof that all contributions of the sum have the same sign, which is necessary for the optimality criterion to make sense at all. The optimality criterion as well as the eigenvalue problem only fix the coefficient vector z up to a normalization factor Z, i. e., z = Zz. The latter is determined by the condition that the total spectral weight should be conserved
As the excitations can now be described by wave vector, band and filling dependent polaritonic quasiparticles, it remains to evaluate the polariton spectral function A p (k, ω), which is due to the invariance of the trace in Eq. (17) equal to the sum of the photon spectral function A ph (k, ω) and the two-level excitation spectral function A ex (k, ω).
IV. RESULTS
In this section, we present the results of our calculations. Specifically, in Sec. IV A, we discuss the quantum phase transition from Mott phase to superfluid phase occurring in the JCL model and investigate the impact of the variational parameter space on the accuracy of the results. In Sec. IV B, we study the spectral properties of both photons as well as two-level excitations. The first two subsections refer to results obtained for zero detuning ∆ = 0, whereas nonzero detuning is considered in the third subsection, Sec. IV C. Finally, in Sec. IV D, we study the polaritonic properties of the JCL model. In particular, we introduce polariton quasiparticles as wave vector and filling dependent linear combinations of photons and two-level excitations and analyze the weights of their constituents.
A. Quantum phase transition
The JCL model exhibits, comparable to the BH model, 7 a quantum phase transition from a localized Mott phase to a delocalized superfluid phase. For integer particle density and small hopping strength t, the ground state of the system is a Mott state. The first two Mott lobes of the one-dimensional (1D) JCL model for zero detuning ∆ = 0 obtained by means of VCA with the variational parameters x = {ω c , ǫ} are shown in Fig. 2 . As discussed in the previous section, including ǫ in the set of variational parameters is nontrivial and is solely possible since the two-level excitations can be mapped onto We observe that using both on-site energies as variational parameters improves the results for the phase boundary and also yields a better approximation for the slope of the lobe tip. A quantitative measure for the quality χ of the calculated phase boundary is given by the absolute deviation from the DMRG data per phase boundary point
where p V i and p D i are corresponding phase boundary points calculated by means of VCA and DMRG, respectively, and M p is the number of phase boundary points, which contribute to the sum. In Tab. I we compare the quality χ/10 −3 of the phase boundary between the two sets of variational parameters for various cluster sizes. When using the augmented set of variational parameters x = {ω c , ǫ} in contrast to x = {ω c } we observe an improvement in the quality of the phase boundary which ranges from 1.3 to 1.7 depending on the cluster size of the reference system. Using both the resonance frequency ω c of the cavities and the energy spacing ǫ of the two-level system as variational parameters thus provides a significant improvement with respect to the case of a single variational parameter. 19 As discussed in Refs. 27 and 30, a correct particle density in the original system can only be obtained when the corresponding on-site energies are included in the set of variational parameters, i. e., in the case of the JCL model x = {ω c , ǫ}. This is demonstrated in Fig. 3 (b) , where the total particle density n, which consists of a photon and a two-level excitation contribution, is evaluated along the first Mott lobe. For x = {ω c } the deviation of the particle density from one is growing with increasing hopping strength t but shrinking with increasing cluster size L. However, when ǫ is included as variational parameter the total particle density n is as desired equal to one across the whole first Mott lobe. A deviation of about 0.001 can be observed for t = 0.2. Yet, the hopping strength t = 0.2 is probably even slightly above the critical hopping strength t * , which indicates the tip of the Mott lobe.
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The phase diagram of the 1D JCL model is in many aspects similar to the phase diagram of the 1D BH model. 27, 36 Particularly, the Mott lobes are point shaped and a reentrance behavior can be observed, which means that for certain values of µ upon increasing t the system leaves the Mott phase and later on enters it again. Yet a very important difference is that the width of the lobes of the JCL model at zero hopping is shrinking with increasing particle density. This comes from the fact that the effective on-site repulsion of the JCL lattice model, which is hidden in the interaction between photons and twolevel excitations, is not constant, as in the Bose-Hubbard model. The exact location of the phase boundaries at zero hopping is derived as a by-product in App. B, whose major intention is, however, to introduce the notation used for the dressed states |n, α and for the corresponding energies E |n, α , where α ∈ {−, +} describing the ground state and the excited state in the corresponding constant particle number sector of the single-cavity Hilbert space.
B. Spectral properties of photons and two-level excitations
The spectral function for photons A ph (k, ω), the spectral function for two-level excitations A ex (k, ω) and the corresponding densities of states N ph (ω) and N ex (ω) evaluated by means of VCA for parameters belonging to the first Mott lobe are shown in Fig. 4 . We use an artificial broadening η = 0.03 and the variational parameter set x = {ω c , ǫ} for the numerical evaluation of the spectral functions. Both spectral functions A ph (k, ω) and A ex (k, ω) have the same gap as the photons and the two-level excitations are coupled. The spectral functions of the JCL model generally consist of four bands. This can best be understood in terms of the analytic solution of the JCL model for zero hopping strength t = 0. The ground state |ψ 0 of the JCL model in the Mott phase with particle density n for zero hopping is given by the tensor product state
where |n, − ν is the dressed n particle ground state of lattice site ν. The states with a single-particle excitation are those, where N − 1 sites remain in the dressed state |n, − and one site is excited to the state |n + 1, α . Similarly, for the single-hole excitation N − 1 sites remain in the state |n, − and one site is excited to the state |n − 1, α . In both cases, the excited states are N fold degenerate as the particle/hole excitation can be located on any of the N lattice sites. The degenerate states have thus the structure
respectively. Two of the four bands, we refer to them as lower modes ω − p/h , emerge from the excitation of site i from the dressed state |n, − i to the states |n ± 1, − i , which are ground states of the corresponding Hilbertspace sector with constant particle number. Analogously, we refer to the bands which emerge from the excitation of site i from |n, − i to the excited states in the corresponding particle sector |n ± 1, + i as upper modes ω + p/h . The presence of the upper modes has been first noted by S. Schmidt et al. in Ref. 16 and has been numerically observed in latest QMC calculations 21 as well. The two upper modes ω + p/h indicate a clear deviation from the BH physics, which emerges due to the composition of two distinct particles. As discussed in the previous section, the two particle bands ω α p , α ∈ {−, +}, determine the polariton particle creation operators p † α,k whereas the two hole bands ω α h specify the hole creation operators h † α,k . In the spectral functions of Fig. 4 , the lower modes ω − p/h correspond to the cosinelike shaped bands centered around ω−µ = 0. The intensities of the lower modes ω − p/h are contrary for the photon spectral function A ph (k, ω) and the two-level excitation spectral function A ex (k, ω). For A ph (k, ω) the particle band ω − p is more intense than the hole band ω − h whereas the hole band is more intense than the particle band for A ex (k, ω). For the first Mott lobe the upper hole mode ω + h does not exist as this would require to excite a single-site i from the dressed state |1, − i to the non-existing state |0, + i . Thus, only the upper particle mode ω + p can be observed in the spectral functions shown in Fig. 4 , which corresponds to the essentially flat band located at ω − µ ≈ 3. In App. C, we evaluate the single-particle and single-hole excitation bands by means of first-order degenerate perturbation theory, which yields
respectively, wheret α p/h is the renormalized hopping strength. Figure 4 (a) shows, additionally to the spectral functions obtained by means of VCA, the perturbation results for the bands. For small hopping strength we observe, as expected, good agreement between the two approaches. From the analytic solution of the bands we are able to extract their width, which is given by 2t 16 Plugging in the value of the modified chemical potential µ − ω c = −0.75, which has been used to evaluate the spectral function shown in Fig. 4 (a) , into Eq. (21a) yields ω + p,1 ≈ 3.16, where we neglected the dependence on the wave vector. This matches perfectly with the VCA results. In addition to previous work 16, 21 we evaluate the upper modes not only for photons but also for two level-excitations. Interestingly, the spectral weight differs significantly for the two types of particles. In particular, the upper particle mode ω + p has a very large intensity in the two-level excitation spectral function A ex (k, ω), but is almost not visible in the photon spectral function A ph (k, ω). For the spectral function shown in Fig. 4 (b) a different chemical potential µ − ω c = −0.84 has been used. Thus, the upper particle mode is shifted slightly upwards in comparison . The parameters used for these plots are the same as in Fig. 4 (b) .
to Fig. 4 (a) and is located at ω + p,1 ≈ 3.25. Figure 5 shows the lower particle band ω − p of the photon spectral function A ph (k, ω) for the same parameters as in Fig. 4 . In this figure we compare the VCA results for different hopping strengths with the results obtained by means of firstorder degenerate perturbation theory. For small hopping strength, t = 0.03, see Fig. 5 (a) , the perturbative results agree very well with the VCA results in both the width as well as the shape of the band. However, for large hopping strength t = 0.12, which is already close to the tip of the Mott lobe, the lower particle band does not exhibit a simple cosine shape anymore, see Fig. 5 (b) . In addition the width of the band is slightly overestimated by first-order degenerate perturbation theory.
In the spectral functions shown in Fig. 4 (b) there is additional spectral weight located at ω − µ ≈ 2. We can exclude that this additional weight stems from the periodization prescription used in VCA or from any other VCA internal processes as it also appears in the cluster Green's function, which is solved by exact diagonalization. This can be verified best by comparing the density of states obtained from the VCA Green's function with the density of states obtained from the cluster Green's function, see Fig. 6 . Both densities of states, the one obtained from the cluster Green's function and the one obtained from the VCA Green's function, exhibit a peak located at ω − µ ≈ 2. The additional peak can be revealed in the framework of perturbation theory. Firstorder local particle fluctuations in the ground state will have contributions of the form
where l, l ′ correspond to nearest-neighbor sites. Due to the energy denominator ∆E the predominant terms are those with α = β = −. The correction term |∆ψ (1) is proportional to the hopping strength t, which explains, why the additional peak is not present in Fig. 4 (a) . The Fig. 2 (b) .
particle excitation couples to final states with an additional particle either on site l, l ′ or on one of the remaining sites. A detailed analysis shows that the excitation, responsible for the additional peak at about ω − µ ≈ 2, is
The corresponding excitation energy is given bỹ Fig. 2 (b) . Solid lines correspond to the momentum distributions of photons n ph (k) and dashed lines to the momentum distributions of two-level excitations n ex (k).
For zero detuning and µ − ω c = −0.84 the energy is
As discussed before the upper hole mode ω Fig. 7 (a) . This matches very well the results obtained by means of VCA. The chemical potential of the spectral function shown in Fig. 7 (b) differs from the one of (a) merely about 0.01. Thus, the bands ω + p/h are located at rather the same position in both spectral functions.
The momentum distribution for photons n ph (k) and two-level excitations n ex (k) in the first and second Mott lobe are shown in Fig. 8 . For increasing hopping strength t the momentum distribution becomes more peaked for both the photons and the two-level excitations. In the first Mott lobe the momentum distributions n ph (k) and n ex (k) are centered around 0.5, which means that the cavities are on average equally occupied by photons and two-level excitations. In the second Mott lobe n ph (k) is centered around 1.5. However, n ex (k) is still centered around 0.5, as the maximum local occupation number of the two-level systems is restricted to one.
In order to display the slowing down of correlations upon approaching the boundary of the Mott phase, we evaluate the spatial correlation function C x (|r i − r j |) in the first Mott lobe (Fig. 9) . The spatial correlation function can be obtained from the Fourier transform of the momentum distribution. For small distances |r i − r j | between sites i and j the correlation function is a superposition of multiple exponential functions with distinct strengths of decay. For large distances, however, the exponential function with the smallest decay dominates and thus the correlation function is of the form as expected in the insulating phase. Using VCA we are able to extract the correlation length ξ x = 1/α x , as data are available for large distances between two sites i and j. From a linear fit for sufficiently large distances we obtain α ph I = α ex I = 1.711 ± 0.001 for the parameters I, see marks in Fig. 2 (b) , and α ph II = α ex II = 0.317 ± 0.001 for the parameters II. Therefore, the slope of the correlation function is the same for the two particle species, which is due to the coupling between the photons and the two-level excitations. As in the BH model 37 the absolute slope α
x of the correlation function shrinks with increasing hopping strength, which is a precursor of the superfluid phase, where the correlation between sites persists up to long distances.
C. Nonzero detuning
The detuning ∆, which is the difference between the resonance frequency ω c of the cavities and the energy spacing ǫ of the two-level systems, is a very important parameter of the JCL model. By varying the detuning it is possible to change the width of the Mott lobes. Phase boundaries obtained by means of VCA with the set of variational parameters x = {ω c , ǫ} for ∆ = −1 and ∆ = 1 are shown in Fig. 10 . For the parameters marked with x we evaluate the spectral function of photons A ph (k, ω) and two-level excitations A ex (k, ω), see Fig. 11 . An interesting effect can be observed in the spectral functions A ex (k, ω). Namely, the intensity of the upper band ω energy of the upper mode is ω + p,1 ≈ 3.15 for the spectral function shown in Fig. 11 (a) and ω + p,1 ≈ 3.82 for the spectral function shown in Fig. 11 (b) . The momentum distributions of photons n ph (k) and two-level excitations n ex (k) for the parameters marked in Fig. 10 are shown in Fig. 12 . For negative detuning it is energetically more expensive to excite the two-level system than to add a photon to the cavity. Thus, the momentum distribution of photons n ph (k) dominates over the momentum distribution of two-level excitations n ex (k). For positive detuning the situation is reversed and n ex (k) is larger than n ph (k) for all values of the momentum.
D. Polariton quasiparticles
Up to now we investigated the photon properties and the two-level excitation properties of the JCL model separately, by extracting the Green's function of photons
(ω) from the compound Green's function G(k, ω), which is a 2 × 2 matrix of the form
Next we will discuss the polaritonic properties of the JCL model. We start out with the first Mott lobe for zero detuning and focus again on the parameter set marked as II in Fig. 2, i. e., t = 0.12, µ − ω c = −0.84 and ∆ = 0. The polaritonic spectral function A p (k, ω) and the corresponding density of states N p (ω), which is by construction identical to the total density of states of photons plus two-level excitations, is shown in Fig. 13 . For the first Mott lobe the hole case is special since both, σ − |n, − ∝ |0, − and a |n, − ∝ |0, − yield the exact zero-particle state. Consequently, the polariton can be chosen ad libitum, it will always be exact. Therefore in lower particle excitation. The polariton has very pronounced photonic character and the weights of photons and two-level system have opposite sign. Interestingly, the lower particle excitation can very well be mimicked by a single polariton on top of the N p -particle ground state, as can be inferred from the fact that λ ≈ 1. Moreover, a slight k-dependence of the weights is observed. Contrarily in the upper particle band, the polariton has pronounced two-level-system character, the weights have the same sign, there is almost no k-dependence, and the polariton description is poor (λ ≈ 0.2). Now we turn to the second Mott lobe, which allows us to study the hole polariton as well. The polariton spectral function and the corresponding density of states evaluated for the parameters IV, i. e., t = 0.012, µ − ω c = −0.38, and ∆ = 0, are shown in Fig. 15 . The weights are shown along with the overlap λ in Fig. 16 . The lower bands ω − p/h are well described by the quasiparticles as the overlap λ is almost one for both bands. The upper bands ω + p/h , however, are not described that well. In particular λ ≈ 0.2 for the upper particle band and λ ≈ 0.85 for the upper hole band. The weights β and γ are significantly more wave vector dependent, especially for the upper bands ω + p/h , i. e., α = +. Apart from the more pronounced k-dependence, the weights for the particle case are rather similar to those of the first Mott lobe. However, there are striking differences in the weights for the particle and hole part within the second Mott lobe. First, the k dependence is more pronounced. Second, the sign of the relative weights is positive for both bands α = ±, and finally, the composition of the polariton in the two bands is reverse. The lower band has predominantly photonic character, while opposite holds for the upper band.
Eventually, we want to compare the VCA results with those of the single-site problem, which are derived in App. D. In the single-site problem the sign of the relative polaritonic weights is the same as that observed in the lattice. In the first Mott lobe the relative weights for the particle case are for the upper band q + ≡ γ 
There is agreement in the relative signs and the composition of the polariton between the single-site limit and the lattice system, but the reciprocal property is strongly violated in the lattice case. This might be understood as follows. The itinerant particles are the photons. In order to gain kinetic energy it is convenient for the system to increase the photonic character in the dispersive lower band, depicted in Fig. 15 (a) . The upper band, on the other hand, has little dispersion and behaves more like the single-site limit.
In the second Mott lobe, the relative weights obtained in the single-site limit for particle excitations are q + = √ 3 + √ 2 and q − = −q + . Like in the lattice case, the weights of the particle part are comparable in the first and second Mott lobe. Quantitatively, the relative weight |q ± | is roughly 30% larger in the second Mott lobe, which is also the case in the lattice system. As far as the hole part is concerned, the single-site limit nicely corroborates all observations of the lattice model.
In the single-site problem, the exact many-body eigenstates |n ± 1, α can be generated exactly by suitable polariton operators acting on the state |n, − . This is no longer the case in the lattice due to local particle number fluctuations induced by particle motion. Already in the single-site limit, the polariton operators are, however, not universal, they depend on the filling n and in the lattice case even on the wave vector k. On top of that, the polariton operator for holes is not the adjoint of the corresponding polariton creation operator of the particle type, or in other word its annihilation operator.
V. CONCLUSIONS
In this paper we presented and discussed the spectral properties of the Jaynes-Cummings lattice model in one dimension obtained within the variational cluster approach. Using the resonance frequency ω c of the cavities and the energy spacing ǫ of the two-level systems as variational parameters in the variational cluster approach procedure provides a significant improvement with respect to the case of a single variational parameter. On the one hand, varying both ω c as well as ǫ (or, at least µ) is necessary to achieve a correct particle density in the original system and on the other hand improved results for the phase boundaries, and thus, for the spectral functions as well, are obtained due to the augmented set of variational parameters. In order to apply the variational cluster approach and include ǫ as variational parameter the two-level systems have been mapped onto hard-core bosons, which yields correct poles of the Green's function in the relevant energy range. We evaluated and discussed spectral functions for photons and two-level excitations. The spectral functions generally consist of four bands, cosinelike shaped lower particle/hole bands, which are centered around zero energy, and essentially flat upper particle/hole bands. An exception are the spectral functions in the first Mott lobe, which contain the two lower bands but from the upper bands only the particle part. Using first-order degenerate perturbation theory, we evaluated analytical expressions for the bands, which allowed us to explain why the upper modes are essentially flat whereas the lower modes exhibit a pronounced cosinelike shape. Additionally, we compared the analytical solution for the bands with the variational cluster approach results. For small hopping strength t we observe, as expected, good agreement between the two approaches. However for parameters located close to the tip of the Mott lobe, first-order degenerate perturbation theory yields results that differ from the exact ones in both, shape and width of the bands. Furthermore, we evaluated densities of states, momentum distributions and spatial correlation functions for photons and two-level excitations. We also investigated detuning effects on the spectral properties and found indications that the intensity of the upper particle band of the two-level excitation spectral function depends strongly on the detuning. Based on the information obtained from the photons and two-level excitations we investigated the polaritonic properties of the Jaynes-Cummings lattice model. Therefore we introduced wave vector and filling dependent polariton particle creation and hole creation operators, which are linear combinations of photon and two-level excitation creation operators. We evaluated spectral functions and densities of states based on the polariton quasiparticles and analyzed the weights of their constituents. We have seen that the polariton operators are nontrivial combinations of photon and two-level system operators, which depend on the wave vector, the quasiparticle band, and the filling, or rather the Mott lobe. On top of that, the polariton operators of particle and hole type are not adjoint operators. It is therefore not possible to describe the JCL model by a simple single-band polariton model.
