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Abstract
In this paper, we study the consensus problems in discrete-time multiagent systems with fixed topol-
ogy. A necessary and sufficient condition for a system that solves a consensus problem is established, and
the structure of consensus functions is characterized. Based on them, we introduce the standard topologies
(graphs) of information flow, with which the systems can be viewed as single-leader–multi-follower sys-
tems. Moreover, the convex combination of these topologies can create a system that solves any predetermi-
nate consensus problem. Additionally, we characterize the structural decomposition—the leaders–followers
decomposition of a multiagent system, and establish a necessary and sufficient condition for an agent to be
a leader.
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Recently, the study of synchronization and coordination of multiagent systems has attracted
many researchers and becomes an active area of research, because of its broad applications in
cooperative control of unmanned aerial vehicles, scheduling of automated highway systems,
formation control of satellite clusters, and distributed optimization of multiple mobile robotic
systems.
Consensus problems have a long history. On many occasions, groups of dynamic agents in
multiagent/multirobot systems need to interact with each other and eventually reach an agreement
on certain quantities of interest. For example, flocks of birds tend to synchronize during migration
in order to resist aggression and reach their destinations. Robots need to arrive at an agreement
so as to accomplish some complicated tasks. Investigations of such problems are of significance
in both theory and practice.
In this paper, we consider a group of n agents, not necessarily identical. The individual agents
share a common state space and each agent updates his current state based upon the information
received from other agents. This kind of communication topology of multiagent systems can
be represented by a directed graph. Each vertex in the graph corresponds to an agent and each
edge represents a communication channel. Consensus problems (the average-consensus prob-
lem) are posed in [3,4]. Based on algebraic graph theory, matrix theory, and control theory, the
authors discuss the consensus problems in networks of dynamic agents by a continuous-time
model with switching topology and time-delay, and get some useful results for a system that
solves the average-consensus problem. In [5], Vicsek et al. propose a discrete-time model of n
agents all moving in the plane with the same speed but with different headings. Each agent’s
heading is updated using a local rule base on the average of its own heading plus the headings
of its neighbors. [9] provides a theoretical explanation for the consensus behavior of the Vicsek
model, when each agent’s set of neighbors changes with time as the system evolves. [6] studies
the nonlinear discrete-time multiagent systems with time-dependent communication channels.
It introduces a novel approach which is centered around the notion of convexity. This result is
extended to continuous-time systems by [7]. The multiagent rendezvous problem is also a kind
of consensus problem [8]. This paper is mainly inspired by [10,11]. The authors introduce the
double-graph model. Each agent can get information from two different communication topolo-
gies, represented by two directed graphs.
Consensus problems in discrete-time multiagent systems are studied in this paper. We intro-
duce the concept of consensus function of discrete-time systems. And the n standard commu-
nication topologies (graphs) of information flow are defined. With each of the topologies, the
system solves a consensus problem and can be viewed as a single-leader–multi-follower system.
The convex combination of these communication topologies can create a system that solves any
predeterminate consensus problem. In addition, we give the leaders–followers decomposition of
a multiagent system according to the consensus function of the system.
This paper is organized as follows: In Section 2, we list some basic definitions and results,
establish a necessary and sufficient condition for a system that solves a consensus problem,
and characterize the structure of consensus functions. In Section 3, the standard topologies are
presented and some properties are discussed. In Section 4, we give the definitions of “leader”
and “follower,” and give the structural decomposition—the leaders–followers decomposition of a
multiagent system. Some properties of “leader” and “follower” are also discussed in this section.
Finally, we summarize the main conclusions in Section 5. For convenience, some results in matrix
theory are given in Appendix A.
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2.1. Basic definitions and results in matrix theory and graph theory
First, we present some definitions and results used in this paper. For more details, we refer
to [1,2].
Let R (respectively C) denote the real (respectively complex) numbers, Rn (respectively Cn)
denote the real (respectively complex) vector space of real (respectively complex) n-vectors,
Rm×n (respectively Cm×n) denote the set of m-by-n matrices with entries from R (respec-
tively C), n = {1,2, . . . , n}, and 1 = [1,1, . . . ,1]T ∈ Rn. Let A = [aij ] ∈ Cm×n. We say that
A 0 (A is nonnegative) if all its entries aij are nonnegative. We say that A > 0 (A is positive)
if all its entries aij are positive. We also say that x ∈ Cn is nonnegative (respectively positive) if
all its entries xi are nonnegative (respectively positive), denoted by x  0 (respectively x > 0).
A nonnegative matrix A ∈ Cn×n with the property that all its row sums are +1 is said to be a
(row) stochastic matrix. A column stochastic matrix is the transpose of a row stochastic matrix.
A stochastic matrix A ∈ Cn×n with the property that AT is also stochastic is said to be double
stochastic. A nonnegative matrix A ∈ Cn×n is said to be primitive if it is irreducible and has only
one eigenvalue of maximum modulus.
Lemma 1. If A ∈ Cn×n is nonnegative, then A is primitive if and only if Ak > 0 for some k  1.
A directed graph G consists of a vertex set V(G) = {v1, v2, . . . , vn} and an edge set E(G) ⊂
{(vi, vj ): vi, vj ∈ V(G)}, where an edge is an ordered pair of vertices in V(G). (Here we allow
for self-loops.) A subgraph Gs of a directed graph G is a directed graph such that the vertex set
V(Gs) ⊂ V(G) and the edge set E(Gs) ⊂ E(G). The set of neighbors of vertex vi in G is denoted
by N (vi) = {vj ∈ V(G): (vi, vj ) ∈ E(G)}. A (directed) path in a directed graph G is a sequence
of edges (vi1, vi2), (vi2, vi3), (vi3, vi4), . . . . A directed graph G is strongly connected if between
every pair of distinct vertices vi, vj in G, there is a directed path of finite length that begins at
vi and ends at vj (that is, from vi to vj ). A weighted directed graph G(A) is a directed graph
G plus a weighted nonnegative adjacency matrix A such that the adjacency elements associated
with edges of the graph are positive, i.e., (vi, vj ) ∈ E(G(A)) ⇔ aij > 0.
Lemma 2. Let 0  A ∈ Cn×n. Then A is irreducible if and only if the directed graph G(A) is
strongly connected.
2.2. The model and consensus functions
The system we studied consists of n autonomous agents, e.g., particles, robots, etc., labeled 1
through n. All these agents share a common state space R. Each agent updates his current state
based upon the information received from other agents. In the study of this system, graph theory
is a very useful tool, because the (communication) topology (of information flow) can be well
represented by a weighted directed graph G(A) (see Example 2 in Section 4). Vertex vi of G(A)
represents agent i. If agent i can receive information from agent j , then there exists an edge from
vertex i to vertex j . And the neighbors of agent i just correspond to the set of neighbors N (vi).
Let xi ∈ R denote the value of vertex vi (agent i). Suppose the vertices of G(A) are dynamic
agents with dynamics:
x(t + 1) = Ax(t), (1)
where 0A ∈ Rn×n, and x = (x1, x2, . . . , xn)T , which is a discrete-time system.
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reach a consensus if and only if xi = xj for all i, j ∈ n. Let χ : Rn → R be a function of n
variables x1, x2, . . . , xn. If for any x(0) ∈ Rn, x(t) converges to some equilibrium point x∗ (de-
pendent on x(0)) such that x∗i = x∗j for all i, j ∈ n, as t → ∞, then we say that system (1) solves
a consensus problem. If x∗ = 1χ(x(0)), then we say that system (1) solves the χ -consensus prob-
lem, and the function χ is called the consensus function. The common value of x∗i is called the
group decision value. Obviously, if ρ(A) < 1, where ρ(A) is the spectral radius of A, system (1)
solves the χ -consensus problem with χ(·) ≡ 0. Because this case is trivial, without any explicit
explanations, we consider that χ(·) 	≡ 0.
Theorem 1. System (1) solves a consensus problem if and only if
(1) ρ(A) = 1;
(2) 1 is an algebraically (and hence geometrically) simple eigenvalue of A, and is the unique
eigenvalue of maximum modulus;
(3) A1 = 1;
(4) there exists a nonnegative left eigenvector f ∈ Rn of A associated with eigenvalue 1 such
that f T 1 = 1.
Proof. We exclude the case with ρ(A) < 1.
Necessity. Suppose that ρ(A) > 1. There exists an eigenvalue λ of A such that |λ| = ρ(A). Let
λ = ρ(A)eiϕ (i = √−1) and a + bi be the associated eigenvector of A, where a, b ∈ Rn. Then
At(a + bi) = (ρ(A))t eiϕt (a + bi). If the initial state x(0) = a, then x(t) = (ρ(A))t (a cos(φt) −
b sin(ϕt)). Obviously, x(t) does not converge to any point as t → ∞. Hence ρ(A) = 1.
Let eiϕ be an eigenvalue of A with modulus 1, let a + bi (a, b ∈ Rn) be the associated eigen-
vector of A, and let x(0) = a. Then x(t) = cos(ϕt)x(0) − b sin(ϕt). The fact that x(t) → 1α for
some α ∈ R guarantees that ϕ = 0. Therefore, 1 is the unique eigenvalue of maximum modulus,
and a and b have the form of 1α. Hence 1 is an eigenvalue with geometric multiplicity 1, and
A1 = 1.
Suppose that the algebraical multiplicity of 1 is m, greater than 1. Since the geometric multi-
plicity is 1, there exists an invertible matrix T such that A = T −1[ J 00 ∗]T , where J is an m-by-m
Jordan block with diagonal entries 1, and ∗ is an (n − m)-by-(n − m) matrix. It is easy to check
that J t does not converge to any matrix. Hence, there exists some x(0) such that x(t) = Atx(0)
does not converge to any point, i.e., system (1) does not solve any consensus problem. Therefore,
1 is an algebraically simple eigenvalue.
From the above discussion and the fact that A  0, Ak converges to some nonnegative ma-
trix F . Let F = [F1,F2, . . . ,Fn]T , where Fi ∈ Rn, i ∈ n. For system (1) solves a consensus
problem, we have F1 = F2 = · · · = Fn. Let f = Fi , which is nonnegative. Since F = AF , we
get f T = f T A 0, i.e., f is a left eigenvector of A associated with 1. And because F1 = 1, we
have f T 1 = 1.
Sufficiency. Let F = 1f T . Then by Lemma A.1 (in Appendix A), Ak converges to F as
k → ∞. Let χ(x) = f T x. Then system (1) solves the χ -consensus problem. 
Remark 1. It is easy to check that condition (4) follows directly from conditions (1)–(3). We list
it just for the theorem to be used conveniently.
Corollary 1. If system (1) solves a consensus problem, then A is a stochastic matrix and the
consensus function can be expressed by χ(x) = f T x, which is determined only by A, where
f T A = f T and f T 1 = 1. Furthermore, χ(x) is a convex combination of values: x1, x2, . . . , xn.
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Proof. Let χ(x) = f T x be the consensus function of system (1). Then χ(x(t + 1)) =
f T Ax(t) = f T x(t) = χ(x(t)). 
Corollary 3. If system (1) solves the average consensus problem, i.e., χ(x) = 1
n
(x1 + x2 +
· · · + xn), then A is a double stochastic matrix.
Proof. If χ(x) = 1
n
(x1 + x2 + · · · + xn), then f = 1n1. That implies that 1n1T A = 1n1T , i.e., A is
a column stochastic matrix. Therefore, by Corollary 1, A is a double stochastic matrix. 
3. Standard communication topologies (graphs)
Each agent of system (1) may receive information, or send information, or both. Therefore the
topology G(A) can be represented by the sum of some simple topologies, each of which is that
one agent sends information and all other agents receive information. Furthermore, we expect
these simple topologies have good properties.
In this section, we will study a class of systems, each of which has the aforementioned topol-
ogy and very good properties. And the convex combination of these communication topologies
can create a system that solves any predeterminate consensus problem.
First, we give two lemmas.
Lemma 3. Let ξT1 A1 = ξT1 , ξT2 A2 = ξT2 , where A1,A2 ∈ Rn×n, ξ1, ξ2 ∈ Rn, and α ∈ (0,1). Then
(αξT1 +(1−α)ξT2 )(αA1 +(1−α)A2) = αξT1 +(1−α)ξT2 if and only if ξT1 A2 +ξT2 A1 = ξT1 +ξT2 .
Proof.(
αξT1 + (1 − α)ξT2
)(
αA1 + (1 − α)A2
)
= α2ξT1 + α(1 − α)
(
ξT1 A2 + ξT2 A1
)+ (1 − α)2ξT2 = αξT1 + (1 − α)ξT2
⇔ α(1 − α)(ξT1 A2 + ξT2 A1)= α(1 − α)(ξT1 + ξT2 )
⇔ ξT1 A2 + ξT2 A1 = ξT1 + ξT2 . 
Lemma 4. Let A1,A2, . . . ,Am (m  2) ∈ Rn×n and ξ1, ξ2, . . . , ξm ∈ Rn such that ξTi Ai = ξTi
for all i, j ∈ m. If ξTi + ξTj = ξTi Aj + ξTj Ai for all i, j ∈ m, then for any α1, α2, . . . , αm ∈ [0,1]
such that
∑
i αi = 1, we have (
∑
i αiξ
T
i )(
∑
i αiAi) =
∑
i αiξ
T
i .
Proof.(∑
i
αiξ
T
i
)(∑
i
αiAi
)
=
∑
ij
αiαj ξ
T
i Aj =
∑
i
α2i ξ
T
i +
∑
i 	=j
αiαj ξ
T
i Aj
=
∑
i
α2i ξ
T
i +
∑
i 	=j
αiαj ξ
T
i =
∑
i
(
α2i ξ
T
i + αiξTi
∑
j 	=i
αj
)
=
∑(
α2i ξ
T
i +
(
αi − α2i
)
ξTi
)=∑αiξTi . i i
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x(t + 1) = Aix(t), i = 1,2, . . . , n, (2)
where x ∈ Rn, Ai ∈ Rn×n such that
Ai =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 − αi1 0 · · · αi1 · · · 0
0 1 − αi2 · · · αi2 · · · 0
...
...
. . .
... · · · ...
0 0 · · · 1 · · · 0
...
... · · · ... . . . ...
0 0 · · · αin · · · 1 − αin
⎤
⎥⎥⎥⎥⎥⎥⎥⎦ row i
,
and αij = αji ∈ (0,1].
Let eT1 = [1,0, . . . ,0], eT2 = [0,1, . . . ,0], . . . , eTn = [0,0, . . . ,1] ∈ R1+n. Then we have
eTi Ai = eTi . Let χi(x) = eTi x. Then by Theorem 1, the ith system x(t + 1) = Aix(t) solves
χi -consensus problem.
Remark 2. In the topology represented by G(Ai), agent i only sends information, and all other
agents receive information from agent i.
Remark 3. For the system x(t + 1) = Aix(t) in (2), the group decision value is determined only
by the value of xi(0). We can view agent i as a leader (which will be defined in the next section),
and then each system in (2) is a single-leader-multi-follower system. Theorem 2 will show that
these systems have perfect properties.
Lemma 5. eTi Aj + eTj Ai = eTi + eTj for all i, j ∈ n.
Proof. Suppose that i < j ,
eTi Aj + eTj Ai =
[
0, . . . ,
column i
1 − αji, . . . , column jαji , . . . ,0
]+ [0, . . . , column iαij , . . . , column j1 − αij , . . . ,0]
= eTi + eTj . 
By Lemmas 4 and 5, we have
Lemma 6. Let α1, α2, . . . , αn ∈ [0,1] such that∑i αi = 1. Then we have (∑i αieTi )(∑i αiAi) =∑
i αie
T
i , and
∑
i αie
T
i 1 = 1.
Let α1, α2, . . . , αn ∈ [0,1] such that ∑i αi = 1, A¯ = ∑i αiAi , f¯ = ∑i αiei , and χ¯ (x) =
f¯ T x. Consider the following system:
x(t + 1) = A¯x(t). (3)
Theorem 2. System (3) solves the χ¯ -consensus problem.
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A¯ =
⎡
⎢⎢⎢⎣
1 −∑i 	=1 αiαi1 α2α21 · · · αnαn1
α1α12 1 −∑i 	=2 αiαi2 · · · αnαn2
...
...
. . .
...
α1α1n α2α2n · · · 1 −∑i 	=n αiαin
⎤
⎥⎥⎥⎦ .
(1) If αi 	= 0 for any i ∈ n, then A¯ > 0. By Perron’s theorem (Lemma A.2 in Appendix A),
system (3) solves a consensus problem, and the consensus function is χ¯(x).
(2) If αi, i ∈ n, are not all nonzero, and there exists m < n such that αi 	= 0 for i  m and
αi = 0 for i > m, then A¯ has the following form:
A¯ =
[
A¯11 0
A¯21 A¯22
]
,
where A¯11 > 0 is a stochastic matrix, and A¯22 is a diagonal matrix with diagonal entries less
than 1. Then by Perron’s theorem and Theorem 1, system (3) solves the χ¯ -consensus problem.
(3) If αi, i ∈ n, are not all nonzero, and not in the case of (2), then we can relabel these agents,
that is, we can find a permutation matrix P , so that P−1A¯P have the same form as A¯ in case (2).
Hence system (3) solves the χ¯ -consensus problem. 
Definition 1. We say that the topologies G(Ai), i ∈ n, are the standard topologies (graphs) and
the systems in (2) are the standard systems.
Remark 4. If αij ∈ [0,1], then for the class of systems (2), some of them may not solve consensus
problems, and Theorem 2 does not hold. But if system (3) (with the case that αij may be zero)
solves a consensus problem, then the consensus function is χ¯ (x).
Remark 5. If we select α1, α2, . . . , αn suitably, system (3) can solve any consensus problem. But
it does not mean that any system that solves a consensus problem can be expressed by the form
of system (3). It is mainly due to the complexity of a system.
Example 1. Let
A =
[0.4 0.2 0.4
0.2 0.4 0.4
0.4 0.4 0.2
]
.
The eigenvalues of A are −0.2, 0.2 and 1. By Theorem 1, the system x(t + 1) = Ax(t) solves
the average-consensus problem, and χ(x) = 13 (x1 + x2 + x3) is the consensus function.
Solve the following equation:
A =
[1 − α2α21 − α3α31 α2α21 α3α31
α1α12 1 − α1α12 − α3α32 α3α32
α1α13 α2α23 1 − α1α13 − α2α23
]
,
and let α1 = α2 = α3 = 13 . Then we have α12 = 0.6, α13 = 1.2, α21 = 0.6, α23 = 1.2, α31 = 1.2,
and α32 = 1.2. Let
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[ 1 0 0
0.6 0.4 0
1.2 0 −0.2
]
, A˜2 =
[0.4 0.6 0
0 1 0
0 1.2 −0.2
]
and
A˜3 =
[−0.2 0 1.2
0 −0.2 1.2
0 0 1
]
.
Then A = 13 A˜1 + 13 A˜2 + 13 A˜3. A˜i (i = 1,2,3) are not nonnegative, which are beyond the scope
of this paper, and hence this system can not be expressed by the form of system (3).
4. Structural decomposition with respect to consensus functions
The notions of “leader” and “follower” are used extensively in dealing with multiagent sys-
tems, such as “leader–follower control” and “leaderless coordination” [9,12]. In system (1), if
agent i sends information to others, then it can be viewed as a (local) leader. If it receives infor-
mation from others, it becomes a (local) follower. Therefore, one agent in system (1) can possess
two characters, that is, both a leader and a follower. The whole performance is the result of the
interactions between agents. The actual leaders of a system are just the agents that determine the
ultimate state of the system.
Suppose that system (1) solves a consensus problem and χ(x) = f T x is the consensus func-
tion, where f = [f1, f2, . . . , fn]T , f  0, and f T 1 = 1. The group decision value χ(x(0)) =
f1x1(0) + f2x2(0) + · · · + fnxn(0). By direct observation, the value of fi is just the measure-
ment of contributions of agent i to the whole performance of the system. Therefore, we define
that agent i is a leader of the system if fi > 0, and a follower if fi = 0. If each agent of the
system is a leader, then the concept of “leader” is meaningless, and we say that it is a leaderless
system. Through the following discussion, we will see that the definitions of leader and follower
are reasonable.
In this section, we give the structural decomposition with respect to consensus functions.
First, if system (1) is a leaderless system, i.e., f > 0, then we give the following theorem.
Theorem 3. If system (1) solves the χ -consensus problem, and the consensus function χ(x) =
f T x, then f > 0 if and only if A is irreducible, i.e., G(A) is strongly connected.
Proof. Necessity. If f > 0, then limk→∞ Ak = 1f T > 0. Therefore, A is primitive. Since this is
a stronger property than irreducibility, A must be irreducible.
Sufficiency. Because A is irreducible and system (1) solves the consensus problem, by Theo-
rem 1, A is primitive, i.e., Ak > 0 for some k  1. Hence f > 0. 
Suppose that fi (i ∈ n ) are not all nonzero, and f has m (m < n) nonzero entries. We can
let fl1, fl2, . . . , flm > 0 and flm+1 , flm+2, . . . , fln = 0. Then there exists a permutation matrix P
such that
f = P
⎡
⎢⎢⎣
fl1
fl2
...
fln
⎤
⎥⎥⎦ and x = P
⎡
⎢⎢⎣
xl1
xl2
...
xln
⎤
⎥⎥⎦ .
Let y = P−1x and g = P−1f . Then the system
y(t + 1) = P−1APy(t) By(t) (4)
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tain that B has the following form:[
B11 0
B21 B22
]
,
where B11 ∈ Rm×m and B22 ∈ R(n−m)×(n−m).
Remark 6. The transformation from x to y is equivalent to relabeling the n agents l1, l2, . . . , ln
by a new order 1,2, . . . , n. Therefore, G(A) and G(B) represent the same topology, and systems
(1) and (4) are equivalent in representing the dynamics of the n agents.
Remark 7. If we let z(t +1) = B11z(t),z ∈ Rm, then this system solves a consensus problem, and
the consensus function is fl1z1 + fl2z2 + · · · + flmzm. Therefore, G(B11) is a strongly connected
graph, i.e., the subgraph with the leaders and the edges associated with the leaders is strongly
connected.
Remark 8. If B21 = 0, then system (4) does not solve any consensus problem. Therefore,
B21 	= 0. It follows that there exists at least one path from (some agent in) the followers to
(some agent in) the leaders. But there does not exist any path from the leaders to the followers.
This exactly explains that agents l1, l2, . . . , lm are the actual leaders of system (1), and agents
lm+1, lm+2, . . . , ln are the followers.
We define that system (4) is the leaders–followers decomposition of system (1).
The following theorem makes clear that how the leaders lead the whole system.
Theorem 4. If system (1) solves the χ -consensus problem, and the consensus function χ(x) =
f T x, then agent i is a leader if and only if for any j ∈ n, there exists at least one path from
agent j to agent i.
Proof. If f > 0, then by Theorem 3, G(A) is strongly connected, and all agents are the leaders.
The proof is obvious.
Suppose that f has zero entries.
Sufficiency. If agent i is a follower, then there exists no path from the leaders to this follower
by Remark 8. Thus agent i must be a leader.
Necessity. Suppose that there exists no path from agent j to agent i. By Remark 7, the sub-
graph with the leaders and the associated edges is strongly connected. Thus, agent j is a follower,
and there exists no path from agent j to any leader. Define Fj = {vk: there exists a path from
agent j to agent k or k = j }. Then there exists no path from Fj to any other vertices (in-
cluding the leaders). Let f have m (m < n) nonzero entries, and let fl1, fl2 , . . . , flm > 0,
flm+1, flm+2 , . . . , fln = 0. Without loss of generality, we can letFj = {vlm+1, . . . , vlm+m′ } for some
m′ such that 1m′  n−m. With the same argument as in the structural decomposition process,
we have
B =
[
B11 0 0
0 B22 0
B31 B32 B33
]
,
where B11 ∈ Rm×m, B22 ∈ Rm′×m′ , and B33 ∈ R(n−m−m′)×(n−m−m′). Since B1 = 1, we obtain
that 1 is the eigenvalue of B11 and B22. Thus the geometric multiplicity of 1 is greater than 1. So
system (1) does not solve any consensus problem by Theorem 1, which is a contradiction. 
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Example 2. Consider the multiagent system x(t + 1) = Ax(t), where
x =
⎡
⎢⎢⎢⎢⎢⎣
x1
x2
x3
x4
x5
x6
⎤
⎥⎥⎥⎥⎥⎦ and A =
⎡
⎢⎢⎢⎢⎢⎣
0.5 0.3 0.2 0 0 0
0 0.3 0 0.5 0 0.2
0 0 0.4 0.6 0 0
0 0 0 0.4 0 0.6
0.5 0.5 0 0 0 0
0 0.5 0 0 0 0.5
⎤
⎥⎥⎥⎥⎥⎦ .
The topology of the system can be represented by G(A) (Fig. 1). The eigenvalues of A are
0, 0.4, 0.5, 0.1 + 0.4i, 0.1 − 0.4i and 1. By Theorem 1, the system solves a consensus prob-
lem, and the consensus function χ(x) = f T x, where f = [0,0.3093,0,0.2577,0,0.4330]T . So
agents 2, 4, and 6 are the leaders of the system. Let
y =
⎡
⎢⎢⎢⎢⎢⎣
x2
x4
x6
x1
x3
x5
⎤
⎥⎥⎥⎥⎥⎦ and P =
⎡
⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
⎤
⎥⎥⎥⎥⎥⎦ .
Then y = Px, and y(t + 1) = PAP−1y(t) = By(t), where
B =
⎡
⎢⎢⎢⎢⎢⎣
0.3 0.5 0.2 0 0 0
0 0.4 0.6 0 0 0
0.5 0 0.5 0 0 0
0.3 0 0 0.5 0.2 0
0 0.6 0 0 0.4 0
0.5 0 0 0.5 0 0
⎤
⎥⎥⎥⎥⎥⎦ .
Obviously, the subgraph with the leaders (vertices in gray color) and the associated edges is
strongly connected, and there exists at least one path from any agent in G(A) to any leader. But
there exists no path from any leader to any follower.
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We have studied the consensus problems in discrete-time systems. By using consensus func-
tions, we introduce the standard topologies, and give the leaders–followers decomposition of
multiagent systems. These results, especially the necessary and sufficient condition for an agent
to be a leader, provide new insights in understanding the consensus behavior of some multiagent
systems.
There are still some interesting and important issues need to be addressed. For example, when
A is not a nonnegative matrix, can we obtain some similar results? Another future work may
focus on how to characterize the leaders when the state space of each agent is not a scalar.
Appendix A
In this section, we briefly summarize some results in matrix theory that are useful in dealing
with consensus problems. More comprehensive discussions can be found in [1].
Lemma A.1. Let A ∈ Cn×n be given, let λ ∈ C be given, and suppose x and y are vectors such
that
(1) Ax = λx;
(2) AT y = λy;
(3) xT y = 1;
(4) λ is an eigenvalue of A with geometric multiplicity 1;
(5) |λ| = ρ(A) > 0; and
(6) λ is the only eigenvalue of A with modulus ρ(A).
Define L = xyT . Then (λ−1A)k = L + (λ−1A − L)k → L as k → ∞.
Lemma A.2 (Perron’s theorem). If A ∈ Cn×n and A > 0, then
(1) ρ(A) > 0;
(2) ρ(A) is an eigenvalue of A;
(3) there is an x ∈ Cn with x > 0 and Ax = ρ(A)x;
(4) ρ(A) is an algebraically (and hence geometrically) simple eigenvalue of A;
(5) |λ| < ρ(A) for every eigenvalue λ 	= ρ(A), that is, ρ(A) is the unique eigenvalue of maxi-
mum modulus; and
(6) [ρ(A)−1A]k → L as k → ∞, where L = xyT , Ax = ρ(A)x, AT y = ρ(A)y, x > 0, y > 0,
and xT y = 1.
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