Joint-channel carrier-phase estimation can improve the performance of multichannel optical communication systems. In the case of pilot-aided estimation, the pilots are distributed over a two-dimensional channel-time symbol block that is transmitted through multiple channels. However, suboptimal pilot distributions reduce the effectiveness of the carrier-phase estimation and thus result in unnecessary pilot overhead, which reduces the overall information rate of the system. It is shown that placing pilots identically in all channels is suboptimal in general. By instead optimizing the pilot distribution, the mean squared error of the phase-noise estimates can be decreased by over 90% in some cases. Moreover, it is shown that the achievable information rate can be increased by up to 0.05, 0.16, and 0.41 bits per complex symbol for dual-polarization 20 GBd transmission of 64-ary, 256-ary, and 1024-ary quadrature amplitude modulation over 20 four-dimensional channels, respectively, assuming a total laser linewidth of 200 kHz.
I. INTRODUCTION
Laser phase noise is one of the main transmission impairments in fiber-optic communications. With the increased use of higher-order modulation formats [1] - [4] , which are inherently more sensitive to phase noise, it becomes crucial to estimate and compensate for this impairment effectively. Traditionally, carrier-phase estimation (CPE) has been implemented using blind methods [5] , operating without the aid of pilot symbols that are known to the receiver [6] , [7] . More recently, as fiberoptic systems have started being pushed to their limits in order to increase spectral efficiency and transmission reach, pilotaided CPE methods [8] - [12] have become a popular option. This is due to their modulation-format transparency and their ability to operate at lower signal-to-noise ratios (SNRs) than blind methods [8] .
In addition to the use of higher-order modulation formats, coherent multichannel transmission has been a key enabler for spectrally efficient systems. Multichannel transmission has traditionally been implemented through wavelength-division A. F. Alfredsson multiplexing (WDM) and more recently also through spacedivision multiplexing (SDM). In such systems, lasers can be shared by multiple channels, e.g., in frequency-comb based WDM systems [13] and in SDM systems where a single laser is used for many cores and modes [14] , [15] . The sharing of lasers gives rise to laser phase noise which is highly correlated across the channels [14] - [16] .
Various CPE methods that exploit such interchannel correlation have been investigated for multichannel systems. In master-slave CPE, estimates based on a single channel are used to compensate for the laser phase noise in all channels [14] - [16] . This allows for complexity reduction in the digital signal processing (DSP) but does not improve the CPE performance. Another strategy is to perform joint-channel processing to obtain phase-noise estimates based on all channels, which improves the CPE performance at the potential cost of added DSP complexity. In [15] , [16] , joint processing is implemented through phase averaging across the channels, which reduces the impact of additive noise that corrupts the phase-noise estimates. The drawback of phase-averaging and master-slave CPE is that these strategies implicitly rely on full phase-noise correlation across the channels to function effectively.
Laser phase noise is typically almost identical in the two polarizations of a four-dimensional (4D) channel, since both polarizations are generated by the same laser, but ensuring full phase-noise correlation across 4D channels can be challenging. This is due to the presence of other residual impairments such as nonlinear phase noise and frequency offsets [17] , as well as optical interchannel delays that occur during propagation [16] , [18] . In response to this, a pilot-aided algorithm is proposed for joint-channel CPE in [10] . It can operate effectively for any interchannel correlation in the phase noise, but its performance is highly dependent on the pilot distribution over the channeltime symbol block.
The problem of identifying effective pilot distributions has been widely studied for channel estimation [19] - [22] , as well as for joint CPE and channel estimation [23] , in wireless orthogonal frequency-division multiplexing (OFDM) transmission. In the context of fiber-optic communications, specific pilot distributions over the frequency-time grid in OFDM systems are proposed for I/Q-imbalance estimation in [24] , as well as for the joint estimation of phase noise and other impairments in [25] , [26] . Focusing specifically on CPE performance, different pilot placement schemes are studied for single-channel transmission in [27] . However, it is not clear from the literature which pilot distributions over the channeltime symbol block are effective for joint-channel CPE in multichannel fiber-optic transmission. This is particularly the case if arbitrary phase-noise correlation among the channels is considered.
In this paper, we study the problem of identifying effective pilot distributions over the channel-time symbol block. The pilots are used for joint-channel CPE in multichannel transmission impaired by laser phase noise. We consider a simple multichannel phase-noise model, which makes no assumption on the phase-noise correlation across the channels and is used to develop the CPE algorithm in [10, Sec. III-B]. The algorithm uses an extended Kalman smoother (EKS) to perform CPE jointly over all channels. The model and algorithm are experimentally verified in [17] . In this paper, the model is particularized to the case where the phase noise is fully correlated over the two polarizations of each 4D channel, and arbitrarily but equally correlated across all 4D channels. Using the considered model and algorithm, we formulate the problem of finding effective pilot distributions as a discrete optimization problem. We consider both the optimization of unstructured and structured pilot distributions. The optimization problems are solved using a genetic algorithm for different system parameters. We further consider several systematic constructions of heuristic pilot distributions that are compared with the optimized pilot distributions.
In [28] , we presented preliminary results based on comparing several heuristic pilot distributions. This paper extends those results with the following contributions: 1) We show that there is negligible performance difference between unstructured and structured pilot distributions that have been numerically optimized. This implies that the parametrization of pilot distributions can be simplified without loss of performance; 2) We show that placing pilots identically (resulting in time-aligned pilots) in all channels or placing most pilots in a single channel are suboptimal strategies in general. Instead, distributing the pilots in a particular manner, referred to as S 4 in the paper, attains the best results; 3) We extensively compare the use of time-aligned pilots versus S 4 and show that for a fixed pilot rate, using S 4 can substantially reduce the mean squared error (MSE) of the phase-noise estimates compared to using time-aligned pilots. Furthermore, the achievable information rate (AIR) corresponding to each pilot distribution is maximized over the pilot rate. We show that using S 4 instead of time-aligned pilots can significantly increase the AIR for transmission of higher-order modulation formats.
Notation: Vectors and matrices are denoted by underlined letters x and uppercase sans-serif letters X, respectively. The vector transpose is denoted by (·) T , and the trace of a square matrix is written as tr(·). The Kronecker product is denoted by ⊗. Random quantities are denoted by boldface letters. The set of integers, real numbers, and complex numbers is denoted by Z, R, and C, respectively. The imaginary unit is represented by j. The floor and ceiling functions are written as · and · .
II. SYSTEM MODEL
Consider uncoded dual-polarization transmission through M/2 4D channels (frequency, space, or a combination thereof) through a coherent fiber-optic link, where each 4D channel comprises two complex channels. The total number of complex channels is therefore M . For brevity, complex channels will simply be referred to as channels throughout the rest of the paper. Blocks of N complex symbols are transmitted in each channel, where each symbol either carries data or is a pilot. Data symbols are modelled as independent and identically distributed random variables that take on values in a zeromean constellation X with equal probability. The constellation has average energy E s . Pilot symbols are modelled as random variables with a degenerate distribution, i.e., they have a probability 1 of being a complex point that is known to the transmitter and receiver. All pilots take on the same complex point ζ, which is not necessarily in the constellation. The pilot distribution over the channel-time symbol block is known to both the transmitter and the receiver.
The received signal is assumed to have undergone a typical DSP chain [11] that performs chromatic dispersion compensation, orthonormalization, timing recovery, adaptive equalization 1 , frame synchronization, frequency-offset compensation, and downsampling. The fiber Kerr nonlinearity is considered negligible. Assuming all DSP steps to have performed ideally, the processed signal is left with amplified spontaneous emission, modelled as additive white Gaussian noise (AWGN), and laser phase noise. Considering one sample per symbol, the received and processed signal in the ith channel is thus described in complex baseband at time k as
for k = 1, . . . , N and i = 1, . . . , M , where r i,k , s i,k , and n i,k are the received and processed samples, transmitted symbols, and AWGN samples, respectively. The AWGN is assumed to have the same variance in all channels, i.e., N 0 /2 per real dimension. Moreover, r k = [r 1,k , . . . , r M,k ] T , with s k and n k being defined similarly. The channel-time symbol block over which pilots are distributed is thus encapsulated in an M × N matrix. The laser phase noise θ k = [θ 1,k , . . . , θ M,k ] T is modelled jointly over all channels as a multidimensional Gaussian random walk, described as
whereθ k is a multivariate zero-mean Gaussian random variable with covariance matrix Q and θ 1 is uniformly distributed on [0, 2π) M . Furthermore, Q describes the phasenoise correlation across the channels. Full phase-noise correlation over the two polarizations in all 4D channels is considered. Moreover, as already mentioned, the phase noise can be arbitrarily correlated across 4D channels depending on the system. For simplicity, the same correlation across all 4D channels is assumed. Hence, Q is parameterized in terms of the combined laser linewidth of the system, ∆ν, and the 4Dchannel correlation, α ∈ [0, 1], where α = 0 gives uncorrelated phase noise and α = 1 gives fully correlated phase noise across the 4D channels. The matrix Q is expressed as
where J 2 is a 2 × 2 matrix of ones.
III. PILOT DISTRIBUTIONS
In this section, we formulate the problem of determining effective pilot distributions as a discrete optimization problem. In addition, we proposed several systematic pilot-distribution constructions.
The pilot-distribution optimization over the channel-time symbol block is carried out by minimizing the MSE of the phase-noise estimates, averaged over the channels. An algorithm proposed in [10, Sec. III-B] is utilized, which performs iterative joint-channel CPE and data detection. It was shown in [10] that the algorithm outperforms the blind phase search algorithm [6] for transmission through a single channel, and that its performance improves with the number of channels. The joint-channel CPE is carried out using an EKS, which entails forward-backward recursions to produce estimates based on all available received samples, i.e., r 1 , . . . , r N . In the forward recursion, filtered phase-noise estimates are obtained, which is followed by a backward recursion that yields smoothed phasenoise estimates.
A typical recursive-filtering notation will be adopted in what follows. The subindex k|k − 1 is used to denote matrices corresponding to estimates at time k based on r 1 , . . . , r k−1 , where k is the time index. Similarly, k|k is used for matrices corresponding to estimates at time k based on r 1 , . . . , r k , and k|N is used for matrices corresponding to estimates at time k based on all samples, r 1 , . . . , r N . The MSE of the resulting smoothed estimates is encapsulated in the diagonal elements of the covariance matrix M k|N , which is computed for all k by the EKS through the recursive equations
for k = 2, 3, . . . , N , followed by
for k = N − 1, N − 2, . . . , 1. Moreover,
where diag(·) denotes a diagonal matrix,s i,k = ζ and σ 2 i,k = N 0 /2 for pilots, whereas for data symbols,s i,k = 0
In the first iteration of the algorithm in [10] , the EKS estimates the phase noise across the channel-time symbol block by interpolating the estimated phase noise between the pilots, jointly over all channels. We point interested readers to [10] for the derivation of the algorithm, but warn about notational differences between this paper and [10] .
A. Unstructured Optimization
Without imposing any constraints on its structure, a pilot distribution denoted by U opt can be parameterized by p u = [p 1 , . . . , p L ], where p l describes the position of the lth pilot in the channel-time symbol block. As there are M N slots in such a block, these positions range from 1 to M N . Each position p l is then mapped to the index (i, k) in the channel-time symbol block as i = mod(p l − 1, M ) + 1 and k = p l /M . Moreover, L/(M N ) gives the pilot rate, averaged over the channels. A discrete optimization problem is thus formulated as
subject to 1 ≤ p l ≤ M N for all l = 1, . . . , L. The quantity that is minimized in (9) is proportional to the MSE of the phase-noise estimates, averaged over the channels.
B. Structured Optimization
The optimization in (9) quickly becomes infeasible to carry out for large M and N . To alleviate this, an additional structure is introduced to the optimization problem. Consider a pilot distribution denoted by S opt , which entails a pilot in the initial symbol slot of each channel. This is done since the random walk in (2) is initialized with θ 1 uniformly distributed on [0, 2π) M . The initial pilot in the ith channel is followed by a sequence of κ−1 equispaced pilots with spacing τ i , starting at the δ i th position in the symbol block. The resulting pilot rate is κ/N . The distribution is thus parameterized by 2M variables p s = [δ 1 , τ 1 , δ 2 , . . . , δ M , τ M ] and an optimization problem is formulated as
subject to δ i ≥ 2, τ i ≥ 1, and δ i + τ i (κ − 1) ≤ N for all i = 1, . . . , M . The optimization problems in (9) and (10) are carried out using a genetic algorithm implemented in Matlab's global-optimization toolbox.
C. Heuristic Pilot Distributions
In addition to the optimized pilot distributions, several systematic constructions of heuristic pilot distributions are considered and denoted by S 1 -S 5 . All the constructions depend solely on κ, M , and N , and the resulting pilot rate is κ/N when averaged over all channels. These distributions are illustrated in Fig. 1 and their constructions are detailed in Appendix A. Note that similarly to S opt , a pilot is placed at the initial symbol slot of each channel due to the same reason as the one mentioned in Sec. III-B. An unstructured distribution that will also be considered for reference is denoted by U rnd and entails randomized pilot placements, in which a total of κ pilots are placed per channel using random sampling without replacement [29, Ch. 2].
IV. NUMERICAL RESULTS
In this section, the pilot distributions are assessed based on the MSE of the phase-noise estimates as well as on the AIR of the system. Unless otherwise specified, blocks of N = 10 000 symbols per channel are transmitted. Pilots take on the point ζ = √ E s . To compute the MSE, a single transmission suffices as M k|N in (7) is deterministically computed given a pilot distribution. Each channel is modulated independently, and the considered complex modulation formats are 64-ary quadrature amplitude modulation (64QAM), 256QAM, and 1024QAM with Gray-labeled symbols. The AIR is quantified in terms of bits per complex symbol. It is obtained by estimating the generalized mutual information 2 (GMI) [ rate are considered, which are parameter values commonly seen in experimental demonstrations [8] , [16] , [17] . Fig. 2 compares the MSEs corresponding to U opt and S opt vs. 4D-channel correlation α for M = 4 and different SNRs, with 100 symbols in each channel. The optimization is carried out for each tested set of parameter values. A total of 20 pilots is used, resulting in 5% pilot rate. The average ensemble performance of U rnd based on 1000 realizations is also included for reference. In general, the two optimization strategies yield similar pilot distributions, and hence similar MSE results for all tested SNRs and values of α. More specifically, S opt gives approximately 1.4% higher MSE than U opt on average. This indicates that the optimization of pilot distributions can be simplified by introducing structure without a significant loss in optimality. Consequently, all optimization results in the remainder of this paper will correspond to S opt . Fig. 3 shows MSE vs. 4D-channel correlation α comparing S 1 -S 5 and S opt for M = 4, 1% pilot rate, and an SNR of 25 dB. Placing pilots according to S 5 , which entails inserting essentially all the available pilots in a single channel, is highly suboptimal, particularly at low values of α. This is because it relies on fully correlated channels to work properly, similarly to master-slave estimation or self-homodyne detection [16] , [18] . Moreover, S 5 does not attain the performance of S opt at α = 1. This is due to the AWGN corrupting the estimates based on the pilots in the first column of the channel-time symbol block. Placing pilots in more columns can improve the performance of S 5 , however, provided that α = 1.
A. MSE Results
Placing pilots according to S 1 , i.e., using identical placements in all channels resulting in time-aligned pilots, is suboptimal in general. This is because the two polarizations in each 4D channel are fully correlated, and hence have identical phase noise. Therefore, it is more effective to position the pilots differently in the two polarizations, such as in S 2 . Indeed, S 2 attains the optimized MSE performance at α = 0 but becomes suboptimal as α increases, as it does not exploit the correlation among 4D channels effectively. S 3 attains the performance of S opt for α = 1 since the pilots are placed in a cyclic-shift pattern across the 4D channels. However, it becomes suboptimal as α decreases. The reason for this becomes clear if α = 0 is considered, in which case the algorithm resorts to independent joint-polarization processing in each 4D channel. When 4D channels are treated independently, S 3 is similar to S 1 in the sense that the pilots are not spread effectively over the two polarizations. S 4 attains the performance of S opt for all values of α. This is by virtue of the effective pilot spreading over the two polarizations of each 4D channel, as in S 2 , as well as the cyclic-shift pilot pattern that is implemented across the 4D channels, as in S 3 . Fig. 4 gives a further comparison between S 1 -S 4 and S opt , as well as the average ensemble performance of U rnd based on 1000 realizations, in terms of MSE for M = 4, 1% pilot rate, α = {0, 1}, and several SNRs. The results show that at lower SNRs, the choice of pilot distribution is less important than at higher SNRs. More specifically, at an SNR of 10 dB, there is a negligible MSE difference between the considered distributions, regardless of α. At higher SNRs, however, the difference becomes substantial. Furthermore, a randomized pilot distribution with no particular structure has similar or better performance on average than S 1 in most of the tested cases. However, it does not attain the performance of S opt in any case. S 1 is arguably the most typical choice out of the considered heuristic distributions, but as is shown in Figs. 3 and 4 , it is suboptimal in general for joint-channel CPE. In contrast, S 4 attains the performance of S opt for all tested parameters. Fig. 5 presents the MSE reduction that results from using S 4 instead of S 1 for different parameter values and 1% pilot rate. For low values of ∆ν and SNR, using S 4 gives less than 10% MSE reduction, implying that the choice of pilot distribution gives a marginal performance difference. However, this choice becomes more impactful with increasing values of α, SNR, ∆ν, and M , yielding more than 90% reduction in MSE in some cases.
B. AIR Results
It is clear from the results shown so far that the CPE can be improved through effective pilot distributions over the channel-time symbol block. Hence, the CPE performance can be improved for a fixed pilot rate, or alternatively, the pilot rate can be reduced while maintaining the same CPE performance. This can be exploited to increase the AIR of the system. Fig. 6 illustrates this concept, where the AIR is estimated as a function of the pilot rate for transmission of 256QAM at an SNR of 25 dB, comparing S 1 and S 4 for two values of α. The AIR curves have a peak corresponding to an optimal pilot rate, similarly to what was found in [8] . This is because too low pilot rates result in a crude CPE, which leads to a reduction in the AIR. Increasing the number of pilots improves the CPE performance up to a certain point, but eventually the corresponding rate reduction due to the pilot insertion begins to outweigh the CPE improvements.
Maximizing the AIRs corresponding to S 1 and S 4 over the pilot rate, while keeping other system parameters fixed, gives an estimated AIR gain that results from using S 4 instead of S 1 . When S 1 (respectively, S 4 ) is used, the optimal pilot rates are found to range from 0.5% to 3% (respectively, 0.1% to 2.3%) for the tested system parameters. Table I summarizes the resulting AIR gain for different modulation formats, SNRs, and values of α and M . The gain increases in general with the modulation order, M , and α. In particular, for 64QAM, a marginal gain of up to 0.05 b/sym is found. However, for 256QAM and 1024QAM respectively, an AIR increase of up to 1.1% (from 7.80 b/sym to 7.88 b/sym) and 2.5% (from 9.44 b/sym to 9.67 b/sym) is observed for M = 4, as well as an increase of up to 2.2% (from 7.32 b/sym to 7.48 b/sym) and 4.4% (from 9.45 b/sym to 9.86 b/sym) for M = 40. Hence, in cases where phase noise is the limiting performance factor, the choice of pilot distribution has a significant impact on the information rate of the system.
V. CONCLUSIONS
In multichannel transmission where the laser phase noise is correlated across channels, pilot-aided joint-channel carrierphase estimation based on extended Kalman smoothing has proven to be effective. However, the choice of pilot distribution over the time-channel symbol block can have a strong impact on the resulting performance. In this paper, the problem of identifying effective pilot distributions was formulated as a discrete optimization problem. The considered multichannel model entailed laser phase noise that is fully correlated over the two polarizations in each 4D channel, and arbitrarily but equally correlated across the 4D channels. Using this model, optimized pilot distributions were found via minimizing the mean squared error of the phase-noise estimates that were obtained using extended Kalman smoothing. In addition, several heuristic pilot distributions were proposed. These distributions were extensively compared for different system parameters.
Based on the optimization results, it was shown that it is suboptimal to place pilots identically in all channels or to place most of the pilots in a single channel (see Figs. 2 and 3). Instead, placing pilots on a particular grid (see S 4 in Fig. 1 ) was found to attain the best performance. In particular, the choice of pilot distribution becomes more impactful with increasing SNR, 4D-channel correlation, number of channels, and laser linewidth (see Figs. 4 and 5) . Finally, the AIR for transmission of higher-order QAM formats was maximized over the pilot rate for the considered pilot distributions. It was observed that the choice of pilot distribution can considerably affect the AIR for transmission of higher-order modulation formats (see Table I ).
Accounting for the effects of nonlinear phase noise, using a different pilot-aided CPE algorithm, or jointly optimizing pilot distributions for pilot-aided adaptive equalization and carrier recovery may lead to different optimization results. Such extensions to the considered problem are left for future work.
APPENDIX A SYSTEMATIC PILOT-DISTRIBUTION CONSTRUCTIONS
This section explains the construction of the pilot distributions in Fig. 1 . S 1 -S 4 are parameterized analogously to S opt in Section III-B using δ i and τ i for i = 1, . . . , M . S 1 is defined for 0 ≤ κ ≤ N . It is constructed using τ i = N/κ and δ i = 1 + τ i for all i. S 2 is defined for 0 ≤ κ ≤ N/2. It is constructed using τ i = N/(κ − 1/2) for all i, δ i = 1 + τ i if i is even, and δ i = 1 + τ i /2 if i is odd. S 3 is defined for 0 ≤ κ ≤ N/M . It is constructed using τ i = N/(κ − 1 + 1/M ) and δ i = 1 + iτ i /M for all i. S 4 is defined for 0 ≤ κ ≤ N/M . It is constructed using τ i = N/(κ−1+1/M ) and δ i = 1+v i τ i /M for all i, where v i = (2i + (M − 1)(−1) i + M + 1)/4. S 5 is defined for 0 ≤ κ ≤ N/M . It consists of M κ − M + 1 pilots in one channel with a spacing N/(M κ − M + 1) and initial position 1, as well as one pilot in the initial symbol slot of the other M − 1 channels.
In the case that the pilot positions computed from the above constructions are not integers, they are rounded to the nearest integer.
