Efficient estimation for covariance parameters in analysis of longitudinal data by ZHAO YUNING
EFFICIENT ESTIMATION FOR COVARIANCE PARAMETERS
IN ANALYSIS OF LONGITUDINAL DATA
ZHAO YUNING
NATIONAL UNIVERSITY OF SINGAPORE
2004
EFFICIENT ESTIMATION FOR COVARIANCE PARAMETERS
IN ANALYSIS OF LONGITUDINAL DATA
ZHAO YUNING
(B.Sc. University of Science and Technology of China)
A THESIS SUBMITTED
FOR THE DEGREE OF MASTER OF SCIENCE
DEPARTMENT OF STATISTICS AND APPLIED PROBABILITY
NATIONAL UNIVERSITY OF SINGAPORE
2004
Acknowledgements
I would like to take this opportunity to express my sincere gratitude to my super-
visor Prof. Wang YouGan. He has spent a lot of time in coaching me and imparted
many useful and instructive ideas to me. I am really grateful to him for his gener-
ous help and numerous invaluable comments and suggestions to this thesis. I also
wish to give my gratitude to the referees for their precious work.
I wish to contribute the completion of the thesis to my dearest family who have
always been supporting me with their encouragement and understanding. And
Special thanks to all my friends who helped me in one way or another for their




1.1 Longitudinal Studies . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Two Fundamental Approaches for Longitudinal Data . . . . . . . . 4
1.3 Generalized Linear Models . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Generalized Estimating Equations (GEE) . . . . . . . . . . . . . . . 9
1.5 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2 Existing Mean and Covariance Models 14
2.1 Specification of Mean Function . . . . . . . . . . . . . . . . . . . . 14
2.2 Modelling the Variance As a Function of the Mean . . . . . . . . . 15
2.3 Existing Covariance Models . . . . . . . . . . . . . . . . . . . . . . 19
2.4 Modelling the Covariance Structure . . . . . . . . . . . . . . . . . . 21
2.5 Modelling the Correlation . . . . . . . . . . . . . . . . . . . . . . . 23
ii
3 Parameter Estimation 25
3.1 Estimation Approach . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.1 Quasi-likelihood Approach . . . . . . . . . . . . . . . . . . . 25
3.1.2 Gaussian Approach . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Parameter Estimation For Independent Data . . . . . . . . . . . . . 29
3.2.1 Preview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.2 Estimation of Regression Parameters β . . . . . . . . . . . . 30
3.2.3 Estimation of Variance Parameter γ . . . . . . . . . . . . . . 31
3.2.4 Estimation of Scale Parameter φ . . . . . . . . . . . . . . . 34
3.2.5 Iterative Computation . . . . . . . . . . . . . . . . . . . . . 35
3.3 Parameter Estimation For Longitudinal Data . . . . . . . . . . . . . 36
3.3.1 Preview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.2 Estimation of Regression Parameters β . . . . . . . . . . . . 37
3.3.3 Estimation of Variance Parameter γ . . . . . . . . . . . . . . 37
3.3.4 Estimation of Correlation Parameters α . . . . . . . . . . . 38
4 Simulation Studies 40
4.1 Preview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2 Simulation Setup and Fitting Algorithm . . . . . . . . . . . . . . . 41
iii
4.3 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.4 Conclusions and Discussions . . . . . . . . . . . . . . . . . . . . . . 49
5 Application to Epileptic Data 59
5.1 The Epileptic Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2 Results From Different Models . . . . . . . . . . . . . . . . . . . . . 61




In longitudinal data analysis, the Generalized estimation equation (GEE) approach
is a milestone for estimation of regression parameters. Much theoretic work has
been done in the literature and the GEE is also found to be a convenient tool for
real data analysis. However, the choice of “working” covariance structures in the
GEE approach affects the estimation efficiency greatly. In most cases, we only
focus on the specification in correlation structures and neglect the importance of
specification in variance functions. In this thesis, the variance function will be
estimated instead of being assumed to be known, and the effects of the variance
parameters estimates on estimation of regression parameters are considered. The
Gaussian method is proposed to estimate the variance parameters because it can
provide consistent estimates even without any information of correlation structures.
Quasi-likelihood and weighted least square estimation methods are also introduced.
Simulation studies are carried out to verify the analytical results. We also illustrate
our findings by analyzing the well known epileptic data set.
v




The defining characteristic of a longitudinal study is that the same response is
measured repeatedly on each experimental unit. As a result, longitudinal data
are in the form of repeated measurements on the same experimental unit over
time. Longitudinal data are routinely collected in this fashion in a broad range of
applications, including agriculture and the life sciences, medical and public health
research, and industrial applications. For example:
• In agriculture, a measure of growth may be taken on the same plot weekly over
the growing season. Plots are assigned to different treatments at the start of the
season.
• In a medical study, a measure of viral load may be taken at monthly intervals
from patients with HIV infection. Patients are assigned to different treatments at
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the start of the study.
In contrast to cross-sectional study in which a single outcome is measured for
each individual, the prime advantage of a longitudinal study is its effectiveness
for studying changes over time. However, with repeated observations, correlation
among the observations for a given subject will arise, and this correlation must
be taken into account in statistical analysis. Thus, it is necessary for a statistical
model to reflect the way in which the data were collected in order to address these
questions.
To proceed, let’s first consider a real data set from patients with epileptic seizures
(see Thall and Vail, 1990). A clinical trial was conducted in which 59 people with
epilepsy suffering from simple or partial seizures were assigned at random to receive
either the anti-epileptic drug progabide (subjects 29-59) or an inert substance (a
placebo, subjects 1-28). Because each individual might be prone to different rates of
experiencing seizures, the investigators first tried to get a sense of this by recording
the number of seizures suffered by each subject over the 8-week period prior to the
start of administration of the assigned treatment. It is common in such studies to
record such baseline measurements, so that the effect of treatment for each subject
may be measured relative to how that subject behaved before treatment.
Following the commencement of treatment, the number of seizures for each sub-
ject was counted for each of four, two-week consecutive periods. The age of each
subject at the start of the study was also recorded, as it was suspected that the
age of the subject might be associated with the effect of the treatment somehow.
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Table 1.1: Subset of the data set: seizure counts for 5 subjects assigned to placebo
(0) and 5 subjects assigned to progabide (1).
Period
subject 1 2 3 4 Trt Baseline Age
1 5 3 3 3 0 11 31
2 3 5 3 3 0 11 30
3 2 4 0 5 0 6 25
4 4 4 1 4 0 8 26
5 7 18 9 21 0 66 22
...
29 11 14 9 8 1 76 18
30 8 7 9 4 1 38 32
31 0 4 3 0 1 19 20
32 3 6 1 3 1 10 30
33 2 6 7 4 1 19 18
The data for the first 5 subjects in each treatment group are shown in Table (1.1).
Like other longitudinal data, there are also strong within-subject correlations in
the epileptic data, as reported in Thall & Vail (1990).
The primary objective of the study was to determine whether progabide reduces
the rate of seizures in subjects like those in the trial. We will further discuss the
data in the late chapter.
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1.2 Two Fundamental Approaches for Longitu-
dinal Data
In longitudinal studies, a variety of models can be used to meet different purpose of
the research. For example, some experiments focus on the individual responses; the
others emphasize the average characters. Two different approaches were developed
to accommodate different scientific objectives: the random effects model and the
marginal model(see Liang, Zeger & Qaqish, 1992).
Random effects model is a subject-specific model which models the source of the
heterogeneity explicitly. The basic premise behind the random effects model is that
we assume that there is natural heterogeneity across individuals in a subset of the
regression coefficients. That is, a subset of the regression coefficients are assumed
to vary across individuals according to some distribution. Thus the coefficients
have an interpretation for individuals.
Marginal model is a population-average model. When inferences about the population-
average are the focus, marginal models are appropriate. For example, in a clinical
trial the average difference between control and treatment is most important, not
the difference for a particular individual.
The main difference between marginal and random effects model is the way in
which the multivariate distribution of responses is specified. In a marginal model,
the mean response modelled is conditioned only on fixed covariates, while for ran-
dom effects model, it is conditioned on both covariates and random effects.
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The random effects model can be described by two stages. The two-stage ran-
dom effects model are based on explicit identification of individual and population
characteristics. Most two-stage random effects models can be described either as
growth models or as repeated-measure models. In contrast to full multivariate
models which are not able to fit unbalanced data, random effect model can handle
the unbalanced situation.
For multivariate normal data, the two-stage random effects model is:
Stage 1. For ith experiment unit, i = 1, . . . , N ,
Yi = Xiβ + Zibi + ei, (1.1)
where
Xi is a (ni × p) “design matrix”;
β is a (p× 1) vector of parameters referred to as fixed effects;
Zi is a (ni×k) “design matrix” that characterizes random variation in the response
attributable to among-unit sources;
bi is a (k × 1) vector of unknown random effects;
ei is a (ni × 1) vector of errors and ei is distributed as N(0, Ri). Here Ri is an
ni × ni positive-definite covariance matrix.
At this stage, β and bi are considered fixed, and the ei are assumed to be indepen-
dent.
Stage 2. The bi are distributed as N(0, G), independently of each other and of
the ei. Here G is a k × k positive-definite covariance matrix.
The vector of regression parameter β are the fixed effects, which are assumed to
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be the same for all individuals and have population-averaged interpretation. In
contrast to β, the vector bi is comprised of subject-specific regression coefficients.
The conditional mean of Yi, given bi, is
E(Yi|bi) = Xiβ + Zibi,
this is the ith subject’s mean response profile. The marginal or population-averaged
mean of Yi is
E(Yi) = Xiβ.
Similarly,
Var(Yi|bi) = Var(ei) = Ri
and
Var(Yi) = Var(Zibi) + Var(ei) = ZiGZ
T
i +Ri.
Thus, the introduction of random effects, bi, induces correlation (marginally) among
the Yi. That is,
Var(Yi) = Σi = ZiGZ
T
i +Ri,
which has non-zero off-diagonal elements. Based on the assumption on bi and ei,
we have
Yi ∼ Nni(Xiβ,Σi).
The counterpart of random effect model is marginal model. A marginal model
is often used when inference about population averages is of interest. The mean
response modelled in marginal model is conditional only on covariates and not
on random effects. In marginal models, the mean response and the covariance
structure are modelled separately.
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We assume that the marginal density of yij is given by
f(yij) = exp[{yijθij − b(θij)}/φ+ c(yij, φ)].
That is , each yij is assumed to have a distribution from the exponential family.
Specifically, with marginal models we make the following assumption:
• the marginal expectation of the response, E(yij) = µij, depends on explanatory
variables, xij, through a known link function g
g(µij) = ηij = xijβ
• the marginal variance of yij is assumed to be a function of the marginal mean,
Var(yij) = φν(µij)
in which ν(µij) is a known ‘variance function’, and φ is a scale parameter that may
need to be estimated.
• the correlation between yij and yik is a function of some covariates(usually just
time) with a set of additional parameters, say α, that may also need to be estimated.
Here are some examples of marginal models:
• Continuous responses:
1. µij = ηij = xijβ (i.e. linear regression), identity link
2. Var(yij) = φ (i.e. homogeneous variance)
3. Corr(yij, yik) = α
|k−j| (i.e. autoregressive correlation)
• Binary response:
1. Logit(µij) = ηij = xijβ (i.e. logistic regression), logit link
2. Var(yij) = µij(1− µij) (i.e. Bernoulli variance)
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3. Corr(yij, yik) = αjk (i.e. unstructured correlation)
• Count data:
1. log(µij) = ηij = xijβ (i.e. Poisson regression), log link
2. Var(yij) = φµij (i.e. extra-poisson variance)
3. Corr(yij, yik) = α (i.e. compound symmetry correlation)
In this thesis, we will focus on the marginal model.
1.3 Generalized Linear Models
The generalized linear model(GLM) is defined in terms of a set of independent
random variables Y1, . . . , YN , each with a distribution from the exponential family.
Unlike the classical linear regression model which can only handle the normal dis-
tributed data, GLM extends the approach to count data, binary data, continuous
data which need not be normal. Therefore GLM is applicable to a wider range of
data analysis problems.
In GLM, we will encounter the problem to choose systematic components and
the distribution of the responses. Specification of systematic component includes
determining linear predictor, link function, number and scale of covariates etc. For
distribution assumption, we can select normal, gamma, inverse gaussian random
components for continuous data and binary, and multinomial, poisson components
for discrete data. However, data involving counts often exhibit variability exceeding
the explained exponential family probability models, and this common phenomenon
is known as overdispersion problem.
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Table 1.2: Sample mean and variance for the two-week seizure count within each
group.
Placebo(M1 = 28) Progabide(M2 = 31)
Visit Y¯ s2 s2/Y¯ Y¯ s2 s2/Y¯
1 9.36 102.76 10.98 8.58 332.72 38.78
2 8.29 66.66 8.04 8.42 140.65 16.70
3 8.79 215.29 23.09 8.13 193.05 23.75
4 7.96 58.18 7.31 6.71 126.88 18.91
Overdispersion problems often come out especially in Poisson and Binomial GLM.
In Poisson GLM, we know Var(Y ) = E(Y ) = µ. But with overdispersion, we may
see that Var(Y ) > µ. Sometimes this can be checked empirically by comparing the
sample mean and variance.
Now we will reconsider the epileptic seizures data to demonstrate the overdispe-
rion problem. Table (1.2) shows the summary statistics for the two-week seizure
counts. Under the assumption that the response variables arise from a Poisson
distribution, overdispersion is evident because the sample variance is much larger
than sample mean. We will further discuss this example in chapter 5.
1.4 Generalized Estimating Equations (GEE)
One main objective in longitudinal studies is to describe the marginal expectation
of the outcome as a function of the predictor variables, or covariates. As repeated
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observations are made on each subject, correlation among a subject’s measurement
may be generated. Thus the correlation should be accounted for to obtain an
appropriate statistical analysis. However, the GLM only handles independent data.
The quasi-likelihood introduced by Wedderburn (1974) became a good method
to analyze the non-Gaussian longitudinal data. In the quasi-likelihood approach,
instead of specifying the distribution of the dependent variable, we only need to
know the first two moments of the distribution, namely specifying a known function
of the expectation of the dependent variable as a linear function of the covariates
and assuming the variance as a known function of the mean or any other known
functions. It is a methodology for regression that requires few assumptions about
the distribution of the dependent variable and hence can be used for different
types of outcomes. In likelihood analysis, we must specify the actual form of
the distribution. In quasi-likelihood, we specify only the relationship between the
outcome mean and covariates and the one between the mean and variance.
By adopting quasi-likelihood approach and specifying only the mean-covariance
structure, we can develop methods that are applicable to several types of outcome
variables. In most cases, the covariance of the repeated observations of a given
subject may be easy to specify but a joint distribution with the desired covariance
is not easy to obtain when the outcome variables are non-Gaussian. As the covari-
ance structures are assumed to be different from subject to subject, it is difficult to
decide the covariance structure. To solve this problem, the generalized estimating
equations was developed by Liang and Zeger (1986). The work frame of GEE is
based on quasi-likelihood theory. In addition, a “working” correlation matrix for
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the repeated observation for each subject is put forward in GEE. We denote the
“working” correlation matrix by Ri(α) , which is a matrix with unknown param-
eters α. We refer to Ri(α) as a “working” correlation matrix because we do not
expect it to be correctly specified.
For convenience of notation, consider the observations (yij, xij) at times tij, where
j = 1, . . . , ni, and subjects i = 1, . . . , N . Here yij is the outcome variable and xij is
a p×1 vector of covariates. Let Yi be the ni×1 vector (yi1, . . . , yini)T and Xi be the
ni × p matrix (xi1, . . . , xini)T for the ith subject. Define µi to be the expectation
of Yi and suppose that
µi = h(Xiβ),
where β is a p × 1 vector of parameters. The inverse of h is referred to as the
“link” function. In quasi-likelihood, the variance of Yi , νi is expressed as a known
function g of the expectation µi, i.e.,
νi = φg(µi),
where φ is a scale parameter. Then following the quasi-likelihood approach, the








where Ai is an ni × ni diagonal matrix with Var(yij) as the jth diagonal element.
Based on quasi-likelihood and the set up of “working” correlation matrix , Liang
and Zeger(1986) derived the generalized estimating equations which gave consistent
estimators of the regression coefficients and of their variances under mild regularity
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i Si = 0, (1.3)
Here Si = Yi − µi with µi = (µi1, . . . , µini)T and Di = ∂µi/∂β . In particular,




i Si becomes the estimating function sug-
gested by Wedderburn (1974). In general, equation (1.3) can be re-expressed as a
function of β alone by first replacing α in (1.2) and (1.3) by
√
N -consistent estima-
tor, αˆ(Y, β, φ), and then replacing φ in αˆ by a
√
N -consistent estimator, φˆ(y, β).
Consequently, equation (1.3) has the form
N∑
i=1
Ui[β, αˆ{β, φˆ(β)}] = 0 (1.4)
and βˆR is defined to be the solution of equation (1.4). Under mild regularity con-
ditions and prerequisite that the link function is correctly specified under minimal
assumptions about the time dependence, Liang and Zeger (1986) showed that as
N −→∞, βˆR is a consistent estimator of β and that
√
N(βˆR−β) is asymptotically

















Here VR can be estimated consistently without any knowledge on Cov(Yi) directly
because cov(Yi) can be simply replaced by SiSi
T and α, β and φ by their estimates
in equation (1.5).
Although the GEE approach can provide consistent regression coefficient esti-
mates, the estimation efficiency may fluctuate greatly according to the specifica-
tion of the “working” covariance matrix. The “working” covariance has two parts:
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one is the “working” correlation structure; the other is the variance function. The
existing literature has been focused on specification of the “working” correlation
while the variance function is often assumed to be correctly chosen, such as Poisson
variance and Gaussian variance function. In real data analysis, if these variance
functions are misspecified, the estimation efficiency will be low. In this paper, we
will investigate the impact of specification of variance function on the regression
coefficients estimation efficiency, and also give our new findings on how to obtain a
consistent variance parameter estimates even without any information about cor-
relation structure.
1.5 Thesis Organization
The remainder of the thesis is organized as follows. Chapter 2 describes several
existing models. We compare different mean and variance models, and correla-
tion structures as well. Chapter 3 introduces estimation methods for regression
parameters, variance parameters, and correlation parameters. In this chapter, we
propose an useful estimation methods which guarantee consistent variance param-
eter estimates even if we have no idea about the correlation. In chapter 4 and 5,
we conduct simulation studies to verify the analytical results and illustrate them
by one example. Chapter 6 will further discuss the research work in this direction.
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Chapter 2
Existing Mean and Covariance
Models
2.1 Specification of Mean Function
Specification of mean function is the premier task in the GEE regression model. If
mean function is not correctly specified, the analysis will have no meaning. We can
not explain our results if mean model is wrong, because the regression parameters
are difficult to interpret. In GEE approach, we can obtain consistent estimates of
regression parameters provided that the mean model is a correct one.
Under the work frames of GLM, the link function provides a link between the
mean and a linear combination of the covariates. The link function is called canon-
ical link if the link function equals to the canonical parameters. Different distri-
bution models are associated with different canonical links. For Normal, Poisson,
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Binomial, Gamma random components, the canonical links are identity, log-link,
logit-link, and inverse link respectively.
In longitudinal data analysis, the mean response is usually modelled as a function
of time and other covariates. Profile analysis and parametric curves are the two
popular strategies for modelling the time trend.
The main feature of profile analysis is that it does not assume any specific time
trend. While in a parametric approach, we model the mean as an explicit function
of time. If the profile means appear to change linearly over time, we can fit linear
model over time; if the profile means appear to change over time in a quadratic
manner, we can fit the quadratic model over time. Appropriate tests may be used
to check which model is the better choice.
2.2 Modelling the Variance As a Function of the
Mean
When we use the GEE approach to analyze longitudinal count data, in most sit-
uations, we often assume the variance structure is the one of Poisson distribution,
that is Var(y) = E(y) = µ. But for some count data, such as epileptic seizures
data mentioned previously, the variance structure Var(y) = µ seems inappropriate,
because the sample variance is much larger than sample mean. Misspecification of
variance structure will lead to low efficiency of regression parameter estimation in
longitudinal data analysis. One sensible way is to use different variance function
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according to the features of the data set. Many variance functions, such as expo-
nential, extra poisson, powers of µ, have been proposed in Davidian and Giltinan
(1995).
Here we consider the variance function as a power function of µ:
V(µ) = µγ.
Most common values of γ are the values of 0, 1, 2, 3 which are associated with Nor-
mal, Poisson, Gamma, and Inverse Gaussian distributions respectively. Tweedie(1981)
also discussed distributions with this power variance function, and showed that an
exponential family exists for γ = 0, and γ ≥ 1. In Jorgensen (1997), the author
summarized Tweedie exponential dispersion models and concluded that distribu-
tions do not exist for 0 < γ < 1. For 1 < γ < 2, it is compound Poisson; For
2 < γ < 3 and γ > 3, it is positive stable distribution. The Tweedie exponential
dispersion model is denoted Y ∼ Twγ(µ, σ2). By the definition, this model has
mean µ and variance
Var(Y ) = σ2µγ.
Now we try to find the exponential dispersion model corresponding to V(µ) =
µγ. Exponential dispersion model extends the natural exponential families, and
includes many standard families of distribution. we denote exponential dispersion
model with ED(µ, σ2), and it has the following distribution form:
exp[λ{yθ − κ(θ)}]υλ(dy),
where υ is a given σ-finite measure on R. The parameter θ is called the canonical
parameter, λ is called the index parameter. The parameter µ is called the mean
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value parameter, and σ2 = 1/λ is called the dispersion parameter. The cumulant
generating function of Y ∼ ED(µ, σ2) is
K(s; θ, λ) = λκ(θ + s/λ)− κ(θ).
Let κγ and τγ denote the corresponding unit cumulant function and mean value










If the exponential dispersion model corresponding to Vγ exists, we must solve the






′(θ) = τγ(θ). (2.2)
It is convenient to introduce the parameter ϕ, defined by
ϕ =
γ − 2




ϕ− 1 . (2.4)





ϕ−1 if γ 6= 1
eθ if γ = 1
CHAPTER 2. EXISTING MEAN AND COVARIANCE MODELS 18







ϕ if γ 6= 1, 2
eθ if γ = 1
− log(−θ) if γ = 2
In both (2.1) and (2.2), we have ignored the arbitrary constants in the solu-
tions,which do not affect the results.
If an exponential dispersion model corresponding to (2.2) exists, the cumulant
generating function of the corresponding convolution model is,
Kγ(s; θ, λ) =

λκγ(θ){(1 + sθλ)ϕ − 1} if γ 6= 1, 2
λeθ{exp(s/λ)− 1} if γ = 1
−λ log(1 + s
θλ
) if γ = 2
We now consider the case α < 0, corresponding to 1 < γ < 2. It shows that the
Tweedie model with 1 < γ < 2 is a compound Poisson distributions.
Let N,X1, X2, ...XN denote a sequence of independent random variables, such






where Z is defined as 0 for N = 0. The distribution (2.5) is a compound Poisson
distribution. Now we assume that m = λκγ(θ) and Xi ∼ Ga(ϕ/θ,−ϕ). Note that,
by the convolution formula, we have Z|N = n ∼ Ga(ϕ/θ,−nϕ). The moment
generating function of Z is
EesZ = exp[λκγ(θ){(1 + s/θ)ϕ − 1}].
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This shows that Z is a Tweedie model. We can obtain the joint density of Z and
N , for n ≥ 1 and z > 0,





Γ(−nϕ)n!z exp{θz − λκγ(θ)}.
The distribution of Z is continuous for z > 0, and summing out n in (2.6), the
density of Z is






Γ(−nϕ)n! exp{θz − λκγ(θ)}. (2.6)
Let y = z/λ, y has probability density function given by








λnκnγ (− 1λy )
Γ(−ϕn)n! y > 0
1 y = 0
(2.8)
2.3 Existing Covariance Models
The general approach to modelling dependence in the longitudinal studies takes
the form of the a patterned correlation matrix R(Θ) with q = dim(Θ) correlation
parameters. For example, in a study involving T equidistant follow-up visits, an
“unstructured” correlation matrix for an individual with complete data will have
q = T (T − 1)/2 correlation parameters; if the repeated observations are assumed
exchangeable, R will have the “compound symmetry” structures, and q = 1.
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Lee (1988) solved the problem of prediction and estimation of growth curves with
uniform and with serial correlation structures. The uniform correlation structure:
R = [(1− ρ)I + ρeeT ],
where σ2 > 0 and −1/(p− 1) < ρ < 1 are unknown, e = (1, 1, . . . , 1)T , and I is the
identity matrix of order p. The serial covariance structure:
Σ = σ2C,
where C = (ρ|i−j|), and σ2 > 0 and −1 < ρ < 1 are unknown. Lee’s approach
requires complete and equally spaced observations.
Diggle (1988) proposed the exponential correlation structure of the form ρ(|tj −
ti|), where ρ(u) = exp(−αuc), with c = 1 or 2. The case of c = 1 is the continuous-
time analogue of a first-order autoregressive process. The case of c = 2 corresponds
to an intrinsically smoother process. The covariance structure can handle irreg-
ularly spaced time sequences within experimental units that could arise through
randomly missing data or by design. Besides aforementioned covariance structures,
there are still parametric families of covariance structures proposed to describe the
correlation of many types repeated data. They can model quite parsimoniously a
variety of forms of dependence and accommodate arbitrary numbers and spacings
of observation times, which need not be the same for all subjects.
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2.4 Modelling the Covariance Structure
Nu´n˜ez-Anto´n and Woodworth (1994) proposed a covariance model to analyze un-
equally spaced data when the error variance-covariance matrix has a structure
that depends on the spacing between observations. The covariance structure de-
pends on the time intervals between measurements rather than the time order of
the measurements. The main feature of the structure is that it involves a power
transformation of the time rather than time interval and the power parameter is
unknown.
The general form of the covariance matrix for a subject with k observation at
times 0 < t1 < t2 < . . . < tk is
(Σ)uv = (Σ)vu =

σ2 · α(tλv−tλu)/λ if λ 6= 0
σ2 · αlog(tv/tu) if λ = 0
(1 ≤ v ≤ u ≤ k, 0 < α < 1). The covariance structure is consisted of three-
parameter vector θ = (σ2, α, λ). It is different from the uniform covariance struc-
ture with two parameters as well as unstructured multivariate normal distribution
with T (T − 1)/2 parameters. Modelling the covariance structure in continuous
time removes any requirement that the sequences or measurements on the different
units be made at a common set of times.
Now we introduce the covariance in matrix. Suppose there are five observations
at times 0 < t1 < t2 < t3 < t4 < t5. Denote
a = α(t
λ
2−tλ1 )/λ, b = α(t
λ
3−tλ2 )/λ, c = α(t
λ
4−tλ3 )/λ, d = α(t
λ
5−tλ4 )/λ.
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Consequently, the matrix can be written as
Σ =

1 a ab abc abcd
a 1 b bc bcd
ab b 1 c cd
abc bc c 1 d
abcd bcd cd d 1

σ2 (2.9)

































The elements of the covariance matrix are
σ2(Σ−1)11 = [1− α2(tλ2−tλ1 )/λ]−1, σ2(Σ−1)kk = [1− α2(tλk−tλk−1)/λ]−1,
σ2(Σ−1)j,j+1 = −[1− α2(tλj+1−tλj )/λ]−1α(tλj+1−tλj )/λ, 1 ≤ j ≤ k − 1,
σ2(Σ−1)jj = {[1− α2(tλj−tλj−1)/λ][1− α2(tλj+1−tλj )/λ]}−1[1− α2(tλj+1−tλj−1)/λ], 1 < j < k,
σ2(Σ−1)j1 = 0, |j − 1| > 1.
In the case that variances are different, we may write the more general form for
the covariance matrix, Σ = A1/2RA1/2, where A = diag(σi), i = 1, ..., N , R is the
correlation matrix.
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2.5 Modelling the Correlation
We will consider damped exponential correlation structure here. Mun˜oz and Schouten
(1992) introduced this structure. The model can handle slowly decaying autocorre-
lation dependence and autocorrelation dependence that decay faster than the com-
monly used first-order autoregressive model as well. In addition, the covariance
structure allows for nonequidistant and unbalanced observations, thus efficiently
accommodate the occurrence of missing observation.
Let Yi = {yi1, yi2, . . . , yini}T be the ni × 1 vector of responses at ni time points
for the ith individual (i = 1, 2, . . . , N). The covariate measurements Xi is an
ni× p matrix. Denote the ni-vector si the times elapsed from baseline to follow-up
with si1 = 0, si2 = time from baseline to first follow-up visit on subject i, . . . ,
si,ni=time from baseline to last follow-up visit for subject i. The follow-up time
can be scaled to keep si small positive integers of size comparable to maxi{ni} so
that we can avoid exponentiation with unnecessarily large numbers. We assume
that the marginal density on the ith subject, i = 1, . . . , N , is
Yi ∼MVN(Xiβ, σ2Vi(α, θ; si)), 0 ≤ α < 1, θ ≥ 0; (2.11)
the j, k(j < k) element of Vi is
corr(Yij, Yik) = [Vi(α, θ; si)]jk = α
(sik−sij)θ . (2.12)
where α denotes the correlation between observations separated by one s-unit in
time; θ is the “scale parameter” which permits attenuation or acceleration of the
exponential decay of the autocorrelation function defining an AR(1). As attenua-
tion is most common in practical application, we refer to this model as the damped
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exponential (DE). Given that most longitudinal data exhibit positive correlation,
it is sensible to limit α within nonnegative values.
For nonnegative α, the correlation structure given by (2.12) produces a variety of
correlation structures upon fixing the scale parameter θ. Let IB be the indicator
function of the set B. If θ = 0, then corr(Yit, Yi,t+s) = I|s=0| + αI|s>0|, which is
compound symmetry model; If θ = 1, then corr(Yit, Yi,t+s) = α
|s|, yielding AR(1);
And as θ →∞, corr(Yit, Yi,t+s)→ I|s=0|+αI|s=1|, yielding MA(1); If 0 < θ < 1, we
obtain a family of correlation structures with decay rate between those of compound
symmetry and AR(1) models; For θ > 1, it is a correlation structure with a decay
rate faster than that of AR(1).





Wedderburn (1974) defined the quasi-likelihood, Q for an observation y with mean
µ and variance function V(µ) by the equation
Q(y;µ) =
∫ µ y − u
V(u)
du (3.1)
plus some function of y only, or equivalently by
∂Q(y;µ)/∂µ = (y − µ)/V(µ). (3.2)
The deviance function, which measures the discrepancy between the observation
and its expected value, is obtained from the analogue of the log-likelihood-ratio
statistic
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The Wedderburn form of QL can be used to compare different linear predictors or
different link function on the same data. It cannot, however, be used to compare







whereD(y, µ) is the deviance as defined in (3.3) and φ is the dispersion parameter,V(y)
is the variance function applied to the observation. When there exists a distribu-
tion of the exponential family with a given variance function, it turns out that the
EQL is the saddlepoint approximation to that distribution. Thus Q+, like Q, does
not make a full distributional assumption but only the first two moments.
A distribution can be formed from an extended quasi-likelihood by normaliz-
ing exp(Q+) with a suitable factor to make the sum or integral equal to unity.
However, Nelder and Pregibon (1987) argued that the solution of the maximum
quasi-likelihood equations would be little affected by omission of the normalizing
factor because it was often found that the normalizing factor changed rather little
with those parameters.
3.1.2 Gaussian Approach
Whittle (1961) introduced Gaussian estimation, which uses a normal log-likelihood
as an objective function, thought not assuming that the data are normally dis-
tributed.
Suppose that the scalar response yij is observed for cluster i(i = 1, ..., N), at
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time j(j = 1, ..., ni). For the ith cluster, let Yi = (yi1, ..., yit, ..., yini)
T be the ni × 1
response vector, and µi = E(Yi) is also a ni × 1 vector. We denote Cov(Yi) by Σi




i , with Ai = diag{Var(yit)} and Ri being
the correlation matrix of Yi. For independent data, Σi is just φAi.





[log{det(2piΣi)}+ (Yi − µi)Σ−1i (Yi − µi)T ], (3.5)
where θ is the parameter vector including both β and τ , here β is the vector of
regression coefficients governing the mean and τ is a vector of additional parameters
needed to model the covariance structure realistically. Thus, we can write µi and
Σi in a parametric form respectively: µi = µi(β) and Σi = Σi(β, τ). Gaussian
estimation is performed by maximizing Gn(θ) over θ.
The Gaussian score function, obtained by differentiating equation (3.5) with re-














{Σ−1i (Yi − µi)(Yi − µi)T − I}Σ−1i (∂Σi/∂βj)], (3.6)
and







{Σ−1i (Yi − µi)(Yi − µi)T − I}Σ−1i (∂Σi/∂τj)]. (3.7)
A key condition for consistency of the estimator is that the estimating equations
should be unbiased from 0, at least asymptotically. For Gaussian estimation, we
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propose the following theorem.
Theorem 3.1 Under mild regularity conditions, and one of the two conditions:
(1) correct specification of the correlation structure;
(2) assuming independence,
the Gaussian estimators of regression and variance parameters are consistent.
Proof. For Gaussian estimation the required conditions are Eθ{gβ(θ)} = 0, and
Eθ{gτ (θ)} = 0. It can be seen from equations (3.6) and (3.7) that, the unbiasedness
condition for θj is






]} = 0, (3.8)
Now we make some transformation of (3.8) to see the condition more clearly. For





i , where R˜i is the true correlation structure.
The left hand side of (3.8):


























































i R˜i − I)]}. (3.9)




} and the {Ai} are
diagonal matrixes, (3.9) will be also 0 if the diagonal elements of {R−1i R˜i − I} are
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all 0. This will happen when Ri = I because the diagonal elements of R˜i are all 1.
Thus, we can conclude that under one of the two conditions: Ri = R˜i and Ri = I,
the Gaussian estimation will be consistent. Proof is done.
Theorem (3.1) suggests that we can use independent correlation structure if we
have no idea about the true one, and the resulting estimator will be consistent
under mild regularity conditions.
3.2 Parameter Estimation For Independent Data
3.2.1 Preview
For independent data, we only have three categories of parameters to estimate,
namely, regression parameters, variance parameters, and scale parameter. In most
research literatures, when count data is analyzed, Poisson model is often used
with Var(y) = φE(y) = φµ. However, the real variance structures may be very
different from the Poisson model. There are at least two possible generalizations
to the Poisson variance model: (1). V(µ) = φµγ, 1 ≤ γ ≤ 2; (2). V(µ) = α1µ +
α2µ
2, α1, α2 are unknown constants. In this thesis we consider the first variance
function V(µ) = µγ.
Independent data can be classified into two types: univariate observations and
multivariate observations. For both of them, regression parameters can be esti-
mated by GLM approach; for the later one, if it is a special case of longitudinal
data, then GEE approach can also be employed. we use Gaussian, Quasi-likelihood,
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and other approaches to estimate variance parameters.
3.2.2 Estimation of Regression Parameters β
1.Univariate data
It is simple to estimate the regression parameter by adopting GLM approach when
the independent data is univariate. Consider the univariate observations yi, i =
1, ..., N and p×1 covariate vector xi. let β be a p×1 vector of regression parameter
and linear predictor ηi = x
T
i β. Suppose Y = (yi, ...yN) follows a distribution from
a specific exponential family, thus,
f(Y ; θ, φ) = exp{Y θ − b(θ)
a(φ)
+ c(Y, φ)}
with canonical parameter θ and dispersion parameter φ.
For each yi, the log-likelihood is
Li(β, φ) = log f(yi; θi, φ).
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here V(.) is the variance function. Solve ∂L(β,φ)
∂βj
= 0, to get MLE for β. Usually, we




mi are known weights.
2.Multivariate data
Consider now the multivariate case: vector observation Yi(i = 1, ..., N) are avail-
able, Yi being ni×1 with mean µi and covariance matrix Σi. LetXi = (xi1, ..., xini)T
be the ni×pmatrix of covariate values for the ith subject. This is a special situation





i Si = 0,
where Si = Yi − µi, Di = ∂µi/∂β,Σi is the covariance matrix which is reduced to
Var(Yi) for independent data.
3.2.3 Estimation of Variance Parameter γ
Gaussian estimation of variance parameter
1.Independent Gaussian Approach
Suppose that data are available comprising univariate observations yi(i = 1, ..., N)
with means µi = E(yi) and variances σ
2
i = Var(yi) = φµ
γ
i depending on parameter
vector θ = [β, γ, φ].
The Gaussian estimate for γ relies on maximizing the following Gaussian log-
likelihood




−1/2 exp{−(yi − µi)2/(2σ2i )}]





−1/2 exp{−(yi − µi)2/(2φµγi )}] (3.10)










} log µi] = 0 (3.11)
Under the conditions that the specified parametric forms of µi and σi are correct,
we have E(q(y; γ)) = 0, indicating that q(y, γ) is unbiased estimation function for
γ.
2. Multivariate Gaussian Approach
We use the same notation as previous section, Y = [Y1, . . . , YN ] which is a ni×N
matrix. The Gaussian log-likelihood for the complete data vector Y is





(Yi − µi)Σ−1i (Yi − µi)T}], (3.12)
where Σi = Var(Yi). The corresponding Gaussian score function with respect to γ
can be expressed as q(Y ; γ), where
















(Yi − µi)Σ−1i (
∂Σi
∂γ










According to theorem (3.1), for independent cases, the Gaussian estimator of γ is
always consistent under independent assumption.
CHAPTER 3. PARAMETER ESTIMATION 33
Quasi-likelihood estimation of variance parameter γ
We follow the same notation as in previous section. The variance function is V(µ) =
µγ, and Var(y) = φV(µ). Under these settings, the quasi-likelihood contribution
of a single observation is













For the variance function V(µ) = µγ, the deviance function is
D(y;µ) =

2{y log(y/µ)− (y − µ)} γ = 1,
2{y/µ− log(y/µ)− 1} γ = 2,
2{y2−γ−(2−γ)yµ1−γ+(1−γ)µ2−γ}
(1−γ)(2−γ) otherwise.
When γ 6= 1, 2, the score estimation equation with respect to γ can be expressed
by
∑N
i=1 qi(yi; γ), where





log yi − y
2−γ
i (2γ − 3)
















Weighted squared residual estimation
Let εi = {Yi − µi}/{
√
φµγi } denote the standardized errors so that Eεi = 0 and
Eε2i = 1, and denote the residuals by ri = Yi − µi. The motivation for these
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methods is that the squared residuals r2i have approximate expectation φµ
γ
i (see
Davidian and Carroll, 1987). This suggests a nonlinear regression problem in which
the“responses” are {r2i } and the “regression function” is φµγi (βˆ). The estimator
γˆsr minimizes in γ and φ,
N∑
i=1
{r2i − φµγi (βˆ)}2.
For normal data the squared residuals have approximate variance φ2µ2γi ; in the
spirit of generalized least squares, this suggests the weighted estimator that mini-
mizes in γ and φ,
N∑
i=1
{r2i − φµγi (βˆ)}2/µ2γˆi (βˆ), (3.15)
where γˆ is a preliminary estimator for γ, γˆsr, for example.
Logarithm method
The method is to exploit the fact that the logarithm of the absolute residuals has
approximate expectation log(
√
φµγi ) (see Davidian and Carroll, 1987). γ can be
estimated by ordinary least squares regression of log |ri| on log(
√
φµγi ). If one of the
residuals is near 0, the regression could be adversely affected by a large “outlier”;
hence in practice one might wish to delete a few of the smallest absolute residuals,
perhaps trimming the smallest few percent.
3.2.4 Estimation of Scale Parameter φ
We employ pseudo-likelihood approach to estimate φ. Given βˆ, e.g. the ordi-
nary least squared estimator βˆOLS, the pseudo-likelihood estimator maximizes the
CHAPTER 3. PARAMETER ESTIMATION 35
normal log-likelihood l(βˆ, γ, φ), where
















(see Carroll and Ruppert 1982a). Maximizing l(β, γ, φ) with aspect to φ leads to










To compute βˆ and γˆ,we iterate between a Fisher scoring for β and γ. Given the
current estimates γˆ, we suggest the following iterative procedure for β:











where Σ˜i(β) = Σi[β, γˆ(β)].
For γ, if Gaussian estimation is used, the iterative equation is:
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3.3 Parameter Estimation For Longitudinal Data
3.3.1 Preview
We use the same notation as in previous sections. In longitudinal set-up, the
components of the repeated responses are likely to be correlated. In practice, this
longitudinal correlation structure is unknown, which makes it difficult to estimate
regression parameter β. Under an exponential family distribution for yij, Liang &
Zeger (1986) used a “working”-correlation-based generalized estimating equations
approach to estimate β. The GEE approach has proved to be a consistent way to
estimate β, although it has many pitfalls which are discussed by Crowder (1995)
and Sutradhar and Das (1999).
Besides regression parameter β, there are additional parameters to estimate, such
as variance parameters γ, and correlation parameters α. For estimation of correla-
tion parameters α, the estimation method often depends on the chosen correlation
structure. The number of nuisance parameters and the estimator of α vary form
case to case. Liang and Zeger (1986) illustrated these methods by several examples.
For variance parameter, in the context of count data, poisson model is often used,
with Var(Y ) = φE(Y ) = φµ. Just like the situation mentioned in independent
data, the real variance structure may be totally different from poisson model.
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3.3.2 Estimation of Regression Parameters β
The GEE approach is an appropriate and sensible method for estimation of β.
We repeat the longitudinal set-up : yij is a scalar response observed for cluster i,
(i = 1, ..., N), at time j,(j = 1, ..., ni). For ith cluster, Yi = (yi1, ..., yit, ..., yini)
T be
the ni× 1 response vector, and µi = E(Yi) is a ni× 1 vector. Denote Cov(Yi) by Σi




i , with Ai = diag{Var(yit)} and Ri being
the correlation matrix of Yi.





i Si = 0,
where Si = Yi − µi, Di = ∂µi/∂β.
3.3.3 Estimation of Variance Parameter γ
We can rely on Gaussian estimation to get consistent estimate of variance pa-
rameter. The score function with respect to γ has the same form as (3.13),





i , where Ri is the “working” correlation matrix. From theorem
(3.1), we know that the “working” correlation matrix should be the true one or
assumed to be independent if the consistent estimator are to be obtained. In most
cases, the longitudinal correlation structure is unknown and may not be specified
correctly. Thus, independent “working” correlation structure is used in Gaussian
estimation of variance parameter, and it leads to the same result as in the case of
independent data.
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Other methods, like least squares and logarithm of absolute residuals, could also
be used.
3.3.4 Estimation of Correlation Parameters α
Although replacing true correlation matrix with independent “working” correlation
can lead to a consistent estimation of regression parameter β and variance param-
eter, we know that choosing a “working” correlation closer to the true correlation
increases efficiency. In practice, we should analyze the data by all means to decide
a similar correlation structure for the real data.
Liang & Zeger (1986) discussed several specific choices of R(α). Each leads to
a distinct analysis. The number of correlation parameters and the estimator of
α vary from case to case. The estimators are all expressed based on the Pearson
residual. Denote Pearson residual by eij =
yij−µij√
υij
,where υij is the jth diagonal
element of Ai.
The following are the typical “working” correlation structures and the estimators




1 t = 0
αt t = 1, 2, ...,m
















1 j = k
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• Autoregressive correlation, AR(1)
Corr(yij, yi,j+t) = α












The number of correlation parameter varies according to different “working” cor-
relation structures.
Besides the above mentioned moment estimation method for the correlation pa-
rameters, Wang and Carey (2004) proposed a new estimation method - Cholesky
decomposition method, to improve the estimation efficiency and guarantee feasi-
bility of solutions.




Several estimation methods for regression parameters and variance parameters have
been introduced in the previous chapter. In this chapter, we conduct simulation
studies to compare the numerical results of these methods and to see whether the
numerical results are consistent with the analytical results.
We will focus on the estimation results of regression parameters β and variance
parameters, while the estimation of the additional parameters, e.g. scale parameter
φ and correlation parameter α will also be considered.
In the GEE approach, we often focus on modelling the “working” correlation
matrix, while treating the variance function as a known function. For example,
we use V(µ) = φµ for count data, and V(µ) = σ2, a constant for continuous
data. All these are derived from the exponential family distribution. However,
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in real data analysis, we can not guarantee all the real data are generated by the
exponential family. If we still employ the “default” variance function, we may
lose estimation efficiency for the regression and correlation parameters, because
the “default” variance function may be incorrect. In this chapter, we will check
whether variance estimation plays an important role in the estimates of regression
and correlation parameters.
The simulation studies will be done under different longitudinal set-ups: (i) cor-
rect specification of variance and correlation structures; (ii) correct variance forms
with misspecification of correlation structures; (iii) misspecification of both vari-
ance and correlation structures. Under all situations, the estimation efficiency of
regression parameters will be compared.
4.2 Simulation Setup and Fitting Algorithm
All the data generated in simulation studies will be balanced and in longitudinal set-
up, which means we will simulate the repeated measures with correlation within
each subject. The simulated data consist of N subjects(N = 100) each with m
repeated measures(m = 4). There is a single covariate associated with each subject.
This choice of design is not motivated by any specific application, but rather by the
desire to represent possible problems encountered in general practice. Basically,
two types data will be simulated: one is multivariate Gaussian data, the other
is multivariate Poisson data. The data will be generated according to different
mean and variance models. We may use linear mean model with µij = β0 +
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β1xij for Gaussian data, and log-link mean model with µij = exp(β0 + β1xij) for
Poisson data, i = 1, ..., N, j = 1, ...m. The xij are generated as a random sample
from a uniform distribution as a matter of convenience. The variance are given
by {φµγij} and {a0µij + a1µ2ij} respectively. All the parameters, β0, β1, γ, φ, a0, a1,
are user-defined. At the same time, the simulated data are incorporated with
correlation. We consider two kinds of correlation structures: one is AR(1), the
other is exchangeable correlation(EXC). Here we will introduce the multivariate
Poisson data generating process.
Suppose the data we are to generate have N clusters and each cluster size is m.
That is, Y = (Y1, ..., YN)




The data will be generated based on Poisson-Gamma distribution. Suppose ξ1
is a 1×N vector generated from Gamma distribution with a unit mean, say ξ1 ∼
Γ(b1, b1). b1 is a unknown constant. Then Y1 will be generated from Poisson
distribution, Y1|ξ1 ∼ Poi(µ1ξ1). Now we will find the expression of b1 in terms of
a0 and a1, so that Var(Y1) = σ
2
1.
Since ξ1 ∼ Γ(b1, b1), and Y1|ξ1 ∼ Poi(µ1ξ1), thus E(ξ1) = 1,Var(ξ1) = 1/b1, and
E(Y1) = E(E(Y1|ξ1)) = E(µ1ξ1) = µ1
Var(Y1) = Var(µ1ξ1) + E(µ1ξ1) = µ
2
1/b1 + µ1




1/b1+µ1 = a0µ1+ a1µ
2
1.
Solve the equation, we obtain b1 =
µ1
a0−1+a1µ1 .
To incorporate AR(1) correlation within each cluster, we will generate Yj(j > 1)
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so that,
E(Yj|Y1, Y2, ..., Yj−1) = µj + ρ σj
σj−1
(Yj−1 − µj−1),
ρ is correlation element. Let
η2 = E(Y2|Y1) = µ2 + ρσ2
σ1
(Y1 − µ1).
Similarly, we introduce a 1×N independent vector ξ2 from Γ(b2, b2) in generating
Y2. Conditional on Y1 and ξ2, we have Y2|(Y1, ξ2) ∼ Poi(η2ξ2). Now we need to find
the expression of b2.
First we list the relations. E(ξ2) = 1, Var(ξ2) = 1/b2, and
E(Y2|Y1) = E(E(Y2|Y1, ξ2)) = E(η2ξ2) = η2
Var(Y2|Y1) = E(Var(Y2|Y1, ξ2)) + Var(E(Y2|Y1, ξ2))




Var(Y2) = E(Var(Y2|Y1)) + Var(E(Y2|Y1))
= E(η2 + η
2
2/b2) + Var(η2)
= µ2 + E[µ2 + ρ
σ2
σ1
(Y1 − µ1)]2/b2 + ρ2σ22











2 = a0µ2+ a1µ
2




Thus Y2 is generated from Poi(η2ξ2), where ξ2 ∼ Γ(b2, b2). In the same way, we
generate Y3, ..., Ym.
To check whether the covariance of generated data coincide with the presumed
one, we derive the covariance of the data generated from above mentioned process.
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For notation simplicity, we only consider one subject and omit all the subscripts for
the subject. Denote m × 1 vector Y = (y1, y2, ..., ym)T , and yi ∼ Poi(ηiξi), where
ηi and ξi is the same as above except that they are considered number rather than















Based on the generating process, we have η = µ+ (Q− I)(Y − µ), and
Cov(Y ) = E(Y − η)(Y − η)T + E(Y − η)(η − µ)T
+ E(η − µ)(Y − η)T + E(η − µ)(η − µ)T
= (2I −Q)Cov(Y )(2I −Q)T + (2I −Q)Cov(Y )(Q− I)T
= (Q− I)Cov(Y )(2I −Q)T + (Q− I)Cov(Y )(Q− I)T .




















σ21 σ12 . . . σ1m
σ21 σ
2
2 . . . σ2m
. . . . . . . . . . . . . . . . . . .






(Q− I)Cov(Y )(Q− I)T = ρ2

0 0 0 0 0
0 σ22 σ23 . . . σ2m
0 σ32 σ
2
3 . . . σ3m
. . . . . . . . . . . . . . . . . . . . . .





For y1 and y2, the covariance is
Cov(y1, y2) = E{(y1 − µ1)(y2 − µ2)}
= E{E(y1 − µ1)(y2 − µ2)|y1}
= E[(y1 − µ1)E{(y2 − µ2)|y1}]







the covariance between y1 and y3 is
Cov(y1, y3) = E{(y1 − µ1)(y3 − µ3)}
= E{E(y1 − µ1)(y3 − µ3)|y1}
= E[(y1 − µ1)E{E(y3 − µ3|y2, y1)|y1}]
= E[(y1 − µ1)E{ρσ3
σ2
(y2 − µ2)|y1}]
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E(y1 − µ1)2 = ρ2σ1σ3.
Similarly, we can obtain Cov(yi, yj) = ρ
|i−j|σiσj. It demonstrates that the data
have an AR(1) correlation structure.
Generally, we organize the simulation studies in two parts according to the esti-
mation methods: the first part is done under Gaussian estimation; the second part
is to use least square method.
when Gaussian estimation approach is employed in estimating variance param-
eter, and the data are generated with linear model µij = β0 + β1xij and power
variance Var(yij) = φµ
γ
ij, the fitting algorithm is as follows:
1. Start with initial estimates (βˆ, γˆ), i.e. βˆ and γˆ being least square estimates;
2. Based on the estimation of β and γ, estimate the scale parameter φ, and
correlation parameter α via moment method;
3. Compute the estimation covariance Σ(βˆ, γˆ, φˆ), and update β with GEE ap-













4. Obtain Gaussian estimate of γ using the Newton-Raphson iterative technique:



























5. Iterate among steps 2, 3 and 4 until convergence in all parameters.
The fitting algorithm is similar to the Least square algorithm except that in step
4, we only need to minimize (3.15).
4.3 Numerical Results
First, we examine the accuracy of estimation of regression and variance parameters
for the Gaussian measurements with AR(1) and EXC correlation. We use linear
model for mean: µij = β0 + β1xij, and power variance function: Var(yij) = φµ
γ
ij.
Two types of data will be generated according to different values of β0, β1, γ, one
group with β0 = 0, β1 = 1, γ = 1.5, the other with β0 = 0, β1 = 1, γ = 2. The
correlation parameter takes −0.9,−0.8, ..., 0.8, 0.9.
Simulation results are displayed in the Figures (4.1) to (4.3). Figures (4.1) lists
MSE results for estimation of βˆ0, βˆ1, γˆ under various “working” correlation design
combination. Items in the legends of all the figures stands for the “working” corre-
lation structures used in estimating variance parameters and regression parameters
respectively. For example, “IND & AR(1)” means independent and AR(1) corre-
lation structures are employed in estimating variance and regression parameters
respectively, while “IND & CS” represents independent and exchangeable corre-
lation structures respectively. Figure (4.1) indicates that efficiencies of variance
parameter estimation under “false” correlation assumption will be lower than those
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under true or independent correlation.
Figure (4.2) compares MSE results for estimation of βˆ0 and βˆ1 when the variance
parameter γ is estimated and fixed to be 0, 1, 2, corresponding to frequently used
variance function respectively: constant variance, Poisson variance with overdis-
persion, and φµ2. Estimators of γ is obtained using the independent model. We
use the similar legends as in Figure (4.1). For instance, “γ = 0 & AR(1)” means
that the variance parameter γ is fixed to be 0, and AR(1) correlation is employed in
estimating regression parameters. We find in figure (4.2), no matter what “working
” correlation we use to estimate β0 and β1, the efficiency of βˆ0 and βˆ1 are greatly
improved if we estimate γ instead of fixing γ with 0, 1, 2. The results suggest us-
ing any “default” variance functions will lose efficiency in estimating regression
parameters. We also investigate the performance of estimation when the data has
exchangeable correlation structure, and similar results are obtained.
Secondly, we investigate the performance of the estimates for γ, β0, β1 from the
weighted least square methods. Figures (4.4) to (4.7) list MSE results for esti-
mates under different settings. Legends here have the same meanings as previously
mentioned, except that legend items in figures (4.4) and (4.5) only represent the
specified correlation structure employed in estimating regression parameters β0 and
β1, because estimation for γ via least square methods will not assume any correla-
tion.
Figures (4.4) and (4.5) display the MSE results for estimates when different
“working” correlation structures are employed in estimating regression parame-
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ters. We can not see any apparent affects on estimation of γ, although it is a bit
more efficient when regression parameters are estimated using true correlation. For
estimation of regression parameters, the plots suggest that when false “working”
correlation structures are chosen, we can not differentiate which one is better. But
one thing is obvious that if we specify a true correlation, the estimation results will
be the best for sure.
Figures (4.6) and (4.7) show the simulation results in terms of various cases of
γ. When the data are AR(1) correlated, we can see clearly that estimation of γ
will improve the efficiency of βˆ0 and βˆ1 compared with the results when γ are fixed
to be 0, 1, 2. For exchangeable data, the same conclusions are obtained when the
correlation is rather larger, say, more than 0.3.
In the third simulation exercise, we investigate the performance of Gaussian
estimation on multivariate count data generated with given mean and variance-
covariance. Simulation results also indicate that when Gaussian methods are em-
ployed, estimates of variance parameters are consistent under correct correlation
specification or independent correlation assumption.
4.4 Conclusions and Discussions
In GEE approach, we always show great interest in the the choice and the effect
of the “working” correlation structure, while ignoring the importance of variance
function. In most cases, we assume those typical variance functions for different
types of real data, such as Poisson variance for count data and constant variance for
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continuous data. However, those variance functions may not represent the variation
in the real data. Thus we need to find the appropriate one instead of just applying
it blindly. Our results have shown that misspecifying the variance function will
lose efficiency in parameter estimation.
One problem arises if we choose an appropriate variance function instead of fixing
the variance function: how to estimate the parameters in the specified variance
function. We suggest the Gaussian and the least square methods to perform the
task. Both of them appear to be practical and efficient because we can obtain
consistent estimates even if we choose not to model correlations. If we choose
to incorporate correlations in the estimation, the Gaussian approach will produce
consistent estimates if the correlation structure is correctly specified.
When the variance parameter is estimated, we can then use the GEE approach for
the regression parameter estimation. Many literatures emphasize the importance of
specifying the “working” correlation matrix in this step. Based on the right choice
of variance function, appropriate “working” correlation design will give the efficient
estimation. If the specified variance function is far from the true one, appropriate
choice of “working” correlation will not lead to high efficient estimation, as shown
in our simulation results. The results also instruct us to pay more attention to
model variance function because variance function plays a more important role for
regression estimates in the GEE approach.
In real data analysis, it is difficult to determine the variance function, and for
quite a high possibility, we may choose a wrong variance function. In that case,
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how to choose “working” correlation is believed to be an interesting topic. In the
further studies, more work should be done in this aspect.
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Figure 4.1: Mean square error (MSE) for γˆ with Gaussian estimation approach and
βˆ0, βˆ1 when the data are AR(1) correlated. (β0 = 0, β1 = 1, γ = 1.5)
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Figure 4.2: Comparison of MSE for βˆ0 and βˆ1 when fixing γ to be 0, 1, 2 and
estimating γ via Gaussian methods under independence assumption. The data are
AR(1) correlated with β0 = 0, β1 = 1, γ = 1.5.
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Figure 4.3: Comparison of MSE for βˆ0 and βˆ1 when fixing γ to be 0, 1, 2 and
estimating γ via Gaussian methods under independence assumption. The data are
equi-correlated with β0 = 0, β1 = 1, γ = 2.
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Figure 4.4: Mean square error (MSE) for γˆ with least square methods and βˆ0, βˆ1
when the data are AR(1) correlated. (β0 = 0, β1 = 1, γ = 1.5)
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Figure 4.5: Mean square error (MSE) for γˆ with least square methods and βˆ0, βˆ1
when the data are equi-correlated. (β0 = 0, β1 = 1, γ = 2)
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Figure 4.6: Comparison of MSE for βˆ0 and βˆ1 when fixing γ to be 0, 1, 2 and
estimating γ via least square methods under independence assumption. The data
are AR(1) correlated with β0 = 0, β1 = 1, γ = 1.5
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Figure 4.7: Comparison of MSE for βˆ0 and βˆ1 when fixing γ to be 0, 1, 2 and
estimating γ via least square methods under independence assumption. The data
are equi-correlated with β0 = 0, β1 = 1, γ = 2
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Chapter 5
Application to Epileptic Data
In the previous chapters, we have introduced our theoretical results and have carried
out simulation studies. Our simulation results are consistent with the theoretical
results. In this chapter, we will apply the proposed estimation methods to the
epileptic seizure data as an illustration. Thall & Vail (1990) analyzed the data
set and also explored some interesting features of the data set. Various variance
functions and correlation structures will be employed to fit this real data including
the “default” variance functions for count data. GEE and Gaussian approach will
be employed to estimate regression and variance parameters respectively. We will
also compare with results from other competing models when the Poisson variance
function is used.
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5.1 The Epileptic Data
The data arose from a clinical trial of 59 epileptics. some data are printed in Table
1 in the first chapter. Patients were randomized to receive either the anti-epileptic
drug progabide or a placebo. For each patient, the number of epileptic seizures
was recorded during a baseline period of eight weeks. During the treatment, the
number of seizures was then recorded in four consecutive two-week intervals. The
data also includes age of patients, treatment indicator with 1 for progabide and 0
for placebo. The medical interest is whether or not the progabide reduces the rate
of epileptic seizures.
The data has the following three features:
• It is balanced data without missing data. Then we may use unstructured
correlation structures in presence of balanced data.
• The data shows high degree of extra-poisson variation. Table (5.1) gives sam-
ple mean and variance at each visit for two treatment groups, and also lists
correlations within each group. The ratios of each pair of variance and mean
are quite big. The correlation within each group is very strong, indicating
high degree of within-patient dependence.
• There are some unusual observations, such as patient ]207.
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Table 5.1: Ratio of sample variance to sample mean, correlation within each group.
Placebo(M1=28) Progabide(M2=21)
visit s2/Y correlations s2/Y correlations
1 10.98 1.00 38.78 1.00
2 8.041 0.78 1.00 16.70 0.91 1.00
3 24.09 0.51 0.66 1.00 23.75 0.91 0.92 1.00
4 7.312 0.67 0.78 0.68 1.00 18.91 0.97 0.95 0.95 1.00
5.2 Results From Different Models
Treating the number of the epileptic seizures as responses, we consider 5 covari-
ates including intercept, treatment, baseline seizure rate, age of subject, and the
interaction between treatment and baseline seizure rate. Preliminary work has
been done in Thall & Vail (1990) to obtain the marginal mean model for the data.
They used log-link model for the data, the mean vector for the ith subject being
µi = exp(x
T
i β), where xi is the design matrix for the covariates. They transformed
baseline as the logarithm of 1/4 of the 8-week pre-randomization seizure count and
log-transformed age. The treatment variable is binary indicator for the progabide
group.
Next, we try to detect the mean-variance relations of the data. The high values
of the ratio between sample variance and mean have demonstrated the high degree
of extra-Poisson variation. Figure (5.1) plots the relation between sample variance
and sample mean. The sample mean-variance plot exhibits a quadratic trend rather
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than a linear trend. Relying on the plot pattern, we assume two variance function
for the data: one is quadratic function σ2ij = a1µij + a2µ
2
ij, which was introduced
in Bartlett (1936) and Morton (1987); the other is power function σ2ij = φµ
γ
ij. The
Poisson model with overdispersion will also be considered as a comparison.
As shown in Table (5.1) and in Thall & Vail (1990), there are strong within-
subject correlations. We therefore applied two working correlations structures,
AR(1) and the exchangeable.
Gaussian and GEE approach will be applied to perform the estimation of vari-
ance and regression parameters respectively. The estimate of correlation parameter
will be obtained via moment methods. The final estimates of the parameters will
be obtained after a few iterations among regression, variance and correlation pa-
rameters. The asymptotic covariance matrix of β is estimated by the sandwich
estimator.
Table (5.2) gives the results for parameter estimates and the standard error of
them under three different variance models: extra poisson, Bartlett and power
variance.
The results demonstrate that the Poisson model with overdispersion is not an
appropriate choice for the epileptic data. When the Bartlett and power variance
are employed, the estimates have smaller standard errors. It seems that both
Bartlett and power variance are more reliable in terms of the standard error for the
estimates. We also detect an interesting phenomenon that when variance function
is the same, different correlation will not affect the regression results greatly. This
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suggests that the choices of variance function may dominate the results rather than
correlation structure design. Wang and Lin (2004) confirmed this conclusion by
doing some simulation studies. In this example, we believe that both Bartlett
variance and power variance with exchangeable correlation should be the most
appropriate choices.
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Table 5.2: Parameters estimates using the GEE approach assuming different vari-
ance functions and correlation structures for the epileptic data.
Poisson Variance: σ2ij = φµij.
AR(1) working model, φˆ = 2.073
Int log(baseline) log(age) trt intact
β -2.614 0.942 0.849 -0.615 0.171
Stderr 1.185 0.123 0.340 0.537 0.245
EXC working model, φˆ = 2.058
β -2.362 0.950 0.769 -0.522 0.138
Stderr 1.205 0.126 0.346 0.543 0.248
Bartlett variance: σ2ij = γ1µij + γ2µ
2
ij.
AR(1) working model, γˆ1 = 1.340, γˆ2 = 0.493
Int log(baseline) log(age) trt intact
β -2.370 0.939 0.766 -0.560 0.124
Stderr 0.987 0.125 0.280 0.402 0.200
EXC working model, γˆ1 = 1.202, γˆ2 = 0.420
β -2.355 0.946 0.769 -0.518 0.142
Stderr 0.940 0.127 0.268 0.393 0.193
Power function variance: σ2ij = φµ
γ
ij.
AR(1) working model, φˆ = 1.754, γˆ = 1.657
Int log(baseline) log(age) trt intact
β -2.395 0.926 0.758 -0.598 0.104
Stderr 1.147 0.136 0.324 0.453 0.233
EXC working model, φˆ = 1.269, γˆ = 1.655
β -2.359 0.943 0.768 -0.531 0.135
Stderr 0.942 0.125 0.268 0.390 0.192
Chapter 6
Further Research
In the GEE approach, much attention is put on the specification of the “working”
correlation while ignoring the importance of modelling variance. In this thesis, both
the analytical and numerical results have shown that the estimation efficiency of
the regression parameters will be improved if an appropriate variance function is
used. Due to the limited time, we leave several interesting points in the future
research.
First, how to design the variance model. We know appropriate variance function
will lead to efficient estimation. Consequently, how to choose a right variance
function remains to be an essential step. One way is to explore the relationships
between the mean and the residuals which can figure the trend of the variance
function. The other way it to develop the distribution families for the frequently
used variance function, and this is more accurate but more complicated.
The second point is to investigate the appropriate combination between the vari-
65
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ance and the correlation. We know in the GEE approach, we need to specify
both the variance and the correlation structure. We may ask which one is more
important, so that we can pay more attention to choose the important one. How-
ever, this is not easy to conclude. Alternatively, we may do some research work in
searching for the good combination between the variance and the correlation. For
example, in the case of misspecifying one element, how to model the other one so
that the “working” covariance is not far away from the true covariance? Matrix
computation and simulation studies need to be carried out to solve this problem.
Thirdly, how to deal with outliers in the real data set. Outliers often appear in
the real data set. In the epileptic data, there are also some possible outliers. The
appearance of the outliers will affect our results greatly. However, in some cases,
there is no basis for excluding them from the analysis. To solve the problem, Wang
and Bai (2004) proposed robust M-estimation methods which provide efficient es-
timate by reducing the effect of possible outliers. In future research, we can extend
the GEE approach with the robust estimation methods.
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