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Knot theory has rapidly expanded in recent years. New representations of braid
groups led to an extremely powerful polynomial invariant, the Jones polynomial.
Combinatorics applied to knot and link diagrams led to generalizations. Knot theory
also has connections with other ﬁelds such as statistical mechanics and quantum
ﬁeld theory, and has applications in determining how certain enzymes act on DNA
molecules, for example.
The principal objective of this dissertation is to study the relations between knots
and algebraic structures called quandles. A quandle is a set with a binary opera-
tion satisfying some properties related to the three Reidemeister moves. The study
of quandles in relation to knot theory was intitiated by Joyce and Matveev. Later,
racks and their (co)homology theory were deﬁned by Fenn and Rourke. The rack
(co)homology was also studied by Gran˜a from the viewpoint of Hopf algebras. Fur-
thermore, a modiﬁed deﬁnition of homology theory for quandles was introduced by
Carter, Jelsovsky, Kamada, Langford, and Saito to deﬁne state-sum invariants for
knots and knotted surfaces, called quandle cocycle invariants.
This dissertation studies the quandle cocycle invariants using extensions of quan-
dles and knot colorings. We obtain a coloring of a knot by assigning elements of
a quandle to the arcs of the knot diagram. Such colorings are used to deﬁne knot
invariants by state-sum. For a given coloring, a 2-cocycle is assigned at each cross-
ing as the Boltzmann weight. The product of the weights over all crossings is the
contribution to the state-sum, which is the formal summation of the contributions
over all possible colorings of the given knot diagram by a given quandle. Generalizing
the cocycle invariant for knots to links, we deﬁne two kinds of invariants for links: a
component-wise invariant, and an invariant deﬁned as families of vectors.
Abelian extensions of quandles are also deﬁned and studied. We give a formula for
creating inﬁnite families of abelian extensions of Alexander quandles. These exten-
sions give rise to explicit formulas for computing 2-cocycles. The theory of quandle
v
extensions parallels that of groups. Moreover, we investigate the notion of extending
colorings of knots using quandle extensions. In particular, we show how the ob-
struction to extending the coloring contributes to the non-trivial terms of the cocycle
invariants for knots and links. Moreover, we demonstrate the relation between these
new cocycle invariants and Alexander matrices.
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CHAPTER 1
INTRODUCTION
1.1 History and organization
Knot theory is the mathematical study of knots. A knot is a closed, non-intersecting
curve in 3-dimensional Euclidean space. More precisely, a knot is the image of an
embedding of a unit circle in the Euclidean 3-space. Much of knot theory is concerned
with telling which knots are the same and which are diﬀerent. Knot theory has been
used, for example, to determine how certain enzymes act on DNA molecules. One of
the early and main achievements was the discovery in 1923 of the Alexander poly-
nomial of a knot or link [1]. Homology theory applied to inﬁnite cyclic covers of the
complement of a knot led to the Alexander polynomial. Conway [13] gave a recursive
formula of this polynomial. The study of knot invariants changed dramatically in
1984, when new representations of braid groups led to another extremely powerful
polynomial invariant, the Jones polynomial [26]. Since then many generalizations
were discovered. These caused interactions between knot theory and various other
ﬁelds such as combinatorics, statistical mechanics, and quantum ﬁeld theory.
This dissertation consists of two parts. The ﬁrst part (Chapters 1–3) is an overview
of invariants of knots and links deﬁned by using quandles. The second part (Chapters
4–6), which is the main contribution of the author, deals with extensions of quandles
and colorings, as well as relations to Alexander matrices.
In Chapter 1, we review background information needed to present this work.
Constructions of quandles and some of their properties are discussed in Chapter 2.
In particular, we consider colorings of knot diagrams by quandles.
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Homology and cohomology theories for quandles are introduced in Chapter 3.
Generalizing the quandle cocycle invariants for knots [8], we deﬁne a component-wise
invariant, and an invariant for links deﬁned by families of vectors.
In Chapter 4, we discuss abelian extensions of quandles. Formulas that pro-
duce inﬁnite families of abelian extensions of Alexander quandles are given, and
these families are shown to be non-trivial as extensions. For example, we show that
Zqm+1 [T, T
−1]/(T−1+q) is an abelian extension of the quandle X = Zqm [T, T−1]/(T−
1+q), for some cocycle φ ∈ Z2Q(X;Zq). Moreover, these extensions give rise to explicit
formulas for computing cocycles. In Chapter 5, we describe the notion of extending
colorings of knot diagrams using the extension theory of quandles. In addition, we
show how the previously deﬁned invariants determine for both knots and links the
number of colorings by a quandle that can be extended to colorings by an extension of
the quandle. Finally, in Chapter 6 we relate the new cocycle invariants to Alexander
matrices.
1.2 Knots and links
We often deal with knots by depicting them in a plane; in other words, we study their
diagrams. Moreover, we describe the equivalence of knots by some moves among their
diagrams, called the Reidemeister moves. Tait [38] attempted to classify knot types
in the late 19th century.
One of the main topics of knot theory is the study of knot invariants. An invariant
is a tool to distinguish knots. It is a well-deﬁned algebraic object such as a number,
a polynomial, or a group.
We denote the n-dimensional Euclidean space by Rn and the n-dimensional sphere
by Sn.
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Definition 1.2.1 [30] A link L of m components is a subset of S3, or of R3, that
consists of m disjoint, piecewise linear, simple closed curves. A link of one component
is a knot.
Definition 1.2.2 [29] An orientation of an n-simplex is an equivalence class of or-
derings of the n+1 vertices modulo even permutations. By [v0, v1, . . . , vn], we denote
an oriented simplex with vertices ordered as v0, v1, . . . , vn and by −[v0, v1, . . . , vn], we
denote the simplex with opposite orientation. By the induced orientation of the face
of [v0, v1, . . . , vn] opposite to vi, we mean the orientation given by
(−1)i[v0, v1, . . . , vˆi, . . . , vn],
where vˆi means that the vertex i is ommited. An orientation of a piecewise linear
manifold M is an assignment of an orientation for each n-simplex of KM , a triangu-
lation of M , such that the orientation of A0 induced from the orientation of A1 is
opposite to that of A0 induced from the orientation of A2 for any n-simplices A1, A2
in KM , where A0 = A1 ∩ A2 is an (n − 1)-simplex. According to whether or not
such an orientation exists, we say that M is orientable or non-orientable. When M
is orientable and an orientation is speciﬁed, M is said to be oriented.
Since S1 is a 1-manifold, it is orientable, and so are knots and links.
Definition 1.2.3 [30] Links L1 and L2 in S
3 are equivalent if there is an orientation-
preserving piecewise linear homeomorphism h : S3 → S3 such that h(L1) = (L2).
A simple way to study links is to work with their “diagrams”, which are two-
dimensional representations with respect to the standard projection p : R3 → R2.
This means that each line segment of L projects to a line segment in R2 satisfying
the following conditions:
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1. The projections of two segments intersect in at most one point (i.e., no projec-
tions of the two segments overlap in a subsegment as depicted in Figure 1(a)).
2. Any two segments do not intersect at an endpoint (see Figure 1(b)).
3. No intersection point belongs to the projections of three segments (so that the
situation depicted in Figure 1(c) does not happen).
(a) (b)
(c)
Figure 1. Restrictions of the projection on line segments
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Given such a situation, the image of L in R2 together with “over and under”
information at the crossings is called a link diagram of L and is denoted by DL.
A crossing is a point of intersection of the projections of two line segments of L.
The “over and under” information refers to the relative heights above R2 of the two
inverse images of a crossing. This information is indicated in pictures by breaking the
under-passing segments as shown in Figure 3. After breaking under-passing segments,
the projection of L becomes a disjoint union of arcs. Thus, an arc is a connected
component of the projection after breaking under-passing segments. In practice,
we draw well rounded curves for knot diagrams (see Figure 2) instead of polygonal
segments.
Figure 2. A well rounded trefoil
The projection map preserves the orientation of a link. The co-orientation is a
family of vectors in R2 normal to the link diagram, such that the pair (orientation,
co-orientation) matches the given orientation (right-handed, or counterclockwise) of
the plane. At a crossing, if the pair of the orientation of the over-arc and that of
the under-arc matches the (right-hand) orientation of the plane, then the crossing is
called positive; otherwise it is negative. In Figure 3, the crossing depicted at the left
is positive and the other on the right is negative.
Definition 1.2.4 [35] The sign of a crossing τ , denoted ε(τ), is taken to be 1 if the
crossing is positive and −1 if the crossing is negative, as illustrated in Figure 3.
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Figure 3. Positive and negative crossings
If two links L1 and L2 are equivalent, then their respective diagrams DL1 and
DL2 are related by a sequence of Reidemeister moves and an orientation-preserving
homeomorphism of the plane. In this case, the two diagrams DL1 and DL2 are equiv-
alent. There are three such moves called the ﬁrst (Type I), second (Type II), and
third (Type III) Reidemeister move, respectively. The three Reidemeister moves are
depicted in Figure 4 (see, for example, [30]). The Reidemeister Type I move allows
to put in or take out a small twist in the string. The second move is used to either
add two crossings or remove two crossings locally. Type III move allows to slide a
strand from one side of a crossing to the other.
Type I Type II
Type III
Figure 4. The Reidemeister moves
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Definition 1.2.5 [35] A property of a link L, or a link diagram DL respectively, is
invariant if it remains the same for all links (resp. link diagrams) equivalent to L
(resp. DL).
1.3 Fox n-coloring of knot diagrams
The most elementary knot invariant is Fox’s 3-colorability. Since our invariants are
generalizations of this, we review its deﬁnition in this section.
Definition 1.3.1 [20] A link is 3-colorable if it has a diagram, such that we can
assign either 0, 1 or 2 (these numbers are called colors) to its arcs in such a way that
the following conditions are satisﬁed:
1. each arc is assigned a single color,
2. at least two colors are used, and
3. at each crossing, either all arcs have the same color, or all of the three colors
meet. See Figure 5. In the ﬁgure, {a, b, c} = {0, 1, 2}, i.e. a, b and c represent
distinct numbers from the set {0, 1, 2}.
b


 
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






a a
a c
a





Figure 5. The 3-colorability condition
Theorem 1.3.2 [20] 3-colorability is a link invariant.
Proof. This is proved by checking that the 3-colorability remains unchanged by
the Reidemeister moves. See section 1.3 of [20] for details.
Example 1.3.3 The trefoil, as shown in Figure 6, is 3-colorable.
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20
1
Figure 6. A colored trefoil
For any positive integer n, 3-colorability can be generalized to n-colorability as
follows. Let n be a natural number greater than 2. Let a1, a2, . . . , ak be the arcs of
a link diagram. Assign to each arc an integer λi ∈ {0, 1, . . . , n − 1} (called color).
Let λq be the color assigned to the over-arc and λr, λs be the colors assigned to the
two under-arcs at a crossing. Then, it is required that the condition λr + λs ≡ 2λq
(mod n) be satisﬁed at every crossing. See Figure 7.









λr
λq
λs
Figure 7. The n-colorability condition
Definition 1.3.4 [35] A link is said to be Fox n-colorable if for some diagram DL
of L, colors can be assigned to the arcs satisfying the above properties using at least
two distinct colors.
Theorem 1.3.5 [19] n-colorability is a link invariant.
In the next chapter we introduce an algebraic structure called quandle that gen-
eralizes n-colorability.
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CHAPTER 2
QUANDLES
The algebraic structure kei deﬁned by Takasaki [39] appears to be the ﬁrst occurence
of a quandle in the literature. Since then, similar algebraic structures have been
deﬁned, but were often motivated from symmetric transformations, rather than from
knot theory. A dramatic change in the study of quandles occured when Joyce [27],
and at the same time Matveev [33], initiated the study of quandles in relation to knot
theory. The term quandle was invented by Joyce. Then, Brieskorn [3] introduced the
automorphic sets, dropping the idempotency (x∗x = x, ∀x) condition, and pointed out
many occurences of this structure. Later, Fenn and Rourke [15] called this structure
racks. Kauﬀman [28] also gave a description of a similar structure called crystal.
Furthermore, (co)homology theory for racks was deﬁned in [17], and from the point
of view of Hopf algebras in [22]. A modiﬁed version of (co)homology theory for
quandles was described in [8] for deﬁning state-sum invariants for knots and knotted
surfaces.
We give deﬁnitions and examples of quandles in Sections 2.1 and 2.2. Then, in
Section 2.3 we classify 4-element quandles. Colorings of knot diagrams by quandles
are deﬁned in Section 2.4.
2.1 Definitions
Definition 2.1.1 [8] A quandle, X, is a set with a binary operation (a, b) 	→ a ∗ b
such that
(I) For any a ∈ X, a ∗ a = a.
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(II) For any a, b ∈ X, there is a unique c ∈ X such that a = c ∗ b.
(III) For any a, b, c ∈ X, we have (a ∗ b) ∗ c = (a ∗ c) ∗ (b ∗ c).
c
a b
a*b
II
b c*b
ab
III
a b c a b c
c c b*cb*c
a*c
a*b
(a*b)*c(a*c)*(b*c)
a*a a a
a
a
I
ab
Figure 8. Reidemeister moves and quandle conditions
A rack is a set with a binary operation that satisﬁes (II) and (III). If a rack or a
quandle is ﬁnite, then the number of elements in X is called the order of X.
We call Axiom (III) in the deﬁnition of a quandle the rack identity. Note that it is
the right self-distributive law. Racks and quandles have been studied in, for example,
[3, 15, 27, 28, 33].
The three axioms for a quandle arise from Reidemeister moves of type I, II, and III,
respectively [15, 28]. At the top left of Figure 8, a coloring rule is depicted, which will
be precisely deﬁned in Section 2.4. Under this coloring rule we observe that the colors
at the bottom segments of ﬁgures I, II, and III, match before and after Reidemeister
moves I, II, and III. Thus, Figure 8 shows that Reidemeister moves of type I, II, and
III correspond to the quandle axioms I, II, and III, respectively. Quandle structures
have been found in areas other than knot theory, see [2, 3] for example.
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Definition 2.1.2 A function f : X → Y between quandles or racks is a homomor-
phism if f(a ∗ b) = f(a) ∗ f(b) for any a, b ∈ X. A homomorphism f is called an
isomorphism if f is one-to-one and onto. An isomorphism f : X → X is called an
automorphism [8, 27].
There are several immediate consequences of the quandle and rack axioms. Let
X denote a quandle. From Axiom (II) of Deﬁnition 2.1.1, each element b ∈ X
deﬁnes a bijection S(b) : X → X with aS(b) = a ∗ b (the function is on the right).
The bijection is a quandle automorphism by Axiom (III) of Deﬁnition 2.1.1. For
a word w = bε11 · · · bεnn with bε11 , . . . , bεnn ∈ X; ε1, . . . , εn ∈ {±1}, we deﬁne a ∗ w =
aS(w) by aS(b1)
ε1 · · ·S(bn)εn , where S(b)−1 denotes the inverse mapping of S(b).
The terminology S(b) follows Joyce’s paper [27] and a ∗ w (= aw) follows Fenn and
Rourke [15].
Definition 2.1.3 [25] Let X denote a quandle. An automorphism of X is called
inner-automorphism of X if it is S(w) for a word w.
Definition 2.1.4 [10] Deﬁne a relation on X by a ∼ b if a is mapped to b by an
inner-automorphism of X. The relation ∼ is an equivalence relation. The orbit of
a ∈ X is the equivalence class of a, which is denoted by Orb(a). The set of equivalence
classes of X by ∼ is denoted by Orb(X). When we regard Orb(X) as a trivial quandle
(see Section 2.2), the projection map π : X → Orb(X) is a quandle homomorphism.
In this case Orb(X) is called the orbit quandle of X.
If c ∗ b = a, we write c = a ∗ b. Note that if (X, ∗) is a quandle or a rack, then so
is (X, ∗). It is called the dual quandle of (X, ∗) [8].
A subset of a quandle that forms a quandle by itself is called a subquandle.
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2.2 Examples of quandles
• The Trivial Quandle [15]. Any set T with the operation x ∗ y = x for any
x, y ∈ X is a quandle called a trivial quandle. If T has n elements, the elements
of T can be represented by the numbers 1, 2, . . . , n, and T is denoted by Tn.
• The Conjugation Quandle [15]. For any group G, deﬁne g ∗ h to be h−1gh for
any g, h ∈ G. Then, (G, ∗) deﬁnes the conjugation quandle, sometimes written
by conj(G).
• The Dihedral Quandle [15]. Let D2n be the dihedral group of order 2n, which
may be taken to be the symmetry group of a regular n-gon. Then, D2n has a
presentation
D2n = 〈x, y|x2 = 1 = yn, xyx = y−1〉,
where x is a reﬂection through a ﬁxed vertex and y is a rotation of a regular n-
gon through an angle of 2π
n
about its center. The set Rn of all possible reﬂections
is written as {ai = xyi|i = 0, . . . , n − 1}, and it is closed under conjugation.
We use the subscripts from Zn in the following computations. The operation
by conjugation is computed as
ai ∗ aj = a−1j aiaj = xyjxyixyj = xyjy−iyj = a2j−i.
Therefore, we may consider the dihedral quandle as
Rn = {0, 1, 2, . . . , n− 1}
with the operation a ∗ b ≡ 2b− a (mod n).
• The Alexander Quandle [8]. Let Λ be the ring of Laurent polynomials Z[T, T−1]
in the variable T . Any Λ-module M has the structure of a quandle with the
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operation a ∗ b = Ta + (1 − T )b for any a, b ∈ M . We call such a quandle an
Alexander quandle. In particular, for any Laurent polynomial h(T ) such that
the highest and lowest terms are invertible in Zn, Zn[T, T
−1]/(h(T )) is a ﬁnite
quandle.
If T = −1, then the quandle operation of a ﬁnite Alexander quandle becomes
a ∗ b ≡ 2b − a (mod n), which is the operation for dihedral quandles. This value
of T is achieved when h(T ) = T + 1. If T = 1, then the quandle operation becomes
a ∗ b = a, which is the operation for trivial quandles (if a positive integer n is used
instead of 0). This value occurs if h(T ) = T − 1. Thus, both dihedral and trivial
quandles may be considered as special cases of Alexander quandles.
2.3 Classification of 4-element quandles
In this section we use new constructions of quandles to describe 4-element quandles,
in addition to extensions by cocycles (see Chapter 4).
Let X = {(Xα, ∗α) : α ∈ Λ} be a family of racks, where Λ is an index set. A rack
W , called the disjoint union of X , is deﬁned as follows. As a set, W = unionsqΛX . For
x1 ∈ Xα and x2 ∈ Xβ, the rack operation is deﬁned by
x1 ∗ x2 =


x1 ∗α x2 if α = β,
x1 if α = β.
It is checked that W is a rack (or quandle) if Xα is for every α ∈ Λ. This construction
is found in [3, 15].
Another construction is given as follows. Let X0, X1 be trivial quandles, and let
τ : X1 → A ⊂ S(X0) be a map into an abelian subgroup A of the permutation group
of elements of X0. The image of τ need not be a subgroup of A. Denote the image
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by τ(k) = τk : X0 → X0. Let X = X0 ∪X1 and deﬁne a binary operation on X by
a ∗ b =


a if a, b ∈ X0, or a ∈ X1
τb(a) if a ∈ X0, b ∈ X1
Lemma 2.3.1 The above constructed X is a quandle with ∗ as its operation.
Proof. The conditions (I) and (II) of Deﬁnition 2.1.1 are easily checked case by case.
If a ∈ X1, then the both sides of the self-distributive law (III) are a, and thus the
law is satisﬁed. Axiom (III) is also satisﬁed, if all a, b, c are in X0. If a ∈ X0 and
b, c ∈ X1, then
(a ∗ c) ∗ (b ∗ c) = (a ∗ c) ∗ b = (τb ◦ τc)(a) = (τc ◦ τb)(a) = (a ∗ b) ∗ c,
as A is an abelian group. If a, b ∈ X0 and c ∈ X1, then
(a ∗ b) ∗ c = τc(a ∗ b) = τc(a) = a ∗ c = (a ∗ c) ∗ (b ∗ c)
as the element b ∗ c ∈ X0 acts trivially on X0. If a, c ∈ X0 and b ∈ X1, then
(a ∗ b) ∗ c = τb(a) ∗ c = τb(a) = τb(a ∗ c) = (a ∗ c) ∗ b = (a ∗ c) ∗ (b ∗ c).
These exhaust all the cases. 
Example 2.3.2 Let Vn = Tn−1 ∪ T1 for X0 = Tn−1, X1 = T1 in the previous con-
struction, where the right action of T1 on Tn−1 is a permutation and Tn denotes the
trivial quandle of n elements. Then Vn is a quandle. In particular, there is a quandle
V4 of four elements up to isomorphism, where T1 acts as a 3-cycle on T3.
We use the above constructions of quandles as a tool to describe quandles, and
as an application we classify 4-element quandles. Quandles with three elements are
14
R4 P3 unionsq T1 Y4
y = y = y =
x ∗ y a b c d x ∗ y a b c d x ∗ y a b c d
x = a a a b b x = a a x = a a a a a
b b b a a b P3 b b b b b b
c d d c c c c c d d c c
d c c d d d d d c c d d
Table 1. Multiplication tables for R4, P3 unionsq T1, and Y4
classiﬁed in [15]: T3, R3, and P3 where P3 is the homomorphic image of R4 with even
numbers identiﬁed to a single element.
Let Y4 be the quandle deﬁned by the multiplication table to the right of Ta-
ble 1. We remark here that using the extensions of quandles E(X,A, φ) are deﬁned
in Section 4.1, R4 is described as E(T2,Z2, χ0,1 + χ1,0) and the Y4 is described as
E(T2,Z2, χ0,1). See Section 4.1 for more details on notation.
Proposition 2.3.3 Any 4-element quandle is isomorphic to exactly one of the quan-
dles in the following list: T4, Z2[T, T
−1]/(T 2 + T + 1), V4, R3 unionsq T1, P3 unionsq T1, R4,
Y4.
Thus extensions, their homomorphic images, and disjoint unions are expected to
be eﬀective ways of describing small quandles. The proof of Proposition 2.3.3 follows
from the following sequence of lemmas.
Lemma 2.3.4 Let X be a quandle with four elements. If there are a, b ∈ X such
that b ∗ a = b, then there is a trivial subquandle T2 ⊂ X.
Proof. If a ∗ b = a, then T2 = {a, b} is a trivial subquandle. Hence, assume that
a ∗ b = c, where c is an element of X distinct from a and b. Then, c ∗ a = (a ∗ b) ∗ a =
a ∗ (b ∗ a) = a ∗ b = c.
(Case 1) c ∗ b = a. Then, a ∗ c = (c ∗ b) ∗ (a ∗ b) = (c ∗ a) ∗ b = c ∗ b = a, so that
X would contain a subquandle T2 = {a, c} (if this information completes to form a
quandle X).
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(Case 2) c ∗ b = d. Then, a ∗ c = (d ∗ b) ∗ (a ∗ b) = (d ∗ a) ∗ b = d ∗ b = a, so
we obtain T2 = {a, c}. Here, d ∗ a = d since the action of a is a permutation, and
we already have b ∗ a = b and c ∗ a = c. Similarly, d ∗ b = a since we already have
a ∗ b = c and c ∗ b = d. 
Lemma 2.3.5 If a 4-element quandle X does not have a trivial subquandle T2 of two
elements, then X is isomorphic to Z2[T, T
−1]/(T 2 + T + 1).
Proof. Let a, b ∈ X be distinct elements. By Lemma 2.3.4, we may assume that
b ∗ a = c, where c ∈ X is distinct from a and b. If c ∗ a = b, then d ∗ a = d, which
implies T2 ⊂ X by Lemma 2.3.4. Hence we assume that c ∗ a = d. Then, we have
d ∗ a = b considering that the action by a from the right is a permutation.
(Case 1) Suppose a ∗ b = a. By Lemma 2.3.4 there is T2 ⊂ X.
(Case 2) Suppose a ∗ b = c. We have a ∗ c = (a ∗ a) ∗ (b ∗ a) = (a ∗ b) ∗ a =
c ∗ a = d. Then, by considering the action by b, we have that c ∗ b can be either a or
d. Similarly, by considering the action by c, we have that b ∗ c can be either a or b.
Since c ∗ b = (b ∗ a) ∗ b = b ∗ (a ∗ b) = b ∗ c then c ∗ b = b ∗ c = a, which contradicts
b ∗ c = (d ∗ a) ∗ (b ∗ a) = (d ∗ b) ∗ a = d ∗ a = b. Therefore, this choice does not yield
a quandle.
(Case 3) Suppose a∗b = d. By Lemma 2.3.4 and actions by elements, this condition
uniquely determines a quandle isomorphic to Z[T, T−1]/(T 2+T +1). Speciﬁcally, the
isomorphism is given by a 	→ 0, b 	→ 1, c 	→ T , and d 	→ 1 + T . 
Lemma 2.3.6 Suppose a 4-element quandle X has a subquandle isomorphic to R3.
Then X is isomorphic to R3 unionsq T1.
Proof. Let X = {a, b, c, d} and R3 = {a, b, c}. Since the right action is injective, we
have d ∗ x = d for x = a, b, c. Also, for any x = a, b, c, we have x ∗ d = x ∗ (d ∗ x) =
(x∗d)∗x and there is a unique solution y for y ∗x = x, namely, y = x, and we obtain
x ∗ d = x. The result follows. 
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Lemma 2.3.7 Suppose a non-trivial quandle X = {a, b, c, d} has trivial subquandles
T2 ∼= {a, b} and T2 ∼= {c, d}. Then, X is isomorphic to either P3 unionsq T1, R4 or Y4.
Proof. If the right action of {a, b} on {c, d} is trivial, then c∗a = c, d∗a = d, c∗b =
c, d ∗ b = d. Then, there are are two possibilities, either a ∗ c = a or a ∗ c = b. When
a ∗ c = a and a ∗ d = a, then X is isomorphic to T4. Otherwise, when a ∗ c = a and
a ∗ d = b we have that X is isomorphic to P3 unionsq T1. If a ∗ c = b and a ∗ d = a, then X
is isomorphic to P3 unionsq T1. Otherwise, for a ∗ c = b and a ∗ d = b, X is isomorphic to
Y4.
Suppose the right action of {a, b} on {c, d} is not trivial. There are three such
cases: (Case 1) c ∗ a = c, d ∗ a = d, c ∗ b = d, d ∗ b = c, in which case, a ∗ d =
(a ∗ b) ∗ (c ∗ b) = (a ∗ c) ∗ b. If a ∗ c = a, then a ∗ d = a ∗ b = a, and P3 unionsq T1 results. If
a ∗ c = b, then a ∗ d = b ∗ b = b, and the quandle X has the following multiplication
table:
y =
x ∗ y a b c d
x = a a a b b
b b b a a
c c d c c
d d c d d
However, (c ∗ a) ∗ c = c and c ∗ (a ∗ c) = d, so that this is not a quandle.
(Case 2) c ∗ a = d, d ∗ a = c, c ∗ b = c, d ∗ b = d, which is similar to the case above.
(Case 3) c ∗ a = d, d ∗ a = c, c ∗ b = d, d ∗ b = c, in which case, a ∗ d = a ∗ (c ∗ a) =
(a∗ c)∗a. If a∗ c = a, then a∗d = a∗a = a, and the quandle Y4 appears. If a∗ c = b,
then a ∗ d = b ∗ a = b, in which case X ∼= R4. 
Lemma 2.3.8 Suppose X = {a, b, c, d} has a trivial subquandle T2 = {a, b}, and
{c, d} does not form a trivial quandle. Then X is isomorphic to R3 unionsq T1 or V4.
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Proof. There are three cases for the right actions of {a, b} on c. (Case 1) c ∗ a =
c, c ∗ b = c. It follows that d ∗ a = d, d ∗ b = d. If there is a subquandle T3, then X is
isomorphic to V4. Therefore, assume that there is no subquandle T3. Since a and b
play symmetric roles, there are two cases: d ∗ c = a, and d ∗ c = d. If d ∗ c = a, then
a ∗ c = b and b ∗ c = d (otherwise it falls into the next case, by switching b and d).
Then,
a ∗ d = (d ∗ c) ∗ (b ∗ c) = (d ∗ b) ∗ c = d ∗ c = a
and
b ∗ d = (a ∗ c) ∗ (b ∗ c) = (a ∗ b) ∗ c = a ∗ c = b,
thus X has a subquandle T3. If d ∗ c = d, then a ∗ c = b and b ∗ c = a, since otherwise
it has a subquandle T3. Note that in this case a ∗ d = (b ∗ c) ∗ d = (b ∗ d) ∗ (c ∗ d), and
b ∗ d = (a ∗ c) ∗ d = (a ∗ d) ∗ (c ∗ d). Hence, c ∗ d transposes a ∗ d and b ∗ d by right
action. This implies that c ∗ d = c, then {c, d} is trivial.
(Case 2) c ∗ a = c and c ∗ b = d. If d ∗ c = a, then c ∗ d = (d ∗ c) ∗ b = a ∗ b = a,
and a ∗ c = (c ∗ d) ∗ c = c ∗ (d ∗ c) = c ∗ a = c, which contradicts the action of c on the
remaining elements by permutation. Hence, this choice does not yield a quandle. If
d ∗ c = b, then c ∗ d = (d ∗ c) ∗ b = b, b ∗ d = (d ∗ c) ∗ d = d ∗ (c ∗ d) = d ∗ b = c, and
b ∗ c = (c ∗ d) ∗ c = c ∗ (d ∗ c) = c ∗ b = d, and {b, c, d} form a subquandle isomorphic
to R3.
Suppose d ∗ c = d. Then, c ∗ d = (d ∗ c) ∗ b = d ∗ b = c, and {c, d} form T2. We
observe that the case c ∗ a = d and c ∗ b = c is similar.
(Case 3) c ∗a = d, c ∗ b = d. Assume d ∗ c = d. Then, c ∗d = (d ∗ c) ∗a = d ∗a = c,
thus {c, d} is a trivial quandle. Hence, either d ∗ c = a or b. One case is similar to
the other, so assume d ∗ c = a. It follows that c ∗ d = (d ∗ c) ∗ a = a, as well as
a∗ c = (c∗d)∗ c = c∗ (d∗ c) = c∗a = d, and a∗d = (d∗ c)∗d = d∗ (c∗d) = d∗a = c.
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Hence, there is a subquandle R3 = {a, c, d}. In fact, since c ∗ b = d, this case
contradicts Lemma 2.3.6 and does not form a quandle. 
It is easy to see that the quandles listed in Proposition 2.3.3 are not isomorphic
to each other, by looking at subquandles or orbits. This is proved in the following
lemma.
Lemma 2.3.9 The quandles T4, Z2[T, T
−1]/(T 2 + T + 1), V4, R3 unionsq T1, P3 unionsq T1, R4,
Y4 are pairwise non-isomorphic.
Proof. The quandles listed above, except for T4, are not trivial quandles. The only
proper subquandle of Z2[T, T
−1]/(T 2+T+1) is T1, while the remaining quandles have
proper subquandles of higher order. The quandle V4 is the only quandle from the list
that has a proper subquandle isomorphic to a trivial quandle T3. By Lemma 2.3.8,
if a quandle contains a subquandle isomorphic to T3, then that quandle must be V4.
The largest subquandle that is isomorphic to a trivial quandle is T2 for the remaining
quandles, R3 unionsq T1, P3 unionsq T1, Y4, and R4. By Lemma 2.3.6, R3 unionsq T1 is the only quandle
that contains a subquandle isomorphic to R3.
The quandle P3 unionsq T1 has one element that acts (from the right) trivially on the
remaining elements. This can be seen from a multiplication table for P3 unionsq T1, shown
in the middle of Table 1, where d acts trivially on a, b, c and d. However, R4 has no
such element, as shown in the multiplicaton table corresponding to R4 in Table 1.
A multiplication table for the quandle Y4 is given in Table 1. There are two
elements, c and d, that act trivially on the other three elements. These result the
three element subquandles shown in Table 2, which diﬀer from the quandle P3, also
shown in Table 2. Hence, Y4 is not isomorphic to P3 unionsq T1.
By Lemma 2.3.7, R4 and Y4 appear when we have two trivial subquandles of
order two. The quandle Y4 has an element a such that all the elements act on a
trivially. The quandle R4, however, does not have such an element. Therefore, the
two extensions are not isomorphic. 
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T1 = {c} T1 = {d} P3
y = y = y =
x ∗ y a b d x ∗ y a b c x ∗ y 0 1 3
x = a a a a x = a a a a x = 0 0 0 0
b b b b b b b b 1 3 1 1
d c c d c d d c 3 1 3 3
Table 2. Comparison of 3-element quandles of Y4 with P3
Recently, Gran˜a [21] classiﬁed indecomposable racks (an extension of a rack with
no proper quotients) of order p2, where p is prime. Nelson [36] obtained a procedure
for classifying ﬁnite Alexander quandles in terms of their submodules.
An important problem in knot theory is to determine which knots are equivalent
and which are not. One way of approaching this problem is by coloring knot diagrams.
In the next section we see that Fox’s n-coloring generalizes to colorings by quandles.
2.4 Colorings of knot diagrams by quandles
The motivation for studying quandles partly arises from knot and link diagrams.
Consider an oriented knot diagram, with co-orientaion given by the right hand rule.
Let X be a quandle. It is possible to label each arc of the knot diagram by a quandle
element as follows.
Definition 2.4.1 [28, 35] A coloring of an oriented classical link diagram is a function
C : R → X, where X is a ﬁxed quandle and R is the set of over-arcs in the diagram,
satisfying the condition depicted in Figure 9. In the ﬁgure, a crossing with over-arc,
β, has color C(β) = b ∈ X. The under-arcs are called α and γ from top to bottom;
the normal (co-orientation) of the over-arc β points from α to γ. Then, it is required
that if C(α) = a and C(γ) = c, then c = a ∗ b.
The quandle element C(r) assigned to an arc r by a coloring C is called a color of
the arc. Note that locally the colors do not depend on the orientation of the under-
arc. This deﬁnition of colorings on knot diagrams has been known, see [15, 19] for
20











C(β) = b
C(γ) = c = a ∗ b
C(α) = a
Figure 9. Quandle relation at a crossing
example. The set of colorings of a knot diagram K by a quandle X is denoted by
ColX(K). The cardinality of all such colorings is denoted by |ColX(K)|. Henceforth,
all the quandles that are used to color diagrams will be ﬁnite.
Example 2.4.2 Let X be R3 (the dihedral quandle of order 3) with quandle opera-
tion a ∗ b = 2b− a, where a, b, c ∈ X. Then, the trefoil K is colored by R3 as depicted
in Figure 10. It is seen that |ColX(K)| = 9.
2
2*0 = 1 0*1 = 2
1*2 = 0
1
0
Figure 10. A trefoil colored by the quandle R3
Proposition 2.4.3 [8] The number of colorings |ColX(K)| is a knot invariant.
Consider the dihedral quandle of n elements, Rn. At a crossing we have the colors
C(λr) = a, C(λq) = b and C(λs) = a ∗ b. If a = b, then a ∗ b = a ∗ a = a. Otherwise,
a ∗ b ≡ 2b − a (mod n). We see that the quandle operation is equivalent to the
requirement of the n-colorability condition deﬁned in Deﬁnition 1.3.4. Therefore, an
n-coloring is a quandle coloring of a link by Rn. The n-colorability is equivalent to
|ColX(K)| > |X|. The classical result that a knot is non-trivially (Fox) n-colorable
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(for n prime) if n|∆(−1), where ∆(T ) denotes the Alexander polynomial, has been
generalized by Inoue [24] to the following:
Theorem 2.4.4 [24] Let ∆
(i)
K (T ) denote the greatest common divisor of all (n−i−1)
minor determinants of the presentation matrix for the knot module obtained via
the Fox calculus [29]. Let p be a prime number and J an ideal of the ring Λp =
Zp[T, T
−1]. For each i ≥ 0, put ei(T ) = ∆(i)K (T )/∆(i+1)K (T ). Then, the number of
colorings by the Alexander quandle Λp/J is equal to the cardinality of the module
Λp/J ⊕⊕n−2i=0 {Λp/(ei(T ), J)}.
Classical knots have fundamental quandles that are deﬁned via generators and
relations. The deﬁnitions of the fundamental quandle are found in [15, 27, 28, 33],
for example. Here we give a brief description.
A presentation 〈 S | R 〉 of a rack or a quandle is deﬁned in a similar way as for
groups as follows [15, 27, 28]. The free rack FR(S) is as a set S×F (S), where F (S)
is the free group on S. The rack operation is deﬁned by (a, w) ∗ (b, z) = (a, wz−1bz).
The set of relations R is given and it consists of identities of the form x = y. Deﬁne a
congruence relation∼ on a rack Y to be an equivalence relation such that if a ∼ b ∈ Y ,
then a ∗ c ∼ b ∗ c and c ∗ a ∼ c ∗ b, for any c ∈ Y . Let ∼ on FR(S) be the smallest
congruence containing R, that is, ∼ is the smallest congruence such that if x = y is
in R, then x ∼ y. Then, the rack with given presentation is deﬁned by
X = 〈 S | R 〉 = FR(S)/ ∼ .
For a presentation of a quandle we require a ∗ a ∼ a, for any a ∈ FR(S).
The fundamental quandle is deﬁned in a similar way to the fundamental group,
as follows. The generators, x1, . . . , xm, are assigned to arcs of a given knot or link
diagram. A relation is assigned to each crossing as depicted in Figure 9. Speciﬁcally,
if xi is the generator assigned to the under-arc away from which the normal of the
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over-arc points, xk is assigned to the other under-arc, and xj is assigned to the over-
arc, then the relation rh : xi ∗ xj = xk is assigned to obtain the set of relations
r1, . . . , rn from all the crossings (see Figure 11).
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xj
xk
xi
rh : xi ∗ xj = xk
Figure 11. Wirtinger relation of the fundamental quandle
The quandle Q(K) deﬁned by the thus obtained presentation
〈 x1, . . . , xm | r1, . . . , rn 〉
is called the fundamental quandle of a classical knot K, or simply the quandle of K.
Note the similarity of the Wirtinger presentation to the fundamental group [30],
where the relation xi∗xj = xk corresponds to x−1j xixj = xk in the fundamental group.
Example 2.4.5 From a standard diagram of a trefoil K as depicted in Figure 6, we
obtain a presentation for the fundamental quandle of the trefoil
Q(K) = 〈 x1, x2, x3 | x3 ∗ x2 = x1, x2 ∗ x1 = x3, x1 ∗ x3 = x2 〉.
A coloring of a classical knot diagram by a quandle X gives rise to a quandle
homomorphism from the fundamental quandle to the quandle X [24]. Knot diagrams
colored by quandles can be used to study quandle homology groups. This viewpoint
was developed in [16, 18, 23] for rack homology and homotopy, and generalized to
quandle homology in [12]. Quandle homomorphisms and virtual knots are applied to
this homology theory [10]. State-sum invariants using quandle cocycles as Boltzmann
weights are deﬁned [8] and computed for important families of classical knots and
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knotted surfaces [9]. The invariants were applied to studying knots, for example, in
detecting non-invertible knotted surfaces [8].
The next chapter discusses homology and cohomology theories of quandles, and
cocycle knot invariants.
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CHAPTER 3
COHOMOLOGY THEORY OF QUANDLES AND COCYCLE KNOT
INVARIANTS
In this chapter, following [10] and [25], we ﬁrst deﬁne the homology and cohomology
theories for quandles needed to understand this work. Then, motivated by the main
problem of knot theory of distinguishing diﬀerent knots, we consider new link invari-
ants. The new invariants are deﬁned using colorings of link diagrams by quandles
and quandle cocycles.
3.1 Homology and cohomology of quandles
Originally, rack homology and homotopy theories were deﬁned and studied in [16], and
a modiﬁcation to a quandle homology theory was given in [8] to deﬁne a knot invariant
in a state-sum form. The most general form of the quandle homology known to date
is given in [2]. The cohomology theory has found applications to the classiﬁcation of
Nichols algebras [2]. Computations are found in [9, 10, 14, 31, 34], for example.
For n > 0, let CRn (X) be the free abelian group generated by n-tuples (x1, . . . , xn)
of elements of a quandle X. If n ≤ 0, let CRn (X) = 0. Deﬁne a homomorphism
∂n : C
R
n (X)→ CRn−1(X) by
∂n(x1, x2, . . . , xn) =
n∑
i=2
(−1)i [(x1, x2, . . . , xi−1, xi+1, . . . , xn)
− (x1 ∗ xi, x2 ∗ xi, . . . , xi−1 ∗ xi, xi+1, . . . , xn)] ,
for n ≥ 2 and ∂n = 0 for n ≤ 1. Direct calculations show that ∂ ◦ ∂ = 0. Then,
CR∗ (X) = {CRn (X), ∂n} is a chain complex.
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Let CDn (X) be the subset of C
R
n (X) generated by n-tuples (x1, . . . , xn) with xi =
xi+1 for some i ∈ {1, . . . , n−1} if n ≥ 2; otherwise let CDn (X) = 0. If X is a quandle,
then ∂n(C
D
n (X)) ⊂ CDn−1(X) and CD∗ (X) = {CDn (X), ∂n} is a sub-complex of CR∗ (X).
Put CQn (X) = C
R
n (X)/C
D
n (X) and C
Q
∗ (X) = {CQn (X), ∂′n}, where ∂′n is the induced
homomorphism. Henceforth, all boundary maps will be denoted by ∂n.
For an abelian group G, deﬁne the chain and cochain complexes
CW∗ (X;G) = C
W
∗ (X)⊗G, ∂ = ∂ ⊗ id;
C∗W(X;G) = Hom(C
W
∗ (X), G), δ = Hom(∂, id)
in the usual way, where W = D, R, Q.
Definition 3.1.1 [8] The nth quandle homology group and the nth quandle cohomol-
ogy group of a quandle X with coeﬃcient group G are
HQn (X;G) = Hn(C
Q
∗ (X;G)), H
n
Q(X;G) = H
n(C∗Q(X;G)).
The cycle and boundary groups are denoted by ZWn (X;G) and B
W
n (X;G), so that
HWn (X;G) = Z
W
n (X;G)/B
W
n (X;G), where W is one of D, R, or Q. The cocycle and
coboundary groups are denoted by ZnW(X;G) and B
n
W(X;G), respectively, so that
HnW(X;G) = Z
n
W(X;G)/B
n
W(X;G).
The coeﬃcient group G is omitted if G = Z.
In the following sections we discuss cocycle knot invariants from the viewpoint of
coloring knot diagrams by quandles.
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3.2 Cocycle knot invariants
The notion of state-sum originated from statistical mechanics. From the mathemati-
cal point of view, the state-sum invariants have been studied in relation to the Jones
polynomial and generalizations (see, for example, [35]). State-sum invariants using
quandle cocycles as Boltzmann weights were deﬁned in [8] and computed for impor-
tant families of classical knots and knotted surfaces in [9]. The invariants were applied
to studying knots, for example, in detecting non-invertible knotted surfaces [8]. Here
we describe such invariants.
In Figure 12, the two possible oriented and co-oriented crossings are depicted. On
the left the crossing is positive and on the right is negative. Let τ denote a crossing
and C denote a coloring. Let r be the over-arc at τ , and r1, r2 be under-arcs such that
the normal to r points from r1 to r2. Let x = C(r1) and y = C(r). Pick a quandle 2-
cocycle φ ∈ Z2(X;G). Then, deﬁne B(τ, C) = φ(x, y)ε(τ) to be the Boltzmann weight,
where ε(τ) = 1 or −1, if τ is positive or negative crossing, respectively.
x ∗ y
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 
x y y
x
φ(x, y)−1φ(x, y)
x ∗ y


Figure 12. Weights for positive and negative crossings
Definition 3.2.1 [8] The state-sum, or partition function, is deﬁned by
Φφ(K) =
∑
C
∏
τ
B(τ, C).
The product is taken over all crossings of the given diagram, and the sum is taken
over all possible colorings.
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Note that the state-sum depends on the choice of the 2-cocycle φ. The values of
the state-sum are taken to be in the group ring Z[G] where G is the coeﬃcient
group (written multiplicatively). This is proved [8] to be a knot invariant, called the
(quandle) cocycle invariant.
φ
φ
φ
φφ
φ
φ  
( x, y )
( p, q)
( q, r )
(p*q, r ) ( p, r )
( q, r )
( p*r, q*r )
p
x y
q r
x*y
qp r
p*q
q*r (p*q)*r (p*r)*(q*r)
p*r
q*r
Figure 13. Type III move and the quandle identity
Figure 13 shows the invariance of the state-sum under the Reidemeister type III
move. The products of cocycles, equated before and after the move, is the 2-cocycle
condition
φ(p, q)φ(p ∗ q, r) = φ(p, r)φ(p ∗ r, q ∗ r).
Example 3.2.2 Consider the diagram of the (4,2)-torus link K as depicted in Fig-
ure 14. Let X = R4 (the dihedral quandle of order 4), and let G = Z2 be the
coeﬃcient group with generator t. Deﬁne the characteristic function by
χx(y) =


t if x = y
1 if x = y
,
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(     ,     )
i bk
ja
lb
a i bk
bk ja
ja lb
lb a i
bk
kb
a j
b l i
a
φ
φ
φ
φ
(     ,     )
(     ,     )
(     ,     )
a
Figure 14. The (4,2)-torus link
where x, y denote pairs (a, b) of quandle elements. Let φ be a function φ : {0, 1, 2, 3}×
{0, 1, 2, 3} → {1, t±1, t±2, . . .} given by φ = χ0,1 + χ0,3. It is known that φ satisﬁes
the 2-cocycle condition [8]. With this cocycle, the color ai = 0, bk = 1 in Figure 14
contributes t to the state-sum. Note that the choice of colors for ai and bk uniquely
determines a coloring of L. There are 16 colorings in total. The state-sum invariant,
as deﬁned in Deﬁnition 3.2.1, is computed by considering all possible colorings as
follows:
∑
C
∏
τ
B(τ, C) =
∑
C
φ(ai, bk)φ(bk, aj)φ(aj, b)φ(b, ai)
=
∑
C
tq, q ∈ Z2
= 8 + 8t.
Therefore, we ﬁnd that the state-sum is Φφ(T (4, 2)) = 8 + 8t.
3.3 Variations of cocycle knot invariants
Motivated by state-sum invariants of knot diagrams, we generalize cocycle knot in-
variants to invariants of classical links component-wise.
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Definition 3.3.1 Let L = K1 ∪ · · · ∪Kr be a link diagram and let Ti, i = 1, . . . , r,
denote the set of crossings at which the under-arcs belong to the component Ki.
Deﬁne the state-sum Φi(L) =
∑
C
∏
τ∈Ti B(τ, C) for each i = 1, . . . , r. The vector
Φ(L) = (Φi(L))
r
i=1 of the state-sum invariants is called the component-wise (quandle)
cocycle invariant of L.
It was observed [5] that Φ(L) = (
∑
C
∏
τ∈Ti B(τ, C))ri=1 is a link invariant, strictly
stronger than the single state-sum.
Example 3.3.2 We caclulate the component-wise cocycle invariant, as given in Deﬁ-
nition 3.3.1, for the (4,2)-torus link shown in Figure 14. The link has two components;
let K1 be the component on the left of the ﬁgure and K2 the component on the right.
Let τ1, τ2, τ3, τ4 be the four crossings from top to bottom, and φ ∈ Z2Q(R4;Z2) be
given by χ0,1 + χ0,3. Let t be the generator of the group Z. Then, T1 = {τ1, τ3} and
T2 = {τ2, τ4}.
For the ﬁrst component, K1, we have
Φ1(L) =
∑
C
∏
τ∈T1
B(τ, C)
=
∑
C
φ(ai, bk)φ(aj, b)
= 12 + 4t.
Similarly for the second component K2 we get Φ2(L) =
∑
C φ(bk, aj)φ(b, ai) = 12+4t.
Therefore, the cocycle invariant of the (4,2)-torus link is given by
Φ(T (4, 2)) = (Φ1(T (4, 2)),Φ2(T (4, 2))) = (12 + 4t, 12 + 4t).
Lopes [32] observed that the family {∏τ B(τ, C)}C∈ColX(K), where ColX(K) de-
notes the set of colorings of the knot K, is a knot invariant without taking summa-
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tion. In particular, inﬁnite quandles can be used for coloring in this case. Moreover,
he deﬁned for r-component links the vector version ({∏τ∈Ti B(τ, C)}C)ri=1.
We combine the above variations together with the one given by Deﬁnition 3.3.1
to deﬁne the following generalized cocycle invariant.
Definition 3.3.3 [7] Let X be a quandle, φ ∈ Z2Q(X;A), where A is an abelian
group, let C be a coloring of L by X, and B(τ, C) the Boltzmann weight at a crossing
τ . Let L = K1 ∪ · · · ∪Kr be a link and Ti, i = 1, . . . , r, be the set of crossings of L
such that the under-arcs belong to Ki. Deﬁne
Ψ(L) =
{(∏
τ∈T1
B(τ, C), . . . ,
∏
τ∈Tr
B(τ, C)
)}
C∈ColX(L)
,
where ColX(L) denotes the set of colorings, i.e. ColX(L) = {C}.
This version of a family of vectors is potentially stronger than Lopes’s version of a
vector of families. For example, the two distinct families of vectors {(1, t), (t, 1)} and
{(1, 1), (t, t)} give rise to the same vector of families ({1, t}, {1, t}). As an example,
we evaluate the invariant for the (4, 2)-torus link.
Example 3.3.4 We apply Deﬁnition 3.3.3 to Figure 14 of the L = (4, 2)-torus link.
The link L = K1 ∪ K2, where K1 is the component on the left of the ﬁgure, and
K2 is the component on the right. Let X be the quandle X = R4 and the cocycle
φ = χ0,1 + χ0,3, where φ ∈ Z2Q(R4;Z2), with Z2 = {1, t}. The generalized cocycle
invariant is calculated to be
Ψ(L) =
{(∏
τ∈T1
B(τ, C),
∏
τ∈T2
B(τ, C)
)}
C∈ColX(L)
= {(φ(ai, bk)φ(aj, b), φ(bk, aj)φ(b, ai))}ColX(L)
= {(1, 1), . . . , (1, 1)︸ ︷︷ ︸
8 copies
, (1, t), . . . , (1, t)︸ ︷︷ ︸
4 copies
, (t, 1), . . . , (t, 1)︸ ︷︷ ︸
4 copies
}.
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CHAPTER 4
EXTENSIONS OF QUANDLES BY 2-COCYCLES
In this chapter we discuss abelian extensions of quandles. Constructions of exten-
sions of quandles using cocycles were given in [11], which are similar to extensions of
groups using group cocycles [4]. We develop methods of constructing cocycles from
extensions. This is the opposite direction of [11] where an extension was constructed
from a 2-cocycle.
4.1 Abelian extensions
For a quandle X, an abelian group A, and a 2-cocycle φ ∈ Z2Q(X;A), the abelian
extension E = E(X,A, φ) was deﬁned in [11] as the set A × X, with the quandle
operation deﬁned by (a1, x1) ∗ (a2, x2) = (a1φ(x1, x2), x1 ∗ x2). Here, the abelian
group operation of A in the ﬁrst factor is denoted by multiplicative notation. The
following lemma is the converse of the fact proved in [11] that E(X,A, φ) is a quandle.
Lemma 4.1.1 Let X, E be finite quandles, and A be a finite abelian group written
multiplicatively. Suppose there exists a bijection f : E → A × X with the following
property. There exists a function φ : X ×X → A such that for any ei ∈ E (i = 1, 2),
if f(ei) = (ai, xi), then f(e1 ∗ e2) = (a1φ(x1, x2), x1 ∗ x2). Then, φ ∈ Z2Q(X;A).
Proof. For any x ∈ X and a ∈ A, there is e ∈ E such that f(e) = (a, x), and
(a, x) = f(e) = f(e ∗ e) = (aφ(x, x), x),
so that we have φ(x, x) = 1 for any x ∈ X.
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By identifying A×X with E by f , the quandle operation ∗ on A×X is deﬁned
for any (ai, xi), i = 1, 2, by
(a1, x1) ∗ (a2, x2) = (a1φ(x1, x2), x1 ∗ x2).
Since A×X is quandle isomorphic to E under this ∗, we have
[(a1, x1) ∗ (a2, x2)] ∗ (a3, x3)
= (a1φ(x1, x2), x1 ∗ x2) ∗ (a3, x3)
= (a1φ(x1, x2)φ(x1 ∗ x2, x3), (x1 ∗ x2) ∗ x3),
and
[(a1, x1) ∗ (a3, x3)] ∗ [(a2, x2) ∗ (a3, x3)]
= (a1φ(x1, x3), x1 ∗ x3) ∗ (a2φ(x2, x3), x2 ∗ x3)
= (a1φ(x1, x3)φ(x1 ∗ x3, x2 ∗ x3), (x1 ∗ x3) ∗ (x2 ∗ x3))
are equal for any (ai, xi), i = 1, 2, 3. Hence, φ satisﬁes the 2-cocycle condition. 
Then Lemma 4.1.1 implies that, under the same assumptions, we have E =
E(X,A, φ), where φ ∈ Z2Q(X;A). Next we identify such examples.
Theorem 4.1.2 For any positive integers q and m, Um+1 = Zqm+1 [T, T
−1]/(T − 1 +
q) is an abelian extension E = E(Zqm [T, T
−1]/(T − 1 + q),Zq, φ) of X = Um =
Zqm [T, T
−1]/(T − 1 + q) for some cocycle φ ∈ Z2Q(X;Zq).
Proof. Represent the elements of Zqm+1 by {0, 1, . . . , qm+1 − 1} and express them
in their q-ary expansion:
A = Amq
m + · · ·+ A1q + A0 ∈ Zqm+1 ,
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where 0 ≤ Aj < q, j = 0, . . . , m. With this convention, the Aj ’s are uniquely
determined integers. Deﬁne f : E → Zq ×X by
f(A) = (Am (mod q), A (mod q
m)),
where A =
∑m−1
j=0 Ajq
j. Then, for A,B ∈ Zqm+1 , the quandle operation is computed
in Zqm+1 by
A ∗B = TA + (1− T )B
= (1− q)(Amqm + · · ·+ A1q + A0)
+q(Bmq
m + · · ·+ B1q + B0)
= (Am − Am−1 + Bm−1)qm + (Am−1 − Am−2 + Bm−2)qm−1
+ . . .+ (A1 − A0 + B0)q + A0
= (Am − Am−1 + Bm−1)qm +
m−1∑
j=0
(Aj − Aj−1 + Bj−1)qj,
where A−1, B−1 are understood to be zeros in the last summation. Deﬁne a set-
theoretic section s : Zqm → Zqm+1 by
s
(
m−1∑
j=0
Xjq
j
)
= 0 · qm +
m−1∑
j=0
Xjq
j.
For X, Y ∈ Zqm deﬁne
φ(X, Y ) = [s(X) ∗ s(Y )− s(X ∗ Y )]/qm ∈ Zq.
Division by qm means to consider these elements as integers that are divisible by qm,
divide by qm, and compute the residue class modulo q. Note that s(X) ∗ s(Y ) =
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s(X ∗ Y ). Hence, s(X) ∗ s(Y )− s(X ∗ Y ) is divisible by qm. Then, we have
f(A ∗B) = (Am + φ(A,B), A ∗B).
Therefore, f yields an isomorphism
Zqm+1 [T, T
−1]/(T − 1 + q)→ E(Zqm [T, T−1]/(T − 1 + q),Zq, φ).
We can also make the following observation. In Zqm , we have that
A ∗B =
m−1∑
j=0
(Aj −Aj−1 + Bj−1)qj.
Moreover, the right-hand side of this equality is a uniquely determined integer for a
given A,B ∈ Zqm+1 . If this integer is positive, then A ∗B can be rewritten as a q-ary
expansion with Am − Am−1 + Bm−1 as the leading coeﬃcient, and we have
f(A ∗B) = (Am −Am−1 + Bm−1,
m−1∑
j=0
(Aj − Aj−1 + Bj−1)qj) ∈ Zq ×X.
If this integer is negative, then rewrite A∗B in terms of q-ary expansion with positive
coeﬃcients, and apply f to get that
f(A ∗B) = (Am − Am−1 + Bm−1 − 1,
m−1∑
j=0
(Aj − Aj−1 + Bj−1)qj) ∈ Zq ×X.
Thus, deﬁne δ : Zqm × Zqm → {0,−1} by
δ(A,B) =


0 if
∑m−1
j=0 (Aj −Aj−1 + Bj−1)qj ≥ 0,
−1 if ∑m−1j=0 (Aj −Aj−1 + Bj−1)qj < 0.
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Then, we rewrite f(A ∗B) as
f(A ∗B) = (Am + φ(A,B), A ∗B),
where φ(A,B) = Bm−1 + δ(A,B). Hence, f yields an isomorphism
f : Zqm+1 [T, T
−1]/(T − 1 + q)→ E(Zqm [T, T−1]/(T − 1 + q),Zq, φ). 
Theorem 4.1.3 For any positive integer q and m, the quandle Wm+1 =
Zq[T, T
−1]/(1 − T )m+1 is an abelian extension of X = Wm = Zq[T, T−1]/(1 − T )m
over Zq: E = E(X,Zq, φ), for some φ ∈ Z2Q(X;Zq).
Proof. Represent elements of E by A = Am(1−T )m + · · ·+A1(1−T )+A0, where
Aj ∈ Zq, j = 0, . . . , m. Deﬁne f : E → Zq ×X by
f(A) = (Am (mod q), A (mod (1− T )m)),
where A =
∑m−1
j=0 Aj(1 − T )j. Then, for A,B ∈ Wm+1, the quandle operation is
computed to be
A ∗B = TA + (1− T )B
= [1− (1− T )](Am(1− T )m + · · ·+ A1(1− T ) + A0)
+(1− T )(Bm(1− T )m + · · ·+ B1(1− T ) + B0)
= (Am −Am−1 + Bm−1)(1− T )m + (Am−1 − Am−2 + Bm−2)(1− T )m−1
+ · · ·+ (A1 − A0 + B0)(1− T ) + A0
= (Am −Am−1 + Bm−1)(1− T )m +
m−1∑
j=0
(Aj − Aj−1 + Bj−1)(1− T )j,
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where A−1, B−1 are understood to be zeros in the last summation, and the coeﬃcients
are in Zq. Note that in Zq[T, T
−1]/(1− T )m the quandle operation gives
A ∗B =
m−1∑
j=0
(Aj − Aj−1 + Bj−1)(1− T )j.
Therefore, we have
f(A ∗B) = (Am −Am−1 + Bm−1,
m−1∑
j=0
(Aj − Aj−1 + Bj−1)(1− T )j) ∈ Zq ×X.
Then, we can write
f(A ∗B) = (Am + φ(A,B), A ∗B),
where φ(A,B) = Bm−1 −Am−1. Hence f yields an isomorphism
Zq[T, T
−1]/(1− T )m+1 → E(Zq[T, T−1]/(1− T )m,Zq, φ).
The cocycle φ has a similar description to the one in Theorem 4.1.2. Let
s : Zq[T, T
−1]/(1− T )m → Zq[T, T−1]/(1− T )m+1
be a set-theoretic section deﬁned by
s
(
m−1∑
j=0
Aj(1− T )j mod (1− T )m
)
=
m−1∑
j=0
Aj(1− T )j mod (1− T )m+1.
Then, we have s(X) ∗ s(Y ) = s(X ∗ Y ) for any X, Y ∈ Zq[T, T−1]/(1− T )m. Hence,
[s(X) ∗ s(Y )− s(X ∗ Y )] is divisible by (1− T )m, and we get
φ(A,B) = [s(A) ∗ s(B)− s(A ∗B)]/(1− T )m ∈ Zq. 
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Example 4.1.4 1. Consider the case q = 2, m = 2 in Theorem 4.1.2. In this case
Z4[T, T
−1]/(T + 1) = R4, and
Z8[T, T
−1]/(T + 1) = R8 = E(R4,Z2, φ)
for some φ ∈ Z2Q(R4;Z2). In order to construct the cocycle, we use the bijection
f : R8 → Z2 ×R4 deﬁned by
f(0) = (0, 0), f(1) = (0, 1), f(2) = (0, 2), f(3) = (0, 3),
f(4) = (1, 0), f(5) = (1, 1), f(6) = (1, 2), f(7) = (1, 3).
By Lemma 4.1.1, if f(ei) = (ai, xi), then f(e1 ∗ e2) = (a1 + φ(x1, x2), x1 ∗ x2), using
additive notation, for any e1, e2 ∈ R8.
Let e1 = 0, e2 = 1. Then f(e1 ∗ e2) = (0 + φ(0, 1), 0 ∗ 1) = (0 + φ(0, 1), 2). On
the other hand, f(e1 ∗ e2) = f(0 ∗ 1) = f(2) = (0, 2). By equating the corresponding
parts in the last two relations, we observe that φ(0, 1) = 0.
Now choose e1 = 0 and e2 = 2. By similar calculations we get that f(e1 ∗ e2) =
(0 + φ(0, 2), 0 ∗ 2) = (0 + φ(0, 2), 0), and f(e1 ∗ e2) = f(0 ∗ 2) = f(4) = (1, 0). Note
that the ﬁrst factors in the two relations diﬀer by 1. This must be the contribution
of φ(0, 2). Therefore, the characteristic function χ0,2 appears in the cocycle φ, where
χa,b(x, y) =


1 if (x, y) = (a, b),
0 if (x, y) = (a, b)
denotes the characteristic function.
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By carrying out similar computations for all pairs, we obtain an explicit formula
for this cocycle φ:
φ = χ0,2 + χ0,3 + χ1,0 + χ1,3 + χ2,0 + χ2,3 + χ3,0 + χ3,1.
Similar computations yield the following formulas.
2. In case m = 1 and q = 3, the cocycle constructed is of the form
φ = χ0,1 + χ1,2 + χ2,0 + 2(χ0,2 + χ1,0 + χ2,1).
3. In case m = 2 and q = 3, the cocycle is
φ = χ0,3 + χ0,4 + χ0,5 + 2χ0,6 + 2χ0,7 + 2χ0,8
+ 2χ1,0 + χ1,4 + χ1,5 + χ1,6 + 2χ1,7 + 2χ1,8
+ 2χ2,0 + 2χ2,1 + χ2,5 + χ2,6 + χ2,7 + 2χ2,8
+ 2χ3,0 + 2χ3,1 + χ3,5 + χ3,6 + χ3,7 + 2χ3,8
+ 2χ4,0 + 2χ4,1 + 2χ4,2 + χ4,6 + χ4,7 + χ4,8
+ χ5,0 + 2χ5,1 + 2χ5,2 + 2χ5,3 + χ5,7 + χ5,8
+ χ6,0 + 2χ6,1 + 2χ6,2 + 2χ6,3 + χ6,7 + χ6,8
+ χ7,0 + χ7,1 + 2χ7,2 + 2χ7,3 + 2χ7,4 + χ7,8
+ χ8,0 + χ8,1 + χ8,2 + 2χ8,3 + 2χ8,4 + 2χ8,5.
4. Consider the case q = 2 and m = 2 in Theorem 4.1.3. The quandle Z2[T, T
−1]/(1−
T )2 is isomorphic to R4 by the correspondence 0 ↔ 0(1− T ) + 0, 1 ↔ 0(1− T ) + 1,
2↔ 1(1− T ) + 0, and 3↔ 1(1− T ) + 1. This is a special case of the isomorphism
Zn[T, T
−1]/(1− T )2 ∼= Zn2 [T, T−1]/(T − (kn + 1)) if gcd(n, k) = 1
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given in [31]. Then, the quandle Z2[T, T
−1]/(1−T )3 is an abelian extension E(R4;Z2, φ′)
for some φ′ ∈ Z2Q(R4;Z2). Moreover, the cocycle φ′(A,B) = B1 − A1 is 1 if and only
if the pair (A,B) has distinct coeﬃcients for (1− T ), and we obtain
φ′ = χ0,2 + χ2,0 + χ1,2 + χ2,1 + χ0,3 + χ3,0 + χ1,3 + χ3,1.
The cocycles φ0 = χ2,1 + χ2,3, φ1 = χ1,0 + χ1,2, and φ as constructed in Exam-
ple 4.1.4(1) are linearly independent (evaluate on the cycles deﬁned in Remark 4.1.9),
and φ′ = φ + φ0 + φ1.
Abelian extensions deﬁne surjective homomorphisms E(X,A, φ) = A × X → X
deﬁned by the projection onto the second factor. It was proved in [11] that two abelian
extensions E(X,A, φ) and E(X,A, φ′) are isomorphic if and only if φ is cohomologous
to φ′.
Proposition 4.1.5 The cocycles φ, φ′ obtained from the abelian extensions
Zqm+1 [T, T
−1]/(T − 1 + q) = E(Zqm [T, T−1]/(T − 1 + q),Zq, φ),
Zq[T, T
−1]/(1− T )m+1 = E(Zq[T, T−1]/(1− T )m,Zq, φ′),
respectively, are not coboundaries.
Proof. Direct computations show that the chains
c = (0, 1) + (q, qm−1 + q − 1) ∈ ZQ2 (X;Zq) and
c′ = (0, 1) + (1− T, (1− T )m−1 + (1− T )− 1) ∈ ZQ2 (X;Zq)
are cycles for X = Zqm [T, T
−1]/(T−1+q) and X = Zq[T, T−1]/(1−T )m, respectively.
Then, it is computed that φ(c) = 1 and φ′(c′) = 1, and hence φ and φ′ are not
coboundaries, and the result follows. 
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An extension theory of quandles for twisted cohomology cocycles was developed
in [6], and it provided more general extension theories. In the twisted case, the
coeﬃcient group is taken to be a Λ-module, thus has an Alexander quandle structure
and the extension AE(X,A, φ) = (A × X, ∗) is deﬁned by (a1, x1) ∗ (a2, x2) = (a1 ∗
a2 + φ(x1, x2), x1 ∗ x2) for φ ∈ Z2TQ(X;A), and is called an Alexander extension of
X by (A, φ). For example, Rpe is an Alexander extension of Rpe−1 by Rp such that
Rpe = AE(Rpe−1 , Rp, φ), for some φ ∈ Z2TQ(Rpe−1 ;Rp).
Remark 4.1.6 The quandle structure of a dihedral quandle Rn is deﬁned using the
ring structure of Zn. The product quandle Rm×Rn is deﬁned by component-wise op-
eration, so that it is deﬁned from the ring structure of Zm×Zn as well. Consequently,
two quandles Rm × Rn and Rmn are isomorphic if Zm × Zn and Zmn are isomorphic
as rings. Hence, if n = pe11 · · · pekk is the prime decomposition, then Rn is isomorphic
to Rpe11 × · · · ×Rpekk . For p = 2, the result of this section shows that Rpe is described
succesively as an extension of Rpe−1 .
Ohtsuki [37] deﬁned an extension theory and a new cohomology theory for quan-
dles, together with a list of problems in the subject.
The following lemma follows from deﬁnitions.
Lemma 4.1.7 [5] Let X, Y be quandles and A be an abelian group. If E is an abelian
extension of X for φ ∈ Z2Q(X;A): E = E(X,A, φ), then E×Y is an abelian extension
of X×Y for p#φ ∈ Z2Q(X×Y ;A): E×Y = E(X×Y,A, p#φ), where p : X×Y → X
is the projection to the first factor.
Corollary 4.1.8 For any positive integer n, E = R4n is an abelian extension E =
E(R2n,Z2, φ) of X = R2n for some cocycle φ ∈ Z2Q(R2n;Z2).
Proof. Let 2n = 2mk for an odd integer k. Then R2n ∼= R2m×Rk by Remark 4.1.6, and
by Lemma 4.1.7, R4n ∼= R2m+1×Rk is an abelian extension of R2n if R2m+1 is an abelian
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extension of R2m . This follows from Theorem 4.1.2 since R2m ∼= Z2m [T, T−1]/(T +1).

Remark 4.1.9 By Lemma 4.1.1 and Corollary 4.1.8, there is a cocycle φ ∈ Z2Q(R4n;Z2)
such that R8n is isomorphic to E(R4n,Z2, φ).
Let φ0,1, φ1,0 ∈ Z2Q(R4n;Z2) be cocycles deﬁned by
φ0,1 = p
#(χ0,1 + χ0,3), and φ1,0 = p
#(χ1,0 + χ1,2),
respectively, where p : R4n → R4 is a natural map p(x mod (4n)) = x mod (4). Here,
it is known [8] that
χ0,1 + χ0,3, and χ1,0 + χ1,2
are cocycles in Z2Q(R4;Z2). It is directly computed that
c0,1 = (0, 1)+(2, 1), c1,0 = (1, 0)+(4n−1, 0), c′0,1 = (0, 1)+(2, 2n+1) ∈ ZQ2 (R4n;Z2)
are cycles. Then, we have
φ0,1(c0,1) = 1, φ0,1(c1,0) = 0, φ0,1(c
′
0,1) = 1,
φ1,0(c0,1) = 0, φ1,0(c1,0) = 1, φ1,0(c
′
0,1) = 0,
φ (c0,1) = 0, φ (c1,0) = 0, φ (c
′
0,1) = 1,
where φ is computed in Example 4.1.4. Hence, we see that the cocycles φ0,1, φ1,0, and
φ are linearly independent.
Lemma 4.1.10 [5] Let X be a quandle, φi ∈ Z2Q(X;A), i = 0, 1, where A is an
abelian group, and E1 = E(X, φ1) be an extension, and let p : E1 → X be the natural
homomorphism (the projection onto the second factor). Then, E0 = E(E1, A, p
#φ0)
is isomorphic to E2 = E(X, (A, φ0), (A, φ1)).
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Proof. As sets, E0 = A×E1 = A× (A×X) and E2 = A×A×X. Let f : E0 → E2 be
the “identity” map between these sets. We show that f is an isomorphism. It only
needs to be checked that f is a homomorphism. One computes
f((a1, (b1, x1)) ∗ (a2, (b2, x2)))
= f(a1p
∗φ0((b1, x1), (b2, x2)), (b1, x1) ∗ (b2, x2))
= f(a1φ0(p(b1, x1), p(b2, x2)), (b1φ1(x1, x2), x1 ∗ x2))
= f(a1φ0(x1, x2), ((b1φ1(x1, x2), x1 ∗ x2))
= (a1φ0(x1, x2), b1φ1(x1, x2), x1 ∗ x2)
= f((a1, (b1, x1))) ∗ f((a2, (b2, x2)))
as desired. 
Lemma 4.1.11 Let p : R4n → T2 be the quotient homomorphism defined by p(x) = x
(mod 2), and ξ ∈ Z2Q(T2;Z2). Then,
(a) E(R4n,Z2, p
∗ξ) has a subquandle isomorphic to T4, and
(b) E(R4n,Z2, p
∗ξ) is not isomorphic to R8n.
Proof. By Lemmas 4.1.8 and 4.1.10, E = E(R4n,Z2, p
∗ξ) is isomorphic to E0 =
E(R2n, (Z2, ξ), (Z2, φ)), since R4n = E(R2n,Z2, φ) for some φ ∈ Z2Q(R2n;Z2). Then,
the subset
{(x, y, 0) ∈ Z2 × Z2 ×R2n = E0}
forms a subquandle isomorphic to T4. This proves (a).
To prove (b), it is suﬃcient to prove that R8n does not contain a subquandle
isomorphic to T4. If a∗b = a ∈ R8n, then 2b−a ≡ a (mod 4n), hence a ≡ b (mod 2n).
However, there are only two such integers mod 4n. Hence, the largest subquandle
isomorphic to a trivial quandle has two elements. 
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4.2 Evaluations of cocycle invariants using extension cocycles
As examples, we evaluate the previously deﬁned invariants for Whitehead link and
Borromean rings, using extension cocycles constructed in Section 4.1. We use the
coeﬃcient group A = Zq = {tn|n = 0, 1, . . . , q − 1} for a positive integer q.
2
(d, e)
(a, b)φ
(b, c)φ
(e, d)φ
(e, c)φ-
(a, e)φ-
_
a b
a*b=c
b*(a*b)=d
K K
b*(b*(a*b))=e
1
φ
Figure 15. A colored Whitehead link
Example 4.2.1 In Figure 15, a Whitehead link L = K1 ∪ K2 is depicted. Let
φ ∈ Z2Q(R8;Z2) be the cocycle deﬁned by Corollary 4.1.8. We evaluate the component-
wise cocycle invariant Φ(L) = (Φ1(L),Φ2(L)), which was given in Deﬁnition 3.3.1.
Denote the multiplicative generator of the coeﬃcient group Z2 by t, so that Z2 = {1, t}
and the invariant takes the form Φ(L) = (A1 +B1t, A2 +B2t), where Ai, Bi, i = 1, 2,
are non-negative integers.
The colors assigned to arcs are represented by the letters a through e. From the
ﬁgure, it is seen that all the colors are determined by the colors a and b assigned
to the top two arcs. We observe from the calculations that for any choice of two
elements a and b of R8, there is a unique coloring of L by R8 that restricts to the
chosen elements a and b. Therefore, there are 82 = 64 colorings of L by R8.
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We show that the state-sum term
∏
τ∈T1 B(τ, C) is trivial if and only if a and b
have the same parity (both even or both odd).
Suppose that a and b are both even, so that a = 2α, b = 2β. Then, one computes
that c = 4β−2α, d = 6β−4α, and we obtain e = 2β = b. Similar computations show
that e = b, if a and b are both odd. From the ﬁgure, the state-sum term for T1 is
φ(a, b)−φ(a, e), which is equal to φ(a, b)−φ(a, b) = 0, in this case. Suppose now that
a and b have opposite parities. By setting a = 2α + 1 and b = 2β (and vice versa),
we compute that e = b + 4, so that we obtain the state-sum term φ(a, b)− φ(a, e) =
φ(a, b)− φ(a, b+ 4). We claim that this is t.
Using the formula at the end of the proof of Theorem 4.1.2, we have φ(a, b) =
[s(a)∗s(b)−s(a∗ b)]/8. Here, s(a)∗s(b) is 2b−a computed modulo 16, and s(a∗ b) is
2b−a computed modulo 8, then regarded as an element modulo 16. Since a∗(b+4) =
2(b+ 4)− a = (2b− a) + 8 modulo 16, we have
φ(a, b)−φ(a, b+4) = [s(a)∗s(b)−s(a∗b)]/8−[s(a)∗s(b)+8−s(a∗b)]/8 = 1 (mod 2),
written additively. This proves the above claim. There are 32 colorings with the same
parity, and 32 with distinct parities. Hence, we obtain Φ(L) = (32 + 32t, 32 + 32t).
The following examples deal with the generalized deﬁnitions of cocycle invariants
as those were described in Deﬁnitions 3.3.1 and 3.3.3.
Example 4.2.2 Let X = Wm = Zq[T, T
−1]/(1−T )m or X = Um = Zqm [T, T−1]/(T−
1 + q), and L the Whitehead link. Then the generalized cocycle invariant is
Ψ(L) =


{(1, 1), . . . , (1, 1)︸ ︷︷ ︸
q2m copies
} for m = 1, 2,
{(tn, t−n), . . . , (tn, t−n)︸ ︷︷ ︸
qm+2 copies
}n∈{0,1,...,q−1} for m ≥ 3.
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Figure 16. Whitehead link
Consequently,
Φ(L) =


(q2m, q2m) for m = 1, 2,
(qm+2(tq−1 + · · ·+ t + 1), qm+2(tq−1 + · · ·+ t + 1)) for m ≥ 3.
Proof. Let X = Zq[T, T
−1]/(1− T )m. The case for X = Zqm [T, T−1]/(T − 1 + q)
is similar. Pick base points b1 and b2 on the components K1 and K2, respectively, of
the Whitehead link L = K1 ∪K2 as depicted in Figure 16, and trace each component
in the given orientation of the link. The colors assigned to the arcs are elements of
X and appear in this order w1, w2 for K1, and w3, . . . , w6 for K2 as shown in the
ﬁgure. The crossing at the tail of the arc colored by wi is deﬁned to be τi. First,
we determine the set of colorings: For m ≥ 3 and for two elements w1, w3 ∈ Wm
assigned to the top two arcs of the Whitehead link L, there is a coloring of L by X
which restricts to the given w1, w3 if and only if
w3 − w1 ≡ 0 (mod (1− T )m−3).
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For m = 1, 2, there is such a coloring for any w1, w3 ∈ X. This can be computed as
follows.
Represent the elements of X = Zq[T, T
−1]/(1−T )m by a = am−1(1−T )m−1+ · · ·+
a1(1−T )+a0, where aj ∈ Zq. Note that (1−(1−T ))(1+(1−T )+· · ·+(1−T )m−1) = 1
in X, so T−1 = 1+(1−T )+· · ·+(1−T )m−1. Note also that a ∗¯ b = T−1a+(1−T−1)b.
We have the following calculations for each arc:
w2 = w1 ∗ w3 = w1 + (1− T )(w3 − w1),
w4 = w3 ∗ w2 = w3 + (1− T )(w2 − w3)
= (w3 − w1)(1− T )2 − (w3 − w1)(1− T ) + w3,
w6 = w3 ∗¯ w4
= T−1w3 + (1− T−1)w4 = (w3 − w1)(1− T )2 + w3,
w5 = w4 ∗ w6 = w4 + (1− T )(w6 − w4)
= 2(w3 − w1)(1− T )2 − (w3 − w1)(1− T ) + w3.
These relations are obtained using the top four crossings (τ2, τ4, τ3, and τ5). The
bottom two crossings (τ6 and τ1) of the link give rise to relations. The ﬁrst relation
is w6 ∗ w2 = w5 for the second bottom crossing, giving (w1 − w3)(1 − T )3 ≡ 0
(mod (1 − T )m). The second relation that corresponds to the bottom crossing is
w1 ∗ w6 = w2 giving (w3 − w1)(1− T )3 ≡ 0 (mod (1− T )m), as claimed above.
Now we determine the contribution to the invariant for each coloring. Recall that
φ(w1, w3) = [s(w1) ∗ s(w3) − s(w1 ∗ w3)]/(1 − T )m. Since (w3 − w1)(1 − T )3 ≡ 0
(mod (1− T )m), we see that the contribution is
φ(w1, w3)− φ(w1, w6)
= [s(w1) ∗ s(w3)− s(w1 ∗ w3)]/(1− T )m
−[s(w1) ∗ s(w3) + (w3 − w1)(1− T )3 − s(w1 ∗ w3)]/(1− T )m
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= −(w3 − w1)(1− T )3/(1− T )m (mod q),
for the ﬁrst component, and for the second component, computations show that
φ(w3, w2)−φ(w6, w2)+φ(w6, w4)+φ(w4, w6) = (w3−w1)(1−T )3/(1−T )m (mod q).
For m = 1, 2 the contributions for the ﬁrst and the second component are both 0,
and we have qm choices for both w1 and w3, therefore Ψ(L) = ((1, 1), . . . , (1, 1)︸ ︷︷ ︸
q2m copies
) and
Φ(L) = (q2m, q2m).
For m ≥ 3, if w1 and w3 color L, then (w3 − w1)(1 − T )3 is 0 as an element
of X, so that w3 − w1 is uniquely written as w3 − w1 = k(1 − T )m−3, where k =
k0 + k1(1− T ) + k2(1− T )2, and k0, k1, k2 ∈ {0, 1, . . . , q − 1}. Then
(w3 − w1)(1− T )3 = k(1− T )m
= (k0 + k1(1− T ) + k2(1− T )2)(1− T )m = k0(1− T )m ∈ Wm+1.
Thus, the contribution to the invariant for the ﬁrst and second components are t−k0
and tk0, respectively.
To ﬁnd the number of colorings conrtibuting to t−k0 and tk0, ﬁx k0. We have
qm choices for w1 and q
2 choices for k. Then, w3 is uniquely determined by w3 =
w1 + k(1 − T )m−3. In total, the contribution is qmq2 = qm+2 for each t−k0 and tk0 .
Setting n = −k0 we obtain the result. 
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Figure 17. Borromean rings
Example 4.2.3 Let X = Wm = Zq[T, T
−1]/(1−T )m or X = Um = Zqm [T, T−1]/(T−
1 + q), and L the Borromean rings. Then, the generalized cocycle invariant is
Ψ(L) =


{(1, 1, 1), . . . , (1, 1, 1)︸ ︷︷ ︸
q3m copies
} for m = 1,
{(t−k0, t−0 , tk0+0), . . . , (t−k0 , t−0, tk0+0)︸ ︷︷ ︸
qm+2 copies
}k0,0∈{0,1,...,q−1} for m ≥ 2.
Consequently,
Φ(L) =


(q3m, q3m, q3m) for m = 1,
(qm+2(tq−1 + · · ·+ 1), qm+2(tq−1 + · · ·+ 1), qm+2(tq−1 + · · ·+ 1))
for m ≥ 2.
Proof. Let X = Wm and let L be the Borromean rings as depicted in Figure 17.
The case for X = Um is similar. Calculations are similar to the preceding example
and we give a sketch. First, we determine the set of colorings: For three elements
y1, y2, y3 ∈ X assigned to each outer arc in the diagram of L, there is a coloring of L
by X which restricts to the given y1, y2, y3 if and only if
(y2 − y3)(1− T )2 ≡ 0, (y1 − y2)(1− T )2 ≡ 0 and (y3 − y1)(1− T )2 ≡ 0.
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The outer three crossings are used to describe y4, y5, y6 in terms of y1, y2, y3, and the
inner three crossings give the above relations.
Contributions to the invariant are computed as follows. The contribution for the
ﬁrst component of L colored by y1 is φ(y1, y2) − φ(y1, y2 ∗ y3) = −(y3 − y2)(1 −
T )2/(1−T )m (mod q). For m = 1, the contribution is trivial, and the total number
of colorings is q3m. For m ≥ 2, (y3 − y2)(1− T )2 is divisible by (1− T )m, so y3 − y2
is uniquely written as y3 − y2 = k(1− T )m−2, where k = k0 + k1(1− T ) and k0, k1 ∈
{0, 1, . . . , q − 1}. Therefore,
(y3 − y2)(1− T )2 = k(1− T )m = (k0 + k1q)(1− T )m = k0(1− T )m,
and the ﬁrst component contributes t−k0 to the invariant. For the second component of
L colored by y2, similar calculations as above give the contribution φ(y2, y3)−φ(y2, y3∗
y1) = −(y1−y3)(1−T )2, which is divisible by (1−T )m so y1−y3 = (0+1(1−T ))(1−
T )m−2 and therefore −(y1 − y3)(1 − T )2 = −0(1 − T )m. The we obtain y2 − y1 =
−[(k0 + 0) + (k1 + 1)(1 − T )](1 − T )m−2, so that the third component contributes
tk0+0. Finally, the contribution to the invariant is the vector (t−k0, t−0 , tk0+0), where
the entries correspond to the components K1, K2, K3, respectively. The result follows.

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CHAPTER 5
EXTENDING COLORINGS OF KNOTS
In Chapter 2, we demonstrated how a knot diagram can be colored by a quandle.
Furthermore, in Chapter 4 we introduced the notion of extensions of quandles. Since
extensions of quandles are also quandles, we are led to ask: when can a coloring of
a knot by a quandle be extended to a coloring by an extension of the quandle? We
investigate this problem in the following chapter.
5.1 Extensions of colorings
Definition 5.1.1 Let K be a classical knot or link. Let C be a coloring of K by X.
Let E be a quandle with a surjective homomorphism p : E → X. If there is a coloring
C′ of K by E, such that for every arc a of K it holds that p(C′(a)) = C(a), then C′ is
called an extension of C.
Example 5.1.2 Let K be the (4, 2)-torus link shown in Figure 14. Let X = R4 and
let E(R4,Z2, φ) = R8, where φ is constructed in Example 4.1.4(1). Note that any
pair of elements of X assigned to ai and bk, uniquely determine the colors assigned
to all the arcs in the diagram. Let C be a coloring by R4 determined by ai = 0 and
bk = 2. Thus, aj = 0 and b = 2. Observe that ai = 0 and bk = 2 also uniquely
determine a coloring by R8, with aj = 4 and b = 6. Call this coloring C′. Then, C′
is an extension of C.
Now let C be the coloring of K by R4 determined by ai = 0 and bk = 1. Let ai = 0
and bk = 1 in R8. Then, the top two crossings require that aj = 2 and b = 3 in R8.
This assignment though does not satisfy the requirement of a coloring for the bottom
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two crossings, and therefore C does not extend to a coloring by R8 for this choice. By
checking all the possibilities (ai, bk) = {(0, 1), (0, 5), (4, 1), (4, 5)} we conclude that C
does not extend.
By checking all the cases, we ﬁnd that a coloring C by R4 extends to a coloring C′
by R8 if and only if the pair (ai, bk) is from the set
{(0, 0), (0, 2), (1, 1), (1, 3), (2, 0), (2, 2), (3, 1), (3, 3)}.
5.2 Cocycle knot invariants as obstructions to extending colorings
Let K be a knot and denote by Φφ(K) the state-sum invariant of K, as was given in
Deﬁnition 3.2.1, with respect to a quandle X, an abelian group A, and a cocycle φ ∈
Z2Q(X;A). Let E = E(X,A, φ) be the abelian extension of X by φ. We characterize
when the state-sum invariant deﬁned from this cocycle is non-trivial, if the cocycles
used are those deﬁned from abelian extensions. For characterizations on the triviality
of colorings, see [24].
Theorem 5.2.1 [5] Let C0(K,X) be the constant term (a positive integer) of Φφ(K),
and C(K,X) be the number of all colorings of K by X. Then, the number of colorings
of K by X that extend to colorings of K by E(X,A, φ) is equal to C0(K,X), and the
number of colorings that do not extend is C(K,X)− C0(K,X).
Proof. Let C be a coloring whose contribution to Φφ(K) is 1. Fix this coloring in what
follows. Pick a base point b0 on a knot diagram of K. Let x ∈ X be the color on the
arc α0 containing b0. Let αi, i = 1, . . . , n, be the set of arcs that appear in this order
when the diagram of K is traced in the given orientation of K, starting from b0. Pick
an element a ∈ A and give a color (a, x) on α0, so that we deﬁne a coloring C′ by E
on α0 by C′(α0) = (a, x) ∈ E. We try to extend it to the entire diagram by traveling
the diagram from b0 along the arcs αi, i = 1, . . . , n, in this order, by induction.
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Assume C′(αi) is deﬁned for 0 ≤ i < k. Deﬁne C′(αk+1) as follows. Suppose that
the crossing τk separating αk and αk+1 is positive, and the over-arc at τk is αj . Let
C′(αk) = (a, x) and C(αj) = y ∈ X. Then, we have C(αk+1) = x ∗ y ∈ X. Deﬁne
C′(αk+1) = (aφ(x, y), x ∗ y) in this case.
Suppose that the crossing τk is negative. Let C′(αk) = (a, x) and C(αj) = y ∈ X.
Hence, if C(αk+1) = z, then we have z ∗ y = x. Deﬁne C′(αk+1) = (aφ(z, y)−1, z) in
this case.
Deﬁne C′(αi) inductively for all i = 0, . . . , n. Regard α0 as αn+1, and repeat the
above construction at the last crossing τn to come back to α0. By the construction we
have C′(αn+1) = (a
∏
τ B(τ, C), C(α0)), where
∏
τ B(τ, C) is the state-sum contribution
(the product of Boltzmann weights over all crossings) of C. This contribution is equal
to 1 by the assumption that
∏
τ B(τ, C) = 1, and we have a well-deﬁned coloring C′.
Hence, this color extends to E(X,A, φ).
Conversely, if a coloring C by X extends to a coloring by E(X,A, φ), then from
the above argument, we have that (a, x) = (a
∏
τ B(τ, C), x) , if (a, x) is the color on
the base point b0. Hence,
∏
τ B(τ, C) = 1. 
Thus, the non-trivial value of Φ(K) is the obstruction to extending colorings of
K by X to E(X,A, φ), in the following sense: there is a coloring C of K by X which
does not extend to a coloring by E(X,A, φ), if and only if Φφ(K) is not a positive
integer.
Example 5.2.2 ForX = Z2[T, T
−1]/(T 2+T+1) we have a cocycle φ =
∏
a,b=T χ(a,b) ∈
Z2Q(X;Z2) [8], let E = E(X,Z2, φ). Then, Φφ(K) = a + bt, where X = S4, has the
above characterization.
Speciﬁcally, in [9], it was computed that among knots in the table up to 9 crossings,
the state-sum invariant with the above quandle and the cocycle takes the value 4+12t
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for the knots
31, 41, 72, 73, 81, 84, 811, 813, 91, 912, 913, 914, 921, 923, 935, 937,
and the value 16+48t for 818, 940. Hence, for the knots in the former list, the number
of colorings by X which extend to those by E is 4 (trivial colorings, by a single color),
and those that do not extend is 12 (all non-trivial colorings do not extend). For the
knots in the latter list, there are 16 colorings that extend, and 48 colorings that do
not.
Corollary 5.2.3 For A = Z2 and some cocycle φ ∈ Z2Q(X;A), Φφ(K) = a+bt, where
t is the variable, i.e. the generator of Z2, is determined by the number of colorings
with X and E: a is the number of colorings of X that extend to colorings by E, and
b is the number of those that do not.
Let L = K1 ∪ · · · ∪ Kr be a link diagram. Recall from Deﬁnition 3.3.1 the gen-
eralization of the state-sum invariant to links component-wise. We observe here that
Theorem 5.2.1 in this section applies to component-wise cocycle invariants.
Theorem 5.2.4 Let Φ(L) = (Φi(L))
r
i=1 be the component-wise cocycle invariant of a
link L = K1 ∪ · · · ∪Kr with a quandle X and a cocycle φ ∈ Z2Q(X;A) for an abelian
group A. Then, Φi(L) is not a positive integer for some i if and only if there is a
coloring of L by X that does not extend to a coloring of L by E(X,A, φ).
Example 5.2.5 Let L be a colored Whitehead link L = K1 ∪ K2, as depicted in
Figure 15. We have seen in Example 4.2.1 that the component-wise cocycle invariant
is Φ(L) = (32 + 32t, 32 + 32t), where the cocycle φ deﬁnes the extension E = R16 =
E(R8,Z2, φ).
Theorem 5.2.4 implies that there are colorings by R8 that do not extend to color-
ings by R16. In fact, from the proof of Theorem 5.2.1, we see that 32 colorings having
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the same parity for a and b extend to R16, and those 32 colorings with the opposite
parities do not. This fact can be computed directly, and gives an alternate method
of computing the above invariant using Corollary 5.2.3.
Example 5.2.6 Let L be the (4, 2)-torus link (see Figure 14) colored by the quandle
X = R4. The extension E = R8 = E(R4,Z2, φ) is deﬁned by the cocycle φ (see
Example 4.1.4(1)), where φ = χ0,2 + χ0,3 + χ1,0 + χ1,3 + χ2,0 + χ2,3 + χ3,0 + χ3,1.
The component-wise invariant is computed to be Φ(L) = (8 + 8t, 8 + 8t). Then,
by Theorem 5.2.4 we can assert that there are 8 colorings by R4 that extend to
colorings by R8, and 8 that do not extend. The colorings that do extend are listed in
Example 5.1.2.
From the examples 4.2.2 and 4.2.3, we see that the cocycle invariant is non-
trivial when the given link is colored by X = Zq[T, T
−1]/(1 − T )m, but not by E =
Zq[T, T
−1]/(1 − T )m+1, and the descrepancy in extending the coloring contributes
to the invariant. This is the case in general, as proved in [5] for the knot case.
We rephrase the theorem in our situation and include a similar proof for reader’s
convenience.
Theorem 5.2.7 [7] Let Ψ(L) =
{(∏
τ∈T1 B(τ, C), . . . ,
∏
τ∈Tr B(τ, C)
)}
C∈ColX(L) be
the generalized cocycle invariant of a link L = K1∪· · ·∪Kr with a quandle X and a co-
cycle φ ∈ Z2Q(X;A), for an abelian groupA. Then,
(∏
τ∈T1 B(τ, C), . . . ,
∏
τ∈Tr B(τ, C)
)
is a vector with every entry 1 for a coloring C if and only if the coloring C extends to
a coloring of L by E(X,A, φ).
Proof. Let C be a coloring whose contribution to Ψ(L) is (1, . . . , 1). Fix this
coloring in what follows. Pick a base point b0 on a component Ki of L. Let x ∈ X
be the color on the arc α0 containing b0. Let αi, i = 1, . . . , n, be the set of arcs that
appear in this order when the diagram K is traced in the given orientation of Ki,
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starting from b0. Pick an element a ∈ A and give a color (a, x) on α0, so that we
deﬁne a coloring C′ by E on α0 by C′(α0) = (a, x) ∈ E. We try to extend it to the
entire diagram by traveling the diagram from b0 along the arcs αi, i = 1, . . . , n, in
this order, by induction.
Assume C′(αi) is deﬁned for 0 ≤ i < k. Deﬁne C′(αk+1) as follows. Suppose that
the crossing τk separating αk and αk+1 is positive, and the over-arc at τk is αj . Let
C′(αk) = (a, x) and C(αj) = y ∈ X. Then, we have C(αk+1) = x ∗ y ∈ X. Deﬁne
C′(αk+1) = (aφ(x, y), x ∗ y) in this case.
Suppose that the crossing τk is negative. Let C′(αk) = (a, x) and C(αj) = y ∈ X.
Therefore, if C(αk+1) = z, then we have z ∗ y = x. Deﬁne C′(αk+1) = (aφ(z, y)−1, z)
in this case.
Deﬁne C′(αi) inductively for all i = 0, . . . , n. Regard α0 as αn+1, and repeat the
above construction at the last crossing τn to come back to α0. By the construction we
have C′(αn+1) = (a
∏
τ B(τ, C), C(α0)), where
∏
τ B(τ, C) is the state-sum contribution
of C. This contribution is equal to 1 by the assumption that ∏τ B(τ, C) = 1, and we
have a well-deﬁned coloring C′. Hence, this color extends to E(X,A, φ).
Conversely, if a coloring C by X extends to a coloring by E(X,A, φ), then from
the above argument, we have that (a, x) = (a
∏
τ B(τ, C), x), if (a, x) is the color on
the base point b0. Hence,
∏
τ B(τ, C) = 1. 
Example 5.2.8 Let L be a colored Whitehead link shown in Figure 15. The gen-
eralized cocycle invariant Ψ(L) is given by Ψ(L) = {(1, 1), . . . , (1, 1)︸ ︷︷ ︸
8 copies
, (t, t), . . . , (t, t)︸ ︷︷ ︸
8 copies
},
where the cocycle φ deﬁnes the extension E = R8 = E(R4,Z2, φ). By Theorem 5.2.7,
a vector with every entry 1 is a coloring that extends to a coloring of the torus link
L by its extension E = R8. Hence, we have 8 such coloring extensions.
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CHAPTER 6
RELATIONS TO ALEXANDER MATRICES
The discovery of the Alexander matrix and the Alexander polynomial was one of
the early achievements in knot theory. In this chapter, we point out relations of the
cocycle invariants to Alexander matrices. We examine closely the two examples given
in Section 3.3 from this new point of view.
6.1 Cocycle invariants and Alexander matrices
For a link diagramDL let BDL =
∑n
i=1 Bi be an (n×n)-matrix, where Bi is the (n×n)-
matrix corresponding to each crossing point τi (see Figure 15) such that the (ki, i)
entry is T εi, the (i, i) entry is 1− T εi and otherwise is 0. Here, εi denotes the sign
of the crossing point τi. Set ADL = BDL − En, where En denotes the n-dimensional
identity matrix. It follows from the deﬁnitions [24] that ADL is an Alexander matrix.
Recall that a coloring is a function C : R → X, where R is the set of over-arcs in the
diagram and X is a ﬁxed Alexander quandle Λ/J for an ideal J . A coloring which
assigns wi to an arc ai (C(ai) = wi) is represented by the vector w = (w1, . . . , wn)
satisfying wA
(X)
DL
= 0. These descriptions are given in [24] to prove Theorem 2.4.4.
Proposition 6.1.1 Let L = K1 ∪ · · · ∪Kr be a link and X = Λq/J be an Alexander
quandle. Suppose E = Λq′/J
′ is an abelian extension of X, where q, q′ are positive
integers. Let A
(X)
DL
(respectively A
(E)
DL
) be the matrix ADL regarded as a matrix over X
(respectively over E). Then, a coloring w of L by X contributes a non-trivial value to
the invariant Ψ(L) if and only if wA
(X)
DL
= 0 and s(w)A
(E)
DL
= x = 0, where s : X → E
is a set-theoretic section.
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Figure 18. Labeling a crossing
Proof. Let ψ : (Λq/J)
n → (Λq/J)n be the map which takes a row vector w to wADL .
By Inoue’s description given above, the set of all quandle colorings is equal to kerA
(X)
DL
.
If wA
(X)
DL
= 0 and s(w)A
(E)
DL
= x = 0, then by Theorem 5.2.7 we obtain that Ψ(L) is
non-trivial. 
Next, we compute the non-trivial contributions using Alexander matrices, for the
extensions discussed in Section 4.1. Let X = Wm = Λq/(1 − T )m or X = Um =
Λqm/(T − 1 + q), and let E = Wm+1 or E = Um+1 be their abelian extensions,
respectively. For this purpose, we ﬁx the following convention in numbering crossings
and arcs of a given diagram.
Let L = K1 ∪ · · · ∪Kr be a link with n crossings. Pick a base point bi on Ki, for
i = 1, . . . , r. Let a1, . . . , ai1 be the arcs of K1 such that a1 contains b1 and that they
appear in this order when one traces K1 in the given orientation of K1 starting from
b1. Then, let ai1+1 be the arc of K2 containing b2 and ai1+2, . . . , ai2 be the arcs of K2
similarly deﬁned from the given orientation. Repeat this process for the remaining
components to obtain the arcs a1, . . . , ai1 , ai1+1, . . . , ai2 , ai2+1, . . . , air−1+1, . . . , air =
an. Let C : R → X be a coloring of L by X. Let wi = C(ai) and τi be the
crossing such that the outcoming under-arc is ai for i = 1, . . . , n (see Figure 18). This
convention is used in Figure 15.
Let s : X → E be the section deﬁned in Section 4.1 by
s
(
m−1∑
j=0
Aj(1− T )j mod (1− T )m
)
=
m−1∑
j=0
Aj(1− T )j mod (1− T )m+1 for Wm,
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and
s
(
m−1∑
j=0
Xjq
j
)
= 0 · qm +
m−1∑
j=0
Xjq
j for Um.
For the following proposition, let Ψ(L) be the generalized cocycle invariant deﬁned
with the cocycle φ ∈ Z2Q(X;Zq) corresponding to the extension p : E → X speciﬁed
by Deﬁnition 3.3.3.
Proposition 6.1.2 Let ADL be the Alexander matrix obtained from a diagram DL
with the above choice of order of wi and τi.
A given coloring represented by a vector w contributes a non-trivial vector to the
invariant Ψ(L) if and only if wA
(X)
DL
= 0 and s(w)A
(E)
DL
= z = 0. This contribution is
(t
∑i1
j=1 η(τj )zj/(1−T )m , . . . , t
∑ir
j=ir−1+1 η(τj )zj/(1−T )
m
) for X = Wm,
and
(t
∑i1
j=1 η(τj )zj/q
m
, . . . , t
∑ir
j=ir−1+1 η(τj )zj/q
m
) for X = Um,
respectively, where η(τ) = 1 for a positive crossing τ and η(τ) = T for a negative
crossing τ .
Proof. We consider the case X = Wm, as the other case is similar. Let ψ : (Λq/(1−
T )m)n → (Λq/(1− T )m)n be the map which takes a row vector w to wA(X)DL . Assume
that wA
(X)
DL
= 0 and s(w)A
(E)
DL
= z = 0. The contribution to the invariant at a positive
crossing τi is given by
φ(wki, wi) = [s(wki) ∗ s(wi)− s(wki ∗ wi)]/(1− T )m
= [s(wki) ∗ s(wi)− s(wi)]/(1− T )m,
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where wi is the color on the over-arc at the crossing τi, and wki is the color on
the incoming under-arc at τi if τi is positive (see Figure 18). Since w is in the
kernel, wki ∗ wi − wi = Twki + (1 − T )wi − wi = 0 mod(1 − T )m and we have
[s(wki) ∗ s(wi)− s(wi)]/(1− T )m = zi/(1− T )m.
Suppose τi is negative. Then, the contribution is
−φ(wi, wi) = −[s(wi) ∗ s(wi)− s(wi ∗ wi)]/(1− T )m
= −[s(wi) ∗ s(wi)− s(wki)]/(1− T )m
= −[Twi + (1− T )wi − wki]/(1− T )m.
On the other hand,
zi = T
−1wki + (1− T−1)wi − wi = −T−1[Twi + (1− T )wi − wki]
so that the contribution is Tzi, in this case. Hence, the total contribution of the
invariant for the component Kr is
t
∑ir
j=ir−1+1 η(τj )zj/(1−T )
m
,
where {z1, . . . , zir} ∈ Kr. 
Example 6.1.3 We consider the Whitehead link L = K1∪K2 depicted in Figure 15.
Let X = Wm and E = Wm+1. Use the letters wi (i = 1, . . . , 6) as shown in the ﬁgure
as colors assigned to the arcs, as well as generators for the Alexander matrix. Then,
the Alexander matrix ADL = BDL − En with respect to the columns corresponding
to (τ1, . . . , τ6) and rows corresponding to (w1, . . . , w6) is given by
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ADL =


−1 T 0 0 0 0
T−1 −1 0 1− T 0 1− T−1
0 1− T −1 T 0 0
0 0 1− T −1 T 0
0 0 0 0 −1 T−1
1− T−1 0 T 0 1− T −1


.
After some row and column permutations we obtain
A0 =


−1 1− T 0 0 1− T−1 T−1
0 −1 1− T T 0 0
0 0 T 1− T −1 1− T−1
0 0 0 −1 T−1 0
T 0 0 0 0 −1
1− T T −1 0 0 0


,
with respect to the columns corresponding to (τ2, τ4, τ3, τ5, τ6, τ1) and rows corre-
sponding to (w2, w4, w6, w5, w1, w3). This permutation is performed so that we can
diagonalize the ﬁrst four rows and columns by column reductions to obtain
A1 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
−T −T+T 2 (1−T )2 1−3T+2T 2 −T−1(1−T )3 T−1(1−T )3
−1+T −1+T−T 2 −1−(1−T )2 −2+3T−2T 2 T−1(1−T )3 −T−1(1−T )3


.
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The solution set
(w2, w4, w6, w5, w1, w3)A
(X)
1 = (0, 0, 0, 0, 0, 0),
is written by
w2 = Tw1 + (1− T )w3
w4 = T (1− T )w1 + (T + (1− T )2)w3
w6 = −(1− T )2w1 + (1 + (1− T )2)w3
w5 = (T (1− T )− (1− T )2)w1 + (T + 2(1− T )2)w3
0 = (w3 − w1)T−1(1− T )3
where A
(X)
1 denotes the matrix A1 regarded as a matrix over X. The set of colorings
is represented by vectors in the kernel of A
(X)
1 . Speciﬁcally, the kernel is the set of
vectors w with w1 and w3 satisfying (1 − T )3(w3 − w1) = 0 in X and w2, w4, w6, w5
determined accordingly as above. This matches the computations in Example 4.2.2.
The contribution to the invariant is obtained by computing
z = s(w)A
(E)
DL
= (−T−1(1− T )3(w3 − w1), 0, 0, 0, 0, T−1(1− T )3(w3 − w1)).
By Proposition 6.1.2, the non-trivial contribution to Ψ(L) is
(t
∑2
j=1 η(τj )zj/(1−T )3 , t
∑6
j=3 η(τj )zj/(1−T )3) = (t−s, ts)
for some s, for 0 ≤ s ≤ q−1, depending on the value of w3−w1. This result matches
the one in Example 4.2.2.
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Example 6.1.4 Let L = K1 ∪K2 ∪K3 be the Borromean rings as depicted in Fig-
ure 17. The Alexander matrix ADL , where the rows correspond to the crossings
τ1, . . . , τ6, and the columns correspond to y1, . . . , y6 from left to right, respectively, is
given by the matrix
ADL =


−1 0 0 1− T T 0
0 −1 0 0 1− T T
0 0 −1 T 0 1− T
0 1− T−1 T−1 −1 0 0
T−1 0 1− T−1 0 −1 0
1− T−1 T−1 0 0 0 −1


.
The vector y has 3 independent entries y1, y2, y3, and the other three entries y4, y5, y6
are linear combinations of these. The solution vector is given by
(
y1, y2, y3, y4 = (1− T )y1 + Ty3, y5 = Ty1 + (1− T )y2, y6 = Ty2 + (1− T )y3
)
.
The solution set y can also be obtained by column reductions as was done in the
previous example. By rearranging rows and columns, we obtain a new matrix A1 in
such a way that the rows of A1 correspond to (y4, y5, y6, y1, y2, y3) and the columns of
A1 correspond to (τ4, τ5, τ6, τ1, τ2, τ3) so that
A1 =


−1 0 0 0 1− T−1 T−1
0 −1 0 T−1 0 1− T−1
0 0 −1 1− T−1 T−1 0
1− T T 0 −1 0 0
0 1− T T 0 −1 0
T 0 1− T 0 0 −1


.
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By this rearrangement, we can diagonalize the ﬁrst three rows and columns by column
reductions to obtain
A2 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
T − 1 −T 0 0 −T−1(1− T )2 T−1(1− T )2
0 T − 1 −T T−1(1− T )2 0 −T−1(1− T )2
−T 0 T − 1 −T−1(1− T )2 T−1(1− T )2 0


.
Hence, the solution set is written by
(y4, y5, y6, y1, y2, y3)A
(X)
2 = (0, 0, 0, 0, 0, 0)
and we obtain
y4 = (1− T )y1 + Ty3,
y5 = Ty1 + (1− T )y2,
y6 = Ty2 + (1− T )y3,
y1,
y2,
y3


free variables.
Then, s(y)ADL = x, where the vector x is given by
x =
(
T−1(1− T )2(y2 − y3), T−1(1− T )2(y3 − y1), T−1(1− T )2(y1 − y2), 0, 0, 0
)
.
The ﬁrst statement of Theorem 6.1.1 (the coloring condition) implies that L is colored
by X = Λq/J if and only if x = 0 in X, i.e., (1−T )2(y2−y3) = 0, (1−T )2(y3−y1) =
0, (1−T )2(y1−y2) = 0 in X. This condition matches the one found in Example 4.2.2
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for the quandles X considered therein. The second statement of Theorem 6.1.1 im-
plies, in particular, that the cocycle invariant is non-trivial for X = Λq/(1 − T )2
and E = Λq/(1 − T )3, as we have seen in Example 4.2.3. Note that if we use
the rearrangement of the arcs (w1, . . . , w6) we deﬁned before Theorem 6.1.2, we get
w1 = y1, w2 = y5, w3 = y2, w4 = y6, w5 = y3, w6 = y4 with appropriate base points.
As we can see from Figure 17, y1, y5 are colors assigned to the component K1, y2, y6
are for K2, and y3, y4 are for K3.
z = (z1, · · · , z6)
= (T−1(1− T )2(z3 − z5), 0, T−1(1− T )2(z5 − z1), 0, T−1(1− T )2(z1 − z3), 0),
where z1, z2 belong to K1, z3, z4 belong to K2, and z5, z6 belong to component K3.
By Theorem 6.1.2, the non-trivial contribution to Ψ(L) is
(t
∑2
j=1 η(τj )zj/(1−T )2 , t
∑4
j=3 η(τj )zj/(1−T )2 , t
∑6
j=5 η(τj )zj/(1−T )2) = (tk, t, t−(k+))
for some k, , where 0 ≤ k,  ≤ q−1, depending on the values of w3−w5 and w5−w1.
Note that this matches the conclusion of Example 4.2.3.
6.2 A relation to Alexander-Conway polynomial
In this section we describe a relation of cocycle invariants originating from extensions
to the Conway polynomial.
Let ∆L(T ) ∈ Z[T− 12 , T 12 ] be the Conway-normalized Alexander polynomial [30].
In our case, let A
′
DL
be the matrix obtained from ADL by deleting the ith column
and ith row for some i, i = 1, . . . , n, let f(T ) = det(A
′
DL
) ∈ Z[T 1, T−1] and µ and ν
be the maximal and minimal degree of f respectively. Then, ∆L(T ) = T
−µ+ν
2 f(T ).
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The Conway polynomial ∇L(z) ∈ Z[z] is deﬁned by ∇L(T− 12 − T 12 ) = ∆L(T ), where
z = T−
1
2 − T 12 .
Proposition 6.2.1 Let the minimal degree of ∇L(z) be denoted by min-deg∇L(z),
then it satisfies min-deg∇L(z) ≥ m, where m is the smallest integer such that the
cocycle invariant defined from the extension of Zq[T, T
−1]/(1−T )m to Zq[T, T−1]/(1−
T )m+1 is non-trivial.
Proof. Assume that yA
(X)
DL
= 0 and s(y)A
(E)
DL
= x = 0. Then y contributes a non-
trivial value to the invariant Ψ(L) as in Proposition 6.1.1. Since x = 0 there exists i,
1 ≤ i ≤ n, such that xi = 0. Let j be an integer, 1 ≤ j ≤ n, with j = i. Let x′ be the
vector x with the xj entry deleted. Then, there exists y′ = 0, where y′ is the vector
y with the jth entry deleted, such that y′A
′(X)
DL
= 0. This implies that detA
′(X)
DL
= 0.
Hence, detA
′
DL
≡ 0 (mod (1− T )m), and we have min-deg∇L(z) ≥ m. 
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