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LINEAR INDEPENDENCE OF KNOTS ARISING FROM
ITERATED INFECTION WITHOUT THE USE OF
TRISTRAM LEVINE SIGNATURE.
CHRISTOPHER DAVIS
Abstract. We give an explicit construction of linearly independent
families of knots arbitrarily deep in the (n)-solvable filtration of the
knot concordance group using the ρ1-invariant defined in [12]. A dif-
ference between previous constructions of infinite rank subgroups in the
concordance group and ours is that the deepest infecting knots in the
construction we present are allowed to have vanishing Tristram-Levine
signatures.
1. Introduction
A knot K is an isotopy class of oriented locally flat embeddings of the
circle S1 into the 3-sphere S3. A pair of knots K and J are called topo-
logically concordant if there is a locally flat embedding of the annulus
S1 × [0, 1] into S3 × [0, 1] mapping S1 × {1} to a representative of K in
S3×{1} and S1×{0} to a representative of J in S3×{0}. A knot is called
slice if it is concordant to the unknot or equivalently if it is the boundary
of a locally flat embedding of the 2-ball B2 into the 4-ball B4. The set of all
knots modulo concordance under the operation of connected sum is a group
called the knot concordance group and is denoted by C.
In [10], Cochran, Orr and Teichner define the solvable filtration of C:
. . .Fn.5 ⊆ Fn ⊆ · · · ⊆ F1.5 ⊆ F1 ⊆ F0.5 ⊆ F0 ⊆ C.
For k a half integer, the elements in Fk are called (k)-solvable. They
show that F0 is the set of Arf-invariant zero knots, F0.5 is the set of alge-
braically slice knots and that Casson-Gordon invariants vanish on F1.5. In
[10, Section 6] Cochran-Orr-Teichner show that F2/F2.5 is infinite rank by
studying a satellite operation (called infection in [6, Section 8]). The quo-
tient groups Fn/Fn.5 have been an active place of research ever since. In
[9] Cochran, Harvey and Leidy begin with knots for which the integrals of
the Tristram-Levine signature functions are linearly independent over Q and
use an iterated infection procedure to produce an infinite rank free Abelian
subgroup of Fn/Fn.5.
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In [3] Cha constructs another infinite rank subgroup of Fn/Fn.5 starting
instead with knots whose Tristram-Levine signatures evaluate to sufficiently
large values at particular finite sets.
We present a variation on this idea, performing iterated infections to pro-
duce linearly independent sets deep in the solvable filtration. A novel aspect
of the construction we present is that the deepest infecting knots are allowed
have vanishing Tristram-Levine signature. A concrete advantage of this con-
struction over previous ones is that its conditions may be directly verified,
providing explicit infinite linearly independent sets rather than generating
sets for infinite rank subgroups.
Given any closed oriented 3-manifoldM and a homomorphism φ : pi1(M)→
Γ, the von Neumann ρ-invariant, ρ(M,φ) ∈ R, is defined. It is an invariant
of orientation preserving homeomorphism of the pair (M,φ). Restricting
this invariant to the zero surgery of knots and links gives rise to an isotopy
invariant. We provide a brief overview of ρ-invariants in Section 2.
In [12] the author defines a particular ρ-invariant, ρ1, shows that in a
restricted setting it provides a concordance obstruction and computes it for
an infinite family of twist knots of order 2 in the algebraic concordance
group. In this paper we bring this invariant to bear on an iterated infection
procedure in order to produce examples whose deepest infecting knots have
vanishing Tristram-Levine signature.
For an overview of infection, see [6, section 8]. We denote the infection of
the base knot R along the infecting curve η in S3 −R by the infecting knot
J as either Rη(J) or R(η, J) depending on notational convenience.
Recall that for a knot K, the rational Alexander module of K, A0(K),
is given by the first homology with coefficients in Q of the infinite cyclic
cover of the exterior of K or equivalently of the zero surgery of K, M(K).
The rational Alexander module of K is a module over the ring of Laurent
polynomials, Q[t±1]. With respect to the involution on Q[t±1] given by
p(t) = p(t−1), there is a sesquilinear form
Bl : A0(K)×A0(K)→ Q(t)Q[t±1] ,
called the Blanchfield form. A submodule P ⊆ A0(K) is called isotropic
if Bl(x, y) vanishes for all x, y ∈ P .
We now give definitions of the concepts needed in the statement of Theo-
rem 1.1, the main theorem of this paper. They will be recalled when needed.
Two polynomials p(t), q(t) are called strongly coprime if p(tk) and q(tl)
have no common roots in C for every choice of nonzero integers k and l. A
pair (R, η) with R a knot and η a curve in its complement is called doubly
anisotropic if η represents an element of A0(R) for which there does not
exist any α and β in A0(R) with η = α+ β and Bl(α, α) = Bl(β, β) = 0.
Theorem 1.1. Let {Ki} be a possibly infinite set of knots:
(1) whose Alexander polynomials are strongly coprime,
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(2) whose Tristram-Levine signatures have vanishing integrals,
(3) whose prime factors have square-free Alexander polynomials and
(4) whose ρ1-invariants do not vanish, that is ρ1(Ki) 6= 0.
For i = 1, 2, . . . and j = 1, 2, . . . , n let Ri,j be a slice knot and ηi,j be an
unknotted curve in the complement of Ri,j such that the pair (Ri,j , ηi,j) is
doubly anisotropic. Let K0i = Ki and K
j
i = Ri,j(ηi,j ,K
j−1
i ).
Then {Kni }∞i=1 is linearly independent in C modulo (n+1.5) solvable knots.
A noteworthy difference between this and previous results producing infi-
nite rank subgroups via iterated infection is the condition on the Tristram-
Levine signature. Previous constructions assume that the deepest infecting
knots, Ki, be complicated in some sense. In [9, Theorem 7.5] their inte-
grals are required to be rationally linearly independent. In [3, Lemma 4.11
and Proposition 4.12] they are required to take large values at a specific
set of points. By contrast, Theorem 1.1 is designed to apply even when
Levine-Tristram signature functions vanish.
Another key difference between this result and such previous results is the
ease of verifying that the assumptions of the theorem are satisfied. Specifi-
cally, notice that in Theorem 1.1 there is no assumption on the ρ-invariants
of the slice knots Ri,j . The techniques of [9] require a condition on first order
von Neumann ρ-invariants of the knots along which infection is performed.
Without a means of computation, they cannot verify that any fixed knot sat-
isfies this condition. The techniques of [3] require that the Tristram-Levine
signature of the infecting knots exceed all of the von Neumann ρ-invariants
of the knots along which infection is done. Without any means of getting
concrete bounds, these techniques will not give any explicit linearly inde-
pendent sets.
In Section 3, as an application of Theorem 1.1 we generate the following
family of linearly independent knots deep in the filtration using the base
knot R, infecting curve η (see Figure 1) and deepest infecting knot given by
twist knots Tn of finite algebraic order (see Figure 2).
Theorem 3.3. For the slice knot R and infecting curve η, if Tn is the n-twist
knot then
{(Rη)m(Tn) = (Rη ◦ · · · ◦Rη)(Tn)|n = −x2 − x− 1, x ≥ 2}
is linearly independent in Fm−.5/Fm+1.5, where F−.5 is taken to be the whole
concordance group.
This family of knots appears to be the first linearly independent set deep
in the solvable filtration of C constructed by an iterated infection procedure
with deepest infecting knots whose Tristram-Levine signature functions van-
ish.
1.1. Outline of the paper. In Section 2 we provide what in this paper
is taken as the definition of the von Neumann ρ-invariant, as well as some
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η
Figure 1. A slice knot R with a doubly anisotropic curve,
η. The depicted derivative is the unlink.
n
Figure 2. Tn, the n-twist knot.
properties of the L2-signature. We go on to provide definitions of the ρ0 and
ρ1-invariants which are employed in this paper.
In Section 3, we find a family of knots with nonzero ρ1-invariant whose
Alexander polynomials are strongly coprime and square-free, as well as a
set of slice knots whose rational Alexander modules have doubly anisotropic
elements, that is, a set of knots satisfying the conditions of Theorem 1.1.
This provides an explicit linearly independent set of knots sitting arbitrarily
deep in the solvable filtration of the concordance group. The remaining
sections are devoted to the development of the machinery used in the proof
of Theorem 1.1
In Section 4 we discuss a localization of the Alexander module, A˜p0(K). In
order to capture information involving this localization we define a new class
of von Neumann ρ-invariant. It enjoys additivity properties over connected
sum and infection and in some cases agrees with ρ1.
In Section 5 we study the Blanchfield linking form on A˜p0(K) and find
sufficient conditions for this localized Blanchfield form to have no nontrivial
isotropic submodules. The significance of this result appears in Section 6
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in which we show that isotropic submodules of this localization are well
behaved with respect to the operation of extension of scalars.
Finally, in Section 7 we give the proof of Theorem 1.1.
2. Background: von Neumann ρ-invariants and L2 signatures
In this section we state the properties of von Neumann ρ-invariants and
L2 signatures needed in this paper.
In [15, Section 3] the following property is proven of the von Neumann
ρ-invariant. It serves here as the definition.
Definition 2.1. Consider oriented 3-manifolds M1, . . . ,Mn, with homomor-
phisms φi : pi1(Mi)→ Γi. Suppose that M1 unionsqM2 unionsq · · · unionsqMn is the oriented
boundary of a compact oriented 4-manifold W and ψ : pi1(W ) → Λ is a
homomorphism such that, for each i, there is a monomorphism αi : Γi → Λ
making the following diagram commute:
pi1(Mi) Γi
pi1(W ) Λ
//
φi

 
 
 
 
i∗
 _

 
 
 
 

αi
//
ψ
Then
n∑
i=1
ρ(Mi, φi) = σ
(2)(W,ψ)−σ(W ) where σ(W ) is the regular signa-
ture of W and σ(2)(W,ψ) is the L2 signature of W twisted by the coefficient
system ψ. The expression σ(2)(W,ψ) − σ(W ) is called the signature defect
of W with respect to ψ.
For a compact oriented 4-manifoldW with coefficient system φ : pi1(W )→
Γ, σ(2)(W,Γ) ∈ R is defined. The properties of the L2 signature which are
used in this paper are Novikov additivity and a bound in terms of ranks
of twisted second homology in the case that Γ is PTFA (Poly Torsion Free
Abelian, see [10, Definition 2.1]).
Proposition (Novikov additivity, [10, Lemma 5.9 (3)]). If compact oriented
4-manifolds W1 and W2 intersect in a single common boundary component,
W = W1 ∪W2, and i1 : W1 →W and i2 : W2 →W are the inclusion maps,
then for every homomorphism φ : pi1(W ) → Γ, σ(2)(W,φ) = σ(2)(W1, φ ◦
i1∗) + σ(2)(W2, φ ◦ i2∗).
The second property is that when Γ is PTFA and more generally whenever
Q[Γ] is an Ore domain,
(2.1)
∣∣∣σ(2)(W,φ)∣∣∣ ≤ RankQ[Γ]( H2 (W ;Q[Γ])i∗ [H2 (∂W ;Q[Γ])]
)
where i∗ : H2 (∂W ;Q[Γ]) → H2 (W ;Q[Γ]) is the inclusion induced map.
This follows from the monotonicity of von Neumann dimension (see [19,
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Lemma 1.4]) and the fact that the L2 Betti number agrees with Q[Γ] rank
when Q[Γ] is an Ore Domain (see [5, Lemma 2.4] or [14, Proposition 2.4]).
2.1. The ρ0 and ρ1-invariants.
Definition 2.2. For a knot K, Let φ0 : pi1(M(K))→ Z be the Abelianization
map. Let ρ0(K) := ρ(M(K), φ0) be the corresponding ρ-invariant.
It is shown in [11, Proposition 5.1] that ρ0(K) is given by the integral of
the Tristram-Levine signature function.
Recall that the rational derived series of a group G is given by setting
G
(0)
r = G and inductively defining G
(n+1)
r to be the set of all g ∈ G(n)r which
are torsion in the Abelianization of G
(n)
r . This series is the most quickly
descending series with the property that each of the successive quotients
G
(n)
r /G
(n+1)
r is TFA (Torsion Free Abelian).
Definition 2.3. For a knot K, let
φ1 : pi1(M(K))→ pi1(M(K))
pi1(M(K))
(2)
r
be the quotient by the second term in the rational derived series. Let
ρ1(K) := ρ(M(K), φ1) be the corresponding ρ-invariant.
In [12] the ρ1-invariant is shown to provide a sliceness obstruction and is
used to find an infinite collection of twist knots of algebraic order 2 which
is linearly independent in C.
3. generating explicit linearly independent families of knots
arbitrarily deep in the solvable filtration
In this section we verify the assumptions of Theorem 1.1 for an explicit
set of knots.
We first address the restriction we put on the slice knots we infect and
curves along which we infect them.
Definition 3.1. For a knot, R, an element of A0(R), η, is called doubly
anisotropic if η cannot be written as a sum of isotropic elements, that
is there do not exist any α, β ∈ A0(R) with Bl(α, α) = Bl(β, β) = 0 and
α+ β = η.
In this paper we concern ourselves with the operator Rη : C → C given
by sending a knot J to the result of infection Rη(J) where R is a slice knot
and η is an unknotted curve representing a doubly anisotropic element of
A0(R).
The following proposition serves to illustrate that there are many slice
knots whose Alexander modules have doubly anisotropic elements.
Proposition 3.2. Let K be a slice knot with cyclic Alexander module iso-
morphic to Q[t
±1]
(δ(t)2)
where δ is any symmetric polynomial with δ(1) = ±1. If
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δ has a prime symmetric factor then η, the generator of A0(R), is doubly
anisotropic.
Proof. Let q be the assumed prime symmetric factor of δ. Consider any
element, fη, in the Alexander module (f ∈ Q[t±1]). If fη were an isotropic
element then
0 = Bl(fη, fη) =
f(t)f(t−1)r(t)
δ(t)2
∈ Q(t)
Q[t±1]
where (r, δ) = 1. Then q, being a factor of δ, must divide f(t)f(t−1)r(t).
Since q is prime and (r, q) = 1 q must divide f(t) or f(t−1). Since q is
symmetric, it divides both. Thus, any isotropic element of the A0(R) (and
so any sum of two isotropic elements) sits in the proper submodule P = 〈qη〉
and any element of A0(R) − P (for example, η, the generator of A0(R)) is
doubly anisotropic. 
Cha ([4, Theorem 5.18]) shows that for every symmetric polynomial δ
there is a ribbon knot with Alexander module of the form Q[t
±1]
(δ(t)2)
, so that slice
knots with doubly anisotropic curves abound. For the sake of concreteness,
let R be the slice knot depicted in Figure 1 and Let η be the curve in
S3 − R, also depicted in Figure 1. The Alexander module of R is cyclic
generated by η and has Alexander polynomial of the form δ(t)2 where δ(t) =
t2 − 3t + 1 is a symmetric prime polynomial. By Proposition 3.2 (R, η) is
doubly anisotropic.
What remains is to find infinitely many infecting knots whose Tristram-
Levine signatures have vanishing integrals, whose ρ1-invariants are nonzero
and whose Alexander polynomials are strongly coprime and square-free. For
n < 0, the twist knot Tn (see Figure 2) is algebraically of finite order, so
that the Tristram-Levine signature vanishes. It is shown in [12, Theorem
6.1] that for n(x) = −x2 − x− 1, and x ≥ 2 ρ1(Tn(x)) 6= 0. Their Alexander
polynomials are prime and so square-free.
Theorem 3.1 of [1] gives us that the strong coprimality condition is satis-
fied. A note on conventions, the knot which is called Tn in this paper is the
reverse of the mirror image of the knot called T−n in [1].
Theorem (Theorem 3.1, [1]). For positive integers m 6= n the Alexander
polynomials ∆T−n and ∆T−m are strongly coprime.
Thus, the slice knot R and infecting curve η, together with the deepest
infecting knot Tn(x) for x ≥ 2 satisfy the assumptions of Theorem 1.1 and
we see that
Theorem 3.3. The set {(Rη)m(Tn)|n = −x2−x−1, x ≥ 2} is linearly inde-
pendent in Fm−0.5/Fm+1.5, where F−0.5 is taken to be all of the concordance
group.
Starting with a different choice of Rη, we construct families of knots that
are linearly independent in the concordance group but which many previous
invariants fail to detect.
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Theorem 3.4. Let pm(t) denote the mth cyclotomic polynomial where m is
divisible by three distinct prime numbers.
Let R be a ribbon knot with cyclic Alexander module A0(R) ∼= Q[t
±1]
(p2m)
. Let
η be an unknotted curve representing a generator of A0(R). Let Tn be the
n-twist knot.
Then {Rη(Tn)|n = −x2 − x − 1 with x ≥ 2} is linearly independent in
F0.5/F2.5 (and so in C); however, the Casson-Gordon sliceness obstruction
of [2], the metabelian η-invariant obstruction of [13] and the (1.5)-solvability
obstructions of [16], [10] and [3] all vanish for each element of this set.
Proof. The fact that this set is linearly independent is an immediate conse-
quence of Theorem 1.1.
For every n the Alexander polynomial ofRη(Tn) is the same as the Alexan-
der polynomial of R, which is p2m. By [18, Theorem 1.2], every prime power
cyclic branched cover of Rη(Tn) is a homology sphere. Thus, the metabelian
η-invariants of [13] and the Casson-Gordon obstructions vanish.
In order to compute the obstructions of [10] (using the specialization of the
obstruction to (1.5)-solvability of [8, Theorem 4.2]) and [16, Theorem 4.1],
notice that there is only one Lagrangian submodule of A0(Rη(Tn)) ∼= A0(R),
namely P = 〈pm〉. We first compute the obstruction of [8]. By [7, Lemma
2.3]
ρ1P (Rη(Tn)) = ρ
1
P (R) + ρ
0(Tn).
As Tn is of finite algebraic order, ρ
0(Tn) = 0. Since R is slice and P is
the only Lagrangian submodule of A0(R), [8, Theorem 4.2] implies that
ρ1P (R) = 0. This completes the proof that this invariant vanishes.
In order to compute the obstruction of [16], let x ∈ P and consider the
map φx defined in that paper. By [7, Lemma 2.3],
ρ(Rη(Tn), φx) = ρ(R,φx) + ρ
0(Tn),
similarly to before, ρ0(Tn) vanishes and since R is slice and has only one
Lagrangian submodule, P , [16, Theorem 1.1] implies that ρ(R,φx) = 0 for
all x ∈ P .
Finally, we check that the (1.5)-solvability obstruction of [3, Theorem
1.3] vanishes. Since R is slice, it follows that ρ(M(R), φ) = 0 for some
coefficient system φ : pi1(M(R)) → Γ where Γ(2) = 0, Γ is amenable and Γ
is in Strebel’s class D(S) (See [3] for a definition) where S is either Q or a
finite cyclic group. By [7, Lemma 2.3], then
ρ(M(Rη(Tn)), φ) = ρ(M(R), φ) + ρ(M(Tn), φ).
As we observed, ρ(M(R), φ) = 0. By [3, Lemma 4.5], ρ(M(Tn), φ) is a sum
or integral of the Tristram-Levine signature of Tn and so is zero.

We do not know if it is possible to use the (2.5)-solvability obstructions
of [10] or [3] to show that these knots are not (2.5)-solvable.
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4. strongly localized ρ-invariants
For a knot K and a polynomial p, the strongly localized ρ-invariant of K,
ρ˜1p(K) is defined in terms of a localization of the Alexander module of K.
We begin by describing this localization.
For polynomials p, q ∈ Q[t±1] we say that p and q are strongly coprime
([9, Definition 4.4]) denoted (˜p, q) = 1 if there is no nonzero complex number
z and integers m,n such that p(zm) = q(zn) = 0. Let
S˜p = {q ∈ Q[t±1]|(˜p, q) = 1}
be the multiplicative set consisting of polynomials strongly coprime to p.
Let
R˜p = Q[t±1]S˜p
−1
=
{
f
g
∈ Q(t)
∣∣∣∣ (˜g, p) = 1}
be the strong localization of Q[t±1] at p. By [20, Theorem 10.30] R˜p is
flat as a Q[t±1] module so that for a knot K, the first homology of M(K)
with coefficients in R˜p is given by H1(M(K); R˜p) ∼= H1(M(K);Q[t±1]) ⊗
Q[t±1]
R˜p. We call this module the strongly localized Alexander module and
denote it by A˜p0(K).
Let pi1(M(K))
(2)
p˜ be the kernel of the composition
(4.1) pi1(M(K))
(1) → pi1(M(K))
(1)
pi1(M(K))(2)
↪→ A0(K)→ A˜p0(K).
Let φ˜p1 : pi1(M(K))→ pi1(M(K))pi1(M(K))(2)p˜ be the quotient map.
Definition 4.1. Let ρ˜1p(K) = ρ(M(K), φ˜
p
1) be the strongly localized ρ-
invariant of K at p.
We will be flexible with notation. For any CW-complex X with infinite
cyclic first homology generated by t we can similarly define A0(X), A˜
p
0(X)
and pi1(X)
(2)
p˜ .
The strongly localized ρ-invariant shares many properties with the simi-
larly defined localized ρ-invariant of [12]. The proofs of the following propo-
sitions are identical to proofs in [12] and so are omitted.
Proposition 4.2 ([12, Proposition 3.4]). If ∆ is the Alexander polynomial
of a knot K, then
(1) ρ˜1∆(K) = ρ
1(K)
(2) If p and ∆ are strongly coprime, then ρ˜1p(K) = ρ
0(K).
Proposition 4.3 ([12, Proposition 3.5]). Let J and K be knots and η be an
unknot in the complement of J such than J and η have zero linking number.
(1) ρ˜1p(J#K) = ρ˜
1
p(J) + ρ˜
1
p(K)
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(2) ρ˜1p(Jη(K)) =
{
ρ˜1p(J) if η = 0 in A˜
p
0(J)
ρ˜1p(J) + ρ
0(K) if η 6= 0 in A˜p0(J)
5. Strongly p-anisotropic knots
For a knot K the classical rational Blanchfield form Bl is sesquilinear with
respect to the involution q(t) = q(t−1). For a symmetric polynomial p, this
involution extends over R˜p, so the Blanchfield form extends to a sesquilinear
form which we call the strongly localized Blanchfield form,
B˜lp : A˜
p
0(K)× A˜p0(K)→
Q(t)
R˜p
.
A submodule P of A˜p0(K) is called isotropic if P ⊆ P⊥ with respect to
B˜lp and it is called Lagrangian or self-annihilating if P = P
⊥. A knot
K is called strongly p-anisotropic if A˜p0(K) has no nontrivial isotropic
submodules.
We now provide examples of strongly p-anisotropic knots.
Proposition 5.1. Let ∆ be the Alexander polynomial of a knot K. Let p
be a symmetric polynomial and h = (∆, p) be the greatest common divisor
of ∆ and p. Suppose that h has no non-symmetric factors and no roots of
multiplicity greater than 1. If
(˜
∆
h , p
)
= 1 then K is strongly p-anisotropic.
Proof. As a first step, we show that A˜p0(K) is cyclic. Since the unlocalized
Alexander module A0(K) is torsion over the PID Q[t±1], it has a decompo-
sition into elementary factors:
A0(K) =
k⊕
i=1
Q[t±1]
(qi)
where qi divides qi+1 for each 0 < i < k and
k∏
i=1
qi = ∆. Thus, the localized
Alexander module has the decomposition
A˜p0(K) = A0(K) ⊗
Q[t±1]
R˜p =
k⊕
i=1
R˜p
(qi)
If for some i < k there exist some z ∈ C,m, n ∈ Z such that qi(zn) = p(zm) =
0 then qi+1(z
n) is also zero since qi divides qi+1. Thus, ∆ =
k∏
i=1
qi has a root
of multiplicity at least two at zn. Since h has no roots of multiplicity greater
than 1,
∆
h
(zn) = 0 contradicting that (˜∆h , p) = 1. Thus, qi ∈ S˜p is a unit in
R˜p for every i < k and A˜
p
0(K) =
R˜p
(qk)
. In particular, A˜p0(K) is cyclic.
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Let hˆ = (qk, h). Since
qk
hˆ
divides
∆
h
, which is a polynomial strongly
coprime to p, it follows that
qk
hˆ
∈ S˜p is a unit in R˜p so that the ideals
generated by hˆ and qk in R˜p are the same and A˜
p
0(K)
∼= R˜p/(hˆ).
Let η be a generator of A˜p0(K). If B˜lp(η,
x
y η) = 0 for some
x
y ∈ R˜p, then for
any other rqη ∈ A˜p0(K), B˜lp( rqη, xy η) = rq B˜lp(η, xy η) = 0. Thus, B˜lp(−, xy η) is
identically zero. By the non-singularity of the Blanchfield form, this implies
that xy η is zero, so that
x
y is zero in R˜p/(hˆ) and
x
y ∈ (hˆ)
If xy η is an isotropic element of A˜
p
0(K), then
0 = B˜lp
(
x
y
η,
x
y
η
)
= B˜lp
(
η,
xx
yy
η
)
so that xxyy ∈ (hˆ). Thus, there is some uv ∈ R˜p such that xxyy = hˆuv in R˜p.
Cross-multiplying gives the equality in Q[t±1]
(5.1) xxv = hˆuyy.
Thus, hˆ divides xxv. The fact that v ∈ S˜p implies (˜v, p) = 1 and in particular
(v, p) = 1. Since hˆ divides p it follows that (v, hˆ)=1. Therefore (5.1) implies
that hˆ divides xx. Since hˆ divides h, which has neither any non-symmetric
factors nor any repeated factors, it must be that hˆ has neither any non-
symmetric factors nor any repeated factors. Thus, hˆ dividing xx implies
that hˆ divides x so that xy is in the ideal of R˜p generated by hˆ and
x
y η = 0.
Thus, A˜p0(K) has no nonzero isotropic submodules with respect to B˜lp.

We restrict Proposition 5.1 to the setting from which we draw examples:
Corollary 5.2. Let ∆ be the Alexander polynomial of a knot K.
(1) If (˜p,∆) = 1 then A˜p0(K) = 0 and K is strongly p-anisotropic.
(2) If p = ∆ has no repeated roots and has no non-symmetric factors
then K is strongly p-anisotropic.
6. Isotropy and extension of coefficient systems
In this section we discuss the affect that the conditions of strong p-
anisotropy and double anisotropy have on higher order Alexander modules
of a knot. More precisely, if a knot is strongly p-anisotropic we discover a re-
striction on the structure of isotropic submodules of certain localizations of
higher order Alexander modules. We go on to show that doubly anisotropic
elements of the Alexander module produce elements of unlocalized higher
order Alexander modules which are almost doubly anisotropic.
We begin by describing what we mean by higher order Alexander modules.
12 CHRISTOPHER DAVIS
For a knot, K. Let ψ : pi1(M(K)) → Γ be a homomorphism to a PTFA
group, Γ, which factors as
pi1(M(K))→ 〈t〉 ↪→ AE Γ
where t is the generator of the Abelianization of pi1(M(K)) and A is a TFA
normal subgroup of Γ. Let
Sp(A) = {q1(a1) . . . qn(an)|(˜qi, p) = 1, ai ∈ A} ⊆ Q[A].
Since A is normal, Sp(A) is a Γ-invariant divisor set for Q[A], [9, Proposition
4.1] shows that Sp(A) ⊆ Q[Γ] satisfies the right (as well as the left) Ore con-
dition and the localization R := Q[Γ]Sp(A)−1 is defined. For the definition
of the Ore condition and a treatment of localization for noncommutative
rings, see [21, Chapter 2]. Let K(Γ) = Q[Γ](Q[Γ]− {0})−1 be the skew field
of fractions of Q[Γ].
We are interested in the localized higher order Alexander module of K,
H1(M(K);R).
According to [10, Theorem 2.13], there exists a sesquilinear form
BlΓ : H1(M(K);R)×H1(M(K);R)→ K(Γ)R .
We summarize the construction. Consider the Bockstien exact sequence on
cohomology,
H1(M(K);K(Γ))→ H1
(
M(K); K(Γ)R
)
Bo→
H2(M(K);R)→ H2(M(K);K(Γ)).
By Poincare´ duality and [6, Lemma 3.9],
H2(M(K);K(Γ)) ∼= H1(M(K);K(Γ)) = 0
By [10, Remark 2.8.1] there is a universal coefficient theorem for skew field
coefficients and
H1(M(K);K(Γ)) ∼= HomK(Γ)(H1(M(K);K(Γ)),K(Γ)) = 0.
What remains of the Bockstien exact sequence is that the Bockstien homo-
morphism Bo : H1(M(K);K(Γ)/R) → H2(M(K);R) is an isomorphism.
The Blanchfield form, BlΓ, is defined by the composition
H1(M(K);R) P.D.→ H1(M(K);R) Bo
−1→ H1(M(K);K(Γ)/R)
κ→ HomR(H1(M(K);R),K(Γ)/R)
where P.D. denotes Poincare´ duality and κ is the Kronecker map, that is,
BlΓ(a, b) =
(
(κ ◦Bo−1 ◦ P.D.)(a)) (b)
By [17, Lemma 3.2 and Proposition 3.6], since pi1(M(K)) → Γ factors
nontrivially through Abelianization and has image in the normal TFA sub-
group A,
H1(M(K);R) ∼= H1(M ; R˜p) ⊗˜
Rp
R
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and for any a⊗ α and b⊗ β in H1(M(K);Q[Γ]Sp(A)−1),
BlΓ(a⊗ α, b⊗ β) = αΨ(B˜lp(a, b))β,
where Ψ : Q(t)
R˜p
→ K(Γ)R is the map induced by ψ.
Thus, in this section we start with a torsion R˜p module, M with a bilinear
form B : M ×M → Q(t)
R˜p
and study the bilinear form on MΓ = M ⊗˜
Rp
R,
BΓ : MΓ ×MΓ → K(Γ)R given by BΓ(a⊗ α, b⊗ β) = αΨ(B(a, b))β.
6.1. The inheritance of anisotropy under extension of coefficients.
The following theorem reveals an aspect of the behavior of isotropic sub-
modules under this extension of coefficients.
Theorem 6.1. Consider the infinite cyclic group 〈t〉 and a torsion R˜p mod-
ule M , with bilinear form B : M ×M → Q(t)
R˜p
.
Suppose 〈t〉 injects into a TFA group A which is a normal subgroup of a
PTFA group Γ. If P is an isotropic submodule of M ⊗R with respect to BΓ,
then {m ∈M |m⊗ 1 ∈ P} is isotropic with respect to B.
Theorem 6.1 is a consequence of Lemma 6.2 below.
Lemma 6.2. Suppose t 7→ T ∈ A defines a monomorphism from 〈t〉 to A
where A is a TFA group and a normal subgroup of a PTFA group Γ. Then
the induced map
Ψ :
Q(t)
R˜p
↪→ K(Γ)R .
is a monomorphism.
Proof. Suppose that
f(t)
g(t)
is in the kernel of this map. Then
f(T )
g(T )
is con-
tained in R and there exist some r ∈ Q[Γ] and q ∈ Sp(A) such that
f(T )
g(T )
=
r
q
. By the definition of equality in K(Γ) (see [21, Chapter 2 Propo-
sition 1.4]) This implies that there exist nonzero c, d ∈ Q[Γ] such that
f(T )c = rd,(6.1)
g(T )c = qd.(6.2)
Considering (6.1) as an equation in Q[Γ](Q[A]− {0})−1 (into which Q[Γ]
injects), it reduces to c = (f(T ))−1rd. This substitution reduces (6.2) to
g(T )(f(T ))−1rd = qd. Cancelation gives that g(T )(f(T ))−1r = q. Now,
g(T ) and (f(T ))−1 sit in the image of the field Q(t) and so commute with
each other. Thus, (f(T ))−1g(T )r = q. Multiplying by f(T ) on the left gives
us that
(6.3) g(T )r = f(T )q.
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Let X be a transversal for Γ/A (that is, a subset of Γ containing the iden-
tity, 1, such that every equivalence class in Γ/A has a unique representative
in X). The group ring Q[Γ] is free as a Q[A] module and has basis X, so that
r can be uniquely realized as r =
∑
x∈X
rxx where each rx is in Q[A]. Since
the right hand side of (6.3) is in Q[A], that is, the span of {1}, it reduces to
g(T )r1 = f(T )q and(6.4)
rx = 0 for x ∈ X − {1}.(6.5)
Now suppose that
f(t)
g(t)
∈ Q(t) is in reduced terms and that g in not in S˜p.
Since q is assumed to be in Sp(A), there exist polynomials q1, . . . , qn ∈ S˜p
and a1, . . . , an ∈ A so that q =
n∏
i=1
qi(ai). Equation (6.4) as an equality in
Q[A] involves only finitely many elements of A, namely, T, a1, . . . , an and
b1, . . . , bk where b1, . . . , bk are whatever terms appear in r1. The span of
{T, a1, . . . , an, b1, . . . , bk} is a finitely generated subgroup of the TFA group,
A, so it is free Abelian. Pick a basis {s, c1, . . . , cm} such that sl = T for some
l. The equality (6.4) can then be realized as an equality in the multivariable
Laurent polynomial ring Q[s±1, c±11 , . . . , c±1m ]:
(6.6) g(sk)r1(s, c1, . . . , cm) = f(s
k)
n∏
i=1
qi(s
kic
ki,1
1 . . . c
ki,m
m ).
Since g is not an element of S˜p, (i.e. it is not strongly coprime to p)
there exists some z ∈ C and α, β ∈ Z − {0} such that g(zβ) = p(zα) = 0.
Evaluating (6.6) at s = zβ/k and c1 = · · · = cn = 1 gives an equality in C
(6.7) 0 = f(zβ)
n∏
i=1
qi(z
βki/k).
Since zβ is a root of g and f is assumed to be relatively prime to g, f(zβ) 6= 0.
Therefore qi(z
βki/k) = 0 for some i, contradicting that qi ∈ S˜p is strongly
coprime to p. Thus, it must be that g ∈ S˜p and fg = 0 in Q(t)/R˜p. 
We now prove Theorem 6.1.
Proof of Theorem 6.1. Consider any m,n ∈M such that m⊗ 1, n⊗ 1 ∈ P .
Since P is isotropic, 0 = BΓ(m⊗1, n⊗1) = Ψ(B(m,n)). Since Ψ is injective
by Lemma 6.2 this implies that B(m,n) = 0 completing the proof. 
6.2. The inheritance of double anisotropy under extension of co-
efficients. The following Proposition reveals that the double anisotropy is
partially inherited under the extension of coefficients. A similar claim could
be proven after localization. For our purposes the unlocalized claim is suf-
ficient.
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Proposition 6.3. Let A be a TFA group which is a normal subgroup of a
PTFA group Γ. Let M be a torsion Q[A] module with Q[A]-sesquilinear form
BA : M×M → K(A)Q[A] . This sesquilinear form extends to a Q[Γ]-sesquilinear
form BΓ : M ⊗Q[Γ]×M ⊗Q[Γ]→ K(Γ)Q[Γ] .
Let Q be an isotropic submodule of M with respect to BA and P be an
isotropic submodule of M ⊗ Q[Γ] with respect to BΓ. If η ⊗ 1 ∈ M ⊗ Q[Γ]
sits in P +Q⊗Q[Γ], then η = p+ q for some q ∈ Q and BA(p, p) = 0.
Proof. Let X be a transversal for Γ/A. Suppose that
(6.8) η ⊗ 1 =
∑
x∈X
px ⊗ x+
∑
x∈X
qx ⊗ x
with qx ∈ Q, px ∈ M for all x and p :=
∑
x∈X
px ⊗ x ∈ P . Thinking of Q[Γ]
as the free Q[A] module generated by X, (6.8) implies that px + qx = 0 for
x 6= 1 and η = p1 + q1. Since P is isotropic,
(6.9) 0 = BΓ(p, p) = BΓ
∑
x∈X
px ⊗ x,
∑
y∈X
py ⊗ y
 .
Appealing to the Γ-sesquilinearity of BΓ, this implies
0 =
∑
x∈X
∑
y∈X x
−1BΓ(px ⊗ 1, py ⊗ 1)y
=
∑
x∈X
∑
y∈X(x
−1BA(px, py)x)x−1y.
(6.10)
Since A is normal in Γ, x−1BA(px, py)x is in
K(A)
Q[A] for each x, y ∈ X.
Since X is a choice of coset representatives for Γ/A, each x−1y is equiv-
alent modulo A to some z in X, that is, there is some ax,y ∈ A such that
x−1y = ax,yz. We use this to rearrange (6.10),
(6.11) 0 =
∑
z∈X
∑
x−1y≡z
(x−1BA(px, py)x)ax,yz
The map
(K(A)
Q[A]
)|X|
→ K(Γ)
Q[Γ]
defined by sending 〈rx〉x∈X to
∑
x∈X
rx ⊗ x is
injective. Indeed, if 〈axbx 〉x∈X is in the kernel of this map then there exists
some c =
∑
x∈X
cxx with cx ∈ Q[A] such that
∑
x∈X
axb
−1
x x =
∑
x∈X
cxx
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Since A is Abelian, axb
−1
x = b
−1
x ax. Left multiplying by b =
∏
x∈X
bx we see
that ∑
x∈X
(b−1x b)axx =
∑
x∈X
bcxx
This is an equation in Q[Γ]. The set X is a basis for Q[Γ] as a free Q[A]
module. Thus, for all x ∈ X, (b−1x b)ax = bcx so axbx = cx ∈ Q[A] holds in
Q(A) and 〈axbx 〉x∈X is zero in
(K(A)
Q[A]
)|X|
.
This injectivity together with (6.11) implies that for each z ∈ X,
(6.12) 0 =
∑
x−1y≡z
(x−1BA(px, py)x)ax,y.
Taking z = 1 ∈ X we see that
(6.13) 0 =
∑
x∈X
(x−1BA(px, px)x)ax,x.
As we observed previously, for x 6= 1, px = −qx is in Q, so BA(px, px) = 0.
Thus, all but one of the terms in (6.13) vanishes. Dropping them, we see
that 0 = BA(p1, p1). Since, η = p1 + q1, this completes the proof. 
Proposition 6.4. Let M be a torsion Q[t±1]-module with bilinear form
B : M ×M → Q(t)Q[t±1] . Let Q ⊆M be isotropic.
Suppose 〈t〉 injects into a TFA group A which is a normal subgroup of a
PTFA group Γ and P ⊆M ⊗Q[Γ] is isotropic. If η⊗ 1 is in P +Q⊗Q[Γ],
then η is not doubly anisotropic with respect to B.
Proof. Consider ηA = η ⊗ 1 ∈ M ⊗ Q[A] and the isotropic module QA =
Q ⊗ Q[A]. Notice that ηA ⊗ 1 ∈ (M ⊗ Q[A]) ⊗ Q[Γ] is in QA ⊗ Q[Γ] + P
by assumption. Applying Proposition 6.3 gives that there is some qA ∈ QA
and pA ∈M ⊗Q[A] with BA(pA, pA) = 0 and ηA = pA + qA.
But then η⊗ 1 ∈M ⊗Q[A] sits in the sum of Q⊗Q[A] with the isotropic
submodule 〈pA〉. Applying Proposition 6.3 again gives that η = p+ q where
B(p, p) = 0 and q ∈ Q. In this case, η sits in the sum of the isotropic
submodules Q and 〈p〉 and so is not doubly anisotropic. 
7. The proof of Theorem 1.1
In this section we set out to prove the main result of this paper, Theo-
rem 1.1:
Theorem 1.1. Let {Ki} be a possibly infinite set of knots:
(1) whose Alexander polynomials are strongly coprime,
(2) whose Tristram-Levine signatures have vanishing integrals,
(3) whose prime factors have square-free Alexander polynomials and
(4) whose ρ1-invariants do not vanish, that is ρ1(Ki) 6= 0 .
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For i = 1, 2, . . . and j = 1, 2, . . . , n let Ri,j be a slice knot and ηi,j be an
unknotted curve in the complement of Ri,j such that the pair (Ri,j , ηi,j) is
doubly anisotropic.
Let K0i = Ki and K
j
i = Ri,j(ηi,j ,K
j−1
i ).
Then {Kni }∞i=1 is linearly independent modulo (n+ 1.5)-solvable knots.
In order to prove the theorem we explore the interaction between an
iterated infection procedure, strongly localized ρ-invariants and the following
technical condition on a bounded 4-manifold.
Definition 7.1. Let K1, . . . ,Km be knots in S
3. Consider a 4-manifold W
with ∂W = unionsqM(Ki) and an epimorphism φ : pi1(W ) Γ. The pair (W,Γ)
is said to satisfy condition C with respect to integers n, h (which we ab-
breviate by saying that (W,Γ) is C(n,h)) if the following conditions hold:
(C1) Γ
(n+1)
r = 0 (This condition implies that Γ is PTFA).
(C2) There is a normal Abelian subgroup A C Γ such that for each i,
there is a monomorphism αi :
pi1(M(Ki))
pi1(M(Ki))
(1)
r
∼= Z → Γ making the
following diagram commute,
pi1(M(Ki))
pi1(M(Ki))
pi1(M(Ki))
(1)
r
pi1(W ) Γ
//

 _

αi
//
φ
,
and Im(αi) sits in A. The subgroup A does not depend on i.
(C3) For any coefficient system ψ : pi1(W ) → Λ with Λ(h+1)r = 1 and an
epimorphism, β, making the following diagram commute
pi1(W ) Γ
Λ
//
φ

??
??
??
??
??
?
ψ
OOOO        
β
and for any Ore localization Q[Λ]S−1 of Q[Λ],
Ker
(
H1(∂W ;Q[Λ]S−1)→ H1(W ;Q[Λ]S−1)
)
is isotropic with respect to the Blanchfield form
BlΛ : H1(∂W ;Q[Λ]S−1)×H1(∂W ;Q[Λ]S−1)→ K(Λ)Q[Λ]S−1 .
(C4) For any PTFA coefficient system ψ : pi1(W ) → Θ on W , with
Θ
(h+2)
r = 0, σ
(2)(W ;ψ)− σ(W ) = 0
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If such a pair (W,Γ) exists then we say that unionsqM(Ki) bounds a C(n, h).
Remark 7.2. Notice that if n ≤ h, then taking Λ = Γ, β to be the identity
map and A to be the Abelian group of condition (C2), then condition (C3)
implies that for a polynomial, p,
Ker
(
H1(∂W ;Q[Γ]Sp(A)−1)→ H1(W ;Q[Γ]Sp(A)−1)
)
is isotropic with respect to the Blanchfield form on H1(∂W ;Q[Γ]Sp(A)−1).
Notice that (h.5)-solutions satisfy this condition.
Lemma 7.3. If W is an h.5 solution for K and φ : pi1(W ) → Z is the
Abelianization map then (W,Z) is C (0, h− 1).
Proof. Condition (C1) holds since Z is torsion free Abelian. Condition (C2)
holds since by definition of h.5 solvability [10, Definition 1.2] the inclusion
induced map on first homology is an isomorphism. Condition (C3) follows
from [7, Theorem 6.3] since W being an (h.5)-solution implies that it is an
(h)-solution and so is an (h)-null-bordism. Condition (C4) follows from [10,
Theorem 4.2]. 
The action of connected sum and infection on Condition C are provided
by the following lemmas. Their proofs are delayed until subsection 7.1.
Lemma 7.4. Let Ki = Ki,1# . . .#Ki,mi for i = 1, . . . , p. If
punionsq
i=1
M(Ki)
bounds a C(n, h), (W,Γ), then
punionsq
i=1
miunionsq
j=1
M(Ki,j) bounds a C(n, h).
Lemma 7.5. For 1 ≤ i ≤ m, let Ki be a knot, Ri be a slice knot and ηi
be an unknotted curve representing a doubly anisotropic element of A0(Ri).
If
munionsq
i=1
M(Ri(ηi,Ki)) bounds a C(n, h) with n ≤ h, then
munionsq
i=1
M(Ki) bounds a
C(n+ 1, h).
We now combine the three lemmas above to discover a relationship be-
tween the result of iterated infection being solvable and zero surgery on the
deepest infecting knots cobounding a 4-manifold satisfying condition C.
Lemma 7.6. For integers 1 ≤ i ≤ m and 1 ≤ j ≤ n let Ri,j be a slice knot
with doubly anisotropic curve ηi,j. For 1 ≤ i ≤ m let Ki be a knot. Let Ki,j
be recursively defined by Ki,0 = Ki and K
i,j = Ri,jηi,j (K
i,j−1). If
m
#
i=1
Ki,n is
(h.5)-solvable for h ≥ n, then munionsq
i=1
M(Ki) bounds a 4-manifold with coefficient
system Γ such that (W,Γ) is C(n, h− 1).
Proof. If
m
#
i=1
Ki,n is (h.5)-solvable then Lemma 7.3 implies that M
(
m
#
i=1
Ki,n
)
bounds a C(0, h − 1). Applying Lemma 7.4, this means that munionsq
i=1
M
(
Ki,n
)
bounds a C(0, h− 1).
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Now, applying Lemma 7.5 (if h − 1 ≥ 0) implies that munionsq
i=1
M
(
Ki,n−1
)
bounds a C(1, h−1). Applying it again (if h−1 ≥ 1) implies that munionsq
i=1
M
(
Ki,n−2
)
bounds a C(2, h− 1). Applying it a total of n times (provided that h− 1 ≥
n − 1) gives that munionsq
i=1
M
(
Ki,n−n
)
=
munionsq
i=1
M (Ki) bounds a C(n, h − 1), as
claimed. 
Next, we prove that the ρ˜1p-invariant is an obstruction to a disjoint union
of zero surgeries on knots bounding a 4-manifold satisfying condition C.
Lemma 7.7. Let p ∈ Q[t±1] be a polynomial. If {Ki}mi=1 is a set of knots
such that for each i, Ki decomposes as a connected sum of p-anisotropic
knots and
munionsq
i=1
M(Ki) bounds a 4-manifold W with coefficient system Γ such
that (W,Γ) is C(n, h) with n ≤ h, then
m∑
i=1
ρ˜1p(Ki) = 0.
Proof. We first prove the lemma in the more restrictive setting that each
Ki is strongly p-anisotropic. By (C2), the coefficient system φ : pi1(W )→ Γ
restricted to the M(Ki)-boundary component factors nontrivially through
the Abelianization of pi1(M(Ki)) and by (C4) the associated signature defect
is zero. Thus, ∑
i
ρ0(Ki) = 0.
While noteworthy, this is not the desired conclusion. We find another coeffi-
cient system on W which, when restricted to each M(Ki) boundary compo-
nent, factors injectively through the quotient of pi1(M(Ki)) by pi1(M(Ki))
(2)
p˜ .
By Remark 7.2
P = Ker(H1(M(Ki);Q[Γ]Sp(A)−1)→ H1(W ;Q[Γ]Sp(A)−1))
is isotropic.
Since pi1(M(K))→ Γ factors nontrivially through the Abelianization, [17,
Lemma 3.2 and Proposition 3.6] reveals that
H1(M(Ki);Q[Γ]Sp(A)−1) ∼= H1(M(Ki); R˜p) ⊗˜
Rp
Q[Γ]Sp(A)−1,
and for any a⊗ α and b⊗ β in H1(M(Ki); R˜p) ⊗˜
Rp
Q[Γ]Sp(A)−1,
BlΓ(a⊗ α, b⊗ β) = αΨ(B˜lp(a, b))β,
where Ψ : Q(t)
R˜p
→ K(Γ)
R˜p
is induced by the map αi of condition (C2). Thus,
we can think of P as an isotropic submodule of A˜p0(K)⊗Q[Γ]Sp(A)−1 with
respect to the bilinear form induced by B˜lp
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By applying Theorem 6.1, we see that the kernel of the map
(7.1) A˜
p
0(Ki)→ A˜p0(Ki) ⊗˜
Rp
Q[Γ]Sp(A)−1 = H1(W ;Q[Γ]Sp(A)−1),
which is equal to
{
m ∈ A˜p0(Ki)|m⊗ 1 ∈ P
}
is isotropic. We assume that
A˜p0(Ki) has no nontrivial isotropy so (7.1) is injective.
Now we build a new coefficient system onW . LetG := Ker (φ : pi1(W )→ Γ),
so that G is isomorphic to the fundamental group of W˜Γ, the Γ-cover of W .
Let G
(1)
p ⊆ G be given by the kernel of the following composition:
F : G
∼=→ pi1(W˜Γ)→ H1(W˜Γ;Z)Z-torsion ↪→ H1(W ;Q[Γ])→ H1(W ;Q[Γ]Sp(A)
−1)
Observe thatG
(1)
p is normal in pi1(W ). In order to see this, let g ∈ G(1)p and
γ ∈ pi1(W ). Then F (γ−1gγ) is given by letting γ∗, the deck translation on
W˜Γ corresponding to γ, act on F (g) ∈ H1(W ;Q[Γ]Sp(A)−1). Since F (g) = 0,
it follows that F (γ−1gγ) = γ∗(F (g)) = 0, so γ−1gγ is in G
(1)
p .
Since (C1) gives us that pi1(M(Ki))→ Γ factors through Abelianization,
it follows that φ is trivial on pi1(M(Ki))
(1) and the map induced by inclusion
sends pi1(M(Ki))
(1) to G. Consider the following commutative diagram:
(7.2)
pi1(M(Ki))
(1)
pi1(M(Ki))
(1)
pi1(M(Ki))
(2)
p˜
A˜p0(K)
G
G
G
(1)
p
H1(W ;Q[Γ]Sp(A)−1)
//a

i∗
  //b

β
 _

c
//e 

//d
The dotted map, β, is induced by i∗. In order to see that it is well
defined, one must check that i∗ maps pi1(M(Ki))
(2)
p˜ to G
(1)
p . In order
to see this, take x ∈ pi1(M(Ki))(2)p˜ . It follows that c(b(a(x))) is zero in
H1(W ;Q[Γ]Sp(A)−1). By the commutativity of the diagram, d(e(i∗(x))) is
zero in H1(W ;Q[Γ]Sp(A)−1) and so i∗(x) ∈ Ker(e) = G(1)p . Thus, the map
β is well defined.
The maps b and d in (7.2) are injections by the definition of pi1(M(K))
(2)
p˜
and G1p. The map c is the monomorphism in (7.1). Thus, β is injective
If x is in the kernel of the composition
(7.3) pi1(M(Ki))
i∗→ pi1(W )→ pi1(W )
G
(1)
p
,
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then i∗(x) is in G
(1)
p ⊆ G := Ker(pi1(W ) → Γ). Since the map from
pi1(M(Ki)) to Γ factors nontrivially through Abelianization, it must be that
x is in pi1(M(K))
(1). This means that x ∈ Ker
(
pi1(M(Ki))
(1) →
i∗
G→ G
G
(1)
p
)
.
By the commutativity of (7.2) and the injectivity of β, the kernel of this map
is pi1(M(Ki))
(2)
p˜ .
If we set Θ :=
pi1(W )
G
(1)
p
then the following commutative diagram holds for
each M(Ki)-boundary component:
pi1(M(Ki))
pi1(M(Ki))
pi1(M(Ki))
(2)
p˜
pi1(W ) Θ.

//
 _

//
This implies that
m∑
i=1
ρ˜1p(K) = σ
2(W,Θ) − σ(W ). It remains only to check
that this signature defect is zero.
In order to apply condition (C4) to get this conclusion, consider the fol-
lowing short exact sequence:
0→ G
G
(1)
p
→ pi1(W )
G
(1)
p
→ pi1(W )
G
→ 0
The leftmost term,
G
G
(1)
p
, is TFA. The rightmost term,
pi1(W )
G
, injects into
Γ, so that
(
pi1(W )
G
)(n+1)
r
= 0 since Γ
(n+1)
r = 1. This implies that
Θ
(n+2)
r =
(
pi1(W )
G
(1)
p
)(n+2)
r
= 0
and condition (C4) applies to give that σ2(W,Θ)−σ(W ) = 0. This completes
the proof in the case that each Ki is p-anisotropic.
In order to see it under the weaker assumption that each Ki has only
strongly p-anisotropic factors, suppose that Ki =
Bi
#
b=1
Ji,b with each Ji,b
strongly p-anisotropic. An application of Lemma 7.4 gives that
munionsq
i=1
Biunionsq
b=1
M(Ji,b).
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bounds a C(n, h). Now we can apply the theorem in the case already proven
to see that
m∑
i=1
(
Bi∑
b=1
ρ˜1p(Ji,b)
)
= 0
By Proposition 4.3,
Bi∑
b=1
ρ˜1p(Ji,b) = ρ˜
1
p(
Bi
#
b=1
Ji,b) = ρ˜1p(Ki). Making this substi-
tution completes the proof.

We are now ready to prove Theorem 1.1. We prove a stronger theorem
from which we get it as a corollary.
Theorem 7.8. Let p be a polynomial. Let {Ki} be a possibly infinite set
of knots each of which decomposes into a connected sum of strongly p-
anisotropic knots. For i = 1, 2, . . . and j = 1, 2, . . . , n let Ri,j be a slice
knot and ηi,j be an unknotted curve in the complement of Ri,j representing
a doubly anisotropic element of A0(Ri,j).
Let K0i = Ki and K
j
i = Ri,j(ηi,j ,K
j−1
i ).
If
m
#
i=1
aiK
n
i is (n+ 1.5)-solvable then
m∑
i=1
aiρ˜1p(Ki) = 0.
Proof. Suppose that
m
#
i=1
aiK
n
i were (n+1.5)-solvable. By Lemma 7.6
munionsq
i=1
(
aiunionsq
k=1
M(Ki)
)
bounds a C(n, n) so by Lemma 7.7
∑
i
aiρ˜1p(Ki) = 0.

Proof of Theorem 1.1. Suppose that some linear combination
m
#
j=1
aiKi is (n+
1.5)-solvable. Let p be the Alexander polynomial of Ki. For j 6= i Kj
has Alexander polynomial strongly coprime to p. By Corollary 5.2, Kj is
strongly p-anisotropic for all j. Theorem 7.8 gives that
(7.4)
∑
j
aj ρ˜1p(Kj) = 0
Proposition 4.2 applies to give that ρ˜1p(Ki) = ρ
1(Ki) 6= 0 and that for j 6= i,
ρ˜1p(Kj) = ρ
0(Kj) = 0. plugging these into (7.4) yields aiρ
1(Ki) = 0 so
ai = 0.
Since the choice of i was arbitrary, ai = 0 for all i and there are no
nontrivial linear relationships amongst these knots modulo n+1.5 solvability.

7.1. Proofs of Lemmas 7.4 and 7.5. Before we prove these two important
lemmas we discuss the cobordisms used to prove them
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Definition 7.9. For knots K1, . . . ,Kn, let V# = V#(K1, . . . ,Kn) be the
cobordism between unionsqM(Ki) and M(#Ki) constructed by starting with
nunionsq
i=1
M(Ki) × [0, 1] and connecting it by gluing together neighborhoods of
curves in M(Ki−1) × {1} and M(Ki) × {1} representing the meridians of
Ki−1 and Ki.
Definition 7.10. Consider knots K and J and an unknotted curve, η, in
S3 − K which has zero linking with K. Let Vinf = Vinf(K, η, J) be the
cobordism between M(K) unionsqM(J) and M(Kη(J)) given by starting with
M(K)× I unionsqM(J)× I and gluing a neighborhood of η in M(K)× {1} to a
neighborhood of the meridian of J in M(J)× {1}.
By virtue of the fact that the inclusion induced maps H2(M(K)) ⊕
H2(M(J)) → H2(V#) and H2(M(R)) ⊕ H2(M(K)) → H2(Vinf) are epi-
morphisms, each of V# and Vinf are rational (k)-null-bordisms for every
nonnegative integer, k (see [7, Definition 5.1]).
The following is a key result about rational (k)-null-bordisms. (For an R
module M , T (M) denotes the R-torsion part of M .)
Theorem ( [7, Theorem 6.3] ). Suppose W is a rational (k)-null-bordism
and φ : pi1(W ) → Γ is a nontrivial coefficient system where Γ is a PTFA
group with Γ(k) = 1. Let R be an Ore localization of Z[Γ] so Z[Γ] ⊆ R ⊆
K(Γ). Suppose that for each component Mi of ∂W on which φ is nontrivial,
RankZ[Γ](H1(Mi;Z[Γ])) = β1(Mi)− 1. Then if P is the kernel of the inclu-
sion induced map T (H1(∂W ;R)) → T (H1(W ;R)) then P is isotropic with
respect to the Blanchfield form on T (H1(∂W ;R)).
Now, for any PTFA group, Γ, Γ(k) = 1 for some k. Since the cobordisms
in which we are interested are (k)-null bordisms for every k, this condi-
tion imposes only the restriction that Γ be PTFA in our setting. Since
the components of Vinf and V# are all given by zero surgery along knots
The condition that RankZ[Γ](H1(Mi;Z[Γ])) = β1(Mi) − 1 = 0 holds for all
coefficient systems which are nontrivial on Mi by [6, Proposition 3.10].
In the case of V#, the meridian of any one of the components normally
generates pi1(V#) so that if φ is nontrivial on V# then it is nontrivial on
every boundary component. In the case of Vinf , the meridians of R and
Rη(K) each normally generate pi1(Vinf) so that φ is nontrivial on the M(R)
and M(Rη(K)) boundary components
Proposition 7.11. Consider knots K and J . Let η be an unknotted curve
in the complement of K. Let V be either V#(K,J) or Vinf(K, η, J) Given a
nontrivial PTFA coefficient system φ : pi1(V#) → Γ and S ⊆ Q[Γ] a right
divisor set which is closed under the involution on Q[Γ]. Let R = Q[Γ]S−1.
Then
(1) σ(2)(V,Γ) = σ(V ) = 0,
(2) Ker (H1 (∂V#;R)→ H1 (V#R)) is isotropic with respect to BlΓ.
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(3) If V = Vinf and φ is nontrivial on M(J), then
Ker (H1 (∂Vinf ;R)→ H1 (V#;R))
is isotropic with respect to BlΓ.
(4) If φ is trivial on M(J), then
Ker (H1 (M(K(η, J));R)⊕H1 (M(K);R)→ H1 (Vinf ;R))
is isotropic with respect to BlΓ.
Proof. By [7, Theorem 5.9], σ(2)(W,Γ) = σ(W ) = 0.
The remaining conclusions are immediate consequences of [7, Theorem
6.3]. Conclusions (2) and (3) follow since H2(∂V ;R) is torsion in these
cases. Conclusion (4) holds since if φ is trivial on M(J), then the torsion
part of H2(∂Vinf ;R) is H1 (M(K(η, J));R)⊕H1 (M(K);R). 
Finally, we prove the technical lemmas needed in the proof of Lemma 7.6.
For convenience we restate them as we prove them.
Lemma 7.4. Let Ki = Ki,1# . . .#Ki,mi for i = 1, . . . , p. If
punionsq
i=1
M(Ki)
bounds a C(n, h), (W,Γ), then
punionsq
i=1
miunionsq
j=1
M(Ki,j) bounds a C(n, h).
Proof. Construct a new 4-manifold, Ŵ , by gluing to the
M (Ki) = M (Ki,1# . . .#Ki,mi)
boundary component of W a copy of V# (Ki,1, . . . ,Ki,mi) which we call Vi.
Do this for each i. The resulting 4-manifold has boundary given by
punionsq
i=1
miunionsq
j=1
M (Ki,j). Since the map i∗ : H1(M(Ki)) → H1(Vi) is an isomorphism, one
can use Condition (C2) to conclude that φ : pi1(W )→ Γ extends over pi1(Vi)
for each i. Specifically, if αi is the monomorphism which exists since (W,Γ)
satisfies (C2), one can define the extension of φ to pi1(Vi) by the composition:
pi1(Vi)→ H1(Vi) i
−1∗→ H1(M(Ki)) αi↪→ Γ
We claim that (Ŵ ,Γ) is a C(k, n). Since the underlying group, Γ, did not
change, Condition (C1) still holds. In order to see Condition (C2) consider
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the following diagram:
pi1(M(Ki,j)) H1(M(Ki,j))
pi1(V#) H1(V#)
pi1(M(Ki)) H1(M(Ki))
pi1(W ) Γ
//
 
∼=
//

i−1∗ ∼=
OO
//

 _

αi
//
The composition of the maps on the right hand column is the required
monomorphism. Its image is contained in the Abelian subgroup, A, given
by the fact that (W,Γ) satisfies (C2).
We now use Proposition 7.11 (2) to show Condition (C3). Let ψ :
pi1(Ŵ ) → Λ and S be as in the statement of Condition (C3). If x and
y are in
P := Ker
(
⊕
i,j
H1(M(Ki,j);Q[Λ]S−1)→ H1(Ŵ ;Q[Λ]S−1)
)
then there exist x′ and y′ in
P ′ := Ker
(
⊕
i
H1(M(Ki);Q[Λ]S−1)→ H1(W ;Q[Λ]S−1)
)
such that x− x′ and y − y′ are in Q = ⊕
i
Qi where
Qi := Ker
(
H1(∂Vi;Q[Λ]S−1)→ H1(Vi;Q[Λ]S−1)
)
.
Consider the equality from the sesquilinearity of the Blanchfield form,
(7.5) BlΛ(x−x′, y− y′) = BlΛ(x, y)−BlΛ(x, y′)−BlΛ(x′, y) +BlΛ(x′, y′).
Since Q is isotropic by Proposition 7.11 (2), BlΛ(x− x′, y − y′) = 0. By as-
sumption, Condition (C3) holds for (W,Γ), so P ′ is isotropic andBlΛ(x′, y′) =
0. Since x and y′ are carried by different components of ∂V , as are x′ and
y, BlΛ(x, y
′) = BlΛ(y′, x) = 0. Thus, (7.5) reduces to 0 = BlΛ(x, y) so that
P is isotropic and Condition (C3) holds.
Condition (C4) holds because of Novikov additivity, since by Proposi-
tion 7.11 (1), σ(Vi) = σ
(2)(Vi,Θ) = 0. This completes the proof.

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Lemma 7.5. For i = 1, . . .m, let Ki be a knot, Ri be slice and ηi represent a
doubly anisotropic element of A0(Ri). If
munionsq
i=1
M(Ri(ηi,Ki)) bounds a C(n, h)
with n ≤ h, (W,Γ), then munionsq
i=1
M(Ki) bounds a C(n+ 1, h).
Proof. To each M (Ri(ηi,Ki))-boundary component of W glue a copy of
Vinf(Ri,Ki, ηi) which we abbreviate as Vi. Do this for each i. Call the
resulting 4-manifold W0. It has boundary ∂W0 = unionsq
i
(M(Ki) unionsqM(Ri)). For
each i, let Ei be the complement of a slice disk for the slice knot Ri. Let
Ŵ be given by gluing Ei to W0 along the M(Ri) boundary component for
each i.
Similar to the proof of Lemma 7.4, the coefficient system extends over
Vi∪E and on Vi∪E it factors through Abelianization. Since µi (the meridian
of Ki) is isotopic in Vi to ηi which is nullhomologous, φ(µi) is trivial. Thus,
µi ∼= ηi lifts to a curve in the Γ-cover of Ŵ and can be regarded as an
element of H1(Ŵ ;Q[Γ]).
If x and y are elements of
P := Ker
(
⊕
i
H1(M(Ri);Q[Γ])→ H1(W0;Q[Γ])
)
then there must exists x′ and y′ in
P ′ := Ker
(
⊕
i
H1(M(Ri(ηi,Ki));Q[Γ])→ H1(W ;Q[Γ])
)
such that x− x′ and y − y′ are in S = ⊕
i
Si where
Si := Ker (H1(M(Ri);Q[Γ])⊕H1(M(Ri(ηi,Ki));Q[Γ])→ H1(Vi;Q[Γ])) .
By Proposition 7.11 (4) S is isotropic so that
0 = Bl(x− x′, y − y′) = Bl(x, y)−Bl(x, y′)−Bl(x′, y) +Bl(x′, y′).
By remark 7.2, P ′ is isotropic so that Bl(x′, y′) = 0. Since x and y′ as well
as x′ and y sit in different components, Bl(x, y′) = Bl(x′, y) = 0. Thus,
Bl(x, y) = 0 and P is isotropic.
Since the inclusion induced map
pi1(M(Ri))
pi1(M(Ri))
(1)
r
→ pi1(M(Ei))
pi1(M(Ei))
(1)
r
∼= Z is
an isomorphism, it follows that if Qi = Ker(A0(Ri)→ A0(Ei)), then
Ker (H1(M(Ri);Q[Γ])→ H1(Ei;Q[Γ])) = Qi ⊗Q[Γ].
By a Mayer-Vietoris argument,
Ker
(
⊕
i
H1(M(Ri);Q[Γ])→ H1(W ;Q[Γ])
)
= P +⊕
i
(Qi ⊗Q[Γ]).
If 〈0, . . . , 0, ηj⊗1, 0, . . . , 0〉 ∈ ⊕
i
H1(M(Ri);Q[Γ]) were in P+⊕
i
(Qi⊗Q[Γ]),
then there would exist some p = 〈pi〉 ∈ P and 〈qi〉 ∈ ⊕
i
(Qi ⊗ Q[Γ]) with
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ηj ⊗ 1 = pj + qj and 0 = pi + qi when i 6= j. Since qi is in the isotropic
submodule Qi ⊗Q[Γ] for each i and P is isotropic, this implies
0 = BlΓ(p, p) =
∑
i
(BlΓ(pi, pi)) = BlΓ(pj , pj) +
∑
i 6=j
BlΓ(qi, qi)
= BlΓ(pj , pj)
So that ηj ⊗ 1 = pj + qj sits in the sum of the isotropic submodule Qj ⊗
Q[Γ] together with the isotropic submodule generated by pj . Corollary 6.4
then contradicts the assumption that ηj be doubly anisotorpic. Thus, µj ∼=
ηj must be nonzero in H1(Ŵ ;Q[Γ]) and H1(M(Ki)) maps injectively to
H1(Ŵ ;Q[Γ]).
Letting G = Ker(pi1(Ŵ )→ Γ), define Γ̂ to be the quotient pi1(W )
G
(1)
r
where
G
(1)
r is the first term in the rational derived series of G. Consider the fol-
lowing short exact sequence,
0→ G
G
(1)
r
→ Γ̂→ Γ→ 0.
It reveals first that Γ̂ is PTFA, since Γ is PTFA and
G
G
(1)
r
is TFA. Secondly,
since G is the fundamental group of the Γ cover of Ŵ ,
G
G
(1)
r
is the quotient
of H1(Ŵ ;Z[Γ]) by its Z-torsion, into which H1(M(Ki)) was shown to inject.
Thus, this choice of (Ŵ , Γ̂) satisfies (C2). It satisfies (C1) for n + 1 since
Γ̂
(n+1)
r sits in the TFA group
G
G
(1)
r
, so that Γ̂
(k+2)
r = 0.
The argument that (Ŵ , Γ̂) satisfies conditions (C3) and (C4) is just as in
the proof of 7.4 with part (3) of 7.11 replacing part (2). 
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