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Abstract: The localized-density-matrix (LDM) method has been developed to calculate the
excited state properties of very large systems containing thousands of atoms. It is particularly
suitable for simulating the dynamic electronic processes in nanoscale materials, and has been
applied to poly(p-phenylenevynelene) (PPV) aggregates and carbon nanotubes. Absorption
spectra of PPVs and carbon nanotubes have been calculated and compared to the experiments.
INTRODUCTION
With the development of modern technology, researchers may now synthesize and manipulate increasingly
complex nanostructure materials. Nanomaterials contain hundreds or thousands of atoms, and have
unique properties other than few atoms or macroscopic systems. Experiments like the scanning tunneling
microscope (STM), atomic force microscope (AFM) and single molecule spectroscopy have provided a
wealth of information on the nanomaterials, as well as posed many challenges to theory and computer
simulation. Conventional ab initio and semiempirical molecular orbital calculations are usually limited
to small and medium-size molecules. The obstacle lies in rapidly increasing computational costs as the
systems become larger and more complex. The computational time tcpu is proportional to a certain
power of the system size, Nx, where N is the number of electronic orbitals involved, and x is an exponent
which is usually larger than 2. For instance, the computational time of ab initio Hartree-Fock (HF)
molecular orbital calculation has a O(N 3–4) scaling, i.e., x = 3 – 4. To determine the electronic structures
of very large systems, it is essential that the computational cost scales linearly with N. Several O(N)
methods have been developed to calculate the electronic ground state [1–17]. The physical basis of these
methods is “the nearsightedness of equilibrium systems” [8]. The excited states of very large electronic
systems are much more difficult to determine. Several linear scaling calculations based on noninteracting
electron models have been carried out to determine the excited state properties of large systems [9,18].
However, explicit inclusion of electronic correlation in the linear scaling calculation of the excited state
properties has proven much more challenging.
A reduced single-electron density matrix  contains important information of an electronic sys-
tem. Expressed in an orthonormal atomic orbital basis set, the diagonal element ii is the electron den-
sity at an atomic orbital i, and the off-diagonal element ij measures the electronic coherence between
two atomic orbitals i and j. An equation of motion (EOM) for the reduced density matrix has been
solved to calculate linear and nonlinear electronic responses to external fields [19,20]. This EOM is
based on the time-dependent Hartree-Fock (TDHF) approximation, and the computational time for
solving it scales as O(N 6) in the frequency domain and O(N3) in the time domain. The TDHF approxi-
mation includes all single-electron excitations and partial double-, triple-, and other multi-electron excita-
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tions. It has been applied successfully to investigate the optical properties of conjugated polymers. In
ref. 21, it has been shown that the ground-state off-diagonal elements ij are negligible when the dis-
tance rij between i and j is larger than a critical length l0. This is a consequence of “the nearsightedness
of equilibrium systems”. When the system is subjected to an external field E(t), the field induces a
change  in the reduced density matrix. The induced density matrix  has a similar “nearsighted-
ness”, i.e., off-diagonal element ij is approximately zero as the distance between i and j is large
enough [21]. Different orders of responses in E(t) have different critical lengths. Usually, the higher the
order of response n is, the longer the critical length ln is, i.e., l0 < l1 < l2 < l3 …. We may truncate the nth
order induced density matrix response (n) (note,  = (1) + (2) + (3) + …) by setting its elements
drij
n( )
 to zero if rij > ln. This truncation may lead to a drastic reduction of the computational time.
Recently, a linear-scaling localized-density-matrix (LDM) method has been developed to evalu-
ate the properties of excited states of very large electronic systems [22]. It is based on the TDHF ap-
proximation and the above mentioned truncation of reduced density matrix. Through the introduction
of the critical lengths l0, l1, and others, which are characteristic of the reduced density matrices, the
computational time of the LDM method scales linearly with the system size N. With the Pariser-Par-
Pople (PPP) Hamiltonian for the  electrons [23,24], the method has been tested successfully to evalu-
ate the optical properties of polyacetylene oligomers containing up to 60 000 carbon atoms. Since the
PPP model is applicable only to planar conjugated systems, the LDM method has been generalized to
adopt the semiempirical models like CNDO/S [25] and PM3 [26] and was subsequently used to calcu-
late the optical properties of carbon nanotubes and poly(p-phenylenevinylene) (PPV) aggregates. The
LDM method is described in the section “Localized-density-matrix method”. In the section
“Polyacetylene”, the calculations on polyacetyelene oligomers are presented and the scaling of the
computational time versus the system size is examined. Applications to the PPV aggregates and carbon
nanotubes are discussed in the sections “Poly(p-phenylenevinylene) aggregates” and “Carbon nanotubes”,
respectively.
LOCALIZED-DENSITY-MATRIX METHOD
There are three distinctive features of the LDM method [22]. First, instead of many-body wave functions,
the reduced single-electron density matrix  is calculated from which the physical observables, such as
the charge distribution, dipole moment, and photo-excitation spectrum, are determined. Since the
expensive calculation of many-body wave function is avoided, the computational cost decreases
substantially. Secondly, the reduced density matrix  is obtained by integrating the following Heisenberg
equation,
i t r r( ) [ , ]=< >H (1)
in the time domain directly. Here   <  >,  is the reduced density matrix operator, and H is the
Hamiltonian which may be that of PPP, CNDO/S, INDO/S, or PM3. Lastly, a truncation of  is adopted
for its elements when the distance between the two atomic orbitals involved is beyond a critical length.
This truncation reduces the number of reduced density matrix elements to be determined from N2 to
O(N), where N is the number of the atomic orbitals in the system of interest, and leads subsquently to the
linear-scaling of the computational time versus the system size.
The LDM method is a general method, and does not rely on specific approximation schemes. So
far it has been implemented within the TDHF approximation [19]. In the TDHF approximation, a closed
nonlinear self-consistent equation of motion (EOM) is yielded for the reduced single-electron density
matrix (t)
i h t f t t r r= +[ ( ) ( ), ( )], (2)
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where h(t) is the Fock matrix, and f(t) represents the interaction between an electron and the external
field E(t). (t) and h(t) may be decomposed as,
r r dr( ) ( ),( )t t= +0 (3)
h t h h t( ) ( ),( )= +0 d (4)
where h(0) and p(0) are respectively the Hartree-Fock ground-state reduced single-electron density matrix
and Fock matrix, and (t) and h(t) are the induced reduced density matrix and induced Fock matrix
by the external field E(t) respectively. Thus, Eq. 2 becomes
i h t h t f t h t tdr dr d r r d dr = + + + +[ , ( )] [ ( ), ] [ ( ), ] [ ( ), ( )]( ) ( ) ( )0 0 0 [ ( ), ( )].f t tdr (5)
For the first order response,
i h h hij
k
ik kj ik kj
k
ik kjdr dr dr d r
( ) ( ) ( ) ( ) ( ) ( ) (( ) (1 0 1 1 0 1 0= - +Â Â ) ( ) ( ) ( ) ( )) ( )- + -Âr d r rik kj
k
ik kj ik kjh f f0 1 0 0 (6)
where k sums over all the atomic orbitals. Eq. 6 may be solved by integration in the time-domain. The
following approximations
(a) rij( )0 0= if rij > l0,
(b) drij( )1 0= if rij > l1
are the immediate consequence of the “nearsightedness” of the reduced density matrix, and lead directly
to
(c) hij( )0 0= if rij > l0,
(d) dhij( )1 0= if rij > l1
With (a), (b), (c) and (d), the range of the summation k is limited to a finite region for each term
on the R.H.S. of Eq. 6. Thus, the computational cost for each drij
( )1
 is finite (i.e., not depending on N).
Since only O(N) number of drij( )1  are to be determined [because of (b)], the total number of computa-
tional steps are then O(N) as well. The fast multipole method (FMM) or the cell multipole method
(CMM) is employed to calculate hkk and hkk [32–35]. This ensures the finite computational time for
each hkk and hkk and thus guarantee that the total computational time scales linearly with the system
size. To calculate the nonlinear responses, the last two terms in Eq. 5 need to be included. The compu-
tational cost for evaluating these two terms scales linearly with N, and therefore, the O(N) scaling
feature preserves for the calculation of higher order responses. It is emphasized that the LDM method is
a general method, and does not rely on specific approximation, although the TDHF scheme has so far




e t t( ) ,( / )= -1 2
p  (7)
is employed in the calculation where t  determines the duration of the stimulating field.
To avoid unphysical results for the excited state properties, it is important that the relation [h(0),
(0)] = 0 is satisfied to a high accuracy. A new linear-scaling procedure is to be devised to determine the
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ground-state reduced density matrix (0) [27]. To calculate (0), we start with Eq. 2 by setting E(t) = 0,
and have thus
i d dt t h t t( / ) ( ) [ ( ), ( )] + =g r r (8)
where the damping coefficient  is introduced to ensure the convergence of (t) to (0). Starting from an
initial guess to the ground state reduced density matrix, we may propagate (t) over a sufficient period
of time until a convergence is reached, and the resulting (t) may be taken as the ground-state reduced
density matrix (0).
POLYACETYLENE
To test its validity, we choose the polyacetylene (PA) oligomers and calculate their absorption spectra
by employing the LDM method. The PPP Hamiltonian is used to describe the electronic dynamics.
Values of the parameters are the same as ref. 22.
The PPP Hartree-Fock ground-state density matrix (0) must be calculated first. We plot the com-
putational time to obtain (0) in Fig. 1a. The computational time scales indeed linearly with the size N.
The fourth-order Runge-Kutta method is used to integrate Eq. 2. A four-level hierarchy is used in the
FMM calculation, and the smallest box contains 16 atoms. The absorption spectra of polyacetylene
oligomers are calculated for N up to 60 000. In Fig. 1b, we plot the CPU time of the LDM calculation
versus N. A time interval [–0.5 fs, –0.30 fs] with a time step 0.01 fs is used. The CPU time is indeed
proportional to the system size N. In the calculations l0 = l1 = 50 Å, t = 0.1 fs, and the phenomenological
dephasing constant  is set to 0.1 eV. To access the accuracy of the LDM methods, the results for the full
TDHF and the LDM methods are compared for N = 200, and are shown in Fig. 1c. Clearly two sets of
results are consistent, which illustrates that the LDM method is highly accurate.
POLY(P-PHENYLENEVINYLENE) AGGREGATES
PPV-based materials possess high efficient electroluminescence, very large and ultrafast nonlinear optical
responses, and favorable processing characteristics, and may thus be used for the fabrication of LEDs,
photoconductors, optical switches and other devices. Much research activity has been devoted to
investigating the nature of the excited states of these materials, and yet, many aspects of their photophysics
remain controversial. For instance, one of many important issues is the intra- or inter-chain character of
the photoexcitations [28–31]. Numerical simulations of optical responses that include explicit electron–
electron correlation demand large computational resources, and have thus been limited mostly to single-
and double-chain systems. It is thus vital to carry out reliable calculations to simulate the photoelectronic
processes in bulk PPV-based materials. The LDM method is a linear-scaling method and applicable to
the systems containing hundreds or thousands of atoms. We employ it to investigate the nature of inter-
and intra-chain excitations. The PM3 Hamiltonian is adopted in the calculation.
We use the same bond lengths and angles of the PPV oligomer as given in ref. 36. The C–C bond
lengths along the benzene ring are set to 1.39 Å, and all the angles on the benzene are set to 120°. The
C–H bond lengths are equal to 1.09 Å. The single and double bond lengths in the vinylene group are
1.44 Å and 1.33 Å, respectively. To investigate the inter-chain excitations, we construct several PPV
aggregates. Eight chain aggregates are shown in Fig. 2 where each chain is aligned along the x-axis and
there are 3.28 Å and 1.64 Å displacements along x-direction from C to A and from B to A, respectively.
The two PPV chains are either parallel  (A and C) or tilted to each other with an angle 76° (A and B).
The axis of B and C are displaced by (4.00 Å, 3.12 Å) and (–0.31 Å, 4.53 Å) in y-z plane from that of A.
More chains are added with the same displacement vectors and angles among them, see Fig. 2. Each
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Fig. 1 (a) The CPU time versus N for the calculation of ground states reduced density matrices (l1 = 50 Å and 16
atoms in the smallest box.) (b) The CPU time for the calculation of excited state (l1 = l0 = 37 Å and 16 atoms in
the smallest box). Each calculation is performed during a time interval  [–0.5 fs ,–0.3 fs] with a time step 0.01 fs.
(c) The absorption spectrum for N = 200. The crosses are the cutoff-LDM results with l1 = l0 = 50 Å and
l
c 
= 25 Å. The diamonds are the FMM-LDM results with l1 = l0 = 50 Å and 25 atoms in smallest box. The solid
lines are the full TDHF results. Each calculation is performed during the time interval between –0.5 fs and
70.0 fs with a time step 0.01 fs.  = 0.1 eV.
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PPV chain is made of multi-units and each unit consists of 8 carbon and 6 hydrogen atoms except the
two ends of the chain. (The unit at either end of the chain has 8 carbon and 7 hydrogen atoms.) The
notation M-N PPV represents a PPV aggregate containing N PPV chain and each chain having M units.
The geometries are fixed in the calculation.
Figure 2 shows the comparison between the absorption spectra of 2-1 (chain C), 2-2 (A and B),
and 2-8 (A to H) PPV aggregates. The electric field is perpendicular to the plane of A. The absorption
spectra of 2-1 (dotted line) and 2-2 (dashed line) aggregates are scaled by a factor of 4. The change of
the absorption spectra from one chain to two chains is again very small for higher energy except that the
amplitude of the 2-8 absorption spectrum (solid line) is enhanced, and the peaks of 2-8 red shift com-
pared to that of the 2-1. The first peak of 2-1 splits into two in 2-2 and larger splitting is observed in
2-8 PPV (see the inset of Fig. 2). This is the so-called Davydov splitting. A close look at the density
matrices reveals that the two excitations that correspond to the splitting contain the inter-chain compo-
nents. As the aggregate grows in size (from 2-1 to 2-2 to 2-8), the inter-chain component increases in the
relative proportion of the density matrix. In other words, the inter-chain component becomes more
important until it reaches about 20% as the size increases. All these effects come from the inter-chain
excitations, which may be observed from the characteristics of corresponding density matrices.
The absorption spectra have been calculated for other PPV aggregates, and largest one so far has
been the 8-4 aggregate which contains 464 atoms. In Fig. 3 we plot the absorption spectrum of the 4-4
PPV aggregate whose structure is sketched in the figure. The electronic field is polarized along the z-
axis. Clearly, there is the Davydov splitting at  ~ 2.7 eV. Compared to those of the 2-4 and 2-8 PPV
aggregates, the Davydov splitting red-shifts. It is because the longer the chain, the less the optical gap.
The inter-chain excitations become more prominent as the interaction amplitudes and channels
increase. The precise features of the inter-chain excitations depends on the distance and interactions
among the polymer chains in the aggregates. The relation between the photoluminescence and the inter-
chain excitations or excimers is not yet clear, and more research is required.
Fig. 2 Absorption spectra for 2-8 PPV aggregate. The solid line: 2-8 PPV aggregate. The dashed line: 2-2 PPV
aggregate (A and B). The dotted line: 2-1 PPV oligomer (B). The dashed and dotted lines are magnified by 4
times. The inset shows the magnified view of the lower excited states. The electric field is perpendicular to the
plane of A.  = 0.1 eV.
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CARBON NANOTUBES
Carbon nanotubes (CNTs) have become a major subject of research activities since their initial finding
by Iijima in 1991 [37] and the subsequent report for the synthesis of large quantities of CNTs by Ebbesen
in 1992 [38]. CNTs may be metallic or semiconducting depending on their chiralities and the packing
of the tubes. Because of their superior mechanical properties, CNTs have been widely used as the
microscope probes. Tips of single-walled carbon nanotubes (SWNTs) and multi-walled CNTs (MWNTs)
have been used in the atomic force microscope. Chemical functional groups have been added to the
open ends of SWNTs. The resulting probes have distinctive chemical resolutions, and thus have been
used in the newly developed chemical force microscope [39]. Our objective is to investigate the linear
optical response of the zigzag CNTs by using the LDM method. The linear optical spectra of a series of
open single-walled zigzag CNTs are evaluated. All the nearest-neighbor C-C distances ac-c are chosen
to be 1.421 Å, which is the same as those in graphite. A tube diameter Dm is 3mac c- /p in the zigzag(m,0) nanotubes which is formed by wrapping a graphite sheet along the zigzag direction (m,0) with m
hexagons around the circumference. The PPP Hamiltonian is used in the calculation.
Figure 4a shows the absorption spectra of two (6,0) zigzag CNTs, C384H12 and C768H12. There is
an apparent red-shift for the first peak of C768H12. Figure 4b shows the absorption spectra of two (9,0)
zigzag CNTs, C360H18 and C576H18. Once again, the red-shift exists as the length of tube increases. The
energy of first peak for either (6,0) or (9,0) depends on the length of the tube. The longer the tube, the
smaller the first peak’s energy. According to the tight binding model, (6,0) and (9,0) zigzag CNTs are
metals while (7,0), (8,0) and other (3k  1,0) CNTs are semiconductors. In Fig. 5 we plot the absorption
spectra for C320H16, C512H16 and C1024H16. The first peak for each CNT diminishes as the size increases
and even disappears for C1024H16. As the size increases, the first major peak locates eventually at
 ~1.9 eV, which is similar to the optical gap of polyacetylene. In the calculation the dephasing  is set
to 0.2 eV, and the critical lengths l0 = l1 =36 Å.
Carbon nanotubes are usually one-dimensional (1D) nanostructures since their lengths are far
much larger than their diameters. In order to illustrate that the computational time of the LDM calcula-
Fig. 3 Absorption spectra for 4-4 PPV aggregate. The solid line: 4-4 PPV aggregate. The doted line: 4-1 PPV
oligomer (B). The dashed line is magnified by 4 times. The electric field is perpendicular to the plane of A.
 = 0.1 eV.
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Fig. 4 Absorption spectra for zigzag CNTs. (a) (6,0): solid line is for C384H12 and dashed line for C768H12. (b)
(9,0): solid line for C360H18, and dashed line for C576H18. The electric field is parallel to the tube.  = 0.2 eV.
Fig. 5 The absorption spectra of the zigzag (8,0) CNTs. The dotted line for N=1024. The dashed line is for
N = 512 , and the solid line is for N = 320.  = 0.2 eV and l0 = l1 = 36 Å.
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tion scales linearly with the size for 2D and 3D systems, we construct the CNTs whose diameters are
comparable to their lengths. The diameters range from 20.370 to 81.478 Å, and the lengths from 15.63
to 66.78 Å. The number of carbon atoms corresponds to 416, 1664, 3328, 4576, and 6656. The CPU
time for propagating Eq. 2 between a time interval [–0.5 fs, –0.3 fs] is recorded. The time step is 0.01 fs.
The results are shown in Fig. 6a. Clearly, the CPU time scales linearly with the system size N. The
maximum number of atoms in the smallest box is kept to 26. As the diameter gets larger, the CNT is
increasingly similar to the graphite. The absorption spectrum of a (60,0) CNT with 1200 carbon atoms
is shown in Fig. 6b. The critical lengths l0 = 28 and l1 = 43 Å are used. The absorption spectrum is quite
different with those of 1D CNTs. It should be similar to the optical properties of graphite if the tubule
radius is large enough.
SUMMARY
It is demonstrated that the computational time of the LDM method scales linearly with the system size.
The LDM method has been applied to the systems containing hundreds or thousands of atoms, and is
Fig. 6 (a) The CPU time for the excited state calculation of 3D CNTs with large radius. The time interval is [–
0.5 fs, –0.3 fs] with the time step 0.01 fs. The critical lengths l1 and l0 are 15 Å. 26 atoms are included in the
smallest box. (b) The absorption spectrum of the zigzag (60,0) nanotube C1200H120.  = 0.4 eV.
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thus an ideal method for simulating electronic dynamics of nanoscale materials. Its applications to the
PPV aggregates and carbon nanotubes have revealed interesting features of these materials, such as
inter-chain excitations in the PPVs and low-frequency photoinduced excitations in the carbon nanotubes.
The LDM method is applicable to many more nanomaterials and may become one of the major numerical
methods for studying nanostructures.
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