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Abstract. This paper presents a model constructed for the evaluation of the 
interaction of the atmosphere and the ocean. The work here presented focuses in the 
development of an agent based architecture that has been constructed for the 
evaluation of the interaction, between the atmosphere and the ocean waters, of several 
parameters. Such evaluation needs to be made continuously in a dynamic 
environment and therefore requires the use of autonomous models that evolve with 
the time. The proposed architecture incorporates CBR-agents whose aim is to monitor 
the evolution of the interaction of parameters and facilitate the creation of an 




The agent paradigm is gaining relevance in the development of applications for 
flexible and dynamic environments, such as the web, personalized user interfaces, 
oceanography, control systems or robotic environments. Agents are often 
characterized by their capabilities such as autonomy, reactivity, pro-activeness, social 
ability, reasoning, learning, and mobility, among others. These capabilities can be 
modelled in different ways and with different tools [26], one of the possibilities is the 
use of CBR systems. This paper presents a CBR-agent based architecture that is the 
core of a distributed system developed for the analysis and evaluation of the 
interaction between ocean water masses and the atmosphere. The aim of this paper is 
to present a successful architecture that allows the construction of dynamic systems 
capable of growing in dimension and of adapting their knowledge to environmental 
changes. In this work we are mainly interested in the modelling of deliberative agents 
with CBR systems, as they can be used for implementing adaptive systems. Agents 
must be able to respond to events, which occur within their environment, take the 
initiative according to their goals, interact with other agents (even human), and to use 
past experiences to achieve current goals. Several architectures have been proposed 
 
for building deliberative agents, most of them based on the BDI model [21]. In this 
model, agents have mental attitudes of Beliefs, Desires and Intentions. In addition, 
they have the capacity to decide what to do and how to get it according to their 
attitudes. The beliefs represent its information state, what the agent knows about itself 
and its environment. The desires are its motivation state, what the agent is trying to 
achieve. And the intentions represent the agent’s deliberative states. Intentions are 
sequences of actions; they can be identified as plans. These mental attitudes determine 
the agent’s behaviour and are critical in attaining proper performance when the 
information about the problem is scarce [2, 15].  
A BDI architecture has the advantage that it is intuitive and relatively simple to 
identify the process of decision-making and how to perform it. Furthermore, the 
notions of belief, desire and intention are easy to understand. On the other hand, its 
main drawback lies in finding a mechanism that permits its efficient implementation. 
There are several approaches to formalise and implement BDI agents, among them, 
dMARS [8], PRS [18], JACK [4], JAM [14], and AgentSpeak(L) [20]. One of the 
problems for an efficient implementation lies in the use of multi-modal logic for the 
formalisation and construction of such agents, because they have not been completely 
axiomatised and they are not computationally efficient. Rao and Georgeff  [21] state 
that the problem lies in the great distance between the powerful logic for BDI systems 
and practical systems. Another problem is that this type of agent is not able to learn, a 
necessary requirement for them since they have to be constantly adding, modifying or 
eliminating beliefs, desires and intentions. It would be convenient to have a reasoning 
mechanism that would enable the agent to learn and adapt in real time, while the 
computer program is running, avoiding the need to recompile such an agent whenever 
the environment changes. 
In order to overcome these issues, we propose the use of a case-based reasoning 
(CBR) system for the development of deliberative agents [5, 8]. The proposed method 
facilitates the automation of their construction. Implementing agents in the form of 
CBR systems also facilitates learning and adaptation, and therefore a greater degree of 
autonomy than with a pure BDI architecture [13]. If the proper correspondence 
between the three mental attitudes of BDI agents and the information manipulated by 
a CBR system is established, an agent with beliefs, desires, intentions and a learning 
capacity will be obtained. Our approach to establish the relationship between agents 
and CBR systems differs from other proposals [1, 10, 17, 19, 25], as we propose a 
direct mapping between the agent conceptualisation and its implementation, in the 
form of a CBR system.  
The next section reviews the relationships that can be established between CBR 
and BDI concepts. Section three describes the environmental problem that motivates 
most of this research. Section four describes the multiagent based system developed 
paying special attention to the CBR-BDI agents constructed. Finally the conclusions 




2. CBR-BDI Agents 
 
The purpose of case-based reasoning (CBR) is to solve new problems by adapting 
solutions that have been used to solve similar problems in the past. The deliberative 
agents, proposed in the framework of this investigation, use this concept to gain in 
autonomy and improve their problem solving capabilities. Figure 1 shows the activity 
diagram of a CBR-BDI agent for one of the possible actions, which is composed of a 
reasoning cycle that consists of four sequential phases: retrieve, reuse, revise and 
retain.  
An additional activity, revision of the expert’s knowledge, is required because the 
memory can change as new cases appear during this process. Each of these activities 
can be automated, which implies that the whole reasoning process can be automated 
to a certain extent [6]. According to this, agents implemented using CBR systems 
could reason autonomously and therefore adapt themselves to environmental changes. 
 
 
Fig. 1. Activity diagram describing a set of activities, including a CBR-BDI agent reasoning 
cycle. 
The CBR system is completely integrated into the agents’ architecture. The CBR-
BDI agents incorporate a “formalism” which is easy to implement, in which the 
reasoning process is based on the concept of intention. Intentions can be seen as cases, 
which have to be retrieved, reused, revised and retained. This makes this model 
unique in its conception and reasoning capacities. The structure of the CBR system 
has been designed around the concept of a case. A straight relationship between CBR 
systems and BDI agents can also be established if the problems are defined in the 
form of states and actions.  
The relationship between CBR systems and BDI agents can be established 
implementing cases as beliefs, intentions and desires which led to the resolution of the 
problem. As described in [8], in a CBR-BDI agent, each state is considered as a 
belief; the objective to be reached may also be a belief. The intentions are plans of 
actions that the agent has to carry out in order to achieve its objectives [2], so an 
 
intention is an ordered set of actions; each change from state to state is made after 
carrying out an action (the agent remembers the action carried out in the past when it 
was in a specified state, and the subsequent result). A desire will be any of the final 
states reached in the past (if the agent has to deal with a situation, which is similar to a 
past one, it will try to achieve a similar result to the previously obtained result). In [8] 
can be seen a diagram with a representation of the relationship between BDI agents 
and CBR systems  
3. Quantification of the Ocean Interaction Budget 
 
An understanding of the natural sources and sinks of atmospheric carbon dioxide is 
necessary for predicting future atmospheric loading and its consequences for global 
climate. Present estimates of emissions and uptake do not balance, and although some 
have attributed the imbalance to a terrestrial sink, the magnitude of the oceanic sink 
remains undefined [22]. The vast amount of new data on atmospheric CO2 content 
and ancillary properties that have become available during the last decade and the 
development of mathematical models to interpret this data have lead to significant 
advances in our capacity to deal with such issues. However, a continuing major cause 
of uncertainty is the role played by photosynthesis in providing a sink for 
anthropogenic emissions [22]. The solution to these types of problems requires the use 
of dynamic systems, capable of incorporating new knowledge and facilitating the 
monitoring and estimation work carried out by oceanographers. The rapid increase in 
atmospheric CO2 resulting from atmospheric changes in the carbon cycle has 
stimulated a great deal of interest.  
The need to quantify the carbon dioxide valence and the exchange rate between the 
oceanic water surface and the atmosphere has motivated us to develop a distributed 
system that incorporates CBR-BDI agents capable of estimating such values using 
accumulated knowledge and updated information. The CBR-BDI agents receive data 
from satellites, oceanographic databases, oceanic and commercial vessels. The 
information received is composed of satellite images of the ocean surface, wind 
direction and strength and other parameters such as water temperature, salinity and 
fluorescence.  
The goal of our project is to construct a model that calculates the global budgets of 
CO2, a mean CO2 flux for the whole oceanographic basin. The oceans contain 
approximately 50 times more CO2 in dissolved forms than the atmosphere, while the 
land biosphere including the biota and soil carbon contains about 3 times as much 
carbon (in CO2 form) as the atmosphere [24]. The CO2 concentration in the 
atmosphere is governed primarily by the exchange of CO2 with these two dynamic 
reservoirs. Since the beginning of the industrial era, about 2000 billion tons of carbon 
have been released into the atmosphere as CO2 from various industrial sources 
including fossil fuel combustion and cement production. This amounts to about 35% 
of the pre-industrial level of approximately 590 billion tons as carbon. At present, 
atmospheric CO2 content is increasing at an annual rate of about 3 billion tons which 
corresponds to one half of the annual emission rate of approximately 6 billion tons 
 
from fossil fuel combustion. Whether the missing CO2 is mainly absorbed by the 
oceans or by the land and their ecosystems has been debated extensively over the past 
decade.  
It is important, therefore, to fully understand the nature of the physical, chemical 
and biological processes which govern the oceanic sink/source conditions for 
atmospheric CO2 [16, 24]. Satellite-borne instruments provide high-precision, high-
resolution data on atmosphere, ocean boundary layer properties and ocean 
biogeochemical variables, daily, globally, and in the long term (Figure 2). All these 
new sources of information have changed our approach to oceanography and the data 
generated needs to be fully exploited. Wind stress, wave breaking and the damping of 
turbulence and ripples by surface slicks, all affect the air-sea exchange of CO2. These 
processes are closely linked to the "roughness" of the sea surface, which can be 
measured by satellite radars and microwave radiometers. Sea surface roughness 
consists of a hierarchy of smaller waves upon larger waves (photograph, left, and 
close-up, below). Different sensors give subtly different measurements of this 
roughness. 
 
     
Fig. 2. Satellite colour pictures. 
Our final aim is to model both the open ocean and shelf seas, and it is believed that 
by assimilating Earth Observation (EO) data into artificial intelligence models these 
problems may be solved.  EO data (both for assimilation and for validation) are vital 
for the successful development of reliable models that can describe the complex 
physical and biogeochemical interactions involved in marine carbon cycling. Satellite 
information is vital for the construction of oceanographic models, and in this case, to 
produce estimates of air-sea fluxes of CO2 with much higher spatial and temporal 
resolution, using artificial intelligence models than can be achieved realistically by 
direct in situ sampling of upper ocean CO2. To handle all the potentially useful data to 
create daily models in a reasonable time and with a reasonable cost it is necessary the 
use of automated distributed systems capable of incorporate new knowledge. Our 





4. Multi Agent System  
 
Our scientific focus is on advancing the science of air-sea interactions and reducing 
the errors in the prediction of climate change. The primary goal is to quantify 
accurately the global air-sea fluxes of carbon dioxide. Over the past few years several 
models have been constructed and experiments carried out. Finally a distributed 
system has been constructed for solving the previously described problem. Gaia [27] 
has been initially used for the design of the distributed system, then AUML (Agent-
based Unified Modelling Language) has been used for the low level design.  
 
 




Fig. 4. Super User agent class diagram.  
 
 
This system incorporates several agents each of them in charge of a different task. 
Figure 3 presents an extension of the acquaintance model of a Gaia diagram and 
represents the multiagent architecture, its components and interactions. It incorporates 
reactive agents, in charge of repetitive tasks, and more complex deliberative CBR-
BDI agents in charge of monitoring, modelling and evaluating the interaction between 
the water surface and the atmosphere.  
 
 
Fig. 5. User agent class diagram.  
 
 
Fig. 6. Vessel agent class diagram. 
 
The system includes a Super-user agent and several user agents, Modelling agents, 
CaStore agents and Vessel Agents. The User and Super-user are interface agents that 
facilitate the access to the system.  Figure 4 and 5 show their AUML class diagrams. 
 
For example the Super-user agent facilitates the interaction between the super user 
and all the agents of the systems, as shown in Figure 4. These agents also facilitate the 
access to the data and to the constructed models. They also allow the users to follow 
and to modify the modelling process.  
 
 
Fig. 7. CaStore agent class diagram.  
 
The vessel agents are installed in the oceanographic and commercial ships that 
collaborate with the research project. They receive information from different sensors 
and store it. They can send their stored data to the CaStore agents on demand. The 
vessel agent may act on the boat sensors and EPRONS. They can also initiate an 
evaluation process of a given model. Models are always constructed by the Modelling 
agents. The CaSrore agents transform the satellite images and the data received form 
the vessel agents in cases. When new cases are constructed the Modelling agents are 
informed so the model in use may be improved. These agents also facilitate the user 
the access to the case store. The CaStore agents store historical and updated 
information incoming form the Vessel agents and from satellites. This data is sent to 
the Modelling agents, which have the goal of monitoring the ocean evolution and of 
evaluating the carbon dioxide interaction between the water surface and the 
atmosphere. The Modelling agents are CBR-BDI agents that use a CBR system to 
achieve their goals. Figure 8 shows the class diagram of these Modelling agents. The 
Modelling agents use CoHeL IBR system to achieve their goals [7]. The Cooperative 
Maximum Likelihood Hebbian Learning (CoHeL) method is a novel approach that 
features both selection, in which the aim is to visualize and extract information from 
 
complex, and highly dynamic data. The model proposed is a mixture of factor analysis 
and exploratory projection pursuit based on a family of cost functions proposed by 
Fyfe and Corchado [12] which maximizes the likelihood of identifying a specific 
distribution in the data while minimizing the effect of outliers. It employs cooperative 
lateral connections derived from the Rectified Gaussian Distribution [23] in order to 
enforce a more sparse representation in each weight vector. This method is used for 
the clustering of instances, and during the retrieval stage of the IBR cycle, the 
adaptation step is carried out using a radial basis function network. Finally, the system 
is updated continuously with data obtained from the CaStore agents. The CoHeL IBR 
system is described in [7].  
 
 
Fig. 8. Modelling agent class diagram.  
 




Fig. 10. State diagram for the Modelling agent.  
Figure 9 shows one of the possible collaboration diagrams of the interaction model 
between the Modelling agent and the user of the system. This sequence of actions 
facilitates the construction of a model of the ocean surface – atmosphere interaction of 
a particular area of the ocean. Each Modelling agent is in charge of a particular 
oceanic area, for example the North Atlantic Ocean. The relationship between CoHel 
IBR systems and the BDI agent in which it is embedded can be established 
implementing instances such as beliefs, intentions and desires which lead to the 
resolution of the problem. When the Modelling agent starts to solve a new problem, 
with the intention of achieving a goal (identifying the carbon dioxide rate), it begins a 
new IBR reasoning cycle, which will help to obtain the solution. The retrieval, reuse 
and revision stages of the IBR system facilitate the construction of the agent plan. The 
agent’s knowledge-base is the instance-base of the IBR system that stores the 
instances of past beliefs, desires and intentions. The agents work in dynamic 
environments and their knowledge-base has to be adapted and updated continuously 
by the retention stage of the IBR system. Figure 10 presents the state diagram for the 
Modelling agent. It shows how the agent is continually working and using the IBR life 
cycle for reasoning and achieving its goals. Figure 2 shows the activity diagram 
describing a CBR-BDI agent reasoning cycle, which can be applied to this agent too.  
5. System evaluation and conclusions 
The previously described system was tested in the North Atlantic Ocean during 2004. 
During this period of time the multiagent system has been tuned and updated and the 
first autonomous prototype started to work in may 2004. Although the system is not 
fully operational and the aim of the project is to construct a research prototype and not 
a commercial tool, the initial results have been very successful from the technical and 
scientific point of view. The construction of the distributed system has been relatively 
easy using previously developed CBR-BDI libraries [5, 6, 7, 8]. From the software 
 
engineering point of view AUML and Gaia [27] provide an adequate framework for 
the analysis and design of distributed agent based systems. The formalism defined in 
[13] facilitates the straight mapping between the agent definition and the CBR 
construction. The user can interact with the Modelling agent (via his/her user agent) 
following the interaction model described in Figure 10 and obtain information about 
the carbon dioxide exchange rate of a given area.  
Table 1. Instance values. 






WS Wind strength  
WD Wind direction 
Fluo_calibrated fluorescence calibrated with chlorophyll 
SW pCO2 surface partial pressure of CO2 
 
The Modelling Agents have their own interface and can also be accessed via the 
User or Super user agents. These agents handle beliefs, desires and intention from a 
conceptual point of view and cases from an implementation point of view. A case is 
composed of the attributes described in Table 1. Cases can be viewed, modified and 
deleted manually or automatically by the agent (during its revision stage). The agent 
plants (intentions) can be generated using different strategies since the agent 
integrates different algorithms.  
Table 2. Million of Tones of C02 exchanged in the North Atlantic.  
 October 04 November 04 December 04 
Multiagent System -18 19 31 
Casix manual models -20 25 40 
 
The interaction between the system developers and oceanographers with the 
multiagent system has been continuous during the construction and pruning period, 
from December 2003 to September 2004. The system has been tested during the last 
three months of 2004 and the results have been very accurate. Table 2 presents the 
results obtained with the Multiagent systems and with mathematical Models [16] used 
be oceanographers to identify the amount of CO2 exchanged. The numerical values 
represent the million of Tonnes of carbon dioxide that have been absorbed (negative 
values) or generated (positive value) by the ocean during each of the three months. 
The values proposed by the CBR-BDI agent are relatively similar to the ones 
obtained by the standard technique. In this case the case/instance base has been 
constructed with over 100,000 instances, and includes data since 2002. The 
multiagent system has automatically incorporated over 20,000 instances during these 
three months and eliminated 13% of the initial ones. While the CBR-BDI Modelling 
Agent generates results on a daily basis without any human intervention, the Casix 
manual modelling techniques require the work of one researcher processing data 
during al least four working days. Although the proposed system requires further 
 
improvements and more work the initial results are very promising. The CoHel IBR 
systems embedded within the Modelling agent has provided relatively accurate results 
in the North Atlantic Waters as well as in the Pacific Ocean [7]. The generated 
framework facilitates the incorporation of new agents using different modelling 
techniques and learning strategies so further experiment will allow to compare these 
initial results with the ones obtained by other techniques.  
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