The goal of this paper is to study some unknown questions on the primary decomposition of matrices over a field K and to give the analogous of some well known results of spectral, algebraic and geometric multiplicity order of an eigenvalue to any P -component of the characteristic polynomial C A of a matrix A over a field K. More precisely we compute the dimension of the kernel of a polynomial of a square matrix A over any arbitrary commutative field K in terms of its invariant factors. As an application we determine the value of the P -algebraic and P -geometric multiplicity order of any P -component of the characteristic polynomial C A of a matrix A.
Introduction
Let K be a field. Let A ∈ M n (K) and P be an irreducible polynomial of K [X] . We will say that A is P -primary matrix if the characteristic polynomial C A of A is a power of P . The Primary decomposition Theorem states that if A ∈ M n (K) is a non zero matrix and m A (X) =
is the prime decomposition of its minimal polynomial m A (X) then the matrix A is similar to a block diagonal of P -primary matrices diag(A 1 , A 2 , ..., A s ). The dimension of sequence vector spaces Ker P s (A)-is unknown. In the first part of this paper, we use some deep results on module theory over a PID to compute the dimension of the kernel of a polynomial of a square matrix A over a commutative field K in terms of its invariant factors.
In the second part, we give the analogous of some well known results of spectral, algebraic and geometric multiplicity order of an eigenvalue, to any Pcomponent of the characteristic polynomial C A of a matrix A over any arbitrary commutative field K. Some new results on the P -algebraic and P -geometric multiplicity order are also established.
Preliminary Notes
Let K be a field. Let M be a finite dimension vector space over K and f a K-endomorphism of M. The vector space M is endowed by a structure of K[X]-module via the endomorphism f by X.m = f (m) for any m ∈ M. We will denote by M f the K[X]-module on M induced by f . As the ring K[X] is a PID, then by applying the structure theorem of finitely generated torsion modules over a PID, the very useful following theorem is deduced (see [[6] 
and
• q r = m f (X) the minimal polynomial of f and Let K be a field. Let A ∈ M n (K) and P be an irreducible polynomial of K [X] . We will say that A is P -primary matrix if the characteristic polynomial C A of A is a power of P .
Proposition 2.2 (Primary decomposition Theorem ) Let
A ∈ M n (K) be a non zero matrix. Let m A (X) = s i=1 P α i i be the prime decomposition of m A (X). Let E i = Ker P α i i (
A). Then the subspaces E i are invariant under A and A is similar to a block diagonal of P -primary matrices
Proof. See [ [7] , Theorem 1.5.1,p29].
Throughout this paper, E is a finite-dimensional vector space over a field K. If f ∈ End K (E), m f and C f stand respectively for the minimal and the characteristic polynomial of f .
Main Results
This is the main result of this paper.
Theorem 3.1 Let K be a field. Let A ∈ M n (K) be a non zero matrix and
To prove this Theorem we need the following lemmas
Lemma 3.2 Let u be an endomorphism of a finite dimensional vector space
Proof. Easy to prove (see [[8] , Proposition 1. 3. 2] and [5] ).
Lemma 3.3 Let R be a PID and let a, b be nonzero elements of
R. If d = (a, b) = gcd{a, b}, then {c ∈ R/bR | ac = 0} R/dR. Proof. Indeed let M a := {c ∈ R/bR | ac = 0} clearly M a is a submodule of the R-module R/bR. Let b = b d . Then φ : R −→ M a x −→ b x φ is an R-homomorphism. Notice that ab x = b a d x = 0. So b x ∈ M a . Furthermore if ax = 0 then ax ∈ bR so x ∈ b R. Hence φ is an onto homomorphism. Kerφ = {x ∈ R | b x ∈ bR} = dR. Hence M a R/dR. Lemma 3.4 Let A ∈ M n (K) and let M A be the K[X]-module induced by A. If M A K[X]/(q). Let P ∈ K[X],then Ker(P (A)) Ker P (X) where P (X) : K[X]/(q) → K[X]/(q),T → P (X).T
Proof. Let ϕ denotes the K[X]-isomorphism between M A and K[X]/(q)
We have m ∈ KerP (A) if and only if P (A)(m) = 0 if and only ifϕ(P (X).m) = 0if and only if ϕ(P (X).m) = 0 if and only if P (X).ϕ(m) = 0 if and only if P (X)(ϕ(m)) = 0 if and only if ϕ(m) ∈ Ker P (X), where P (X) :
By lemma 3.4 and lemma 3.3 we have Ker P (X)
So it turns to study the case where f admits one invariant factor (A is companion). By lemma 3.
Generalized algebraic and geometric multiplicity order
Let K be a field. Let Q be a polynomial of K[X] and P be an irreducible polynomial of K[X] which occur in the prime decomposition of Q. We will say that the power polynomial P s is the P -component of Q if Q = P s Q 1 where Q 1 is a polynomial of K[X] coprime with P . The integer s is said the P -valuation of Q and will be denoted by υ P (Q).
In order to give the analogous of some well known results of spectral, algebraic and geometric multiplicity order of an eigenvalue. We introduce the P -algebraic and P -geometric multiplicity order relative to any P -component of the characteristic polynomial C A of the matrix A.
Definition 4.1 Let A ∈ M n (K). Let C A be the characteristic polynomial of the matrix A. If P is an irreducible monic factor of C A then
• The P -algebraic multiplicity order of the matrix A (or the algebraic multiplicity order of A at the factor P ) is dim K KerP (A) υ P (C A ) .
• The P -geometric multiplicity order of the matrix A (or the geometric multiplicity order of A at the factor P ) is dim K KerP (A).
Throughout this work we will follow the notations used by the authors of [1]: 1) ν alg (P ) denote the P -algebraic multiplicity order of the matrix A.
2) ν geom (P ) denote the P -geometric multiplicity order of the matrix A.
Proposition 4.2 Let f ∈ End
where k is the number of i such that s i ≤ l.
inf (l, s i )degP so we deduce the result.
Corollary 4.3 Let f ∈ End K (E) and P ∈ K[X] be an irreducible monic factor of
for any positive integer l ≥ s.
Corollary 4.4 Let A ∈ M n (K). Let C A be the characteristic polynomial of A. If P is an irreducible monic factor of C A then P -algebraic multiplicity order of the matrix
Proof. Indeed, let f be the endomorphism canonically associated to A. By the corollary 4.3 and since
Let f ∈ End K (E) and N k = Kerf k . As E is a finite dimension vector space over K, the sequence N k is stationary. It is well known that if N k = N k+1 then N s = N k for any number s ≥ k. Hence if k is the small number such that N k = N k+1 then the sequence N m is a strictly increasing sequence in the interval [0, k].
Then the sequence N k is a strictly increasing sequence in the interval [0, s] and N l = N s for any positive integer l ≥ s.
Proof.
Indeed,
Proof. Indeed, if υ P (m f ) = 1 then by corollary 4.3, we have ν geom (P ) = dim K KerP (f ) = tdegP .
If the characteristic polynomial C f of f splits completely (as in the case where K is an algebraically closed field) we refind the classical known results in the following corollary
If s = 1 we apply the corollary 4.6.
be an irreducible monic factor of C f . Then ν alg (P ) = ν geom (P ) if and only if υ P (m f ) = 1.
Indeed, if t = υ P (C f ) and υ P (m f ) = 1 then by corollary 4.6 ν geom (P ) = tdegP = ν alg (P ). Conversely if ν alg (P ) = ν geom (P ) then ( 
