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Abstract 
Based on Markov process and the nature of the growth curve regression equation, we establish joint 
prediction model of Markov and the Logistic growth curve, which can predict the future sugarcane 
production of Guangxi province, and we could proof its feasibility. 
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1 Introduction 
At present, the production prediction is mainly based on mathematical statistics. And there are many 
sugarcane yield forecast methods. For example: Regression forecast, Grey forecast, Markov, Neural 
network[1-2] etc. According to statistical information, sugarcane production trends affected by two factors: 
first, the trend of its growth; second, the volatility of climate change. Therefore, We insert that changes in 
sugarcane production have both change trends by regression law and affection by the Markov state 
transition probability. Choose a simple regression and Markov chain combined model can better predict 
sugarcane production.  
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2 Establishment of a joint model 
 
2.1 Markov model 
 
Markov chain prediction is a method which based on the initial state probability vector and the state 
probability transition matrix to infer a variable future periods in which the state, and Markov process is the 
theoretical basis. It describes the dynamic process of a random time series[3]. 
 
2.1.1 State division 
 
According to Markov chain, we can divide the data sequence into a number of different states, 
represented by mEEE ,,21 "ˈ , state transition only occurs at countable moment such as mttt ,,21 "ˈ  
etc. 
 
2.1.2 State transition probability matrix 
 
Transition probability of Markov chain from iE state transferring to state jE  through k step denotes 
by )(kpij : 
)(pij k =
i
ij
M
km )(
.                                                                               (1) 
Here, iM denotes the total number of emerged state iE , )(kmij  denotes the number of state i
E  
transferring to state jE through k  step, m is the number of states by,  one step state transition probability 
matrix is as follows: 
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Repeated use of Chapman - Kolmogorov equation, if the initial state of a variable is iE , whose initial 
vector is )0(V , then k  step transition probability matrix and state vector are respectively as follows. 
 
k(P(1))P(k)   ,                                                                                                   (3) 
kP(1))(V(0)V(k)  .                                                                                        (4) 
 
2.2 Logistic equation 
 
Logistic model was proposed by the Dutch biologist Verhulst, reflect the general law of the occurrence 
of things, development and maturity[4] , the expression for this model is  
ktBe
A

 
1
M(t)
                                                                       (5) 
 
Here, A represent the highest level of development of variable )(tM , k is the maximum relative growth 
rate, B is a constant, t  is the time. 
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2.3 Joint prediction model 
 
Changes law of trend variables can be predicted by using Logistic model, and the transfer of the state of 
random variable can use Markov process with transition probability matrix to achieve [5] , so the joint 
model is  
 
s(t)(t)MÖ(t)YÖ  ),,2,1(t n" ,                                                                (6) 
here, )(Ö tM denote regression curve fitting value, )(ts is random variable, )(Ö tY is joint predictive value. 
 
 
3 Example 
 
3.1 Logistic curve regression equation 
 
By the raw data of Guangxi sugarcane production in 1964 -2009, we can draw the trend chart and 
determine equations by exploiting SPSS17.0, the limits of production of sugarcane in 2020 are 15,000 tons 
which determined by growth rate, we obtain equation 
 
te 12.101801
15000M(t) 
  )985.0(R 2   .                                                                  (7) 
 
 
 
 
3.2 State of division and determine values of random variables 
 
According to the ratio of random variable accounting for trend variable, we can divide state and 
determine state intervals[ ii DC , ], the ratio is (t)MÖs(t) , here )(Ö)()( tMtYts  is the random part of 
the random variable, )(tY  denote the original data of t  moment , )(Ö tM represents regression fitted value 
of moment.  We split the level of the sugarcane into five states in terms of the original data, and determine 
the corresponding change intervals [ ii DC , ]. 
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Table1  Standard table of state division 
State                 (t)MÖs(t)   N.o  
Big poor harvest year           -0.35~-0.15                                                                1 
Poor harvest year                  -0.15~-0.05                                                                 2 
Flat year                                 -0.05~0.05                                                                 3 
Harvest year                           0.05~0.15                                                                  4 
Rich harvest year                    0.15~0.35                                                                  5 
 
 
By the state transition probability matrix, we can predict time intervals of system future moments. After 
determining the next turn of random variables, we can determine the change intervals of its value, and the change 
intervals is [
ii DMCM uu Ö,Ö
]. The most likely predictive value of a random variable is the mid-point value, i.e. 
]/2.D(t)MÖC(t)MÖ[)( ii uu ts
                                                                     (8) 
 
3.3 State transition probability matrix of sugar cane production 
 
Calculating by the number of state, we obtain the step transition matrix as follows: 
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By P(1) , we obtain every element of matrix greater than or equal 0, and the elements and for each line is 1ˈ
P(1)  is standard probability matrix, i.e., Markov chain must have steady-state. Therefore, transition probability 
matrix of t  moment can be obtained by (3). Combine (4), (9) and MATLAB ,we calculate to actieve    
)(t 0.1957)  0.1957  0.2609  0.1957   (0.1522V(t) fo .               (10) 
 
4
 
prediction results: 
 
Select the actual production of part of the year and joint predictive value from Table 3, then compare them, the 
results are shown in Table2. 
 
Table 2  Main years of sugarcane production and the error compare table     Unit: 10000 t
 
Y           )(tM  )(Ö tM  Error rate(%)  )(Ö tY  Error rate(%) 
1967 172.65  128.46  25.59 160.56 7.0 
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1978 
1988 
376.72 
    1353.38  
433.19 
1257.45  
14.9 
7.0 
389.87 
1383.19 
3.5 
2.2 
1997                3242.38                  3015.38               7.0                                3316.91                        2.3 
2005                5154.69                  5731.05              11.1                               5157.94                       0.01 
2010                7766.29                  7747.92 
2015                9790.88                  9790.68 
 
From Table 2 and Table 3, we predict the yield of sugarcane of Guangxi by exploiting the joint model, the result is 
very effective and higher accuracy, and more practical value than the single model.   
 
 
Table 3  Production and the forecast of Guangxi sugarcane over the years      Unit: 10000 t  
Y     )(tM      )(Ö tM  State No. )(
Ö tY  Y )(tM  )(
Ö tM  State No. )(
Ö tY  
1964 109.33  91.91  0.19  5 114.89 1987 1167.42  1133.88  0.03  3 1139.78 
1965 154.17  102.77  0.50  5 128.46 1988 1353.38  1257.45  0.08  4 1383.19 
1966 
1967 
132.99  114.90  0.16  5 143.63 1989 1410.70  1393.13  0.01  3 1386.65 
172.65  128.46  0.34  5 160.56 1990 1501.84  1541.81  -0.03  3 1335.26 
1968 136.65  143.59  -0.05  3 143.01 1991 1990.74  1704.37  0.17  5 2013.46 
1969 153.98  160.49  -0.04  3 160.12 1992 2354.87  1881.67  0.25  5 2352.08 
1970 206.57  179.35  0.15  4 197.29 1993 2305.29  2074.54  0.11  4 2281.99 
1971 185.20  200.40  -0.08  2 180.79 1994 2320.45  2283.73  0.02  3 2296.63 
1972 258.84  223.88  0.16  5 279.85 1995 2555.73  2509.93  0.02  3 2509.08 
1973 286.36  250.06  0.15  4 275.06 1996 2830.50  2753.68  0.03  3 2753.88 
1974 230.40  279.26  -0.17  1 209.44 1997 3242.38  3015.38  0.08  4 3316.91 
1975 244.22  311.78  -0.22  1 233.83 1998 3582.30  3295.26  0.09  4 3624.78 
1976 269.51  348.01  -0.23  1 261.68 1999 3220.64  3593.34  -0.10  2 3234.01 
1977 248.98  388.33  -0.36  1 291.24 2000 2937.80  3909.37  -0.25  1 2932.02 
1978 376.72  433.19  -0.13  2 389.87 2001 3653.30  4242.85  -0.14  2 3818.56 
1979 381.00  483.06  -0.21  1 362.29 2002 4593.30  4593.01  0.00  3 4593.02 
1980 401.93  538.46  -0.25  1 403.84 2003 4861.84  4958.73  -0.02  3 4958.22 
1981 527.49  599.94  -0.12  2 539.95 2004 5003.87  5338.65  -0.06  2 4804.78 
1982 722.85  668.13  0.08  4 734.94 2005 5154.69  5731.05  -0.10  2 5157.94 
1983 680.65  743.66  -0.08  2 669.29 2006 6376.40  6133.99  0.04  3 6133.99 
1984 721.97  827.24  -0.13  2 744.51 2007 7737.47  6545.25  0.18  5 8067.81 
1985 982.88  919.61  0.07  4 1011.6 2008 8215.58  6962.43  0.18  5 8703.03 
1986 1121.40  1021.55  0.10  4 1123.7 2009 7509.44  7382.98  0.02  3 7382.98 
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