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We derive a semi-classical nonequilibrium work identity by applying the Wigner-Weyl quantization
scheme to the Jarzynski identity for a classical Hamiltonian. This allows us, to the leading order
in ~, to overcome the problem of defining the concept of work in quantum mechanics. We propose
a geometric interpretation of this semi-classical relation in terms of trajectories in a complex phase
space and illustrate it with the exactly solvable case of the quantum harmonic oscillator.
PACS numbers: 03.65.Sq,03.65.Yz
According to the second principle of thermodynamics, macroscopic phenomena tend to evolve towards states cor-
responding to a maximum number of underlying microstates, i.e. states that maximize entropy. Combined with the
first principle, this leads to a more operational statement for isothermal processes: the minimal amount of work to
modify a system from a state A to a state B is given by
W ≥ F (B)− F (A), (1)
where F = U − TS is the free energy. Statistical mechanics has shown that the interpretation of macroscopic
thermodynamics is statistical, by endowing microscopic states with a probability measure. Hence, the second principle
should be understood as an average of a random process; one should write, in fact,
〈W 〉 ≥ F (B)− F (A), (2)
where 〈W 〉 is the average of path-dependent work along the realizations of a given macroscopic process (or protocol)
leading from state A to state B. In 1996, C. Jarzynski [1, 2] discovered that there exists a non-equilibrium work
relation, underlying the long-established work inequality :
〈e−βW 〉 = e−β(F (B)−F (A)). (3)
A remarkable consequence, from the thermodynamics point of view, is that, for (3) to be true, some individual
realizations of the transform must ‘violate’ the second principle, that is, the system can reach once in a while a
final state whose free energy variation is actually greater than the received work. The Jarzynski identity and its
generalization by G. Crooks [4] have triggered an immense amount of work during the last two decades (see e.g. [5–7]
for reviews) and has been verified experimentally [8–10].
The original approach of Jarzynski was based on classical trajectories and on the classical definition of work. It was
therefore a challenge to generalize it to a quantum system. For closed quantum systems, this difficulty was overcome
by the so-called two-measurement process [11–16, 18, 19], where work is defined as the difference of energy between
the end and the beginning of the evolution. As explained by Talkner et al. [17], this definition of work does not
correspond to a quantum observable because it can not be represented by a Hermitian operator. This explains why
alternative proposals based on some quantum work operator did not obey the Jarzynski identity [20–22]. For an open
system, the two measurements scheme could be applied by considering the system together with its environment as
a global, closed, system (see e.g. [23–25]). A different strategy to study open systems is to use a quantum map that
acts on the density matrix of the system [26–28]. Under suitable assumptions, this map leads to a quantum Markov
evolution, described by a Lindblad equation [29]. In this dynamical framework, a quantum analog of the Jarzynski
relation can be proved by defining a work operator through a generalization of the Feynman-Kac formula to quantum
Markov semi-groups (see [30] and references therein). Further studies and proposals for experimental checks of the
quantum Jarzynski identity have unveiled the interplay between measurement, quantum trajectories and stochastic
thermodynamics [31–41].
In [42], C. Jarzynski, H. T. Quan and S. Raav studied the semi-classical limit of the two measurement process to
study the correspondence between the quantal and the classical definitions of work and the between the corresponding
work distributions. The aim of the present work is to revert the logic and to derive a quantum Jarzynski identity by
using the Weyl representation of quantum mechanics. The advantage of this approach is to restore a classical phase
space, allowing us, in the semi-classical regime, to define a pseudo-work along pseudo-trajectories, whose classical
limit coincides with the definition traditional work along the classical trajectories. Our semi-classical definition of
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2the work does not require the system to be closed and can be associated with a continuously measuring environment,
such as modeled by Lindblad type equations, for which nonequilibrium work identities are valid [30].
The outline of this work is the following. In section I, we review the basic properties of the Wigner-Weyl quantization
scheme that will be used afterwards. In section II, we consider a quantum system in thermal equilibrium at inverse
temperature β governed by a time-independent Hamiltonian: starting from the Wigner transform of the density
matrix, we define a ’pseudo-Hamiltonian’ which, in the semi-classical limit, can be viewed as the average of the true
classical Hamiltonian over a trajectory in complex time, of duration ∆τ = −i~β. In section III, we study a system
with a time-dependent Hamiltonian: we define a pseudo-work, interpret it as the time-integral of the power generated
by the pseudo-Hamiltonian over a complex trajectory and show that this pseudo-work satisfies semi-classical Jarzynski
identity. This relation is illustrated by an explicit calculation for the harmonic oscillator in section IV. The last section
is devoted to concluding remarks.
I. A BRIEF REVIEW OF WEYL QUANTIZATION
In this section, we recall some basic properties of the Wigner-Weyl quantization scheme [43, 44] that we shall use
in the present work. Elementary presentations can be found in [45–47] and more advanced discussions in [48, 49].
The Weyl transform allows us to construct an operator from a phase space function f(p, q) . The idea is simply to
take the Fourier transform of f and then to take a modified inverse Fourier transform, where the variables p and q
are replaced by the operators p̂ and q̂. Literally, one has
f̂ =
1
(2pi~)2
∫∫
e
i
~ (kpp̂+kq q̂)
(∫∫
f(p˜, q˜)e−
i
~ (kpp˜+kq q˜) dp˜ dq˜
)
dkp dkq. (4)
The integral gets simpler in the position representation, and, by applying Baker Campbell Hausdorff and the closure
relation,
e
i
~ (kpp̂+kq q̂) = e
i
~
1
2kq q̂ e
i
~kpp̂ e
i
~
1
2kq q̂
=
∫
e
i
~
1
2kq q̂ |p〉e i~kpp〈p| e i~ 12kq q̂ dp, (5)
one ends up with
〈q′|f̂ |q′′〉 = 1
2pi~
∫
e
i
~p(q
′−q′′)f
(
p,
q′ + q′′
2
)
dp. (6)
This relation can be easily inverted, and, from any Hermitian operator Â, one can define its ”Weyl symbol”
[
Â
]
W
(p, q)
by [
Â
]
W
(p, q) =
∫
e−
i
~pQ〈q + Q
2
|Â|q − Q
2
〉 dQ, (7)
which is a function of classical phase space. This integral is sometimes called the Wigner transform. When the
operator is a density operator, one adds a prefactor for normalization
W (p, q) =
[
Â
]
W
(p, q) =
1
2pi~
∫
e−
i
~pQ〈q + Q
2
|ρ̂|q − Q
2
〉 dQ, (8)
Since the transform is one-to-one, the Weyl representation is strictly equivalent to regular quantum mechanics. For
operators made of a single variable, it actually respects the ”correspondence principle”. For instance one has
[p̂n]W (p, q) = p
n
[q̂n]W (p, q) = q
n. (9)
On the other hand, the Weyl symbol of a product of non-commuting operators is generally not the product of the
Weyl symbols of the operators. One has in fact[
ÂB̂
]
W
(p, q) =
1
pi2~2
∫
e
2i
~ [(p1−p)(q2−q)−(p2−p)(q1−q)]A(p1, q1)B(p2, q2) dp1 dq1 dp2 dq2. (10)
3For instance one has [
p̂B̂
]
(p, q) =
(
p+
~
2i
∂
∂q
)
B(p, q)[
q̂p̂B̂
]
(p, q) =
(
q − ~
2i
∂
∂p
)(
p+
~
2i
∂
∂q
)
B(p, q). (11)
More generally, one has [46] [
ÂB̂
]
(p, q) = A
(
p+
~
2i
∂
∂q
, q − ~
2i
∂
∂p
)
B(p, q). (12)
Although this product rule implies that products of operators are represented by complicated expressions, this
simplifies in the case of symmetrized products of operators. For instance one has
[p̂q̂]W (p, q) = pq +
~
2i
[q̂p̂]W (p, q) = pq −
~
2i
, (13)
and consequently, [
p̂q̂ + q̂p̂
2
]
W
(p, q) = pq. (14)
This problem of ordering products disappears as soon as one takes the trace of a product of operators. Indeed, for
every couple of operators Â and B̂ and their corresponding Weyl symbols A(p, q) and B(p, q), one has the following
fundamental identity:
TrÂB̂ =
∫∫
A(p, q)B(p, q) dp dq. (15)
We emphasize that the Weyl symbol of a general function of a combination of non-commuting operators is generally
not the function of the corresponding Weyl symbol:[
exp
(
Â
)]
W
(p, q) 6= exp
([
Â
]
W
(p, q)
)
, (16)
(unless the operator A depends on a single variable, that is, Â = f(p̂) or Â = f(q̂)). In particular, this implies
that one can not obtain a Jarzynski equality in the Weyl representation by simply quantizing the classical Jarzynski
proof, which is based on the properties of the exponential function. One of the motivations of the present work is to
overcome this difficulty (see in section III).
II. SEMI-CLASSICAL APPROXIMATION OF A THERMAL STATE
In this section, we construct in the classical phase space a ‘pseudo-Hamiltonian’ Γ(p, q), defined from the Weyl
symbol of the thermal state generated by the quantum Hamiltonian Ĥ. The function Γ(p, q) is defined in the following
way: [
e−βĤ
]
W
(p, q) ≡ e−βΓ(p,q). (17)
we emphasize again that, because of (16), we have Γ(p, q) 6= H(p, q), where H(p, q) is the classical Hamiltonian.
The exact formula Γ is rather complicated but we can derive an approximate expression G(p, q) ' Γ(p, q) in the
semi-classical limit, by interpreting the thermal state as a Schro¨dinger propagator during an imaginary time [50, 51]
e−βĤ = e−
i
~∆τĤ , (18)
where
∆τ = −i~β (19)
4is interpreted as an imaginary time. For a real ∆τ , this propagator can be well approximated by the Van Vleck propa-
gator [53], which plugged into (8), gives the semi-classical Wigner propagator calculated by M. V. Berry (see equation
(21) of [52]). Therefore, using Berry’s result, the semi-classical Wigner thermal state is simply the continuation of
this propagator for imaginary ∆τ .
In this section, we rederive the expression of the semi-classical Wigner thermal state by the stationary phase method.
This will allow us to introduce notations and techniques that will be useful in the rest of this work. Starting from
equation (38.30) of [53], we write
〈qf|e− i~ (tf−ti)Ĥ |qi〉 ' Ksc(qi, ti; qf, tf) ≡
∑
j
1
(2ipi~)1/2
∣∣∣∣∂pf∂qi
∣∣∣∣1/2 e i~S(qi,ti;qf,tf)−imj pi2 , (20)
where S is the solution of a Hamilton-Jacobi equation or its time reverse,
∂S
∂tf
+H
(
∂S
∂qf
, qf
)
= 0
∂S
∂ti
−H
(
− ∂S
∂qi
, qi
)
= 0 (21)
and coincides with the classical action calculated along the classical trajectory (p(t), q(t)) generated by H(p, q), the
classical counterpart of Ĥ, such that{
q(ti) = qi
q(tf) = qf
{
∂tp(t) = −∂qH (p(t), q(t))
∂tq(t) = ∂pH (p(t), q(t)) ,
(22)
The integers mj in equation (20) are the Maslov indices, which appear when the above trajectory crosses the caustics,
on which the determinant of the second derivative of S vanishes [54]. These caustics are reached only after a certain
amount of time; before that time, there is a unique trajectory for two given boundary conditions, here (qi, ti) and
(qf, tf). Thus, we have
S(qi, ti; qf, tf) =
∫ tf
ti
[p(t)∂tq(t)−H (p(t), q(t))] dt
=
∫ tf
ti
p(t)∂tq(t) dt− (tf − ti)H (p(ti), q(ti)) , (23)
the last line being true only for a time independent Hamiltonian. We also have, from the fact that S is solution of
(21), and see chapter 46 of [55] for the whole story,
∂S
∂qi
= −pi
∂S
∂qf
= pf

∂S
∂ti
= H(pi, qi)
∂S
∂tf
= −H(pf, qf) .
(24)
We now take the analytical continuation of this propagator and obtain
〈qf|e−βĤ |qi〉 ' Ksc(qi, τi; qf, τf)
' 1
(2ipi~)1/2
∣∣∣∣ ∂2S∂qf∂qi
∣∣∣∣1/2 e i~S(qi,τi;qf,τf) , (25)
with τi ∈ iR and τf = τi + ∆τ ∈ iR purely imaginary times. We have supposed that all Maslov indices mj vanish: this
requires the imaginary time to be small enough to avoid the first caustics of the complex trajectory. On the other
hand, to obtain a correct ordering of the ~ corrections, the value of ∆τ = τf − τi must remain constant as ~ → 0
[63]. We remark that the initial imaginary ”time” τi ∈ iR is, a priori, a free parameter, since the Hamiltonian is not
a function of β. Let us now have a closer look at the action S: we consider the imaginary time classical trajectory
(p(τ), q(τ)) generated by H(p, q), such that{
q(τi) = qi
q(τf) = qf
{
∂τp(τ) = −∂qH (p(τ), q(τ))
∂τq(τ) = ∂pH (p(τ), q(τ)) ,
(26)
5where τ is an imaginary parameter with τ ∈ [τi, τf]. This trajectory is generically unique and the action S (which is
now imaginary) is calculated by integrating along this trajectory (26),
S(qi, τi; qf, τf) =
∫ τf
τi
[p(τ)∂τq(τ)−H (p(τ), q(τ))] dτ
=
∫ τf
τi
p(τ)∂τq(τ) dτ −∆τH (p(τi), q(τi)) . (27)
We now evaluate (17) by plugging the semi-classical expression (25) in the Wigner transform (8):[
e−βĤ
]
W
(p, q) =
1
2pi~
∫
e−
i
~pQ〈q + Q
2
|e−βĤt |q − Q
2
〉 dQ
' 1
2pi~
∫
1
(2ipi~)1/2
∣∣∣∣ ∂2S∂qf∂qi
∣∣∣∣1/2 e i~ [Stot(p,q,Q)] dQ . (28)
For every Q, the total action
Stot(p, q,Q) = −pQ+ S(q − Q
2
, τi; q +
Q
2
; τf), (29)
defines, implicitly, a classical trajectory (pi, qi)→ (pf, qf) such that
qi = q (τi) = q − Q
2
qf = q (τf) = q +
Q
2
. (30)
In the semi-classical limit, ~→ 0, keeping ∆τ fixed, the stationary phase method can be used; the main contribution
in the integral (28) is given by the stationary point Q?, that solves
∂
∂Q
Stot(p, q,Q)|Q? = −1
2
∂S
∂qi
(
q − Q
?
2
, τi; q +
Q?
2
; τf
)
+
1
2
∂S
∂qf
(
q − Q
?
2
, τi; q +
Q?
2
; τf
)
− p = 0. (31)
Thus, according to (24), we obtain
p =
pi + pf
2
. (32)
Using equations (30) and (32), we then conclude that among the family of trajectories (p(τ), q(τ)) spanned by Q, we
must select the stationary trajectory (p?(τ), q?(τ)) such that
p?i + p
?
f
2
= p (33)
q?i + q
?
f
2
= q, (34)
where (p?i , q
?
i ) = (p
?(τi), q
?(τi)) and (p
?
f , q
?
f ) = (p
?(τf), q
?(τf)). To understand the structure of the solution, let us
define the imaginary time flow (p′, q′) 7→ (p(τ), q(τ)) = Cτ (p′, q′) with (p(τ), q(τ)) solution of equation (26) and
(p(0), q(0)) = (p′, q′). Formally, one can write
p(τ) = p(0) + τ p˙(0) +
1
2
τ2p¨(0) + . . .
q(τ) = q(0) + τ q˙(0) +
1
2
τ2q¨(0) + . . . (35)
We first note that, for real (p(0), q(0)), then p˙(0), p¨(0) . . . are also real, as they can be obtained from (22) and expressed
in terms of derivatives of the type ∂pnqmH(p(0), q(0)) where H is real. On the other hand, τ is imaginary. Therefore
one then has, for real (p′, q′),
Cτ (p′, q′) = C−τ (p′, q′). (36)
6Re(q)
Re(p)
O
Im(p, q)
real plane
(p, q)
(p?c, q
?
c )
(p?f , q
?
f )
(p?i , q
?
i )
(p?f − p?i , Q?)
FIG. 1: The complex trajectory crosses the real plane at (p?c , q
?
c ); its chord (p
?
f − p?i , Q?) is imaginary and the middle of this
chord is (p, q). Also, (p, q) is the image of (p?c , q
?
c ) through M∆τ
2
.
Let us then build the map
(p′, q′) 7→ M∆τ
2
(p′, q′) =
C∆τ
2
(p′, q′) + C−∆τ2 (p
′, q′)
2
. (37)
From (36), M∆τ
2
is a real map from the real phase space {(p′, q′)} to itself. Then, we define
(p?c , q
?
c ) =
(
M∆τ
2
)−1
(p, q). (38)
Obviously,
(p?i , q
?
i ) = C−∆τ2 (p
?
c , q
?
c )
(p?f , q
?
f ) = C∆τ
2
(p?c , q
?
c ) (39)
then fulfill conditions (33) and (34). This construction makes it clear that
p?i = p
?
f
q?i = q
?
f , (40)
which implies, from equation (30) with q being real, that Q
?
2 is in fact the imaginary part of qf, with
Q? = −Q?. (41)
To summarize, the arc (p?(τ), q?(τ)) is symmetric with regard to the real phase space plane, and it intersects this
real phase space plane at (p?c , q
?
c ) = (p
?( τi+τf2 ), q
?( τi+τf2 )). Moreover, the chord (p
?
f − p?i , Q?) of this arc is purely
imaginary, and the middle of this chord is (p, q). The picture is shown on figure 1. Finally, we retrieve for the Weyl
symbol, defined in (28), an expression equivalent to the one in [52], but in imaginary time, that is[
e−βĤt
]
W
(p, q) ' N (p, q)e−βG(p,q) (42)
with
G(p, q) = − 1
∆τ
[
−pQ? + S(q − Q
?
2
, τi; q +
Q?
2
, τf)
]
= H (p?c , q
?
c )−
1
∆τ
[∫ τf
τi
p?(τ)∂τq
?(τ) dτ − pQ?
]
= H (p?c , q
?
c )−
1
|∆τ |A(p, q) (43)
7and the prefactor
N (p, q) = 1
2pi~
1
(2ipi~)1/2
∣∣∣∣ ∂2S?∂qf∂qi
∣∣∣∣1/2√ pi− i~S′′tot(Q?)
=
1
2pi~
1
(2ipi~)1/2
∣∣∣∣ ∂2S?∂qf∂qi
∣∣∣∣1/2 eipi4
√√√√ 8pi~∣∣∣∂2S?∂q2f + ∂2S?∂q2i − 2 ∂2S?∂qf∂qi ∣∣∣
=
1
2pi~
√√√√√ 2
∣∣∣ ∂2S?∂qf∂qi ∣∣∣∣∣∣ ∂2S?∂qf∂qi − 12 (∂2S?∂q2f + ∂2S?∂q2i )∣∣∣ . (44)
Here, S? represents the action S evaluated at the saddle-point. The term A(p, q) = i
∫ τf
τi
p?(τ)∂τq
?(τ) dτ − ipQ? is
a real number that can be interpreted as the area between the complex arc (p?(τ), q?(τ)) and its chord, as shown in
figure 1. The prefactor (44) is the product of two terms: one arises from the Van Vleck propagator and the other is
generated by the stationary phase method (i. e. an imaginary Gaussian integration). In the following, we shall keep
the leading order in ~ only and the prefactor N (p, q) will be omitted.
III. A JARZYNSKI IDENTITY IN THE WEYL REPRESENTATION
In the previous section, using a semi-classical approach, we have derived an expression for the function G(p, q)
such that e−βG(p,q) represents the quantum thermal state generated by the (quantum) Hamiltonian Hˆ. We shall
now introduce an explicit time dependence in the Hamiltonian Ht, define a pseudo-work, calculate its semi-classical
expression ∂tGt and derive a formal Jarzynski identity. The heart of the matter resides in the geometric interpretation
of the semi-classical trajectories.
A. Time-dependent Hamiltonian
We use the semi-classical scheme constructed in section II, but with a time dependent Hamiltonian Ht(p, q). In
this context, it is important to be aware that the ’imaginary time’ τ of the trajectory (26), which is related to the
temperature 1/β, has nothing to do with the physical time t. In particular, the physical time t must remain frozen
during the imaginary time propagation in (26). In other words, the imaginary time trajectory (pt(τ), qt(τ))
obeys {
q(τi) = qi
q(τf) = qf
{
∂τp(τ) = −∂qHt (p(τ), q(τ))
∂τq(τ) = ∂pHt (p(τ), q(τ)) ,
(45)
with a fixed value of t. This also means that S? and Q? and (p?(τ), q?(τ)) are then functions of t.
Remark: We emphasize that the trajectory (45) is not the analytical continuation of the real trajectory
generated by Ht(p, q). Indeed, such a continuation (p¯(τ), q¯(τ)) would obey a slightly different equation{
q¯(τi) = qi
q¯(τf) = qf
{
∂τ q¯(τ) = −∂q¯Hτ (p¯(τ), q¯(τ))
∂τ q¯(τ) = ∂p¯Hτ (p¯(τ), q¯(τ)) .
(46)
Here, the Hamiltonian is changing along the trajectory.
For any given value of t, we calculate Gt(p, q), the Van Vleck approximation of the pseudo-Hamiltonian
log
([
e−βĤt
]
W
(p, q)
)
, by using equation (43).
We now define the pseudo-work as ∂tGt(p, q). The expression of this time derivative is actually simpler than the
expression of Gt(p, q) itself, as we shall now show. We first consider the time-dependent stationary phase trajectory,
(p?t (τ), q
?
t (τ)). Using equation (29), we write
−∆τGt(p, q) = Stot(p, q,Q?, t) = −pQ? + S?t
(
q − Q
?
2
, τi; q +
Q?
2
, τf
)
, (47)
8where Q? is a function of time t. Taking derivative with respect to time, we obtain after using (31):
−∆τ∂tGt(p, q) = ∂
∂t
Stot(p, q,Q
?, t) +
∂
∂Q?
Stot(p, q,Q
?, t)
∂Q?
∂t
=
∂
∂t
Stot(p, q,Q
?, t)
=
∂
∂t
S?t
(
q − Q
?
2
, τi; q +
Q?
2
, τf
)
= lim
dt→0
S?t+dt
(
q − Q?2 , τi; q + Q
?
2 , τf
)
− S?t
(
q − Q?2 , τi; q + Q
?
2 , τf
)
dt
. (48)
We made explicit the latter time derivative so that the reader can remind that S?t+dt and S
?
t actually live on two
different stationary phase trajectories, with an implicit t dependence. However, the trajectory for time t+ dt can be
seen as a fluctuation (p(τ) + δp(τ), q(τ) + δq(τ)) around the trajectory (p(τ), q(τ)) for time t, therefore,
−∆τ∂tGt(p, q) = lim
dt→0
1
dt
∫ τf
τi
[ (p(τ) + δp(τ)) ∂τ (q(τ) + δq(τ))−Ht+dt (p(τ) + δp(τ), q(τ) + δq(τ))
− p(τ)∂τq(τ) +Ht (p(τ), q(τ))] dτ , (49)
and, because of the stationarity of the action around (p(τ), q(τ)) with the same initial and final positions and times,
the first order terms in (δp(τ), δq(τ)) cancels out, and only remains the derivative with respect to the explicit time
dependence of Ht, therefore
∂tGt(p, q) =
1
∆τ
∫ τf
τi
∂tHt (p
?
t (τ), q
?
t (τ)) dτ. (50)
To summarize, we have shown that in the semi-classical limit e−βĤt can be approximately represented by a function
e−βGt(p,q) in the Weyl space and that the associated work ∂tGt(p, q) is given by a simple expression as an average of
∂tHt(p, q) over a complex trajectory.
We note that
lim
~→0
Gt(p, q) 6= Ht(p, q), (51)
because, when ∆τ is fixed, the ~ → 0 limit has to be taken together with β → +∞: this is not a classical limit. On
the other hand, we do have
lim
∆τ→0
Gt(p, q) = Ht(p, q), (52)
In order to have all the ingredients to build a quantum identity which resembles formally to a Jarzynski identity,
we need trajectories in the Weyl space (along which the pseudo-work is integrated). We now explain how to construct
these trajectories with the help of techniques developed in [56].
B. Trajectories in Weyl space
A key ingredient of the Jarzynski identity [1, 2] is the power ∂tHt(p(t), q(t)) along a classical trajectory (p(t), q(t)),
whose integral over t gives the work. The exponential of the Jarzynski work relates the initial distribution Π0(p, q) =
e−βH0(p,q) to the distribution at the final time Πt(p(t), q(t)) defined as
Πt(p(t), q(t)) ≡ Πt(p(t), q(t)|p, q) = e−βHt(p(t),q(t)
where (p(t), q(t)) is the image under the Hamiltonian flow of the initial point (p(0), q(0)) = (p, q) in the phase space.
We emphasize that Πt(p(t), q(t)) is not the same as Πt(p, q) = e
−βHt(p,q). In order to find the operator that quantizes
Πt(p(t), q(t)), we observe that this classical distribution satifies
d
dt
(Πt(p(t), q(t))) = ∂tΠt(p(t), q(t)) + ∂pΠt(p(t), q(t))∂tp(t) + ∂qΠt(p(t), q(t))∂tq(t)
= ∂tΠt(p(t), q(t))− ∂pΠt(p(t), q(t))∂qHt(p(t), q(t)) + ∂qΠt(p(t), q(t))∂pHt(p(t), q(t))
= ∂tΠt(p(t), q(t))− {Ht,Πt} (p(t), q(t)) (53)
9In other words, Πt(p(t), q(t)) can be interpreted as a backwards Liouville propagation of the distribution Πt(p, q).
Translating this into the language of quantum mechanics, the Liouville propagation corresponds with the unitary
Schro¨dinger evolution Ût, and a natural correspondence is therefore
Πt(p, q) 7→ Π̂t
Πt(p(t), q(t)) 7→ Û†t Π̂tÛt. (54)
The latter obeys, indeed, the following equation,
d
dt
(
Û†t Π̂tÛt
)
= Û†t
(
∂tΠ̂t
)
Ût − Û†t
1
i~
[
Ĥt, Π̂t
]
Ût, (55)
which is consistent with (53), by associating the commutator over i~ with the Poisson bracket. The Weyl symbol of
Π̂t is e
Γt(p,q), from equation (17). We shall now define, in the semi-classical limit, a curve (pˇ(t), qˇ(t)) in phase space,
such that the Weyl symbol of Û†t Π̂tÛt will be given as Liouville-type propagation, e
Γt(pˇ(t),qˇ(t)), of eΓt(p,q). This path
(pˇ(t), qˇ(t)) will appear as the middle curve of two complex classical trajectories, defined in a way similar to [56].
We begin with the Weyl symbol of Û(t0, T )
†e−βĤT Û(t0, T ). Once again we use the matrix element (20) into the
Weyl transform (7), in real time for the real propagation, and in imaginary time for the temperature propagation,[
Û(t0, T )
†e−βĤT Û(t0, T )
]
W
(p, q) =
∫
e−
i
~pQ〈q + Q
2
|Û(t0, T )†e−βĤT Û(t0, T )|q − Q
2
〉 dQ
=
∫∫∫
e−
i
~pQ〈q + Q
2
|Û(t0, T )†|q1〉〈q1|e−βĤT |q2〉〈q2|Û(t0, T )|q − Q
2
〉 dQdq1dq2
=
∫∫∫
e−
i
~pQ
(
〈q1|Û(t0, T )|q + Q
2
〉
)
〈q1|e−βĤT |q2〉〈q2|Û(t0, T )|q − Q
2
〉 dQdq1dq2
'
∫∫∫
e
i
~{Stot(Q,q1,q2,T )} dQdq1dq2, (56)
where z is the complex conjugate of z, and the total action Stot is now
Stot(p, q,Q, q1, q2, t0, T ) = −pQ− S−
(
q +
Q
2
, t0; q1, T
)
+ ST (q2, τi; q1; τf) + S+
(
q − Q
2
, t0; q2, T
)
, (57)
with τf = τi + ∆τ ∈ iR. Hence the total action is made of the real time action S+ counted positively, the complex
time action ST and the real time action S− counted negatively. We warn the reader again that the complex time
action is not the analytical continuations of the real time ones, as already mentioned in section III A.
The action S+(q − Q2 , t0; q2, T ) =
∫ T
t0
[p+(t)∂tq+(t)−Ht(p+(t), q+(t))] dt is calculated along a regular classical
trajectory (p+(t), q+(t)), generated by Ht(p, q) with running t, that is, q+(t0) = q −
Q
2
q+(T ) = q2
{
∂tp+(t) = −∂qHt (p+(t), q+(t))
∂tq+(t) = ∂pHt (p+(t), q+(t)) ;
(58)
the action ST (q2, τi; q1, τf) =
∫ τf
τi
[pT (τ)∂τqT (τ)−HT (pT (τ), qT (τ))] dτ. is calculated along the classical trajectory
τ 7→ (pT (τ), qT (τ)) generated by HT (p, q), in which the time dependence T has been frozen. More explicitly, we have{
qT (τi) = q2
qT (τf) = q1
{
∂τpT (τ) = −∂qHT (pT (τ), qT (τ))
∂τqT (τ) = ∂pHT (pT (τ), qT (τ)) ,
(59)
where τ is imaginary. Finally, S−(q1, t0; q + Q2 , T ) =
∫ T
t0
[p−(t)∂tq−(t)−Ht(p−(t), q−(t))] dt, is calculated along a
regular classical trajectory (p−(t), q−(t)), generated by Ht(p, q) with running t, that is, q−(t0) = q +
Q
2
q−(T ) = q1
{
∂tp−(t) = −∂qHt (p−(t), q−(t))
∂tq−(t) = ∂pHt (p−(t), q−(t)) .
(60)
Notice that −S−
(
q + Q2 , t0; q1, T
)
can be interpreted both as the opposite of an action with forward trajec-
tory, describing the matrix element
(
〈q1|Û(t0, T )|q + Q2 〉
)
; and as a positive action along a backward trajectory,
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−S−
(
q + Q2 , t0; q1, T
)
= S˜−
(
q1, t0; q +
Q
2 , T
)
, describing the matrix element 〈q + Q2 |Û(t0, T )†|q1〉. We found that
the former way makes calculations easier to follow.
We evaluate now expression (56) with stationary phase method, that is, we replace the integral over Q, q1, q2 by a
single value of the integrand at the generically unique triple (Q?, q?1 , q
?
2) such that
∂
∂Q
Stot(p, q,Q
?, q?1 , q
?
2 , t0, T ) = −
1
2
∂qiS−
(
q +
Q?
2
, t0; q
?
1 , T
)
− 1
2
∂qiS+
(
q − Q
?
2
, t0; q
?
2 , T
)
− p = 0 (61)
∂
∂q2
Stot(p, q,Q
?, q?1 , q
?
2 , t0, T ) = ∂qiST (q
?
2 , τi; q
?
1 ; τf) + ∂qfS+
(
q − Q
?
2
, t0; q
?
2 , T
)
= 0 (62)
∂
∂q1
Stot(p, q,Q
?, q?1 , q
?
2 , t0, T ) = −∂qfS−
(
q +
Q?
2
, t0; q
?
1 , T
)
+ ∂qfST (q
?
2 , τi; q
?
1 ; τf) = 0 (63)
This defines three trajectories,
• (p?+(t), q?+(t)), associated with S+ (q − Q?2 , t0; q?2 , T), solution of (58) with q?+(t0) = q − Q?2 and q?+(T ) = q?2 ,
• (p?T (τ), q?T (τ)), associated with ST (q?2 , τi; q?1 ; τf), solution of (59) with q?T (τi) = q?2 and q?T (τf) = q?1 ,
• (p?−(t), q?−(t)), associated with S− (q + Q?2 , t0; q?1 , T), solution of (60) with q?−(T ) = q?1 and q?−(t0) = q + Q?2 ,
such that, according to equation (61), and using (24), we have
p?−(t0) + p
?
+(t0)
2
= p
and
q?−(t0) + q
?
+(t0)
2
=
q + Q
?
2 + q − Q
?
2
2
= q . (64)
Then, from equation (62) with (24), we obtain
p?+(T ) = p
?
T (τi)
q?+(T ) = q
?
T (τi) = q
?
2 . (65)
And equation (63) with (24) imply
p?−(T ) = p
?
T (τf)
q?−(T ) = q
?
T (τf) = q
?
1 . (66)
To construct this set of three trajectories, one proceed as in the time independent case. We define the complex time
propagator C[t]τ such that
C[t]0 (p′, q′) = (p′, q′) ∂τC[t]τ (p′, q′) = J∇Ht
(
C[t]τ (p′, q′)
)
, (67)
with J =
(
0 −1
1 0
)
, and the real time classical propagator Rt′,t, such that
Rt′,t′(p′, q′) = (p′, q′) ∂tRt′,t(p′, q′) = J∇Ht (Rt′,t(p′, q′)) . (68)
We already saw in equation (36) of section II that, for real (p′, q′), the positive imaginary time propagation is the
complex conjugate of the negative imaginary time propagation, that is,
C[t]−τ (p′, q′) = C[t]τ (p′, q′). (69)
On the other hand, for any complex (p′′, q′′), one has
Rt0,t(p′′, q′′) = Rt0,t(p′′, q′′), (70)
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since the Hamiltonian Ht and times t and t0 are real, that is, the real time propagation conserves the complex
conjugate relation between two phase space points. As a consequence, the map Mt0,T,∆τ2 , defined by
(p′, q′) 7→ Mt0,T,∆τ2 (p
′, q′) =
(Rt0,T )−1
(
C[t]∆τ
2
(p′, q′)
)
+ (Rt0,T )−1
(
C[t]−∆τ2 (p
′, q′)
)
2
, (71)
is a real map, that is, it maps the real phase space
{
(p′, q′) ∈ R2} to itself. It is then easy to define the inverse image
(p?c , q
?
c ) of (p, q) through map Mt0,T,∆τ2 , that is
(p?c , q
?
c ) =
(
Mt0,T,∆τ2
)−1
(p, q), (72)
and, from this point, to define the whole stationary phase trajectory. One has indeed,
(p?T (τi), q
?
T (τi)) = C[t]−∆τ2 (p
?
c , q
?
c )
(p?T (τf), q
?
T (τf)) = C[t]∆τ
2
(p?c , q
?
c )
(p?+(t), q
?
+(t)) = (Rt,T )−1 (p?T (τi), q?T (τi))
(p?−(t), q
?
−(t)) = (Rt,T )−1 (p?T (τf), q?T (τf)). (73)
The picture is represented on figure 2.
Notice that, Q?, q?1 , q
?
2 and, according to the above construction,
(
p?+(t), q
?
+(t)
)
and
(
p?−(t), q
?
−(t)
)
, are all implicit
functions of times t0 and T . In other words, if one changes time t0 or T , the whole construction of the set of
three trajectories is different. But, if one changes t0 or T in a infinitesimal way, then the trajectories will only shift
infinitesimally. This will simplify further calculations because of the stationarity of the action.
(p, q)
(p?c, q
?
c )
(p?T (τf), q
?
T (τf)) = C [T ]∆τ
2
(p?c, q
?
c )
(p?T (τi), q
?
T (τi)) = C [T ]−∆τ2 (p
?
c, q
?
c )
(p?+(t0), q
?
+(t0)) = (Rt0,T )−1 (p?T (τf, q?T (τf))
(p?−(t0), q
?
−(t0)) = (Rt0,T )−1 (p?T (τi), q?T (τi))
FIG. 2: The application Mt0,T,∆τ2 maps (p
?
c , q
?
c ) to Mt0,T,∆τ2 (p
?
c , q
?
c ) = (p, q).
Remark: although
(
p?−(T ), q
?
−(T )
)
is the propagation of
(
p?+(T ), q
?
+(T )
)
with complex time ∆τ and Hamiltonian HT ,(
p?+(t0), q
?
+(t0)
)
is not equal to the propagation of
(
p?−(t0), q
?
−(t0)
)
with complex time −∆τ and Hamiltonian Ht0 ,
because (59) does not commute with (58), as explained in the paragraph before (46). If they did commute then
the whole action would be the integral of an exact 1 form, so it would only depend on initial and final conditions(
p?+(t0), q
?
+(t0)
)
and
(
p?−(t0), q
?
−(t0)
)
, that is, it would be possible to deform the triple trajectory to a simple arc
joining
(
p?+(t0), q
?
+(t0)
)
to
(
p?−(t0), q
?
−(t0)
)
. See the illustration on figure 3.
One has finally[
Û(t0, T )
†e−βĤT Û(t0, T )
]
W
(p, q) ' e i~{−p(q?+(T )−q?−(T ))+S?+(q?+(t0),t0;q?+(T ),T)+S?T (q?+(T ),τi;q?−(T ),τf)−S?−(q?−(t0),t0;q?−(T ),T)}.
(74)
Then we define G
(t0)
T (p, q) by
−∆τG(t0)T (p, q) = Stot(p, q,Q?, q?1 , q?2 , t0, T ). (75)
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−∆τ
(p, q)
∆τ
(p?−(t0), q
?
−(t0))
(p?+(t0), q
?
+(t0))
(p?+(T ), q
?
+(T ))
(p?−(T ), q
?
−(T ))
FIG. 3: Whereas (p?−(T ), q
?
−(T )) is the propagation of (p
?
+(T ), q
?
+(T )) with complex time ∆τ , (p
?
+(t0), q
?
+(t0)) is not equal to
the propagation of (p?−(t0), q
?
−(t0)) with complex time −∆τ .
The superscript (t0) in G
(t0)
T (p, q) is meant to distinguish the argument of the exponential in[
Û(t0, T )
†e−βĤT Û(t0, T )
]
W
(p, q) from the argument of the exponential in
[
e−βĤT
]
W
(p, q), which would sim-
ply be GT (p, q).
The time evolution of G
(t0)
T (p, q) can be evaluated in the same way as Gt(p, q) in the previous subsection. One can
indeed write
d
dT
Stot =
∂
∂T
Stot +
∂
∂Q
Stot
∂Q?
∂T
+
∂
∂q1
Stot
∂q?1
∂T
+
∂
∂q2
Stot
∂q?2
∂T
=
∂
∂T
Stot
=
∂
∂T
S?+ +
∂
∂T
S?− +
∂
∂T
S?T , (76)
because the Q, q1 and q2 derivatives of Stot are equal to 0 from stationary phase conditions (61), (62) and (63). Then,
from (24), one has
∂
∂T
S?+
(
q?+(t0), t0; q
?
+(T ), T
)
= −HT
(
p?+(T ), q
?
+(T )
)
∂
∂T
S?−
(
q?−(t0), t0; q
?
−(T ), T
)
= −HT
(
p?−(T ), q
?
−(T )
)
(77)
whereas, with the same arguments of stationarity used in (49) to prove (50), one has
∂
∂T
S?T (q
?
T (τi), τi; q
?
T (τf), τf) = −
∫ τi
τi
∂THT (p
?
T (τ), q
?
T (τ)) dτ. (78)
Furtherly, the energy is conserved along the imaginary time trajectory (59), therefore HT
(
p?+(T ), q
?
+(T )
)
=
HT
(
p?−(T ), q
?
−(T )
)
, keeping in mind (65) and (66). Therefore only remains
d
dT
(
G
(t0)
T (p, q)
)
=
1
∆τ
∫ τf
τi
∂THT (p
?
T (τ), q
?
T (τ)) dτ, (79)
We note that it is the same expression as (50), except that the complex arc (p?T (τ), q
?
T (τ)) has been propagated, so
(p, q) is no longer the center of its chord. Let us then define (pˇ(T ), qˇ(T )) as the center of the chord to the imaginary
arc {(p?T (τ), q?T (τ)) , τ ∈ [τi, τf]}, that is, remembering (65) and (66),
pˇ(T ) =
p?T (τi) + p
?
T (τf)
2
=
p?+(T ) + p
?
−(T )
2
qˇ(T ) =
q?T (τi) + q
?
T (τf)
2
=
q?+(T ) + q
?
−(T )
2
. (80)
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(pˇ(T ), qˇ(T )) is then our ”pseudo classical trajectory”, it is like the real shadow of the couple of complex Hamiltonian
trajectories (p?+, q
?
+) and (p
?
−, q
?
−), as is illustrated on figure 4.
Re(q)
Re(p)
O
Im(p, q)
(p, q) = (pˇ(t0), qˇ(t0))
(pˇ(T ), qˇ(T ))
real plane
(p?+(t0), q
?
+(t0))
(p?+(T ), q
?
+(T )) = (p
?
T (τi), q
?
T (τi))
(p?T (τf), q
?
T (τf)) =
(
p?−(T ), q
?
−(T )
)
(p?c, q
?
c )(p?−(t0), q?−(t0))
FIG. 4: Whereas ∂tGt(p, q) is an average over a complex arc whose middle of the chord is (p, q), like in figure 1,
d
dT
[G
(t0)
T (p, q)]
is averaged over a complex arc whose middle is the propagation of (p, q) along a ”pseudo classical trajectory”.
Hence, we have
d
dT
(
G
(t0)
T (p, q)
)
= ∂TGT (pˇ(T ), qˇ(T )). (81)
Equation (81) actually looks like a backward Liouville propagation of the function defined by (50). The difference is
that, in the Liouville case, (p(T ), q(T )) is the classical propagation of (p, q), whereas here, (pˇ(T ), qˇ(T )) is the average
of two classical propagations. We have
lim
∆τ→0
(pˇ(T ), qˇ(T )) = (p(T ), q(T )) . (82)
C. A semi-classical Jarzynski identity
We define the semi-classical work along a trajectory (pˇ(t), qˇ(t)) as
Wt0,T (p, q) =
∫ T
t0
∂tGt(pˇ(t), qˇ(t)) dt. (83)
According to (81) one has
Wt0,T (p, q) =
∫ T
t0
d
dt
[G
(t0)
t (p, q)] dt
= G
(t0)
T (p, q)−Gt0(p, q) (84)
that is, the pseudo-work is the difference between the final and initial pseudo-energies. This allows us to follow the
steps of the original Jarzynski proof in [1]. Let Gt(p, q) be the pseudo-Hamiltonian associated with Ht(p, q), and
Zsc(t) =
∫∫
e−βGt(p,q) dpdq ≡ e−βFsc(t) .
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The average of the exponential of the pseudo-work W, in the sense defined by the expression (15), is given by
〈e−βWt0,T 〉sc =
∫∫
ρT (p, q) e
−βW(p,q) dp dq
=
∫∫
e−βGt0 (p,q)
Zsc(t0)
e
−β ∫ T
t0
∂tGt(pˇ(t),qˇ(t)) dt dp dq
=
∫∫
e−βGt0 (p,q)
Zsc(t0)
e
−β
(
G
(t0)
T (p,q)−Gt0 (p,q)
)
dp dq
=
∫∫
1
Zsc(0)
e−βG
(t0)
T (p,q) dp dq
=
Zsc(T )
Zsc(t0)
= e−β∆Fsc . (85)
with
Zsc(T ) =
∫∫
e−βG
(t0)
T (p,q) dp dq '
∫∫
e−βΓ
(t0)
T (p,q) dp dq = Tr
[
Û(t0, T )
†e−βĤT Û(t0, T )
]
= Tr
[
e−βĤT
]
Zsc(t0) =
∫∫
e−βGt0 (p,q) dp dq '
∫∫
e−βΓt0 (p,q) dp dq = Tr
[
e−βĤt0
]
. (86)
Finally, we have obtained a Jarzynski identity in the semi-classical limit∫∫
e−βGt0 (p,q)
Zsc(t0)
e−βWt0,T (p,q) dp dq =
Zsc(T )
Zsc(t0)
(87)
where the pseudo-work Wt0,T (p, q) =
∫ T
t0
∂tGt(pˇ(t), qˇ(t)) dt is evaluated along the pseudo-trajectory (pˇ(t), qˇ(t)) which
starts at (p, q), with a probability given by the thermal state e
−βGt0 (p,q)
Z(t0)
. The average of the exponential of this
pseudo-work then gives the ratio of the quantum partition functions in the semi-classical limit.
IV. A SOLVABLE EXAMPLE: THE HARMONIC OSCILLATOR
It is useful to illustrate formal non-equilibrium identities on some specific systems. In the case of the quantum work
relations, exactly solvable models are rare and mostly limited to the harmonic oscillator, non-interacting quantum
gases, or two-level systems [57–62]. Here, we shall apply the formulas of the previous sections to the harmonic
oscillator, whose classical Hamiltonian is defined by
H(p, q) =
1
2m
p2 +
1
2
mω2q2 (88)
and the corresponding quantum Hamiltonian is
Ĥ = − ~
2
2m
∂2q +
1
2
mω2q2. (89)
A. Exact canonical distribution in Weyl representation
In order to calculate the canonical distribution in Weyl representation, we decompose the density operator of the
thermal state in the Fock states |n〉, and then use the Weyl representation of a projector on a Fock state, |n〉〈n|,
which is known to be [46, 49]:
Wn(p, q) =
(−1)n
pi~
e−
2
~ωH(p,q)Ln
(
4
~ω
H(p, q)
)
. (90)
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Then, we have
e−βĤ =
∑
n
e−β~ω(n+1/2)|n〉〈n|. (91)
It is also useful to introduce
eβĤ =
∑
n
eβ~ω(n+1/2)|n〉〈n|. (92)
By virtue of the linearity of the Weyl transform, the Weyl symbol of e−βĤ is given by[
e−βĤ
]
W
(p, q) =
∑
n
e−β~ω(n+1/2)Wn(p, q)
=
∑
n
e−β~ω(n+1/2)
(−1)n
pi~
e−
2
~ωH(p,q)Ln
(
4
~ω
H(p, q)
)
, (93)
where we recognize the generating function of the Legendre polynomials,∑
n
XnLn(Y ) =
e−
YX
1−X
1−X , (94)
from which we deduce that[
e−βĤ
]
W
(p, q) =
1
2pi~ cosh
(
β~ω
2
) exp [− 2
~ω
tanh
(
β~ω
2
)
H(p, q)
]
. (95)
B. Canonical distribution from the stationary phase approximation
Dealing with a harmonic oscillator, we expect the stationary phase method to be exact. The imaginary time
trajectory can simply be obtained. Starting from the real intersection of the complex arc with the real plane, (p?c , q
?
c ),
it is given by
p?(τ) = p?c cosωτ −mωq?c sinωτ
q?(τ) = q?c cosωτ +
p?c
mω
sinωτ, (96)
Hence, from (27), where the above choice of origin implies that τi = −∆τ2 and τf = ∆τ2 , we obtain
S = −i
(
(p?c)
2
2m
− 1
2
mω2(q?c )
2
)
sinhω~β
ω
=
imω
2
cosh (~βω)((q?f )2 + (q?i )2)− 2q?f q?i
sinh (~βω)
(97)
On the other hand, from the relation
pQ? =
p?(∆τ2 ) + p
?(−∆τ2 )
2
(
q?
(
∆τ
2
)
− q?
(
−∆τ
2
))
, (98)
we deduce
i
~
(S? − pQ?) = − 1
~ω
sinh (ω~β)
(
(p?c)
2
2m
+
1
2
mω2(q?c )
2
)
. (99)
Noting that
p =
p?(−∆τ2 ) + p?(∆τ2 )
2
= p?c cosh
ω~β
2
q =
q?(−∆τ2 ) + q?(∆τ2 )
2
= q?c cosh
ω~β
2
, (100)
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we conclude, from (43) and (44), that
e−βG(p,q) =
1
2pi~ cosh
(
ω~β
2
) exp [− 2
~ω
tanh
(
β~ω
2
)
H(p, q)
]
(101)
and we recover expression (95).
C. Quantum power and pseudo-work
The Jarzynski power of the Hamiltonian (88) with time dependent ω is given by
∂tHt = mω˙tωtq
2. (102)
Applying equation (50), we obtain
∂tGt(p, q) =
1
∆τ
mωtω˙t
∫ ∆τ
2
−∆τ2
(q?(τ))
2
dτ
= − 1
~β
mωtω˙t
∫ − ~β2
~β
2
[
(q?c )
2 cosh (ωtt
′)2 − (p
?
c)
2
m2ω2t
sinh (ωtt
′)2 +
2i
mωt
p?cq
?
c cosh (ωtt
′) sinh (ωtt′)
]
dt′
=
1
~β
mωtω˙t
[
(q?c )
2
(
sinh (ωt~β)
2ωt
+
~β
2
)
− (p
?
c)
2
m2ω2t
(
sinh (ωt~β)
2ω
− ~β
2
)]
, (103)
which, using equation (100), leads to
∂tGt(p, q) =
ω˙t
ωt
2
1 + coshβ~ωt
[
1
2
mω2t q
2
(
sinh (β~ωt)
(β~ωt)
+ 1
)
+
p2
2m
(
1− sinh (β~ωt)
β~ωt
)]
. (104)
One can verify that
lim
β~→0
∂tGt(p, q) = mωtω˙t
(
lim
β~→0
q?c
)2
= mωtω˙tq
2 = ∂tHt(p, q) (105)
Remark: we note that the pseudo-trajectory (pˇ(t), qˇ(t)) actually coincides with the classical trajectory (p(t), q(t))
because of the linearity of the dynamics of the harmonic oscillator with respect to the initial conditions,(
p(t)
q(t)
)
=
(
a(t) b(t)
c(t) d(t)
)(
p(0)
q(0)
)
. (106)
V. CONCLUSION
We have derived a formal Jarzynski identity in the Weyl representation, whose classical limit is the celebrated
nonequilibrium work identity for the corresponding classical Hamiltonian. This formal identity involves the average of
the exponential of a pseudo-work ∂tGt along pseudo-trajectories which start from initial phase space points distributed
according to a thermal distribution. This average is shown to be equal to the ratio of the partition functions of the
semi-classical thermal distribution which is approximately equal to the ratio of the quantum partition functions in the
semi-classical regime – as long as the semi-classical Van Vleck propagator can be considered to be valid approximation.
In other words, we have obtained a semi-classical estimate of the quantum free energy from a ~ correction of the
Jarzynski identity which involve only classical quantities. This relation has been verified for the quantum harmonic
oscillator.
The logical path of the present work can be summarized by the following diagram, which explains that we have
combined the Weyl quantization scheme with a semi-classical (i.e. stationary phase) calculation and draws a parallel
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between the classical derivation of Jarzynski and its mirror image in the Weyl quantum phase space:
e−βHt(p,q) Work−−−−→ Wt(p, q) =
∫ t
0
∂tHt′(p(t
′), q(t′)) dt′
Jarzynski−−−−−−→ ∫∫ e−βH0(p,q)Zcl(0) e−βWt(p,q) dpdq = Zcl(t)Zcl(0)yQuant.
e−βĤtyWeyl
e−βΓt(p,q)ysemiclassical
e−βGt(p,q) Work−−−−→ Wt(p, q) =
∫ t
0
∂tGt′(pˇ(t
′), qˇ(t′)) dt′
Jarzynski−−−−−−→ ∫∫ e−βG0(p,q)Zsc(0) e−βWt(p,q) dpdq = Zsc(t)Zsc(0)
(107)
A natural extension of this study would be to use the formal identity in the Weyl space to calculate quantum
corrections to the classical Jarzynski formula – order by order with respect to ~ – and to find some geometric
interpretation of these corrections. It would also be interesting to compare the pseudo-work defined here with the
work operator defined for Lindblad equations [30], in the markovian framework of an open system constantly monitored
by its environment.
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