Spatial memory depends on the hippocampus, which is particularly vulnerable to aging. This vulnerability has implications for the impairment of navigation capacities in older people, who may show a marked drop in performance of spatial tasks with advancing age. Contemporary understanding of long-term memory formation relies on molecular mechanisms underlying long-term synaptic plasticity. With memory acquisition, activity-dependent changes occurring in synapses initiate multiple signal transduction pathways enhancing protein turnover. This enhancement facilitates de novo synthesis of plasticity related proteins, crucial factors for establishing persistent long-term synaptic plasticity and forming memory engrams. Extensive studies have been performed to elucidate molecular mechanisms of memory traces formation; however, the identity of plasticity related proteins is still evasive. In this study, we investigated protein turnover in mouse hippocampus during long-term spatial memory formation using the reference memory version of radial arm maze (RAM) paradigm. We identified 1592 proteins, which exhibited a complex picture of expression changes during spatial memory formation. Variable linear decomposition reduced significantly data dimensionality and enriched three principal factors responsible for variance of memory-related protein levels at (1) the initial phase of memory acquisition (165 proteins), (2) during the steep learning improvement (148 proteins), and (3) the final phase of the learning curve (123 proteins). Gene ontology and signaling pathways analysis revealed a clear correlation between memory improvement and learning phasecurbed expression profiles of proteins belonging to specific functional categories. We found differential enrichment of (1) Long-term synaptic plasticity is considered a cellular correlate of long-term memory (LTM) 1 . Contemporary understanding of memory formation is based on the initiation and maintenance of long-term synaptic plasticity (1-4), for which de novo protein synthesis is a vital requirement. De novo protein synthesis itself is secondary to activity-dependent changes in synapses that occur during learning processes. These activity changes trigger post-translational modifications of proteins initiating and sustaining multiple signal transduction pathways. In turn, these signaling pathways regulate changes in synaptic strength and connectivity by governing gene expression and protein translation (5-13). Depending on time elapsed since triggering of long-term synaptic plasticity, protein synthesis may be limited to the dendrites directly involved in the plasticity processes (14 -18). Multiple synaptic From the ‡Department
Long-term synaptic plasticity is considered a cellular correlate of long-term memory (LTM) 1 . Contemporary understanding of memory formation is based on the initiation and maintenance of long-term synaptic plasticity (1-4), for which de novo protein synthesis is a vital requirement. De novo protein synthesis itself is secondary to activity-dependent changes in synapses that occur during learning processes. These activity changes trigger post-translational modifications of proteins initiating and sustaining multiple signal transduction pathways. In turn, these signaling pathways regulate changes in synaptic strength and connectivity by governing gene expression and protein translation (5) (6) (7) (8) (9) (10) (11) (12) (13) . Depending on time elapsed since triggering of long-term synaptic plasticity, protein synthesis may be limited to the dendrites directly involved in the plasticity processes (14 -18) . Multiple synaptic activity-dependent signal transduction pathways (7) (8) (9) (10) (11) (12) (13) 19) orchestrate the regulation of synaptic plasticity on the translational level (for review see (20, 21) ). Accumulated evidence shows that different types of LTM depend on protein synthesis, disregarding dependence on brain regions such as amygdala (22, 23) , hippocampus (24 -29) , and medial prefrontal or insular cortex ((30 -32) ; for review see (33) ). However, LTM perseveres significantly longer than duration of translation-dependent long-term plasticity. Maintenance and persistence of LTM for days, months, or years requires replenishment of the mRNA pool coding for proteins necessary for memory consolidation. Moreover, importance of transcriptional regulation of LTM was demonstrated: several transcription factors (TFs), e.g. CREB, C/EBP, AP1, Egr, and Rel/ NF-B have been shown to be critical to synaptic plasticity, memory formation (for review see (34) ), and regulation via multiple signal transduction pathways (34 -36) .
Protein degradation is another pole of protein turnover regulation. Studies over the last decade demonstrate strong links between maintenance of long-term potentiation (LTP, a type of long-term synaptic plasticity) and protein degradation ((37); for review, see (38) ). It was recently shown that inhibition of the proteasome system may enhance LTP induction (39) because of prevention of translation activator targeting (40) . Multiple behavioral studies have also confirmed the crucial role of the ubiquitin-proteasome system in memory consolidation in the amygdala (23, 41) , hippocampus (24, 42) , and prefrontal cortex (32) .
In this study, we aimed to investigate protein turnover (expression term is henceforth used for simplicity) alteration in the hippocampus during long-term spatial memory formation. The hippocampus is known to be crucial for coding, consolidation, and reconsolidation of a wide variety of memory types, including spatial memory (for review, see (43) ). The reference memory version of the radial arm maze (RAM) paradigm allows conduction for temporal tracking of protein expression changes occurring during memory acquisition.
The importance of protein turnover in memory consolidation and retrieval is indisputable. However, little is known about those proteins which undergo expression changes during memory formation and what are the dynamics of these changes. Although several transcriptomic studies were conducted on different types of learning (44 -46) , there is very limited proteomic information based on behavioral paradigms and temporal dynamics of memory acquisition. To our knowledge, there is only a single publication to date showing protein profile change during the Morris water maze paradigm, and this study was limited to the first 24 h of memory acquisition (47) . The current study includes a comprehensive proteomic analysis of protein expression profiles occurring during the whole course of long-term spatial learning acquired by the RAM paradigm.
EXPERIMENTAL PROCEDURES
The Radial Arm MazeDescription-The RAM paradigm (48, 49) was conducted using a Plexiglass maze whose eight arms (35 cm ϫ 8 cm ϫ 8 cm) are connected by removable guillotine doors to a circular central chamber (21 cm diameter, Fig. 1A ). At the end of each arm was a 3 cm dish in which bait (semi-soft cheese, 15% fat) was placed as needed. Four of the eight arms were marked with spatial cues for navigation purposes. Animals underwent 5 days of food deprivation (12 h daily without access to food and water accessible ad libitum) preceding the test, inducing a reduction in body weight of not more than 15%. RAM habituation phase began with a 3 day training period, during which each animal was placed in the maze for 8 min daily, with free access to 5 grams of bait located at the end of each arm. After the habituation period, the animals were left for 2 additional days without training. Learning (trial) phase: subsequently, animal learning ability was assessed daily during a 5 day testing period, in which three arms were baited. The baited arms differed from mouse to mouse, but remained constant for each individual mouse. In the beginning of the trial session, the mouse was placed in the center of the maze, with doors closed. Then the doors were opened, allowing the animals to freely enter the arms. Each mouse remained in the maze for 8 mins, or until all the bait was consumed. Each animal performed the task once per day. Animal navigation of the maze was recorded by EthoVision video tracking system (version 7.1, Noldus Information Technology, Wageningen, The Netherlands) and analyzed according to the following parameters: (1) Correct Entries: entries to baited arms as a portion of total arm entries; (2) Incomplete entries: entries to baited arms without consuming bait, as a portion of total entries to baited arms; (3) Latency, a time from trial start point to complete bait consumption; (4) Re-entries to formerly baited arms; (5) Distance traveled (cm); and (6) Velocity (cm/sec). The mice were deemed to have entered an arm when its center point was located in the arm. Animal learning was assessed as gradual elimination of randomness in animal navigation of the maze, reducing bait consumption time, re-entry, and incorrect entries. Furthermore, learning ability of the animals was validated using factor analysis.
Data Analysis-Animal velocities and traveled distances were evaluated to exclude changes in learning curve not related to differences in latency times. To evaluate reference memory performance, latency time, incorrect entry number, and a fraction of correct entries from the total entry number were calculated. A fraction of correct entry was deduced from the sum of correct, incorrect, incomplete entries and re-entries. Learning performance was evaluated using Kruskal-Willis one-way ANOVA on ranks test with subsequent post-hoc Dunn's analysis or one way ANOVA with Holm-Sidak post-hoc method, depending on Shapiro-Wilk normality test results.
Sample Preparation-Proteins were extracted from hippocampi of 5-10 mice per each group in each biological replicate. Each group was collected in three biological replicates, hence the total amount of mice analyzed per each group was about 30. Mice from three different generations were used as three biological replicates, overall one biological replicate per each generation. Protein extraction was performed as described previously (50 -52) . To be concise, hippocampi were homogenized in a Transport Buffer (20 mM Tris/ HEPES; 110 mM Potassium acetate; 5 mM Magnesium acetate; 0.5 mM EGTA; 0.1 mM PMSF and 0.1% Triton X100) and titrated with KOH (pH 7.3) supplemented with Complete protease inhibitor (1:25, Roche, Cat#1838145). The homogenates of hippocampi were centrifuged and the extracted supernatants were subjected to protein denaturation, reduction, and alkylation procedures (in 6 M Guanidin-HCl and 105 mM TCEP, dissolved in 25 mM Ammonium bicarbonate, incubated for 1 h at 57°C with subsequent incubation in 210 mM Iodacetamid, dissolved in 25 mM Ammonium bicarbonate for 45 min at room temperature, in dark). The obtained samples were diluted to 1 M Guanidine-HCl using 25 mM Ammonium bicarbonate. The pH of the diluted samples was adjusted to 8 by 1 M Ammonium bicarbonate and the samples were further subjected to proteolytic digestion by sidechain protected trypsin (Promega, Madison, WI) in ration 1:50 (protein:trypsin), overnight at 37°C. Digestion was stopped by adjusting pH to 3 using 10% formic acid and frozen immediately using liquid nitrogen.
Liquid Chromatography-ULC/MS grade solvents were used for all chromatographic steps. Each sample was loaded using split-less nano-Ultra Performance Liquid Chromatography (10 kpsi nanoAcquity; Waters, Milford, MA) in high-pH/low-pH reversed phase (RP) 2 dimensional liquid chromatography mode. 20 g of digested protein from each sample was loaded onto a C18 column (XBridge, 0.3 ϫ 50 mm, 5 m particles, Waters). The following two buffers were combined: (A) 20 mM ammonium formate, pH 10 and (B) acetonitrile (ACN). Peptides were released from the column using a step gradient: 10.8%B, 13.8%B, 15.8%B, 17.8%B, 20.1%B, 23.4%B, 65%B. Each fraction flowed directly to the second dimension of chromatography. The buffers used in the low pH RP were: (A) H 2 O ϩ 0.1% formic acid and (B) ACN ϩ 0.1% formic acid. Desalting of samples was performed online using a reverse-phase C18 trapping column (180 m i.d., 20 mm length, 5 m particle size, Waters). Then the peptides were separated using a C18 T3 HSS nano-column (75 m i.d., 200 mm length, 1.8 m particle size, Waters) run at 0.4 l/minute. Finally, peptides were eluted from the column and loaded onto the mass spectrometer using the following protocol: 3 to 30%B over 60 min, 30to 95%B over 5min, 95% maintained for 7 min (and then back to initial conditions).
Mass Spectrometry-The nanoLC was coupled online through a nanoESI emitter (7 cm length, 10 mm tip; New Objective; Woburn, MA) to a quadrupole ion mobility time-of-flight mass spectrometer (Synapt G2 HDMS, Waters) tuned to 20,000 mass resolution (full width at half height). Data were acquired using Masslynx version 4.1 in data independent acquisition mode (DIA), HDMS E positive ion mode. The ions were separated in the T-Wave ion mobility chamber and transferred into the collision cell. Collision energy was alternated from low to high throughout the acquisition time. In low-energy (MS1) scans, the collision energy was set to 5 eV and this was ramped from 27 to 50 eV for high-energy scans. For both scans, the mass range was set to 50 -2000 Da with a scan time set to 1 s. A reference compound (Glu-Fibrinopeptide B; Sigma) was infused continuously for external calibration using a LockSpray and scanned every 30 s.
Data Processing, Searching and Analysis-Raw data processing and database searching was performed using Proteinlynx Global Server (PLGS) version 2.5.2. Database searching was carried out using the Ion Accounting algorithm described by Li et al. (53) . Data were searched against a combined target and reversed (decoy) mouse sequences in UniprotKB database and the CRAP list of common laboratory contaminants, version 2013_06 with 50,901 entries. Trypsin was set as the protease, and two missed cleavages were allowed. Carbamidomethylation was set as a fixed modification and oxidation of methionine as variable modification. Raw data were also imported into Rosetta Elucidator System, version 3.3 (Rosetta Biosoftware, Seattle, WA). Elucidator was used for alignment of raw MS1 data in RT and m/z dimensions as described (54) . Aligned features were extracted and quantitative measurements obtained by integration of three-dimensional volumes (time, m/z, intensity) of each feature as detected in the MS1 scans. Search results were then imported directly from PLGS for annotation and the minimum identification score was set to achieve a maximum global false discovery rate of 1% at the protein level. Relative protein abundance was calculated using the Hi-3 method (55) .
Data Acquisition and Peptide Identification Protein Abundancy
Reconstruction-Median/standard deviation scaling was used for protein quantitative data reconstruction. The peptides were mediancentered and then scaled by the raw of standard deviation. Protein abundance was obtained as the median of the abundances of the peptides in the group. Scaling was conducted on log 2 transformed peptide abundance data. Outliers were removed using Grubb's test, and the minimum number of peptides per protein for Grubb's test was set to 6, to minimize multiple iteration related change of probability of outlier detection in InfernoRDN software (InfernoRDN, Richland, WA) (56) . For proteins with the number of peptides less than six, we used the Tukey two-sided outlier test based on the data point location in regard to 25th (LV) and 75th (UV) percentiles: upper outlier Ͼ UVϩOC*(UV-LV) and lower outlier Ͻ LVϩOC*(UV-LV), where OC, the outlier coefficient was defined as 1.5.
Data Clustering-Cluster analysis was performed as described in (52) with several modifications. Briefly, prior cluster analysis log 2 of protein expression change ratios between all the tested groups were calculated to minimize the impact of biological variability. Then the data was standardized using a z-score method. Hierarchic clustering was performed by evaluation of the Euclidean distances, and the distance matrix was linked using Ward's minimum variance linkage method (57, 58) . Clustering was validated and the number of clusters was supervised using root mean square deviation at steps of clustering, pseudo-F ratio, pseudo T 2 evaluation, and Dunn's cluster separation maximum group assessment approach. In addition, partitioning was visually evaluated by the amalgamation curves. Several types of nonhierarchic clustering were used. For k-mean cluster analysis the standardized data was subjected to exhaustive searching for the optimal cluster number using cubic clustering criterion (CCC) (59), as well as using silhouette plot (Matlab, Natick, MA). The maximal number of clusters for the search range was set based on the number of hierarchic clustering applied to the same data. The number of clusters was validated by v-fold cross-validation (Statsoft, Tulsa, OK) (57) and, in case of limited number of points, the data were simulated for 10,000 points per variable and reclustered. An expectation maximization approach was also utilized, where minimum increase of log likelihood was set to 0.001. Self-organizing maps (SOM) were used for nonhierarchic clustering of data filtered out by factor analysis (see below). The number of clusters was evaluated using CCC. As in the case of k-mean clustering, the maximal number of clusters was set in accordance to the number derived from hierarchic clustering analysis applied to the same data. Grid arrangement was also exhaustive allowing all possible columns and raw combinations for the range. Validity of the obtained clusters was verified by simulation of the data with at least 10,000 points per variable.
Data Dimensionality Reduction and Factor Extraction-Data dimensionality was reduced using principal component analysis applied to the log 2 -fold change ratios generated from protein abundance data. Multiple correlation matrices generated from comparison of all variables were used for estimation of eigenvalue to assess principal components. Squared cosines were calculated as the ratio of squared factor score per protein divided by squared distance of all the factor scores of this observation (60) :
Proteins with larger squared cosine values related to the nonprincipal components with eigenvalue less than 1 were removed from the entire data set. Reduced data were subjected to factor analysis. Orthogonal factors were extracted by principal component method and verified by maximal likelihood method. Factors with eigenvalue higher than 1 were considered significant. The threshold for correlation between factor loadings and the variables was set to 0.7. The contribution of factors on variables was defined by evaluation of communalities. All orthogonal rotation methods were used for optimal principal axes alignment, though no significant differences were found among them, hence quartimax rotation was used as a default approach. Secondary factors were evaluated with hierarchic analysis of oblique rotation using oblimin method (61) . The impact of factors on protein expression profiles was evaluated using factor scores analysis. Proteins expression profiles which correlated with a specific factor were extracted by projection of factor score coordinates in four-dimensional space onto six orthogonal planes. After projection on each plane, the azimuth angle was calculated for each projection point by arctan function. In each plane, one of the factors was assigned to x axis, and any points residing within the range of [-/8, /8] 200 [3/8, 5/8] were considered to be maximally correlated with a chosen factor. Obtained data sets were statistically evaluated for significance using Kruskal Walis one-way analysis of variance on rank with Dunn's posthoc test and p value cut-off set to 0.001. Proteins, which met these statistical criteria were further subjected to SOM clustering analysis (see Experimental Procedures, Data clustering).
Gene Ontology and Network Analysis-A protein data set correlating with a specific factor was subjected to visANT (integrative visual analysis tool for biological networks and pathways, (62) ) versus mouse databases. The generated network was analyzed using network analysis tools implemented in the Cytoscape software package (63) . Network clustering was evaluated using a fast agglomerative algorithm based on edge clustering (FAG-EC) implemented in ClusterViz plug-in of Cytoscape (64) . The complex size threshold was set to 10. A network hub analysis was performed using node classification according to Guimera-Amaral functional cartography (65) based on spectral clustering implemented in GIANT plug-in of Cytoscape (65) . Minimal hub criteria was set as within-module degree, zϾ2.5. Networks of proteins with strong expression level changes disregarding their clustering were assembled based on STRING10 database (66) .
Gene ontology analysis was conducted using BiNGO plug-in of Cytoscape (67) . A hypergeometric statistical test with Benjamini and Hochberg false discovery rate (FDR) correction was used. The significance level was set to 0.001. Data were analyzed versus the network generated in visANT (for Mus musculus database, see above) from the proteins detected in hippocampus during mass-spectrometry analysis for gene ontology (GO) containing all three ontological divisions. The obtained categories were further filtered to reduce redundancy of grouping into high hierarchical level categories using only GO categories with total frequency less than 5% and cluster frequency within the range of 5-15%. The obtained data was compared with GO clustering obtained from Functional annotation tool implemented in DAVID bioinformatics service (68) . Finally, the obtained data was aligned against GO categories extracted from Ontologizer v.2 (69) using a topology-weighted algorithm corrected on Benjamin-Hochberg FDR. Only categories which were overlapped in two out of three methods were considered as enriched.
RESULTS
Radial Arm Maze Paradigm and Mass-spectrometry Analysis-Fifty mice per each biological replicates were subjected to the Radial arm maze paradigm. Initially, all animals were exposed to the habituation phase. Forty mice in each replicate were subjected to the learning phase and were tested during five consecutive days. Ten mice were used as a naïve control group ( For the proteomic study, five experimental groups were generated based on memory acquisition time points and control, as follows: day 0, 1, 3, and 5 after the first training (0d, 1d, 3d, and 5d groups) and naïve group (N-group, Fig. 1A ). At each time point, up to 10 mice were sacrificed for hippocampal protein extraction per each biological replicate. Mice for each biological replicate were collected from animals of different generation at the age of 3 months. Protein extracts obtained from hippocampi of the sacrificed animals were pooled per each time point in each biological replicate. Even though protein extracted from hippocampi of one animal would be sufficient for subsequent proteomic analysis, we took into consideration intrinsic variability of behavioral experiments. Hence, to minimize the impact on protein expression profiles of the fluctuations of individual animals in response to multiple external and nonspecific factors during learning: (1) we evaluated a higher number of animals than necessary based on power analysis (10 instead of 6 for power of 0.95) and (2) for each group we pooled a protein mix of individual mice. Importantly, no pooling was done on the animals of the same groups across the biological replicates. Protein mixes (7.5 g) per each group of each replicate were used for total protein expression evaluation in label-free proteomic analysis (see Experimental Procedures). Tryptic digests of the protein extracts separated into five fractions per each group of each replicate were interrogated on the SynaptG2 instrument operating IMS-MS/MS mode. After removal of false positives by filtering against the UniProt decoy database and hits with less than 0.3% of FDR and with lowest minimal identification score at 5.8, the acquired spectra corresponded to 15245 unique peptides from 2256 unique proteins (supplemental Table S1 ; data stored on publically accessible server: http://www.ebi.ac.uk/pride/archive/projects/ PXD002176), reconstituted from at least two peptides in all experimental groups from the three experiments from all the hippocampus, averaging 6.76 Ϯ 0.17 peptides per identified protein, within a median number of 4. For quantitative analysis, we used 1592 unique proteins reconstituted from at least three unique peptides in each group of all biological replicates. For the quantitative case, we had 8.62 Ϯ 0.22 peptides per protein (median ϭ 6, 25th and 75th quartiles 4 and 10, respectively, Fig. 2A) . The protein coverage level was about 35.10 Ϯ 0.49% (median ϭ 32.2%, with 25th and 75th quartiles: 19.2% and 48.5%, respectively) ( Fig. 2B) . A positive correlation trend was found between the peptide per protein number and protein sequence coverage (Fig. 2C) . Despite a slight negative trend between protein sequence coverage and molecular masses of the proteins, we did not observe significant correlation (data not shown).
In order to analyze memory formation effect on protein expression, we further analyzed log 2 of fold changes of protein expression between the tested groups. Fold changes per each protein were averaged over three biological replicates per each time point relation, for example, 0d training group versus naïve were presented as 0/n group, 5d versus 1d as 5/1 group. Analysis of log 2 fold change of the tested groups revealed that only 15.2 Ϯ 2.04% showed protein expression change larger by 50% (0.585 in log 2 dimension) to either increase or decrease (Fig. 2D ). However, this change was differently distributed in the tested groups (data not shown), hence the total number of proteins, expression profile of which underwent at least 50% change, was 1007, which is about 63.25% of all reconstituted proteins. result of alteration in protein synthesis and/or protein degradation. Formation of long-term memory is dependent on both phenomena (38) . The major changes in de novo protein synthesis appear hours after induction of long-term plasticity (15, 35) . However, random fluctuation in protein expression level may occur within several minutes after behavioral paradigm triggering memory formation. These fluctuations cannot be correlated with memory formation. Hence, excluding proteins, which exhibited expression changes between the initial day of learning (0d) versus the animals, which were subjected only to the habituation phase, we filtered out the data not related to learning formation. Analysis revealed that protein expression changes were markedly larger in animals, which underwent RAM paradigm versus naïve. Namely, log 2 of changes of protein expression 0d versus naïve group (0/n) was in the range of [-0.97; 0.99] (Fig. 2D) . Although 147 proteins were found to be changed more than 1.5-fold in this group, neither of them showed twofold changes and only 13 proteins exhibited more than 90% change. In contrast, log 2 of protein expression change observed between day 1 and day 0 of learning, group 1/0 (around 24 h after exposure to RAM paradigm), was in the range of [-5.26; 2.66] (Fig. 2D) . Despite the number of proteins, which exhibited more than 1.5-fold change that was not marked different between 1/0 and 0/n groups (179 versus 147, respectively), the number of proteins with more than twofold change in the group 1/0 was 57, with none in 0/n group. A large number of proteins showed more than 2-fold changes at day 3 and day 5 of memory paradigm (56 and 89 proteins, respectively).
Protein Expression Profile Showed Significant Change During RAM
Despite clear evidence of protein expression change over time in the behavioral paradigm, individual protein profiles were very complex (supplemental Fig. S1A ). Neither clustering method was optimal to recognize memory specific pattern change in protein expression profiles. Hierarchic cluster analysis converged on 22 clusters (supplemental Fig S1B) . Despite the large number of clusters, protein expression profiles in each cluster showed complex behavior (supplemental Fig.  S1C ). The k-mean, expectation maximization (EM) clustering and self-organized maps (SOM) were not satisfactory. Using method v-fold cross-validation, k-mean clusters were optimized at 3 clusters, whereas EM clustering converged at 7 clusters. However, probability distributions and per cluster averages analysis revealed poor data separation (supplemental Fig. S1D-S1G ). SOM algorithm failed to converge at any cluster number arrangement.
Enrichment Spatial Memory Formation Related ProteinsWe reduced data complexity using advantages from our previous approach of linear decomposition of measured variables onto factors. According to the approach, variances of the variables measuring protein expression are determined by linear combination of numerous factors including the related memory formation (52) . Initially, application of principal component analysis (PCA) to the entire data set revealed four principal components (PC) correlating with 99% of data (Fig.   3A ). Factor loading analysis showed 81% correlation between group 0/n and PC4 (Fig. 3B) . We considered PC4 as a memory nonrelated component. Using squared cosine data extracted from PCA analysis (see Experimental Procedures), 167 proteins highly correlating with PC4 were eliminated (Fig. 3C) .
The enriched 1424 protein expression profiles were subjected to exploratory factor analysis. Factor extraction was conducted using three different approaches: (1) principal component, (2) maximum likelihood, and (3) principal factors/ centroid based methods. All methods identified three factors although with slight differences in eigenvalues (Fig. 4A) . Quartimax rotation was found as the best correlation fit of factor loadings on the variables. No factor interdependence and no secondary factors were detected upon application to the data of Oblimin rotation and hierarchic analysis (data not shown). The extracted orthogonal factors showed the following pattern of correlation: factor 1 strongly correlated with variable of the 5d versus other learning days (5/0, 5/1 and 5/3), factor 2 strongly correlated with variable 3/0 and factor 3 with variables 3/1 and 1/0 (Fig. 4B) . Neither of the factors disregarding the method of extraction correlated with variable 0/n, indicating that preliminary PCA eliminated protein was unrelated to the RAM paradigm based spatial memory formation. Analysis of communalities showed that the extracted factors are capable to explain a majority of variance of the correlated variables (Fig. 4C) . Analysis of factor scores resulted in total enrichment of 440 proteins, which were significantly affected by the correlating factor (Fig. 5D , supplemental Data S1). Quality of factor analysis was validated by support vector machine (SVM) algorithm, showing strong linear correlation of protein expression profiles and factor score based predicted variables as a result of factor analysis application (supplemental Fig. S2 ). Outlier proteins, which were enriched by factor analysis, however, were not within ␣ ϭ 0.95 range, as a result of SVM, and were removed.
Proteins Correlating with Factor 1-Expression profile distribution of 165 proteins correlating with factor 1 showed a strong agglomeration pattern, which prevented appropriate partitioning by nonhierarchic clustering (data not shown). Hierarchic clustering partitioned the entire protein data set into 13 clusters ( . Proteins correlating with factor 1 showed a significant change of expression pattern at day 5 in comparison to the previous days of the RAM paradigm ( Fig. 5B; supplemental Fig. S3B ). Comparison of distri-bution of medians of the clusters showed that a majority of changes occurred within 1.2-twofold range (Fig. 5C) .
The clusters were subsequently subjected to functional categorization analysis based on GO categories and signal transduction pathways' enrichment. Three out of eight clusters negatively correlating with factor 1 were excluded from functional analysis there were less than five proteins per cluster. Protein sets of the clusters subjected to functional analysis were mapped onto a protein-protein interaction network using visANT software (see Experimental Procedures). Enriched first order interacting proteins were assembled into the proteinprotein interaction networks for each cluster separately. The generated networks were further analyzed for GO categories and signal transduction pathway enrichment. A protein network generated from the whole proteomic data of all detected proteins was used as a background of the GO analysis. Proteins negatively correlating with factor 1 were significantly downregulated on day 5, a day of established spatial memory. Functional analysis of the networks of proteins negatively correlating with factor 1 revealed that upon completion of memory formation, transcriptional activity might be enhanced because of (1) enrichment of proteins negatively regulating transcription (GO: 0030163; p Ͻ 10 Ϫ6 , fdrϽ10 Ϫ3 ) and (2) proteins involved in chromatin organization (GO: 0016568; p Ͻ 0.001; fdrϽ0.01). These GO categories were enriched in a generated network based on cluster 3, protein expression of which was downregulated more than twice (Fig. 5A, 5C, 5D ). Indirectly, enrichment of programmed cell death regulation (GO: 0043067; p Ͻ 0.0001, fdrϽ0.01) and different pathways of proteolysis (GO: 0044257; p Ͻ 0.0001, fdrϽ0.01) including signalosome (GO: 0019717; p Ͻ 0.001, fdrϽ0.01) functional categories, also indicated reduction of protein degradation (because of negative correlation). The latter categories were enriched in cluster 6, which exhibited minor reduction in protein level in contrast to the data set of cluster 3 (Fig. 5A, 5C , 5D, supplemental Data S2). In addition, we observed enrichment of (1) 0005272; p Ͻ 0.0001, fdrϽ0.001)); (2) proteins associated with numerous signal transduction pathways, such as NF-B (GO: 0043122; p Ͻ 0.001, fdrϽ0.01); MAPKKK (GO: 0043408; p Ͻ 0.001, fdrϽ0.01) and JNK (GO: 0046328; p Ͻ 0.001, fdrϽ0.01) cascades; (3) proteins associated with focal adhesion (GO: 0004707; p Ͻ 0.001, fdrϽ0.01). These categories were enriched in cluster 6 and 8, respectively, manifesting less than twofold expression changes (Fig. 5A, 5C , 5D, supplemental Data S2). Clusters 6 and 8 were also enriched for MAPK signaling pathways (GO: 0004707; p Ͻ 0.001, fdrϽ0.01, Fig. 5D , supplemental Data S2). Despite significant homogeneity of quantitative changes in cluster 6, FAG-EC analysis of the network assembled on cluster 6 revealed the existence of six network subclusters/domains (nc1 to nc6) exhibiting significant functional modularity (supplemental Data S2). Although three smaller network subclusters, nc3-5 were enriched for the protein degradation category, nc1 showed functional association with the voltage gated sodium channels. Network subclustering revealed hidden enrichment for actin cytoskeleton organization category (GO: 0030036; p Ͻ 0.0001, fdrϽ0.001). Heterogeneity of the network of cluster 8 was also reflected in MAPK activity, translation regulation (GO:0006417; p Ͻ 0.001; fdrϽ0.01), nerve impulse transmission regulation (GO: 0019226; p Ͻ 0.001, fdrϽ0.01), cytoskeletal process organization including microtubules (GO: 0007017; p Ͻ 0.001, fdrϽ0.01) and microfilaments (GO: 0030036; p Ͻ 0.001, fdrϽ0.01). Notably, the strongest expression level decrease was observed in single element clusters 4 and 5, containing Na/K-ATPase subunit beta1 and Rab11A protein, respectively.
Among clusters of the proteins positively correlated with factor 1, only cluster 9 and 13 were large enough for functional analysis. Protein-protein interaction networks generated by these data sets showed strong heterogeneity, which was confirmed by enrichment of a network hub using GuimeraAmaral's cartographic analysis. A 1.7-fold up-regulated CaMKIIa was found to serve as a network hub in the enriched data set (supplemental Fig. S3C ). The assembled network was found to be enriched for metabolic processes and intracellular transport. Namely, among the most enriched categories were found proteins associated with membrane bound vesicles (GO: 0031988; p Ͻ 0.001, fdrϽ0.01) and intracellular vesicular transport (GO:0031988, p Ͻ 0.0001, fdrϽ0.01), proteins involved in monosaccharide metabolic enzymes and regulators (GO:0005996; p Ͻ 10 Ϫ8 , fdrϽ10 Ϫ6) . (Fig. 5E , Suppl. Data 2).
Despite a small number of proteins, clusters 10 -12 exhibited the strongest increase in expression profiles, especially for cytoskeleton regulation related proteins, ROCK2, Rho GEF7, Metastasis suppressor protein 1, and for neuronal adhesion protein NCAM1, with about 3.5-fold enhancement. Hence enhancement of cytoskeleton rearrangement and organization should not be excluded.
Proteins Correlating with Factor 2-Factor 2 exhibited strong correlation with a variable 3/0 pointing to a factor associated with protein turnover changes occurring during memory engram formation process at the steep phase of the learning curve. Hierarchic analysis of this protein data set partitioned the data into 13 clusters containing 148 proteins. Clusters 1-6 and 7-13 were positively and negatively correlating with factor 2 ( Fig. 6A; supplemental Fig. S4A ; supplemental Data S1). Although most of the changes in protein expression occurred within 1.5-twofold range, a limited number of proteins (clusters 12 and 13) exhibited more than threefold change in the expression level ( Fig. 6B, 6C ; supplemental Five out of six clusters showing positive correlation with factor 2 contained at least 5 proteins, sufficient for functional analysis. The assembled networks of protein-protein interaction exhibited a marked enhancement of biological processes associated with protein synthesis, metabolic processes necessary for its maintenance, and processes of protein intracellular transport and dynamics. Cluster 1 and 2 showing moderate expression profile changes contained different isoforms of proteins 14 -3-3 (14 -3-3 epsilon and 14 -3-3 zeta/delta, respectively), which interact with a large number of proteins. Consequently, networks generated based on clusters 1 and 2 incorporated a significant number of nodes (3799 and 790, respectively) and exhibited a strong network heterogeneity with proteins 14 -3-3 serving as a hub of the networks (supplemental Fig. S4B ). Existence of a hub protein within the network led not only to topological, but also functional heterogeneity. The network of cluster 1 was enriched in three major GO categories: (1) protein translation (GO: 0006412; p Ͻ 0.001, fdrϽ0.01), (2) proteins populating mitochondrial matrix (GO: 0005759; p Ͻ 0.001, fdrϽ0.01); (3) proteins associated with vesicle-mediated transport (GO:0016192). Analysis of the networks of cluster 2 showed enrichment for translation category (GO: 0006412; p Ͻ 0.001, fdrϽ0.01) and proteins involved in bioenergetics processes necessary for protein anabolism, such as glycolysis (GO: 0006096; p Ͻ 10 Ϫ13 , fdrϽ10 Ϫ11 ) and proteins of the ATP biosynthetic machinery (GO: 0005739; p Ͻ 0.001; p Ͻ 0.05) ( Fig. 6D ; supplemental Data S3). Despite differences of protein expression patterns between cluster 1 and 2, the networks of these clusters evidenced involvement in synergistic metabolic processes related to protein synthesis and its maintenance. One set of functional processes related to protein translation with subsequent protein movement and localization and another set of functional processes necessary for bioenergetics support of protein anabolism and transport. Notably, despite significant recruitment of proteins involved in gene expression and protein synthesis, the quantitative extent of these changes was limited to 22.3 Ϯ 2.9% increase of protein levels (Fig. 6A-6C , supplemental Data S3), indicating an extensive enhancement of protein anabolism, though at relatively low expense of cellular resources. In addition to up-regulation of the core machinery of protein anabolism, we observed enrichment of proteins interacting with calmodulin (GO: 0005516; p Ͻ 0.0001, fdrϽ0.01), a key regulator protein of multiple signal transduction pathways in the network of cluster 2. The network of clusters 3-5, with 60 Ϯ 2.6% averaged increase in protein expression profiles, exhibited functional enrichment consistent with the clusters 1 and 2 ( Fig. 6A-6C ; supplemental Data S3). A homogenous network of cluster 3, containing proteins such as SNAP25, dynactin 2, and tubulin was enriched for vesicular transport and exocytosis, including microtubule-based movement (GO: 007018, p Ͻ 10 Ϫ7 , fdrϽ10 Ϫ5 ), proteins associated with synaptic vesicles (GO: 0031982, p Ͻ 10 Ϫ11 , fdrϽ10 Ϫ10 ), and proteins regulating synaptic transmission (GO: 0007268, p Ͻ 10 Ϫ8 , fdrϽ10 Ϫ6 ). Significant heterogeneity was observed in the network of cluster 4 being enriched for protein catabolism machinery (GO: 0009057, p Ͻ 0.001, fdrϽ0.01) and regulation of transcription (GO: 0006350, p Ͻ 0.001, fdrϽ0.01) with marked enhancement of the ␣5 subunit expression of ribosomal S6 kinase (Fig. 6D , supplemental Data. S1, S3). This significant diversity of functional roles was entailed because of subcluster/domains inside the network. FAG-EC analysis (see Experimental Procedures) partitioned the network into 3 network subclusters (nc) showing functional modularity. The network subcluster 1 (nc1), composed of 31 nodes, was enriched for proteasome core complex GO category. The nc2 including 31 nodes and a network hub protein PCBD1, was enriched for transcription regulation category. Interestingly, the partitioning of the network increased the resolution of functional analysis leading to enrichment of Wnt signaling pathway (GO: 0016055, p Ͻ 0.001, fdrϽ0.001) in nc3, which included 14 nodes (Fig. 6E , supplemental Data S3). No functional enrichment was observed for the network based on cluster 5.
Only three out of seven clusters negatively correlating with factor 2 (clusters 7-13, Fig. 6A-6C , supplemental Data S3) included a sufficient number of proteins to be subjected to functional analysis. The network of cluster 7 was enriched in two major functional groups involved in (1) negative regulation of transcription (GO: 0010629, p Ͻ 10 Ϫ9 , fdrϽ10 Ϫ7 ) and (2) regulation of synaptic transmission (GO: 0010629; p Ͻ 10 Ϫ12 , fdrϽ10 Ϫ9 ). The diversity within the cluster was explained by the network heterogeneity (Fig. 6E) . FAG-EC analysis revealed four network clusters. Two network subclusters were found to be associated with transcriptional regulation (nc4), regulation of synaptic transmission, and long-term synaptic plasticity (nc1) (supplemental Data S3). Clusters 8 and 10 revealed a simple functional picture. The network of cluster 8 was enriched for ubiquitin dependent proteolysis (GO: 0051603, p Ͻ 0.001, fdrϽ0.01). Neither of clusters 9 -13 bore sufficient proteins for their functional evaluation, although proteins of these clusters exhibited strong expression reduction (Fig. 6A-6C ).
Proteins Correlating with Factor 3-Factor 3 exhibited strong correlation with a variable 1/0 pointing to a factor associated with protein turnover changes occurring during the initial phase of memory acquisition and, potentially, upon consolidation of long-term synaptic plasticity. Hierarchic clustering partitioned the whole data set into 12 clusters containing 123 proteins: clusters 1-6 and 7-12 were positively and negatively correlating with factor 3 ( Fig. 7A; supplemental Fig.  S5A ; supplemental Data S4). Overall, the up-regulation pattern prevailed in the data set, although the increase was up to 2-fold, at most (Fig. 7B, 7C) .
The clusters positively correlating with factor 1 showed that only two out of six, clusters 1 and 3, were useful to obtain function information. Cluster 1, containing the largest cluster of this group, included 32 proteins with a subtle changes in expression (Fig. 7A-7C , supplemental Data S4). The proteinprotein interaction network generated based on this data set was found to be highly heterogeneous. Heterogeneity was related to the existence of four network subclusters/domains according to FAG-EC analysis and was enhanced with a hub protein, 14 -3-3␤/␣ (supplemental Data S4). Topological heterogeneity was accompanied by the functional diversity of the network. Three out of four network subclusters failed to be associated with specific GO categories. The network subcluster 4 (nc4), which was organized as a large network domain around the hub protein 14 -3-3␤/␣, showed significant functional diversity. The nc4 was enriched for proteins involved in synaptic transmission (GO: 0007268; p Ͻ 0.0001, fdrϽ0.01), including both pre-and postsynaptic components (supplemental Data S4). In addition, nc4 was enriched for proteins of mitochondrial membranes (GO: 0031966; p Ͻ 0.01, fdrϽ0.05) and cytoskeleton associated proteins (GO:0005856; p Ͻ 0.0001, fdrϽ0.01), including the core components of microfilament networks, as well as multiple regulatory proteins and kinases, proteins of post-synaptic density, and motor proteins (supplemental Data S4). Another network domain, nc2, showed enrichment for neurotrophin (mmu04722; p Ͻ 0.001, fdrϽ0.05) and MAPK (p Ͻ 10 Ϫ7 , fdrϽ10 Ϫ5 ) signaling pathways, as well as for pathways involved in long-term potentiation (mmu04720; p Ͻ 0.001; fdrϽ0.01) and long-term depression (mmu04730; p Ͻ 0.001, fdrϽ0.01; Fig. 7C , supplemental Data S4). Network domain, nc3, was enriched for neurotrophic factor signaling (p Ͻ 10 Ϫ9 , fdrϽ10 Ϫ7 ; supplemental Data S4). Protein assembling networks of cluster 3 were associated with synaptic transmission, though because of the small number of proteins, a low level of enrichment was observed (Fig. 7D, supplemental Data S4) . The strongest upregulation pattern and the highest factor scores were observed for proteins of cluster 3-6. Using the STRING10 database (66) revealed two major domains of protein-protein interaction domains involved in protein processing assembled around the AKT hub protein (supplemental Fig. S5B ). Signifi-cant enrichment was observed in protein degradation and translation initiation GO categories (p Ͻ 10 Ϫ10 , FDRϽ10 Ϫ8 ). Applying a Markov clustering algorithm, MCL (70) to the combined network of the highly expressed proteins positively correlating with factor 3, revealed two major network clusters, protein turnover, and tyrosine kinase signaling, including ErbB (GO: 0038138; p Ͻ 10 Ϫ13 , fdrϽ10 Ϫ11 ) pathway. 70 proteins distributed over 6 clusters negatively correlating with factor 3 showed a mild reduction of the expression level at day 1 versus day 0 (Fig. 7A-7C) . Two major clusters, 11 and 12, showing more than 25% protein expression reduction were found to be functionally enriched (Fig. 7E , supplemental Data S4). Among enriched GO categories, we identified negative transcription regulation (GO: 0016481; p Ͻ 0.001, fdrϽ0.01), protein folding (GO: 0006457; p Ͻ 0.001, fdrϽ0.01), protein ubiquitination (GO: 0016567; p Ͻ 0.0001, fdrϽ0.01) and degradation (GO: 0030163; p Ͻ 0.001, fdrϽ0.01), endocytosis (GO: 0006897; p Ͻ 0.001, fdrϽ0.05), focal adhesion (mmu04510; p Ͻ 0.01, fdrϽ0.05) and (Fig. 7E , supplemental Data S4). Prominent diversity of expression patterns observed for this data set was related to network modularity linked to the existence of multiple subdomains identified by FAG-EC analysis (supplemental Data S4).
DISCUSSION
Proteomic study of memory related processes is a complicated endeavor. Learning and memory are complex processes incorporating multiple neuronal networks across different structures of the brain (71) . These networks may elaborate a vast number of different types of neurons. Despite the abundant candidates involved even in a specific learning process, the actual number of neurons may be limited and a memory engram may be spatially curbed to specific subspaces of neurons. Learning is a dynamic process while protein expression and post-translational modification profiles may markedly change at different stages (33, 72, 73) . Longterm synaptic plasticity is believed to be a cellular correlate of LTM. However, long-term potentiation (LTP), the most thoroughly studied form of long-term synaptic plasticity, is established within hours and may persist for hours, days, and even longer (74) . In contrast, complex learning tasks, such as spa- tial memory, are formed during several days, require multiple recurrence of enforcement, and may elaborate interaction of different structures in and outside of the hippocampus (75) . Hence, proteomic study of synaptic plasticity may not directly be extrapolated onto protein expression and post-translational modification changes occurring during formation of LTM. In this study, using label-free quantitative proteomics of the hippocampus, to our best knowledge for the first time, we tried to track down protein turnover changes occurring along the whole process of formation of reference spatial memory using the RAM paradigm. Appreciating dynamic profiles of about 1600 proteins, quantitative changes occurring during the RAM paradigm (supplemental Table S1 ), we found that the protein expression pattern and their functional categories are strictly related to temporal frames of memory formation.
The label-free quantitative proteomics was capable of estimating expression profiles of 1592 proteins (Fig. 2) reconstructed based on at least three peptides at all tested time points in all three biological replicates. A time-dependent study of memory formations may raise several critical issues capable of affecting noisiness of the proteomic data: (1) behavioral issue: individual learning ability of animals may markedly differ, potentially amplifying individual measurement related fluctuations in memory-dependent protein expression; (2) biological source issue: the RAM paradigm induces a spatial memory, which is hippocampal-dependent, however (1) the hippocampus is a complex and heterogeneous region of the brain and (2) spatial memory on its own is a heterogeneous phenomenon (75) ; and (3) biological replicates issue: learning ability and protein expression extent may be affected by the batches of used animals as well as by slight seasonal differences occurring during the learning process between different biological replicates. The behavioral issue was resolved by using animals which did not show existence of outliers in RAM measurement parameters as denoted by low values of standard deviations (Fig. 1) . The biological source issue could not be resolved at the level of proteomic analysis; hence, it was inherently affecting protein expression at every measured time point, while averaging over three biological replicates and pooling of hippocampal extracts within the groups was supposed to suppress oscillation related to this issue. Use of a multivariate analysis approach including PCA and factor analysis, as well as validation with SVM on the averaged data per time point, allowed removal of proteins not-related to learning formation and enrichment of proteins differentially expressed during memory formation (Fig. 4 and supplemental Fig. S1 , supplemental Data S1). An additional enrichment level was provided by subjection of proteomic data to protein-protein interaction network analysis.
Acquisition of memory is supposed to initiate activity-dependent changes in synapses leading emergence of longterm synaptic plasticity. At these stages numerous molecular and morphological changes occur on the synapses, including formation of new spines and reorganization of existing ones (76 -79) , as well as silent synapses activation (80 -82) . The early appearance of these changes should occur during 24 h from the memory acquisition initiation and correspond to the alteration of protein expression/degradation during the late phase LTP (14 -16, 38, 83) . In turn, protein turnover changes are dependent on enhancement of transport and metabolic activity and may lead to changes in the synaptic component. Factor 3 correlated with a variable, which corresponded to changes occurring during initiation of memory acquisition within 24 h after exposure of the positive reward. Proteins correlating with factor 3 showed strong functional association with the activity-dependent changes occurring in synapses. The eIF3d, Psma6, Ubxn6, and Usp9x, showing strong positive correlation with factor 3, were assembled into the protein-protein interaction network involved in protein synthesis and degradation (supplemental Fig. S5B ) indicating enhancement of protein turnover integrity during memory consolidation. Moreover, protein synthesis requires involvement of MAPK pathway (84, 85) , which was also found to correlate positively with factor 3 (Fig. 7D) . Enrichment of neurotrophic factor signaling, necessary for late-phase LTP, such as BDNF activity (86), also supported a link between protein correlation with factor 3 and synaptic plasticity consolidation. Importance of ErbB signaling pathway enrichment in this group of proteins was also shown (87, 88) . Other components of the networks of clusters positively correlating with factor 3 were aggregated into synaptic structural proteins, synaptic transmission categories, signaling pathways related to synaptic plasticity, LTP, and LTD (Fig. 7D , supplemental Data S4). This enrichment pattern is highly suitable to the processes occurring during late and persistent phases of long-term synaptic plasticity occurring during consolidation of memory (89) . Previous studies already showed that expression and activity of the numerous proteins enriched in the network emerged from the proteins positively correlating with factor 3 to be essential for long-term memory. Expression of the presynaptic release machinery proteins, enriched in the network analysis, such as synapsins (90, 91) , SNAP25(92), synaptotagmin (93) , and syntaxin 1A (94, 95) , was shown to be involved in regulation of the different forms of associative, punishment and pain-relief related memories, hippocampal-dependent long-term memory formation, and short-and long-term synaptic plasticity. Similarly, the enriched proteins of synaptic vesicle turnover, Rab3a (96, 97) , piccolo (98) were also shown to participate in regulation of long-term memory including the reversal of spatial memory, as well as in regulation of synaptic plasticity observed in Mossie fibers. Strong up-regulated homer 3 (supplemental Data S1) belonging to homer family of post-synaptic density scaffold proteins, which plays an important role in mGluR1 signaling and regulation of LTP and LTD, was also shown to be transcriptionally regulated by synaptic activity (99, 100) . Formation of new spines and change of their morphology would be impossible without changes in cytoskeletal components, actin microfilaments (e.g. actin-related proteins, cortactin), and motor proteins (kif5A, kif5B, dynein heavy chain), which were enriched in the network positively correlating with factor 3 (101) . Enhancement of expression of actin related proteins, cortactin, and tubulin polymerization-promoting protein (supplemental Data S4) further supports the importance of cytoskeletal proteins in long-term memory consolidation. Motor proteins, found to correlate positively with factor 3, also play an active role in LTM formation (supplemental Data S1, S4). Kinesins were shown to be essential for delivery to the synapse of mRNA, necessary for local synthesis of synaptic proteins (reviewed in (102) ). De novo protein synthesis, enhancement of synaptic release, and new spine structure formation because of cytoskeleton rearrangement are energy consuming processes. Our data showing enrichment of protein networks positively correlating with factor 3 and associated with mitochondrial metabolic activity (Fig. 7D) is consistent with the requirement of enhancement of metabolic activity to maintain changes associated with synaptic consolidation (103) . It is not surprising that a limited number of proteins negatively correlating with factor 3 were also associated with the same GO categories as proteins positively correlating with factor 3. Uba2 is of a specific interest, acting as E1 ligase for SUMO 1-3 version of the protein degradation system (104, 105) . Strong reduction of Uba2 expression accords well with the recent findings demonstrating reduction of SUMOyation of aggregated CPEB3, a prion-like protein, which promotes protein synthesis leading to maintenance of LTP and consolidation of long-term memory (106, 107) . The role of CREB SUMOylation has been established in maintenance of long-term spatial memory (108) . In light of these reports, negative correlation of factor 3 with the components of protein folding category does not seem very surprising. The components of protein folding are particularly important during de novo protein synthesis as occurs upon memory consolidation. However, the requirement for the protein aggregation upon formation of long-term memory (107) may justify reduction the levels of chaperones, as CCT6A and CCT2 (supplemental Data S1). Suppression of negative transcription regulation observed in this group of proteins may be the initial step of enhancement of transcriptional activity observed at the later stages of memory consolidation and requiring increase of mRNA pool (109, 110) . Negative correlation of synaptojanin 1 and dynamin 1 with factor 3 is controversial, particularly in light of the recent publication showing a crucial role of dynamin 1 in LTP and memory modulation (111) . However, these changes may be finely tuned depending on the stage of LTP and memory engram formation. The additional important outcome of evaluation of proteins correlating with factor 3 was very mild expression changes in protein levels. Remarkably, a local protein synthesis is assumed to be necessary for establishing late phase synaptic plasticity (14 -18) . Considering that most of the changes may occur in a very limited space, as claimed by the cluster plasticity hypothesis (16, 112) , no dramatic increase of total protein level changes could be expected.
Factor 2 showed correlation with protein expression change during a steep phase of the learning curve. Presumably, during this phase of the learning curve consolidation and reconsolidation coincide (113, 114) . LTM consolidation and reconsolidation require increase of mRNA pool and processing, necessary to sustain protein expression (34, 115) that was directly supported by up-regulation of mRNA processing proteins, such as, tRNA-splicing ligase RtcB homolog, hnRNPul2, and hnRNP-K (Suppl. Data. 1 and 3) among the factor 2-correlating group. Interestingly, recent studies have already shown hnRNP-K is required for LTP and dendritic spine development (116). Nonetheless, transcription factor level changes could be too subtle to be identified in the proteomic analysis. Definitely, the role of their post-translational modifications of the transcription may be of superior importance. Moreover, transcription factor up-regulation might occur in response to the first phase of transcription occurring shortly after induction of mechanisms leading to long-term synaptic plasticity (117) . Contribution of transcription factors could be detected during the second transcription phase necessary for memory gene expression program, as it was recently shown for CREB transcription factor activity, a hallmark of LTM (118) . This suggestion is suitable for the network assembled around the proteins positively correlating with factor 2, showing enrichment of transcription, mRNA processing, and translation related gene enrichment (Suppl. Data1 and 3). Hence, these findings indicate that, at this stage, formation of memory engram may be sustained and enforced not only by local protein synthesis, but also by increase of cellular translation and delivery of de novo synthesized proteins to the tagged synapses (119) . Strong up-regulation of dynactin 2, SNAP25, SV2A, and Sorting nexin 2 during the steep phase of the learning curve led to enhancement of intracellular vesicle trafficking and microtubular transport (Fig. 6D , supplemental Data S3), which are processes necessary for synaptic plasticity. In line with protein synthesis, factors involved in protein degradation were also found to be enriched. Presumably, strict balance in protein synthesis and degradation should be preserved for maintenance of long-term memory. Enrichment of Wnt pathway is also compatible with previous findings of the involvement of this signaling in regulation of late phase LTP and LTM (120, 121) . Enhancement of metabolic activity introduces strong demand in the energetic resources, which were found to be supplied by up-regulation of proteins involved in glycolysis and the ATP biosynthesis machinery (Fig.  6D , supplemental Data S3). The ensemble of proteins negatively correlating with factor 2 evidenced reduction of activity of the network involved in heterochromatin organization and negative regulation of transcription, such as down-regulation of TRIMM28. Weakening of these factors should be favorable for intensive protein anabolic activity occurring in neurons. More controversial were results related to negative correlation of some network components involving synaptic transmission, syntaxin 1B, synapsin 2, and syntaxin binding protein 1 found to be important for synaptic plasticity and memory formation. For example, previous studies had shown syntaxin 1B as an essential factor in LTP and memory induced synaptic plasticity (122, 123) . Association with learning and age related cognitive impairment was found for synapsin 2 as well (124 -126) . A possible explanation could be related to differential modification of synaptic efficacy and memory engram formation may involve not only enhancement but also weakening of synaptic efficacy depending on specific neuronal networks and time elapsed since initiation of LTM.
Factor 1 correlated with variables characterizing changes occurring at the last day of the RAM paradigm showing near maximal improvement of reference memory. The most prominent outcome of expression profile positively correlating with factor 1 was related to the appearance of cytoskeleton organization proteins, such as profilin, fascin, coronin, and MTSS1. Multiple previous studies showed an essential role of profiling in long-term potentiation, associated cytoskeletal rearrangement, and importance in memory (127) (128) (129) . Involvement of coronin in regulation of synaptic plasticity and cognition was also confirmed (130) . Despite the robust network, observation of mild expression level changes indicate that during persistence of memory minor re-arrangement of cytoskeletal components of cellular and synaptic structures may still occur. As much can be indicated by moderate, though steady, co-incident increase in complexin 1 and 2 levels on the 5 th versus all the previous days. Of interest, complexins were shown to be necessary for AMPARs exocytosis on the postsynapses, as well as needed on the presynapses, for LTP expression and proper cognitive functioning (131) (132) (133) . Hence, slight increase in protein levels of the networks responsible for the intracellular vesicular transport also supports this notion.
Analysis of proteins negatively correlating with factor 1 provides unambiguous evidence that intensive anabolic processes are on their decline phase. Namely, down-regulation of signaling pathways such as MAPK, NF-B and JNK, as well as ribosomal proteins and microtubular motor components, regulators of microfilament cytoskeleton, spine scaffolding proteins and cytoplasmic vesicle pools associated with NMDA, and insulin-like growth factor receptors. Together with the data of ErbB down-regulation pathway, this evidence indicates that no additional enhancement of synaptic efficacy is going to appear at this stage of memory formation, but all the processes are directed to maintenance of the formed memory engram. Nevertheless, some unexpected data was also observed such as down-regulation of voltage gated sodium channel that inevitably should lead to reduction of neuronal excitability (Fig. 5E , supplemental Data S2). Considering that LTP may lead to intrinsic excitability increase (134) , reduction of sodium channel expression may be attributed to a compensatory mechanism preventing overexcitability. Because the changes occurring at this stage of learning have never been observed previously, as well as a lack of functional, electrophysiological data, further study is needed for better understanding of the occurring changes.
Taken together, proteomic study of temporal changes in protein expression profiles during acquisition of long-term spatial memory showed a clear correlation between behavioral changes and their molecular counterparts. Moreover, despite huge data complexity, the impact of multiple factors, including behavioral variability, a combinatorial analysis of the data enriched by multifactorial, network, and functional analysis draw a clear correlation between previous knowledge about protein expression related to synaptic plasticity and long-term memory. Moreover, this research clearly demonstrated dynamic assembly and disassembly of protein-protein interactions' functional network depending on the stage of formation of memory engram. Despite these interesting findings, current research is just the first step in understanding how and which proteins are necessary for memory engram formation. This study made only low resolution snapshots of protein expression changes during memory formation based on the whole neuronal extracts, being also contaminated by multiple glia cells. Although, the role of the glia cells cannot be ignored, particularly based on the recent reports showing their importance in regulation of long-term potentiation, long-term memory, and memory consolidation (135) (136) (137) (138) (139) . Future directions of understanding protein behavior at different stages of memory formation should incorporate comparison of changes at the synaptic level versus the whole alteration, as well as analyze different regions of the brain and increase spatial resolution of study, namely locking down onto subregions, such CA1 or CA3 or dentate gyrus in the hippocampus. And, finally, understanding of post-translational modifications is the key component in the creation of complete pictures of "molecular memory."
