As more and more documents become available on the internet, finding documents that fit users' needs from databases containing millions of documents is becoming increasingly important. Since a scientific document is a structured text, it has some useful features that can be used to improve retrieval performance. In this work, we investigate three such features: fonts, position and cited references. While past research has used these three features individually to improve document searching, no existing research discusses how to integrate these three together to improve retrieval performance. This work first investigates the relationships among them, and then uses these three features to design a novel retrieval method based on the discovered relationships. Extensive experiments have been carried out with real scientific documents to show its effectiveness. Our empirical results show that using the location factor alone achieves the same performance as considering location and font factors simultaneously. We also observed that citation similarity is useful only when the similarity is high. Based on these two clues, we developed a method to combine the content vector and reference vector conditionally, and as a result, this integrated approach does, indeed, improve search performance.
Introduction
With the rapid dissemination of new research results on the worldwide web, the task of finding useful information has become more challenging. Usage of scholarly material is growing rapidly and there is a growing demand for high-quality searching of scholarly information [1] .
Since researchers need to retrieve useful articles from the huge volume of internet-accessible document databases, it has become very important to utilize effective methods to locate relevant documents. Traditionally, the most popular approach is the database query approach, which is widely used in many existing document search systems on the internet or in the digitalized library.
The basic idea is to assign a set of attributes to documents. After assigning the attributes, we then search documents by specifying constraints on the attribute fields. For example, we may require documents with the term 'structure' in the title field, 'information retrieval' in the keyword field and dates limited to post-2000. The advantage of this approach is that it is easy to use and has a precise answer set, meaning that if the same query is executed across different systems, there is no ambiguity regarding which documents should be included in the answer set and which should not. The drawback, however, is that it can only find documents that match the parameters exactly. Documents that are very similar to those in the answer set, but do not exactly satisfy the query, will not be found.
The second approach is the text-based search approach [2, 3] . Typically, this approach adopts the vector space model [4, 5] to describe the problem. To apply the model, we must first preprocess the query and all documents in the database to represent them with vectors of weighted index terms [6] . A number of methods have been proposed to derive the weights of each index term in the vectors, including the Boolean scheme, the TFIDF scheme [7, 8] , and several other variants of TFIDF, as described by Salton and Buckley [6] . Among these options, the TFIDF scheme is the most popular because it is known for its effectiveness in most data collections [6, 7] . After obtaining the query and document vectors, we need to compute the similarity between them. Methods for doing this include the cosine measure [2] , correlation coefficient, Pearson correlation coefficient [9] , and many others [9] . Finally, all documents with high similarities are returned as the solution set. The advantage of this approach is that, when a user's information needs are so vague that they cannot be exactly represented by a query, this approach can still find related documents.
Since a scientific document is a structured text [10, 11] , it may have some useful features that can be used to improve retrieval performance. Here, we investigate three such features: fonts, position and cited references. We investigate these features for the following reasons:
(1) these three features appear in almost all scientific documents;
(2) previous research shows that these three features are useful in improving retrieval performance; and (3) they can be collected easily.
In the past, these three features have been used separately in improving document searching. Fonts are commonly used in web searches to find significant text [12] ; for example, Google keeps track of some visual presentation details, such as font size. Words in a larger or bold font are weighted more than other words. Past research has also confirmed that positions of a document are important [13] . There are also a number of previous studies showing that cited reference information is useful in improving document retrieval performance [14] [15] [16] [17] [18] [19] . Although each of these three features has been separately employed by some previous study, to the best of our knowledge, no existing research has ever integrated these three features together to improve retrieval performance. Therefore, we will first investigate the relationships among these features, and then study how to combine them to design a novel retrieval method based on the relationships discovered.
This paper is organized as follows. Before formally defining the research problem, we review related work concerning scientific document retrieval in Section 2. Then, we discuss our proposed approach formally in Section 3. We evaluate the effectiveness of the proposed methods in Section 4. Finally, conclusions are drawn in Section 5.
Related work
In this section, we first review the three features of documents that can be used in improving retrieval performance: fonts, position and cited references. We then discuss similarity measures for textual documents in existing research.
Fonts
Since it is common for authors to use special sizes, styles or colors to emphasize important ideas in a document, special font words are more important than normal ones. Therefore, when a key-phrase is written in a special font, such as in a larger size or in italics, it is weighted more. This technique has been successfully used in web page retrieval by Google [12] . We have observed, however, that previous methods for searching scientific documents pay little attention to the font characteristics of key-phrases.
Positions in documents
Scientific documents are composed of a set of concepts carefully constructed by the author in order to convey the message effectively. Research has shown that scientific documents possess a highly typical structure [10, 11] . For example, Kircz and Harmsze proposed a modular structure for articles in experimental science [20] . According to their findings, an electronic document is a document composed of a variety of different types of information presentations brought together by an author in order to present a comprehensive scientific argument [21, 22] . In the past, substantial research in automatic abstracting, text summarization and information extraction [23] [24] [25] has relied on position information, since position information is useful in finding the semantics of a document. For example, Baxendale suggests giving a higher score to a sentence if it occurs 'at the beginning or at the end of the paragraph, near the beginning or the end of the whole document, or below a heading' [13] . In addition, there is other research that considers the information in the title or information positioned near the title more valuable [26] . From past research, we see that text in different positions may have different importance.
Cited references
Cited references (also called citations) are the scientific documents (journals, conference proceedings, and so on) cited in the document. In bibliometrics, citation analysis was used to measure the importance of scientific papers [27] and became a primary tool for evaluating scientists' performances. A critical review of citations analysis by MacRoberts and MacRoberts examined issues with citation counts, including biased citing, self-citing and difficulties in treating citations of multiple authors for an article [28, 29] . Both studies concluded that there are many factors that affect the way authors use cited references.
The recognized concept within citation analysis is using citation counts as a measure of importance [27] . This concept has been applied to the web search algorithm. Traditionally, most studies search for relevant documents by comparing document content. A number of studies, however, searched documents using other methods, including cited references [15, 16, 19, 30] .
In this regard, previous research can be categorized into two schemes: co-citation [14, 18] and bibliographic coupling [16] . In the co-citation scheme, the similarity between two papers p and q is based on the number of papers that cite both p and q. In bibliographic coupling, the similarity is based on the number of papers cited by both p and q. These methods have been applied to cluster scientific papers into topics [17, 18] . More recently, the co-citation method has been extended to cluster related web pages. Both HITS [31] and PageRank [32] rank web pages using citation link (hyperlink) algorithms, and PageRank has been successfully incorporated into Google.
In current research, a scientific document's cited references are commonly used in computing the similarity between documents. Cited references have not yet been combined with fonts and position for searching, but have only been used separately until now.
Similarity measures
Widely used methods for finding similarity between documents are usually based on feature vectors composed of index terms with associated term weights. The vector space model [4, 5] The similarity between documents is determined by computing the similarity between the query vector and the document vector. There are four commonly used methods for measuring the similarity between the query and document vectors: the inner product, the cosine coefficient, the Dice coefficient and the Jaccard coefficient [3] . The cosine measure is common in document clustering literature and is known to capture human categorization behaviour well [33] . Therefore, we chose the cosine coefficient as our similarity measure between documents. The degree of similarity of document d j and query q is evaluated by the cosine measure of these two vectors, i.e. Equation (1).
(1)
The two famous information retrieval methods, the vector space model (VSM) [34] and the latent semantic indexing (LSI) [35] , are based on the classic vector model. Both models can be used to evaluate the similarity of documents, and can also be used in many applications [36] [37] [38] [39] . Since the VSM is simpler and easier to use than LSI, we chose VSM as the basic method for evaluating the similarities between two documents. Figure 1 shows the major steps of the methodology. Steps (1), (2) and (3) are the construction stage and step (4) is the query stage. The query document and each document in the database are transformed into one reference vector and one content vector, respectively. To build the reference vector, we create another concept list from the original key-phrase list. To build the content vector, we modify the TFIDF scheme by considering the positions and fonts of key-phrases in the document, which are based on the index terms of the key-phrase list. After we have constructed the vectors for the documents, we obtain the results by outputting the top k similar documents to the query document.
Methodology
In the following subsections, we discuss the details of implementing the major steps of the methodology:
(1) preprocessing documents; (2) building content vectors for documents; (3) building the reference vector; and (4) determining the similarity between database documents and query documents.
Document preprocessing
In this step, we first transform the document into a set of index keywords. After that, we further categorize the keywords into five classes, according to their positions and fonts in the document. Finally, we assign each keyword occurrence a different weight, according to the class to which it belongs.
Since we want to represent article documents in our database precisely, we define what a document is, including the key-phrase list and the positions and fonts of keywords in a document. 
where t is the total number of key-phrases, and 1 ≤ i ≤ t. We can then use K as index terms to build the content vector. According to [40] , in a scientific document, the position of the author's argument follows a pattern. For example, the major ideas of a paper are expected to be found in the introduction or conclusion. In addition, the title, abstract and keywords contain the core ideas. It is common for the author to emphasize important key words in the document with special fonts. Therefore, we separate a scientific document into three area zones and identify the use of special fonts. . Therefore, we define Z a k as Equation (2): (2) Definition 4. Let k denote a key-phrase. The fonts in a scientific article can be categorized into normal types and special types. Let f 1 denote normal fonts, and f 2 denote special fonts, which include bold, italic and bigger font size. Then, we define the font type of k as follows: Table 1 .
Vector construction

Construction of the content vector
In this step, we build the content vector by modifying the traditional TFIDF scheme. We combine the features of a document with the original TFIDF scheme.
Y.-L. Chen et al. and The original TFIDF scheme gives each occurrence of an index term equal importance. Each index term occurrence would be counted as 1 in the computing process. Definition 6, however, gives the index term's different positions and fonts different importance.
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Construction of the reference vector
After computing the content vector, we begin to build the reference vector. In this phase, we do not give each reference equal importance because some are referred to many times, while others are only referred to once. Thus, we have formulated a function to address the importance of individual references to give a proper weight to each reference. Since the titles of documents usually cover the core ideas that authors want to express, we have built the reference vectors from the titles of references. Since an influential article is usually cited in many other articles, citation counts can be a measure of an article's importance in citation analysis [27] . For example, the famous PageRank algorithm was based on an extension of this principle, referred to as the extended citation principle [41] . Therefore, we have the following observation. Observation 1. The number of times that a reference is cited in a document could represent the importance of the reference. The relationship between importance and the number of cited times, however, may not be a linear relationship. If the cited times are few, perhaps one or two, the fact that the reference is cited twice is much more important than it being cited once. But as the cited 
Journal of Information Science, XX (X) 2007, pp. 1-17 © CILIP, DOI: 10.1177/0165551506075324 6 Table 1 The classification of a key-phrase occurrence times increase, the difference in importance decreases. When the cited times exceed a certain threshold, they are all equally important. Besides a reference's number of times cited, we must also consider the total number of cited references in a document. According to Observation 1, we represent the relationship between the importance and the number of cited times of a reference as Figure 2 . Accordingly, we formulate a function to express the importance of a reference. The function can represent the relationship between the total number of references cited in a document, the number of cited times of a reference in a document and the importance of the reference. The closer to 1 the value imp(r j u ) of a reference, the more important the reference is; in contrast, the closer to 0 the value imp(r j u ) of a reference, the less important the reference is. The overall trend of Equation (5) is similar to Figure 2 and agrees with Observation 1. A reference that occurs more often would have a larger importance value. The total number of references in a document also affects the importance of a reference. Two references that have the same cited times in different documents may have different importance values. Table 2 gives values computed from Equation (5) .
Next, we construct the reference vector and build a key-phrase list as the index terms for the reference vector. We construct the reference vector from the titles of each reference; however, there are very few terms in a title. Using the original key-phrase list used in the content vector would result in problems like sparse vectors and missing information. Therefore, we have built another list for the reference vector, called the concept list, to replace the original key-phrase list used in the content vector. With the help of experts, we classified the original set of key-phrases into sets of concepts. The experts reviewed the original key-phrase list used in the content vector and defined the concept sets for each classification. They assigned key-phrases with similar meanings to the same concept based on the topic classification declared by the journal Decision Support Systems and their domain knowledge.
Importance of a reference
The number of cited times Fig. 2 . Relationship between the importance of a reference and the number of cited times. Table 3 shows an example of a key-phrase list. Assume that we find nine keywords in the database, as shown in Table 3 . We then group the nine index terms into five concepts. As shown in this table, k 4 and k 5 are related AI techniques so they are assigned to concept 'AI'. Table 4 shows the concept list constructed from the database. Based on the concept list, we determine the weights of the concepts in a reference vector. Here, we do not adopt the traditional TFIDF scheme to build the reference vector. We consider the fact that there are two factors that can be used in determining the similarity between documents. The first is the importance of a reference to a document. The more important a reference is, the more representative it is. The other factor is the key-phrases in the titles of the references, since the core ideas of a document usually appear in the title [42] . Therefore, we combine the two factors to get the representative key-phrases. The key-phrases in the title of a document with higher importance would have more useful information than those with lower importance. Therefore, the more important the references the key-phrases exist in, the more important those key-phrases are. Let Table 3 An example of a key-phrase list
Knowledge engineering k 3 Knowledge base k 4 Genetic algorithm AI k 5 Neural networks k 6 Data mining DM k 7 Knowledge discovery k 8 Information retrieval IR k 9 e-Commerce EC Table 4 An example of a concept list Table 5 shows d 1 's key-phrases included in the titles of each cited reference. Using Equation (5), we can determine the importance value of each reference. The concept list in the database is {DM, AI, KM, IR, EC}.
Through Equation 3.5, the reference vectors can be obtained as shown in Table 6 . 
Determining the similarity between documents
The purpose of this section is to determine the similarity between a database document and a query document. First, we compute the similarity for the content vector. Second, we compute the similarity for the reference vector. Finally, we combine the two similarities into the final measure. This study does not combine these two similarities with a simple linear combination approach due to the following observations. After examining numerous similar documents, we found that the cited references of two similar documents might not be as similar as the documents' contents. This may be because different authors have different habits in citing references, and different authors might use different ways to describe the same thing. We also observed, however, that if the cited references of two documents are very similar, the two documents are usually very similar in content. Therefore, we do not adopt the simple linear weighted approach to integrate the similarities of content vectors and reference vectors; on the contrary, we combine them conditionally. When the similarity determined from the reference vectors is higher than a certain threshold, we use it to further enhance the similarity determined from the content vectors. In our experiments, we determine the value of α and the threshold using a pre-test to get the most promising results.
Experimental evaluation
In this section, we perform a simulation study to empirically compare the proposed approach and three contrasting approaches. In this phase, we take two steps to complete the entire evaluation: the pre-test and the formal experiment. The first step, the pre-test, is used to determine a set of parameters, including the weights of the five classes in Table 1 and the value of α in Definition 10. Through this step, we can identify the relationship between fonts, positions of key-phrases and cited references in the document, and determine how the relationship affects the similarity between documents. After completion, we take the best set of weights for the second step, the formal experiment.
The experimental environment
The experimental data was drawn from the web page version of the journal, Decision Support Systems. In our research, we collected DSS article documents from 2003 to 2006, totalling 235 articles.
Our approach was to search scientific documents for cited references, fonts and positions of keyphrases. To compare our approach with traditional approaches, three other methods were used. The first one, called the first-zone method, searches through documents in the title, abstract and keywords fields, which we defined as Z 1 in Definition 2. Based on Definition 3, we implement it as the set of weights (w 1, 1, 1, 1) . Finally, the third method searches documents using the cited references only.
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The pre-test stage
In this stage, we explore the efficiencies of fonts, positions and cited references one by one, in order to evaluate the effect of individual factors on searching. Then, we test the weighted value for α. Since this is a pre-test, we use a smaller selection of documents, those from 2004-2006, amounting to 175 documents. In addition, an expert team, comprised of a senior faculty member and two PhD candidates from the Department of Information Management, reviewed the 175 articles and provided a ranked list of the top 10 similar articles for each query document.
The experiment design
To test, we assigned several sets of weights to the five classes in Table 1 . In order to address fonts and positions separately, we changed the weights according to the situation. For example, when we wanted to address the effects of normal fonts and special fonts, we set weights w c3 and w c5 to one value but set weights w c1
, w c2 w c4 and to another value, where we regarded the text in Z 1 as special fonts. On the other hand, when we wanted to address the effects in three different zones, we set w c1 to one value, set w c2 and w c3 to another value and set w c4 and w c5 to a third value. We used nine sets of weights for testing fonts and 19 sets for testing positions. For a query document, we first found the 10 most relevant documents using the full text retrieval method. These 10 documents would then be run with the 30 sets of weights, resulting in 30 ranking lists. Afterwards, we compared each ranking list with the ranking list produced by the team of experts, and then determined the efficiencies using the Spearman coefficient [43] , which is frequently used to determine the similarity between two ranking lists. The above procedure is a complete round, and we ran eight rounds with eight different query documents. After choosing the best one from the 30 sets, we used this set to test another weight in Definition 10.
The experimental results
To test the effects of normal fonts and special fonts, we set weights w c3 and w c5 to one value and set weights, w c1 and w c2 w c4 to another value, where we regarded the text in Z 1 as special fonts. As shown in Table 7 , we saw that the relative ratio of two parts varies from 0.5 to 18. Besides these nine sets, we also tested another two sets, where one was the full text retrieval with (w Table 7 , we obtained the results shown in Figure 3 . There are three sets in the results that are better than the full-text retrieval method. Among them, the third set has the best result, where we set weights as (w 4, 1, 4, 1) . This result indicates that, if we increase the weights of special fonts properly, we can improve searching performance.
Next, to address the effects in three different zones, we set w c1 to one value, set w c2 and w c3 to another value and set w c4 and w c5 to a third value. Table 8 shows all the sets of weights considered in this test. Figure 4 shows the results of Table 8 . From the results, we find that the first three sets are better than the traditional full-text retrieval approach. The best set is the second one (w whole document and should be weighted more. As shown in the results, however, the weights should be increased by a proper amount. If the weights are increased too much, it may damage performance, as shown in the other 16 sets of weights. Figure 5 shows the integrated results of fonts and positions, where the first nine sets come from varying weights of fonts and the last 19 sets come from varying weights of positions. We find that set (w 4, 1, 4, 1) . The former is the best in Figure 3 and the latter is the best in Figure 4 . From these results, we observe that, although font and position are both useful for improving search performance, considering the position factor alone could achieve a better performance than considering both factors at the same time. The reason for this phenomenon may be that these two factors are indeed dependent upon each other; therefore, we may obtain all the important information by considering the major factor alone. Finally, we addressed the cited references. We computed the similarity of the cited reference vector and combined it with the content vector, according to Definition 10. We conducted a series of tests to obtain the most appropriate α value in Definition 10 by fixing the threshold at 0.6, and we varied the values of α from 0.1 to 0.9. We then obtained the results shown in Figure 6 , which show that α = 0.6 achieved the best performance. Therefore, we adopted α = 0.6 to run the evaluation of the next stage. 
The formal evaluation stage
In this phase, our goal is to compare our approach with the traditional approaches. We used the complete article documents in the DSS journal from 2003 to 2006 as our experimental data and evaluated our efficiency using the accuracy rate. We used the best results from the pre-test to set our parameters. As a result, we set (w 
The experimental design
We invited 34 graduate students from the Department of Information Management, National Central University, Taiwan, to participate in the experiment. We designed a graphic system in Windows XP that allowed them to select a query paper from the 235 articles. After they selected the paper they were interested in, the system showed them all the related papers, which contained four sets of the top 10 most related papers resulting from the four approaches. Besides our approach, the other three approaches were searching in full text, searching in the first zone, and searching by cited references. The users, however, did not know which approach generated which papers. They rated whether the papers output by the system were highly related, related, or not related to the query documents they specified. Since highly related is stronger than related, if a user rates a paper highly related, that also means this paper is related.
The experimental results
To compute the accuracy rate, we used the percentages of papers output by the algorithms rated by users as highly related or related. If an algorithm has a higher rate, it means that the papers it recommends are more appropriate for users. Below, we show the accuracy rates for the four algorithms in Table 9 . This shows that the proposed algorithm performs very well in regard to its accuracy rate. The results indicate that the proposed algorithm outperforms the other three algorithms in all situations. Table 10 indicates that all results except 'Combining content and cited references vs first-zone' are statistically significant in the top 10 related documents. Therefore, we can conclude that the proposed algorithm can retrieve more related documents than the 'Full-text' and 'References' schemes. In addition, we observed that two approaches, the proposed algorithm and searching in the first zone, were not statistically significant in the experiment. This demonstrates that the information in the first zone, the title, abstract and keywords, sufficiently provides important ideas to be searched. We do not have to retrieve the full text. As for the cited references algorithm, it is statistically significant when compared with the other three algorithms. The reason for this result may be that citations cannot provide the exact information for a document, so simply searching by cited references leads to low accuracy. As mentioned in Section 3.2, however, when two documents have similar cited references, these two documents are very likely to be highly related. Based on this clue, we developed a novel method that can successfully integrate searching by content and searching by cited references. The experiment results indicate that the proposed method has successfully integrated these two approaches.
Conclusions
In this paper, we have presented a method for searching similar documents from scientific article databases. The proposed approach employed three features of scientific documents, the fonts, positions of key-phrases, and cited references. Since these three features have been separately used in document searching in the past, the goal of our research was to explore their relationships. Based on our findings, we can integrate the three factors to design an effective search method.
In our methodology, we took the fonts and positions to build the content vector, and used the cited references to build the reference vector. We then combined the two vectors conditionally to obtain the final result. After carrying out extensive experiments, we have the following conclusions.
First, fonts and positions do provide useful information for computing similarity of documents. If we increase their weights properly, we can improve searching efficiency. If their weights are increased too much, however, it is interesting to note that the retrieval performance may deteriorate. Second, we observed that fonts and locations are highly related factors, meaning the information they contain is very similar. Our experiment results indicate that using the location factor alone is sufficient to achieve the same or even better performance than we can achieve by considering both factors simultaneously. Third, we observed that, when the two sets of cited references are very similar, the two documents are indeed very similar. The converse of this statement, however, is not necessarily true. Based on this clue, we developed a method to combine the two vectors conditionally, and as a result, this integrated approach does, indeed, improve searching performance. 0.000*** 0.000*** Full-text vs references 0.000*** 0.000*** *p < 0.1, **p < 0.05, ***p < 0.01.
The above observations are based on a small experiment (ideally a much larger experiment would have been conducted, but this was not a practical possibility). Therefore, other data sets might give different results. For example: in natural language processing research, it has been found that the linguistic properties of text vary between different scientific fields, so that different algorithms work better in different research fields. As a result, the reader must be cautious in generalizing the findings to other journals.
Some research directions might be worth further exploration in the future. First, it would be valuable if there were a learning algorithm that could automatically determine the weights to achieve optimal retrieval performance, rather than determining weights by trial and error. Second, since citation effect is a complex issue, future studies could investigate how to integrate citation effect into the search model using different methods. Third, due to the increasing popularity of personalization, it is necessary to extend the proposed model as a personalized document search system. Finally, this paper uses the average weight of references to measure the importance of a concept. We believe that the method used in this work is but one of many possible ways to measure the importance of a concept. Thus, future research could propose improved methods of computing the importance of a concept.
