Abstract. Gauss-Legendre quadrature rules are of considerable theoretical and practical interest because of their role in numerical integration and interpolation. In this paper, a series expansion for the zeros of the Legendre polynomials is constructed. In addition, a series expansion useful for the computation of the Gauss-Legendre weights is derived. Together, these two expansions provide a practical and fast iteration-free method to compute individual Gauss-Legendre node-weight pairs in O(1) complexity and with double precision accuracy. An expansion for the barycentric interpolation weights for the Gauss-Legendre nodes is also derived. A C++ implementation is available online.
x n,k = cos θ n,k . (2.3) In addition to having numerical advantages, using the θ n,k form of the GL nodes fits more closely with the asymptotic series that will be leveraged, which is why the rest of this paper will be focused on computing θ n,k . If needed, the node x n,k can be cheaply obtained by means of (2.3) .
The process of finding the asymptotic expansion for θ n,k requires an asymptotic expansion of the Legendre polynomials. In subsection 2.1, this expansion will be discussed. Then, in subsection 2.2, an initial approximation for θ n,k is refined by means of the Lagrange inversion theorem (see [20, subsection 1.10(vii)] ). This approach can be used to get arbitrarily high-order corrections to the initial approximation, such that the error on the GL nodes can be controlled for n sufficiently large. For small n, the expansions cannot be used and a tabulation strategy similar to [1] is adopted.
Expansion for the Legendre polynomials.
The starting point of the derivation is the following series expansion for the Legendre polynomials:
with J ν (·) the Bessel function of the first kind of order ν and v n = 1 n + 1 2 , q(θ) = θ sin θ . (2.5) This expansion was proposed in [5] , where the functions a ν (θ) are defined as follows: a ν (θ) = (2θ) ν Γ(ν + 12 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php and more can be computed with relative ease using computer algebra software. It is worthwhile to point out the similarities between expansion (2.4) and the boundary expansion used in [10, equation (3.12) ]:
Indeed, when the Bessel functions in (2.4) are replaced with Bessel functions of zeroth and first order (by means of the recurrence relation), a form very similar to (2.10) is obtained. In addition, the coefficients in (2.10) that are known explicitly (i.e., A 0 (θ), B 0 (θ), and A 1 (θ); see equation (3.13) in [10] ) are exactly reproduced. Whether these expansions are truly identical is beyond the scope of this paper, but it seems likely that the derivations in the rest of this paper could have also been based on (2.10) instead of (2.4). The reason for choosing (2.4) is the fact that the functions a ν (θ) are much easier to compute. Indeed, only derivatives are needed to compute a ν (θ), while a complicated recurrence containing indefinite integrations links the coefficients A m (θ) and B m (θ).
According to [5] , series (2.4) converges uniformly in the usual sense in any interval θ ∈ [0, θ 0 − ] with θ 0 = 2( √ 2 − 1)π ≈ 2.6026 and 0 < < θ 0 . More importantly, it converges uniformly in the asymptotic sense (for large n) in any interval 0 ≤ θ ≤ π − with 0 < < π. Crucially, this region contains the closed interval θ ∈ [0,
. This is important because, since k may be restricted to [1, n 2 ] without loss of functionality, θ n,k will always be in the interval [0, π 2 ]. Therefore, series (2.4) will be uniformly valid in the neighborhood of all θ n,k of interest.
Lagrange inversion theorem.
It is clear that, for very large n, it is clear that only the first term of (2.4) contributes significantly to the Legendre polynomial:
Therefore, it makes sense to approximate the zeros of the Legendre polynomial in terms of the zeros of the Bessel function:
This idea is of course not new. In fact, it was further refined in [19, p. 469] , where the following result was given:
The goal of this work is to find a version of this expression with an error term containing a higher exponent, such that higher-order convergence is achieved. This will be done by means of the Lagrange inversion theorem (see [20, To apply the Lagrange inversion theorem, a Taylor series expansion of q −1 (θ) P n (cos θ) around the point α n,k will be constructed: 
The evaluation of these derivatives gives rise to very long expressions containing Bessel functions of all orders. However, as mentioned, any Bessel function can be replaced with a combination of Bessel functions of zeroth and first order by means of the recurrence relations. Crucially, the expansion point is α n,k = v n j 0,k , which means that the zeroth-order Bessel function vanishes. Hence, all Bessel functions can be replaced with a rational function of α n,k and v n , times J k = J 1 (j 0,k ):
For higher-order Bessel functions, similar expressions hold. Using this knowledge, the Taylor coefficients (2.15) can be evaluated up to any order in v n . For example,
Here, a 1 (θ) is the derivative of a 1 (θ) with respect to θ. Now, with the help of the Lagrange inversion theorem, series (2.14) can be inverted. For example, a third-order expansion is given by
but higher-order expansions can be generated at will. The arguments of the functions f p (θ, v n ) have been omitted to avoid overburdening the notation. Using only the first-order term in f 0 , and the series (2.20) and (2.21), the following is obtained:
As expected, this result is identical to (2.13). Now, the main novelty in using the Lagrange inversion theorem (2.22) is that arbitrary-order expansions can be derived. Though the manipulations are in principle Downloaded 03/13/15 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php quite simple, the expressions soon become extremely cumbersome to handle by hand. Fortunately, modern computer algebra software can be used instead. By these means, all terms up to 11th order in v n have been computed, and it turns out that all oddorder terms in this range are equal to zero. Therefore, the result can be summarized as
with the functions F m explicitly known as
The functions F 3 , F 4 , and F 5 are also known explicitly, but these are listed in Appendix A because of their length.
The relative accuracy of (2.24) was tested in a multiple precision computing environment, using 100 decimal digits of accuracy. The following error was computed:
where v n brings in the dependence on n through (2.5). The results are plotted in Figure 1 , along with the machine precision in the IEEE 754 double format, i.e., mach = 2.2204 × 10
−16
. As can be seen, the four-term approximation (M = 3) yields machine precision from n ≥ 62. Therefore, if the values θ n,k have been tabulated for n ≤ 100, the two highest-order terms of (2.24) can be omitted. If a smaller look-up table is desired, adding the two highest-order terms can be advantageous because it increases the convergence rate considerably, as evidenced by the graph for M = 5, where machine precision is achieved for n ≥ 21.
Expansion for the GL weights.
As is well known [6, 10] , the weights w n,k of a GL quadrature rule can be directly computed from the nodes:
It is clear that an expansion for the derived Legendre polynomial is sufficient to compute the weight with ease. To get such an expansion, the Taylor series (2.14) will be used to compute the derivative:
Now q(θ) as well will be expanded in a Taylor series around α n,k : with the first two terms given by
Again, higher-order terms are omitted for brevity but can be computed easily. Series (3.3) allows the immediate construction of the series for the derivative of q(θ):
Finally, θ has to be replaced with the series for the nodes (2.24). Not surprisingly, this again leads to very lengthy expressions that can in practice be handled only by means of computer algebra software. In addition, it is advantageous to directly compute an expansion for the square of (3.7) to avoid computing the square root in q(α n,k 
Again, the functions W 3 , W 4 , and W 5 are also known but are listed in Appendix B because of their length.
In a way similar to the nodes, the relative accuracy of the weights (3.8) was tested using 100 decimal digits of accuracy. The following error was computed: Figure 2 shows the obtained convergence results. It can be seen that, using an identical M , the convergence for the weights is only slightly slower than for the nodes.
Auxiliary expansions.
To be able to use expansions (2.24) and (3.8), it is necessary to compute the zeros j 0,k of the zeroth-order Bessel function. Also, J k , i.e., the first-order Bessel function evaluated in this zero, has to be computed. Asymptotic Downloaded 03/13/15 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php expansions for both these quantities will be given. Finally, it will also be explained how the functions F m and W m are computed in practice.
4.1.
Computing j 0,k and J k . For the computation of j 0,k , McMahon's asymptotic expansion for large zeros (equation (10.21.19) in [20] ) is used:
with a k = π(k − 1 4 ). Since (4.1) is an asymptotic expansion, it can be used only for sufficiently large k. For this paper, j 0,k is tabulated for k ∈ [1, 20] and computed by means of (4.1) if k > 20.
To compute J k , another asymptotic expansion is used, i.e., the large argument expansion for the Bessel function (equation (10.17.3) in [20] ) itself:
Each separate term of this asymptotic expansion can be expanded into a Taylor series around the point x = a k . For example, the first term leads to
The advantage of specifically choosing a k as the expansion point is that all the trigonometric functions from (4.2) can be replaced with either zero or a power of minus one. Finally, McMahon's expansion for the zero (4.1) can be substituted in the Taylor series-expanded (4.2), yielding an expansion for J k = J 1 (j 0,k ):
Finally, it should be noted that only J 2 k appears in the expansion for the weights (3.8). Therefore, it is possible to avoid the square root and the factor (−1) k+1 by immediately expanding J 2 k :
Using (4.1) and (4.5), it becomes possible to evaluate expansions (2.24) and (3.8) without the need for explicitly evaluating Bessel functions. Because evaluating Bessel functions is computationally expensive [21] , this presents a significant advantage.
4.2.
Computing F m and W m . The functions F m and W m occurring in expansions (2.24) and (3.8) can be problematic to evaluate numerically because of significant numerical cancellation occurring for α n,k near zero. Therefore, special care must be taken to avoid this problem. In the following, the focus will be on the functions F m , but W m can be treated in a very similar way.
As can be seen from (2.25) through (2.27) and (A.2) through (A.4), the functions F m (φ, cot φ) are analytic for φ ∈ ] − π, π[. Because these functions need only be evaluated in the range φ ∈ [0, π 2 ], they are good candidates to be approximated by Downloaded 03/13/15 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php means of Chebyshev interpolants [14, 22] . However, the presence of a singularity at φ = rπ ∀r ∈ {±1, ±2, ±3, . . .} slows down the convergence of the Chebyshev series. This is why it was chosen to instead construct a Chebyshev series for the functions
F m (φ, cot φ) ∀m ∈ {1, 2, 3, 4, 5}, (4.6) which are analytic on the entire complex plane. Additionally, it turns out that G m (φ) is an even function of φ. Therefore, the interpolant was constructed for G m ( √ φ). Numerical experiments have subsequently shown that a Chebyshev interpolant of degree 6 is sufficient for obtaining approximately double precision on the nodes if n > 100. For the evaluation of W m , an analogous approach leads to Chebyshev interpolants of degree 9 for m = 1 and 8 for m > 1. Figures  1 and 2 were generated using a floating point format with 100 digits of precision. Because such formats are not widely used in scientific computing, expansions (2.24) and (3.8) will also be tested when they are implemented in native double precision. The main difference with the 100-digits test is that expansions (2.24) and (3.8) are essentially exact in double precision. Therefore, the main source of error in the result is due to the effects of rounding error, the magnitude of which will now be investigated.
Numerical results for double precision. The results depicted in
As mentioned, expansions (2.24) and (3.8) are useful only for n sufficiently large, such that tabulated values should be used for small n. Because the tables from [1] can be reused here, tabulation has been chosen for all n ≤ 100. With this choice, M = 3 in (2.24) and (3.8) is sufficient for obtaining machine precision. It is worthwhile to point out that the expansions from this paper can accommodate a considerably smaller n. In fact, the convergence plots 1 and 2 indicate that n > 30 is large enough for machine precision if M = 5. Therefore, the size of the look-up table can be considerably reduced, though this incurs a cost for evaluating additional terms in the expansions. Alternatively, an increased number of terms can also be used to increase the accuracy of the expansion if the implementation is done in a more precise floating-point format.
In such a case, the tabulation may be necessary for larger n.
The expansions for the nodes and weights have been implemented in C++. Subsequently, for n ∈ [101, 500], the nodes θ n,k and weights w n,k were computed ∀k ∈ [1, n 2 ]. For comparison, the same values were computed to 30-digit precision using Maple and rounded to the nearest double. This double value was henceforth considered the "best possible" double precision value. The error between the C++ and rounded Maple values was subsequently measured as the number of units in the last place (ulp; see [17] ) that the two double values differ. Expressing the error in ulps is an excellent way to measure the relative error without referring explicitly to the machine precision. For example, 1 and 1 + mach differ by exactly one ulp. Figures 3 and 4 graphically show the distribution of the errors on the nodes and weights for the range n ∈ [101, 200]. The dominance of the colors white and green means that most of the values are either exactly the best possible double precision value or differ by at most one ulp. Tables 1 and 2 give more quantitative information on how often errors occur as a function of how large they are for the entire computed range n ∈ [101, 500]. As can be seen, all nodes and weights are correct up to at most 3 and 5 ulps, respectively, for this range. On average, weights contain around 0.8 ulp of error, while the nodes contain around 0.5 ulp of error, which is an excellent accuracy. In addition, the proposed expansions can also be implemented using the 80-bit extended precision format (sometimes called "long double") that is usually available on x86 processors. Tests for such an implementation have shown that (again for the range n ∈ [101, 500]) both nodes and weights differ from the Maple result by at most 1 ulp. However, this accuracy gain comes at the cost of a run time that is around 50 percent longer.
Finally, the speed of the C++ implementation has been tested. Table 3 lists the run times to compute all nodes and weights for k ∈ [1, n 2 ] and n a power of 10. The computation was done on a laptop with an Intel Core i7-2630QM CPU@2GHz. Parallelization of the computation over the four CPU cores was done using either four or eight threads. When eight threads are used, hyperthreading allows some performance gains, but not as much as by adding four "real" CPU cores. As can be seen, computing a GL quadrature rule with 1 million points takes only a few tens of milliseconds, which is an order of magnitude faster than the iterative method from [1] . This speed comparison is justified because the exact same hardware, programming language, and compiler were used.
Expansion for the barycentric interpolation weights.
The barycentric interpolation formula [13] , specialized for the case where the interpolation points are the GL nodes, is given by 
where g(x) is any polynomial of degree n (or lower) that needs to be interpolated. Each set of interpolation points has its own set of so-called barycentric weights. For the GL nodes, these will be denoted as λ n,k .
The barycentric interpolation formula is of great practical importance because it exhibits very advantageous numerical stability properties [18, 13] . In addition, it Downloaded 03/13/15 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php allows the interpolation process to be done with an O (n) computational complexity. Therefore, the practical importance of the barycentric interpolation formula warrants a discussion of how the techniques of this paper can be applied to compute the barycentric interpolation weights associated with the GL nodes. It is clear that the barycentric weights λ n,k are only determined up to a constant factor. According to Theorem 3.1 in [23] or the more general theory in [9] , this factor can be chosen such that the barycentric interpolation weights are given by
For increasing n, formula (6.2) becomes increasingly numerically unstable for points x n,k near the edges of the interval [−1, 1]. However, the rewritten form (6.3) is numerically stable if it is used for k ∈ [1, n 2 ] and the reflection property λ n,k = (−1) n+1 λ n,n−k+1 (6.4) is used for the remaining values of k. This method for computing λ n,k works, but it requires the evaluation of both the quadrature node and weight before the computation can be completed. Downloaded 03/13/15 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Alternatively, a series representation for λ n,k itself can be derived: The functions Λ 3 , Λ 4 , and Λ 5 are listed in Appendix C because of their length. To evaluate the factor J k in (6.5), expansion (4.4) can be used, which nicely takes care of the sign changes in λ n,k . Because the barycentric weights are only determined up to a factor, one could in principle remove the common factor v n in expansion (6.5), thereby saving one multiplication for each barycentric weight.
To test the accuracy of expansion (6.5), the following error was computed: 
