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Abstract
Individual links in a wireless network may experience unequal fading coherence times due to
differences in mobility or scattering environment, a practical scenario where the fundamental limits of
communication have been mostly unknown. This paper studies broadcast and multiple access channels
where multiple receivers experience unequal fading block lengths, and channel state information (CSI)
is not available at the transmitter(s), or for free at any receiver. In other words, the cost of acquiring
CSI at the receiver is fully accounted for in the degrees of freedom. In the broadcast channel, the
method of product superposition is employed to find the achievable degrees of freedom. We start with
unequal coherence intervals with integer ratios. As long as the coherence time is at least twice the
number of transmit and receive antennas, these degrees of freedom meet the upper bound in four cases:
when the transmitter has fewer antennas than the receivers, when all receivers have the same number of
antennas, when the coherence time of one receiver is much shorter than all others, or when all receivers
have identical block fading intervals. The degrees of freedom region of the broadcast under identical
coherence times was also previously unknown and is settled by the results of this paper. The disparity of
coherence times leads to gains that are distinct from those arising from other techniques such as spatial
multiplexing or multi-user diversity; this class of gains is denoted coherence diversity. The inner bounds
are further extended to the case of multiple receivers experiencing fading block lengths of arbitrary ratio
or alignment. Also, in the multiple access channel with unequal coherence times, achievable and outer
bounds on the degrees of freedom are obtained.
Index Terms
The authors are with the Department of Electrical Engineering, University of Texas at Dallas, Richardson, TX 75083-0688
USA, E-mail: mohamed.fadel@utdallas.edu;aria@utdallas.edu.
This work was supported in part by the grants CIF1219065 and CIF1527598 from the National Science Foundation.
October 26, 2018 DRAFT
2Broadcast channel, Blind interference alignment, Channel state information, Coherence diversity,
Degrees of freedom, Multiple access channel, Non-coherent communication.
I. INTRODUCTION
In a wireless network, variations in node mobility and scattering environment may easily
produce unequal link coherence times. But the performance limits of wireless networks under
unequal link coherence times has been for the most part an open problem.
Even under identical coherence times, understanding the performance limits of many wire-
less networks under block fading or related models has been far from trivial, with some key
results under identical fading intervals being discovered only very recently. For a two-receiver
MISO broadcast channel with receive-side channel state information (CSIR) and finite precision
transmit-side channel state information (CSIT), Lapidoth et al. [1] conjectured that the degrees of
freedom will collapse to unity under (non-singular) correlated fading. Tandon et al. [2] considered
the broadcast channel with heterogeneous CSIT, i.e., the CSIT with respect to different links may
be perfect, delayed, or non-existent. In this case, [2] conjectured a collapse of degrees of freedom
for a two-receiver broadcast as long as CSIT with respect to one link is missing. The conjectures
of Lapidoth et al. and Tandon et al. were settled in the positive by Davoodi and Jafar [3], using
the idea of aligned image sets [4]. Furthermore, Mohanty and Varanasi [5] developed an outer
bound for a K-receiver MISO broadcast channel where there is CSIT with respect to some link
gains and delayed CSIT with respect to other link gains. For the 3-receiver case, when there
is perfect CSIT for one receiver and delayed CSIT for the other two, a transmission scheme
achieving 5
3
sum degrees of freedom was found. For the same system, Amuru et al. [6] proposed
a transmission scheme that achieves 9
5
sum degrees of freedom. A broadcast channel with delayed
CSIT was studied by Maddah-Ali and Tse [7] and Vaze and Varanasi [8], demonstrating that
even completely outdated channel feedback is still useful. A scenario of mixed CSIT (imperfect
instantaneous and perfect delayed) was considered in [9]–[15].
Huang et al. [16] studied a two-receiver broadcast channel with CSIR but no CSIT under
i.i.d. fast fading (all the receivers have coherence time of length 1), showing TDMA is degrees
of freedom optimal. Vaze and Varanasi [17] extended this result to multiple receivers and to a
wider class of fading distributions and fading dynamics (not including block fading). The results
of [16], [17] were based on the notion of stochastic equivalence of links with respect to the
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3transmitter, an idea previously appearing in [1], [18].
For the broadcast channel, a summary of the results of this paper is as follows. We begin by
settling the open problem of the degrees of freedom of the multi-receiver block-fading channel
with identical fading intervals. We show that with CSIR but no CSIT, the degrees of freedom
is limited to TDMA. In the absence of CSIR (and CSIT) we show that once again the degrees
of freedom cannot be improved beyond TDMA.
We then proceed to address unequal fading intervals, where the perspective for the availability
and the cost of CSI is quite distinct from the case of equal fading intervals. Specifically, the
normalized per-transmission cost of acquiring CSIR, e.g. via pilots [19], is closely related to the
block length, therefore the normalized cost of CSIR for links with unequal coherence times may
vary widely. It follows that when fading intervals are unequal, any assumption of free CSIR may
obscure important features of the problem. Therefore we adopt a model without free availability
of CSIR, i.e., one where the cost of CSIR must be accounted for. For achievable degrees of
freedom of the multi-receiver broadcast channel, we propose a generalization of the method of
product superposition1 to multiple receivers with coherence times of arbitrary integer ratios, and
without free CSIR. Also, we do not assume availability of CSIT. This achievable rate is obtained
by transmitting a pilot whenever one or more receivers experience a fading transition, and then
during each pilot transmission exactly one (other) receiver who does not need the pilot can
simultaneously utilize the channel for data transmission without contaminating the pilot. This
leads to degrees of freedom gains that are directly tied to the disparity of coherence times, and
are therefore called coherence diversity.
When the coherence time is at least twice the number of transmit and receive antennas, the
obtained degrees of freedom are shown to meet the upper bound in four cases: When the number
of transmit antennas is less than or equal to the number of antennas at every receiver, when
all the receivers have the same number of antennas, when the coherence times of the receivers
are very long compared to one receiver, or when all the receivers have identical coherence
times. The development of outer bounds for this problem makes use of the idea of channel
enhancement [22], which in our case consists of increasing the coherence times of all receivers
1Li and Nosratinia [20], [21] introduced this method for the special case of a two-receiver broadcast channel where one
receiver has a very long coherence time compared with the other.
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The inner bounds for coherence diversity are further extended to the case of multiple receivers
experiencing fading block lengths of arbitrary ratio or alignment. Unaligned block fading intervals
bring to mind the blind interference alignment of Jafar [23]. We consider a version of blind
interference alignment that unlike [23] takes into account the full cost of CSIR via training;
in that framework we explore the synergies between blind interference alignment and product
superposition.
For the block-fading multiple access channel, the capacity in the absence of CSIR is unknown.2
Shamai and Marzetta [25] conjectured that in the SIMO block-fading multiple access without
CSIR, the sum capacity can be achieved by activating no more than T receivers. Also, for a
two-receiver SISO multiple access channel with i.i.d. fast fading, a non-naive time-sharing inner
bound and a cooperative outer bound on the capacity region were provided [26]. Furthermore,
a multi-receiver multiple access channel with identical coherence times where the receivers are
equipped with single antenna was considered in [27] where an inner bound on the network sum
capacity was provided based on successive decoding, and an outer bound was obtained based
on assuming cooperation between the transmitters.
Our results for the multiple access channel are as follows: we begin by highlighting bounds
on the degrees of freedom of the block-fading MIMO multiple access channel with identical
coherence times in the absence of free CSIR, a result that is not complicated but has been absent
from the literature. A conventional pilot-based scheme emitting individual and separate pilots
from (a subset of) the transmitters antennas is considered that subsequently allows the receiver
to perform zero-forcing. This method is shown to partially meet the cooperative outer bound. In
particular, this method always achieves the optimal sum degrees of freedom, and in some cases is
optimal throughout the degrees of freedom region. For the case of unequal coherence times, the
same transmission technique is employed with pilots transmitted at the fading transition times
of every active receiver. The outer bound is once again built on the concept of enhancing the
channel [22] by increasing the receivers coherence times so that the receivers of the enhanced
channel have identical coherence times.
The key results of the paper are summarized in Table I for broadcast channel and Table II for
2In fact the capacity of point-to-point channel under this condition is also unknown except certain special cases [24].
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5Coherence Times Degrees of freedom
Identical: Tk = T, ∀k
∑K
i=1
di
N∗
i
(
1−
N∗
i
T
) ≤ 1
Integer ratio: Tk
Tk−1
∈ Z, Tk ∈ N Inner bound 1: dj =


N∗j
(
1−
N∗j
Tj
−
min{M,Nmax,Tj}−N∗j
Tj+1
)
, j = jmin
N∗jmin min{M,Nj , Tjmin}
(
1
Tj−1
− 1
Tj
)
, j 6= jmin
Inner bound 2: dj =


N∗j
(
1−
N∗j
Tj
)
, j = jmin
N∗jmin min{N
∗
jmin
, N∗j }
(
1
Tj−1
− 1
Tj
)
, j 6= jmin
where j ∈ J ⊆ [1 : K]
Outer bound:
∑
j∈J
dj
N∗
j
(
1−
N∗
j
Tjmax
) ≤ 1, ∀J ⊆ [1 : K]
Cases of tightness:


1)M ≤ minj Nj
2)Nj = N, ∀j
3)Tj ≫ T1, j = 2, · · · , K
4)Tj = T, ∀j
, Tj ≥ 2max{M,Nj}
Arbitrary ratio: Tk ∈ N, ∀k Inner bound: dj =


N∗j
(
1−
N∗j
Tj
)
, j = jmin
N∗jmin min{N
∗
jmin
, N∗j }
(
1
Tj−1
− 1
Tj
)
, j 6= jmin
where j ∈ J ⊆ [1 : K]
TABLE I
DEGREES OF FREEDOM OF BLOCK-FADING BROADCAST CHANNEL WITH NO CSI
multiple access channel, where N∗i = min
{
M,Ni,
⌊
Ti
2
⌋}
, Nmax = maxj∈J {Nj} and jmin is the
receiver with the shortest coherence time in J.
II. BROADCAST CHANNEL WITH IDENTICAL COHERENCE TIMES
Consider a K-receiver MIMO broadcast channel where the transmitter is equipped with M
antennas and receiver k is equipped with Nk antennas, k = 1, · · · , K. The signal at receiver k
is
yk(n) = Hk(n)x(n) + zk(n), k = 1, · · · , K, (1)
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Identical: Tk = T, ∀k Inner bound: dj = M ′j
(
1−
∑
j∈J M
′
j
T
)
, j ∈ J ⊆ [1 : K]
Outer bound:
∑
j∈J
dj ≤ min
{
N,
∑
j∈J
Mj
}(
1−
min{N,
∑
j∈J Mj}
T
)
, ∀J ⊆ [1 : K]
Inner bound is tight against sum degrees of freedom
Integer ratio: Tk
Tk−1
∈ Z, ∀k Inner bound: dj = M ′j
∑J
m=1
(
Ti1 −
∑m
n=1
M ′in
)(
1
Tim
− 1
Tim+1
)
Outer bound:
∑
j∈J dj ≤ min
{
N,
∑
j∈J Mj
}(
1−
min{N,
∑
j∈J Mj}
TiJ
)
where J = {i1, · · · , iJ} ⊆ [1 : K]
TABLE II
DEGREES OF FREEDOM OF BLOCK-FADING MULTIPLE ACCESS CHANNEL WITH NO CSI
where x(n) ∈ CM×1 is the transmitted signal, zk(n) ∈ CNk×1 is receiver k i.i.d. Gaussian additive
noise and Hk(n) ∈ CNk×M is receiver k Rayleigh block-fading channel matrix with coherence
time of length Tk time slots [24], at the discrete time index n. One time slot is equivalent to a
single transmission symbol period, and all Tk are positive integers. We assume no CSIT, meaning
the realization of Hk(n) is not known at the transmitter, whereas its distribution (including the
length of the coherence time, and its transition) is globally known at the transmitter and at all
receivers.
We assume that there are K independent messages associated with rates R1(ρ), · · · , RK(ρ) to
be communicated from the transmitter to the K receivers at ρ signal-to-noise ratio. The degrees
of freedom at receiver k achieving rate Rk(ρ) can be defined as
dk = lim
ρ→∞
Rk(ρ)
log(ρ)
. (2)
The degrees of freedom region of a K-receiver MIMO broadcast is defined as
D =
{(
d1, · · · , dK
)
∈ RK+
∣∣∣∣∃(R1(ρ), · · · , RK(ρ)) ∈ C(ρ), dk = limρ→∞ Rk(ρ)log(ρ) , k ∈ 1, · · · , K
}
,
(3)
October 26, 2018 DRAFT
7where C(ρ) is the capacity region at ρ signal-to-noise ratio.
Assume that the receivers have identical coherence times, where the coherence times are
perfectly aligned, and furthermore, have the same length, namely T . For the capacity to be
determined, it is sufficient to study the capacity of only one coherence time. Define Yk ∈ CNk×T ,
X ∈ CM×T to be the signal at receiver k = 1, . . . , K and the transmitted signal, respectively,
during the coherence time T ,
Yk = HkXk + Zk, k = 1, · · · , K, (4)
where Hk ∈ CNk×M is receiver k channel matrix which remains constant during the interval T .
When there is CSIR, the degrees of freedom optimality of TDMA for two receivers with
T = 1 was shown in [16]. Furthermore, the result was extended to arbitrary number of receivers
and for a wider class of fading distribution [17]. Since there is no CSIT, and furthermore, the
receivers have identical coherence times, namely T , the receivers are stochastically equivalent
(indistinguishable) with respect to the transmitter [1], [18]. As a result, TDMA is enough to
achieve the degrees of freedom region of the system, i.e. the degrees of freedom region can be
given by,
D =
{
(d1, · · · , dK) ∈ R
K
+
∣∣∣∣ K∑
i=1
di
min{M,Ni}
≤ 1
}
.
In Appendix A, we extend this result for T ≥ 1 showing that TDMA is degrees of freedom
optimal.
Now assume that, for a K-receiver broadcast channel, there is no CSIR. As long as the
receivers have identical coherence times, the receivers are still stochastically equivalent. In the
sequel, we show that TDMA is enough to achieve the degrees of freedom region in this case.
Theorem 1: Consider a K-receiver broadcast channel with identical coherence times T . When
there is no CSIT or CSIR meaning that the channel realization is not known, but the channel
distribution is globally known, the degrees of freedom region of the channel is given by,
D =
{
(d1, · · · , dK) ∈ R
K
+
∣∣∣∣ K∑
i=1
di
N∗i
(
1−
N∗i
T
) ≤ 1}. (5)
where N∗i = min
{
M,Ni,
⌊
Ti
2
⌋}
.
Proof: A simple time division multiplexing between the receivers achieves the degrees of
freedom region. The remainder of the proof is dedicated to finding a corresponding outer bound.
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8Without loss of generality, assume N1 ≤ · · · ≤ NK . When M ≤ N1, the cooperative outer
bound [28] for the sum degrees of freedom is
K∑
i=1
di ≤ min
{
M,
⌊
T
2
⌋}(
1−
min{M,
⌊
T
2
⌋
}
T
)
, (6)
which is tight against the TDMA inner bound. When M ≥ N1, to obtain the outer bound we
need the following Lemma [29].
Lemma 1: For the above K-receiver broadcast channel, define Y =
[
YH1 , Y
H
2 , · · · ,Y
H
K
]H
to be the matrix that contains all received signals during T interval, and Yj ∈ C1×T is row j of
Y and Y˜S is the matrix constructed from excluding the set S of the rows from the matrix Y.
Then we have
I
(
X;Yj|U, Y˜{j,ℓ}
)
= I
(
X;Yℓ|U, Y˜{j,ℓ}
)
, (7)
and furthermore,
I
(
X;Yj|U, Y˜{j,ℓ}
)
≥ I
(
X;Yj|U, Y˜{j,ℓ}, Y ℓ
)
, (8)
where U → X→ Y forms a Markov Chain.
Now, we are ready to find the outer bound for the case when M ≥ N1. Since the receivers
have the same noise variance, the system is considered degraded [30], [31], [32, Section 5.7],
Rk ≤I
(
Uk;Yk|U
k−1
)
, k 6= K,
RK ≤I
(
X;YK|U
K−1
)
, (9)
where U1 → · · · → UK−1 → X → (Y1, · · ·YK) forms a Markov Chain, and U0 is a trivial
random variable. Using the chain rule, we can write (9) as
Rk ≤I
(
X;Yk|U
k−1
)
− I
(
X;Yk|U
k
)
, k 6= K,
RK ≤I
(
X;YK|U
K−1
)
.
Define rk to be the degrees of freedom of the term I
(
X;Yk|Uk
)
, where 0 ≤ rk ≤ N∗k
(
1− M
T
)
.
Furthermore, the degrees of freedom of I (X;Y1) is bounded by the single receiver bound, i.e.
N∗1
(
1− M
T
)
, hence,
R1 ≤
(
N∗1
(
1−
M
T
)
− r1
)
log (ρ) + o(log(ρ)),
Rk ≤I
(
X;Yk|U
k−1
)
− rk log (ρ) + o(log(ρ)), k 6= 1, K
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9RK ≤I
(
X;YK|U
K−1
)
. (10)
Furthermore, we have
rk log(ρ) + o(log(ρ)) =I
(
X;Yk|U
k
)
(a)
=I
(
X;Yk,1:N∗
k
|Uk
)
+ I
(
X;Yk,N∗
k
+1:Nk |U
k,Yk,1:N∗
k
)
+ o(log(ρ))
(b)
≥I
(
X;Yk,1:N∗
k
|Uk
)
+ o(log(ρ))
(c)
=
N∗
k∑
i=1
I(X;Yk,i|U
k,Yk,i+1:N∗
k
) + o(log(ρ))
(d)
=
N∗
k∑
i=1
I(X;Yk,1|U
k,Yk,i+1:N∗
k
) + o(log(ρ))
(e)
≥N∗k I(X;Yk,1|U
k,Yk,2:N∗
k
) + o(log(ρ)), (11)
where Yk,i:j denotes the matrix constructed from the rows i : j of the matrix Yk. (a), and
(c) follow from the chain rule, and (b) follows since mutual information is non-negative.
Furthermore, (d) follows from Lemma 1 and (e) follows since removing conditioning does
not reduce the entropy. Therefore,
I
(
X;Yk,1|U
k,Yk,2:N∗
k
)
≤
rk
N∗k
log (ρ) + o(log(ρ)). (12)
Furthermore,
I
(
X;Yk|U
k−1
) (a)
=I
(
X;Yk,1:N∗
k
|Uk−1
)
+ I
(
X;Yk,N∗
k
+1:Nk |U
k−1,Yk,1:N∗
k
)
(b)
=I
(
X;Yk,1:N∗
k−1
|Uk−1
)
+ I
(
X;Yk,N∗
k−1
+1:N∗
k
|Uk−1,Yk,1:N∗
k−1
)
+ o(log(ρ))
(c)
=I
(
X;Yk−1,1:N∗
k−1
|Uk−1
)
+I
(
X;Yk,N∗
k−1
+1:N∗
k
|Uk−1,Yk−1,1:N∗
k−1
)
+o(log(ρ))
=rk−1 log (ρ) +
N∗
k∑
i=N∗
k−1
+1
I
(
X;Yk,i|U
k−1,Yk−1,1:N∗
k−1
,Yk,i+1:N∗
k
)
+ o(log(ρ))
(d)
≤rk−1 log (ρ) +
(
N∗k −N
∗
k−1
)
I
(
X;Yk−1,1|U
k−1,Yk−1,2:N∗
k−1
)
+ o(log(ρ))
(e)
≤rk−1 log (ρ) +
(
N∗k −N
∗
k−1
) rk−1
N∗k−1
log (ρ) + o(log(ρ))
≤
N∗k
N∗k−1
rk−1 log (ρ) + o(log(ρ)), (13)
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where (a) and (b) follow from applying the chain rule, and I
(
X;Yk,N∗
k
+1:Nk |U
k−1,Yk,1:N∗
k
)
=
o(log(ρ)) since more receive antennas than N∗k does not increase the degrees of freedom [33].
Furthermore, (c) follows since Yk,1:N∗
k−1
and Yk−1,1:N∗
k−1
are statistically the same. (d) follows
from applying Lemma 1 and (e) follows from (12). Therefore,
d1 ≤N
∗
1
(
1−
M
T
)
− r1,
dk ≤
N∗k
N∗k−1
rk−1 − rk, i 6= 1, K,
dK ≤
N∗K
N∗K−1
rK−1. (14)
Hence,
K∑
i=1
di
N∗i
(
1− M
T
) ≤ 1 + K∑
i=2
rk−1
N∗k−1
(
1− M
T
) − K−1∑
i=1
rk
N∗k
(
1− M
T
) ,
= 1, (15)
where the last inequality follows since the two summations on the right hand side cancel each
other. Thus, the degrees of freedom region is bounded by TDMA of the single receiver points
N∗k
(
1− M
T
)
, which is maximized when M = N∗k [33], completing the proof of Theorem 1.
III. BROADCAST CHANNEL WITH HETEROGENEOUS COHERENCE TIMES
Consider the K-receiver broadcast channel defined in (1) where there is no CSIT or CSIR.
The receivers have perfectly aligned coherence times with integer ratio, i.e., Tk
Tk−1
∈ Z, ∀k. Fig. 1
denotes three receivers where T3 = 2T2 = 4T1. In this system, the receivers are no longer
stochastically equivalent, and hence, TDMA inner bound is no longer tight.
The organization of this section is as follows. In Section III-A, we revisit product superposition
transmission introduced in [21]. After that, in Section III-B, we give a product superposition
transmission for the K-receiver broadcast channel defined in (1) calculating the achievable
degrees of freedom region. Furthermore, we give an outer bound on the degrees of freedom
region in Section III-C. We show the tightness of these bounds, and hence, the optimality of the
achievable product superposition scheme for four cases in Section III-D. Finally, we give some
numerical examples in Section III-E.
October 26, 2018 DRAFT
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Fading
States
T3
T2
T1
Fig. 1. Three receivers having aligned coherence times with integer ratio where T3 = 2T2 = 4T1.
A. Product Superposition Scheme
Li and Nosratinia [20], [21] studied a two-receiver broadcast channel with no CSIT and with
mixed CSIR; one static receiver has very long coherence time, hence, there is CSIR for this
receiver, and one dynamic receiver has short coherence time Td, hence, there is no CSIR for this
receiver. Li and Nosratinia showed that TDMA is suboptimal in such a broadcast channel and
proposed a product superposition scheme as follows. Consider M ≥ Ns ≥ Nd, where Ns, Nd
are the numbers of antennas of the static and dynamic receivers, respectively. The transmitted
signal is
X = XsXd, (16)
where Xs ∈ CM×Nd is the data matrix for the static receiver with i.i.d. CN (0, 1) elements, and
Xd ∈ C
Nd×Td is the signal matrix for the dynamic receiver, where
Xd = [INd, Xδ] , (17)
INd is Nd × Nd identity matrix, and Xδ ∈ CNd×(Td−Nd) is the dynamic receiver data matrix
having i.i.d CN (0, 1) elements. Therefore the signal at the dynamic receiver, during Td slots, is
Yd = HdXs [INd, Xδ] + Zd
=
[
Hd, HdXδ
]
+ Zd, (18)
where Hd = HdXs, and Hd ∈ CNd×M is the dynamic receiver channel. The dynamic receiver
estimates the equivalent channel Hd during the first Nd slots and then decodes Xδ coherently.
On the other hand, the signal at the static receiver during the first Nd slots is
Ys1 = HsXs + Zs1, (19)
October 26, 2018 DRAFT
12
where Hs ∈ CNs×M is the static receiver channel which is known at the receiver, and hence,
Xs can be decoded. As a result, the achievable degrees of freedom pair is(
Nd
(
1−
Nd
Td
)
,
NsNd
Td
)
, (20)
which is strictly greater than TDMA. Thus, the product superposition achieves non-zero degrees
of freedom for the static receiver “for free” in the sense that the dynamic receiver achieves the
single-receiver degrees of freedom.
B. Achievability
Theorem 2: Consider a K-receiver broadcast channel with heterogeneous coherence times and
without CSIT or CSIR. The coherence times are perfectly aligned and integer multiples of each
other, i.e., Tk
Tk−1
∈ Z. Define J ⊆ [1 : K] to be a set of J receivers ordered ascendingly according
to the coherence times length. For j ∈ J, we can achieve the set of degrees of freedom tuples
D1 (J) :
dj =

N∗j
(
1−
N∗j
Tj
−
min{M,Nmax,Tj}−N
∗
j
Tj+1
)
, j = jmin
N∗jmin min{M,Nj , Tjmin}
(
1
Tj−1
− 1
Tj
)
, j 6= jmin
. (21)
Furthermore, we can achieve the set of degrees of freedom tuples D2 (J) :
dj =

N∗j
(
1−
N∗j
Tj
)
, j = jmin
N∗jmin min
{
Nj, N
∗
jmin
}(
1
Tj−1
− 1
Tj
)
, j 6= jmin
, (22)
where N∗j = min
{
M,Nj ,
⌊
Tj
2
⌋}
, Nmax = maxj∈J {Nj} and jmin is the receiver with the shortest
coherence time in J. The achievable degrees of freedom region is the convex hull of the degrees
of freedom tuples, D1 (J) and D2 (J), over all the possible sets J ⊆ [1 : K], i.e.,
D = {(d1, · · · , dK) ∈ Co (D1 (J) ,D2 (J)) , ∀J ⊆ [1 : K]} . (23)
Proof: The achievability proof is given in Section IV.
Remark 1: jmin is the first receiver of J since the receivers of J are ordered ascendingly
according to the coherence times length.
Remark 2: The two achievable set of degrees of freedom tuples, D1 (J) and D2 (J), are
achieved by product superposition transmission scheme. The degrees of freedom gains are
different in the two sets due to the difference in the number of transmit antennas needed for
October 26, 2018 DRAFT
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channel estimation. Each set can construct a distinct achievable degrees of freedom region that
does not include the other. In the first set, D1 (J), all the receivers estimate the channel of the
maximum number of antennas required for transmission, i.e., receiver j can estimate the channel
of N∗j transmit antennas. In the second set, D2 (J), the receivers are limited to estimate the channel
of Njmin transmit antennas. For more details, the reader can be referred to the achievability proof
given in Section IV.
Remark 3: When the receivers have the same coherence times, product superposition trans-
mission cannot achieve degrees of freedom gain. In this case, the degrees of freedom region is
tight against TDMA.
C. Outer Bound
Theorem 3: Consider a K-receiver broadcast channel under heterogeneous coherence times
without CSIT or CSIR, meaning that the channel realization is not known, but the channel
distribution is globally known. The coherence times are perfectly aligned and integer multiples
of each others, i.e., Tk
Tk−1
∈ Z. Define J ⊆ [1 : K] to be a set of J receivers ordered ascendingly
according to the coherence times length, if a set of degrees of freedom tuples (d1, · · · , dK) is
achievable, then it must satisfy the inequalities∑
j∈J
dj
N∗j
(
1−
N∗j
Tjmax
) ≤ 1, ∀J ⊆ [1 : K] , (24)
where N∗j = min
{
M,Nj ,
⌊
Tj
2
⌋}
, and jmax is the receiver with the longest coherence time in J.
Remark 4: The receivers of the set J are ordered ascendingly according to the coherence times
length, i.e., Tk
Tk−1
∈ Z. Jmax is the last receiver of the set, and Tjmax is the longest coherence time
in the set J.
Proof: We prove the Theorem by showing that for any J ⊆ [1 : K], the degrees of freedom
are bounded by the inequality (24). We show that for the set of receivers J, increasing the
coherence times of the receivers to be equal to the longest coherence time, i.e. Tj = Tjmax, ∀j ∈ J
cannot reduce the degrees of freedom. This means the degrees of freedom region of the resultant
enhanced channel includes the original degrees of freedom region.
Lemma 2: For a K-receiver broadcast channel with heterogeneous coherence times and with-
out CSIT or CSIR, define D (J) to be the degrees of freedom region of a set of receivers
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J ⊆ [1 : K] where the receivers are ordered ascendingly according to the coherence times length.
Define D (J) to be the degrees of freedom region of the same set of receivers J ⊆ [1 : K] where
the receivers have the coherence time of the longest receiver, i.e., Tj = Tjmax , ∀j ∈ J. Thus, we
have
D (J) ⊆ D (J) (25)
Proof: See Appendix B.
Using Lemma 2, the degrees of freedom region for every set of receivers J ⊆ [1 : K] is
included in the degrees of freedom region of an enhanced channel with identical coherence
times of length Tjmax slots. Furthermore, Theorem 1 shows that the degrees of freedom region
of the enhanced channel is tight against TDMA inner bound. Thus, we obtain the region in (24),
and hence, the proof of Theorem 3 is completed.
D. Optimality
For four cases, the achievable degrees of freedom region in Section III-B and the outer degrees
of freedom region obtained in Section III-C are tight. In the four cases, the coherence time is
at least twice the number of transmit and receive antennas, i.e., Tj ≥ 2max{M,Nj}.
1) The transmitter has fewer antennas: When M ≤ minj {Nj}, the outer degrees of freedom
region given by (24) is ∑
j∈J
dj ≤ M
(
1−
M
Tjmax
)
, ∀J ⊆ [1 : K] . (26)
The achievable degrees of freedom tuples in (22) are
dj =

M
(
1− M
Tj
)
, j = jmin
M2
(
1
Tj−1
− 1
Tj
)
, j 6= jmin
, j ∈ J. (27)
Hence, ∑
j∈J
dj = M
(
1−
M
Tjmin
)
+
∑
j∈J,j 6=jmin
M2
(
1
Tj−1
−
1
Tj
)
(a)
= M
(
1−
M
Tjmin
)
+M2
(
1
Tjmin
−
1
Tjmax
)
= M
(
1−
M
Tjmax
)
, (28)
where (a) follows from the telescoping sum. Thus, the achievable degrees of freedom tuples are
at the boundaries of the outer degrees of freedom region, consequently, the convex hull of the
achievable degrees of freedom tuples is tight against the outer degrees of freedom region.
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2) The receivers have equal number of antennas: When Nk = N, ∀k, the outer degrees of
freedom region given in (24) is∑
j∈J
dj ≤ N
∗
(
1−
N∗
Tjmax
)
, J ⊆ [1 : K] . (29)
The achievable degrees of freedom tuples in (22) are
dj =

N∗
(
1− N
∗
Tj
)
, j = jmin
N∗
2
(
1
Tj−1
− 1
Tj
)
, j 6= jmin
, j ∈ J. (30)
Hence, ∑
j∈J
dj = N
∗
(
1−
N∗
Tjmin
)
+
∑
j∈J,j 6=jmin
N∗
2
(
1
Tj−1
−
1
Tj
)
(a)
= N∗
(
1−
N∗
Tjmin
)
+N∗
2
(
1
Tjmin
−
1
Tjmax
)
= N∗
(
1−
N∗
Tjmax
)
. (31)
The achievable degrees of freedom tuples are at the boundaries of the outer degrees of freedom
region, thus, the outer degrees of freedom region is tight.
3) The coherence times of the receivers are very large compared to the coherence time of one
receiver: When Tj ≫ T1, where j = 2, · · · , K, the outer region given in (24) is
d1 ≤ N
∗
1
(
1−
N∗1
T1
)
,∑
j∈J
dj
N∗j
≤ 1, J ⊆ [1 : K] . (32)
The achievable degrees of freedom tuples in (21), D1 (J), are
dj =

N∗j
(
1−
N∗j
Tj
)
, j = jmin
N∗jmin
N∗j
Tj−1
, j 6= jmin
, j ∈ J. (33)
Therefore, ∑
j∈J
dj
N∗j
≈ 1−
N∗jmin
Tjmin
+
N∗jmin
Tjmin
= 1, (34)
which means the achievable degrees of freedom region is tight.
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Fig. 2. Degrees of freedom region of a two-receiver broadcast channel with heterogeneous coherence times where M = N1 =
N2 = 1, T1 = 2, T2 = 4.
4) The receivers have identical coherence times: In the case of identical coherence times,
we showed in Section II that the degrees of freedom region is tight against TDMA. When
Tk = T, ∀k, the outer region given in (24) is∑
j∈J
dj
N∗j
(
1−
N∗j
T
) ≤ 1, ∀J ⊆ [1 : K] , (35)
which is the same as the TDMA degrees of freedom region. In this case, the achievable degrees
of freedom tuples in (22), D2 (J), are reduced to that obtained by TDMA.
E. Numerical Examples
Consider a single-antenna two-receiver broadcast channel, i.e. M = N1 = N2 = 1 with
coherence times T1 = 2 and T2 = 4 slots. Thus, in this case, we have four possibilities of
J : {} , {1} , {2} , {1, 2}. According to Theorem 3, the outer degrees of freedom region is given
by
d1 ≤
1
2
,
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d1 + d2 ≤
3
4
.
The achievable degrees of freedom tuples
D1 (J) = D2 (J) : (0, 0) ,
(
1
2
, 0
)
,
(
0,
3
4
)
,
(
1
2
,
1
4
)
. (36)
As shown in Fig. 2, the outer and the achievable regions coincide on each other.
For a two-receiver broadcast channel with M = 2, N1 = 1, N2 = 3, and T1 = 4, T2 = 24, the
outer degrees of freedom is given by
d1 ≤
18
24
,
d1
23/24
+
d2
44/24
≤ 1.
Furthermore,
D1 (J) : (0, 0) ,
(
18
24
, 0
)
,
(
0,
44
24
)
,
(
17
24
,
10
24
)
,
D2 (J) : (0, 0) ,
(
18
24
, 0
)
,
(
0,
44
24
)
,
(
18
24
,
5
24
)
.
Fig. 3 shows the gap between the outer and the achievable bounds.
Furthermore, for a two-receiver broadcast channel with M = 2, N1 = 1, N2 = 3 and T1 = 4
and T2 = 40, the outer degrees of freedom region is given by
d1 ≤
30
40
,
d1
39/40
+
d2
76/40
≤ 1.
For the achievable region in Theorem 2,
D1 (J) : (0, 0) ,
(
30
40
, 0
)
,
(
0,
76
40
)
,
(
30
40
,
9
40
)
D2 (J) :
(
12
16
, 0
)
,
(
0,
28
16
)
,
(
29
40
,
18
40
)
.
Fig. 4 shows the gap between the achievable and the outer regions which is decreased with the
increase of the ratio between the coherence times, T2
T1
.
Now consider a three-receiver broadcast channel with M = 4, N1 = N2 = N3 = 2 and
T1 = 6, T2 = 18, T3 = 54. When the receivers have equal number of antennas, as discussed in
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Fig. 3. Degrees of freedom region of a two-receiver broadcast channel with heterogeneous coherence times where M =
2, N1 = 1, N2 = 3, T1 = 4, T2 = 24.
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Fig. 4. Degrees of freedom region of a two-receiver broadcast channel with heterogeneous coherence times where M =
2, N1 = 1, N2 = 3, T1 = 4, T2 = 40.
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Fig. 5. Degrees of freedom region of a three-receiver broadcast channel with heterogeneous coherence times where M =
4, N1 = N2 = N3 = 2, T1 = 8, T2 = 24, T3 = 72.
Section III-D, the achievable degrees of freedom and outer regions are tight. The outer degrees
of freedom region is
d1 ≤
5
6
,
d1
17/18
+
d2
32/18
≤ 1,
d1
53/54
+
d2
104/54
+
d3
153/54
≤ 1.
For the achievable degrees of freedom region, we have 8 possibilities for J :
{} , {1} , {2} , {3} , {1, 2} , {1, 3} , {2, 3} , {1, 2, 3} .
Hence,
D1 (J) : (0, 0, 0) ,
(
5
6
, 0, 0
)
,
(
0,
32
18
, 0
)
,
(
0, 0,
153
154
)
,
(
14
18
,
4
18
, 0
)
,
(
43
54
, 0,
24
54
)
,(
0,
94
54
,
12
54
)
,
(
13
18
,
4
18
,
6
54
)
.
D2 (J) : (0, 0, 0) ,
(
5
6
, 0, 0
)
,
(
0,
32
18
, 0
)
,
(
0, 0,
153
154
)
,
(
5
6
,
2
18
, 0
)
,
(
5
6
, 0,
8
54
)
,
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0,
32
18
,
8
54
)
,
(
5
6
,
2
18
,
2
54
)
.
Fig. 5 shows the achievable degrees of freedom region (denoted by blue), the TDMA achiev-
able region (denoted by black), and furthermore, the tight outer degrees of freedom region
(denoted by red).
IV. PROOF FOR THEOREM 2
Achievable rates under coherence diversity for a general K-receiver broadcast channel are
attained by finding the best opportunities to re-use certain slots. Because the number of such
opportunities blows up with K, the central idea and intuition behind finding such opportunities
are not easily visible in the general case of K receivers, where the achievable rates are eventually
described via an inductive process. To highlight the ideas and the intuition in the achievable rate
methodology, we develop these ideas in the special case of 3 receivers, which is the smallest
number of receivers where the full richness of these interactions manifest themselves. We then
proceed to describe the K-receiver result in its full generality.
A. Achievability for Three Receivers
In the case of three receivers we have 8 possible receivers sets J: one empty set, {}, achieving
the trivial degrees of freedom tuple (0, 0, 0), three single receiver sets, {1} , {2} , {3}, three two-
receiver sets, {1, 2} , {1, 3} , {2, 3}, and one three-receiver set {1, 2, 3}. In the sequel, we first
show the achievability of D1 (J) and after that we give the achievability of D2 (J).
1) D1 (J) achievability: For the three single-receiver sets, we can achieve the three degrees
of freedom tuples(
N∗1
(
1−
N∗1
T1
)
, 0, 0
)
,
(
0, N∗2
(
1−
N∗2
T2
)
, 0
)
,
(
0, 0, N∗3
(
1−
N∗3
T3
))
, (37)
by serving only one receiver while the other receivers remain unserved. In particular, for receiver
k = 1, 2, 3, every Tk slots, a training sequence is sent during N∗k slots and then data for receiver k
is sent during the remaining (Tk−N∗k ) slots. N∗k
(
1−
N∗
k
Tk
)
degrees of freedom are achieved for
receiver k, whereas the other receivers achieve zero degrees of freedom.
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For the three two-receiver sets, two receivers are being served while the third receiver remains
unserved. Using product superposition for two receivers, the degrees of freedom tuples are(
N∗1
(
1−
N∗1
T1
)
−
N∗1 (min {M,max{N1, N2}, T1} −N
∗
1 )
T2
, N∗1 min{M,N2, T1}
(
1
T1
−
1
T2
)
,0
)
,
(38)(
N∗1
(
1−
N∗1
T1
)
−
N∗1 (min {M,max{N1, N3}, T1} −N
∗
1 )
T3
, 0, N∗1 min{M,N3, T1}
(
1
T1
−
1
T3
))
,
(39)(
0, N∗2
(
1−
N∗2
T2
)
−
N∗2 (min {M,max{N2, N3}, T2} −N
∗
2 )
T3
, N∗2 min{M,N3, T2}
(
1
T2
−
1
T3
))
.
(40)
To achieve (38), product superposition transmission is sent over T2
T1
coherence intervals of
receiver 1 (each of length T1 slots) as follows.
• During the first coherence interval, training is sent during min {M,max{N1, N2}, T1} slots
for receiver 1 and receiver 2 channel estimation. After that, data for receiver 1 is sent during
the following (T1 −min {M,max{N1, N2}, T1}) slots. Receiver 1 achieves
N∗1 (T1 −min {M,max{N1, N2}, T1})
degrees of freedom.
• During the remaining coherence intervals, the transmitter sends, every T1 slots,
X
(12)
i = [Vi, ViUi] , i = 1, · · · ,
T2
T1
− 1, (41)
where Ui ∈ CN
∗
1
×(T1−N∗1 ),Vi ∈ CM×N
∗
1 are data matrices for receiver 1, and receiver 2,
respectively. Thus, receiver 1 estimates its equivalent channel H1,i = H1,iVi, and decodes
Ui achieving
(
T2
T1
− 1
)
N∗1 (T1 −N
∗
1 ) degrees of freedom. Furthermore, the channel of
receiver 2 remains constant and known, hence, Vi can be decoded coherently at receiver 2
achieving
(
T2
T1
− 1
)
N∗1 min{M,N2, T1} degrees of freedom. When N2 ≥ T1, receiver 2
estimates only T1 antennas during the first subinterval.
Thus, by the above product superposition scheme, for every T2 slots, receiver 1 achieves
T2
T1
N∗1 (T1 −N
∗
1 )−N
∗
1 (min {M,max{N1, N2}, T1} −N
∗
1 )
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degrees of freedom, and furthermore, receiver 2 achieves
(
T2
T1
− 1
)
N∗1 min{M,N2, T1} degrees
of freedom obtaining (38).
For achieving (39), a product superposition transmission similar to above is used after ex-
changing receiver 2 with receiver 3, i.e. using T3, N3 instead of T2, N2, respectively. Thus, for
every T3 slots, receiver 1 achieves
T3
T1
N∗1 (T1 −N
∗
1 )−N
∗
1 (min {M,max{N1, N3}, T1} −N
∗
1 )
degrees of freedom, and furthermore, receiver 3 achieves
(
T3
T1
− 1
)
N∗1 min{M,N3, T1} degrees
of freedom.
Furthermore, we can achieve (40) by the same transmission strategy, yet, with respect to T2
and T3. Thus, every T3 slots, receiver 2 achieves
T3
T2
N∗2 (T2 −N
∗
2 )−N
∗
2 (min {M,max{N2, N3}, T2} −N
∗
2 )
degrees of freedom, and furthermore, receiver 3 achieves
(
T3
T2
− 1
)
N∗2 min{M,N3, T2} degrees
of freedom.
Now the remaining degrees of freedom tuple is the one with the three-receiver set {1, 2, 3}.
In this case, the achievable degrees of freedom tuples are(
N∗1
(
1−
N∗1
T1
)
−
N∗1 (min {M,max{N1, N2, N3}, T1} −N
∗
1 )
T2
,
N∗1 min{M,N2, T1}
(
1
T1
−
1
T2
)
, N∗1 min{M,N3, T1}
(
1
T2
−
1
T3
))
,
which can be achieved by product superposition over T3
T2
coherence intervals of receiver 2 (each
of length T2 slots) as follows.
• During the coherence interval, the transmitted signal is the same as that used to achieve (38).
Thus, receiver 1 achieves T2
T1
N∗1 (T1 −N
∗
1 )−N
∗
1 (min {M,max{N1, N2}, T1} −N
∗
1 ) degrees
of freedom, receiver 2 achieves
(
T2
T1
− 1
)
N∗1 min{N
∗
2 , T1} degrees of freedom, and further-
more, receiver 3 estimates its channel.
• During the remaining
(
T3
T2
− 1
)
intervals, the transmitter sends, every T2-length subinterval,
the same signal that achieves (38) after multiplying it from the left by Wi which contains
data for receiver 3. Therefore, during the first T1 of every T2-length coherence interval, the
transmitted signal is
X(123) = [Wi, WiUi] . (42)
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After that during
(
T2
T1
− 1
)
T1 slots, the transmitted signal is
X˜(123) = [WiVi, WiViUi] . (43)
receiver 1 estimates the equivalent channel H1,i = H1,iWiVi, and decodes Ui, receiver 2
estimates H2,i = H2,iWi, and decodes Vi and receiver 3 decodes Wi. Thus, the receivers
achieve, respectively,
(
T3
T2
− 1
)
T2
T1
N∗1 (T1 −N
∗
1 ),
(
T3
T2
− 1
)(
T2
T1
− 1
)
N∗1 min{M,N2, T1},
and
(
T3
T2
− 1
)
N∗1 min{M,N3, T1} degrees of freedom.
2) D2 (J) achievability: Similar to D1 (J), we can achieve the degrees of freedom tuples (37)
that correspond to the three single-receiver sets by serving only one receiver while the other
receivers remain unserved.
The degrees of freedom tuples of the three two-receiver sets are(
N∗1
(
1−
N∗1
T1
)
, N∗1 min {N
∗
1 , N2}
(
1
T1
−
1
T2
)
, 0
)
, (44)(
N∗1
(
1−
N∗1
T1
)
, 0, N∗1 min {N
∗
1 , N3}
(
1
T1
−
1
T3
))
, (45)(
0, N∗2
(
1−
N∗2
T2
)
, N∗2 min {N
∗
2 , N3}
(
1
T2
−
1
T3
))
. (46)
To achieve (44), product superposition is sent over T2
T1
coherence intervals of receiver 1 as follows.
• During the first coherence interval, training is sent during N∗1 slots and data for receiver 1
is sent during the following (T1−N∗1 ) slots. Receiver 1 achieves N∗1 (T1 −N∗1 ) degrees of
freedom, and receiver 2 estimates its channel between min {N∗1 , N2} transmit antennas.
• During the remaining coherence intervals, every T1 slots, the transmitter sends
X
(12)
i = [Vi, ViUi] , i = 1, · · · ,
T2
T1
− 1, (47)
Thus, receivers achieve
(
T2
T1
− 1
)
N∗1 (T1 −N
∗
1 ), and
(
T2
T1
− 1
)
N∗1 min {N
∗
1 , N2} degrees of
freedom, respectively.
Thus, by the above product superposition transmission, for every T2 slots, receiver 1, and
receiver 2 achieve T2
T1
N∗1 (T1 −N
∗
1 ), and
(
T2
T1
− 1
)
N∗1 min {N
∗
1 , N2} degrees of freedom, re-
spectively, achieving (44).
For achieving (45), we use the same transmission scheme of achieving (44) with respect to
receiver 1 and receiver 3, i.e. replacing T2,min {N∗1 , N2} with T3,min {N∗1 , N3}, respectively.
October 26, 2018 DRAFT
24
Thus, receiver 1, and receiver 3 achieve T3
T1
N∗1 (T1 −N
∗
1 ), and
(
T3
T1
− 1
)
N∗1 min {N
∗
1 , N3} de-
grees of freedom, respectively, for every T3 slots. Similarly, we can achieve (46) by the same
transmission strategy, yet, with respect to T2 and T3.
For the three-receiver set, the achievable degrees of freedom tuples are(
N∗1
(
1−
N∗1
T1
)
, N∗1 min {N
∗
1 , N2}
(
1
T1
−
1
T2
)
, N∗1 min {N
∗
1 , N3}
(
1
T2
−
1
T3
))
,
which can be achieved by product superposition transmission for the three receivers over T3
T2
coherence intervals of receiver 2 as follows.
• During the first coherence interval, the transmitted signal is the same as that used to
achieve (44). Therefore, receiver 3 estimates its channel between min {N∗1 , N3} trans-
mit antennas, and furthermore, receiver 1, and receiver 2 achieve T2
T1
N∗1 (T1 −N
∗
1 ), and(
T2
T1
− 1
)
N∗1 min {N
∗
1 , N2} degrees of freedom, respectively.
• During the remaining coherence intervals, the transmitter sends, every T2-length interval, the
same signal that achieves (44) after multiplying it from the left by Wi which contains data
for receiver 3. Therefore, during the first T1 of every T2-length subinterval, the transmitted
signal is
X(123) = [Wi, WiUi] . (48)
After that during
(
T2
T1
− 1
)
T1 slots, the transmitted signal is
X˜(123) = [WiVi, WiViUi] . (49)
Thus, receiver 1 can estimate the equivalent channel H1,i = H1,iWiVi, and decode Ui.
Also, receiver 2 can estimate the equivalent channel H2,i = H2,iWi, and decode Vi and
furthermore, receiver 3 can decode Wi, achieving, respectively,
(
T3
T2
− 1
)
T2
T1
N∗1 (T1 −N
∗
1 ),(
T3
T2
− 1
)(
T2
T1
− 1
)
N∗1 min {N
∗
1 , N2}, and
(
T3
T2
− 1
)
N∗1 min {N
∗
1 , N3} degrees of freedom.
B. Achievability for K Receivers
To obtain the achievability for the K-receiver case, we show that for every set of receivers
J ⊆ [1 : K], ordered ascendingly according to the coherence times length, the degrees of freedom
tuples D1 (J) and D2 (J) are achievable. We use an induction argument in our proof as follows.
The achievability when J has only three receivers was shown in Section IV. The remainder of the
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proof is dedicated to show that for arbitrary set of receivers, J ⊂ [1 : K] where the receivers are
ordered ascendingly according to the coherence times length, the product superposition achieves
the degrees of freedom tuples D1 (J) /D2 (J), we can achieve the degrees of freedom tuple
D1(J˜)/D2(J˜), where J˜ ⊆ [1 : K] is the set constructed by adding one more receiver to the set J
where the length of the added receiver coherence time is an integer multiple of jmax. To complete
the proof we need to show that product superposition achieves the degrees of freedom tuples
D1(J˜)/D2(J˜) for the set J˜. The following Lemma addresses this part of the proof.
Lemma 3: For the broadcast channel considered in Section III, define Xo ∈ CTτ×To to be a
pilot-based transmitted signal during To slots where a training matrix Xτ ∈ CTτ×Tτ is sent during
Tτ slots and then the data is sent during (To − Tτ ) slots achieving the degrees of freedom tuple
D(o) =
(
d(o)1 , d
(o)
2 , · · · , d
(o)
J
)
for J receivers. We are able to achieve D(o) for the J receivers in
addition to
(
Tǫ
To
− 1
)
Tτ min{Tτ ,N∗ǫ }
Tǫ
to a receiver ǫ with Tǫ-length coherence time and Nǫ receive
antennas, where Tǫ
To
∈ Z.
Proof: This can be achieved by the following product superposition transmission over Tǫ
To
coherence intervals of length To slots.
• During the first coherence interval, the transmitted signal is Xo. Thus, D(o) degrees of
freedom tuple is achieved for the J receivers and no degrees of freedom for receiver ǫ, yet,
it estimates its channel between min {N∗ǫ , Tτ} transmission antennas.
• During the remaining coherence intervals, every To slots, the transmitter sends
X˜o = PXo, (50)
where P ∈ CM×Tτ contains data for receiver ǫ. Xo contains the training matrix Xτ ,
hence, receiver ǫ can decode P, using its channel estimate. Furthermore, the J receivers
estimate their equivalent channels and decode their data during (To − Tτ ) slots. Thus,
J receivers achieve
(
Tǫ
To
− 1
)
D(o) degrees of freedom tuple, and furthermore, receiver ǫ
achieves
(
Tǫ
To
− 1
)
Tτ min {N∗ǫ , Tτ} degrees of freedom.
Thus, in Tǫ slots, J receivers achieve TǫToD
(o) degrees of freedom, and furthermore, receiver ǫ
achieves
(
Tǫ
To
− 1
)
Tτ min {N∗ǫ , Tτ} degrees of freedom which completes the proof of Lemma 3.
Using Lemma 3 the second part of the proof is completed, and hence, the proof of Theorem 2
is completed.
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Fig. 6. Product superposition transmission for unaligned coherence times, where T2 = 2T1 = 6.
V. GENERAL COHERENCE TIMES
In this section, we study a K-receiver broadcast channel with general coherence times. An
achievable degrees of freedom region is obtained, where the coherence times have arbitrary ratio
or alignment.3
A. Unaligned Coherence Times
In this section, we relax the assumption on the alignment of coherence intervals. Consider
a broadcast channel with K receivers where the coherence times are integer multiple of each
other, i.e. Tk
Tk−1
∈ Z. The coherence times have arbitrary alignment, meaning that there could be
an offset between the transition times of the coherence intervals of different receivers. Recall
that in the case of aligned coherence intervals, product superposition provided the achievable
degrees of freedom region in (23). The receiver with longer coherence time reuses some of the
unneeded pilots and achieves gains in degrees of freedom without affecting the receivers with
shorter coherence times. Under unaligned coherence times the same gains in degrees of freedom
are available with product superposition. Using the transmitted signal given in Section IV, the
3Coherence times, as is required in a block fading model in a time-sampled domain, continue to take positive integer values.
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h11 h12 h13 h14
h21 h22 h23 h24
u1 u1+v1 v1 v2 u2+v2 u2 u3 u3+v3 v3
BIA signaling
Achieving (2/3, 2/3)
BIA signaling
Achieving (2/3, 2/3)
BIA signaling
Achieving (2/3, 2/3)
Fig. 7. Blind interference alignment for staggered coherence times with CSIR, where T1 = T2 = 2. Receiver 1 cancels hH1iv,
and decodes u, whereas receiver 2 cancels hH2iu, and decodes v achieving
(
2
3
, 2
3
)
degrees of freedom pair.
longer coherence times include the same number of unneeded pilot sequences regardless of the
alignment. These unneeded pilot sequences can be reused by product superposition transmission,
achieving degrees of freedom gain. For instance, consider two receivers with M = 2, N1 = N2 =
1, T1 = 4, T2 = 8, with an offset of one transmission symbol as shown in Fig. 6. We can achieve
the degrees of freedom pair (3
4
, 1
8
) via a transmission strategy over pairs of coherence intervals
for receiver 1, as follows.
• In the odd coherence intervals for receiver 1, one pilot is transmitted during which both
receivers estimate their channels. In the 3 remaining time slots of this interval, data is
transmitted for receiver 1.
• In the even coherence intervals, during the first time slot a product superposition is trans-
mitted providing one degree of freedom for receiver 2 (whose channel has not changed)
while allowing receiver 1 to renew the estimate of his channel. The three remaining time
slots provide 3 further degrees of freedom for receiver 1.
Thus, in 8 time slots, receiver 1 achieves 6 degrees of freedom and receiver 2 achieves 1. This
is the same “corner point” that is obtained in the aligned scenario, noting that the nature of the
algorithm is not changed, only the position of the pilot transmission must be carefully chosen
while keeping in mind the transition points of the block fading.
October 26, 2018 DRAFT
28
B. Unaligned Coherence Times with Perfect Symmetry (Staggered)
We now consider a special case of two-receiver unaligned coherence times where the transition
of each coherence interval is exactly in the middle of the other coherence interval. This special
case is motivated by the blind interference alignment model in Fig. 7 that was considered in
[23], and for easy reference we call this configuration a staggered coherence times.
We follow the example of blind interference alignment [23]: a 2-receiver broadcast channel
with M = 2, N1 = N2 = 1. As shown in Fig. 8, the transitions of the longer coherence interval
occur at the middle of the shorter coherence interval. Based on the discussion in Section V-A,
product superposition can obtain degrees of freedom gain for the staggered scenario. In [23],
blind interference alignment achieved degrees of freedom pair
(
2
3
, 2
3
)
while ignoring the cost
of CSIR, which is a key part of our analysis. To allow comparison and synergy, we analyze
a version of blind interference alignment with channel estimation shown in Fig. 8. The gain
of blind interference alignment comes from the staggering of the coherence time, whereas the
source of product superposition gain is reusing the unneeded pilots with respect to the longer
coherence times. Therefore, we can give a transmission scheme that uses both blind interference
alignment and product superposition over T2
T1
coherence intervals of receiver 1, as shown in
Fig. 9.
• During the first coherence interval, two pilots are sent in the middle of the interval. Re-
ceiver 1 estimates its channel during this interval, whereas receiver 2 estimates its channel
as these two pilots are located at the first, and the last time slots of its coherence interval.
• Blind interference alignment signaling is sent during the remaining (T1 − 2) time slots of
first interval and the first 1
2
(T1 − 2) time slots of the second interval. Hence, the degrees
of freedom pair ((T1 − 2) , (T1 − 2)) is achieved.
• Product superposition signaling is sent during the remaining 1
2
(T1 − 2) time slots of the
second interval. Receiver 1 estimates its channel of the second coherence interval, and
furthermore, achieves further 1
2
(T1 − 2), whereas, receiver 2 achieves 2 further degrees of
freedom.
• Furthermore, during the remaining
(
T2
T1
− 2
)
receiver 1 coherence intervals, product super-
position signaling is sent achieving the degrees of freedom pair((
T2
T1
− 2
)
(T1 − 1) ,
(
T2
T1
− 2
))
(51)
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v1 v2 u1+v1 u2+v2
BIA signaling
u1 u2
BIA signaling
v3 v4 u3+v3 u4+v4
Pilots Pilots Pilots
T1
h11 h12 h13
T2
h21 h22 h23
Fig. 8. Blind interference alignment with pilot transmission, where T2 = 2T1 = 12.
T1
h11 h12 h13
v1 v2 u1+v1 u2+v2
BIA signaling
u1 u2
BIA signaling
v3 v4 u3+v3 u4+v4
Product 
superposition
Pilots
T2
h21 h22 h23
Fig. 9. Combining blind interference alignment with product superposition, where T2 = 2T1 = 12.
is achieved.
Thus, the above transmission scheme obtain the degrees of freedom pair(
1−
1
T1
−
1
T2
−
T1
2T2
,
T1
T2
+
1
T1
−
2
T2
)
. (52)
Furthermore, product superposition transmission only can achieve the degrees of freedom pair(
1− 1
T1
, 1
T2
− 1
T1
)
. Hence, the achievable degrees of freedom is the convex hull of the degrees
of freedom pairs achieved by blind interference alignment, product superposition, and combining
blind interference alignment with product superposition.
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C. Arbitrary Coherence Times
Theorem 4: Consider a K-receiver broadcast channel without CSIT or CSIR having hetero-
geneous coherence times, where the coherence times are allowed to take any positive integer
value. Product superposition can achieve the degrees of freedom tuple defined in (22).
Remark 5: Blind interference alignment signaling can be sent at the location of the staggering
coherence times achieving degrees of freedom gain. Hence, similar to the case of staggered
coherence times with integer ratio in Section V-B, product superposition can be combined with
blind interference alignment increasing the achievable degrees of freedom region.
Proof: For clarity of explanation, we start by giving the achievable scheme for 3 receivers
with Nk = N ≤ min
{
M,
⌊
T1
2
⌋}
, ∀k over T2T3 coherence intervals of receiver 1.
• For every coherence interval, a pilot sequence of length N slots, and receiver 1 data of
length T1 −N slots are sent, achieving N (T1 −N) degrees of freedom for receiver 1.
• The number of pilot sequences of length N is T2T3. Having coherence time T2, receiver 2
needs only T1T3 pilot sequences for channel estimation. Hence, produced superposition
can be sent during (T2T3 − T1T3) pilot sequences to send data for receiver 2 achieving
NT3(T2 − T1) degrees of freedom.
• Furthermore, receiver 3 needs only T1T2 pilot sequences for channel estimation, and hence,
data signal for receiver 3 can be sent during (T2T3 − T1T2) pilot sequences via product
superposition. Product superposition uses (T2T3 − T1T3) pilot sequences to send data for
receiver 2, and hence, receiver 3 can only reuse (T2T3−T1T2)−(T2T3−T1T3) = T1(T3−T2)
pilot sequences achieving NT1(T3 − T2) degrees of freedom.
Thus, normalized over T1T2T3 time slots, we can achieve the degrees of freedom tuple(
N
(
1−
N
T1
)
, N2
(
1
T1
−
1
T2
)
, N2
(
1
T2
−
1
T3
))
. (53)
Now, we give the proof for arbitrary number of receivers, and general antenna setup. For a
set of receiver J ⊆ [1 : K] having J receiver where, Tj
Tj−1
∈ Q, j ∈ J, the degrees of freedom
tuple (22) can be obtained over ∏Ji=2 Ti coherence intervals of receiver jmin.
• For every interval, a pilot sequence of length N∗jmin slots, and data of length
(
Tjmin −N
∗
jmin
)
for receiver jmin are sent, achieving N∗jmin
(
Tjmin −N
∗
jmin
)
degrees of freedom.
• The number of pilot sequences of length N∗jmin slots is
∏J
i=2 Ti. Receiver j 6= jmin, with
coherence time Tj , can estimate the channel of min
{
N∗jmin, Nj
}
transmit antennas using
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∏J
i=1,i 6=j Ti pilot sequences. Excluding the pilots reused by receivers {jmin + 1, · · · , j − 1}
to send data by product superposition transmission, data for receiver j can be sent via
product superposition during (Tj − Tj−1)
∏J
i=1,i/∈{j,j−1} Ti pilots obtaining the degrees of
freedom N∗jmin min
{
N∗jmin, Nj
}
(Tj − Tj−1)
∏J
i=1,i/∈{j,j−1} Ti.
Thus, the proof of Theorem 4 is completed.
VI. MULTIPLE ACCESS CHANNEL WITH IDENTICAL COHERENCE TIMES
Consider a K-transmitter MIMO multiple access channel without CSIT or CSIR, where
transmitter k is equipped with Mk antennas, and the receiver is equipped with N antennas.
The received signal at the discrete time n can be given by
y(n) =
K∑
k=1
Hk(n)xk(n) + z(n), (54)
where xk(n) ∈ CMk×1 is transmitter k signal, z(n) ∈ CN×1 is the i.i.d. Gaussian additive noise
and Hk(n) ∈ CN×Mk is transmitter k Rayleigh block-fading channel matrix with coherence time
Tk [24]. We study the case when Tk ≥ 2N, ∀k [33].
Assume that all transmitters have identical coherence times, T . In the sequel, we define a
degrees of freedom achievable region based on a pilot-based scheme in Section VI-A. Further-
more, an outer degrees of freedom region is given in Section VI-B based on the cooperative
bound. Some numerical examples are given in Section VI-C where it is shown that the achievable
degrees of freedom region is tight against sum degrees of freedom.
A. Achievability
Theorem 5: Consider a K-transmitter MIMO multiple access channel without CSIT or CSIR,
meaning that the channel realization is not known, but the channel distribution is globally known.
If the transmitters have identical coherence times, namely T , then for every ordered set of
transmitters, J = {k1, k2, · · · , kJ} ⊆ [1 : K], we can achieve the set of degrees of freedom
tuples D(J) :
dj = M
′
j
(
1−
∑
j∈JM
′
j
T
)
, j ∈ J, (55)
where M ′j = min
{
Mj ,
[
N −
∑j−1
m=1M
′
km
]+}
, and T ≥ 2N . The achievable degrees of freedom
region is the convex hull of the degrees of freedom tuples, D(J), over all the
∑K
i=1
K!
(K−i)!
possible
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ordered sets J ⊆ [1 : K], i.e.,
D =
{
(d1, · · · , dK) ∈ Co (D(J)) , ∀J ⊆ [1 : K]
}
. (56)
Proof: We show that a simple pilot-based scheme can achieve the above achievable degrees
of freedom region. Assume that we have an ordered set of transmitters J = {k1, · · · , kJ} ⊆
[1 : K]. In order to achieve the degrees of freedom tuple in (55), we can use the following
transmission scheme over coherence interval of length T time slots.
• During the first
∑
j∈JM
′
j slots of the coherence interval, a pilot sequence is sent, where
transmitter j sends M ′j pilots. The receiver estimates the channel of the corresponding∑
j∈JM
′
j transmit antennas.
• During the remaining
(
T −
∑
j∈JM
′
j
)
slots, simultaneously, M ′j
(
T −
∑
j∈JM
′
j
)
data ma-
trix is sent from transmitter j. Hence, the receiver, using
∑
j∈JM
′
j antennas, can invert the
channel and decode the transmitted signal.
Therefore, every T period, transmitter j ∈ J can achieve M ′j
(
T −
∑
j∈JM
′
j
)
degrees of freedom,
and hence (55) is obtained.
B. Outer Bound
For the considered K-transmitter multiple access channel with identical coherence times,
namely T , the cooperative bound [28] can be given by [32]∑
j∈J
Rj ≤ I (X (J) ; Y |X (J
c)) , ∀J ⊆ [1 : K] . (57)
An outer bound on the degrees of freedom region is [33],
∑
j∈J
dj ≤ min
{
N,
∑
j∈J
Mj
}1− min
{
N,
∑
j∈JMj
}
T
 , ∀J ⊆ [1 : K] . (58)
C. Numerical Examples
Consider a two-transmitter multiple access channel with M1 = 3,M2 = 2, N = 4, T = 10.
The outer degrees of freedom region is given by
d1 ≤
21
10
,
d2 ≤
16
10
,
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Fig. 10. Degrees of freedom region of a two-transmitter multiple access channel with identical coherence times T = 10, and
M1 = 3,M2 = 2, N = 4.
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Fig. 11. Degrees of freedom region of a two-transmitter multiple access channel with identical coherence times T = 10, and
M1 = 4,M2 = 2, N = 3.
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d1 + d2 ≤
24
10
.
The achievable degrees of freedom pairs in Theorem 5 can be obtained as follows. For the case
of two transmitters, there are 5 ordered sets of transmitters J: {} , {1} , {2}, {1, 2} and {2, 1}.
For {}, the trivial degrees of freedom pair (0, 0) can be obtained. For the two sets {1} , {2},
the degrees of freedom pairs
(
21
10
, 0
)
and
(
0, 16
10
)
, respectively, can be obtained. For the two
sets {1, 2} and {2, 1}, the degrees of freedom pairs
(
18
10
, 6
10
)
and
(
12
10
, 12
10
)
, respectively, can be
obtained. The convex hull of the achieved degrees of freedom pairs gives the achievable degrees
of freedom region which is tight against the sum degrees of freedom as shown in Fig 10.
Consider a two-transmitter multiple access channel with M1 = 4,M2 = 2, N = 3, T = 10. As
shown in Fig. 11, the achievable degrees of freedom regions are tight against the sum degrees
of freedom.
VII. MULTIPLE ACCESS CHANNEL WITH HETEROGENEOUS COHERENCE TIMES
Consider the multiple access channel defined in (54) where there is no CSIT or CSIR. Consider
the case where the receivers coherence times are perfectly aligned and integer multiples of each
others, i.e., ∀k, Tk
Tk−1
∈ Z. In the sequel, we give an achievable, and an outer degrees of freedom
regions in Section VII-A and Section VII-B, respectively. Furthermore, some numerical examples
are given in Section VII-C to demonstrate the achievable and the outer degrees of freedom
regions.
A. Achievability
Theorem 6: Consider a K-transmitter MIMO multiple access channel without CSIT or CSIR,
meaning that the channel realization is not known, but the channel distribution is globally known.
Furthermore, the transmitters coherence times are assumed to be perfectly aligned and integer
multiples of each other. Define J = {i1, · · · , iJ} ⊆ [1 : K] to be a set of J transmitters where
∀j ∈ J, Tj
Tj−1
∈ Z. Define J˘ = {k1, · · · , kJ} to be one of the J ! possible ordered sets of J. If
Tk ≥ 2N, ∀k, we can achieve the set of degrees of freedom tuples D(J˘) :
dj = M
′
j
J∑
m=1
(
Ti1 −
m∑
n=1
M ′in
)(
1
Tim
−
1
Tim+1
)
, (59)
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where M ′j = min
{
Mj ,
[
N −
∑j−1
m=1M
′
km
]+}
, and, for notational convenience, we introduce the
trivial random variable TiJ+1 , i.e., 1TiJ+1 = 0. Hence, the achievable degrees of freedom region is
the convex hull of the degrees of freedom tuples, D(J), over all the
∑K
i=1
K!
(K−i)!
possible ordered
sets J˘ ⊆ [1 : K], i.e.,
D =
{
(d1, · · · , dK) ∈ Co
(
D(J˘)
)
, ∀J˘ ⊆ [1 : K]
}
. (60)
Proof: By time-sharing between the transmission schemes that achieve the degrees of
freedom tuples D(J˘), we can construct the achievable degrees of freedom region which is the
convex hull of the achieved degrees of freedom tuples. The remainder of the proof is dedicated to
show the achievability of the degrees of freedom tuple in (59) using the following transmission
scheme over TiJ
Ti1
coherence intervals of transmitter i1.
• During the first coherence interval,
∑J
j∈JM
′
j pilots are sent to estimate M ′j antennas of
transmitter j, and hence, during the following
(
Ti1 −
∑J
j∈JM
′
j
)
time slots, the transmit-
ters can communicate coherently achieving M ′j
(
Ti1 −
∑J
j∈JM
′
j
)
degrees of freedom for
transmitters j ∈ J.
• During the remaining intervals, when the index of the interval is ℓTim
Ti1
+ 1, where m =
2, · · ·J −1 and ℓ = 1, · · · , Tim+1
Tim
−1, Tim+1
Tim
+1, · · · , 2Tim+1
Tim
−1, Tim+1
Tim
+1, · · · ,
TiJ
Tim
−1, the
channel of transmitter j = i1, · · · , im needs to be estimated, whereas the channel of trans-
mitter j = im + 1, · · · , J stays the same. Hence,
∑m
n=1M
′
in pilots are sent to estimate M ′j
antennas of transmitters j = i1, · · · , im. After that, during the following
(
Ti1 −
∑m
n=1M
′
in
)
slots, the transmitters can communicate coherently achieving M ′j
(
Ti1 −
∑m
n=1M
′
in
)
degrees
of freedom for transmitters j ∈ J. The number of intervals with index k Tm
Tm−1
+ 1 is∑J
m=2
(
Tim+1
Tim
− 1
)
TiJ
Tim+1
.
• For the intervals of length Ti1 with index not equal to ℓ
Tim
Ti1
+ 1, the channels of all
transmitters remain the same except the channel of transmitter i1. Hence, M ′i1 pilots are
sent to estimate the channel of transmitter i1, after that the transmitters can communicate
coherently during the following
(
Ti1 −M
′
i1
)
slots, achieving M ′j
(
Ti1 −M
′
i1
)
degrees of
freedom for transmitter j ∈ J. The number of the intervals with index not equal to ℓTim
Ti1
+1
is
(
Ti2
Ti1
− 1
)
TiJ
Ti2
.
Thus, transmitter j ∈ J achieves M ′j
∑J
m=1
(
Ti1 −
∑m
n=1M
′
in
) (
1
Tim
− 1
Tim+1
)
TiJ degrees of
freedom over TiJ slots, obtaining (59) which completes the proof of Theorem 6.
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B. Outer Bound
Theorem 7: Consider a K-transmitter MIMO multiple access channel without CSIT or CSIR,
meaning that the channel realization is not known, but the channel distribution is globally known.
Furthermore, the transmitters coherence times are assumed to be perfectly aligned and integer
multiples of each other. Define J = {i1, · · · , iJ} ⊆ [1 : K] to be a set of J transmitters where
Tj
Tj−1
∈ Z, Tj ≥ 2N, ∀j ∈ J. For every J ⊆ [1 : K], if a set of degrees of freedom tuples
(di1, · · · , diJ ) is achievable, then it must satisfy the inequalities
∑
j∈J
dj ≤ min
{
N,
∑
j∈J
Mj
}1− min
{
N,
∑
j∈JMj
}
TiJ
 . (61)
Proof: The proof is divided into two parts. First, we enhance the channel by increasing the
coherence times of the receivers so that the enhanced channel has identical coherence times.
Lemma 4: For the considered K-transmitter MIMO multiple access channel, define D (J) to
be the degrees of freedom region of a set of transmitters J = {i1, · · · , iJ} ⊆ [1 : K] with TjTj−1 ∈
Z, ∀j ∈ J. Define D (J) to be the degrees of freedom region of the same set of transmitters J =
{i1, · · · , iJ} ⊆ [1 : K] with Tj = TiJ , ∀j ∈ J, where the transmitters have identical coherence
times, namely TiJ . Thus, we have
D (J) ⊆ D (J) (62)
Proof: See Appendix C.
Now we show the second part of the proof. The enhanced channel has identical coherence times,
namely TiJ , hence, the cooperative outer bound [28] bound is [32],∑
j∈J
Rj ≤ I (X (J) ;Y|X (J
c)) . (63)
According to the results of non-coherent communication in [33], the bound in (61) can be
obtained, and the proof of Theorem 7 is completed.
C. Numerical Examples
Consider a two-transmitter multiple access channel with M1 = 2,M2 = N = 4, T1 = 8, T2 =
32. From Theorem 7, the outer degrees of freedom region is given by
d1 ≤
3
2
,
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Fig. 12. Degrees of freedom region of a two-transmitter multiple access channel with heterogeneous coherence times T1 =
8, T2 = 32 and M1 = 2,M2 = 4, N = 4.
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Fig. 13. Degrees of freedom region of a two-transmitter multiple access channel with heterogeneous coherence times T1 =
8, T2 = 24 and M1 = 3,M2 = 2, N = 4.
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d1 + d2 ≤
7
2
. (64)
The achievable degrees of freedom pairs in Theorem 6 can be obtained as follows. There are
5 ordered sets of transmitters J: {} , {1} , {2}, {1, 2} and {2, 1}. For {}, the trivial degrees of
freedom pair (0, 0) can be obtained. For the two sets {1} , {2}, the degrees of freedom pairs(
3
2
, 0
)
and
(
0, 7
2
)
, respectively, can be obtained. For the two sets {1, 2} and {2, 1}, the degrees of
freedom pairs
(
11
8
, 11
8
)
and
(
0, 7
2
)
, respectively, can be obtained. The convex hull of the achieved
degrees of freedom pairs gives the achievable degrees of freedom region which is shown in
Fig 12.
Next, consider a two-transmitter multiple access channel with M1 = 3,M2 = 2, N = 4, T1 =
8, T2 = 24. In this case, the achievable and the outer degrees of freedom regions are shown in
Fig. 13.
VIII. CONCLUSION AND DISCUSSION
In this paper, multi-user networks without CSIT or CSIR are studied. For a broadcast channel
where the receivers have identical coherence times, it was shown that the degrees of freedom
region is tight against TDMA. However, when the receivers have heterogeneous coherence times,
TDMA is no longer optimal since the difference of the coherence times can be a source of
degrees of freedom gain, called coherence diversity. For a broadcast channel where the receivers
coherence times are integer multiples of each other, achievable degrees of freedom gains were
obtained using the product superposition scheme. Furthermore, an outer degrees of freedom
region was obtained using channel enhancement where the receivers coherence times were
increased so that the receivers of the enhanced channel have identical coherence times. As long as
the coherence time is at least twice the number of transmit and receive antennas, the optimality of
the achievable scheme was shown in four cases: when the transmitter has fewer antennas than the
receivers, when all receivers have the same number of antennas, when the coherence times of the
receivers are very long compared to the coherence time of one receiver, or the receivers have the
same coherence times. For general coherence times that can be unaligned, product superposition
transmission was extended, achieving achievable degrees of freedom region. Furthermore, a
transmission scheme that combines product superposition and blind interference alignment was
introduced in the staggered case.
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Multiple access channel with identical coherence times is studied, where a pilot-based achiev-
able scheme was shown to be sum degrees of freedom optimal. Furthermore, a multiple access
channel with heterogeneous coherence times is considered. When the transmitters coherence
times are integer multiples of each other, an achievable pilot-based inner bound and an outer
bound were obtained. The outer bound was obtained using channel enhancement where the
transmitters coherence times were increased so that the transmitters of the enhanced channel
have identical coherence times.
APPENDIX A
COHERENT BROADCAST CHANNEL WITH IDENTICAL COHERENT TIMES
In the sequel, we show the degrees of freedom optimality of TDMA inner bound when the
receivers have identical coherence times and CSI is assumed to be available at the receiver. We
enhance the channel by providing global CSI at the receivers. Without loss of generality, assume
that N1 ≤ · · · ≤ NK . When M ≤ N1, the cooperative outer bound [28] is tight against the
TDMA inner bound. When M > N1, the broadcast channel is degraded [30], hence,
Ri ≤I
(
Ui;Yi|H, U
i−1
)
=I
(
X;Yi|H, U
i−1
)
− I
(
X;Yi|H, U
i
)
, (65)
where U i = {Uj}ij=1 is a set of auxiliary random variables such that U1 → · · · → UK−1 →
X→ (Y1, · · ·YK) forms a Markov chain and for notational convenience we introduced a trivial
random variable U0 and UK = X. H is the set of all channels. Furthermore,
R1 ≤ (N1 − r1) log (ρ) + o(log(ρ)),
Ri ≤I
(
X;Yi|H, U
i−1
)
− ri log (ρ) + o(log(ρ)), i 6= 1, K,
RK ≤I
(
X;YK|H, U
K−1
)
, (66)
since the degrees of freedom of I (X;Y1|H) is bounded by the single-receiver bound, i.e. N1,
and ri is defined to be the degrees of freedom of the term I (X;Yi|H, U i), where 0 ≤ ri ≤ N∗i .
The extension of [16, Lemma 1] to the K-receiver case is straight forward, and hence, we can
write
I
(
X;Yi,1|H, U
i,Yi,2:N∗i
)
≤
ri
N∗i
log (ρ) + o(log(ρ)), (67)
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where Yi,1 ∈ C1×T is the signal at antenna 1 of receiver i over the entire T -length coherence
time whereas Yi,2:N∗i ∈ C
(N∗i −1)×T is the matrix consists of the signal at antennas 2, 3, . . . , N∗i
of receiver i over the entire T -length coherence time. Furthermore,
I
(
X;Yi|H, U
i−1
) (a)
=I
(
X;Yi,1:N∗i |H, U
i−1
)
+ I
(
X;Yi,N∗i +1:Ni |H, U
i−1,Yi,1:N∗i
)
(b)
=I
(
X;Yi,1:N∗i−1|H, U
i−1
)
+ I
(
X;Yi,N∗i−1+1:N∗i |H, U
i−1,Yi,1:N∗i−1
)
+ o(log(ρ))
(c)
=I
(
X;Yi−1,1:N∗i−1|H, U
i−1
)
+ I
(
X;Yi,N∗i−1+1:N∗i |H, U
i−1,Yi−1,1:N∗i−1
)
+ o(log(ρ))
=ri−1 log (ρ) +
N∗i∑
j=N∗i−1+1
I
(
X;Yi,j|H, U
i−1,Yi−1,1:N∗i−1,Yi,j+1:N∗i
)
+ o(log(ρ))
(d)
≤ri−1 log (ρ) +
(
N∗i −N
∗
i−1
)
I
(
X;Yi−1,1|H, U
i−1,Yi−1,2:N∗i−1
)
+ o(log(ρ))
(e)
≤ri−1 log (ρ) +
(
N∗i −N
∗
i−1
) ri−1
N∗i−1
log (ρ) + o(log(ρ))
≤
N∗i
N∗i−1
ri−1 log (ρ) + o(log(ρ)), (68)
where (a) and (b) follow from applying the chain rule, and h
(
Yi,N∗i +1:Ni|H, U
i−1,Yi,N∗i
)
=
o(log(ρ)). Furthermore, (c) follows since Yi,1:N∗
i−1
and Yi−1,1:N∗
i−1
are statistically the same.
(d) follows from applying the straight forward extension of [16, Lemma 1] and (e) follows
from (67). Therefore,
d1 ≤N1 − r1,
di ≤
N∗i
N∗i−1
ri−1 − ri, i 6= 1, K,
dK ≤
N∗K
N∗K−1
rK−1, (69)
which gives the region defined in (5).
APPENDIX B
PROOF OF LEMMA 2
Consider the set of receivers J ⊆ [1 : K] where the receivers are ordered ascendingly according
to the coherence times length, i.e., Tj ≥ Tj−1, ∀j ∈ J. The proof consists of two steps. First, we
October 26, 2018 DRAFT
41
show that the individual degrees of freedom of each receiver is non-decreasing with the increase
of the coherence time of this receiver. Second, we show that the degrees of freedom region of
the channel is non-decreasing with the increase of the coherence times of the receivers. For the
first step of the proof we introduce the following Lemma.
Lemma 5: For the broadcast channel considered in Section III, define J = {i1, · · · , iJ} ⊆
[1 : K] with Tj ≥ Tj−1, ∀j ∈ J and Ψj as the message of receiver j ∈ J. Thus, we have
N∗j
(
1
J
−
N∗j
Tj
)
≤ MG
{
1
n¯
I
(
Ψj ;Y
n
j
)}
≤ N∗j
(
1−
N∗j
Tj
)
, (70)
where MG(x) is the multiplexing gain of a function x(ρ) of ρ and defined as
MG(x) = lim
ρ→∞
sup
x(ρ)
log(ρ)
. (71)
Proof: We first prove the right inequality of (70). We have
MG
{
1
n¯
I
(
Ψj;Y
n
j
)} (a)
≤ MG
{
1
n¯
I
(
Xn;Ynj
)}
(b)
≤ N∗j
(
1−
N∗j
Tj
)
, (72)
where (a) follows from the data processing inequality and (b) follows from the single-receiver
results [33]. Next, we show the left inequality of (70). Assume that we have the following
transmitted sequence
X
n
= [Ui1 , · · · ,UiJ ] , (73)
where Uj ∈ CNj×
n¯
J is the matrix containing the signal of receiver j ∈ J and the matrix is
constructed to be on the form of the optimal input of a non-coherent single receiver [33]. Hence,
MG
{
1
n¯
I
(
Ψj;Y
n
j
)}
≥ MG
{
1
n¯
I
(
Uj ;Y
n
j
)}
≥
N∗j
J
(
1−
N∗j
Tj
)
≥ N∗j
(
1
J
−
N∗j
Tj
)
. (74)
Thus, the proof of Lemma 5 is completed.
By Lemma 5, we have lower and outer bounds which are increasing with Tj . Furthermore,
the gap between the two bounds is
∆ = N∗j
(
1−
N∗j
Tj
)
−N∗j
(
1
J
−
N∗j
Tj
)
= N∗j
J − 1
J
. (75)
Therefore, MG
{
1
n¯
I
(
Ψj;Y
n
j
)}
is non-decreasing with the increase of Tj , which completes the
first step of the proof of Lemma 2.
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Now, we give the second part of the proof via a contradiction argument. Define D to be the
degrees of freedom region of a set of receivers with unequal coherence times where maxj Tj =
Tmax, and Ynj denotes the signal at receiver j. Define D to be the degrees of freedom region of
the receivers where the coherence times of all receivers is Tmax, where Y¯nj denotes the signal
at receiver j of this enhanced channel. Define D˜ ∈ D to be a degrees of freedom tuple, and
dj ∈ D˜ is the degrees of freedom of receiver j. Assume that D˜ /∈ D. By Fano’s inequality,
dj =MG
{
1
n¯
I
(
Ψj;Y
n
j
)}
,
≤MG
{
1
n¯
I
(
Ψj; Y¯
n
j
)}
, (76)
where Ψj is the message of receiver j ∈ J, and the last inequality follows from Lemma 5.
MG
{
1
n¯
I
(
Ψj; Y¯
n
j
)}
∈ D, therefore, dj ∈ D, ∀j, which contradicts the initial assumption com-
pleting the second part of the proof.
APPENDIX C
PROOF OF LEMMA 4
Consider the set of transmitters J = {i1, · · · , iJ} ⊆ [1 : K] where ∀j ∈ J, TjTj−1 ∈ Z. By Fano’s
inequality, as n¯→∞, ∑
j∈J
Rj ≤
1
n¯
I
(
Xni1 , · · · ,X
n
iJ
;Yn
)
, (77)
where Xnj is transmitter j ∈ J signal and Yn is the received signal over the entire transmission
time of length n¯ slots. In the sequel, we show that the degrees of freedom of 1
n¯
I (Xj;Y
n) is
non-decreasing in Tj . We give lower and upper bounds on this term, and furthermore, both
bounds are non-decreasing in Tj .
Lemma 6: Consider the multiple access channel in Section VII. Define J = {i1, · · · , iJ} ⊆
[1 : K] and Ψj as the message of transmitter j ∈ J. Thus, we have∑
j∈J
M∗j
(
1
J
−
M∗j
Tj
)
≤ MG
{
1
n¯
I
(
Xni1, · · · ,X
n
iJ
;Yn
)}
≤
∑
j∈J
M∗j
(
1−
M∗j
Tj
)
, (78)
where M∗j = min {Mj , N}.
Proof: We first prove the right inequality of (78). We have
MG
{
1
n¯
I
(
Xni1, · · · ,X
n
iJ
;Yn
)}
≤
∑
j∈J
M∗j
(
1−
M∗j
Tj
)
, (79)
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where the above inequality follows from the single-transmitter results [33]. Next, we show the
left inequality of (78). Assume that we have the following transmitted sequence
X
n
j = [0, · · · , 0,Uj, 0, · · · , 0] , (80)
where Uj ∈ CMj×
n¯
J is the matrix containing the signal of transmitter j ∈ J and the matrix is
constructed to be on the form of the optimal input of a non-coherent single transmitter [33].
Hence,
MG
{
1
n¯
I
(
Xni1, · · · ,X
n
iJ
;Yn
)}
≥ MG
{
1
n¯
∑
j∈J
I
(
Uj;Y
n
j
)}
≥
∑
j∈J
M∗j
J
(
1−
M∗j
Tj
)
≥
∑
j∈J
M∗j
(
1
J
−
M∗j
Tj
)
. (81)
Thus, the proof of Lemma 6 is completed.
By Lemma 6, we have lower and outer bounds which are increasing with Tj . Furthermore,
the difference between the two bounds is
∆ =
∑
j∈J
M∗j
(
1−
M∗j
Tj
)
−M∗j
(
1
J
−
M∗j
Tj
)
= M∗j
J − 1
J
. (82)
Therefore, MG
{
1
n¯
I
(
Xni1 , · · · ,X
n
iJ
;Yn
)}
is non-decreasing with the increase of Tj , and hence,
the proof of Lemma 4 is completed.
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