2 Worthy et al. & Huettel, 2010) ; compared with younger adults' abilities, older adults' abilities may be better suited for situations that require higher-order processing of relational dependencies between the sequence of recent choices and the rewards immediately available in the environment (Blanchard-Fields, 2007; Grossman et al., 2010) . These situations, in which reward values are choice dependent, may have greater ecological validity than choice-independent contexts because the options available to people usually depend on their previous choices.
Recently, the decision-making literature has distinguished between two different reinforcement learning systems: the model-based system and the model-free system (Glascher, Daw, Dayan, & O'Doherty, 2010) . The model-based system learns a cognitive map of the environment that describes how various options and their associated rewards are connected to one another. This system makes decisions by mentally simulating how one decision may influence future decisions in a process similar to how a chess player decides the best move on the basis of how it will affect future moves. In contrast, the model-free system learns the values associated with each choice directly, without building an explicit model of the environment.
These systems are neurally dissociable. The model-based system is mediated by areas such as the intraparietal sulcus and lateral prefrontal cortex, whereas the model-free system is mediated by the ventral striatum (Glascher et al., 2010) . A recent study found that after reward expectancies have been learned, younger adults recruit the ventral striatum more than older adults do, whereas older adults recruit the dorsolateral prefrontal cortex more than younger adults do (Mell et al., 2009) . One reasonable proposition stemming from this work is that increases in age are associated with a shift in the neural areas that are recruited for decision-making purposes (Cabeza, Anderson, Locantore, & McIntosh, 2002; Park & ReuterLorenz, 2009; Phillips & Andres, 2010) . Older adults may recruit more frontal areas and engage in more model-based decision making, whereas younger adults may rely on striatal areas and engage in more model-free decision making.
The two systems may differ in their relative suitability for solving problems in which the rewards are choice independent and problems in which the rewards are choice dependent. Younger adults may make better decisions when rewards are choice independent (i.e., the rewards available are not influenced by previous choices), whereas older adults may make better decisions when rewards are choice dependent (i.e., the rewards available are a function of the previous choices). Of course, neural declines in prefrontal areas (West, 1996) could cause older adults to perform worse than younger adults on choice-dependent tasks, which require identification of the higher-order relationship between choices and available future reward values.
We tested our hypothesis that older adults engage in more model-based decision making, compared with younger adults, in two experiments in which older and younger adults performed choice-dependent and choice-independent tasks. In Experiment 1, participants performed a choice-independent task in which the reward values possible for each option were arbitrary and were not influenced by previous behavior. In Experiment 2, participants performed one of two versions of a choice-dependent task. In this task, the rewards possible for each option were dependent on the number of times one of those options, which we term the increasing option, had been selected over the previous 10 trials. Choosing the increasing option caused the reward values for both options to increase on future trials. In contrast, the decreasing option gave a higher reward than did the increasing option on any given trial, but selecting it caused the rewards for both options to decrease on future trials. Thus the choice-dependent task involved learning the trade-off between the short-term benefits of the decreasing option and the long-term benefits of the increasing option, whereas no such trade-off had to be learned in the choice-independent task.
Experiment 1
In Experiment 1, participants performed a choice-independent decision-making task. In this task, the best strategy was to select whichever option gave the highest reward on a given trial. Participants chose one of four options (decks of cards) on each of 80 trials. Although each of the four decks appeared different to participants, in fact two options were "A" decks, and two options were "B" decks. Participants received a reward for each selection, and decks of the same type would result in the same reward on each trial. The value of these rewards varied arbitrarily across trials, except that during the first 50 trials, the B decks gave higher rewards than did the A decks, whereas after 50 trials, there was an arbitrary (choiceindependent) switch in reward values, such that the A decks gave higher rewards than did the B decks. The rewards given on each trial are shown in Figure 1 .
Method
Participants. Twenty-eight older adults (mean age = 68.55 years, range = 60−84; 10 male and 18 female; mean education = 17.28 years) from the greater Austin, Texas, community and 28 younger adults (mean age = 20.29 years, range = 18−23; 9 male and 19 female; mean education = 15.34 years) from the University of Texas community were paid $10 per hour for participating. Older adults were administered an extensive neuropsychological testing battery to determine if they evidenced any mental declines not due to normal aging (see Neuropsychological Testing Data for Older Adults in the Supplemental Material available online).
1 Materials and procedure. The experiment was performed on a PC using MATLAB (The MathWorks, Natick, MA) software. Participants were told that they would select one of four decks of cards on each trial and that they would receive between 1 and 10 points for each selection. The number of points earned on each trial was displayed on the screen after the selection. The decks used in this experiment were a fourdeck version of the decks we used in a previous study (Worthy, Maddox, & Markman, 2007, Experiment 2) . The reward structure was modified from a two-deck to a four-deck version by adding a second deck of each type. Participants were given the goal to try to earn at least 550 points by the end of the experiment (see Full Instructions in the Supplemental Material). They were told nothing about the rewards associated with each option. To reach the goal of 550 points, participants had to select the best option on about 90% of trials. Figure 2 shows the average points earned by younger and older participants. We conducted an independent-samples t test to compare the points earned by the two groups: Younger adults (M = 522, SD = 22.50) earned significantly more points than older adults (M = 506, SD = 31.60), t(54) = -2.17, p < .05.
Results

Discussion
The results supported our prediction that younger adults would outperform older adults on choice-independent tasks. To test our hypothesis that older adults would outperform younger adults on choice-dependent tasks, we had younger and older adults perform two choice-dependent tasks in Experiment 2.
Experiment 2
In Experiment 2, participants performed one of two dynamic decision-making tasks in which reward values were dependent on the sequence of previous choices (Bogacz, McClure, Li, Cohen, & Montague, 2007; Otto, Gureckis, Markman, & Love, 2009) . Figure 3 shows the reward structures for the tasks. In each task, there were two options: a decreasing option and an increasing option. The decreasing option always gave a higher reward on any given trial; however, the rewards possible for both options increased as the increasing option was chosen more frequently over a span of 10 trials. Each time participants selected the increasing option, rewards increased, whereas each time they selected the decreasing option, rewards decreased. Reward values for both options thus depended on how often each option had been chosen recently. This was the key difference between Experiment 2 and Experiment 1.
The optimal strategy was different for the two tasks. Figure  3a shows the reward structure for the increasing-strategy task. In this task, the increasing option was the optimal choice on each trial because repeatedly selecting it allowed participants to gain the greatest reward, whereas repeatedly selecting the decreasing option led to a much smaller reward: Selecting the increasing option 10 consecutive times led to a reward of 80 points on each trial, whereas selecting the decreasing option 10 consecutive times led to a reward of 40 points on each trial. Figure 3b shows the reward structure for the decreasingstrategy task. In this task, choosing the decreasing option led to a reward that was much larger than the reward for selecting the increasing option. In this case, selecting the decreasing option 10 consecutive times led to a reward of 65 points on each trial, whereas selecting the increasing option 10 consecutive times led to a reward of 55 points on each trial. Therefore, the gain from repeatedly selecting the increasing option could not make up the difference in value between the decreasing option and the increasing option. To optimize their performance on each of these tasks, participants had to gain an understanding of the underlying reward structure by juxtaposing the short-term benefit of selecting the decreasing option with the long-term benefit of selecting the increasing option and then choosing the option that was optimal for that task.
Method
Participants. Fifty-two older adults (mean age = 67.51 years, range = 60−82) and 51 younger adults (mean age = 20.35 years, range = 18−26) participated in the experiment for monetary Rewards given for choice of each type of deck in Experiment 1. There were four decks, two "A" decks and two "B" decks. Decks of the same type were yoked so that they gave the same reward on any given trial. Reward values were independent of participants' previous choices; during the first 50 trials, the B decks gave higher rewards than did the A decks, whereas during the last 30 trials, the A decks gave higher rewards than did the B decks. Materials and procedure. Participants were given a hypothetical scenario involving testing two oxygen-extraction systems on Mars.
2 Figure 4 shows a sample screenshot from the experiment. Participants were told that on each trial, they would test one of the two systems (A or B) and that a bar, representing a small oxygen tank, would show the amount of oxygen they had just extracted. The oxygen would then be moved into a larger tank, and the next trial would begin. A line on the larger tank corresponded to the amount of oxygen needed to sustain life on Mars. Participants were given the goal of trying to collect this amount of oxygen over the course of the experiment. The goal lines were set at the equivalent of 18,000 points for the increasing-strategy task and 16,000 points for the decreasing-strategy task. These goals corresponded to selecting the optimal choice in each task on roughly 80% of trials. Participants performed a total of 250 trials. They were told nothing about the rewards available for each option or the choice-dependent structure of the rewards.
Results
We first divided the data into five 50-trial blocks and examined the proportion of selections of the increasing option during each block (Fig. 5a ). Selecting the increasing option led to a larger cumulative gain in points in the increasing-strategy task, whereas selecting the decreasing option led to a larger cumulative gain in points in the decreasing-strategy task. We conducted a 2 (age) × 2 (task type) × 5 (block) repeated measures analysis of variance (ANOVA) on the number of times the increasing option was selected. There was a significant Age × Task Type interaction, F(1, 100) = 8.08, p < .01, η 2 = .18, and a significant Block × Task Type interaction, F(4, 97) = 7.89, p < .001, η 2 = .07. There were also significant main effects of block, F(4, 400) = 9.02, p < .001, η 2 = .08, and task type, F(1, 100) = 21.56, p < .001, η 2 = .18. We conducted pair-wise comparisons within each age group to examine the locus of the Age × Task Type interaction. Older adults selected the increasing option significantly more often when performing the increasing-strategy task (M = .56) 3 than when performing the decreasing-strategy task (M = .24), F(1, 51) = 40.82, p < .001, η 2 = .45. However, the proportion of trials on which younger adults selected the increasing option did not differ between the two tasks (increasing-strategy task: M = .48; decreasing-strategy task: M = .40), F(1, 49) = 1.21, p > .10. Thus, compared with the performance of younger adults, the performance of older adults was more consistent with the optimal strategy across both tasks. In the increasing-strategy task, choosing the increasing option led to higher rewards in the long term, whereas in the decreasing-strategy task, choosing the decreasing option resulted in higher rewards over both the short and the long term.
Extract Oxygen Using One of the Systems Cumulative Current B A Fig. 4 . Sample screenshot from Experiment 2. Participants were asked to test two oxygen-extraction systems (A and B) on the Martian landscape. The oxygen extracted on each trial was shown in the "Current" tank and then transferred to the "Cumulative" tank.
We next conducted a 2 (age) × 2 (task type) ANOVA on the total number of points earned throughout the experiment (Fig. 5b ). There was a significant effect of age, F(1, 100) = 4.80, p < .05, η 2 = .05. Older adults earned more points than younger adults on both the increasing-strategy task (older adults: M = 15,614.26; younger adults: M = 14,776.60) and the decreasing-strategy task (older adults: M = 15,738.46; younger adults: M = 15,286.15) .
General Discussion
Previous research and Experiment 1 of this study suggest that there is an age-related deficit in decision making, whereas Experiment 2 of this study suggests an age-related advantage. This discrepancy appears to be due to differences in the choicereward contingencies, given that previous research and Experiment 1 focused on choice-independent conditions (Denburg et al., 2005; Mell et al., 2009) , whereas Experiment 2 focused on choice-dependent conditions. Optimal performance in Experiment 2 required holistic learning of the reward structure rather than simple computation of relative reward values for the options, whereas in Experiment 1, computation of the relative reward values was sufficient to attain optimal performance.
We interpret these findings as evidence for a fundamental difference between older adults' and younger adults' approaches to decision-making problems. Older adults likely performed better than younger adults in Experiment 2 because they developed specific hypotheses about how rewards in the environment were structured. This allowed them to adaptively respond to the reward environment and to appropriately weigh the strengths and weaknesses of each option. In contrast, younger adults likely performed better than older adults in Experiment 1 because they were more efficient in identifying the choices that gave the highest rewards, but performed worse in Experiment 2 because they were slower to develop specific hypotheses about how rewards in the environment were structured. The fact that the reward structure greatly affected older adults' but not younger adults' proportion of selections of the increasing option in Experiment 2 supports this hypothesis.
This work supports the neural-scaffolding hypothesis of aging (Park & Reuter-Lorenz, 2009; Phillips & Andres, 2010) in that older adults appeared to have engaged in more frontally mediated, model-based decision making, whereas younger adults showed more evidence of striatally mediated, modelfree decision making. In real-world situations, it is likely more common that the rewards available depend on previous choices made than that the rewards available are independent of previous choices; thus, the structure of Experiment 2 appears to be similar to real-world situations. The advantage found for older adults in this experiment may have been partially due to agebased expertise in decision-making situations in which immediate decisions affect future possible outcomes (Masunga & Horn, 2001) . Although aging may lead to some cognitive declines, it may also lead to gains in the insight and wisdom needed to make the best decisions. Results from Experiment 2: (a) proportion of trials on which the increasing option was selected as a function of age group, task type, and block and (b) total points earned as a function of age group and task type. Error bars represent 95% confidence intervals.
