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An algorithm was recently presented that minimizes a nonlinear function in 
several variables using a Newton-type curvilinear search path. In order to 
determine this curvilinear search path the eigenvalue problem of the Hessian 
matrix of the objective function has to be solved at each iteration of the algorithm. 
In this paper an iterative procedure requiring gradient information only is 
developed for the approximation of the eigensystem of the Hessian matrix. 
It is shown that for a quadratic function the approximated eigenvalues and 
eigenvectors tend rapidly to the actual eigenvalues and eigenvectors of its Hessian 
matrix. The numerical tests indicate that the resulting algorithm is very fast 
and stable. Moreover, the fact that some approximations to the eigenvectors of 
the Hessian matrix are available is used to get past saddle points and accelerate 
the rate of convergence on flat functions. 
1. INTRODUCTION 
In [I] a new algorithm for function minimization was presented. This 
algorithm generates a sequence of approximate minimizers via the iteration 
formula 
xh l = xk + [exp(-t(xk) H(xk)) - I] H-r(xk) g(x”), (1.1) 
where g(,v) and H(r) are the gradient vector and the Hessian matrix of the 
objective functionf(x), respectively, and t(x”) is the value of a curve parameter t 
so chosen that a function decrease will result when moving from xk to xk+l along 
the curvilinear path. Although the resulting algorithm minimizes a quadratic 
function in one step and rapidly minimizes general functions, it has two dis- 
advantages: 
(i) the second partial derivatives of the objective function, i.e., the 
Hessian matrix, must be computed analytically; and 
(ii) the eigenvalue problem of H(x) must be solved at each iteration. 
At this point we recall that the computation of second partial derivatives 
may be too difficult for a highly nonlinear objective function and that the solution 
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of the eigenvalue problem of the Hessian matrix is time-consuming, especially 
for minimization problems of high dimensionality. 
Although in [2,3] an iterative procedure was developed which approximates 
the Hessian matrix using gradient information only, an eigenvalue problem 
still had to be solved. 
In this paper we present an iterative scheme for the approximation of the 
eigenvalues and eigenvectors of the Hessian matrix themselves. The resulting 
algorithm does not possess the property of quadratic termination, but the 
approximated eigenvalues and eigenvectors tend, under certain conditions, 
to those of the actual Hessian matrix when the objective function is quadratic. 
In the approximation scheme derived in this paper gradient information only is 
used, and the method is a generalization of the inverse iteration method for 
solving the algebraic eigenvalue problem [5]. 
2. PRELIMINARIES 
Let f: Rn + RI be a nonlinear function having a unique minimum at x*, 
and let us consider the initial-value system of differential equations 
2(t) = -g(x), x(0) = Xk, (2.1) 
where xL is a given initial point and t a curve parameter. The solution curve to 
the above system of differential equations is a steepest descent curve in x-space 
emanating from a+ and tending asymptotically to x*. 
To solve system (2.1) is, generally, not easy owing to the nonlinearity of g(x). 
However, an approximate solution may be obtained by expanding g(x) in a 
Taylor series to a first-order approximation, i.e., 
g(x) eg(x”) + N(x”)(x - x”). (2.2) 
The solution curve to the linearized system is then given by 
x(t) = xk + [exp(--tN(x”)) - I] H-‘(x7) g(x”), (2.3) 
where exp(-tH(x)) is the matrix exponential function of -US(x). 
Let now A<(x) be the eigenvalues of H(x) and Us the associated normalized 
eigenvectors, i = 1, 2 ,..., n. Then 
[exp(-M(x)) - I] H-i(x) = f exp(-f\t{$)) - 1 Us(X) Q(X). (2.4) 
i=l 
Our basic iteration formula may now be obtained via the following equation: 
$c+1 = *le + 
[ 
-f exP(-W&$)@?) - 1 2+(X”) zg(X”) 
I 
g(x”), (2.5) 
i=l 
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where t(xk) is the value of the parameter t minimizingf(x(t)) along 
f(X’, f) = [S exp(-$;)) - l u&c”) Uiq@)] g(9). P-6) 
For a complete discussion of the properties of the above curvilinear search 
path see [l-4]. 
3. AN ITERATIVE PROCEDURE FOR THE APPROXIMATION OF THE EIGBNSYSTEM 
OF THE HESSIAN MATRIX 
Letf(x) be a quadratic function of the form 
f(x) = HQx, 4 + (6 4 + c, (3.‘) 
where Q E Rnxn is a positive definite symmetric matrix. Clearly Q satisfies 
g(xi+l) - g(x”) = Q@+” - x”) (3.2) 
for any two points ~i+l and xi in R” or, letting zi = g(xi+l) - g(.@) and yi = 
$+l _ xi, 
,$ = Qyi. (3.3) 
When the above equation is evaluated at n + 1 points xi, i = 1, 2,..., n + 1, 
it yields 
Z=QY, (3.4) 
where the columns of 2 and Y are zi and yi, i = 1,2,..., n, respectively. 
Let now hi be an eigenvalue of Q and ui the associated normalized eigenvector. 
Then 
Qui = hiui . (3.5) 
Taking now the transpose of Eq. (3.4) and p remultiplying it by ui we obtain, 
since Q is symmetric, 
ZTui = YT Qui (3.6) 
and because of (3.5) 
ZTUi = AiYTUi . (3.7) 
Hence, finding the eigenvalues and eigenvectors of Q is equivalent to solving 
the generalized eigenvalue problem (3.7). Note that no matrix inversion is 
required as Q is not needed explicitly. 
Suppose now that f(x) is not quadratic. In this case the difference equation 
(3.2) does not hold. However, it can be used to provide a reasonable approxima- 
tion to the Hessian matrix, at least in the direction yi = xi+1 - xi. Note that 
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Eq. (3.2) has been used in the class of variable metric methods [6-91 to generate 
approximations to the inverse of the Hessian matrix. 
To this end we shall assume that the eigensystem of the Hessian matrix 
H(x~), at ~8, satisfies 
(Z”)TUj” = X,'i(Y")TUi", i = 1 , 2 )...) n, (3.8) 
where (z@, ui”) = Sij, since the Hessian matrix is symmetric. At the next 
point xlc+l, obtained through Eq. (2.5), we have 
(z"+l)Tuf+l = jq+l(y"+l)'u;+l, i = 1, 2,. .., n. (3.9) 
The matrices Zk and Y” are updated by means of 
Z”+l = Zk + (2” - Zkej)ejr 
and 
yk+l = y” + (yk - ykej)ejT, 
where ej is a unit vector having unity as the jth element, zeros elsewhere and 
j=k+l. 
Let us now set 
u5” = Uik + EVik, i = 1) 2 ,...) n, (3.10) 
and 
A:fl = Xik + ‘p:, i = 1) 2 ,..., n, (3.11) 
where E is a perturbation parameter, and zliL and pik are corrections to be 
determined. Introducing (3.10)-(3.11) into (3.9) we obtain 
(Zk+l - Xikyk+l)T + - ,pik(yk+l)TUi” 
= (-Zk+’ + hik‘yk+l)T Uik + E’+ik(yk+l)~vik. (3.12) 
If we assume that zckfl is sufficiently close to xk, then z$+l and x:+1 are also 
close to uik and Xik, respectively. Therefore, we can in (3.12) omit higher powers 
in 6, and letting 
Su,” = EVjk, i = 1, 2 ,...) n, (3.13) 
and 
Sh,” = E/Q”, i = 1, 2 ,..., n, (3.14) 
we have 
(Z k+l - hjkyk+l)T &,” - &h,“(y”+l)7-Ujk 
= (-Z”+l + ;\j”yWl)~Ujk, i = 1, 2 ,... , n. (3.15) 
If we now impose on z&l the normality condition 
<24:+1, fp) = 1, i = 1, 2 ,..., n, (3.16) 
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we obtain, to a first-order approximation, 
(Su,~, Ui”) = 0 i = 1, 2 ,..., n. (3.17) 
Equations (3.15) and (3.17) are written in matrix form as 
(%k)T 
(ZkA’ - hikyk+l)T - (yk+l)T Q] [“s;;:] = [(ezk+’ +Ox,,,ki,)T] %” (3’18) 
Solving the above system we obtain Sui” and ship. Then u:+’ and X:+l may 
be found from 
,y _ Uik + SUik (3.19) 
and 
jq+l = hi” + &,k. (3.20) 
As may be seen, system (3.18) must be solved for all eigenvalues and eigen- 
vectors, i.e., for all i, 1 < i < n. Moreover, the resulting u:+‘, i = 1, 2 ,..., n, 
will not, in general, form an orthonormal set of vectors in R”, and therefore an 
orthonormalization procedure such as the Gram-Schmidt process must be 
applied to them. System (3.18) is now transformed into a simpler form which 
also allows us to derive some very interesting results. 
A = [ (Z:ly)T 
0 
- YTU 1 (3.21) 
(the indices i, k and k + 1 are temporarily dropped) and let P be the permutation 
matrix 
Then 
PPT = ~h+1Mnt1) . (3.22) 
B = ATf’ =z 
u 0 
=I 
z-AY u 
-UTY 1 0 . 
(3.23) 
The inverse of B may be found using the bordering method for inverting 
matrices. We obtain 
B-’ = 
[ 
c-1 + sc-lw,TC-1 --SC-‘w 
- s,TC-1 1 s ’ 
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where 
C=Z-AY, 
w = 21, 
qT = -uTE7, 
and 
l/S = -q=c-‘lx 
Using the fact that P is an orthogonal matrix, we obtain from (3.23) 
A-1 = (BT)-1PT 
or, because of (3.24) 
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,4-l zxz 
[ 
- s( CT)-lq (P-1 + s( CT)-1 qwy CT)-1 
S 1 -swycy . 
Now using the notation (3.25)-(3.28), system (3.18) is written as 
A [El = [-Y-J w. 
Hence 
[;I] = A-1 [.“,)I w = [-” - ;Cr)-lq] 
(3.25) 
(3.26) 
(3.27) 
(3.28) 
(3.29) 
(3.30) 
(3.31) 
since (CT)-lCT = I and (w, w) = 1. The following recursive relations for 
approximating the eigenvalues and eigenvectors of the Hessian matrix may 
now be obtained: 
.;+1 c $((p+’ - jQyk+l)Tj-1 (yk+l)r u,k, (3.32) 
/q+l = Aik + Sik, (3.33) 
where the normalizing factor sik is given by 
l/Q = (yk-tl(Zk+l _ j&kyk+l)-1 ul.k, Q) (3.34) 
for all i, 1 < i < n. If the objective function is of the form (3.1) i.e., quadratic, 
we have 
Q = Zk(Yk)-l = (Y”)’ ((Zk)T)-1, k 2 n, (3.35) 
and therefore (3.32) and (3.33) reduce to 
.;+1 = sik(Q - Xi”l)-l U; (3.36) 
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and 
/\;+I = Aik + Qk, 
respectively, i = 1, 2 ,..., n, k 3 n, where 
(3.37) 
l/sik = ((Q - &“I)-1 uik, q). (3.38) 
In the following we prove that (3.36)-(3.37) converge to the actual eigen- 
vectors and eigenvalues of Q. 
Let pi be the eigenvalues and zti the associated normalized eigenvectors of Q, 
i = 1, 2 ,..., n. Since Q is symmetric the set {vi 1 i = I, 2 ,..., n> constitutes a basis 
for Rn, and therefore uik can be expanded in terms of the basis vectors as 
where 
Ujk = (1 - Ci”) Vi + f Cj%lj ) (3.39) 
j=l 
j#i 
(1 - Cik)Z + i (Cj”)” = 1, (3.40) 
j=l .i+i 
since uik is a unit vector. Suppose now that hik is closer to pi than to any of the 
other eigenvalues of Q, and consider the expansion of sjk in (3.38) into the 
eigenspaces of Q. We have 
1 hkJ2 
Si” 
__ u~c;“‘” + i 
p lk j+l P5 - 4” 
5fl 
1 = ___ 
pi - Aik 
(1 - cik)2 + il s (Q)‘] 
1 % 
i+i 
and, because of (3.40), 
1 
l -=- Sik pi - )rik (1 - Yik), 
(3.41) 
where 
yi” = i (1 - S) (Cj”)“. (3.44) 
i=l 3 2 
j#i 
Introducing (3.44) into (3.37) we obtain 
(1 -yi”)Af”=(l -y;)Ajlc+pi-Aik, (3.45) 
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from which 
j Xf+l - /Jzi 1 = 1 rF/(l - yik)j 1 At - /Ji / * (3.46) 
Note that yik > 0, since P:,~ = j(pi - Aik)/(pj - Aili)1 < 1,j = 1, 2 ,..., n, j # i, 
and that lim,,,, / A”+’ - pi 1 = 0 if rik = / rik/(l - yik)l < 1. 
Let us now assume that uik is c-close to ai, i.e., 
C.k = Q, ( Eik 1 < E, z i = 1, 2 ,..., n. (3.47) 
Then, clearly, lik < 1, and it follows from (3.46) that A:+l is a better approxima- 
tion to pi than Xik was. Moreover, Xik converges at least linearly to pLi, the rate 
of convergence depending upon rik, i.e., upon both eik and pjti . Let now p& = 
l(Pi - xi”)/(Pt - hk)l < l, where / pr - Ai” 1 = min+, / pi - hik j. Note that 
pf,i < 1, i = 1, 2,..., n, if the eigenvalues of Q are far apart. In this case (3.44) 
reduces to 
yik = f (Cj”)” < 1 (3.43) 
j=l 
&i 
and therefore 
Ci"=l,jfi (Cj")" 
1 
r.k = 1 - &&&ikjk)2 - jzl 
- f ($)” Q 1. 
j#i 
(3.49) 
Hence it follows from (3.46) and (3.49) that in the neighborhood of each eigen- 
vector the convergence to pi is very fast. Moreover, if Ejk = 0, j = 1, 2,..., n, 
j # 1, i.e., if uik = vi , then A:+i = pi , a result that may also be directly 
obtained from (3.37) by letting uik = zri . 
Let us now examine the next approximation to vi given by Eq. (3.36). From 
(3.37) we have sik = A:+’ - Xik, and therefore (3.36) is written as 
Now, from (3.45) we obtain 
Xffl - A,” = (pi - A”)/(1 - yk). (3.51) 
Hence 
u’f+l - 
* - & [(I - ‘t) vi + tl s c:Vj] (3.52) z 3 z 
9% 
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and, clearly, z$+~ is richer in vL than uii. was. From (3.45) WC also have 
(3.53) 
and thus from (3.52) using (3.44) as well, 
1 
*lc+1 = ___ 
(l 
(pi - x:)2 
z 1 -- yik - Q") vi - (1 _ &k)(& _ jy+l) 
(3.54) 
x~l[;;‘-x;xi~lil-~)(~jk,i~jkvj]j. 
j#i j+i 
As may be seen, the process is cubically convergent, since all coefficients 
other than that of a, are cubic in cjk, whereas the rate of cubic convergence again 
depends upon p$ . Note finally that if Aik = pi, then @+i is a vector in the 
direction of vL . 
So far, the convergence properties of our iterative procedure have been 
established under the assumption that ui is sufficiently close to vL , for all i, 
I < i < n. However, as our numerical results indicated, (3.36))(3.37) never 
failed to converge. The reason for this may be that for all our test functions 
the eigenvalues of the actual Hessian matrix are well separated. In this case we 
obtain yik == xyCl,jfi (E#, and for rjk to be less than unity we must have 
z:j”=l,j+i (cjk)” (4 or (z+“, vi)) 21j2/2; i.e., the angle between uip and vi must be 
smaller than 7r/4, a condition which is not difficult to satisfy. Note also that 
because of the Gram-Schmidt orthonormalization procedure, (3.36) is actually 
replaced by the following equations: 
(a) w:+l = Sik(Q - qI)-l Uik, i = 1 , 2,.. ., n, 
(b) ,yl = w:+l, 
i-l 
(c) #;+I = ,:+1 - 1 (wr+l, ui”“) $+l, i == 2, 3,. . ., n, 
j=l 
(3.55) 
(d) .;+l = @+1,l! ,;+'I/ , i = 1, 2 ,..., n. 
As may be easily verified, if the approximated eigenvectors are c-close to the 
actual ones, then the inner products in (3.55~) are of order O(8), and therefore 
the recursive equations (3.55a)-(3.55d) exhibit the same properties as (3.36). 
4. THE ALGORITHM 
An algorithm using iteration formula (2.5), with the eigensystem of the Hessian 
matrix being approximated as in the previous section, has been written and 
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tested extensively.1 The eigenvalues and eigenvectors of the Hessian matrix 
are approximated by solving system (3.18) and then using (3.19)-(3.20), instead 
of directly updating according to (3.32)-(3.33), so as to avoid the undesirable 
procedure of matrix inversion. Then the new approximations to the eigenvalues 
are placed in ascending order, and the resulting set of eigenvectors after rearrange- 
ment is orthonormalized using the Gram-Schmidt process. The initial ap- 
proximations to the eigenvectors are set equal to uio = ei , i = 1, 2,..., n, where ei 
is a unit vector with unity in the ith position and zeros elsewhere, whereas the Xio, 
i = 1, 2,..., n, are distributed over the interval [l, n] according to hi0 = 
;/(n + 1 - j). The algorithm is reset when system (3.18) is singular or causes 
certain eigenvalues to fall outside some lower and upper bounds, or when 
the resulting set of eigenvectors is linearly dependent. 
In order to determine the next approximation &+l to the minimizer x*, we 
can minimize the objective function along our curvilinear search path (2.6) 
emanating from xk. This is, however, a most inefficient way of generating 
successive approximations to x*, as it involves an excessive number of function 
evaluations. In some of the minimization algorithms developed so far an attempt 
was made to overcome this disadvantage by making use of a cubic interpolation 
in order to predict x k+l, but if this is done the gradient vector has to be computed 
at all intermediate points. In our algorithm the following procedure is used, 
called “quadratic interpolation.” We first, in (2.6), replace the Xi”, i = 1, 2,..., n, 
by their absolute values, thus forcing the Hessian matrix to be positive definite. 
This also allows us to let t --f + 00, yielding 
xk+l = & - H-‘(~k)~(~k) = Xk - L,:, u~kyT] g(x”). 1 
Note that this is the point obtained when Newton’s method is used with a step- 
size of unity. Iff(x” - H-l(x”) g(x”)) < f(x”), we proceed to the next iteration; 
otherwise a quadratic interpolation is used repeatedly until a decrease in the 
function value is obtained. 
We do this by making the change of variable t = ~/(l - T) and assuming 
that f(x(~)) varies quadratically between 7 = 0 and T = 7sk whenever 
fMTs”)> > f(x(W, h w ere s denotes the number of steps in the unidimensional 
search. The quadratic approximation to the objective function along our curvi- 
linear search path (2.6) is obtained by lettingf(x(0)) = f(x7), f(x(~:)) = f(x$), 
and df(x(O))/d~ = --l~g(x”)li2. As may be proved, f(x(T)) has a minimum at 
Tf,l = ~~“(1 - (yL + asL)/(2rk + ask)), where yk = I/ g(xk)[12 > 0 and 
8,” = (2/7,7 (f(x,lz) - f(x”)) > 0. To abviate the possibility of the interpolated 
minimum falling quite close to the point from where the interpolation was 
1 For a tape, as well as a listing of the program, apply to the author at the following 
address: National Research Institute for Mathematical Sciences, CSIR, P.O. Box 395, 
Pretoria 0001, South Africa. 
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started, we set ~f+r = max(0.1 7s 7 k ~t+r}. We then set xz+r = xk + p(x”, tz+r) 
and test whether the condition (f(&r) - f(xk))/(xf+r - xk, g(xk)) > E is 
satisfied, where E is a small positive number. If  this is the case we set xk:ml == .$+i 
and t(x”) = tt+r , as a sufficient function decrease has been achieved; otherwise 
we set s = s + 1 and repeat the quadratic interpolation. A suitable initial 
approximation to the step-size is given by T,,~ = min(1, T”} where G is the 
root of 
2f(x”) = i ’ - exff!--lh,“) (g(x”), %k>2, t = T/(1 - T), 
i=l 1 
unlessf(xk) < 0, in which case we take rak = 1, i.e., t -+ co. 
The fact that some approximations to the eigenvalues and eigenvectors of the 
Hessian matrix are available may now be used to accelerate the rate ofconvergence 
and to get past stationary or almost-stationary points which are not relative 
minima. We recall that at such a stationary point the gradient vector is zero, 
but the Hessian matrix is indefinite. Indeed, let j]g(x”)ll be almost zero at a 
certain point xP of our minimization process and let hik < 0 for some i, 
1 < i < 71. Then assuming that our approximation scheme of the previous 
section approximates the eigensystem of the actual Hessian matrix reasonably 
well, the region around xk is an almost-stationary point which is not a relative 
minimum (case of a saddle point). As may now be seen (exp(-tAik) - 1)/h,” - 
~ co as t + + co, and therefore the dominant term in the expansion (2.6) is that 
corresponding to ui p. This suggests that uik should be used as the search direction 
during the next iteration, which is a result that could, however, have been 
expected, since the best downhill direction in the case of a saddle point is the 
eigenvector corresponding to the most negative eigenvalue. As numerical results 
have indicated, the use of one of the eigenvectors is also suggested when hi2 = 0, 
1 < i < n (x” is a point of singularity of the Hessian matrix) or, more generally, 
when I XhJGax 1 < 1 (xk lies on a valley in the direction of z&,). Note that if 
I xhl/~kax 1 < 1, then (2.6) reduces to x(t) ru (exp(-tthkin) - l/Akin) 
(4&n ) .dxk))&n 9 which is a result suggesting that z&, should be used as the 
search direction, provided that (&, , g(x”)) # 0. However, since our iteration 
formula (2.6) is well defined even when the Hessian matirx is singular or non- 
positive definite, we consider the possibility of using one of the eigenvectors 
at XP only when /(f(x”-l) -f(~~))/f(x”~~)i < E, where E is a small positive 
number. 
The following algorithm may now be stated. 
STEP 0. Select an x0 E Rn such that the level set Lo = {x /f(x) <f(x”), 
x E R"} is compact; set the tolerances eps 1, eps 2, eps3, eps 4, eps 5, eps 6, 
eps 7, eps 8,1, L, N, and 7. 
STEP 1. Set k = 0,j = 1, Y” = diag(n + 1 - i), Z” = diag(i), i = 1,2 ,..., n 
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Comment. As may be seen, Xi0 = i/n + 1 - i and ut = ei , i = 1, 2 ,..., n. 
STEP 2. Set P(xa, t) = -tg(x”); go to Step 4. 
STEP 3. Solve the system 
if the above system is singular, then set x0 = &+l and go to Step 1; otherwise 
update the eigensystem of the Hessian matrix by means of w:+’ = ujk + 6uik 
and A:+’ = hi” + 6Xik, i = 1, 2 ,..., n; if ( Xi+’ 1 < 1 or 1 Xf+l / > L, i = I,2 ,..., n 
set x0 = 9+l and go to Step 1; otherwise rearrange the eigenvalues in increasing 
order, i.e., Xi+’ < hFsl, i < j, i, j = 1, 2 ,..., n, and orthogonalize the set wF+‘, 
i = 1, 2,..., n, using the Gram-Schmidt process; let @+‘, i = 1,2,..., n, be the 
resulting set of vectors, i.e., r$+l = wt+i, ii:+’ = w:+l - CiZt (w:+l, tif+l)iZjF+l, 
i = 2, 3,..., n; iftheset {w:+l, i = 1, 2 ,..., n> is linearly dependent, set x0 = ~k+l 
and go to Step; otherwise set $‘l = $“/ll z$+~II, i = 1,2,..., n, and k = k + 1; 
go to Step 7. 
Comment. In order to solve our systems of linear equations we use Gaussian 
elimination with partial pivoting. If the diagonal elements of the resulting upper 
triangular system are all greater in absolute value than eps 2 = 10-16, we say 
that the particular system is nonsingular. Before orthonormalizing the set 
wf+l, i = 1, 2 ,..., n, we rearrange the eigenvalues in increasing order, so that 
the basis vector for the Gram-Schmidt process will be the one corresponding 
to the smallest eigenvalue. When testing for linear independence, the norm of 
Uk+l, i = 1, 2 ,..., I n, is compared with eps 3 = 10-24, and if 11 $+‘I/ > eps 3, 
i = 1, 2,..., n, we say that the set is linearly independent. The upper and lower 
bounds for the eigenvalues were set equal to L = lo6 and I = 10-16, respectively. 
STEP 4. If f(9) < 0, go to Step 5; otherwise use the bisection method to 
solve the equation 2f(xk) = -(p(@, t), g(x”)), t = T/(I - T), and let 7k be 
its root; set s = 0, 7ok = min{l, T”> and go to Step 5. 
Comment. Before applying the bisection method we test whether a root 
exists in the t-interval [0, +oo) or equivalently in the T-interval [0, 11. We do 
this by testing whether 2f(xk) <CL, (g(x”), ~+~)~/ht, and if this is the case 
we set rok = 1. Note that when p(xk, t) = -tg(x”), then Aik = 1 and u;” = ei , 
i = I, 2,..., n, and no change of variable is needed. 
STEP 5. (Quadratic interpolation). (i) Set xsk = xk + p(~“, tsk), tsk = 
TQk/(l - 7,k). 
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(ii) Compute f(x:); if (f(~,“) -f(x”))/(xsk - &, g(&)) > 1O--4, go to 
step (iv); otherwise set ~t+~ = max(0.I T,~~‘, T:+~}, where 
6,” = -$ (.&Sk) -f(q), 
and go to step (iii); 
(iii) Set s = s + 1 and go to step (i). 
(iv) Set $+r = x,~~, t(&) = t,yk = ~,?“/(l - r,1;), and go to Step 6. 
STEP 6. Compute f(&+’ ) and g(&-l); if 11 g(&l)l) < eps 1 = 10-6, stop; 
otherwise set .P+r = Zk + (a” - Zkej)ej*, Yk+r = Y” + (yk - YQj)ejr, where 
xk = g(xk+‘) - g(x”) and yk = & k1 - s”; if j = n, then set j = I ; otherwise 
set j = 1; otherwise set j = j + 1 and go to Step 3. 
STEP 7. Comment. In this step a decision is to be made as to whether one 
of the eigenvectors should be used as the search direction during the next 
iteration. We first determine whether xii is a saddle point or not. 
If \Ig(~“)l/ < eps 4 = 1O-4 and A,” < 0, set dk = ulk and go to Step 8. 
Comment. We now examine the possibility of a vanishing Hessian. If i hi / < 
eps 5 = 5 X 10w2, i = 1, 2 ,..., n, go to Step 9. Comment. The possible use of 
one of the eigenvectors is considered only if the relative function decrease is 
less than eps 6 = 5 x 10-2. If j(f(x”-‘) -f(~~))if(~“-‘)I > eps 6, go to Step 9. 
Comment. One of the eigenvectors will now be used if xk is a point of singularity 
of the Hessian matrix or a point that lies on a steep valley, unless this was the 
case during the previous N = 3 iterations. If j ;\~in/Akmax / < eps 7 = 10m4, 
use r&r,, i.e., dk = z&, , unless I(&, , g(x”))/ < eps 8 x 1O-3 in which case 
use the eigenvector corresponding to the next in absolutely increasing order 
eigenvalue. Comment. Finally the existence of a flat saddle point is to be examined. 
If j[g(xk)ll < 7 = 1 and Ark < 0, set d’( =~= uik’; otherwise go to Step 9; go to 
Step 8. 
STEP 8. The next iterate xlc+-l is obtained along the direction d”, being one 
of the eigenvectors, by repeatedly reducing the step-size by means of t, = l/2”, 
to = 1, until a smaller function value is obtained; go to Step 6. 
STEP 9. Set the curvilinear search path 
p(xAz tl = 
I 
f exp(--t I &” I) - 1 
, I Ai” I 
U<%4ik g(x”) 
i=l 1 
and go to Step 4. 
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The convergence properties of this algorithm, when the quadratic interpolation 
is replaced by a unidimensional minimization, have been established by a 
theorem presented in [3]. 
The algorithm described above has been programmed and executed on a 
number of test functions. The numerical results indicate that: 
(i) the new algorithm is very fast, stable, and capable of overshooting 
stationary or almost-stationary points and points of singularity of the Hessian 
matrix, and moves rapidly toward the minimum along a narrow valley; and 
(ii) the eigensystem of the Hessian matrix is well approximated, especially 
in the vicinity of the minimum, whereas for quadratic functions the actual 
eigenvalues and eigenvectors are obtained after a few iterations. 
Our algorithm has also been compared with the standard IBM subroutine of 
Fletcher’s method [6], and the results indicate that the new algorithmis preferable: 
Not only was the total number of evaluations smaller, but it was possible to 
find the minimum in cases where Fletcher’s algorithm failed. 
The following is an extract from our numerical results; these illustrate the 
typical behavior of the algorithm. Complete numerical results involving experi- 
ments on 14 well-known functions may be obtained from the author [Ill. 
In Tables I and II the total number of evaluations is equal to the number of 
function evaluations plus n times the number of gradient evaluations. 
TABLE I 
New Algorithm” 
Function Starting point Iterations Evaluations 
Parabolic valley (-1.2,1) 35 138 
(3, 3) 26 94 
(8, 8) 57 219 
Cubic valley (-1.2, -1) 39 159 
(3, 3) 70 296 
(8, 8)b 98 399 
Cliff functionb (0, -1) 36 153 
to, 0) 17 97 
Quartic with 
singular Hessian 
(3, - 1, 0, 1) 47 260 
Botsaris function (-1.2, -1, -1.2 ,..., -1) 95 1195 
LL Near the minimum the eigensystem of the Hessian matrix were very well approximated 
by our iterative process. 
b Fletcher’s algorithm failed to converge. 
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TABLE II 
Fletcher’s Algorithm 
Function 
___. 
Parabolic valley 
Starting point 
(-1.2, 1) 
(3,3) 
(8, 8) 
Iterations Evaluations 
31 141 
48 180 
96 381 
Cubic valley (-1.2, -1) 48 174 
(3, 3) 133 534 
@,W 377 1467 
Cliff” function - - 
- - 
Quartic with 
singular Hessian 
(3, -190, 1) 52 275 
Botsaris function (-1.2, -1, -1.2 )...) -1) 233 2948 
o Fletcher’s algorithm failed to converge. 
Parabolic valley. 
f(x) = 100(x, - x12)2 + (1 - x1)“, x* = (1, l)T, f(x*) = 0. 
Cubic valley. 
f(x) = 100(x, - x13)2 + (1 - x1)2, x* = (1, l)T, f(x*) = 0. 
C&j function. 
f(x) = (G)l - (x1 - x2) + e20(21-22), x* = (3, 3.314978)r, 
f(x*) = 0.1997866. 
Quad with singular Hessian. 
f(X) = (X1 + 1042 + 5(x3 - Xq)2 + (X3 - 2X3)4 + 10(X, - x4)4, 
x* = (0, 0, 0, O)T, f  (x*) = 0. 
Botsaris function. 
This function was minimized for n = 10. 
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