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Rydberg atoms immersed in a Bose-Einstein condensate interact with the quantum gas via electron-
atom and ion-atom interaction. To suppress the typically dominant electron-neutral interaction, Rydberg
states with principal quantum number up to n = 190 are excited from a dense and tightly trapped micron-
sized condensate. This allows us to explore a regime where the Rydberg orbit exceeds the size of the
atomic sample by far. In this case, a detailed lineshape analysis of the Rydberg excitation spectrum
provides clear evidence for ion-atom interaction at temperatures well below a microkelvin. Our results
may open up ways to enter the quantum regime of ion-atom scattering for the exploration of charged
quantum impurities and associated polaron physics.
The level of control nowadays attained over ultracold
atomic gases largely relies on the unprecedented precision
with which interparticle interactions can be tuned in exper-
iments [1, 2]. While for neutral atoms the necessary regime
of ultracold quantum scattering has been exploited exten-
sively over the last decades, the situation is different for
recently explored mixtures of atoms and ions due to more
stringent temperature requirements [3, 4]. Reaching the
quantum scattering regime for these systems is expected to
provide a rich experimental platform with novel phenom-
ena and applications. Among others, those may comprise
precision measurements of ion-atom collision parameters
and associated molecular potentials [5, 6], ultracold quan-
tum chemistry [7], the study of exotic and strong-coupling
impurity physics [8–10], or quantum simulations of con-
densed matter systems [11] with prospects for implement-
ing coupling to lattice phonons [12].
Recent years have seen rapid progress in controlling ion-
atom mixtures based on hybrid approaches by combining
radio-frequency ion traps with optical traps for neutral en-
sembles. In such settings, cold collisions and chemical re-
actions have been investigated [13–16], including the study
of single ions in Bose-Einstein condensates (BECs) [17].
Yet, the intrinsic micromotion of the ion sets fundamental
temperature limits typically in the millikelvin regime [18],
which have so far prevented reaching the elusive quantum
regime. Mixtures with favorable mass ratios, however, hold
promising perspectives [19, 20]. Alternatively, optical trap-
ping of ions has been recently demonstrated, but controlled
mixing with ultracold atoms remains an open challenge
[21, 22].
In this Letter, we explore a novel approach and study
the ion-atom interaction for the core of a giant Rydberg
atom immersed in a BEC of 87Rb. Exciting the Rydberg
state from a condensed sample conceptually maintains the
ultralow temperature environment of the parent atomic en-
semble, though in our experiment we are mainly limited
by the imparted photon-recoil during Rydberg excitation.
The interaction of the BEC with the core ion is thus probed
at temperatures below a microkelvin, which is about three
FIG. 1: Concept of the experiment. (a) Potential energy Ui,e
(black) and Ue (red) as a function of internuclear distance R
in the vicinity of the 190S1/2 + 5S1/2 asymptote (U = 0).
While Ue only accounts for the electron-neutral interaction, Ui,e
also includes the interaction with the Rydberg core ion. In the
lower panel, nearest (solid), next-nearest (dashed), and next-next-
nearest (dash-dotted) neighbor distributions are depicted for a
typical density of 3×1015 cm-3. (b) Full spatial range of Ui,e
shown for three principal quantum numbers for comparison with
the spatial extent of the BEC Thomas-Fermi profile (green) along
the short trap axis. (c) Illustration of the BEC dimension (green),
trapped in the optical tweezer (red), and the size of the nS Ryd-
berg electron orbit (blue) for the Rydberg states in (b).
orders of magnitude lower compared to what has been
achieved in more conventional hybrid traps [23, 24]. Yet,
our system temperature is still above the s-wave scatter-
ing limit, which for Rb is E? ∼ (2µ2C4)−1= kB× 79 nK
[13, 25]. Here, µ denotes the reduced mass and C4 =
318.8 a.u. the atomic ground-state polarizability [26]. A
striking advantage of our method is that rapid acceleration
of the ionic impurity due to detrimental electric stray fields
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2is prevented by the Rydberg electron which provides an ef-
fective shielding.
To discuss the concept of the experiment, we first con-
sider a Rydberg atom interacting with a single neutral
ground-state atom, which resides within the Rydberg elec-
tron orbital. The position R of the atom and r of the
electron are measured relative to the central Rydberg ionic
core. The polarizable neutral particle interacts with both
the charged core ion and the electron. The first contribution
is described by the classical ion-atom polarization potential
Vi = − C4
2R4
, (1)
where R = |R| denotes the internuclear distance. The in-
teraction of the low-energy Rydberg electron with the neu-
tral atom requires a quantum mechanical formulation with
Fermi’s pseudopotential [27–30]
Ve = 2pias(k) δ
3(r−R)+6piap(k)δ3(r−R)←−∇·−→∇ , (2)
where the (triplet) s-wave, and p-wave scattering terms
are specified by the respective energy-dependent scatter-
ing lengths as,p(k). We omit the singlet scattering chan-
nels [31, 32], which do not play a role for the electron spin
configuration studied in this work. The relative strength
of the ion-atom and electron-atom interaction depends on
R, and can be quantified by solving the system Hamilto-
nian including both interaction terms. A full diagonaliza-
tion on a truncated Hilbert space yields the two-body Born-
Oppenheimer potential energy Ui,e(R) [33, 40] shown in
Fig. 1 for |nS1/2〉 Rydberg states.
At large internuclear distance Ui,e is fully determined by
the electron-atom interaction and inherits its characteristic
shape from the Rydberg electron wavefunction as a conse-
quence of the short-range nature of Ve (Fig. 1(b)). Only
when the atom is close to the Rydberg core, the ion-atom
interaction starts to compete and finally dominates for suf-
ficiently smallR. The zoom-in depicted in Fig. 1(a) reveals
the contribution of the ion-atom potential forR < 3000 a0
(Bohr radius) by comparing Ui,e to Ue. For the latter, we
omit Vi in the computation of the potential energy curve.
Note that the divergence at R ≈ 1700 a0 is due to a shape
resonance in the electron-atom p-wave scattering channel
[29].
The potential energy curve now forms the basis for the
description of a single Rydberg atom interacting with a
dense BEC, for which many neutral perturbers are found
within the range of Ui,e. For the non-degenerate S-orbitals
considered in this work, the interaction of each perturber
contributes individually and the joint effect can be probed
by analyzing interaction-induced broadenings and shifts of
the Rydberg laser excitation spectrum [41, 42]. Evidently,
probing the ion-atom interaction poses a two-fold chal-
lenge. First, the BEC density needs to be high enough so
that sufficiently many atoms are located within the range
where Vi starts to compete with Ve. Second, the typi-
cally dominant contribution of the electron-atom interac-
tion at large R has to be decreased. The latter can be
achieved by reducing the spatial overlap between the Ryd-
berg electron wavefunction and the BEC density distri-
bution. In our experiment, we address both aspects by
confining an elongated BEC in a tightly focused optical
tweezer. This provides high peak densities with a typi-
cal nearest neighbor spacing of ≈ 700 a0 in the cloud cen-
ter (cf. Fig. 1(a)). Note that the characteristic range of
Vi for Rb is R? =
√
µC4 ≈ 5000 a0 [4]. At the same
time we access a regime, where for large n the Rydberg or-
bit reaches far beyond the radial extent of the condensate,
thereby reducing the contribution of electron-atom interac-
tion (Fig. 1(b) and (c)).
In a first set of experiments, we demonstrate access to the
ion-atom interaction by suppressing the effect of the Ryd-
berg electron. For this, we tune the principal quantum num-
ber up to n = 190 (orbital radius ≈ 3.7µm). Our mea-
surements start from a BEC of typically 6×105 87Rb atoms
in the |5S1/2, F = 2,mF = 2〉 hyperfine state, prepared
in a magnetic Quadrupole-Ioffe-Configuration (QUIC) trap
at a temperature below 250 nK. A small volume opti-
cal tweezer, focused by a high-NA aspheric lens (Gauss-
ian waist ≈ 1.8µm, wavelength 855 nm) and overlapped
with the condensate, is loaded within 10 ms. Subsequently,
a small change of the magnetic trapping fields allows us
to shift the parent BEC aside in order to isolate the opti-
cally trapped sample. At the end of the preparation pro-
cedure, we achieve micron-sized elongated BECs of typi-
cally 6.5 × 104 atoms and peak densities ≈3×1015 cm-3.
Radial and longitudinal trap frequencies for the con-
fined sample are measured toω⊥ = 2pi× 2180(60) Hz and
ω|| = 2pi × 215(30) Hz, respectively.
In the dense micro-BEC, we now excite a single atom
to the |nS1/2,mJ = +1/2〉 Rydberg state via two-photon
excitation incorporating the intermediate 6P3/2 level at a
detuning of +80 MHz. For this, the sample is illuminated
simultaneously with two frequency-tuneable laser beams
at wavelengths 420 nm and 1020 nm. The latter is fo-
cused through the same lens that is used to generate the
tweezer trap to ensure local Rydberg excitation only in the
micro-BEC [43]. For the bare Rydberg atom, the excitation
scheme transfers a photon-recoil energy of kB×730 nK.
Each excitation pulse of 500 ns (200 ns for n = 40 and
71) is followed by field-ionization and detection (efficiency
> 40%) of the produced ion on a microchannel plate de-
tector. This procedure is repeated five times with a repe-
tition rate of 20 kHz in the same atomic sample. To avoid
any Rydberg-Rydberg interaction, the ion count rate is kept
well below one (< 0.3 ions/pulse). Rydberg spectra are
obtained by variation of the two-photon detuning δ and av-
eraging over at least 75 realizations. For high-n Rydberg
states (n ≥ 127) we account for diamagnetic line shifts
that arise due to the magnetic field ramps to a final value of
7.73 G during sample preparation [33].
Results of such measurements for increasing values of
n are shown in Fig. 2. For all datasets, we observe large
spectral redshifts and strong line broadening [33], which
3FIG. 2: Rydberg spectroscopy in the BEC. The normalized ion
count rate is shown as a function of laser detuning δ with respect
to the bare |nS1/2〉 Rydberg resonance (δ = 0) for a set of prin-
cipal quantum numbers n as indicated. Solid lines are Gaussian
fits to the data to extract the spectral width σ. The datasets are
offset for better readability and zero count rate is denoted by the
dotted lines. The data for n = 40, 71 is scaled by a factor of two.
Error bars show 1σ statistical uncertainty. The filled diamonds
indicate the center of the excitation spectra predicted from a full
numerical simulation (see text). Inset: Spectral width σ as a func-
tion of principal quantum number. Error bars indicate the confi-
dence interval from the fitting procedure to extract σ. The solid
black (dashed red) line shows the prediction from our numerical
simulation with (without) taking the ion-atom interaction into ac-
count. Shaded regions indicate the experimental uncertainty in
atom number (±10%) and trapping parameters.
are attributed to the interaction of the Rydberg atom with
the BEC. While shift and broadening is comparable for
40S1/2 and 71S1/2, the spectrum narrows and shifts to-
wards the bare Rydberg transition at δ = 0 when n is fur-
ther increased. The rather independent spectral shape when
changing n from 40 to 71 is indeed expected as long as the
electron orbit is considerably smaller than the condensate,
which has been experimentally confirmed in earlier studies
[41–43]. In this regime, the spectrum is dominated by the
electron-neutral interaction. For larger n, the decreasing
shift and broadening is due to the reduced overlap of the
electron with the BEC, and consequently the suppressed
electron-atom interaction.
To quantify the effect of the ion-atom interaction, we
compare our measurements to a full numerical simulation
of the measured spectral lineshape. Our theoretical analy-
sis starts from the two-body potential energy curves Ui,e
and Ue as introduced above. We recall that Ui,e takes into
account both, the ion-atom as well as the electron-neutral
interaction, whereas the former is omitted in Ue. For mod-
elling the presence of many ground-state perturbers, we
apply a Monte-Carlo sampling approach which treats the
atoms from the BEC as point-like particles that are ran-
domly distributed within the range of U according to the
condensate density distribution in the trap. The model also
takes into account the random position of the ionic core in
the condensate weighted by the Rydberg excitation laser
profile. From each realization a density-induced energy
shift is calculated. Averaging over typically 5×105 realiza-
tions and taking into account the finite excitation linewidth
of the unperturbed Rydberg atom delivers a precise line-
shape for the excitation spectrum. Note that this model
has been previously applied to analyze the electron-neutral
scattering in regimes, where the ion-atom interaction is
negligible [42, 43]. Moreover, our semi-classical sampling
method has recently been shown to reproduce a full quan-
tum mechanical treatment based on a functional determi-
nant approach at sufficiently large densities [44, 45]. We
have verified that this holds for our system parameters and
also when including the ion-atom interaction [46].
The ion-atom interaction is most clearly identified when
analyzing the width of the excitation spectrum. The mea-
sured width σ, extracted from Gaussian fits to the data, is
shown as a function of n in the inset to Fig. 2. In our fit-
ting procedure, we account for an overall offset in the data,
which is more prominent for higher n. Partly, this offset
can be attributed to direct photoionization of atoms by the
tweezer light in combination with the 420 nm Rydberg ex-
citation laser. The experimental results are compared to
the width extracted from our numerical simulation based
on Ui,e (black line) and Ue (red line). The interaction of
the ion with the BEC is evident for large n and causes an
increased width of the excitation spectrum in accordance
with our measurements. Additionally, we compare the cen-
ter position of the simulated spectra using Ui,e (diamonds
in Fig. 2) with the data and find good agreement over the
entire range of investigated principal quantum numbers.
Note that the ion-atom interaction also causes a redshift
of the center position (≈ 5 MHz) for large n, which is yet
less prominent than the effect on the spectral width.
Next, we elaborate on the full lineshape of the excita-
tion spectra for large n in order to provide a more de-
tailed analysis of the effect of the ion-atom interaction. For
this, we focus on measurements at n = 160 and 175 in
a second set of experiments, and take explicit care to en-
sure an improved accuracy in determining all relevant sys-
tem parameters. More specifically, the loading sequence of
the tweezer trap is slightly altered in order to ensure adi-
abaticity when separating the micro-BEC from the parent
4FIG. 3: Contribution of ion-atom interaction to Rydberg spec-
tra for high-n Rydberg states (n = 160, 175; inset n = 71). The
normalized ion count rate is shown as a function of laser detuning
δ in the vicinity of the bare |nS1/2〉 Rydberg resonance (δ = 0).
The solid black (dashed red) line shows the result of our full nu-
merical lineshape simulation with (without) taking the ion-atom
interaction into account. The shaded areas indicate experimen-
tal uncertainty dominated by a ±10% error on the atom number
(N = 4.8 × 104 (71S); N = 5.1 × 104 (160S); N = 4.6 × 104
(175S)). Error bars show 1σ statistical uncertainty.
condensate. In combination with an improved trap align-
ment this provides a more precise determination of the
trap frequencies measured to ω⊥ = 2pi×2442(20) Hz and
ω|| = 2pi×268(4) Hz, respectively. At the end of the sam-
ple preparation, the residual magnetic field is 1.74 G. Ad-
ditionally, the experimental sequence is repeated at least
100 times for each datapoint to reduce statistical uncer-
tainty.
The results of these measurements are shown in Fig. 3
and compared to the numerically simulated spectral pro-
files within our theoretical analysis outlined above. We
stress that the BEC parameters entering the computed spec-
tra are determined via independent measurements. Conse-
quently, there are no free parameters except for the area un-
der the curves, which is normalized for comparison to the
experiment. Evidently, when we omit the ion-atom inter-
action and only include Ue in the model (red dashed line),
the simulation results clearly fail to capture the experimen-
tal data. Specifically, the measured spectra extend signifi-
cantly more towards larger red detuning as a consequence
of the presence of the ion. Indeed, taking into account the
ion-atom interaction, i.e. using Ui,e in the numerical sim-
ulation (black solid line), we find good agreement between
experiment and theory. Deviations at very small detunings
are possibly due to a residual thermal fraction with reduced
density. Our experimental results thus provide evidence for
the role of ion-atom interaction for a BEC within a giant
Rydberg orbit. We stress again the importance to control
Rydberg orbitals that reach far beyond the condensate di-
mension in order to suppress the contribution of electron-
neutral scattering. This is exemplified in the inset to Fig. 3
for data taken at n = 71, where the simulations clearly
indicate the dominant role of the Rydberg electron.
Finally, we report measurements of the Rydberg atom
lifetime in the dense media. For this, δ is fixed for each
n to the respective center of the spectrum extracted from
the Gaussian fits in Fig. 2. The lifetime is then measured
using state-selective field-ionization [33, 47]. We iden-
fity state changing collisions from the initial S-state into
high-L Rydberg states involving a ground-state atom as the
dominant decay channel [47]. Consequently, this process
causes loss of our ionic impurity due to kinetic energy re-
lease. The collisional lifetime τ as a function of n is shown
in Fig. 6 and reveals a strong dependence on the principal
quantum number. A similar trend has been also observed
in a BEC which was larger than the Rydberg orbit [47].
This suggests that the lifetime-limiting collisions are trig-
gered by the simultaneous presence of the Rydberg elec-
tron and a ground-state atom in the vicinity of the core ion.
In this view, an empirical ∼ n3 scaling is fit to the data
(gray line), reminiscent of the variation of the Rydberg nS
electron density close to the ion.
In conclusion, we have explored a novel method to probe
charge-neutral interaction for a single ionic impurity im-
mersed in a condensed Bose gas at temperatures below
a microkelvin. For this, we exploit the core of a Ryd-
berg atom whose electron is located predominantly outside
the condensate and protects the ion impurity from elec-
tric stray fields. The ion-atom interaction is accessed via
high-resolution Rydberg spectroscopy. Indeed, our method
shows conceptual similarities with ZEKE spectroscopy of
molecular ions within high-n Rydberg orbitals [48, 49], but
is here applied in the context of an ultracold many-body
FIG. 4: Collisional lifetime τ of the Rydberg excitation in the
BEC as a function of principal quantum number n. The solid line
is a fit to the data based on a ∼ n3 scaling.
5system. We believe that our work opens new possibilities
to enter the quantum scattering regime for ultracold ion-
atom systems. Specifically, the exploration of long-lived
circular Rydberg states holds promising perspectives [50–
52]. Those may not only further reduce the electron-neutral
interaction but should also boost the system lifetime by or-
ders of magnitude. This could allow for reaching motional
timescales of the ion, possibly extended by optical trapping
techniques [53], to open new routes to explore many-body
polaron physics.
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7SUPPLEMENTARY MATERIAL: AN IONIC IMPURITY
IN A BOSE-EINSTEIN CONDENSATE AT
SUB-MICROKELVIN TEMPERATURES
Diamagnetic shift for high n Rydberg states
and electric field compensation
For the data shown in Fig. 2 of the main article, the po-
sition and width of the bare Rydberg transition (δ = 0)
is calibrated in a dilute thermal sample. For sufficiently
long excitation pulses, the linewidth is limited by elec-
tric stray fields. Careful electric field compensation allows
us to achieve Gaussian widths of the bare Rydberg transi-
tion which are <1 MHz for n up to 175 and <3 MHz for
n = 190. We have verified, that this broadening does not
significantly affect our calculated spectra.
Due to the magnetic field ramp applied for isolating the
micro-BEC from the parent condensate, the magnetic off-
set field present during calibration differs from the field at
which the spectra in Fig. 2 have been taken. In the pre-
sented spectra, the resulting diamagnetic lineshifts are cal-
ibrated and corrected for.
Specifically, for a Rydberg atom in a magnetic field
of strength n4B > 1 the diamagnetic interaction gets
stronger than the linear Zeeman term. As we investigate
Rydberg atoms with n > 150, this regime is entered al-
ready at a relatively small magnetic field B < 10 G. For
nS-states in a sufficiently low magnetic field B oriented
along the z-axis the diamagnetic energy shift of the Ryd-
berg level is given by [1]
∆Edia =
B2
8
〈nL1mL1 | r2sin(θ) |nL1mL1〉 , (3)
which scales as n4. Here, r is the radial position of the
FIG. 5: Rydberg spectra for the 160S1/2 Rydberg state at vary-
ing magnetic offset fields B. Zero detuning is referenced to the
atomic Rydberg resonance at zero magnetic field. The red line
shows a fit to the data based on Eq. 3 to the extracted line centers.
Rydberg electron relative to the ionic core and θ its angle
with respect to the z-axis. The Rydberg state is described
by the principal quantum number n, the orbital quantum
number L1 and its projection onto the z-axis mL1 .
Our atomic sample is prepared in the
|5S1/2, F = 2,mF = 2〉 state (Lande´ factor gF = 1/2),
which features the same linear Zeeman shift as the
|nS1/2,mJ = 1/2〉 Rydberg states (Lande´ factor gJ = 2).
Hence, for the optical transition, the linear Zeeman effect
cancels and only the diamagnetic term remains. To
quantify the diamagnetic shift, Rydberg spectra with
n ≥ 127 have been measured for varying magnetic offset
fields of our QUIC trap in a dilute sample. An exemplary
dataset for the 160S1/2 state is shown in Fig. 5. From a
fit to the data based on Eq. 3, we obtain a correction of
11.8 MHz for the magnetic field (B = 7.73 G) present
during Rydberg spectroscopy in the micro-BEC. The same
procedure has been applied to the data for n = 127 and
n = 190 in Fig. 2, resulting in shifts of 2.9 MHz and
22.1 MHz, respectively.
Note that for the data shown in Fig. 4 of the main arti-
cle, the altered loading procedure of the micro-BEC results
in a negligible change of the magnetic field strength, and
consequently no significant diamagnetic shift.
Measurement of the collisional lifetimes τ
For the measurement of the Rydberg atom’s collisional
lifetime, we apply state-selective field ionization, mainly
following the procedure described in Ref. [2]. Therein, it
was observed, that the Rydberg lifetime in a high density
and ultracold environment is limited by two processes: L-
changing collisions of the Rydberg electron and associative
ionization forming Rb+2 molecular ions. For high principal
quantum numbers (n & 90) the first process dominates.
In order to discriminate the initial S-state from the high-
L product state, we exploit their different ionization thresh-
olds. Specifically, S-states tend to ionize adiabatically with
a threshold close to the classical limit of 1/(16n4). In con-
trast, the high-L states ionize diabatically at higher field
strength ∼ 1/(9n4) [1]. In the experiment, we wait for a
variable delay time t after Rydberg excitation, and subse-
quently apply a two-step ionization sequence. The first part
ionizes predominantly S-states, while the second part ion-
izes all remaining Rydberg atoms, including high-L states.
The two pulses are sufficiently delayed in time, so that
the ionization products can be distinguished by their ar-
rival time on the detector. Additionally, associated Rb+2
ions are also distinguished via time-of-flight due to their
higher mass. We determine the fraction of detected S-
states pS and the sum of measured high-L and Rb+2 signal
(1− pS). This routine is repeated for increasing ionization
delay times t.
An exemplary dataset for n = 160 is shown in Fig. 6(a).
We extract the Rydberg lifetime by fitting an exponential
8FIG. 6: Fraction of S-states pS (blue symbols) ionized by the
first field pulse (0.85V/cm) and fraction of high-L states (red
symbols) ionized by the second field pulse (3.6V/cm) of the
state-selective ionization sequence as a function of delay time t.
The data is taken for the 160S state at a detuning δ = 42.2MHz,
corresponding to the line center of the spectrum in Fig. 2. Statis-
tical error bars are smaller than the symbol size. The blue solid
line is a fit to the data based on Eq. 4.
decay according to
pS(t) = (1− c) + c · exp
(
− t− t0
τ
)
. (4)
Here, c and t0 are constants accounting for finite discrim-
inability and pulse lengths.
Note that for the Rydberg spectra, presented in Fig. 2 and
4 of the main article, the ionization fields are chosen large
enough to ionize both, S-states and high-L states, and are
switched on after a fixed delay time of 200 ns.
Numerical calculation of the potential energy curves U
For the calculation of the Born-Oppenheimer potential
energy curves Ui,e, the matrix elements of the Hamiltonian
Hˆ = − C4
2R4
+ Hˆ0 + 2pias(k) δ
3(r−R)
+ 6piap(k)δ
3(r−R)←−∇ · −→∇ (5)
are evaluated for fixed values of R in a basis set
|n,L1, J1,mJ1 ;mS2〉 [4–6]. Here, Hˆ0 denotes the Hamil-
tonian of the unperturbed Rydberg electron including fine
structure coupling between the orbital angular momentum
Lˆ1 and the spin angular momentum Sˆ1 using published
quantum defects [7–9]. The Rydberg electron states are
specified by their principal quantum number n, their or-
bital angular momentum L1, and their total spin-orbit cou-
pled angular momentum J1 with its projection mJ1 along
z. The projection of the electronic spin of the ground-
state perturber is denoted with mS2 . Note that for the
spin configuration studied in this work, there is no cou-
pling to the singlet electron-neutral scattering channel and
consequently, the nuclear spin of the ground-state perturber
does not play a role. The energy-dependent scattering
lengths relate to the corresponding phase shifts δs,p(k) via
as(k) = − tan(δs(k))/k and ap(k) = − tan(δp(k))/k3
and are taken from Ref. [10]. For theR-dependent electron
momentum k in the scattering process, we use the semi-
classical expression for the kinetic energy of the Rydberg
electron k(R)2/2 = −1/(2n?2) + 1/R, where n? is the
effective principal quantum number of the Rydberg level
of interest [4]. In the first term of Eq. 5, which accounts
for the ion-atom interaction, we use the measured atomic
polarizability α = C4 =318.8 a.u. reported in Ref. [3].
The potential energy curves Ui,e are finally obtained by
full diagonalization of Hˆ for each value ofR on a finite ba-
sis set which spans two hydrogenic manifolds. The values
of R are spaced quadratically. Ui,e is computed for about
n × 18 values of R to provide an adequate resolution for
the potential wells. For the calculation of Ue we omit the
first term in Eq. 5.
Note that spin-orbit interaction in the electron-atom p-
wave scattering channel is not included in the Hamiltonian
Eq. 5. For the spin configuration studied in this work, the
main effect of spin-orbit coupling are slight shifts of the di-
vergence from the p-wave shape resonance and small mod-
ifications of the Born-Oppenheimer potential close by. We
have checked at the example of n = 160 that including
spin-orbit coupling for p-wave scattering does not signifi-
cantly affect the simulated excitation spectrum.
Monte-Carlo modeling of the Rydberg spectra
For modeling the lineshape of the Rydberg spectra, we
use a Monte-Carlo sampling method, which incorporates
the density distribution of the condensate, the intensity pro-
file of the excitation laser beams, and the Fourier-limited
Rydberg excitation bandwidth. We start from a random
configuration of atoms, reflecting the Thomas-Fermi den-
sity distribution of our micro-BEC using measured atom
numbers and trap frequencies. Typical Thomas-Fermi radii
are about 1.0µm and 9.2µm in the radial and longitudinal
direction, respectively. The atoms are treated as point-like
particles with infinite mass, neglecting any excitation dy-
namics. Furthermore, we assume uncorrelated atoms, as
expected for a weakly interacting BEC. One of the atoms is
designated to carry the single Rydberg excitation. For each
of the remaining atoms, the potential energy ui is extracted
from the interaction potential U according to its distance
R to the Rydberg ionic core. The sum over the ui deliv-
ers the energy shift Un for a single Monte-Carlo configu-
ration. Finally, the spectrum is obtained from the contribu-
tion of all Un, weighted by the local excitation probability
9of the corresponding Rydberg atom and convoluted with a
Lorentzian profile reflecting the Rydberg excitation band-
width. Note that the beam profile of the excitation laser has
minor influence on the spectral shape due to the small sam-
ple size. The area below the spectrum is finally normalized
for comparison to the experimental data.
Note that for the high-n Rydberg states studied here, the
averaged modification of the Rydberg S-orbit by one per-
turber is very small. For example, at n = 160 it amounts
to
∫
(1 − ps)ρ d3r ≈ 2 × 10−5, with ps being the S-
character and ρ the normalized BEC density distribution.
The S-character is obtained from the diagonalization pro-
cedure that yields the Born-Oppenheimer potential energy
curve. The fact that this modification is small allows us to
employ the pairwise interaction potential for our numerical
simulations.
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