We study the intrinsic geometry of hypersurfaces in Calabi-Yau manifolds of real dimension 6 and, more generally, SU(2)-structures on 5-manifolds defined by a generalized Killing spinor. We prove that in the real analytic case, such a 5-manifold can be isometrically embedded as a hypersurface in a Calabi-Yau manifold in a natural way. We classify nilmanifolds carrying invariant structures of this type, and present examples of the associated metrics with holonomy SU(3).
Let N be a spin manifold, and let Σ N be the complex spinor bundle, which splits as Σ 
where ∇ is the covariant derivative with respect to the Levi-Civita connection of M , the dot represents Clifford multiplication and A is a section of the bundle of symmetric endomorphisms of T M ; in fact, A is the Weingarten tensor. On a Riemannian spin manifold, spinors ψ satisfying (1) for some symmetric A are called generalized Killing spinors [4] . Generalized Killing spinors with tr(A) constant arise in the study of the Dirac operator, and are called T -Killing spinors [15] . For a consistent terminology, we define Killing spinors by the condition A = λ Id, where λ is required to be a real constant. If N is the cone on M , i.e. the warped product M × r R + , then ι * ψ is a Killing spinor. Any generalized Killing spinor ψ is parallel with respect to a suitable connection; consequently, ψ defines a G-structure consisting of those frames u such that ψ = [u, ψ 0 ] for some fixed ψ 0 in Σ n , where G is the stabilizer of ψ 0 . The intrinsic torsion of this G-structure can be identified with A. It is easy to prove that the G-structures defined by a generalized Killing spinor are cocalibrated G 2 -structures in dimension 7 and half-flat SU(3)-structures in dimension 6 . The statement that a parallel spinor restricts to a generalized Killing spinor is therefore a generalization of the following: a hypersurface in an 8-manifold with holonomy contained in Spin(7) (resp. a 7-manifold with holonomy contained in G 2 ) inherits a natural cocalibrated G 2 -structure (resp. half-flat SU(3)-structure). In the present article, we study the SU(2)-structures in dimension 5 defined by a generalized Killing spinor; we call these structures hypo. By the above discussion, it is clear that hypersurfaces inside 6-manifolds with holonomy SU(3) inherit a natural hypo structure. The word 'hypo' reflects the fact that such structures are however under -defined in senses that will become clearer during the course of the paper.
As Killing spinors in dimension 5 correspond to Einstein-Sasaki structures [14] , hypo geometry is a generalization of Einstein-Sasaki geometry. However, hypo geometry is not closely related to other generalizations like contact metric structures, or Sasaki structures. Indeed, hypo structures are not necessarily contact, and in Section 3 we show that, locally, Sasaki manifolds have a compatible hypo structure only if they are Einstein. On the other hand, just like half-flat is much weaker than nearly-Kähler, so is hypo much weaker than Einstein-Sasaki. In fact, complete Einstein-Sasaki manifolds are compact and have b 1 = 0, conditions which need not be satisfied by complete hypo manifolds (for instance, the product of a hyperkähler 4-manifold with either R or S 1 is hypo; for less trivial examples, see Section 5) .
It is natural to ask whether any spin Riemannian manifold M with a generalized Killing spinor can be embedded as a hypersurface in some N so that the above construction gives back the starting metric and spinor on M . If so, we say that M has the embedding property. Notice that we are not only requiring the embedding to be isometric, but also that the Weingarten tensor coincide with the intrinsic torsion A. The embedding property is known to hold in dimension 2 [13] and in the case in which A satisfies the Codazzi equation [4] . In dimension 6 and 7, Hitchin has translated the embedding property into a problem of existence of integral lines for a vector field on an infinite-dimensional space [18] . This approach can be adapted to the hypo situation, although the number of differential forms required in the definition (one 1-form and three 2-forms) complicates matters [12] and raises a number of questions that will be addressed elsewhere.
In Section 4 we use Cartan-Kähler theory to prove the following theorem: every real analytic 5-manifold with a real analytic hypo structure has the embedding property. To establish this result, we use the well-known fact that the corresponding differential system is involutive [8] , and with methods closely based on [8] we construct a regular flag at each point whose 5-dimensional element is tangent to the 5-dimensional integral manifold given by the hypo structure; a standard argument of Cartan-Kähler theory completes the proof. An analogous result is expected to hold for hypersurfaces of spaces with Ricciflat holonomy group, including SU(n). Note that in dimension 2, the Codazzi equation (imposing that ∇A be totally symmetric) is automatically satisfied, but this is not true in dimension 5.
In Section 5, we give a complete list of the 5-dimensional nilmanifolds which admit an invariant hypo structure. The analogous classification problem in dimension 6 is still open, although of the 34 isomorphism classes of 6-dimensional nilmanifolds, 12 are known to admit invariant half-flat structures [10, 11] , and we have been able to produce 11 more. All of the resulting compact 5-dimensional examples satisfy the hypotheses of the embedding theorem, and allow one to construct a host of explicit Ricci-flat (albeit incomplete) metrics with holonomy group equal to SU(3).
We illustrate the importance of these examples in Section 6 by showing first that they do not in general satisfy the Codazzi equation. Finally, we explain that for an appropriate choice of nilpotent Lie algebra, the construction gives rise to metrics with holonomy SU(3) with the following tri-Lagrangian property: there is an S 1 family of Lagrangian submanifolds passing through each point, including three that are special Lagrangian for any fixed phase.
SU(2)-structures and hypo hypersurfaces
In this section we show how SU(2)-structures, and hypo structures in particular, can be defined using differential forms, and in this language we carry out a construction described in the introduction. Namely, we show that SU(2)-structures arise naturally on hypersurfaces of 6-manifolds endowed with an SU(3)-structure, and that if the SU(3)-structure is integrable, the corresponding SU(2)-structure satisfies the hypo condition which is characterized by Definition 5. A particular case is when the 6-manifold is a cone on the 5-manifold; in that case, the metric induced on the latter is Einstein-Sasaki [7] . In fact, hypo structures generalize Einstein-Sasaki structures: the former are defined by a generalized Killing spinor, and the latter by a Killing spinor, as will be illustrated in Section 2. Let M be a 5-manifold. An SU(2)-structure on M is an SU(2)-reduction P of the frame bundle F on M , or equivalently a section s of the bundle F/SU(2); more in the spirit of special geometries, we have the following characterization: Proposition 1. SU(2)-structures on a 5-manifold are in one-to-one correspondence with quadruplets (α, ω 1 , ω 2 , ω 3 ), where α is a 1-form and ω i are 2-forms, satisfying:
for some 4-form υ with υ ∧ α = 0, and
Equivalently, an SU(2)-structure can be defined by a 1-form α, a 2-form ω 1 and a complex 2-form Φ, corresponding to ω 2 + iω 3 , such that
and Φ is (2, 0) with respect to ω 1 .
Remark. If we start with an SO(5)-structure, we can understand a reduction to SU(2) as follows. The form α defines a splitting R 5 = R ⊕ R 4 ; a metric and an orientation is induced on R 4 . The eigenspace decomposition relative to the Hodge star gives Λ 2 (R 4 )
− , which corresponds to writing SO(4) as SU(2) + SU(2) − . The choice of a basis ω 1 , ω 2 , ω 3 of Λ 2 + , corresponding to (2), reduces then SO(4) to SU(2) − . Since Λ 2 + has a natural orientation, one can always assume that ω 1 , ω 2 , ω 3 be a positively oriented, orthogonal basis of this space, so that the map
+ is SU(2) − -equivariant; this assumption corresponds to (3) .
Bearing this construction in mind, we shall sometimes refer to the structure group as SU(2) − rather than SU (2) . By (α, ω i ) we shall mean a quadruplet (α, ω 1 , ω 2 , ω 3 ) satisfying Proposition 1, and for a form ω on a manifold M , we define
Before proving Proposition 1, it is convenient to prove the following:
Proof. Define β i and γ i by the condition that
Take a non-zero X in υ o ; then
and so β i ∧ γ i = 0. On the other hand, 0 = α ∧ υ = α ∧ γ (2) and (3); the statement then follows from its 4-dimensional analogue.
Here and in the sequel, e 12 is short for e 1 ∧ e 2 , and so on. A consequence of the corollary itself is that a global nowhere vanishing 1-form in α ⊥ exists only if M is parallelizable; in general, (6) can only be used locally.
Proof of Proposition 1.
It is sufficient to show that if e 1 , . . . , e 5 is the standard basis of (R 5 ) * and (α, ω i ) are as in (6) , the stabilizers of α, ω 1 , ω 2 and ω 3 have intersection SU (2) . In fact, if A ∈ GL(5, R) preserves these forms, it must preserve the splitting
On the other hand, such an A preserves ω 1 , ω 2 , ω 3 if and only if B preserves the standard hyperkähler structure on R 4 , i.e. B lies in Sp(1) = SU(2).
Remark. One has to fix a choice of reference forms on R 5 in order to actually identify an SU(2)-structure with a quadruplet of forms (α, ω i ), or a triplet (α, ω 1 , Φ); we shall henceforth use (6) to do so, and associate to a frame u :
, and so on. Proof. The SU(3)-structure on N defines a non-degenerate 2-form ω and a complex 3-form Ψ with stabilizer SL(3, C). Since both M and N are oriented, the normal bundle to M has a canonical unit section, which using the metric lifts to a section V of ι * T N . Define forms on M by
Choose a local basis of 1-forms on N such that V is dual to e 6 and ω = e 12 + e 34 + e 56 , Ψ = (e 1 + ie 2 ) ∧ (e 3 + ie 4 ) ∧ (e 5 + ie 6 ) ; (7) then ι * e 1 , . . . , ι * e 5 satisfy (6). Vice versa, given an SU(2)-structure on M , an SU(3)-structure on M × R is defined by (ω, Ψ) given by
where t is a coordinate on R.
We are now ready to introduce hypo structures:
Definition 5. The SU(2)-structure determined by (α, ω i ) is called hypo if
Remark. If (α, ω i ) satisfies (9) , then the SU(2)-structures obtained rotating ω 2 and ω 3 also satisfy (9); moreover, they induce the same metric. This is akin to the case of integrable (i.e. Calabi-Yau) SU(n)-structures on 2n-dimensional manifolds, where multiplying the holomorphic n-form by e iθ , with θ a constant, gives a different integrable structure corresponding to the same metric. Proof. From (6) and (7) it follows that ι * Ψ = Φ ∧ α; recall also that ω 1 = ι * ω. Since Ψ and ω are closed, and ι * commutes with d, M is hypo.
By construction, Equations 9 are exactly the conditions one obtains on the SU(2)-structure induced on a hypersurface in a 6-dimensional manifold with a parallel spinor; it is therefore not surprising that these structures are characterized by the existence of a generalized Killing spinor, as we shall prove in the next section.
Spinors and intrinsic torsion
In this section we use generalized Killing spinors to study the intrinsic torsion of hypo structures. Fix a 5-manifold M . An SU(2)-structure on M induces a spin structure on M ; this is because the sequence of inclusions SU(2) − < SO(4) < SO (5) lifts to a sequence
as Spin(4) = SU(2) + × SU(2) − . One can therefore extend the SU(2)-structure
More, the spinor bundle is P × SU(2) Σ, where Σ ∼ = C 4 is the complex spinor representation, and Spin(5) acts transitively on the sphere in Σ, with stabilizer (conjugate to) SU(2). We shall fix a unit ψ 0 ∈ Σ whose stabilizer is SU(2) − . The conclusion is that SU(2)-structures P on M are in one-to-one correspondence with pairs (P Spin(5) , ψ), where P Spin(5) is a spin structure on M and ψ is a unit spinor; explicitly, one has
for every local section s of P . Now fix an SU(2)-structure P on M ; let ψ be the defining spinor and (α, ω i ) the defining forms. In this section we shall consider both abstract SU(2)-structures and SU(2)-structures induced by an immersion ι : M → N , where N has an SU(3)-structure; in the latter case, we shall assume that this structure is integrable. Let su (2) ⊥ be the orthogonal complement of su(2) − in so(5) and set
where T = R 5 as an SU (2)-module. Then T is naturally a (left) SU(2)-module, and the intrinsic torsion of P is an SU(2)-equivariant map Θ : P → T . The intrinsic torsion is determined by (∇α, ∇ω i ), where ∇ is the covariant derivative relative to the Levi-Civita connection (see [21] , p. 22); we shall now state the analogous result for spinors, which is proved in the same way. It is well known that Σ has an inner product preserved by Spin(5). The infinitesimal action of Spin (5) on ψ 0 gives a map
with kernel su (2) . Using the fact that ρ preserves some inner product, we see that upon restricting to su (2) ⊥ we get an inclusion
Proposition 7. The intrinsic torsion of P is determined by
where ∇ψ is viewed as an equivariant map from P to T * ⊗ Σ.
Now consider the injective map
. Define a subspace of T by
where Sym(T ) is the space of symmetric endomorphisms of T . Since Id ⊗ ρ * is injective on T ,
From (1), we immediately obtain:
Corollary 8. The spinor ψ is generalized Killing if and only if the intrinsic torsion of P takes values in T K . If P is induced by an immersion of M in N , under (10) the intrinsic torsion is identified with minus one half the Weingarten tensor.
Remark. All of the above works in any dimension n, substituting a suitable Lie group G for SU (2) . However, in dimension 5 ρ * is an isomorphism because
this only holds if n is not too large, because the real dimension of Σ is 2
whereas the dimension of Spin(n) is n(n + 1)/2.
The following is proved independently of the above discussion:
As an SU(2) − -module, T decomposes into irreducible components as follows:
and according to the above splitting
We can rewrite (10) as
we shall now prove that hypo structures are the SU(2)-structures whose intrinsic torsion takes values in this space.
Proposition 10.
The following are equivalent:
The intrinsic torsion of P has the form
Θ(u) = (f 1 , 0, 0, g 3 2 ), (u * β, 0, u * γ 2 , u * γ 3 ), (u * ω − , 0, u * σ − 2 , u * σ − 3 ) and γ 2 = β = γ 3 .
The spinor ψ is generalized Killing.
Proof. Condition 1 and Condition 2 are equivalent by Proposition 9. Now assume Condition 3 holds; then setting A k (X) = e k (A(X)), the Levi-Civita connection form restricted to P can be written as 
which reduces to the formula in [14] for A = λ Id and is proved in the same way. A straightforward calculation shows that Definition 5 is satisfied; thus Condition 3 implies Condition 1. On the other hand by Corollary 8, ψ is a generalized Killing spinor if and only if the intrinsic torsion lies in (11) , which is isomorphic to the module where the intrinsic torsion of a hypo structure takes values. Since Condition 3 implies Condition 2, these isomorphic submodules of T coincide and Condition 2 implies Condition 3.
If M is simply connected, Einstein-Sasaki metrics on M are characterized by the existence of a Killing spinor with A = ±Id [14] . Therefore, simply connected Einstein-Sasaki 5-manifolds admit a hypo structure compatible with the metric. On the other hand, Einstein-Sasaki metrics on M are also characterized by the condition that the conical metric on M × R + has holonomy contained in SU (3) (see e.g. [7] ). In order to translate this condition in our language, consider the conical SU(3)-structure on N = M × R + induced by P , defined by
Proposition 11. The following are equivalent:
The intrinsic torsion of P has the form
Θ(u) = ((−2, 0, 0, 3), (0, 0, 0, 0), (0, 0, 0, 0)) .
The spinor ψ is Killing with
Proof. From (13), it immediately follows that Condition 1 is equivalent to
On the other hand, by Proposition 9, (14) is equivalent to Condition 2. Finally, one can use (12) to prove that Condition 3 is also equivalent to (14) .
Sasaki structures
So far, we have seen that hypo geometry is a generalization of Einstein-Sasaki geometry; in this section we argue that in some sense this is the greatest extent to which hypo geometry can be related to Sasaki geometry. An almost contact metric structure on a manifold M of dimension 5 is a U(2)-structure. As
we shall think of an almost contact metric structure as a triple (g, α, ω 1 ), where g is a Riemannian metric, α is a unit 1-form and ω 1 is a unit 2-form.
To an almost contact metric structure, much like to a almost-hermitian structure, one can associate the Nijenhuis tensor, which is a tensor of type (2, 1). Since U(2) is a subgroup of U(3), an almost contact metric structure on M defines an almost-hermitian structure on the product M × R; then the Nijenhuis tensors of M and M × R can be identified. If we define a T M -valued 1-form J by g(J(X), ·) = X ω , denoting by ξ the vector field dual to α, N is characterized by
An almost contact metric structure is normal if N vanishes, or equivalently, if the induced almost complex structure on M × R is integrable. An almost contact metric structure is quasi-Sasakian if N vanishes and ω is closed. An SU(2)-structure is contact if dα = −2 ω 1 , i.e.
dα(X, Y ) = g(X, JY ) .
A quasi-Sasakian structure is Sasaki if it is contact.
Proposition 12. The Nijenhuis tensor of a hypo manifold is
N (X, Y ) = α(X) J A(Y ) − A(JY ) − α(Y ) J A(X) − A(JX) .
Proof.
Omitting summation over i = 1, . . . , 4, we have
proving the statement by the symmetry of A.
Lemma 13. A hypo structure on M is contact if and only if
Proof. By (12), on a hypo manifold
Remark. For M a hypersurface in an SU(3)-holonomy 6-manifold, we recover the condition on the Weingarten tensor characterizing contact hypersurfaces of a Kähler manifold found by Okumura [6] .
We can now characterize hypo SU(2)-structures which are reductions of Sasaki or quasi-Sasakian U(2)-structures: By the first part of the theorem and Lemma 13, a hypo structure is Sasaki if and only if
Since A is symmetric, the general solution of (16) is
where a is a function. In particular a hypo structure with A = −Id is Sasaki; conversely, we must prove that if a hypo structure is Sasaki then a = 0. For X in α o , we have
and on the other hand, for generic X (see e.g. [5] ):
where e i is a local orthonormal basis, e 5 = ξ. Using (17), we find
Since on a Sasaki manifold ∇ X α = −X ω 1 , the middle summand acts on ψ like a multiple of ω 1 , and therefore trivially. On the other hand, every Sasaki 5-manifold satisfies Ric(ξ) = 4ξ [6] , so the first summand has to vanish and the resulting equation implies a = 0. The last statement is now a consequence of the characterization of EinsteinSasaki structures in terms of Killing spinors [14] .
Remark. Friedrich and Kim characterized η-Einstein-Sasaki metrics by the existence of a quasi-Sasakian Killing spinor, namely a generalized Killing spinor for which A = a Id + b α ⊗ ξ for some constants a and b [15] . Our result is more special because we only consider spinors which are preserved by the U(2)-structure; in the proof of Corollary 14, this hypothesis appears in the form ω 1 · ψ = 0. We conclude that while a quasi-Sasakian Killing spinor defines both a hypo and an η-EinsteinSasaki structure, these two structures are not compatible, unless the metric is Einstein. They are nonetheless related, suggesting that hypo geometry may be used to study η-Einstein-Sasaki geometry.
The embedding property
We have seen that a hypersurface M inside an SU(3)-holonomy 6-manifold N is naturally endowed with a hypo structure P ; hypo manifolds (M, P ) which occur this way are said to have the embedding property. In this section we use Cartan-Kähler theory to prove that if M is real analytic and P is a real analytic hypo structure, then (M, P ) has the embedding property. 
Proof. The "if" part is obvious. Conversely, given a compact oriented hypersurface M embedded in a SU(3)-holonomy 6-manifold N , an embedding
is defined for some interval (a, b), where ν ∈ T x M is the unit normal compatible with the orientations. This gives a one-parameter family of embeddings
such that φ 0 coincides with the original embedding. The corresponding oneparameter family of hypo structures on M evolves according to (18) . (13) satisfy (18); similarly, nearly-Kähler half-flat structures are characterized by the evolution being conical [18] . In this sense, evolution theory is a generalization of the construction of a manifold with a parallel spinor as the cone on a manifold with a Killing spinor (see [3] ), where the cone is replaced by more complicated evolution equations and the Killing spinor by a generalized Killing spinor.
Remark. A hypo structure is Einstein-Sasaki if and only if the components
The rest of this section consists in the proof of the embedding theorem; for details on Cartan-Kähler theory we refer to [9] . Let M be a real analytic fivemanifold with real analytic forms (α, ω i ) defining a hypo structure. Define an embedding
let π : F → N be the principal bundle of frames and S = F/SU(3). By Proposition 4, the hypo structure on M induces an SU(3)-structure on N ; by restriction, a section f S ∈ Γ(M, ι * S) is defined. On a small open set U ⊂ M , f S lifts to a section f of ι * F . The image X U = f (U ) is a real analytic submanifold of F . Let I ⊂ Ω(F ) be the differential graded ideal generated by dω and dψ ± , where
. . , η 6 ) being the solder form. This choice is consistent with (7), and it differs from the choice of [8] by a permutation of indices. By construction, X U is an integral manifold for I, namely ι * dω = 0 = ι * dψ ± holds. Proving the embedding property on U amounts to finding an integral manifold of dimension 6 containing X U which is transverse to the fibres of F ; in order to obtain a global result, we shall think of I as a differential system on S and extend its integral manifold f S (M ). Let V n (I, π) be the set of n-dimensional integral elements of I which do not intersect ker π * . The following lemma states that (I, π) is involutive, and is proved in [8] :
Lemma 16 (Bryant) . Every E 6 in V 6 (I, π) is the terminus of a regular flag
where
Lemma 16 per se guarantees local existence of a Calabi-Yau structure on N , in the guise of a 6-dimensional integral manifold transverse to the fibres of F ; in order to prove the embedding property locally, we need such an integral manifold to contain X U . In other words, we require the local integrable SU(3)-structure to give back the starting hypo structure on M = M ×{0} ⊂ N through Proposition 4. To achieve this, we have to show that every T u X U can be extended to a 6-dimensional E 6 satisfying the hypothesis of Lemma 16. Recall that the polar space of an integral element E is the union of all integral elements containing E. Define gl(6, R) 5 (isomorphic to R 6 ) to be the space of six by six matrices whose first five columns are zero.
Lemma 17. The tangent space to X U at a point u is contained in an element E 6 of V 6 (I, π). Moreover, the polar space of T u X U is the direct sum of E 6 and a vertical vector space which is mapped to gl(6, R) 5 ⊕ su(3) ⊂ gl(6, R) by any connection form.
Proof. The hypo structure defines a Riemannian metric on M ; consider the product metric on N . Let σ be the connection form of the Levi-Civita connection on F ; then Dη = 0 yields the structure equation
We must find a vector v in T u F such that E 6 = E ⊕ v is an integral element for I which is transverse to ker π * . Let e 1 , . . . , e 5 be the basis of E characterized by η i (e j ) = δ ij . By construction η 6 (E) = 0. Since we are allowed to modify v by a combination of the e i , we can assume that v satisfies
moreover by rescaling we can assume η 6 (v) = 1 2 . Since we are using the product metric, we have σ i 6 = 0 = σ 6 i on E for i = 1, . . . , 6. We must solve dω(e i , e j , v) = 0 ∀ i, j = 1, . . . , 5 , dψ ± (e i , e j , e k , v) = 0 ∀ i, j, k = 1 . . . 5 ;
these equations split up into eight independent blocks. Writing σ i j for σ i j (v), the first block is: Without even using the fact that E is an integral element, the above can be reduced to five independent, compatible equations. Similarly, the following block can be reduced to three independent, compatible equations: Recall that M is hypo, so the forms
are closed when pulled back to M via f . We have
pulling back to M and taking d, we find that (19) is satisfied. The remaining two blocks are 
). Summing up, we have a system of 22 compatible, independent equations. This means that there exists some v in the polar space of E with η 6 (v) = 1 2 . The characterization of this polar space in terms of E 6 is obtained by repeating the calculations assuming η 6 (v) = 0; the resulting equations are obtained from the ones above by setting the right-hand sides to zero.
We can now prove the embedding theorem.
Theorem 18. Let M be a real analytic manifold with a real analytic hypo structure P . Then (M, P ) has the embedding property.
Proof. Recall that locally, one can lift f S to a section f with image X U ; let u be a point of X U . By Lemma 17, there is an element E 6 of V 6 (I, π) containing T u X; by Lemma 16, E 6 is the terminus of a regular flag with E 5 = T u X U . As a consequence, T u X U is regular; since this is true for all u, X U is regular. It follows that f S (U ) is regular; since this is true for all U , we can conclude that f S (M ) is regular. Now let SU(2) act on gl(6, R) by conjugation. Observe that gl(6, R) 5 ⊕ su(3) is closed under SU(2) action; let W 22 be its orthogonal complement.
By construction W 22 does not intersect su(3); this implies that for a suitable neighbourhood U 22 of 0 in W 22 the map
is an embedding. We can assume that U 22 is closed under SU(2) action. Now consider the product SU(2)-structure P N on N , induced by the hypo SU(2)-structure on M ; recall that P N /SU(3) ⊂ S contains f S (M ). Now write
identifying G with F × GL(6,R) GL(6, R) we can define the natural bundle map
then Y is a 28-dimensional real analytic submanifold of S, which at each point x of f S (M ) is transverse to the polar space of T x (f S (M )). Since f S (M ) is regular and the codimension of Y in S is 6, coinciding with the extension rank of f S (M ), we can apply the Cartan-Kähler theorem and obtain a 6-dimensional integral manifold for I on S containing f S (M ). By construction, this 6-dimensional manifold is transverse to the fibres of π, and so it defines an integrable SU(3)-structure on a neighbourhood of M in N .
Remark. Even locally, Theorem 18 does not fully answer the embedding problem, because Calabi-Yau manifolds admit non-analytic hypersurfaces. It is inherent in the definition of hypo structures, as well as half-flat or cocalibrated G 2 structures, that their realization by means of a holonomy reduction is not automatic. The extent to which Theorem 18 does extend to the smooth case is left open in the present article.
Hypo nilmanifolds
It is well known that nilmanifolds do not admit Einstein-Sasaki structures; in fact, Einstein-Sasaki manifolds have finite fundamental group, and therefore b 1 = 0, which cannot occur for nilmanifolds. Not surprisingly, most 5-nilmanifolds do admit (invariant) hypo structures. Indeed, consider
where G is a 5-dimensional nilpotent group, Γ a discrete subgroup of G and M is compact; an invariant structure on the nilmanifold M is a structure which pulls back to a left-invariant structure on G. With this setting in mind, we define:
Definition 19. A hypo structure on g is a quadruplet (α, ω i ) of forms on g satisfying Proposition 1 and Equation 9.
Remark. Since Lie groups are real analytic, and invariant forms are real analytic, every hypo structure appearing in the classification to follow satisfies the embedding property.
Borrowing notation from [22] , we represent Lie algebras using symbolic expressions such as (0, 0, 0, 0, 12), which represents a Lie algebra with a basis e 1 , . . . , e 5 such that de i = 0 for i = 1, . . . , 4, and
Theorem Remark. Any hypo nilmanifold Γ\G provides an example of a compact hypo manifold with b 1 > 0. Moreover the pullback hypo structure on the nilpotent group G gives an example of a non-compact complete hypo manifold. We start with a list of examples of hypo structures on nilpotent Lie algebras which do admit such structures; we shall then prove that any nilpotent Lie algebra with a hypo structure must be one of these. Theorem 20 will then follow from the classification of 5-dimensional nilpotent Lie algebras, which is not otherwise used.
• (0, 0, 12, 13, 14) has a hypo structure given by Taking the product of this nilmanifold with a circle, one obtains the halfflat symplectic structure in [16] (see Section 6).
• (0, 0, 0, 0, 12 + 34) has hypo structures given by These structures arise as circle bundles over the hyperkähler torus.
• (0, 0, 0, 0, 12) has hypo structures given by • Every SU(2)-structure on (0, 0, 0, 0, 0) is hypo.
The rest of this section consists of the proof of the theorem. From now on, assume that g is a non-trivial nilpotent Lie algebra carrying a hypo structure. Since g is nilpotent, one can fix a filtration of vector spaces
This filtration can be chosen so that V i = ker d for some i; in particular, one has
Note that the first Betti number b 1 is the dimension of ker d.
It is convenient to distinguish three cases, according to whether α lies in V 4 , (V 4 ) ⊥ or neither.
First case
We first consider the case when α is in V 4 . 
and on the other hand
contradicting (20).
Second case
The key tool to classify the remaining hypo structures is the following lemma, which shows that α is orthogonal to V 4 if and only if ω 2 , ω 3 are closed and b 1 = 4. The space e 1 , e 2 , e 3 is orthogonal to e 5 , and is therefore contained in V 4 , whereas e 4 is not. Since ω 1 is closed,
both sides must then vanish, and so e 3 is closed; applying the same argument to ω 2 and ω 3 (which are closed by hypothesis) one finds that e 1 and e 2 are also closed. From (22) 
Third case
The last case is the one with α neither in V 4 nor in (V 4 ) ⊥ . Lemma 22 suggests that the span of dω 2 and dω 3 is relevant to the classification of hypo structures; we shall use the dimension of dω 2 , dω 3 ∩ Λ 3 V 4 to distinguish two subcases. In fact, we shall prove that this dimension can only be 1 or 2.
Wedging (28) (29), we find that up to a non-zero multiple
Then from (28) we get
write dξ = σ 1 + σ 2 accordingly and note that σ 1 cannot be zero, as in that case (28) would imply (2k 2 + 1) e 23 = 0. From (32) and (31), we know that σ 2 must be in e 3 ∧ e 1 , η ; let
If c 2 is zero, (30) implies that dξ = de 1 up to a multiple. So e 1 , ξ has non-zero intersection with ker d ⊂ V 4 , contradicting the fact that e 1 , ξ intersects V 4 in e 1 and de 1 = 0. Hence c 2 is not zero, and since σ 1 is closed, σ 2 must be closed as well; therefore de 1 ∧ e 3 = 0, implying k = 0. We can then rescale everything so that, using (28) and (30),
Relative to the basis {−2 η, e 3 , −e 2 − c1 2 e 3 , e 1 , e 4 } we see that g = (0, 0, 0, 12, 13 + 24) .
Examples and applications
In this final section, we pick out two of the nilmanifolds from the previous section, and investigate the resulting geometrical structures using techniques developed above. We first give an example of a hypo structure such that A does not satisfy the Codazzi equation, proving that Theorem 18 is in some sense more general than the theorem of Bär, Gauduchon and Moroianu [4] . It is based on the Lie algebra g = (0, 0, 0, 12, 13 + 24),
though the technique is likely to extend to other cases.
Example 27. Given (33), consider the hypo structure where f = f (t) and g = g(t). More precisely, we deform the hypo structure so that α(t) = f (t)e 1 , ω 1 (t) = e 35 + e 24 , ω 2 (t) = g(t) 2 e 32 + g(t) −2 e 45 , ω 3 (t) = e 34 + e 52 .
The evolution equations (18) then boil down to
Without regard to initial conditions, the second equation implies that f = cg 2 with c constant. The remaining equations both become 2cg 3 ∂ t g = −1, giving
where p, q are constants. Any values of the latter with p = 0 give rise to a solution of the evolution equations, but for the case in hand f (0) = 1 = g(0). This forces p = −2, q = 1, and we may take a = −∞, b = 
One can associate to a simple 3-form γ the 3-dimensional subspace
that it annihilates; for example
where (E i ) is the dual (orthonormal) basis of tangent vectors. In this language, (39) induces the natural action on subspaces.
It was shown by Giovannini [16] that the nilmanifold M × S 1 based on the 6-dimensional nilpotent Lie algebra (0, 0, 0, 0, 12, 13) admits a tri-Lagrangian structure, meaning that it is a symplectic manifold through each point of which pass three mutually transverse Lagrangian submanifolds. The notation (42) is in fact taken from [16] . It leads to an even richer structure in the Calabi-Yau setting, based on Lemma 29. For each fixed u ∈ S 1 , the simple 3-form u · E 326 is closed.
Proof. Referring to (40) and (41), we see that the S 1 orbit containing E 326 spans the four-dimensional vector space E 326 , E 541 , Re Ψ, Im Ψ = E 326 , α, β, E 541 .
But both E 326 = g 2 e 32 ∧ dt and E 541 = e 541 are closed, as is Ψ. Alternatively, one can use (37) and (42), still assuming p = −2, q = 1, to verify directly that dα = 0 = dβ.
Observe from (40) that E 326 ∧ Im Ψ = 0. This is equivalent to asserting that the restriction of Im Ψ to the subspace (43) is identically zero, or that V is special Lagrangian [17] . Setting u = e iθ , it also follows that (u · E 326 ) ∧ Im e 3iθ Ψ = 0.
Hence, u · V is special Lagrangian with phase e −3iθ in the sense of [19] . In particular, the subspaces V, ε · V, ε 2 V , corresponding to θ = nπ/3 with n ∈ Z, are all special Lagrangian with the same phase. The geometrical structure defined by such a triple of Lagrangian subspaces has special interest, since the group Sp(n, R) of linear symplectic transformations on R 2n acts almost transitively on triples of mutually transverse Lagrangian subspaces, with stabilizer O(n). Indeed, the only invariant of an Sp(n, R)-orbit is the Maslov index or signature (of the n × n symmetric matrix expressing the third subspace relative to the first two in standard form).
