Abstract: This paper proposes a vision-based localization and control algorithm for a micro helicopter with a wireless camera in a room. The 3D position, the posture and noise information are derived by a parallel template matching technique with edge detections and Gaussian filtering. The proposed algorithm achieves long-time hovering in a room. The flight experiment does not require any specified markers, texture information given in advance, or any special settings.
INTRODUCTION
Autonomous control of unmanned helicopters has potential for search and rescue tasks [1] . For navigation control of unmanned helicopters, vision is a powerful sensor in unmapped areas [2] . Vision-based control is also useful to autonomous takeoffs and landings, since precise position control is required at a neighborhood of the launch pad or the landing pad [3] . Vision-based control systems for helicopters may be separated into three groups based on sensor configurations. The first has combinations of cameras and some other sensors such as GPS, IMU and/or laser range finders (see for example [4] ). The second contains stationary cameras on the ground (see for example [5] ). The third has on-board cameras, and any other sensors are not used [6] [7] [8] [9] [10] [11] [12] . The third configuration is suitable for micro helicopters from the viewpoint of mobility and payload capacities. The control systems with on-board cameras in the above references require specified markers or texture information given in advance, and they are not suitable for flights in unmapped areas.
The authors have proposed a markerless vision-based localization and control algorithm for a micro helicopter with an on-board monocular camera [13] . The camera is a single sensor for control of the helicopter, and it is a wireless device. The wireless camera looks vertically downward, and it captures an image of the ground at 30 frames per second. The data processing is done on a computer at a ground station, since the payload capacity is small. The localization algorithm is based on a templatebased visual tracking technique. The proposed algorithm does not require any specified markers or texture information given in advance. However, the proposed localization and control algorithm requires that high contrast images be captured, such as the template-based visual tracking works well. As a result, long time hovering flights were achieved over only a high contrast ground where colorful posters were spread. This paper improves the markerless vision-based localization and control algorithm. The improved algorithm includes edge detection and Gaussian filtering. Edge detection enhances image features, and Gaussian filtering decreases noise components in edge images. The improved algorithm achieves long-time hovering in a room where none of SIFT (Scale-Invariant Feature Transform) [14] and ESM (Efficient Second-order Minimization) [15] work well. The flight experiment does not require any specified markers, texture information given in advance, or any special settings.
HELICOPTER CONTROL SYSTEM
The system considered in this paper consists of a helicopter with a wireless camera, a receiver, a computer with a video card and a DA converter, a signal converter, and a transmitter as shown in Fig. 1 . The helicopter flights over a blue carpet on the ground in a room, and no texture information on the ground are given in advance. Table 1 summarizes specifications of the system. The helicopter belongs to a class of micro aerial vehicles [16] .
The helicopter has a downward looking camera and two rotors as can be seen in Fig. 2 . The two rotors share the same axis, and they rotate in opposite directions. A stabilizer is installed on the upper rotor head. It mechanically keeps the posture horizontal. Both the pitch and roll angles of the helicopter converge to zero fast enough, even when the body inclines. Thus it is sufficient to control the three dimensional position and the yaw angle of the helicopter. The four controlled variables are denoted by x, y, z and θ. We have four control signals denoted by u x , u y , u z , and u θ as illustrated in Fig. 3 . Each of them directly controls the roll angle of the lower rotor, the pitch angle of the lower rotor, the resultant force of the two rotor thrusts, and the difference of two torques generated by the two rotors, respectively.
The wireless camera of the helicopter captures an im-
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September 14-17, 2013, Nagoya University, Nagoya, Japan age on the ground at 30 frames per second. The captured image data are transferred to the computer through the receiver and the video card. The computer processes the image data, and four control signals are generated at 30 frames per second in a manner described later. The four control signals are converted to a PCM (Pulse Cord Modulation) signal by the signal converter. The PCM signal is then supplied via the transmitter to the helicopter.
CAPTURED IMAGES
Typical captured images are presented in Fig. 4 . The computer at the ground station sometimes obtains noisy images. Noisy images are classified into two categories listed below. They are found by appropriate image fea- tures as shown in Section 5.2 .
• Black line insertion: A black thick line appears on a captured image. The captured image is separated into two distinct parts, and the upper and lower parts are interchanged. The lower part of the captured noisy image is the upper part of the corresponding true noiseless image.
• Deformation/Discoloration: Outlines and/or colors of objects in a captured image are corrupted. Robust visual tracking algorithm such as SIFT and ESM sometimes fail to track a target on the ground. It is seem from Fig. 5 that SIFT does not provide good results in the room. Although we also have similar results to ESM, they are omitted here due to space limitations. We need a robust visual tracking algorithm.
TEMPLATE MATCHING
The localization algorithm proposed in the next section is based on translational template matching [17] . When a reference image is given, translational template matching finds a region with the smallest difference from the reference image by searching for global minima in the vertical direction and the horizontal direction in image coordinate frames. Template matching in the proposed localization algorithm is applied to images after edge detection and Gaussian filtering, since template matching does not work well for original captured images. Edge detection enhances image features, and Gaussian filtering decreases noise components in edge images.
More precisely, the proposed localization algorithm includes the following five steps, and the sequence is called simply template matching later.
1. Undistortion: Each captured image is first grayscaled, and the grayscaled image is then undistorted by using the internal parameters of the wireless camera. 2. Gaussian filtering: The Gaussian filter with 17 × 17 pixels is applied to the undistorted image. 3. Edge detection: The Sobel operator is applied to the filtered image in the x direction, and it is done in the y direction. The two images are added. 4. Gaussian filtering: The Gaussian filter with 7 × 7 pixels is applied to the edge image. 5. Template matching: Let the intensity at (x, y) of the reference image and the edge image be denoted by T (x, y) and I(x, y), respectively. Then the normalized sum of squared differences (NSDD) is defined by
where
Obtain arg min (X,Y ) R(X, Y ) as the most fitted point.
LOCALIZATION
Reference images and coordinate frames
For each captured image, the corresponding image plane is defined as follows. The origin of the image plane is located at the center of the captured image. The x and y axes in the image plane are directed from left to right, and from bottom to top, respectively.
The estimation procedure requires multiple reference images, since the field of view of the wireless camera is limited and since the wireless camera sometimes captures noisy images. Two reference images are extracted from an image captured at a certain time as explained in Section 5.2 . The centers of the two reference images are located at (−50, 0) and (50, 0) in the corresponding captured image. Each reference image is a 100 × 100 pixels square.
If two reference images are extracted from a captured image, a coordinate frame, called a reference coordinate frame, is attached to the corresponding image plane. The origin of a reference coordinate frame is set at the location where the corresponding reference image is captured. The x, y and z axes in reference coordinate frames are directed to the front, the left, and the vertically upward, respectively. The world coordinate frame is a certain reference coordinate frame.
Tracking algorithm
Three types of reference images are defined as follows.
• Origin reference: An origin reference is a reference image captured at the origin of the world coordinate frame. An origin reference is not updated at any time.
• Last reference: A last reference is extracted from an image captured at the last time step. In other words, a reference image extracted from the current captured image is a last reference at the next time step. Last references are updated every time step, except when noisy images with black line insertion are captured.
• Temporal reference: A last reference is stored as a temporal reference, when template matching is successfully performed for the last reference. The temporal reference is set to null, when matching is successful for an origin template.
A captured image is determined as a noisy image with black insertion, if the number of black pixels in the corresponding gray-scale image is more than 1,500 [13] . It is determined that template matching is successful for a captured image without black line insertion, if the NSSD is lower than a given threshold for a pair of references, and if each of the four vertex locations of the matched quadrangle is within the image plane and at least 5 pixels away from the edges of the image plane. The first test is called the NSDD test, and the second is called the FOV test. The thresholds for the NSSD test are set to 0.26 for origin reference, and 0.35 for others. They follows from preliminary experiments.
We are now ready to give details on the tracking algorithm illustrated in Fig. 6 . Black line insertion is first checked for the current captured image. If it is not found, then three matching processes are performed. The NSDD tests and the field-of-view tests are performed for origin references, then temporal references, and finally last references. If temporal references are null, then their NSDDs are determined as high. If matching is unsuccessful for one of last references, then the captured image is regarded as a noisy image with deformation/discoloration.
3D reconstruction
The four controlled variables x, y, z and θ are reconstructed as follows. Assume one of the three matching processes in Fig. 6 is successful at a time. Let the most fitted points for two reference images in the successful matching process be denoted by (x 1 , y 1 ) and (x 2 , y 2 ) in the image coordinate frame. Let also the 3D location and the yaw angle of the helicopter in the reference coordinate frame corresponding to the successful matching process be denoted byx,ỹ,z andθ. Then, they are given bỹ
The four variables x, y, z and θ in the world coordinate frame are obtained by homogeneous transformations between reference coordinate frames.
SWITCHED CONTROLLER
If the current image is noiseless, then a quadruple of PID controllers is used to produce control signals. Otherwise, or equivalently, if the current image is noisy, then a quadruple of integral controllers is applied. This excludes noisy images from the feedback loop.
The quadruple of PID controllers for hovering control is designed by
and u y (k), u z (k) and u θ (k) are defined for y, z and θ in the same manner as (9) , respectively, where
for a variable * , and K is the set of time steps when noiseless images are captured. The quadruple of integral controllers for hovering control is also designed by
and u y (k), u z (k) and u θ (k) are defined for y, z and θ in the same manner as (10), respectively.
EXPERIMENTAL RESULT
The proposed localization and control algorithm achieves hovering flights for more than ten minutes. An experimental result on a long-time flight can be seen at Figs. 7 and 8. The PID gains were tuned to the values in Table 2 through a trial and error process.
After the helicopter took off manually, the proposed localization and control algorithm was applied. The pair 
CONCLUSION
This paper proposed a markerless vision-based localization and control algorithm for indoor flights of a micro helicopter with a wireless camera. The proposed algorithm achieved long-time hovering in a room. The flight experiment did not require any specified markers, texture information given in advance, or any special settings. 
