The use of adaptive workflow management for in situ visualization and analysis has been a growing trend in large-scale scientific simulations. However, coordinating adaptive workflows with traditional procedural programming languages can be difficult, because system flow is determined by unpredictable scientific phenomena, which often appear in an unknown order and can evade event handling. This makes the implementation of adaptive workflows tedious and errorprone. Recently, reactive and declarative programming paradigms have been recognized as well-suited solutions to similar problems in other domains. Not much work has been done to adopt these methods into the field of in situ visualization and analysis. With this paper, we present a proof-of-concept language, parser and runtime system for designing adaptive systems through a declarative and reactive programming paradigm. We illustrate how an adaptive workflow system is implemented using our approach, and demonstrate it with use cases from real scientific simulations.
INTRODUCTION
Scientific simulations running on petascale high-performance computing (HPC) platforms such as Summit [35] can easily produce datasets at scales beyond what can be efficiently processed. Therefore, scientists often have to reluctantly discard a significant portion of the data when visualizing, analyzing, or storing it [7, 21] . An ideal solution is to manage the system workflow adaptively through trigger-action mechanisms [39] , because they can prioritize the allocation of strained resources, such as I/O bandwidth, to the most interesting phenomena as they emerge. However, programming a dynamic workflow is usually more complex and error-prone than for a traditional static workflow, particularly when using conventional sequential programming approaches. This is because the designer must anticipate potential simulation outcomes from a system with non-linear control flow, and create sophisticated rules to dynamically trigger actions in response to these. Moreover, because the quality of adaptive systems heavily relies on the accuracy of trigger conditions, it is often necessary to explicitly integrate customized algorithms inside larger codebases rather than using generic ones [7, 23] . Han-* e-mail: qadwu@ucdavis.edu † e-mail: taneuroth@ucdavis.edu ‡ e-mail: oigouchkine@ucdavis.edu § e-mail: ma@cs.ucdavis.edu ¶ e-mail: konduri.adi@gmail.com || e-mail: jhchen@sandia.gov dling these tasks efficiently can be a significant challenge for domain scientists.
Therefore, to reduce the difficulty of these tasks, we present Diva, a declarative and reactive programming environment for designing adaptive in situ workflows for data-intensive visualization and analysis. Specifically, Diva focuses on reducing the complexity of workflow design and simplifying the process for integrating new components, by providing a programming environment comprised of following components: a thin back-end API for use of external visualization and analysis libraries, a high-level declarative and reactive language for designing adaptive in situ workflows, and a front-end parser and runtime environment to dynamically execute the high-level programs.
Adopting declarative programming offloads commonly tedious and redundant low-level tasks by placing more of the developmental burden on the language and run-time system developers, rather than on the end users. This allows the user to focus on specifying the results they desire, as opposed to explicitly specifying how to compute them. This leads to greater simplicity and usability in comparison with using lower-level languages. Similarly, the reactive programming paradigm offers the ability to automatically coordinate data dependencies and propagate changes from inputs to outputs. This model is commonly used to greatly simplify the handling of time-varying signals, such as events triggered by human interaction. Since adaptive workflows similarly specify the reaction of a system to time-varying signals, we believe reactive programming is also a good solution for coordinating adaptive in situ workflows.
The back-end API enables easy integration of standalone, precompiled libraries, by only asking for a short implementation of a binding; this can typically be just one source file. Furthermore, because our API can resolve and update library linkages during runtime, adding new libraries does not require recompilation. Moreover, users of Diva can even dynamically include, modify, and remove linked components without terminating the system. This feature can be useful for scientific simulations on HPC systems, because HPC system allocations for these simulations are usually limited; reducing the number of restarts allows for more useful simulation work to be done and gives a higher chance for scientific discoveries.
In this paper, we first describe the principles and features of the Diva language design. We then present our prototype programming environment which implements this design. Next, we provide a set of examples that demonstrate what our design offers to meet particular needs of in situ visualization and analysis, and support our assertion that declarative and reactive models are good approaches for workflow management in this domain. Finally, we discuss the integration of our environment with a real simulation code as well as and results from testing it on a supercomputer. The primary contributions of our work include:
• The design of a reactive and declarative language for developing adaptive in situ workflows. • A proof-of-concept implementation of our language with an associated runtime system.
• A demonstration of how adaptive workflows can be constructed in our system.
BACKGROUND AND RELATED WORK
We begin with a review of recent work in enabling adaptive workflows for in situ scientific visualization and analysis. We then provide a summarization of recent progress made in utilizing declarative specifications for visualization. Finally we conclude with an overview of the reactive programming paradigm and discuss how this approach can be employed to better assist adaptive workflow design.
Adaptive in situ Workflows
There is a rich history of prior work in the literature for enabling controllable workflows in in situ visualization and analysis frameworks for computational simulations [7] . Early works in this area focused on creating the ability to steer the computation in close-toreal-time. This was typically realized by integrated environments, which provided both in situ and computational frameworks. The SCIRun problem solving environment is one of the earliest works of this type, allowing construction, visualization, and steering of the simulation during execution. [36] . However these environments are usually domain-dependent, limiting their usefulness to scientists in other fields [21] .
Later research started to diverge in two directions: having "humanin-the-loop" with a focus on improved interactivity, or automatically looking for regions of importance during the simulation. In the first direction, many successful frameworks for in situ visualization and analysis have supported interactive exploration during the simulation (e.g. Libsim [48] , Catalyst [3] , ADIOS [26] , GLEAN [46] , etc.). However, even with these frameworks, tasks like searching for infrequent scientific phenomena can still be challenging to perform, because scientists do not always know which aspects of the simulation to focus on.
In the second direction, multiple works have attempted to find important regions for in-depth analysis, visualization, and storage [8, 32, 34] . Notably, recent works following this direction usually involve defining indicator functions known as "in situ triggers" for characterizing features. Those triggers can be domain-agnostic algorithms (e.g., data reductions and aggregations, statistical and machine learning techniques [6, 25, 29, 33, 54] ), or domain-specific routines that require special knowledge from domain-experts [9, 39, 45, 53] . This approach has the potential to automatically extract all interesting phenomena from the simulation if the triggers are welldesigned. However, manually designing and implementing such functions can be tedious (through direct integration) or error-prone (misuses of domain-agnostic algorithms). Specialized tools for the design, prototyping, and debugging of these in situ triggers would greatly help with these issues. 
Declarative Specifications for Visualization
To perform in situ visualization and analysis tasks, domain scientists often use off-the-shelf software that are compatible with in situ frameworks. ParaView-Catalyst [3] , VisIt-Libsim [48] and ADIOS [26] are three of the most popular ones. Although production software like these provide users with the ability to set up working environments efficiently on production platforms such as HPC systems, to create visualizations with cutting edge techniques, and to control analysis and processing easily through GUIs, most of them only provide limited flexibility for further customization.
Alternatively, by directly incorporating low-level libraries and programs from scratch, users can always create visualizations and analyses using arbitrary algorithms. However, novice programmers are prevented from doing so due to the significant complexity and difficult in low-level programming. Moreover, even with a functioning program, it can still be hard to deploy them to production platforms with satisfying performance, due to the prolific use of modern parallel architectures such as GPUs and vectorized CPUs on these platforms. These architectures can be essential for cuttingedge visualization techniques such as ray tracing [47] , but efficiently programming on them is generally not a simple task. A better solution would be to have an optimized in situ framework while still preserving flexibility. To achieve that, different methods have been proposed.
The high-level scripting language based method directly integrates the popular general-purpose scripting language Python into a software framework. This method either requires the framework to expose functionalities through a set of wrapped Python objects or an embedded Python interpreter, or to allow users to directly inject customized scripts in the execution pipeline [27] . As a result, user supplied scripts can fully apply the powerful analysis capabilities of Python to do the heavy lifting in the process of in situ visualization and analysis. Because of this, almost all major in situ infrastructures have implemented this method [3, 4, 22, 26, 48] . However, this method has three major drawbacks. First, because Python is designed for a much wider range of tasks, the learning curve can still be steep for domain scientists. Second, incorporating existing programs not written in Python could still be tedious because at the least an implementation of a Python binding would be required. Finally, Python is usually not the best programming language in terms of performance for conducting in situ visualization and analysis on HPC systems.
The domain-specific language (DSL) based method designs specialized programming grammars to assist visualization and analysis customizations [13, 20, 28, 30, 38, 50] . It enables users to express algorithms in the domain-specific semantics that they are familiar with, and hides more complicated implementation details, allowing the user to focus on the development of core algorithms [44] . A well designed DSL can greatly simplify the learning processes for domain experts to adopt the language, improving usability. However this is often achieved by providing a large number of commonly used functions from that domain as built-in primitives, making the language less flexible and extensible compared to general-purpose programming languages.
The declarative specification based method solves the same problem by introducing only simplified declarative grammars for the system configuration rather than a full programming language. It reduces the difficulty in learning a new language by decoupling the workflow specifications (the what) from the actual execution model (the how) [42] . Extending a declarative grammar with existing implementations of algorithms is as simple as writing bindings for the declarative grammar. Several information visualization toolkits have already adopted declarative grammars for specifying visual encodings, such as Protovis [10] , ggplot2 [49] , D3 [11] , Vega [41] , Vega-Lite [40] . Some of these have become very popular due to their ease of use and flexibility. These works have inspired further exploration in similar directions to lend more usability, including for high performance information visualization systems [24] , and for the configuration of complex GPU shader pipelines for advanced volume rendering of scientific data [44] . In our work, we focus on declarative specifications for designing complex in situ visualization and analysis workflow.
Reactive Programming for Workflow Control
Reactive programming is a paradigm that involves programming using asynchronous data streams, with automated handling of timevarying data streams according to user-defined dependency graphs. Particularly, reactive programming defines time-varying variables as behaviors, and occurrences of individual data values attached to discrete points in time as events. Similar to declarative specifications, it separates the management of state change evaluation and propagation (the when) from the underlying reactive model, freeing authors from manually handling it, and allowing systems to automatically evolve in response to changing events. Because of this, many recent event-driven applications [14, 15, 31, [40] [41] [42] combine the usage of both declarative specifications and reactive programming to facilitate development with them. This approach allows developers to only define what is to be done, while letting the language automatically manage when and how to do so [5] . In our work, we focus on this combination of declarative specifications and reactive programming and develop a specialized grammar for authoring adaptive in situ visualization and analysis workflows. The features brought by reactive programming are considerably useful in our scenario, because all core in situ data types (e.g., time-varying simulation data with infrequent human interactions) are essentially data streams. They can be easily modelled with behaviors and events.
THE DIVA PROGRAMMING ENVIRONMENT
Generally speaking, designing a good in situ visualization and analysis workflow with adaptive flow controls requires consideration of five elements: 1) anticipation of possible simulation outcomes, 2) design of indicator functions for those outcomes, 3) implementation of those functions, 4) scheduling of their executions, and 5) correct management of any related data dependencies. However, in most cases, only the first two questions are related to the simulation, while the rest are mainly engineering oriented challenges. Therefore, in order for the advantages brought by adaptive workflow control to truly benefit domain scientists, tools for automatically managing those engineering challenges are needed. As we demonstrate in this section, our expressive specification model Diva is a good candidate, thanks to its use of declarative and reactive programming.
DAG Abstraction
Our model adopts the use of directed acyclic graphs (DAGs) to abstract all possible data dependencies and chains of computation needed in in situ visualization and analysis. Data dependencies and flows are represented as links in a DAG while computational Listing 2: Examples for illustrating how functions, triggers and actions can be created. Functions are instantiated by partially or fully overwriting default parameters defined in a module prototype. The @when block uses a special subclass of functions called triggers for determining when a Reaction block will be active; Reaction blocks hold multiple actions activated by the same condition.
tasks and data are considered to be executable nodes. Although similar abstractions methods like task-based diagrams or data-flow diagrams have already been adequately proposed in literature and production software packages, such as VisIt [12] and ParaView [2] , our abstraction is implemented differently. First, our model aims to enable the direct capture of rule definitions and data dependencies in a declarative and reactive programming fashion; therefore, data mutation and identifier rebinding are not supported by default, even though they are commonly seen and used in many popular procedural programming languages. This implies that in order to avoid unnecessary recomputation when nodes are accessed repeatedly, some kind of caching mechanism must be provided in the implementation. Second, to enable adaptive workflow control, a special type of node called trigger is provided in our DAG abstraction. Nodes of this type are essentially equivalent to "in situ triggers" mentioned in literature. They can only produce a single Boolean output value, and they are used to conditionally enable or disable other nodes in the DAG; if the value of a trigger node has been evaluated as false, all nodes dependant on it are disabled and not evaluated. As such, the DAG specified in Diva should be evaluated with two passes: in the first pass, the system looks at trigger nodes and disables any unused nodes based on their conditions; and then, in the second pass, remaining nodes can be evaluated normally.
Parameterized Object Design
To allow nodes in the DAG abstraction to fully represent general computational tasks while still being customizable, we adopt the design of parameterized modules from other declarative languages such as Verilog. In this design, general computational tasks are considered as parameterized black boxes producing certain outputs, denoted as modules. Diva employs this design by considering all nodes in the DAG abstraction as instances of modules with keyworded parameters. Because one module can potentially be used in multiple tasks with different parameters, it is necessary to instantiate a module before using it. Similar to nodes in the DAG being immutable after definition, parameter definitions are also immutable for any instantiated module. If a single module is designed for handling multiple situations, such as an image renderer with both surface and volume rendering, parameters can be included for all cases. Users only need to specify the necessary parameters, leaving optional ones empty; these can then be internally detected by the module implementation to control its flow.
Top Level Primitives
Based on a node's location in the DAG, it can be classified as a source, function, or action. Because our DAG implements all nodes as modules, all of these are module instances. Examples can be found in Listing 1 and Listing 2. Sources are root nodes in the graph for initiating data flows, usually used to represent simulation outputs. Because they consume no inputs, other primitives in a Diva workflow cannot directly interact with them through the workflow. However, in situ steering 1 can still be achieved by having actions interact with the simulation. Functions are internal nodes requiring both inputs and outputs, usually corresponding to intermediate objects produced within the workflow. The functions are not allowed to have side effects, and the inputs are read only within the module. The outputs represent the co-domain of the functions, which can each be individually mapped to inputs of other functions. Since they are not allowed to have side effects, they cannot produce output, or produce any external effect. Therefore, the execution of a Diva functions is only needed when something else depends on its outputs.
Actions are terminating nodes with inputs but no return values. They are however allowed to have side effects, which define how the workflow interacts with the external environment. One can think of the actions as the only mechanism to save results, or exert influence on simulation itself outside of the integrated analysis workflow.
Triggers are an abstraction of a Boolean valued function (the predicate) paired with a set of actions to execute whenever the predicate evaluates to true.
Time-Varying Primitives
With the double-DAG abstraction and three basic primitives, the Diva system can work with rules of computation instead of values. As such, it is possible for our system to systematically resolve the order of evaluation of primitives, and to update their values when necessary. As a result, any object defined in Diva can automatically be considered a time-varying object because there is no need for explicitly scheduling value updates. An example can be found in Listing 2, where function imageName is defined as the concatenation of three strings: the name prefix, the simulation timestep, and an image suffix. Because the language system is responsible for propagating value changes along the dependency diagram, there is no need for the user to explicitly update the value of imageName for every new timestep value.
Lazy Evaluation
One important feature introduced by Diva is that it classifies nodes based on whether the execution of that node will persistently change anything in the external environment or not. For example, the process of rendering is functional because if the rendered images are not saved, all computations are temporary. However, image and data storage processes are not functional since they permanently save files to a disk, which from the view of the in situ workflow is an external device. Our system assumes that only paths through the workflow ending in a non-functional node are meaningful, and that all other may be skipped. This assumption helps Diva plan the execution of different nodes intelligently. Simply, nodes are only executed on-demand.
Temporal Logic Operations
As discussed previously, in reactive programming, behaviors are time-varying variables while occurrences of changes in these are events. To provide the user with the ability to express complicated triggering conditions on events, we adopt operators from the field of temporal logic programming [18] . Those operators abstract commonly used Boolean logic operations on behaviors, simplifying the expression of time-varying control logic. For example, until(x) creates a Boolean behavior which will be true until the first true occurrence of x. Similarly, bool x = after(temp > 1700) defines x as false until the first timestep where temp is above 1700, and true thereafter. Other basic operators include after(x), first(x), firstN(x,n) and afterN(x,n). In addition to these basic temporal logic operators, users can implement their own operators as custom functions, which can take inputs according to the user's choices.
Gathering Across Time and Space
Modern distributed simulations often employ domain decomposition to improve performance, meaning each individual node generally only has access to a subset of the data. This is usually insufficient for many visualization and analysis tasks requiring global knowledge, such as distributed rendering. Therefore, it is important for the environment to provide the ability to gather information across nodes, through interfaces such as MPI.
A similar thing occurs in the area of reactive programming, where time-varying variables are treated as an ensemble of values through the notion of behaviors. Typically, only access to the current value is provided; however, because it can be desirable for tasks to use historic information, a mechanism for gathering information across the temporal dimension is a valuable addition.
Diva handles both distributed and time-varying data, and supports access for gathering across both time and space.
Reductions are helper operators for gathering across computation nodes. To better support them, Diva introduces an additional specifier, domain, for each primitive which determines how the domain decomposition is done. This specifier can either use predefined values such as local and global, or custom user values defining more complex communication patterns. This specifier ensures that Diva can select a proper reduction in the used interface. For example, if reductions are implemented with MPI, the system can use MPI reduce over MPI COMM WORLD when the program attempts to reduce a value from local to global.
Windows are gather operations for continuously collecting timevarying values from a variable over a range of time, implemented using standard queues. A window definition takes the target expression, the maximum number of copies to store, and the sampling frequency. For example, a window declared as Window(isoSurface,10,3) retains up to 10 iso-surfaces at a time, where for every 3 time steps a new iso-surface is pushed into the window. This feature offers support for forecasting, as well as for old values to be used if future timesteps determine that they are valuable. For example, once a feature is detected, data that we believe caused the feature that is within a window can be saved. A window of size n is not fully populated until the first n copies are pushed in, which leads to two possibilities on how to implement them: either as a fixed-size array which is not active until full, or as a variable-size array which is always active.
We implement both, as some modules may not support variable-size arrays.
Inline Expressions
Expressions are supported by using inline function composition. The functions can also be overloaded, and if they take either one or two arguments, they can be assigned an operator symbol (e.g. +, -, *, /, <, >, <=, >=, and ==), and used with infix notation. The parser then directly converts them into the corresponding functions. Diva uses a standard library to define basic mathematical functions that are overloaded to work with the built in types. String manipulation is also supported by the standard library.
A PROTOTYPE IMPLEMENTATION
An in situ visualization and analysis system can be classified either as synchronous or asynchronous depending on whether processing routines are executed simultaneously with the simulation or not. Reactive programming languages can be classified in a similar manner. Such a language is synchronous if it is developed based on an assumption of synchroneity, where actions are atomic and take no time. This similarity allows us to naturally map in situ problems to reactive programming problems based on their synchronization properties.
Because our project is driven by researchers who require tightlycoupled synchronous in situ systems, we implement our language design as a synchronous one and leave an asynchronous implementation for future work. Because we follow the assumption of synchroneity, we can easily ensure the correctness of visualizations and analyses by resolving dependencies between data objects and analysis routines without any concern about race conditions.
Our system consists of three components: the front-end parser, for translating Diva workflow specifications; the workflow-manager, which is in charge of building dependency graphs based on the workflow, managing variables and namespaces defined by the workflow, and making decisions about how to execute the workflow; and, the extensible back-end runtime system for looking up external libraries and managing the executions of low-level programs. In following sections, we give a brief explanation about each component.
Front-end Parser
Because in a reactive programming language users express data relationships instead of code execution orders, it is important to be able to extract the correct data dependencies from the program written by users and to automatically detect logical flaws. In our implementation, these two tasks are handled by the parser. In order to build the dependency graph, the parser first scans through the program and extracts information to form a corresponding namespace object. Individual input parameters for the same module instance have separate namespace entries, because parameters are entities which carry dependencies. This design makes it possible for the system to only evaluate inputs whose values have been changed, instead of blindly re-computing all inputs in the entire module instance.
The difference between (a) a circular dependency and (b) a glitch. In (a), nodes z and y both depend on each other in their definition. This leads to a contradiction in how to initialize the value, called a circular dependency. This is not allowed in Diva. In (b), node y does not depend on z, but without careful consideration of the order of updates, z might be updated first with an old value of y. We adopt a unique solving order to ensure that this does not occur.
Once the namespace has been built, a second scan will be initiated for detecting incorrect dependency structures, such as circular dependencies or "glitches." A circular dependency refers to the phenomenon where two nodes in the graph are both dependent on each other, as shown in Fig. 1a . Because our programming model does not allow identifier rebinding, this data dependency structure can produce non-executable workflows, as a child cannot be created before any of its parents. Thus, in our implementation, we strictly forbid circular dependencies. The parser will notify the programmer about the error before allowing the workflow.
A glitch is a similar dependency structure where node values could be updated with different values under different propagation rules, as illustrated in Fig. 1b . The main difference is that in a glitch there is only a one-way dependency. It is valid to define node z before y, which could lead to node z being evaluated first; this would lead to the value of z being based on the value of y at a previous timestep. In our system, we employ a topological sorting to uniquely solve this problem. Specifically, a node can be evaluated if and only if all of its dependencies are up-to-date.
Automatic Workflow Management
A key feature of Diva is that users can avoid manually managing the execution order of different code blocks (i.e. modules in Diva). Instead, they need only to specify constraints for the execution of modules, and a correct pipeline can then be inferred automatically based on these user-supplied constraints. This can be accomplished by analyzing the dependency structure from the set of declared sources, functions, actions, and triggers.
Diva assumes that the workflow can be correctly executed by simply executing all active actions. One important implication of this assumption is that the execution of functions changes output values only, producing no side effects. That is, the implementation of any function in Diva should be functional. Moreover, because actions and functions can be dynamically enabled or disabled by trigger functions, the workflow manager should always prioritize the evaluation of triggers, when there are multiple dependencies. As such, it is preferable to start from leaf nodes in the DAG and trace backwards. In reactive programming, this style of execution management is consider pull-based, since one begins by pulling the requested data, then recursively pulling backwards as necessary based on the dependencies, until all dependencies are satisfied. Finally, to deduce the evaluation order and to effectively resolve glitches, a topological sort is performed on the dependency DAG.
The stages of execution are as follows: 1) topologically sorting the dependency graph and creating an empty node set for value caching; 2) recursively updating the dependency chains leading to triggers; 3) evaluating trigger conditions; 4) disabling nodes which are behind false triggers; and 5) executing each of the active actions. Fig. 2 shows an example demonstrating the behavior of the workflow management system at runtime. Once a new data timestep is generated, the back-end system will start to process all triggerss and their corresponding actionss. Because triggerss cannot have dependencies between each other, they can be processed in any order, or even simultaneously. For now, we assume they are processed sequentially following indices. Action A1 is guarded by trigger T1, which further depends on F5, F7 and F2, thus F5, F7 and F2 are evaluated first, and then T1. Because the evaluation of trigger T1 results in False, A1 is disabled. Next, the system moves to T2; because T2 depends on a previously computed node F2, the cached value of it is loaded to evaluate T2. The result of T2 is true, so A2 remains active. Then, A3 and A4 are similarly evaluated, resulting in A4 being disabled. Once all triggers are evaluated, the algorithm will execute active actions; thus, F3 is executed, followed by A2 and A3. T1 T2 T3 T4  A4   A4  A3  A2  A1  F5  T4  T3  T2  T1  F7  F4  F3  F1  F6  F2  S   T1  F5   T3   T4   A4  A3  A2  A1  F5  T4  T3  T2  T1  F7  F4  F3  F1  F6  F2  S   T2   A4  A3  A2  A1  F5  T4  T3  T2  T1  F7  F4  F3  F1  F6  F2  S   A4  A3  A2  A1  F5  T4  T3  T2  T1  F7  F4  F3  F1  F6  F2  S   b)   Initial   T1   T2   T3   T4   A2  A4  A3  A2  A1  F5  T4  T3  T2  T1  F7  F4  F3  F1  F6  F2  S   A3  A4  A3  A2  A1  F5  T4  T3  T2  T1  F7  F4  F3  F1  F6 
Back-end Runtime System
The back-end runtime system for Diva is implemented in C++, and is in charge of actually executing the code associated with each individual module while the simulation is running. To make the run-time system extensible and flexible, three features are provided. First, the back-end runtime provides a very simple low-level API. Although very simple, this API fully implements the DAG abstraction and parameterized module design employed by Diva. For example, module implementations can be generically handled by an abstract type diva node t; input parameters can be queried using functions like inputHasUpdates, inputSet, inputDefined, inputHasBeenSet, etc. Second, unlike in many other software systems which tend to enforce the use of a single set of data structures, the data structures used in Diva can be highly customized. Developers do not have to convert the types they use into types defined by Diva, and can instead register customized types with the back-end. Finally, integrating new packages into Diva does not require code recompilation. Instead, Diva uses dynamic loading to look for shared libraries during execution time. As long as the added packages are compiled as shared libraries and located in suitable locations, the Diva back-end system can automatically link them, even while running a simulation. This allows development and addition of new packages without significant conflict or overhead.
RESULTS
In this section, we share our experience using our programming system, including: adapting a set of flow volume data analysis routines into Diva Packages, using the Diva language to compose them into an adaptive workflow, and integrating our runtime system with the S3D combustion simulation, and executing our Diva workflow in situ on the Summit supercomputer.
Packages for Workflow Composition
We have created three packages for workflow composition, including: a blockwise distribution-based analysis package, a feature extraction package, and a volume rendering package. Together, these packages enable a wide variety of workflow compositions that can support cost-benefit optimization through in situ statistical abstraction, spare data selection, down-sampling, or image generation.
Automatic Feature Extraction
Feature extraction is ubiquitous in scientific data processing. At present, Diva provides three types of feature extraction: volume, point-set, and surface. Volume feature extraction is done by thresholding non-interesting data and discarding unused variables, creating a dataset which is much smaller when compressed, yet still usable by the same tools as the original. As an option, the produced volume can be a simple Boolean volume encoding only the position of interesting features. Point-set feature extraction extracts a point at each position in the dataset where an interesting feature exists; as an option, the variables describing this position can be extracted as well. Finally, surface feature extraction is done using the marchingcubes algorithm for features describable as surfaces. Each feature extraction package takes as input the dataset from which a feature is to be extracted, the minimum/maximum values describing the feature, and an optional output resolution, if different from the input resolution. Each package has as output the feature which it extracts, whose format is dependent on the type of feature being extracted.
Volume Rendering
Our distributed volume rendering package uses a standard sort-last rendering pipeline for rendering volumes. In particular, domaindecomposed volumes are rendered locally on distributed nodes, producing many small tiles. Those tiles can then be aggregated and composited using alpha blending to form a correct image. Therefore, several additional details including the proper domain decomposition and boundary connectivity are needed in order to have the final image correctly composited.
Blockwise Distribution Driven Analysis
Blockwise distribution based visualization and analysis has been applied in multiple contexts, including feature tracking [17] , anomaly data [1] , and in situ summarization in several different domains [16, 52] . The blockwise distribution driven analysis package computes distribution functions for a given set of variables, over each subblock of the domain decomposition of a distributed Cartesian volume. We also provide Operators to compute derived measures such as Shannon entropy and KullbackLeibler divergence, each of which could be further used for deriving trigger conditions or as a basis for data thresholding.
Application: the S3D Combustion Simulation
S3D is a leading, multi-physics turbulent combustion simulation code [19] . The data that the simulation outputs is volumetric and includes variables representing mass fractions of~10 − 110 chemical species, as well as velocity, pressure, and temperature fields. In production-level simulation runs, each timestep can produce terabytes of raw data. At these scales, the I/O bandwidth and storage allowance can be easily overwhelmed. Therefore, the output is usually reduced by saving to disk at a significantly reduced temporal Figure 3 : An illustration of the type of results that can be easily achieved through a Diva workflow. A,E) On every time step, (t 0 ,t 1 , ...,t N ) low-cost statistical abstractions are generated, and images are rendered of fields of interest. B) Volume data is processed through a filter based volume extraction package, to select only the blocks where a flame is occurring. Raw data that may be useful for flame surface analysis is then saved sparsely in time and space according to the existence of flame surface at times (t f i ,t f i+1 ,t f i+2 , ...), and in the local domain block. C) At every checkpoint (t 2c ,t c ,t 2c , ...), the full raw data is saved, as normal. D) A visualization of a pair of local 2D time varying distributions. If this data was only saved during distant checkpoints, the smooth changes would sometimes not be detectable, lending more uncertainty to the analysis. However, this particular data abstraction is very lightweight, and thus one can afford to save it at a high frequency.
frequency. However, at this reduced frequency, the data often misses transient information that is essential for understanding some of the key combustion processes.
For the demonstration and evaluation of our system, we simulate a turbulent premixed auto-ignition problem that is relevant to homogeneous charge compression ignition (HCCI) and stationary gas turbine engines [43] . The inception and growth of ignition kernels in the premixed reactants occur rapidly and are often missed in coarse checkpointing of the data. Some of the features of interest in analyzing such simulations are the conditions surrounding the ignition events and flame surfaces. Analyzing these conditions enables scientists to better understand the combustion phenomena, including the flame stabilization mechanisms, fuel consumption rates, and pollutant formation.
Diva Workflow
One of the primary benefits of Diva is the ability to program a workflow in an expressive, results-oriented manner. Therefore, the first thing we do is to declare the Packages necessary to produce the results we are interested in. The definitions in a package do not imply an order of execution, and the order of declaration of Packages makes no difference to the order of program execution; therefore, this task is trivial.
The first set of results that we are interested in is the volume renderings of multiple fields, such as temperature, and the mixture fractions of key chemicals that indicate burning, such as HO2, H, and CH2O. Since Diva includes a copy constructor, multiple declaration of such objects is simplified and we only need to define the full input set for one declaration, and then override the input field on other declarations.
The next thing we want is a set of block-wise distributions to summarize key data at high temporal fidelity. Since saving these can still be a large cost if we wish to save many different multivariate joint distributions, and we know some time steps will be more key than others, we choose two spatial decompositions at different levels of spatial fidelity. We then declare multiple distributions, over the different distributions at different granularities.
Next, we declare two extraction functions, which are used to help derive results and data for analyzing the distributions of chemical mixture fractions on and near conditions which are associated with burning as they appear. For a proof of concept test of our language, we use a rough heuristic for now, which is to threshold based on a temperature minimum of 1400K. The outputs of our specific function declarations are: the points (x, y, z) where a the condition is met, along with several chemical field values corresponding to them; and, in a separate structure, a set of thresholded volumetric structures also representing different fields. The points will be used as additional sparse raw output data that will help support post-hoc analysis of the flame, as well for input into the statistical packages for computing statistical measures to analyzing the distribution of the chemicals 1 local LinearDecomposition coarseDecomposition 2 = LinearDecomposition ([ "x", "y", "z" ], [ 1, 1, 1 ] ); 3 local LinearDecomposition fineDecomposition 4 = LinearDecomposition ([ "x", "y", "z" ], [ 4, 4, 4 ] ); 5 // velocity histograms 6 Stats velocityHists (): { @assignment : { 7 BHST. blkDecomposition = coarseDecomposition ; 8
BHST. hstDecomposition = LinearDecomposition ( 9 [ "Vx", "Vy", "Vz" ], [ 8, 8, 8 ] 
10
); 11
BHST.data = dataList ; // list of data field pointers 12
BHST. dataVarNames = dataVars ; // data field names 13
BHST. localDims = data.S3D. localDimension ; 14
BHST }}, /* ... */ 40 }} Listing 3: A few snippets from our example Diva workflow for S3D. Lines 1-20: The first two blocks show the declaration of two blockwise decompositions of different granularity. Two sets of blockwise distributions are declared using different decomposition granularity. The second declaration uses assignments copied from the first, and overrides the linear decomposition parameter. Lines 21-32: Several states are declared for use as conditions to triggers. Lines 33-40: A trigger is declared and associated with an action. throughout the surface.
With this phase done, we now focus on the conditions in which we want to process and save results from the different data elements we have declared. We thus declare a set of Boolean conditions to represent different states to trigger these actions on. For some of the smaller data objects, such as images and course-grain statistical data, we want to always output (every step). We also want to output full sets of data during linearly spaced checkpoints as in Listing 3 (Line 21). Next we want to output some results only when the feature is active. This case is split into both local (based on the parallel/spatial domain decomposition) and global cases (throughout the whole domain). The former, on Line 24, indicates when the feature is likely active in the local chunk of data, while the latter, on Line 26, indicates a feature is likely active in at least one block. Finally, we include another local state based on the Kullback-Leibler divergence of the temperature field between a pair of timesteps, which is based on the use of the Window operator storing the current and previous timestep of the temperature block histogram distributions, shown in Lines 28, 29. This may indicate rapid changes in the temperature distribution are occurring, a condition in which we may want higher temporal fidelity results to study the interactions post-hoc. These conditions are then combined as desired and used in for the condi-tions of several triggers, each of which groups different actions to save different data results. Figure 3 shows a simple example illustrating Listing 3 and the different types of temporal resulting data streams that are generated. From this proof of concept, we demonstrate a range of functionality, which can be a basic starting point for extending the workflow into a more specialized and sophisticated analysis pipeline targeting specific applications.
User Experience
Our team consists of two groups: a group of simulation scientists and a group of computer scientists with expertise in visualization. As an informal qualitative evaluation, we report our user experience working with our programming environment for this application.
Plugin Development
Separate team members worked on different plugins, and in the end, we needed to work together to determine the best way to couple them through the Diva language. We found that wrapping our preexisting visualization and analysis codes within Diva API package was very easy. However, exposing a simple interface and common data model was the most challenging part. The manner in which Diva uses composition of modular plugin components required us to think slightly differently than usual about workflow development, with a greater emphasis on modularity and generalizable abstractions. We found this aspect of the development to be beneficial since these are good programming practices which are generally encouraged; in Diva they are required.
Another essential aspect of our plugin development is that Diva doesn't enforce a strict built-in data model, but instead relies on Packages, which can implement their own custom types, operators, etc. The ability to easily expose the custom C++ data structures used in our back-end plugins as types in the Diva language mades abstraction and coupling quite easy. For example, we could leave our low-level functions as-is, and simply implement new C++ functions to do conversions to common types, and then register those common types with the Diva API.
In the early stage some bugs occurred due to name clashes in variables registered in different plugins. This motivated us to plan future work for implementing a more robust validation pipeline, and other safeguards for preventing users from introducing bugs when implementing the plugins.
Workflow Programming
We have implemented our Diva workflow with the goal of testing our language for usability and incorporating a range of implemented features to demonstrate how they can be used in general. We found that programming in the Diva language was straightforward. Since our parser performs a static analysis of the parsed program before executing the workflow, including syntax verification and strong type checking, run-time errors were limited, and occurred only during the beginning phases of back-end and runtime system development, when the system development was experiencing a lot of flux. The benefit was that, assuming that the back-end code was error-free, Diva language errors would always be flagged during parsing and static analysis due to the feature of immutability.
The copy constructor and override feature was useful to simplify the coding by allowing to easily make several similar instances of the same type of object. However, one team member found a limitation that is one could not declare a dynamic number of objects with parameters mapped through arrays or list inputs. For example, one could make a histogram for every variable, by mapping instances based on a list of variable meta information. This motivated us to plan further development for our standard plugin library to support this feature, which would also simplify/shorten code in some cases.
Another thing we found was that grouping sets of actions based on different trigger conditions required us to think about mutual exclusivity of the conditions. For example, we may want to save data object x on both conditions A and B. But if we group out put(x) under each condition, then the results would be output redundantly if A and B are not mutually exclusive. The issue wasn't very difficult to manage, but we think our language could be enhanced in some way to help the user avoid such logical mistakes in the future.
One of the simulation scientists was especially interested in the Window feature, since it would enable support for in situ forecasting (machine learning) methods which commonly rely on temporal sequences as input. Since S3D's full data is very large, and the memory of the compute nodes is already saturated, typically only the current step is maintained in memory. Using the Window mechanism in common with data abstractions (e.g., statistical summarization), and data filtering, brings exciting new possibilities for forecasting.
Integration
For S3D, one specific area we wish to improve on, is the independence of the in situ workflow from the simulation code. Currently, the common practice is to integrate each new in situ routine separately, which requires changes to be made to the common S3D simulation code. This results in many different customized versions being maintained for only slightly different purposes. Since only the Diva runtime system needed to be integrated explicitly, future integration is practically effortless. For example, once the runtime system is integrated, adding a new plugin and authoring a new workflow require no changes to the S3D code base. We find this to be an important benefit to the Diva system, because simulation developers, visualization developers, and data analysis commonly work separately with separate goals, yet their codes each need to be integrated into the same system. With our system, greater autonomy can be achieved in terms of programming efforts, and only a single version of S3D needs to be maintained while the in situ workflows may vary.
DISCUSSION
To use our system in an alternative in situ environment, a good staring point is to develop modules which wrap flexible I/O systems. For example, we could develop Diva sources using ADIOS [26] or GLEAN [46] which would enable our system to work in transit with existing simulations written with those libraries. Furthermore, if we also develop actions using those libraries, then a hybrid in situ and in transit system can be achieved, where some parts of the processing happens on node, and other parts off node.
With a focus on expressiveness and the adoption of flexible data models, Diva can also be used as a thin wrapper to easily enable declarative and reactive programming on existing the in situ frameworks like ALPINE [22] and SENSEI [4] . This allows users to write portable workflows across different platforms and frameworks. This can be a very helpful capability since the data, available hardware, requirements, and goals can very drastically depending on the environment, simulation, and even different runs of the same simulation codes. As an example, Summit is heavily geared towards GPU computing, and uses IBM CPUs, while others may be geared towards CPU with Intel chips or lack GPUs. This means that one may need to swap out the rendering modules in order to run the simulation on a different system. For example, we could use a GPU renderer based on one machine, and only by changing a few lines of code, switch to a CPU based renderer such as OSPRay [51] on another system. One limitation of our language implementation is that it doesn't support control over task level parallelism. Distributed parallelism is implicit depending on if it is executed in an MPI environment or not, while locally each mpi node executes sequentially the plugins function calls. The thread plugins themselves may be implemented using thread level parallelism. We chose to limit control over the parallelism in this way, because in the future we plan to utilize other frameworks for task level parallelism, such as Legion [37] , which automate this process.
Currently, the simulation is treated as a read-only module from the view of our language. If we were to expose simulation inputs to the Diva workflow developer, we would need to consider the implications to the dependency structure. Since all dependencies in the workflow graph trace back to the source, feeding the output of any object back to an input of the source would form a circular dependency. In order for this to make sense, the assignment of an output of the workflow to a source input requires the system to assign output values from a previous time step. Furthermore, since the idiom of our system is that only actions make external changes, we think it is best to restrict the modification of the simulations parameters to actions. With a change like this, simulation steering could be supported. However, if the simulation's inputs are sensitive, allowing them to depend on an automated dynamic workflow may impose some risk. By disabling this feature, the scientists may be more comfortable with coupling an externally developed workflow to the simulation, knowing that the simulations state is independent of the workflow.
CONCLUSION
The introduction of Diva, a declarative and reactive programming environment, overall makes adaptive in situ workflow development a simpler process. We find that the key benefits that it provides include: more autonomy between developers, modularity of workflow components, extensibility through the back-end runtime system, protection against logical programming errors by using implicit control flow execution, and a more results-oriented paradigm that better reflects end goals. As Diva matures, it shall continue to be refined and extended to support a wide range of applications.
