We investigate the links between the so-called Stein's density approach in dimension one and some functional and concentration inequalities. We show that measures having a finite first moment and a density with connected support satisfy a weighted Poincaré inequality with the weight being the Stein kernel. Furthermore we prove asymmetric Brascamp-Lieb type inequalities related to the Stein kernel. We also show that existence of a uniformly bounded Stein kernel is sufficient to ensure a positive Cheeger isoperimetric constant. Then we derive new concentration inequalities. In particular, we prove generalized Mills' type inequalities when the Stein kernel is uniformly bounded and sub-gamma concentration for Lipschitz functions of a variable with sub-linear Stein kernel. When some exponential moments are finite, a general concentration inequality is then expressed in terms of Legendre-Fenchel transform of the Laplace transform of the Stein kernel. Along the way, we prove a general lemma for bounding the Laplace transform of a random variable, that should be very useful in many other contexts when deriving concentration inequalities. Finally, we provide density and tail formulas as well as tail bounds, generalizing previous results that where obtained in the context of Malliavin calculus.
Introduction
Since its introduction by Charles Stein ([Ste72, Ste86] ), the so-called Stein's method is a corpus of techniques that revealed itself very successful in studying probability approximation and convergence in law (see for instance [CGS11, Cha14, LRS17] and references therein). Much less in known regarding the interplay between Stein's method and functional inequalities. Recently, a series of papers ([LNP15, LNP17, FN17, CFP17]) undertook to fill this gap.
More precisely, Ledoux et al. [LNP15] provide some improvement of the log-Sobolev inequality and Talagrand's quadratic transportation cost inequality through the use of the Stein kernel and in particular, the Stein discrepancy that measures the closeness of the Stein kernel to identity. In a second paper [LNP17] , these authors also provide a lower bound of the deficit in the Gaussian logSobolev inequality in terms Stein's characterization of the Gaussian distribution. Recently, Fathi and Nelson [FN17] also consider free Stein kernel and use it to improve the free log-Sobolev inequality. Finally, Courtade et al. [CFP17] proved that the existence a reversed weighted Poincaré inequality is sufficient to ensure existence of a Stein kernel. To do so, they use an elegant argument based on the Lax-Milgram theorem. They also provide bounds on the Stein discrepancy and application to a quantitative central limit theorem.
The present paper aims at pursuing investigations about the relations between Stein's method -especially the Stein kernel -and some functional inequalities, together with some concentration inequalities. We prove that a measure having a finite first moment and a density with connected support satisfies a weighted Poincaré inequality in the sense of [BL09b] , with the weight being the Stein kernel. This allows us to recover by different techniques some weighted Poincaré inequalities previously established in [BL14] for the Beta distribution or in [BJM16a] for the generalized Cauchy distribution and to highlight new ones, considering for instance Pearson's class of distributions. We also derive asymmetric Brascamp-Lieb type inequalities related to the Stein kernel and show that existence of a uniformly bounded Stein kernel is sufficient to ensure a positive Cheeger isoperimetric constant.
There is also a growing literature, initiated by Chatterjee ([Cha07] ), about the links between Stein's method and concentration inequalities. Several approaches are considered, from the method of exchangeable pairs ([Cha07, CD10, MJC + 14, PMT16]), to the density approach coupled with Malliavin calculus ([NV09, Vie09, EV13, TM15]), size biased coupling ([GG11b, GG11a, GGR11, CGJ18]), zero bias coupling ( [GIs14] ) or more general Stein couplings ( [BRW18] ). As emphasized for instance in the survey by Chatterjee [Cha14] , one major strength of Stein-type methodologies applied to concentration of measure is that it often allows to deal with dependent and complex system of random variables, finding for instance applications in statistical mechanics or in random graph theory.
In the present work, we investigate relationships between the Stein kernel and concentration of measure by building upon ideas and exporting techniques about the use of covariance identities for Gaussian concentration from Bobkov, Götze and Houdré [BGH01] . We also put to emphasis a covariance identity first obtained by Menz and Otto [MO13] and further studied by the author and Wellner ( [SW14, SW18a, SW18b] ). It actually appears that Menz and Otto's covariance identity, which is in fact a consequence of an old result by Hoeffding (see the discussion in [SW18b] ), is essentially equivalent to the so-called generalized Stein covariance identity ( [LRS17] ).
As a result, we obtain new concentration inequalities related to the behavior of the Stein kernel in dimension one. Considering first that the Stein kernel is uniformly bounded, we recover the wellknown fact that the associated random variable admits a sub-Gaussian behavior. But we also prove in this setting some refined concentration inequalities, that we call generalized Mills' type inequalities, in reference to the classical Mills' inequality for the normal distribution (see for instance [Düm10] ). Strongly log-concave variables are known to have a bounded Stein kernel and our concentration inequalities improve on the previously best known bounds for this important class of measures. Beta distributions also have a bounded Stein kernel and our concentration inequalities again improve on previously best known concentration inequalities for Beta distributions, recently due to Bobkov and Ledoux [BL14] .
Furthermore, we consider the situation where the Stein kernel has a sub-linear behavior, recovering and extending in this case sub-Gamma concentration previously established by Nourdin and Viens [NV09] . More generally, we prove that the Fenchel-Legendre dual of the Laplace transform of the Stein kernel controls the Laplace transform of a Lipschitz function taken on the related distribution. It is worth noting that to prove such a result, we state a generic lemma allowing to bound the Laplace transform of a random variable. We believe that this lemma has an interest by itself, as it may be very convenient when dealing with Chernoff's method in general.
We also obtain lower tail bounds without the need of Malliavin calculus, thus extending previous results due to Nourdin and Viens [NV09] and Viens [Vie09] .
The paper is organized as follows. In Section 2 we introduce some background material, by discussing some well-known and new formulas for the Stein kernel and more generally for Stein factors, in connection with Menz and Otto's covariance identity. Then we prove in Section 3 some (weighted) functional inequalities linked to the behavior of the Stein kernel. In Section 4 we make use of some covariance inequalities to derive various concentration inequalities for Lipschitz functions of a random variable having a Stein kernel. Finally, we prove some density, tail formulas and tail bounds related to the behavior of the Stein kernel in Section 5.
On covariance identities and the Stein kernel
Take a real random variable X of distribution ν with density p with respect to the Lebesgue measure on R and cumulative distribution function F . Assume that the mean of the distribution ν exists and denote it by µ = E [X]. Denote also Supp (ν) = {x ∈ R : p (x) > 0} the support of the measure ν and assume that this support is connected, that is Supp (ν) is an interval, possibly unbounded. We denote a ∈ R {−∞}, b ∈ R ∪ {+∞}, a < b, the edges of Supp (ν). The distribution ν is said to have a Stein kernel τ ν , if the following identity holds true,
with ϕ being any differentiable test function such that the functions , LRS17] , that under our assumptions the Stein kernel τ ν exists, is unique up to sets of ν-measure zero and a version of the latter is given by the following formula,
for any x in the support of ν. Formula (1) comes from a simple integration by parts. Notice that τ ν is almost surely positive on the support of ν. Although we will focus only on dimension one, it is worth noting that the definition of a Stein kernel extends to higher dimension, where it is matrix-valued. The question of existence of the Stein kernel for a particular multi-dimensional measure ν is nontrivial and only a few general results are known related to this problem (see for instance [LNP15] and [CFP17] ). In particular, [CFP17] proves that the existence of a Stein kernel is ensured whenever a (converse weighted) Poincaré inequality is satisfied for the probability measure ν.
In this section, that essentially aims at stating some background results that will be instrumental for the rest of the paper, we will among other things recover Identity (1) and introduce a new formula for the Stein kernel by means of a covariance identity recently obtained in [MO13] and further developed in [SW18a] .
We define a non-negative and symmetric kernel k ν on R 2 by
For any p ∈ [1, +∞], we denote L p (ν) the space of measurable functions f such that f
the covariance of f and g with respect to ν. For f ∈ L 2 (ν), we write Var (f ) = Cov (f, f ) the variance of f with respect to ν. For a random variable X of distribution ν, we will also write 
Remark 2 In the context of goodness-of-fit tests, Liu et al. [LLJ16] introduce the notion of kernelized Stein discrepancy as follows. If K (x, y) is a kernel on R 2 , p and q are two densities and (X, Y ) is a pair of independent random variables distributed according to p, then the kernelized Stein discrepancy S k (p, q) between p and q related to k is
′ is the difference between scores of p and q. This notion is in fact presented in [LLJ16] in higher dimension and is used as an efficient tool to assess the proximity of the laws p and q. From formula (3), we see that if we take
then we get the following formula,
In higher dimension, Bobkov et al. [BGH01] proved that if a measure ν satisfies a covariance identity of the same form as in (3), with derivatives replaced by gradients, then the measure ν is Gaussian. More precisely, let (X, Y ) be a pair of independent normalized Gaussian vectors in R d , let µ α be the measure of the pair X, αX + √ 1 − α 2 Y and let p N (x, y) be, the density associated the measure 1 0 µ α dα. Then we have
This gives that for a kernel K N (x, y) = p N (x, y) ϕ −1 (x) ϕ −1 (y), where ϕ is the standard normal density on R d , we also have
The following formulas will also be useful. They can be seen as special instances of the previous covariance representation formula.
Corollary 3 (Corollary 2.1, [SW18a] ) For an absolutely continuous function h ∈ L 1 (F ),
and
By combining Theorem 1 and Corollary 3, we get the following covariance identity.
Proposition 4 Let ν be a probability measure on R. If g and h are absolutely continuous and
where
−∞ hdν for every x∈ R. Furthermore, if ν has a density p with respect to the Lebesgue measure that has a connected support, then
where, for every x ∈ Supp(ν),
Proof. Identity (6) is a direct consequence of Theorem 1 and Corollary 3. If ν has a density p with respect to the Lebesgue measure that has a connected support then for every x outside the support we have Lh (x) = 0. Consequently, from Identity (6) we get, for
and so Identity (7) is proved. From Proposition 4, we can directly recover formula (1) for the Stein kernel. Indeed, by taking h (x) = x − µ, we have h ∈ L 1 (ν) and differentiable and so, for any absolutely continuous function g ∈ L ∞ (ν), applying Identity (7) yields
where for convenience, we setLh (x) = 0 if x / ∈ Supp (ν). Hence, a version of the Stein kernel τ v is given byLh, which is nothing but the right-hand side of Identity (1).
Following the nice recent survey [LRS17] related to the Stein method in dimension one, identity (7) is nothing but the so-called "generalized Stein covariance identity", written in terms of the inverse of the Stein operator rather than for the Stein operator itself. Indeed, it is easy to see that the inverse T ν of the operatorL acting on integrable functions with mean zero is given by the following formula
which is nothing else but the Stein operator (see Definition 2.1 of [LRS17] ). It is also well known, see again [LRS17] , that the inverse of the Stein operator, that isL, is highly involved in deriving bounds for distances between distributions. From Corollary 3, we have the following seemingly new formula for this important quantity,
Particularizing the latter identity with h (x) = x − µ, we obtain the following identity for the Stein kernel,
A consequence of (11) that will be important in Section 3 when deriving weighted functional inequalities is that for any x ∈ Supp (ν) the function y → k ν (x, y) (p (x) τ ν (x)) −1 can be seen as the density -with respect to the Lebesgue measure -of a probability measure, since it is nonnegative and integrates to one. We also deduce from (10) the following upper bound,
which exactly the formula given in Proposition 3.13(a) of [Döb15] . Let us note ϕ = − log p on Supp (ν) and +∞ otherwise, the so-called potential of the density p. If on the interior of the support of ν, ϕ has derivative ϕ ′ ∈ L 1 (ν) absolutely continuous, then Corollary 2.3 in [SW18a] gives
Using the latter identity together with (10), we deduce the following upper-bound: if p is strictly log-concave (that is ϕ ′′ > 0 on Supp (ν)), then
In particular, if p is c-strongly log-concave, meaning that ϕ ′′ ≥ c > 0 on R, then the Stein kernel is uniformly bounded and τ ν ∞ ≤ c −1 . For more about the Stein method related to (strongly) log-concave measures, see for instance [MG16] . Furthermore, by differentiating (10), we obtain for any x ∈ Supp (ν),
. This is nothing but the so-called Stein equation associated to the Stein operator.
Some weighted functional inequalities
Weighted functional inequalities appear naturally when generalizing Gaussian functional inequalities such as Poincaré and log-Sobolev inequalities. They were put to emphasis for the generalized Cauchy distribution and more general κ-concave distributions by Bobkov and Ledoux [BL09b, BL09a] , also in connection with isoperimetric-type problems, weighted Cheeger-type inequalities and concentration of measure. Then several authors proved related weighted functional inequalities ([BCG08, BJ14, BJM16a, BJM16b, CGGR10, CGW11, CEG17, Goz10]). In the following, we show the strong connection between the Stein kernel and the existence of weighted functional inequalities. Note that a remarkable first result in this direction was recently established by Courtade et al. [CFP17] who proved that a reversed weighted Poincaré inequality is sufficient to ensure the existence of a Stein kernel in R d , d ≥ 1.
Weighted Poincaré-type inequality
According to [BL09b] , a measure ν on R is said to satisfy a weighted Poincaré inequality if there exists a nonnegative measurable weight function ω such that for any smooth function f ∈ L 2 (ν),
The following theorem shows that a probability measure having a finite first moment and density with connected support on the real line satisfies a weighted Poincaré inequality, with the weight being its Stein kernel.
Theorem 5 Take a real random variable X of distribution ν with density p with respect to the Lebesgue measure on R. Assume that E [|X|] < +∞, p has a connected support and denote τ ν the Stein kernel of ν. Take f ∈ L 2 (ν), absolutely continuous. Then
The preceding inequality is optimal whenever ν admits a finite second moment, that is E X 2 < +∞, since equality is reached for f = Id, by definition of the Stein kernel.
Proof. We have
By the use of Jensen's inequality, for any x ∈ Supp (ν),
Hence,
which concludes the proof. Let us detail some classical examples falling into the setting of Theorem 5.
The beta distribution B α,β , α, β > 0 is supported on (0, 1), with density p α,β given by
The normalizing constant B (α, β) is the classical beta function of two variables. The beta distribution has been for instance recently studied in [BL14] in connection with the analysis of the rates of convergence of the empirical measure on R for some Kantorovich transport distances. The Stein kernel τ α,β associated to the Beta distribution is given by τ α,β (x) = (α + β) −1 x (1 − x) for x ∈ (0, 1) (see for instance [LRS17] ) and thus Theorem 5 allows to exactly recover Proposition B.5 of [BL14] . Our techniques are noticeably different since the weighted Poincaré inequality is proved in [BL14] by using orthogonal (Jacobi) polynomials. Note that considering Laguerre polynomials, that are eigenfunctions of the Laguerre operator for which the Gamma distribution is invariant and reversible, one can also show an optimal weighted Poincaré inequality for the Gamma distribution, which include as a special instance the exponential distribution (see [BL97] and also [BGL14] , Section 2.7). Theorem 5 also give an optimal weighted Poincaré inequality for the Gamma distribution and more generally for Pearson's class of distributions (see below).
Note also that the beta distribution seems to be outside of the scope of the weighted Poincaré inequalities described in [BJM16a] since it is assumed in the latter article that the weight of the considered Poincaré-type inequalities is positive on R, which is not the case for the beta distribution. Furthermore, [BL14] also provides some weighted Cheeger inequality for the Beta distribution, but such a result seems outside the scope of our approach based on covariance identity (3). When considering concentration properties of beta distributions in Section 4 below, we will however provide some improvements compared to the results of [BL14] .
It has also been noticed that the generalized Cauchy distribution satisfies a weighted Poincaré distribution, which also implies in this case a reverse weighted Poincaré inequality (see [BL09b, BJM16a] ). In fact, [BL09b] shows that the generalized Cauchy distribution plays a central role when considering functional inequalities for κ-concave measures, with κ < 0.
The generalized Cauchy distribution of parameter β > 1/2 has density p β (x) = Z −1 1 + x 2 −β for x ∈ R and normalizing constant Z > 0. Its Stein kernel τ β exists for β > 3/2 and writes τ β (x) = 1 + x 2 /(2 (β − 1)). This allows us in this case to recover the optimal weighted Poincaré inequality also derived in [BJM16a] , Theorem 3.1. Note that Theorem 3.1 of [BJM16a] also provides the optimal constant in the weighted Poincaré inequality with a weight proportional to 1 + x 2 in the range β ∈ (1/2, 3/2].
Let us conclude this short list of examples by mentioning Pearson's class of distributions, for which the density p is solution to the following differential equation,
for some constants λ, α, β j , j = 0, 1, 2. This class of distributions, that contains for instance Gaussian, Gamma, Beta and Student distributions, has been well studied in the context of Stein's method, see [LRS17] and references therein. In particular, if a density satisfies (16) with β 2 = 1/2, then the corresponding distribution ν has a Stein kernel τ ν (x) = (1 − 2β 2 ) −1 β 0 + β 1 x + β 2 x 2 , for any x ∈ Supp (ν). Particularizing to the Student distribution t α with density p α proportional to α + x 2 −(1+α)/2 on R for α > 1, we get that for any smooth function f ∈ L 2 (t α ),
We will investigate concentration inequalities in Section 4. In fact, existence of a weighted Poincaré inequality already implies concentration of measure. The following corollary is a direct consequence of Theorem 4.1 and Corollary 4.2 in [BL09b] , in light of Theorem 5 above.
Corollary 6 Take a real random variable X of distribution ν with density p with respect to the Lebesgue measure on R
Furthermore, by setting t 1 = √ τ ν r er, it holds
Fathi et al. [CFP17] proved that if a probability measure on R d , d ≥ 1, satisfies a converse weighted Poincaré inequality, then the Stein kernel exists for this measure and the authors further provide an estimate of the moment of order two of the Stein kernel under a moment assumption involving the inverse of the weight.
Actually, a slight modification of the arguments provided in [CFP17] shows that, reciprocally to Theorem 5, if a probability measure satisfies a (direct) weighted Poincaré inequality then the Stein kernel also exists.
Theorem 7 Assume that a probability measure ν on R with mean zero satisfies a weighted Poincaré inequality (13) with weight ω, then ν admits a Stein kernel τ ν , satisfying
Proof. The proof is a simple modification of the proof of Theorem 2.4 in [CFP17] . We give it for the sake of completeness. Denote W 1,2 ν,ω the Sobolev space defined as the closure of all smooth functions in L 2 (ν) with respect to the Sobolev norm
ν,ω,0 and is coercive by the weighted Poincaré inequality (13). So by the Lax-Milgram theorem, there exists a
ν,ω,0 . Hence, τ ν = g ′ 0 ω is a Stein kernel for ν. Furthermore, we have
Noticing that ω > 0 a.s. on Supp (ν), we have g ′2 0 ωdν = τ ν ω −1 dν, which gives (17). Note that for ease of presentation, we stated Theorem 7 in dimension one, but it is seen from the proof above that it directly extends to R d , d ≥ 2, by considering the Hilbert-Schmidt scalar product between matrices -since the Stein kernel is matrix-valued -just as in [CFP17] .
Asymmetric Brascamp-Lieb-type inequalities
The celebrated Brascamp-Lieb inequality [BL76] states that if a measure π on R d , d ≥ 1, is strictly log-concave -that is ϕ = − ln p is convex and Hess (ϕ) (x) is a positive definite symmetric matrix for any x ∈ Supp (π) -then for any smooth function h,
Considering the one dimensional case d = 1, Menz and Otto [MO13] proved that for any smooth
The authors call the later inequality an asymmetric Brascamp-Lieb inequality. This inequality has been then generalized to higher dimension ( [CCEL13] ) and beyond the log-concave case ( [ABJ16] ). Considering the covariance of two smooth functions, we will derive in the next proposition inequalities involving the derivative of these functions and as well as quantities related to the Stein kernel.
Proposition 8 Assume that τ ν > 0 on the support of ν. Then for any p, q ∈ [1, +∞], p −1 +q −1 = 1,
Furthermore, if p = 1 and q = +∞, we have
If p, q ∈ (1, +∞), we also have
Note that if ν is strongly log-concave, meaning that ϕ ′′ ≥ c > 0 for ϕ = − ln p, then the asymmetric Brascamp-Lieb inequality (18) and covariance identity (20) both induce the following inequality,
Proof. By (9) and Hölder's inequality, we have
So Inequality (19) is proved. To prove (20) it suffices to apply (19) with p = 1 and q = +∞ and remark that L (h)
To deduce (22) from (21), just remark that
Isoperimetric constant
Let us complete this section about some functional inequalities linked to the Stein kernel but studying the isoperimetric constant. Recall that for a measure µ on R d , an isoperimetric inequality is an inequality of the form
where c > 0, A is an arbitrary measurable set in R d and µ + (A) stands for the µ-perimeter of A, defined to be
with A h = x ∈ R d : ∃a ∈ A, |x − a| < h the h-neighborhood of A. The optimal value of c = Is (ν) in (23) is referred to as the isoperimetric constant of ν. The next proposition shows that existence of a uniformly bounded Stein kernel is essentially sufficient for guaranteeing existence of a positive isoperimetric constant.
Proposition 9 Assume that the probability measure ν has a connected support and continuous density p with respect to the Lebesgue measure. Assume also that its Stein kernel τ ν is uniformly bounded on Supp (ν), τ ν ∞ < +∞. Then ν admits a positive isoperimetric constant Is (ν) > 0.
A further natural question would be: does a measure having a Stein kernel satisfies a weighted isoperimetric-type inequality, with a weight related to the Stein kernel? So far, we couldn't give an answer to this question. Note that Bobkov and Ledoux [BL09a, BL09b] proved some weighted Cheeger and weighted isoperimetric-type inequalities for the generalized Cauchy and for κ-concave distributions. Proof. Let F be the cumulative distribution function of ν, µ be its mean and let ε > 0 be such that [µ − ε, µ + ε] ⊂ Supp (ν). Recall ([BH97], Theorem 1.3) that the isoperimetric constant associated to ν satisfies
where a < b are the edges of the support of ν. Take x ∈ Supp (ν) such that x − µ ≥ ε/2, then
The same estimate holds for
Furthermore, we have
The conclusion now follows from combining (24) and (25).
Concentration inequalities
From Proposition 4, Section 2, we get the following proposition.
Proposition 10 Assume that ν has a a finite first moment and a density p with respect to the Lebesgue measure that has a connected support. If g ∈ L ∞ (ν) and h ∈ L 1 (ν) are absolutely continuous and h is 1-Lipschitz, then
where τ v is given in (1) and is the Stein kernel. Furthermore, if the Stein kernel is uniformly bounded,
Recall that if ν is strongly log-concave, that is ϕ ′′ ≥ c > 0, then ν has uniformly bounded Stein kernel satisfying τ v ∞ ≤ c −1 .
Proof. Start from identity (7) and simply remark that, for
Applying techniques similar to those developed in [BGH01] for Gaussian vectors (see especially Theorem 2.2), we have the following Gaussian type concentration inequalities when the Stein kernel is uniformly bounded.
Theorem 11
Assume that ν has a finite first moment and a density p with respect to the Lebesgue measure that has a connected support. Assume also that the Stein kernel τ v is uniformly bounded, τ v ∈ L ∞ (ν), and denote c = τ v −1 ∞ . Then the following concentration inequalities hold. For any 1-Lipschitz function g,
Furthermore, the function
is non-increasing in h ≥ 0. In particular, for all h > 0,
Inequality (27) is closely related to Chatterjee's Gaussian coupling for random variables with bounded Stein kernel [Cha12] . To our knowledge refined concentration inequalities such as (28) and (29) are only available in the literature for Gaussian random variables. We refer to these inequalities as generalized Mills' type inequalities since taking g = Id in Inequality (29) allows to recover Mills' inequality (see for instance [Düm10] ): if Z is the normal distribution, then for any t > 0,
Here the setting of a bounded Stein kernel is much larger and include for instance strongly log-concave variables.
Note that Beta distributions B α,β as defined in (15) are known to be log-concave of order α whenever α ≥ 1 and β ≥ 1, [BL14] . Using this fact, Bobkov and Ledoux [BL14] , Proposition B.10, prove the following concentration inequality: for X a random variable with distribution B (α, β) , α ≥ 1, β ≥ 1 and any r ≥ 0,
Actually, for any α, β > 0, the Beta distribution B (α, β) belongs to the Pearson's class of distributions and its Stein kernel is given a polynomial of order 2, τ B(α,β) (x) = (α + β)
on [0, 1] (see [LRS17] ). In particular, τ B(α,β) ∞ = 4 −1 (α + β) −1 and Theorem 11 applies even in the case where α, β < 1, for which the B (α, β) distribution is not log-concave.
Corollary 12 Let α, β > 0. Take X a random variable with distribution B (α, β) and g a 1-Lipschitz function on [0, 1]. Then for all r > 0,
Furthermore, for all r > 0,
and, if α, β ≥ 1,
with the value C = 2.5 -for which we always have C (α + β + 1) −1/2 < 2 -that holds.
Proof. We only need to prove (31). Start from (30). It is sufficient to prove the following inequality,
By proposition B.7 of [LRS17] , by setting m the median of g (X), we have
Now the conclusion follows from the basic inequalities, B (α + 1/2, β + 1/2) ≤ B (α, β) /2 and E |g − Eg| ≤ 2E |g − m|. Proof of Theorem 11. Take g to be 1-Lipschitz and mean zero with respect to ν, then for any λ ≥ 0,
Define J (λ) = log E e λg , λ ≥ 0. We thus have the following differential inequality,
Equivalently, E e λg ≤ e λ 2 /(2c) , which by the use of Chebyshev's inequality gives (27). Now, assume that as a random variable g has a continuous positive density p on the whole real line. Take f = U (g) where U is a non-decreasing (piecewise) differentiable function on R. Applying (26), we get
Let G be the distribution function of g. Given h > 0 and ε > 0, applying (32) to the function
Dividing by ε and letting ε tend to 0, we obtain, for all h > 0,
which is equivalent to saying that log V (h) + ch 2 /2 is non-increasing, and therefore the function T g (h) is non-increasing.
We relax now the condition on the Stein kernel (which exists as soon as a spectral gap exists, [CFP17] ) by assuming that it is sub-linear. This condition is fulfilled by many important distributions, for instance by the Gaussian, Gamma or Beta distributions. We deduce a sub-Gamma behavior.
Theorem 13 Assume that ν has a finite first moment and a density p with respect to the Lebesgue measure that has a connected support. Assume also that the Stein kernel τ v is sub-linear, that is τ v (x) ≤ a (x − µ) + b, where µ is the mean value of ν. Then the following concentration inequalities hold. For any 1-Lipschitz function g,
When g = Id, inequality (33) was proved by Nourdin and Viens [NV09] . Proof. Take g to be 1-Lipschitz and mean zero with respect to ν, then for any λ ≥ 0,
Furthermore,
If λ < 1/a, this gives
Combining (34) and (35), we obtain, for any λ < 1/a,
which by the use of Chebyshev's inequality gives (27).
Let us now state a more general theorem.
Theorem 14
Assume that ν has a finite first moment, a density p with respect to the Lebesgue measure that has a connected support and denote τ ν its Stein kernel. Set X a random variable of distribution ν. Take f a 1-Lipschitz function with mean zero with respect to ν and assume that f has an exponential moment with respect to ν, that is there exists a > 0 such that E e af (X) < +∞. Then for any λ ∈ (0, a),
Consequently, if we denote ψ τ (λ) = ln E e λ 2 τ ν (X) ∈ [0, +∞] and ψ * τ (t) = sup λ∈(0,a) {tλ − ψ τ (λ)} the Fenchel-Legendre dual function of ψ λ , then for any t > 0,
Theorem 14 states that the concentration of Lipschitz functions taken on a real random variable with existing Stein kernel is controlled by the behavior of the exponential moments of the Stein kernel itself -if it indeed admits finite exponential moments. However, these exponential moments seem rather hard to estimate in general.
Let us now briefly detail how to recover from Theorem 14 some results of Theorems 11 and 13, although with less accurate constants. If τ ν ∞ < +∞, then inequality (36) directly implies
which gives
The latter inequality takes the form of Inequality (27) of Theorem 11, although with a factor 1/2 in the argument of the exponential in the right-hand side of the inequality. Assume now, as in Theorem 13, that the Stein kernel τ ν is sub-linear, that is there exist a, b ∈ R + such that τ ν (x) ≤ a (x − µ) + b, where µ is the mean value of ν. Inequality (36) implies in this case,
The latter inequality being valid for any f being 1-Lipschitz and centered with respect to ν, we can apply it for f (X) = X − µ. This gives
Now, considering λ < a −1 , we have by Hölder's inequality, E e aλ 2 (X−µ) ≤ E e λ(X−µ) aλ . Plugging this estimate in the last inequality and rearranging the terms of the inequality gives E e λ(X−µ) ≤ e bλ 2 1−λa .
Going back to inequality (38), we obtain, for any λ ∈ 0, a −1 ,
By the use of Cramèr-Chernoff method, this gives the result of Theorem 13, although with a constant 1/2 in the argument of the exponential term controlling the deviations. Proof. First note that Inequality (37) is direct consequence of Inequality (36) via the use of the Cramèr-Chernoff method (see for instance Section 2.2 of [BLM13] ). To prove Inequality (36), also note that by Lemma 15 below, it suffices to prove that for any λ ∈ (0, a),
Take λ ∈ (0, a), it holds by identity (7),
Hence, we obtain
Inequality (39) is thus proved, which completes the proof.
Lemma 15 Take X a random variable on a measurable space (X , T ). Take g and h two measurable functions from X to R such that
Then it holds, E e g(X) ≤ E e h(X) .
Lemma 15 summarizes the essence of the argument used in the proof of Theorem 2.3 of [BGH01] . We could not find a reference in the literature for Lemma 15. We point out that Lemma 15 may have an interest by itself as it should be very handy when dealing with concentration inequalities using the Cramèr-Chernoff method. Its scope may thus go beyond our framework related to the behavior of the Stein kernel. Proof. Note that if E e h(X) = +∞ then Inequality (41) is satisfied. We assume now that E e h(X) < +∞ and β = ln E e h(X) . By setting U = h (X) − β, we get E e U = 1 and so, by the duality formula for the entropy (see for instance Theorem 4.13 in [BLM13]), we have
.
Furthermore, E g (X) e g(X) − βE e g(X) ≤ E U e g(X) .
Putting the above inequalities together, we obtain β ≥ ln E e g(X) , which is equivalent to (41).
Density formula and tail bounds
The following formulas are available when considering a density with connected support.
Proposition 16
Assume that X is a random variable with distribution ν having a density p with connected support with respect to the Lebesgue measure on R. Take h ∈ L 1 (ν) with E [h (X)] = 0 and assume that the functionLh defined in (8) is ν-almost surely strictly positive. We have, for any x 0 , x ∈ Supp (ν),
Consequently, if E [X] = 0 then for any x ∈ Supp (ν),
By setting T h (x) = exp −
dy , if the function h is ν-almost positive, differentiable on [x, +∞) and if the ratio T h (y) /h (y) tends to zero when y tends to infinity, then we have
Formula (42) can also be found in [Döb15] , Equation (3.11), under the assumption that h is decreasing and for a special choice of x 0 . Since E [h (X)] = 0, it is easily seen through its definition (8), that if h = 0 ν − a.s. thenLh > 0 ν − a.s. When h = Id, formulas (43) and (44) were first proved respectively in [NV09] and [Vie09] , although with assumption that the random variable X belongs to the space D 1,2 of square integrable random variables with the natural Hilbert norm of their Malliavin derivative also square integrable. Proof. Begin with Identity (42). As x 0 ∈ Supp (ν) and the function Lh defined in (4) is ν-almost surely positive, we have for any x ∈ Supp (v),
To conclude, note that Lh (x 0 ) = E h (X) 1 {X≥x 0 } and (ln (Lh)) ′ = h/Lh. To prove (43), simply remark that is follows from (42) by taking h = Id and x 0 = 0. It remains to prove (44). We have from (42), p = E h (X) 1 {X≥x 0 } T h /Lh and by definition of T h , T ′ h = hT h /Lh. Hence, integrating between x and +∞ gives
In order to take advantage of formulas (42) and (44), one has to use some information aboutLh. The most common choice is h = Id, which corresponds to the Stein kernelL (Id) = τ ν .
In the following theorem, we establish lower tail bounds when the Stein kernel is uniformly bounded away from zero. In particular, we prove in this case that the support of the measure is R.
Theorem 17 Take a real random variable X of distribution ν with density p with respect to the Lebesgue measure on R. Assume that E [X] = 0, p has a connected support and denote τ ν the Stein kernel of ν. If τ ν ≥ σ 2 min > 0 ν-almost surely, then the density p of ν is positive on R and the function
is nondecreasing on R + . In particular, for any x ≥ 0,
By symmetry, for any x ≤ 0,
Assume in addition that the function L (x) = x 1+β p (x) is nonincreasing on [s, +∞) , s > 0. Then for all x ≥ s, it holds
Alternatively, assume that there exists α ∈ (0, 2) such that lim sup x→+∞ x −α log τ ν (x) < +∞. Then for any δ ∈ (0, 2), there exist L, x 0 > 0 such that, for all x > x 0 ,
The results presented in Theorem 17 can be found in [NV09] under the additional assumption, related to the use of Malliavin calculus, that the random variable X ∈ D 1,2 . Proof. For any smooth function ϕ nondecreasing,
Take ϕ (x) = min (x − c) + , ε , for some c ∈ R and ε > 0. Then In particular R (c) ≥ R (0), which gives (45). As τ −X (x) = τ X (−x), we deduce by symmetry that (46) also holds. The proof of inequalities (47) and (48) follows from the same arguments as in the proof of points (ii) and (ii)', Theorem 4.3, [NV09] . We give them, with slight modifications, for the sake of completeness. By integration by parts, we have The conclusion now easily follows from the following classical inequality:
+∞ x e −y 2 /2 dy ≥ (x/(1 + x 2 )) exp −x 2 /2 .
In the following proposition, we give some further tail bounds under a variety of assumptions on the Stein kernel. We omit the proof as it follows directly from the same arguments as in the proof of Corollary 4.5 in [Vie09] , where they are derived under the assumption that X ∈ D 1,2 .
Proposition 18 Take a real random variable X of distribution ν with density p with respect to the Lebesgue measure on R. Assume that E [|X|] < +∞, p has a connected support and denote τ ν the Stein kernel of ν. If there exist c ∈ (0, 1) and x 0 > 1 such that for all x > x 0 , τ ν (x) ≤ cx 2 , then there exists a positive constant L such that, for all x > x 0
If in addition τ ν ≥ σ 2 min > 0 ν-almost surely, then
If there exists rather a positive constant c − ∈ (0, c] such that τ ν (x) ≥ c − x 2 for all x > x 0 , then there exists a positive constant K such that for all x > x 0 ,
If there exist instead p ∈ (0, 2) and c p > 0 such that, for all x > x 0 , τ ν (x) ≥ c p x p , then there exists a positive constant H such that, for all x > x 0 ,
In the last two points, if the inequalities on τ ν in the hypotheses are reversed, then the conclusions are also reversed, without changing any of the constants.
