Abstract. Object detection and recognition play an important role in blind navigation. However, in real-world shooting, images are degraded and deviate from the statistical distribution of academic datasets, which have a bad impact on object detection. Here, using deep neural networks and door detection as an example, we simulate problems that the blind may encounter when shooting images, such as lack of illumination in the imaging environment, relative motion with the object in exposure moment, rotation and jitter of the photographic apparatus and the like. After establishing a mathematical model of image degradation, we compare and demonstrate the impact of various image degradation on door detection. By degenerating the training set, we train a robust model that improves the average precision (AP) of the door detection in real scenes and outperforms other training methods.
Introduction
Object detection plays a crucial role in blind navigation since it helps the blind with their daily life and reminds them of possible dangers, and so on. There are a variety of object detection methods [1, 2, 3, 4] , and the methods based on deep neural networks [5, 6, 7, 8] that reaching a high level in object detection such as Faster-RCNN [9] , SSD [10] , YOLO [11] , especially YOLOv2 [12] , which holds the state-of-the-art performance among all the methods. Unfortunately, the performance of these models were not well tested in the dataset that the blind randomly photograph. Typically, they are trained by feeding the academic datasets such as ImageNet [13] , Pascal VOC [14] and Microsoft COCO [15] . The underlying reason might be summarized as follows:
1) Due to low resolution, bad weather conditions and over or under lighting conditions, the quality of photos is poor. 2) Because of camera may being held unstably and focused objects being sheltered, etc. the images are blurred and objects are not clear.
As shown in figure 1 . Because of the actual problems, the same objects, even though visually similar, often exhibit large deviations at the pixel level and may eventually be divided into different categories by neural networks [16] .
Although the standard data augmentation (e.g. random crop, random mirror, random resize, and hue, saturation, and exposure shifts) is used in traditional network's pre-training [9, 10, 11, 12] , this is mainly to artificially enlarge the dataset and reduce overfitting.
In this paper, we simulate the process that the blind take photos while walking and analyse the different kind of poor quality images in blind images. For ease of expression, define the images photographed by the blind in real environment as blind images. Then, we study and establish the image degradation model and use the mathematical model to generate the image similar to the blind images, which based on the academic datasets. Finally, we train network by feeding the above processed images to fit complex detection conditions. We take the door as the concrete research object, use the darknet-19 [12] network structure, and have made the following three contributions:
1) Study and simulate the blind image, establish a degradation model, and compare the impact of various image degradation on the performance of standard model.
2) We apply different degradation to the training set and compare the performance of different degradation models on the door detection.
3) Based on 1) and 2), the generalization of the model is greatly enhanced and the accuracy of object detection is enormously improved.
Methodology
This paper simulates the problems may occurred while taking pictures in blind navigation. We research and establish the image degradation model and degenerate the training set to train a more generalized detection network.
Due to the poor quality of image in the real environment, we degenerate the training set on the CPU before feeding images into the network. Then, we use the GPU to train the images in batches. Image degradation procedure is programmed by C language whose advantages are less computation and high efficiency [17] . Five image transformations corresponding to the five types of poor quality of images in blind images are considered here. In order to easily describe the image and its transformation by mathematical language, we make some rules as it follows: the upper left corner of the image coordinates (0, 0), the width of the image is in the x-axis, the height of the image is in the y-axis, the entire image falls in the first quadrant.
Motion Blur [18, 19, 20] . During actual photographing, the focused object may relatively move with the camera when the shutter of camera is open, which causes the accepted images overlap with each other due to the projection of the subject translating or rotating. Assuming that image without any blur and noise is f (x, y) and the blurred image is g (x, y), the motion blur is caused by the images overlapping with each other. The formula is followed as below:
is the translation speed of the image in the x direction, and ܿ ௬ is the translation speed of the image in the y direction, T is the shutter open time which is also called as fuzzy time. In order to reduce the amount of computation while training, we only generate motion blur along one axis. Blurry time is a random integer of 1-10. The ultimate image in Figure 2 are transformed from the door-template along the x-axis and y-axis with motion blur. Cropping. We may actually photograph only a part of the subject when the subject is blocked by other objects. Therefore, we randomly crop the image and the cropping width is from 0 to 0.2 and the cropping height is from 0 to 0.2. The concrete effect images with cropping is shown in Figure 3 . Rotate (Flip) [20] . Camera has a certain tilt angle during actual photographing. Therefore, the subject will have a certain degree of rotation. Thus, We rotate randomly from -15 to 15 angle around the centre of the image (Figure 4 ). For clarity of exposition, assume the width of the original image is x, the height of is y, the angle of centre rotation is β. In this case, the transformation of centre rotation is:
where x' and y' are the width and height of new image after rotation transformation. Noise [22, 23] . Many noise may exist in images in actual photographing due to scene such as low light levels, high temperatures or electronic circuit noise. Our experiments whose results are shown in Figure 5 are carried out with Gaussian noise and salt-and-pepper noise as two representative noise types. The Gaussian noise follows standard normal distribution, the formula is:
Where µ and σ are the mathematical expectations and the standard deviation. And the value of saltand-pepper noise is 0.03, in other words, 3% pixels of an image are randomly assigned a pixel value of 0 or 255.
HSV Transformation [24] . Since we need to process the image in HSV space, we convert the image from the RGB space to HSV space. For the convenience of expression, let max be equal to the largest of R, G, and B, let min be the smallest of these values. The formula is: In the HSV colour space of the image, concretely, we change the H, S, V components of each pixel by multiplying a factor (the factors are random values between 0 and 1) simultaneously to increase the lighting variation. The image of transformation is followed in Figure 6 . 
Experiments and Results
In this paper, the dataset we use for training and evaluation is derived from unlabeled data of the ImageNet, which is independent of the data used in pre-training [12] . We select 2208 images of door and label the doors manually to generate the corresponding xml file where 1766 images of the door dataset are used as standard training set and the remaining 442 images of dataset are used as the test set. Besides, we take 442 blind images as test set to gain the performance of the model.
Model training and testing are performed on a Linux PC, which use an Intel i7-4790 CPU, a titan x GPU, and a 32GB memory. All experiments are designed as introduced in Section 2. Throughout training we use a batch size of 32, a momentum of 0.9 and a decay of 0.0005. And our learning rate adjusts according to different training set, and we stop training when the average loss is under 2. In the following, we refer to the trained models by their names, seen in the table 1. All of them are based on the network darknet-19, trained with the same initial weight values, and differ only in the training set. The architecture of detection network is shown in Figure 7 . 
Evaluation on Different Degeneration of Test Sets
We evaluate the performance of the standard model Ms on different test sets that perform different degeneration. The test results are shown in Figure 8 and Table 2 . Easily, we find that the AP level decreases to some extent due to the image degradation transformation. Then, we observe that the hsv transformation is 2.75 lower than the result of the standard test set, rotation is 25.8 lower as well as cropping is 28.38 lower , noise is 14.75 lower significantly and motion blur is 1.81 lower than standard test set. Here, the rotation and crops transformation have the greatest impact on model performance, motion blur and hsv transformation lead to a slight drop in performance. We infer that the image degradation transformation makes the test sets deviate from the statistical distribution of academic datasets and causes the fall of AP 
Evaluation on Different Models
Having evaluated the standard model Ms with different test sets, we now train models with different training sets and compare the performance of the models. The test sets perform corresponding degenerate transformation and the results of different models are shown in Figure 9 and Table 3 . 
Evaluation on the General Degenerative Model
Up to now, we have evaluated the performance of the models with single degenerative transformation. In this part, we compare the model Ma (training with general degradation transformation) with the standard model Ms, we quantify ability of model dealing with the realworld images. The results are shown in Figure 10 and Table 4 . Figure 10 . Precision-recall curves of degraded and real-world training sets.
As can be seen from table and figure, the AP of the degradation model Ma outperforms to some degree comparing to model Ms both on degraded and real-world test sets. It is obvious that using multiple degenerative transformation performs better than standard dataset.
And different possibilities of the same door with different trained models are shown in Figure  11 .We can see the model trained with degraded dataset is more robust than standard model. 
Conclusion
In this paper, we simulate the process that the blind take photos with camera while walking. We study and establish the image degradation model for this process, which is used to degrade the standard dataset. Through the above experiments, it can be seen that the image detection results after degradation are decreased compared with the standard image, that is, the quality of the image has an influence on the detection of the network. What's more , the network trained with these degraded images is more robust and the detection results of all kinds of problem images are improved obviously and can better detect images taken in complicated shooting conditions. The results reveal that the network can achieve superior performance due to modeling the photos taken in a specific application scenario as training set.
