A new simplified parametrization of subgrid scale convective processes has been developed and tested in the framework of the ECMWF Integrated Forecasting System for the purpose of variational data assimilation, singular vector calculations and adjoint sensitivity experiments. Its formulation is based on Tiedtke's (1989) nonlinear convection scheme used at ECMWF, but a set of simplifications has been applied to substantially improve its linear behaviour. These include the specification of a single closure assumption based on convective available potential energy, the uncoupling of the equations for the convective mass flux and updraught characteristics and a unified formulation of the entrainment and detrainment rates. Simplified representations of downdraughts and momentum transport are also included in the new scheme.
Introduction
In Meteorology, variational data assimilation is used to obtain a statistically optimal representation of the atmospheric state for a given date (the analysis) through the combination of background information from a previous short-range forecast with useful information contained in a set of available observations. Practically, variational methods are based on the minimization of a cost function that measures the global distance of the new atmospheric state to both the background state and the observations. The major underlying assumption in these techniques is that all processes involved can be considered as linear or at least only weakly nonlinear. In four-dimensional variational data assimilation (4D-Var), the minimization of the cost function is performed over a time window of several hours, which permits the assimilation of observations at their actual time. For instance, at the European Centre for Medium-range Weather Forecasts (ECMWF), the twice-daily 4D-Var analyses (Courtier et al. 1994; Rabier et al. 2000) are currently obtained by assimilating observations over a 12-hour window.
The propagation of the 4D-Var increments through the assimilation window via adjoint integration and the conversion of the model state into equivalent observed quantities require the use of a set of parametrizations that describe the atmospheric dynamic and physical processes. In particular, a detailed enough representation of moist processes (convection and large-scale condensation) becomes essential when observations directly related to clouds and precipitation are to be assimilated. However, moist diabatic processes are by nature nonlinear and non-differentiable or discontinuous in time (e.g. saturation threshold, precipitation formation). A careless inclusion of raw parametrizations of these phenomena can quickly result in serious violation of the basic linear assumption made in variational data assimilation. This is particularly true in the case of convection as shown inŽupanski (1993) and Vukićević and Errico (1993) for instance. In recent years, many efforts have been dedicated to the design of simplified parametrizations of atmospheric moist processes for the specific purpose of operational data assimilation (e.g. Janisková et al. 1999; Mahfouf et al. 1996; Mahfouf 1999 [MAH99] ; Mahfouf and Rabier 2000, Fillion and . Zou (1993) successfully performed 4D-Var assimilation of pseudo-observations including the adjoint of simple large-scale condensation and convection parametrizations in the NCEP model, with no special treatment of "on-off" processes. Nonetheless, Županski and Mesinger (1995) underlined that the importance of discontinuities in moist processes is likely to depend on the model used and on the chosen meteorological situation. These authors indicated that their convection scheme had first to be modified in order to eliminate its discontinuous behaviour. Only then was it possible to obtain a better precipitation forecast using the 4D-Var assimilation of 24-hour accumulated surface rainfall observations prior to the beginning of the forecast. In other respects, Marécal and Mahfouf (2003) demonstrated that an indirect '1D-Var + 4D-Var' assimilation of precipitation observations was more robust than a direct 4D-Var assimilation, partly because of the presence of strong nonlinearities in Tiedtke's (1989) mass-flux convection scheme.
This paper introduces the formulation, the implementation and the application of a new simplified parametrization of convection (called SIMPCV2 hereafter) suitable wherever linearized computations are needed. SIM-PCV2 is much more detailed than the MAH99 simplified convection scheme (SIMPCV hereafter). In fact, the new parametrization of convection has been designed such as to retain some fundamental similarities with Tiedtke's (1989) nonlinear scheme (operationally used in forecast mode; OPNLCV hereafter) and at the same time to reduce the high degree of complexity of the latter that is a source of strong nonlinearities, detrimental to 4D-Var assimilation. Table 2 summarizes all useful acronyms defined and used throughout the paper.
Section 2 describes SIMPCV2, while section 3 presents its validation in season-long integrations. In section 4 SIMPCV2 is first compared to Tiedtke's parametrization in terms of Jacobians and in terms of linearity over a single timestep for initial perturbations of various amplitudes. Then, the linear behaviour of SIMPCV2 is assessed in 12h-long integrations for initial perturbations that are typical of analysis errors. This set-up corresponds to the one used in the ECMWF 4D-Var assimilation system. Finally, some preliminary applications of the new simplified convection scheme are presented in section 5.
Description of the new parametrization
Previous studies underlined the need for an improvement of the linearized version of ECMWF's parametrizations of moist processes to be used in a wide range of applications including 4D-Var assimilation, singular vector computations and 1D-Var retrievals from rain observations (Marécal and Mahfouf 2000) . Tompkins and Janisková (2004) recently developed a new simplified parametrization of large-scale clouds and precipitation. A new simplified version of the operational convection scheme was also required. This new simplified mass-flux scheme (SIMPCV2) was designed such as to retain some basic similarities with OPNLCV and at the same time to reduce its degree of complexity that can be a source of unwanted strong nonlinearities. Note that modifications described by Bechtold et al (2004) have been recently applied to Tiedtke's original nonlinear convection scheme to improve forecast scores.
In the new simplified scheme, all types of convection (shallow, mid-level, and deep) are treated in the same way. In particular, the link between the model control variables and the cloud base mass flux (the so-called closure assumption) is expressed through a single formulation that depends on the release of convective available potential energy (CAPE) in time. In contrast with OPNLCV, the equations that describe the vertical evolution of the updraught mass flux, M u (in kg m¡ 2 s¡ 1 ), and of the updraught thermodynamic characteristics, Φ u (dry static energy, s, and total water q t ¢ q £ q c where q denotes specific humidity and q c cloud condensate), are uncoupled:
where the constant c δ is set to 0.7. Close to cloud top where updraught buoyancy becomes negative, a constant organized detrainment rate of 2 10¡ 4 m¡ 1 is added to δ u computed from Eq. (3).
Convection is assumed to be activated only if the bulk convective updraught vertical velocity remains positive at cloud base. The updraught is assumed to originate from the surface only if its initial vertical velocity, w s , is positive. w s is calculated from the surface heat fluxes using Holtslag and Moeng (1991) 
where κ=0.4 (von Kármán's constant) and
is the surface flux of virtual temperature, T v (primes denote perturbations). For simplicity, the friction velocity u is arbitrarily set equal to 0.1 m s¡ 1 as in OPNLCV. The initial temperature and specific humidity departures of the updraught from the environment, δ T u and δ q u , are assumed to be dependent on the surface sensible and latent heat fluxes, F S and F L (in W m¡ 2 ; positive downward) respectively, according to
where ρ is the density and C p the specific heat capacity of the air at constant pressure, and L v is the latent heat of vaporisation of water. If convection cannot be initiated from the surface, the convective ascent may originate from higher levels provided relative humidity exceeds 80%. In this case, the initial vertical velocity of the bulk updraught is set equal to 1 m s¡ 1 .
Regardless of whether the updraught originates from the surface or from higher up, the vertical evolution of its kinetic energy is computed following Simpson and Wiggert (1969) , which involves the buoyancy,
, with the restriction 1
It should be noted that in OPNLCV Tiedtke's original formulation of precipitation formation has been replaced by Sundqvist's (1988) .
The tangent-linear and adjoint versions of SIMPCV2 are available and have been tested in different types of experiments, some of which will be presented in section 5. Simplifications and modifications that were needed to improve the scheme's linear behaviour will be summarized in section 4.4. It is worth noting that unlike SIMPCV, SIMPCV2 handles perturbations of all convective quantities including mass flux, all updraught characteristics as well as precipitation fluxes. This is expected to be beneficial when combining SIMPCV2 with a radiative transfer model for frequencies that are sensitive to cloud condensate and/or hydrometeors.
Season-long integrations
Although SIMPCV2 was not designed for the purpose of medium or long-range weather forecasting, it is still important to check that its results in a forecast mode do not depart too much from those obtained with OPNLCV.
As an example, season-long integrations with a T95 spectral resolution (approx. 200 km) in the horizontal and 60 vertical levels are presented here for the winter 1987-1988 using either OPNLCV or SIMPCV2 in cycle 26r3 of the ECMWF forecast model. The respective experiments will be referred to as OPNLCV and SIMPCV2.
For each experiment, an ensemble of three 4-month long runs were started from 1, 2 and 3 November 1987 respectively to ensure more robust statistics. The actual validation focuses on the last three months of these integrations, namely December, January and February. Three-month averages are shown for four different fields related to clouds and precipitation: the total surface precipitation (Fig. 1) , the total cloud cover (Fig. 2) , the net shortwave radiation at the top of the atmosphere (SWR-TOA; Fig. 3 ), and the outgoing longwave radiation at the top of the atmosphere (OLR-TOA; Fig. 4 ). Corresponding observations from the Global Precipitation Climatology Project (GPCP), from the International Satellite Cloud Climatology Project (ISCCP), and from the Earth Radiative Budget Experiment (ERBE), are used to validate the model fields.
Each figure displays (a) the observed field, (b) the field from OPNLCV, (c) the field from SIMPCV2, (d) the difference between OPNLCV and observations, and (e) the difference between SIMPCV2 and observations. The global mean of each field appears in the title of each panel along with the root mean square (RMS) errors at the top of panels (d) and (e).
In terms of precipitation, Fig. 1 . (d) and (e) indicate that OPNLCV and SIMPCV2 exhibit rather similar discrepancies with respect to the GPCP observations, except over southern Africa. In both experiments, the precipitation simulated in the Inter-Tropical Convergence Zone (ITCZ) tends to be substantially overestimated over the central and eastern Pacific, over the Atlantic and over the Indian Ocean. Local departures reach 15 mm day¡ 1 in OPNLCV and 8 mm day¡ 1 in SIMPCV2 slightly east of the dateline. On the other hand, precipitation is clearly underestimated over the Indonesian warm pool by up to 12 mm day¡ 1 with both convection schemes. Also note the similar double structure of the ITCZ in the Indian Ocean in Fig. 1.(b) and (c), which does not appear in the observations. Overall, the average ratio of convective precipitation (not shown) on the total amount reaches 56% in OPNLCV versus 49% in SIMPCV2. The mean departure from the GPCP observations is lower in SIMPCV2 (0.12 mm day¡ 1 ) than in OPNLCV (0.22 mm day¡ 1 ), but the RMS error is slightly higher in SIMPCV2 (1.91 versus 1.86 mm day¡ 1 ). Figure 2 . (d) and (e) indicate that the departures from observed cloud cover exhibit similar patterns in OPNLCV and SIMPCV2: too low cloudiness over the oceanic trade-wind regions often affected by stratocumuli (west of South America, South Africa, California and Morroco), excessive cloud cover over Central America, the Andes, southwest of India and over Southeast Asia. Over the extra-tropical oceans, clouds are more widely underestimated in SIMPCV2 than in OPNLCV. In fact this corresponds to a lack of low-level clouds (not shown) that partly results from the use of the CAPE closure for shallow convection in SIMPCV2 instead of the moisture convergence closure applied in OPNLCV. Globally, cloud amount in SIMPCV2 shows a deficit of roughly 5.8% while OPNLCV overestimates it by only 1.1%. The RMS error is larger in SIMPCV2 than in OPNLCV (20.80 versus 17.73%). The results presented in this section demonstrate that, although not designed for the purpose of long simulations, SIMPCV2 behaves reasonably well with respect to observations and resembles the full operational convection scheme.
Linear behaviour 4.1 Jacobians
The sensitivities or Jacobians of the outputs of SIMPCV2 to the input temperature and specific humidity have been computed for several hundreds of initial atmospheric profiles using the finite-difference approach and by perturbing specific humidity and temperature on each vertical level, separately. The study of these Jacobians has permitted efficient isolation and modification of portions of the code that could lead to excessive sensitivities locally (see subsection 4.4). Sharp vertical gradients of sensitivities are not desirable since they can lead to irregular profiles of analysis increments (despite the subsequent smoothing effect of the background error covariance matrix).
Figures 5 and 6 display typical Jacobians of various output quantities from OPNLCV with respect to input specific humidity and temperature perturbations. Figure 5 focuses on the Jacobians of the convective tendencies of temperature and specific humidity and on the sensitivities of the convective updraught mass flux. Figure 6 displays the Jacobians of convective precipitation profiles and CAPE. Similar plots are shown in Fig. 7 and 8 for SIMPCV2. Note that the dynamic range of the colour scale is determined by the extreme values of the field plotted in each panel. For the selected grid point (4.39U N, 159.96U E), deep convection extends between model levels 55 (resp. 56) and 30 (resp. 28) with OPNLCV (resp. SIMPCV2), and surface convective rainfall is equal to 53.54 (resp. 85.82) mm dayS 1 . Table 1 in the appendix gives the correspondence between model and pressure levels.
Several conclusions can be drawn from these plots. First, the Jacobians of
conv with respect to T and of
conv with respect to q are confined around the main diagonal, which indicates that the effect of the perturbation remains localized. Secondly, the structure of the Jacobians of all other fields is almost entirely dictated by the shape of the CAPE Jacobians (bottom panels of Fig. 6 and 8 ). This is not surprising since the convective mass flux is directly related to CAPE through Eq. (11). In contrast, it should be noted that the denominator of Eq. (11) has a negligible influence on the Jacobians. An additional source of sensitivity of surface rainfall to temperature only appears around model level 40 with OPNLCV. Thirdly, the sign of the Jacobians can easily be explained by the changes of vertical stability induced by temperature perturbations and by the changes in the water phase caused by specific humidity perturbations. Focusing on SIMPCV2 for instance, a heating applied below model level 46 means warmer air in the convective updraught, hence stronger positive buoyancy in the ascent via Eq. (8), enhanced CAPE (Fig. 8 .f) and convective mass flux (Fig. 7.f) , which finally results in more convective precipitation (Fig. 8.b and d) . With OPNLCV such response to low-level temperature perturbations is confined to the lowest model level. Similarly and for both convection schemes, a moistening of the environment below level 40 implies more water vapour available in the updraught through entrainment, that is a stronger latent heating through condensation in the ascent, which eventually leads to higher CAPE values (Fig. 8 .e) and enhanced precipitation (Fig. 8.a and c) . Note that the peak of sensitivity seen at level 57 and 58 in Fig. 6 .(e) results from the recent inclusion of a mixing of updraught characteristics below cloud base in OPNLCV (Bechtold et al. 2004 ). Overall, it should be emphasized that the Jacobians A convection scheme for data assimilation: Description and initial tests Figure 5 : Jacobians of output temperature (a,c) and specific humidity (b,d) tendencies and convective updraught mass flux (e,f) with respect to input specific humidity and temperature for OPNLCV. The x-axis (resp. y-axis) shows the model levels at which the input (resp. output) variable is considered. Jacobians of the mass flux (e,f) have been scaled by 10 4 . Extreme values of the Jacobians are given at the top left of each panel (SI units). Solid (resp. dashed) white isolines correspond to positive (resp. negative) sensitivities. Figure 6 : Jacobians of convective precipitation profiles (a,b), surface convective precipitation (c,d) and CAPE (e,f) with respect to input specific humidity and temperature for OPNLCV. First row: same layout as in Fig. 5 ; other panels: the x-axis shows the values of the Jacobians while the y-axis shows the model levels at which the input variable is perturbed.
A convection scheme for data assimilation: Description and initial tests Figure 8 : Same as in Fig. 6 but for SIMPCV2.
exhibit a smoother structure and a larger amplitude with SIMPCV2 than with OPNLCV.
Linearity over a single time-step
Reasonably well-behaved physical parametrizations in terms of linearity are necessary to ensure a successful convergence of the minimization in variational data assimilation. Therefore, the linear behaviour of the modified convection scheme has been assessed through the calculation of nonlinear residuals and compared to that of OPNLCV. For a given nonlinear operator M and its tangent-linear (TL) version Mx , the nonlinear residuals are defined as
where x denotes the input temperature and specific humidity in the present case. The residuals have been computed for the convective tendencies ∂ T ∂t and ∂ q ∂t that are produced by the convective parametrization the more valid the linear assumption. Figures 10 and 11 demonstrate that the nonlinear residuals are almost systematically one order of magnitude smaller with the new scheme than with the operational one. The weak asymmetries about the y-axis result from the fact that large negative temperature or moisture perturbations at the surface can turn off convection thereby leading to a less linear behaviour of the scheme.
Validity of the linear assumption in time
In addition to the previous linearity tests performed on convection alone, it is crucial to verify that the inclusion of SIMPCV2 in TL integrations can lead to a better approximation of the finite difference of two nonlinear integrations when other processes such as vertical diffusion, large-scale condensation and radiation are also activated and when the perturbations involved are not necessarily limited in size. Indeed, in 4D-Var assimilation for instance, the magnitude of such perturbations may reach several K for temperature, several g kgS 1 for specific humidity and a several m sS 1 for wind.
The mean absolute error, E, between a TL run and the corresponding pair of nonlinear integrations is defined as
where x is equal to a given background model state and the perturbation δ x is set to the difference between this background and the operational verifying analysis. The size of the initial perturbations imposed to the TL model is therefore that of analysisT background departures.
In the 2004 version of the ECMWF 4D-Var system, the model trajectory is calculated using OPNLCV, while the minimization and the evolution of analysis increments involve the simplified linearized convective parametrization SIMPCV. Since SIMPCV2 is an improved approximation to OPNLCV, its use in the TL integration should lead to a reduction of the linearity error. It is also important to check how SIMPCV2 behaves when combined with the new simplified parametrization of large-scale clouds and precipitation (CLOUDST, hereafter; Tompkins and Janisková 2004).
The integrations presented here are run over 12 hours with a spectral resolution of T159 and 60 vertical levels in order to match the current assimilation window and inner-loop horizontal and vertical resolutions of the ECMWF 4D-Var system. The full simplified physics is activated in all TL integrations but one (adiabatic run).
Figures 12 and 13 respectively display zonal mean error differences for temperature (in K) and specific humidity (in g kgS 1 ) when the TL model is integrated: (c) show that the combination of SIMPCV2 with CLOUDST brings an overall reduction of E equal to 2.10% for temperature and 1.45% for specific humidity with respect to the experiment with the current operational simplified moist physics.
Elimination of instability and nonlinearity sources
In some earlier Jacobian computations, some sources of excessive sensitivity were isolated and removed by adequate modifications of the code. These code adjustments consisted of -the removal of the dependence of organized detrainment on the updraught vertical velocity,
-the specification of a constant updraught vertical velocity (3 m sS 1 ) in the calculation of precipitation formation (Eq. (12)) whenever the buoyancy becomes negative at levels below 7000 m.
It was also found that the activation of the mass flux limiter that is required to prevent numerical instability triggered by the violation of the Courant-Friedrich-Levy criterion leads to rather unrealistic Jacobians. For instance, the sensitivity of the surface rainfall rate with respect to temperature at lower levels becomes at least one order of magnitude smaller and opposite to that shown in the bottom right panel of Fig. 7 . However, only about 5% of the total number of convective grid points are affected by the mass flux limiter for timesteps smaller than 1800 s and for the current model resolution (T511 L60).
Furthermore, in some TL evolution experiments run with SIMPCV2 a spurious amplification of TL perturbations occurred at a few geographical points after a few hours of integration, which then contaminated the entire Globe. In fact, such problems can arise when the perturbation of a given field can become as large as the field itself, which was found to be the case for and w s . For the latter field, the limitation is applied only when w s is lower than 0.5 m sS 1 . These factors were tuned so as to provide a good compromise between stability and validity of the linear assumption, and are required when running SIMPCV2 in all tangent-linear and adjoint calculations involving time integration.
Applications

1D-Var in rainy areas
SIMPCV2 has been extensively tested in 1D-Var retrievals of temperature and specific humidity profiles from observed rainfall rate (RRs) and microwave brightness temperatures (TBs). The two corresponding methods will be abbreviated as 1D/RR and 1D/TB hereafter. In such experiments, vertical profiles of increments of temperature and specific humidity are obtained by minimizing a cost function that measures the fit of the model state both to the observations and to a background state. Error statistics on model and observations need to be properly specified. The new moist physical package (SIMPCV2+CLOUDST) is called to convert the model state (T,q) into precipitation fields that can be used in turn to simulate microwave brightness temperatures using the radiative transfer model of Bauer (2002) . The iterative minimization of the cost function involves the adjoint version of the moist physics. The adjoint of the radiative transfer model is also required in 1D/TB. More technical details on 1D/RR and 1D/TB in precipitating areas can be found in Moreau et al. (2004) .
An example of 1D-Var retrieval using observations from the Tropical Rainfall Measuring Mission (TRMM) polar-orbiting satellite is shown in Fig. 14 for tropical cyclone Ami at 1800 UTC 14 January 2003 in the western Pacific. Note that the surface rainfall rates used as observations in 1D/RR are obtained by applying the retrieval algorithm PATER developed by Bauer et al. (2001) . Figure 14 demonstrates that both 1D-Var approaches are able to produce adjustments of the model's temperature and specific humidity that improve surface rainfall rates with respect to the PATER observations. This is even more remarked in the case of 1D/TB since this method works directly on the TBs and has therefore no explicit information on precipitation. In the proposed example, 1D/TB has been applied to the 10, 19, 22 and 37 GHz channels in vertical and horizontal polarizations. A rather systematic and common feature in 1D/RR and 1D/TB using SIMPCV2 and CLOUDST is the predominance of specific humidity increments relative to those in temperature (after conversion into equivalent increments of saturation specific humidity). This supports the choice made by Marécal and Mahfouf (2003) to define TCWV pseudo-observations that are obtained by vertical integration of the 1D-Var specific humidity increments. These TCWV pseudo-observations can in turn be fed into the 4D-Var assimilation system. In other respects, one should also note that the increments are usually systematically twice as large with 1D/TB as with 1D/RR. This is the result of the sensitivity of the selected microwave frequencies not only to rain but also to cloud liquid water content and water vapour, but also to a lesser extent to the specification of the observation error statistics. 1D/TB retrievals only using the 22 GHz channel lead to TCWV increments that are more comparable in magnitude to those from 1D/RR (not shown).
In the near future, SIMPCV2 and CLOUDST will be used operationally in the 1D-Var calculations involved in the '1D-Var + 4D-Var' method proposed by Marécal and Mahfouf (2003) to assimilate TBs from the Special Sensor Microwave Imager (SSM/I). Eventually, the new simplified moist physics will be tested within 4D-Var itself.
Sensitivity experiments
The new moist physics has also been compared with the operational one to compute the sensitivity to initial conditions of a given characteristic, J, of the forecast at the final time over a selected geographical domain, . The gradient of J with respect to the model's initial state, ∇ 0 J, is obtained from the gradient of J at final time, ∇ f J, through the integration of the adjoint model with simplified moist physics, M . Formally this relation can be written
where the norm based on the ECMWF 4D-Var background error covariance matrix, B, (Derber and Bouttier 1999 ) is used at the initial time, P is the geographical projector and the asterisk denotes the adjoint operator.
In the example described here, the forecast characteristic of interest, J, is chosen to be the quadratic error of specific humidity
where q f c is the specific humidity from a 48-hour forecast valid at 1200 UTC 12 November 1999 and q an the same field from the verifying analysis. J involves both vertical integration and horizontal accumulation over domain with longitudes ranging from 0 to 5 E and latitudes between 40 N and 45 N. The main patterns of mean-sea-level pressure (MSLP) and 500 hPa geopotential height at the beginning and at the end of 48-hour window are summarized in Fig. 15 . By 1200 UTC 12 November 1999, a low had developed over Spain, which led to torrential rainfall over southern France (up to 620 mm in 24 hours locally; Bechtold and Bazile 2001) due to the enhancing effect of the intense moisture supply through surface evaporation over the Gulf of Lyons. Sensitivity fields are compared using either the SIMPOP moist physics package or the revised one (SIMPCV2 and CLOUDST) in the adjoint computations. Figure 16 displays the sensitivities of J computed at 1200 UTC 12 November 1999 to specific humidity on model levels 46 (left) and 55 (right): panels (a) and (b) show the sensitivities at the beginning of the adjoint integration while the four other panels display the sensitivities at the end of the 48-hour backward adjoint integration using either the SIMPOP moist physics (c and d) or SIMPCV2+CLOUDST (e and f). Note that sensitivities have been normalized by the pressure thickness of the corresponding model layer. ∂ q at the beginning of the adjoint integration. Cross-sections (not shown) suggest that the largest sensitivities at the end of the adjoint integration are confined between model level 43 and the surface, with maximum values at level 46. Furthermore, sensitivity patterns obtained with SIMPCV2+CLOUDST are usually similar to those obtained with the SIMPOP moist physics as illustrated by panels (c) and (e). Some significant differences only appear below model level 50 over the Gulf of Lyons as indicated by panels (d) and (f), which could be attributed to the direct link between surface heat fluxes and convective activity in SIMPCV2 through Eq. (4)-(6). These preliminary sensitivity experiments demonstrate that the new simplified moist physics is able to remain stable during the 48 hours of adjoint integration (i.e. no spurious amplification of perturbations) and that it produces sensitivity patterns that are consistent with the operational ones. There seems to be a potential additional impact of physical processes that are explicitly represented in SIMPCV2 and CLOUDST adjoint versions but not in SIMPOP. Whether this impact is actually beneficial will be determined in the context of forecast sensitivity experiments as well as in singular vector calculations (used for instance to generate initial perturbations in an ensemble prediction system) and of course in 4D-Var data assimilation. 
Conclusions
A new simplified parametrization of subgrid scale convective processes has been developed and tested in the framework of the ECMWF Integrated Forecasting System for the purpose of variational data assimilation, singular vector calculations and adjoint sensitivity experiments. It is based on the full nonlinear scheme that is used in the ECMWF operational forecasts, but it was demonstrated that a set of simplifications could lead to a substantial improvement of its linear behaviour without significantly degrading its forecasting ability even in seasonal integrations. The new scheme has also been successfully combined with the new simplified parametrization of large-scale clouds and precipitation developed by Tompkins and Janisková (2004) . In contrast with the MAH99 simplified convective parametrization, its tangent-linear and adjoint versions account for perturbations of all convective quantities including convective mass flux, updraught characteristics and precipitation fluxes. Therefore the new scheme is expected to be beneficial in the 4D-Var context when combined with radiative calculations that are directly affected by condensation and precipitation. In particular, this is the reason why SIMPCV2 has been successfully used in 1D-Var retrievals of TCWV from microwave brightness temperatures in precipitating areas (Moreau et al. 2004 ). In the near future, the impact of the new simplified moist physics in 4D-Var data assimilation itself will be tested. 
