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Abstract
This study aims to develop a robust, efficient and versatile structural identifi-
cation and damage detection framework based on optimization algorithms to
be suitable for a wide range of structures. To do so, an improved metaheuris-
tic optimization algorithm is developed based on Harmony Search algorithms
that mimic the behavior of musicians to find the best notes to play. Unlike
classical methods, which rely on sound mathematical theories, metaheuris-
tic algorithms are gradient-free, do not require good initial guesses and can
handle complex structural identification problems with a satisfying level of
robustness and accuracy even when incomplete noisy measurements are in-
volved.
The modifications applied to the basic Harmony Search improved its struc-
ture and hybridized it with another improved algorithm, thus the Modified
Adaptive haRmony SearcH ALgorithm (MARSHAL) has emerged.
MARSHAL is a self-modifying experience-based algorithm that incorpo-
rates a smart parameter selection system, allowing it to adapt to the current
situation of the optimization problem. Furthermore, MARSHAL exhibits
some innovative engineering sense by realizing the coupling effect of stiffness
terms in the stiffness matrix. Finally, a two-stage experience-based search
guidance utilizing a previously developed reduction scheme is implemented
which highlights potential regions within the search space, providing addi-
tional information to MARSHAL.
To meet the primary objective of developing a general identification frame-
work, a consistent and unified approach in defining all considered identifica-
tion problems is adopted, namely: defining the dynamic analysis problem,
selecting the structural characteristics to be considered as optimization vari-
ables, setting up the search domain and defining the objective function.
Five identification problems are considered, featuring known mass, un-
known mass and output-only identification. The considered structures vary
in complexity from as simple as numerically modeled two-dimensional shear
frames to as complex as experimentally tested tripile structures. Further-
more, incomplete noisy measurements were considered to simulate real data
acquisition tools.
MARSHAL’s identification capabilities were tested in a comparative study
involving a modified version of the well-known Genetic Algorithm optimiza-
tion technique. The results show the superiority of MARSHAL, encouraging
further research of more complex structures, namely: wind turbine supporting
structures.
The vibration response required for the identification of offshore wind tur-
bines via MARSHAL was calculated using an open source program called
FAST (Fatigue, Aerodynamics, Structures and Turbulence) developed by the
National Renewable Energy Laboratory (NREL).
The limitations arising from using FAST were tackled using a reduced
model approach. MARSHAL was used to derive, validate and utilize the
reduced model in structural identification problems.
No change in MARSHAL’s settings was required for all considered identi-
fication problems, underlining the versatility of the proposed approach.
To finalize, an experimental study of a tripile supporting structure was
considered. Both damaged and undamaged cases were investigated and the
results were satisfying, confirming the broad applicability of MARSHAL, thus
achieving the primary objective of this research.
The encouraging and satisfying results motivate the involvement of MAR-
SHAL in existing structural health monitoring packages. Another issue for
future research is the development of accurate, yet simple, mathematical mod-
els that approximate the response of real systems.
Keywords:
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Kurzfassung
Ziel dieser Studie ist es, eine robuste, effiziente und universelle Strukturiden-
tifizierung und Schadensfru¨herkennung basierend auf Optimierungsalgorith-
men zu entwickeln, die fu¨r eine Vielfalt von Strukturen anwendbar ist. Dafu¨r
wird ein verbesserter metaheuristischer Optimierungsalgorithmus basierend
auf Harmony Search Algorithmen entwickelt. Im Gegensatz zu klassischen
Verfahren, die gute Anfangsscha¨tzwerte beno¨tigen, erfordern metaheuristis-
che Algorithmen keine Gradienten-Information und ko¨nnen komplexe Struk-
turidentifikationsprobleme mit einem befriedigenden Niveau an Robustheit
und Genauigkeit lo¨sen, sogar wenn unvollsta¨ndige und rauschende Messun-
gen gegeben sind.
Der Basis Harmony-Search-Algorithmus wurde verbessert, indem dessen
Struktur modifiziert und mit einem weiteren Algorithmus gekoppelt wurde.
So entstand der sogenannte Modified Adaptive haRmony SearcH ALgorithm
(MARSHAL).
MARSHAL ist ein selbst-modifizierender erfahrungsbasierter Algorithmus,
der u¨ber ein intelligentes Parameterwahlsystem verfu¨gt, so dass er sich auf die
aktuelle Situation des Optimierungsproblems anpasst. Außerdem realisiert
MARSHAL den Kopplungseffekt der Steifigkeitsparameter in der Steifigkeits-
matrix. Des weiteren wird eine zweistufige erfahrungsbasierende Suchfu¨hrung
unter Verwendung eines zuvor entwickelten Suchraumreduzierungsalgorith-
mus implementiert, der die potenzielle Bereiche im Suchraum hervorhebt,
was zusa¨tzliche Informationen an MARSHAL weiterleitet.
Um das Ziel der Entwicklung eines allgemeinen Identifikationsrahmens zu
erlangen, wird eine einheitliche Definition der Identifikationsprobleme vor-
angestellt, und zwar: Festlegung der dynamischen Analyse, Auswahl der
strukturellen Parameter, Einrichtung des Suchraumes und Definition der Ziel-
funktion.
Insgesamt wurden 5 Identifikationsprobleme betrachtet, die unter bekan-
nter Masse, unbekannter Masse und Output-Only Identifikationsprobleme
identifiziert worden. Die Strukturen unterscheiden sich in Komplexita¨t von
einfachen numerisch modellierten zweidimensionalen Scherrahmen bis zu kom-
plexen experimentell-getesteten Tripile Strukturen. Daru¨ber hinaus wurden
unvollsta¨ndige rauschende Messungen benutzt.
MARSHAL’s Identifikationsfa¨higkeiten wurden in einer Vergleichsstudie
getestet, wobei zweidimensionale Scherrahmen identifiziert wurden. Die Ergeb-
nisse zeigen die U¨berlegenheit von MARSHAL, und motivieren die weiterge-
henden Untersuchungen komplexerer Strukturen, hier Tragstrukturen von
Windturbinen.
Das beno¨tigte Schwingungsverhalten fu¨r die Identifizierung von Winden-
ergieanlagen mittels MARSHAL wurde durch Verwendung eines Open-Source-
Programmes namens FAST (Fatigue, Aerodynamics, Structures und Turbu-
lence), entwickelt von dem National Renewable Energy Laboratory (NREL),
berechnet.
Die Einschra¨nkungen, die sich aus FAST ergaben wurden mit einem re-
duzierten Modell-Ansatz angegangen. MARSHAL wurde verwendet, um das
reduzierte Modell abzuleiten, zu validieren und fu¨r weitere Strukturidentifika-
tionsprobleme zu nutzen.
Fu¨r alle betrachteten Identifikationsprobleme war keine Vera¨nderung der
Einstellungen von MARSHAL erforderlich und unterstreicht die Vielseitigkeit
des entwickelten Algorithmus.
Abschließend wurde die experimentelle Studie einer Tripile Tragkonstruk-
tion betrachtet. Es wurden die Fa¨lle bescha¨digt und unbescha¨digt untersucht,
und die Ergebnisse waren sehr zufriedenstellend. Dies untermauert die breite
Anwendbarkeit von MARSHAL.
Die zufriedenstellenden Ergebnisse motivieren die Anwendung von MAR-
SHAL in bestehender Strukturu¨berwachungssoftware. Ein mo¨gliches Thema
fu¨r weitergehende Forschungsarbeiten ist die Entwicklung von pra¨zisen, aber
dennoch einfachen mathematischen Modellen, mit denen die Systemantwort
der realen Systemen mit guter Pra¨zision berechnet werden kann.
Stichworte:
Optimierungsalgorithmen; Harmony Search; Strukturidentifikation; Schadens-
fru¨herkennung; Output-Only; Suchraumreduktion; FAST; Offshore; Onshore;
Tragstrukturen von Windturbinen; Modellreduktion.
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Structural identification and damage detection is an important component of
a structural health monitoring scheme and has become a growing research and
development area, as witnessed by the increasing number of relevant journal
and conference papers. To this end, a crucial challenge is the development of
robust and efficient structural identification methods that can be used to iden-
tify key parameters and hence, uncover the causes that change the structural
state.
1.1 Motivation
Despite the fact that numerous methods for structural identification have
been proposed and developed, most of these are problem specific and can-
not be applied on a broad variety of structures. Furthermore, most of the
proposed methods are classical approaches relying on sound mathematical
theories, which have limitations in one way or another. Some require gra-
dient information to guide their search in a point-to-point basis, which also
relies on a relatively good initial guess, something that becomes unpractical
as the complexity of the problem increases. Other require special conditions
to be applied in identification problems, such as assuming a certain noise or
excitation pattern, assuming that all components of vibration response (accel-
eration, velocity and displacements) are measured and/or that an extensive
array of sensors is implemented. In their best performance, they still obtain
near optimal, i.e. close to real values, structural parameters.
Metaheuristic algorithms, although being powerful computational meth-
ods, are relatively uncommon in structural identification problems when com-
pared to classical approaches. Numerous new and promising metaheuristic
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algorithms were proposed recently and were successfully applied on a variety
of problems, namely: economy, production, resource allocation, management,
design optimization and even more. Thus motivating the research commu-
nity to tap into their potential in complex structural identification problems.
In this context, structural identification problems are treated as optimiza-
tion problems with the objective to minimize errors between measured and
predicted data.
A quick glimpse on the current literature, as presented in Sec. 1.2, shows
that the structural identification of two-dimensional shear frames has been
extensively studied due to their simplicity, and present an adequate problem
for comparative studies. On the other hand, the structural identification of
wind turbines pose a challenging and active field of research.
Wind turbines have gained an increasing attention over the years moti-
vated by the increasing numbers of such turbines, their various installation
locations, foundation types, as well as the fact that such structures are sub-
jected to fluctuating wind loads, making them prone to damage, as well as
the continuously increasing size and production capabilities of such turbines.
The measurement of applied excitations is another challenging issue, as
such cannot be always feasible especially outside a controlled laboratory en-
vironment, thus triggering the need to ensure that the developed scheme can
tackle such output-only problems.
Motivated by the challenges posed by the drawbacks and limitations of
classical identification schemes, the need for further research in the field of
damage detection of wind turbines via non-classical techniques and the need
for a reliable and versatile structural identification scheme, this research pro-
poses a structural identification scheme based on metaheuristic optimization
algorithms.
1.2 State of the Art
An introduction to structural health monitoring and structural identification
is presented in this section, followed by a review of the related literature. Due
to the large amount of research on structural health monitoring techniques
applied on a variety of structures, the review presented here shall focus on
the topics related to the research work of this dissertation, namely:
• Structural identification and damage detection methods involving opti-
mization algorithms.
• Global structural identification and damage detection of frames, with
special emphasis on two-dimensional shear frames.
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• Structural identification and damage detection of wind turbines, with
special emphasis on vibration-based global detection methods
An outlook presenting the most important findings and critical issues en-
countered during the review is presented at the end of this section, to sum-
marize the current “state of the art” and further motivate the need for the
proposed identification algorithm.
1.2.1 An Introduction to Structural Health Monitoring
Structural Health Monitoring (SHM) is the process of implementing a struc-
tural identification and damage detection technique to assess the current state
of a structure [27] and, if possible, determine its deviation from an initial un-
damaged, or sound, state, in order to detect any changes that adversely affect
the performance of the structure currently or in the future [27, 82], thus as-
sessing its health.
The importance of SHM lies within its ability to track down the changes of
the current “health” of the structure via predefined indices, acting as an early
warning system that detects the progressive degradation of the structure’s
condition due to its operation and gradual aging as well as the sudden degra-
dation due to damaging events such as earthquakes [75, 91]. A visualization
of such health degradation is shown in Fig. 1.1, where it is evident that a
structure with an implemented SHM would have a prolonged service life since
failing to identify the health degradation could lead to the point where the























Figure 1.1: Degradation of structural health with time.
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Depending on the type and importance of the structure, a suitable SHM
scheme can be “tailored” [1, 93] to provide an efficient and cost effective
operation, on time maintenance, better safety and longer service life of the
structure.
Decision making is further enhanced by the information provided from
SHM [39, 53, 68], helping in:
1. determining the suitability and safety of a structure,
2. deciding if protective repairs are necessary to prolong the service life of
a structure,
3. estimating of the remaining service life of a structure, and/or
4. deciding to dismantle or dispose of a structure, if it is beyond repair.
SHM is considered an inverse problem in structural dynamics and vibration
analysis [15, 52, 53] in which it is required to identify the structure and, if
required, the input excitation that led to the given output vibration signal.
Both forward analysis and inverse problem analysis in structural dynamics
are illustrated in Fig. 1.2.
Classification of Structural Health Monitoring
SHM problems can be classified based on the frequency of application [82], the
utilization of a structural model [48, 83], the effects of damage on the struc-
tural behavior [22], the scope of damage detection [66], its learning scheme
[48] and the method used, as summarized in Fig. 1.3 and detailed as follows:
• Based on the frequency of application [82]: i.e. the frequency at
which SHM collects and processes data, which is directly proportional
to the required computational cost.
– Real-time or continuous SHM: in which data is collected, as-
sessed and processed continuously.
– Discrete SHM: here the data is collected less frequently and the
structural degradation is detectable.
– Reactive SHM: the application of SHM on structure occurs in
response to a certain event, especially after the occurrence of a
damaging effect such as hurricanes, earthquakes and so on.
• Based on the utilization of a structural model [48, 83]: SHM
could be performed on the collected data whether a model is present or
not.


















































































(b) An inverse problem.
Figure 1.2: Structural dynamics and vibration problems.
– Model based SHM: SHM in this case utilizes a structural model
to update its characteristics, thus providing an easy interpretation
of signals, support decision making and supports rehabilitation and
repair planning. However, it is computational expensive in both





























Figure 1.3: Classification of structural health monitoring problems.
time and effort.
– Model free SHM: SHM could utilize, for example, incremental
training and comparative studies on the collected data to track
damage accumulation. However, such approach also lacks physical
interpretation of signals and has a weak decision support.
• Based on the damage effect [22]: i.e. the behavior of the structure
after the occurrence of damage.
– Linear damage: the structural behavior remains linear elastic
after the occurrence of damage. The majority of research addresses
such damage situation [22].
– Nonlinear damage: the structural behavior changes significantly
after the occurrence of damage.
• Based on the scope of damage detection [66]: i.e. the detail,
region and level of damage detection, further illustrated in Fig. 1.4.
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– Local SHM: which detects damage at component level using local
measurements such as, but not limited to, ultrasound, acoustic
emissions and so on. Inherited in such detection is the fact that
the location of damage is known a priori.
– Global SHM: damage detection is performed at region level or
element level utilizing measurements from an array of well-placed








(b) Local structural health monitoring.
Figure 1.4: Global vs local structural health monitoring.
Global and local schemes are complementary to each other, as global
damage detection schemes pinpoint the proximity of damage, providing
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local schemes with the location of potential damage points for further
investigation.
• Based on its learning scheme [48]: i.e. based on the availability of
data from both damaged and undamaged states of the structure.
– Supervised learning: in such cases, data from both undamaged
and damaged structures is available.
– Unsupervised learning: where data is available only for the
undamaged case and outlier or novelty detection techniques are
utilized for damage detection.
• Based on the method used for structural identification: which
shall be discussed later on in this section.
Components of Structural Health Monitoring
The SHM problem could be described as a problem in statistical pattern
















Figure 1.5: Structural health monitoring as statistical pattern recognition.
• Operational Evaluation:
The motives of performing SHM are identified and the framework of
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monitoring is set in terms of damage definition, data measurements and
measurement limiting factors such as the operational environment.
• Data Acquisition, Fusion and Cleansing:
Which is basically the transformation of raw unfiltered sensor data into
useful data arrays. An example is shown in Fig. 1.6, where raw data is
filtered, shifted and trimmed. This will be further detailed in Ch. 5.































(b) Data filtering and shifting.
















Figure 1.6: Data processing.
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• Feature Extraction and Information Condensation:
The damage sensitive properties derived from the measured response
are identified, enabling the comparison between the damaged and un-
damaged states. One possibility for feature extraction is to use an opti-
mization algorithm within the context of system identification. Before
this is performed, however, a data classification is required to distin-
guish between the effects of environmental and operational conditions
and the effects of actual damage. Typically, the amount of information
generated from SHM is large, and extracted key features are selectively
chosen.
• Statistical Model Development for Feature Discrimination:
These methods are used to assess if the changes in the selected features
are statistically significant, for example, affects the probability of failure,
which could happen in case of an overload coupled with a simultaneously
occurring understrength.
1.2.2 An Introduction to Structural Identification and
Damage Detection
Generally speaking, Structural Identification (SI) is analogous to system iden-
tification in which the outputs and, optionally, the inputs are known, and it
is required to determine the set of processes, equations, functions, ...etc that
relate these inputs and outputs.
In this context, structural Identification is the process of determining the
dynamic structural parameters, namely: mass, stiffness and/or damping of
a structure utilizing vibration-based measurements, in order to identify the
existence, location and extent of damage and provide necessary information
for the supervising SHM.
Generally, damage is a change introduced to any structural characteristic
that adversely affects the current or future performance of the structure [82].
More specifically, in this research, the structural characteristics of interest are
the three dynamic parameters of the structure, namely: mass, stiffness and/or
damping, where reduction in stiffness is treated as damage.
Implicitly included in this definition is the concept of comparison [34, 105],
i.e. to compare the current state of a structure to an undamaged or initial state
of the structure. Furthermore, it is clear that damage cannot be assessed from
vibration measurements alone without a structural identification technique,
which is also stated in Axiom IV established by Worden et al. [93].
Both structural identification and damage detection methods used within
the SHM are of significant importance, since structural identification extracts
structural features from measured data, which are passed to damage detection
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to assess the existence, location and extent of damage. For a satisfying and
reliable performance, the SI method should be:
• Precise and accurate, i.e. as close as possible to the correct structural
characteristics.
• Robust, i.e. produces satisfying results even with the presence of some
error, e.g. measurement noise.
• Versatile, i.e. capable of solving various identification problems without
significant change in its algorithm.
When detecting damage, 4 levels of detection exist based on the informa-
tion that was provided about the structural damage [76]:
• Level 1: Detection. Is there damage in the structure?
• Level 2: Location. Where is the damage?
• Level 3: Quantity. How severe is the damage?
• Level 4: Prediction. What is the remaining service life of the structure?
Although it is sought to achieve a perfect identification, errors still exist
due to systematic or non-systematic sources. Two types of errors may occur
[26, 82]:
• False positives: Here, the structural identification and damage detec-
tion scheme senses damage at locations where, in fact, no damage is
present. This reduces the trust in the identification method.
• False negatives: Considered a more serious case than false positives,
the identification scheme fails to indicate damage at damaged locations.
This is a detrimental problem and can have serious implications. Thus,
it must be minimized.
With the advances in sensor technology and computational power, interest
in structural identification has grown significantly in recent literature. This
can be noticed in the number of contributions that are presented in general
review papers such as [22, 82, 81]. The review presented in this dissertation
is, however, limited to the problems directly related to the research work.
One possible method of structural identification and damage localization
and quantification is to rely on an optimization algorithm in the context of
structural identification and to utilize the identified structure to assess its
damage by comparison with an undamaged or sound structure.
12 Chapter 1. Introduction
With that regard, structural identification and damage detection methods
can be classified into classical and non-classical methods, i.e. methods based
on metaheuristic optimization algorithms [53].
Classical methods are derived from sound mathematical theories. Gener-
ally, they perform an iterative search advancing from one point to the other
and require sometimes gradient information for guidance [53].
On the other end, non-classical methods rely on optimization algorithms
and metaheuristic, or soft, concepts rather than hard mathematical princi-
ples and do not require a good initial guess for convergence. These methods
convert the identification problem into an optimization problem with the ob-
jective of finding the best structure that minimizes the difference between the
predicted response and the measured/actual response [53].
1.2.3 Structural Identification and Damage Detection us-
ing Non-Classical Optimization Algorithms
With the growing potential and efficiency of optimization algorithms, the
interest in structural identification and damage detection using non-classical
optimization algorithms has increased significantly. Famous in this field are
the Genetic Algorithms (GAs) and Artificial Neural Networks (ANNs), as
evident by the amount research utilizing these two algorithms.
Masri et al. [65] based their damage detection scheme on neural net-
works. In their study, the network was trained using a healthy structure and
then used to identify a damaged structure. Noisy readings were also studied.
The structure itself is of unknown topology. However, the study was limited to
the detection of damage, whereas locating and quantifying the damage is not
done. The authors state that their scheme would be successful in detecting,
locating and quantifying the damage if the structure is given. Nevertheless,
the usage of ANNs requires the availability of a large amount of data for
the purpose of training the ANN. Other applications of the ANN in the struc-
tural identification and damage detection can be found in Zhao et al. [105],
Bani-Hani et al. [5], Yun and Bahng [101] and Xu et al. [95].
Besides frames, Masri et al. [66] applied ANNs in non-parametric struc-
tural damage identification. ANNs were also applied in identifying a theoreti-
cal model of the behavior of fibrous composites under cyclic loading in Lefik
and Schrefler [60], and in identifying the dynamic characteristics of an
existing concrete gravity dam as in Karimi et al. [49].
Franco et al. [28] used an evolutionary strategy to identify structural
dynamic parameters, namely: mass, stiffness and damping. The method was
tested on a 10-story shear frame under various levels of noise. The effect of full
and partial output readings was addressed, too. Other studies on evolution
1.2. State of the Art 13
strategies can be found in Tang et al. [88].
GAs found a wide range of application in SI. A modified GA coupled with
a search space reduction scheme was studied by Perry et al. [71]. The
method was applied on two-dimensional shear frames with various levels of
noise. Excellent results were obtained when identifying stiffness and mass
while damping coefficients were identified at a lower level of accuracy.
An output-only structural identification method was presented in Perry
and Koh [70]. The force was identified via a predictor-corrector scheme and
was applied to a seismic two-dimensional shear frame and an experimental
example. Satisfying results were obtained, even at higher noise levels. Mass
was considered known to obtain a unique solution for the structure. Other
studies utilizing GAs can be found in Raich and Liszkai [72], Na et al.
[69], Marano et al. [64], Zhang et al. [104], and Koh and Trinh [55].
GAs were successfully applied for the identification of elastic constants in
composite materials from dynamic tests as in Cunha et al. [19], in the iden-
tification of trusses and beams subjected to noise by Chou and Ghaboussi
[15] and in the identification of beams and portal frames via mode shapes and
frequency changes by Hao and Xia [37] and Li et al. [63].
GAs were also hybridized with other local search schemes and used in SI
as in Koh et al. [51] based on Koh et al. [52], and in Zhang et al.
[103]. Hybridized GAs were also used in Wang et al. [91], Zhang et al.
[102] and Wang [90].
A dynamic quantum-behaved Particle Swarm Optimization (PSO) algo-
rithm is presented in Rao et al. [73] and used in the structural identification
of a simply supported beam, a 50-DOF shear building model and a truss. In
this study, it was assumed that the mass properties, load history and initial
conditions are known a priori. Various degrees of noise were considered too
and results were compared with other optimization algorithms.
Another study for the identification of linear and nonlinear two-dimensional
shear frames was done by Sun et al. [85]. Multiple degrees of noise were
introduced and the problem was solved using a modified artificial bee colony
algorithm. Simulation results show excellent parameter estimation, even with
few measurements and high noise corruptions. A hybridized Artificial Bee
Colony (ABC) algorithm coupled with a local search operator was investi-
gated by Sun and Betti [84].
Bayissa and Haritos [6] used the Simulated Annealing (SA) method as
a global optimization technique in the SI of beams.
PSO was successfully used in Charalampakis and Dimou [12] in the
identification of Bouc-Wen hysteretic systems.
Miguel et al. [67] used harmony search algorithm in detecting struc-
tural damage to a beam under ambient vibration. An experimental study was
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performed. However, only stiffness parameters were identified.
1.2.4 Structural Identification and Damage Detection of
Frames via Classical Methods
Because of their simplicity, frames lend themselves well to SI techniques. This
can be easily realized when comparing the large number of research in SI
of frames with other structures, allowing a broad classification of classical
methods as follows:
1) Auto-Regressive Moving Average Vector (ARMAV) Models:
ARMAV models can be implemented in the analysis of ambient excited multi
degree of freedom (MDOF) structures [9].
Although being able to perform structural identification and damage de-
tection even in the absence of input excitations, ARMAV models still have
some significant drawbacks [9]:
• The input excitations are assumed to be WGN of zero RMS.
• The best ARMAV model order is not known a priori and requires iden-
tification.
• Since the natural eigenfrequencies fr and damping ratios ζr are ex-
tracted from the eigenvalues τr of the AR coefficient matrix, and due to
the fact that the ARMAV model order and the resulting eigenvalues are
in general larger than the number of eigenvalues of the structure, it is
required to develop a distinction between the physical and non-physical
modes via, for example, a dispersion analysis.
• Another method, such as the Kalman filter, has to be coupled to perform
the parameter estimation of the ARMAV model.
• The model sometimes can exhibit undesired local minima, requiring
more effort on producing good initial values for the iterative procedure.
Bodeux and Golinval [9] utilized an ARMAV model to identify the
structure and detect damage within a numerically modeled simply supported
beam and an experimental benchmark one-bay two-story steel frame. For the
ARMAV model parameter estimation, a Kalman filter is used. The method
identified frequencies and mode shapes of both undamaged and damaged cases
of the structure. The problem of investigation is, however, limited to damage
detection, i.e. damage localization was not implemented.
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Hung et al. [40] extended the method applied in Hung and Ko [41]
based on a vector backward auto regressive (VBAR) method, which was capa-
ble of distinguishing between the correct eigenvalues and vectors. The method
was applied on a numerical 3 degree-of-freedom (DOF) spring structure and
an experimental five-story single-bay steel structure in order to extract the
modal characteristics and damping ratio. The identification was performed
to an undamaged structure only.
2) Least Squares Methods:
The least squares identifies structures by minimizing the sum-of-squared
errors between the measured response and what is predicted by the mathe-
matical model [53].
The damage detection of a one-bay one-story braced frame and a cantilever
plate was investigated by Friswell et al. [29]. Damage was considered as
a reduction in the stiffness of an element and was introduced by saw cuts.
The algorithm, based on a generalized least squares theory, fits the measured
data to each predefined damage case. The most likely damage case is then
the one that has the best fit. The method achieved reasonable success: it was
capable of finding the damage, but sometimes gave false-positive detections
with regard to non-damaged locations.
An iterative least squares identification technique and modification process
based on output-only readings was studied by Chen and Li [13] and applied
on various undamaged structures: a 4-DOF spring mass damper structure,
a 15-story shear frame and a truss. Both noise-free and noise-polluted sig-
nals as well as incomplete measurements were considered and the structure
was excited by a sinusoidal force. Stiffness identification was satisfactorily
whereas damping was identified at a lower accuracy as the noise increases.
Furthermore, identification accuracy depended on the initial values used for
the iterative search.
An adaptive least mean square filtering theory was used in the direct iden-
tification of structural stiffness of 4- and 12-DOF benchmark structures by
Goeffrey Chase et al. [31]. The study investigated the effect of mea-
surement noise and applied a sinusoidal excitation to the structure. Damage
was considered as a change in the structural stiffness only, and the undam-
aged structural characteristics were known and used as initial values for the
iterative search. The results showed that the proposed method is effective in
identifying damage, but has some implementation issues affected by the sam-
pling rate of the data acquisition sensors. Furthermore, the method assumes
that the acceleration, velocity and displacements are measured at each DOF,
requiring extensive instrumentation.
Classical least squares method was utilized by Zhao et al. [107, 106]
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for the identification of an undamaged seismically loaded 3-story shear frame.
The method was tested using different values of noise and different number
of sensors, yet filtering the noise out using a low pass filter. Mass was as-
sumed known and the number of DOFs considered in this study is rather low.
Furthermore, the method requires all response components of all DOFs to be
known, i.e. acceleration, velocity and displacement. To do so, the measured
acceleration was numerically integrated which could accumulate error due to
measurement noise.
3) Kalman Filter Methods:
The Kalman filter [47] is a recursive method to estimate a state vector via
minimizing the mean square error.
A possible improvement of the linear Kalman filter is the Extended Kalman
Filter (EKF) that is used in non-linear systems by linearizing the basic Kalman
filter about the current operating point [54]. This important modification
allowed the utilization of the Kalman filter in identification and control prob-
lems.
Toki et al. [89] used the Kalman filter to identify structural parameters
and input ground motions from measured responses only by applying ground
accelerations to the structure and allowing it to vibrate freely afterwards. The
structural parameters of an undamaged 3-DOF two-dimensional shear frame
were first identified by a free vibration state then used to identify the response
using output-only signals. However, all numerical tests were performed in a
noise-free environment and assuming that the structural characteristics re-
mained the same before and after the ground motion excitation is inaccurate,
as damage is most likely to take place during these motions.
Koh et al. [54] studied the identification of multistory frame building
damage in terms of change in story stiffness using an improved condensa-
tion method coupled with an EKF. A numerically simulated 12-story frame
and an experimental 6-story laboratory model were identified. Several levels
of Input/Output (I/O) noise were studied. The mass matrix was, however,
assumed known.
An extended Kalman approach was applied in Lei et al. [61] for the
structural identification of a numerical 5-DOF and an experimental 4-DOF
shear building excited by unknown earthquake excitations. The recursive so-
lution for the structural parameters above the first story were estimated by
an extended Kalman estimator followed by the estimation of unknown in-
put excitation at the first story via a least squares estimation. Finally, the
first floor parameters are estimated using an eigenvalue analysis. Response
measurements were considered at parts of the structure and noise was also
considered. Although a rather simple structure with only 5-DOFs was consid-
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ered, the results showed a false-positive damage of nearly 5%. Furthermore,
mass and damping were not identified and only undamaged structures were
considered.
4) Bayesian Analysis Methods:
It is a probabilistic approach in which the most probable damage scenario
is obtained of some previously assumed damage scenarios [83]. By identifying
the modal parameters based on measured data, the probability of each damage
scenario can be calculated based on the difference between the identified modal
parameters and their theoretical counterpart. Once these relative posterior
probabilities are formulated, a branch-and-bound search is applied to identify
the most likely damage scenario.
A Bayesian probabilistic approach was applied by Sohn and Law [83]
to identify the most probable damage scenario in a structure, where dam-
age is introduced as a reduction in structural stiffness of a member. Both
two-dimensional and three-dimensional numerical frame models were studied
under a variety of noise percentages. With sufficient data sets and several
fundamental modes of vibration being estimated, the method was capable of
identifying both damage location and extent. However, the computational
effort required increases exponentially with the number of predefined damage
scenarios. Also, false damage scenarios may be highlighted since the method
relies on modal parameters, which could be similar for different damage sce-
narios. Furthermore, the selection of the assumed damage states as well as
accuracy of the numerically assumed model (when applied in the laboratory)
would play a significant role in the outcomes of this method.
Ching and Beck [14] used a two step probabilistic Bayesian approach in
the structural identification and damage detection of the IASC-ASCE (Inter-
national Association for Structural Control - American Society of Civil En-
gineers) benchmark frame. Both brace damage and connection damage were
studied while the structure was excited by either hammer or ambient exci-
tations. For braced cases, the damage can be detected reliably for hammer
and ambient excitations. However, for the unbraced cases, reliable damage
detection was not achieved.
Bayesian updating utilizing a Markov chain Monte Carlo simulation was
used to tackle the numerical integration required in the Bayesian updating
scheme in Yuen et al. [100]. The approach was applied to the 4-DOF sim-
plified IASC-ASCE benchmark structure. It requires the identification of the
first 4 modal frequencies, otherwise the problem becomes unidentifiable. The
approach showed that there is insufficient data in the unidentifiable case to
successfully assess damage location and severity.
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5) Empirical Mode Decomposition and Hilbert-Huang Transfor-
mation Methods:
In the Empirical Mode Decomposition (EMD), the data is decomposed
into several intrinsic mode functions (IMFs) by a sifting process, which con-
tinues to extract IMFs until the residue of the signal becomes sufficiently
small. Decomposing the signal in the time domain allows the identification
of the occurrence time of the damaging event or damage spike, and the dam-
age location can be determined by the spatial distribution of these damage
spikes. The Hilbert-Huang transformation (HHT) is simply an empirical mode
decomposition combined with a Hilbert spectral analysis [98, 96].
The drawback of this method is that it requires a continuous SHM which
is, of course, computationally expensive. The need for the continuous SHM
comes from the fact that the data provided to the HHT must contain the
time instance of damage occurrence for it to work. Furthermore, the damage
detection accuracy depends on the sampling frequency, noise contamination
and severity of damage [98, 96].
Xu and Chen [96] presented the applicability of the EMD to identify
damage in an experimental 3-story shear building model subjected to damage
in the form sudden change in structural stiffness via releasing two pretensioned
springs. The structure was studied while in free vibration, random vibration
and earthquake vibration. The damage location was identified by analyzing
the spatial distribution of the damage spikes along the building heights. A
similar study using the HHT is presented in Yang et al. [98] and was ap-
plied on the 4-DOF simplified IASC-ASCE benchmark structure.
6) Finite Element Model Updating Methods:
Finite element model updating is a method based on the modification of
the structural properties, namely mass, stiffness and damping to represent,
as accurate as possible, the response obtained from the measured data [11].
Although the research work presented in this dissertation is somehow related
to this method, it is still treated as an independent category and only classical
methods used in model updating are listed below.
It is also noted that a significant amount of research has applied model
updating in the structural identification of trusses and beams when compared
to the frame and more complicated bridge counterparts.
A detection method based on minimizing the difference between analyti-
cal and experimental identified modal frequencies was presented in Capecchi
and Vestroni [11]. The study investigated the damage detection of a nu-
merically modeled beam and ten-story shear frame as well as an experimental
cantilever beam. Damage was in the form of stiffness reduction and only
changes in stiffness were identified. The location was accurate but some error
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was in the quantification of damage.
Xia et al. [94] identified the probability of structural damage in ele-
ments in cantilever beams and frame structures by comparing the frequencies
and mode shapes before and after damage. Damage was modeled by saw cuts
in the structure and only stiffness was detected and located but not quan-
tified. However, it requires a certain procedure when exciting the structure.
All the 29 nodes of the frame were impacted by a hammer rather than uti-
lizing ambient or random excitation signals and sometimes gave false-positive
results.
Damage, in the form of stiffness reduction, in a simple numerical two-story
frame structure was identified in Fanning and Carden [24] using a single-
input and single-output measurement and a correlated numerical model of
the structure. The undamaged structure is tested and the numerical model
is calibrated first, followed by the identification of the damaged structure by
exciting the structures using a sinusoidal excitation signal without consider-
ing any input or output noise. The algorithm was successful as long as the
number of damaged members is limited to two.
The IASC-ASCE benchmark shear frame was also identified in Lam et al.
[56] via an output-only vibration-based statistical model updating method-
ology. The statistical model updating is based on a Bayesian modal iden-
tification studied in Katafygiotis and Yuen [50]. In case of zero noise
and modeling error, the method identified the location and extent of damage
successfully. In the presence of noise, however, the damage was identified suc-
cessfully but the extent was overestimated and some secondary false-positive
damage was detected.
7) Modal Identification Methods:
These methods rely on the fact that changes in mass, stiffness and/or
damping produces a change in the modal parameters of the structure. How-
ever, it was debated that damage identification using modal parameters alone
is sufficient [25, 53].
Methods relying on the change of natural frequencies only in detecting
damage were reviewed in Salawu [77].
A detection routine to identify the correct damage state from six possible
predefined damage states was studied in Lam et al. [57]. His mode shape
based detection routine was applied to a one-bay two-story steel frame and
utilizes a Modal Assurance Criterion (MAC) for the prediction of the correct
damage case.
Frequency response functions (FRFs) were investigated by Choudhury
and He [16] in the identification of a planar frame structure damaged by saw
cuts. The damage was successfully located using this method in conjunction
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with a dynamic expansion procedure.
Bicanic and Chen [7] developed a damage detection methodology based
on modal information and applied it on two-dimensional frames as well as
other structures. Damage was modeled as a reduction in structural stiffness.
However, no noise was considered and some significant false-positive damage
was detected.
FRFs and an analytical model were presented in Wang [92] in the dam-
age detection two-dimensional frame structure. The algorithm identified the
location and magnitude of damage even when at 5% measurement error. In
the experimental investigation, however, the method was less successful.
Zhu and Lu [108] developed a sensitivity-based method for damage local-
ization and quantification utilizing the slopes and curvature of mode shapes
for damage localization and the natural frequencies for damage quantification.
The approach was applied on 10-DOF and 20-DOF spring-mass-damper struc-
tures and a 3-DOF experimental shear building. Damage was considered as
a reduction in stiffness and no damping or mass was identified.
The Modal Strain Energy (MSE) approach, developed by Shi et al.
[79], relies on the changes of the MSE before and after the occurrence of
damage to find its location. The elemental MSE requires the components
of the mode shapes, which are - in practice - incomplete, thus requiring a
mode expansion technique, discussed in Law et al. [58]. An improved MSE
approach using incomplete mode shapes directly, called the Multiple Damage
Location Assurance Criterion (MDLAC) was developed in Shi et al. [80].
In his research, a two-step approach was used. The damage location was
preliminarily located using incomplete measured mode shapes. The suspected
damaged elements were reassessed using more accurate data to determine the
exact location and extent of damage.
Shi et al. [79] used the MSE approach in the structural identification
and damage detection of a plane truss and an experimental two-story frame.
Damage was modeled by releasing the restraint at the joints. The method
was successful in locating damage as long as the measurement noise is low, as
measurement noise and incompleteness of measured modes greatly affect the
damage location result.
Li et al. [62] developed a new MSE method based on the decomposition
of the modal strain energy into an axial and transverse part. The devel-
oped method is then used to perform numerical studies on three-dimensional
five-story frame structure and an offshore template platform based on data
generated by a finite element model. Damage was in the form of stiffness
reduction, and no noise was considered. The proposed method located the
damage, but was less successful in predicting the extent of damage.
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1.2.5 Structural Identification of Horizontal Axis Wind
Turbines
The structural identification and damage detection of Wind Turbines (WTs)
is an active research field, especially after the rapid increase in the numbers
of WTs due to the urge to produce energy from clean renewable resources.
Although a significant number of research papers has been published recently,
the number of general review papers still remain few.
Ciang et al. [17] provided a review to damage detection techniques in
WTs as a part of the implemented SHM, with special emphasis on blades and
towers. Another review to condition monitoring and fault detection of WTs
is presented in Hameed et al. [36]. Rolfes et al. [74] presented and
extensive review of SHM applied on support structures and rotor blades with
special emphasis on sensor technology.
Current SHM practice can be found in Butterfield et al. [10], whereas
a survey of commercially available condition monitoring systems is presented
in Crabtree et al. [18]
Although the structural identification and damage detection technique de-
veloped in this dissertation is a global vibration-based method investigat-
ing the turbine supporting structure, it is still beneficiary to provide a brief
overview of various local and global SI methods, as this research area is still
relatively new when compared to the SI of two-dimensional shear frames.
Some of the SI methods are listed below [17]:
• Acoustic emission based detection methods: Damage - in form of
cracks, debonding ...etc - produces a change in the stored elastic energy
at the point of damage which can be captured by acoustic emission
monitoring, e.g. Sutherland et al. [86] and Anastassopoulos et
al. [3].
• Thermal imaging method: These methods rely on spotting a tem-
perature difference on a surface to indicate damage. This difference is
a result of the change in thermal diffusivity between the damaged and
undamaged part, thus indicating material irregularity or damage, e.g.
Dutton [23].
• Ultrasonic methods: The basic idea behind ultrasonic methods is to
pass an ultrasonic wave through the material, which will get reflected
and/or mode altered when passing through a defect, e.g. Lee et al.
[59].
• Fiber optics method: The fibers are attached to the blade to mea-
sure loads, as the optical power of a light source reduces when it passes
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through an optical fiber depending on the strain of that fiber. An im-
plementation in damage detection can be found in Dutton [23]
• Vibration-based approaches: Being considered amongst the most
common damage detection methods used, these approaches rely on the
measurement of the response of structures from ambient or other types
of excitation, and the extraction of structural features from those to
determine structural parameters, and ultimately, structural damage.
Gross et al. [34] studied the structural identification and damage
detection of rotor blades subjected to hammer input forces and natural
wind excitation from their modal characteristics. Damage to rotors was
simulated by loosening the bolts at the root of one blade. Three damage
detection techniques were used, namely: the Rational Polynomial Curve
Fit, the Eigensystem Realization Algorithm and the Ritz vector extrac-
tion method. However, damage identification was inconclusive. This
was attributed to the noise pollution in the signals, manual triggering
process and/or inadequate sensor placement.
Structural identification based on vibration response of blades when ex-
cited using piezoceramic actuators was studied by Ghoshal et al.
[32]. Four different algorithms were used: transmittance function, res-
onant comparison, operational deflection shape and wave propagation
function. This still remains a laboratory technique as it required ex-
tensive use of actuators and sensors. The indication of the presence
of damage was clear, but the location was not always correct and the
authors suggest an even finer resolution grid for damage localization.
Furthermore, no damage quantification was performed.
Rolfes et al. [75] investigated the components of an automated struc-
tural identification system for the early detection of damage in WTs
utilizing smart wireless sensors. The system was divided into modules:
each of these having a specific task to be completed. Module 3, i.e. the
damage identification module, requires highly resolved eigenfrequencies
and a validated structural model. The system was applied to obtain a
numerical model of the NEG-MICON 250 WT, but still requires fur-
ther improvements to be applied on the Vestas V-80 WT due to the
presence of a tuned mass damper that reduces the first mode vibration
amplitude.
The structural monitoring of WTs using wireless sensor networks was
investigated by Swartz et al. [87]. In this study, the utility of wireless
sensors is illustrated and output-only modal analysis of three operational
turbines has been performed using DIAMOND modal analysis software
package.
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Adams et al. [1] studied the SHM of WT blades as a process in
statistical pattern recognition. The MAC was used for the analysis of
changes in modal deflections. Damage was detected and located via a
damage index approach. The study also shows that a change of 4% in
natural frequencies corresponded to a 25% reduction in stiffness at the
root of one blade.
Multiple stationary and non-stationary methods using non-parametric
and parametric representations were investigated in the online output-
only identification of a NEG MICON NM52/900 WT by Avendavo-
Valencia and Fassois [4]. It was concluded that stationary analysis
is unable of capturing the dynamics of the turbine. Non-parametric non-
stationary methods were capable of capturing the dynamics, but with
limited accuracy. Finally, parametric non-stationary, although being
more complex, lead to a more accurate model.
The SI of damage to monopile foundation of offshore WTs from scour
was studied by Gomez et al. [33]. Vibration response was recorded
at tower top and bottom flange and the natural frequencies and mode
shapes were extracted via a Frequency Domain Decomposition tech-
nique.
Monitoring of an offshore WT using vibration response to ambient ex-
citation was studied by Ha¨ckell and Rolfes [35]. The study in-
vestigates the classification of a large database of readings, structural
identification via driven stochastic subspace identification, extraction of
modal parameters via an automated triangulation based approach, and
extraction of condition parameters via AR models.
Coupling both local and global SHM for offshore WT was presented
by Schro¨der et al. [78]. The considered structure is a laboratory
model of a tripile offshore WT’s supporting structure and vibration was
induced by releasing the structure from an initial displaced state. Global
SHM was performed based on modal parameters extracted using data
driven Stochastic Subspace Identification (SSI) from an array of sensors
distributed on the structure, whereas local SHM was performed using
data gathered from local displacement measurement data. Finally, the
MAC was used for comparison between the damaged and undamaged
structural states.
1.2.6 Outlook and Critical Issues
A quick glimpse on the reviewed literature reveals that the structural iden-
tification of two-dimensional shear frames has been extensively studied due
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to their simplicity, and present an adequate problem for comparative studies.
On the other hand, structural identification of wind turbines is still an active
field of research.
Thus, the capabilities of the proposed identification scheme are assessed
first by a comparative study performed on two-dimensional shear frames.
Then, the complex problem of wind turbine damage detection is investigated.
One of the most important findings obtained from reviewing various identi-
fication techniques is that structural identification based on modal character-
istics and frequency changes is not always advantageous. Structural frequency
variation due to changes in environmental and operational conditions could
exceed that of structural damage, as reported by Farrar and Doebling
[25]. This underlines the importance of incorporating a data classification
scheme before measured data is passed to the identification algorithm.
Another problem in frequency domain methods is their low sensitivity to
structural damage. Furthermore, damage in some elements may lead to a
larger change in frequencies than in other elements [70].
In general, classical approaches relying on sound mathematical theories
have limitations in one way or another. Some require gradient information to
guide their search in a point-to-point basis, which also relies on a relatively
good initial guess, something that becomes unpractical as the complexity of
the problem increases. Other methods require special conditions to be applied
on identification problems, such as assuming a certain noise or excitation
pattern, assuming that all components of vibration response (acceleration,
velocity and displacements) are measured and/or that an extensive array of
sensors is implemented. In their best performance, they still obtain near
optimal, i.e. close to real values, structural parameters [53].
Versatility becomes another issue, as structural identification schemes ap-
plied on a certain type of structures may require extensive modifications to
work on other structures, or are even not applicable at all to any other struc-
ture.
Another important issue is the fact that data from real acquisition tools
is polluted by noise. A general case of noise corruption is the I/O noise, in
which both excitations and vibration response are polluted by a randomly
generated noise. I/O noise present a more challenging identification problem
than output-only noise as the sources of error are increased.
Motivated by the challenges posed by the drawbacks and limitations of
classical identification schemes, the need for further research in the field of
damage detection of wind turbines via non-classical techniques and the need
for a reliable and versatile structural identification scheme, a modified hy-
bridized metaheuristic structural identification and damage detection tech-
nique is developed in this research, compared to the well-known Genetic Al-
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gorithm optimization technique and applied on a variety of identification prob-
lems from two-dimensional shear frames, through wind turbines, finalized by
an experimental investigation.
To meet these challenges, it is required that the developed structural iden-
tification and damage detection techniques is:
• Precise and accurate, identifying the structural characteristics with min-
imum error and deviation and avoiding errors, especially false-negative
identification errors.
• Capable of handling noise corrupted signals in both input excitations
and output response, i.e. robust.
• Expandable, requiring minimum modifications for improvements, e.g.
easy to convert it from being a normal identification scheme into an
output-only scheme.
• Versatile, handling different structural systems with minimum modifi-
cation needs.
• Unaffected by the initial guess. In fact, it is found out later that the




Although structural identification and damage detection methods are an im-
portant component in structural health monitoring, the developed methods
so far lack versatility, utilize classical methods which have some limitations
as previously mentioned, and usually rely on modal characteristics which are
not always advantageous, as structural frequency variation due to changes
in environmental and operational conditions could exceed that of structural
damage, affecting the accuracy of the detection scheme. Furthermore, the
development of a structural identification and damage detection scheme for
wind turbine supporting structures is still an active research and development
field and is not yet fully researched.
1.4 Research Aim and Objectives
This research aims to develop a vibration-based global structural identifica-
tion and damage detection numerical framework that is applicable on a broad
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variety of structures with minimum modifications provided that an accurate
dynamic analysis method is “plugged-into” the framework. The framework
is based on a modified and hybridized metaheuristic optimization algorithm
and identifies the structural properties, namely mass-, damping- and stiffness-
distribution to assess the current state of the structure and detect damage.
To achieve such aim, following objectives are established:
• The development of a modified hybridized metaheuristic algorithm.
• The formulation of the optimization problem for each studied identifi-
cation problem.
• The implementation of comparative studies with other well-known op-
timization algorithms.
• The continuous introduction of further modifications and improvements
to the developed optimization algorithm, e.g. to be capable of perform-
ing output-only identification.
• The investigation of both numerical and laboratory identification prob-
lems to demonstrate the applicability of the developed numerical iden-
tification scheme.
1.5 Methodology
To achieve the aim and objectives of this research, following tasks were exe-
cuted:
1. A continuous review of literature on optimization techniques, dynamic
response calculation methods, classical structural identification methods
and recent non-classical identification methods.
2. Developing and coding a structural identification model utilizing a meta-
heuristic algorithm. In contrast to multi-purpose commercial codes, the
specialized code enables an easier and straight forward access to data
structures for an efficient implementation of the approach.
3. Benchmarking the developed scheme on examples presented in recent
literature, namely: two-dimensional shear frames, investigated using
the Genetic Algorithm optimization technique.
4. Incorporate experience-based improvements to the algorithm, e.g. fine-
tuning of the algorithm’s main control parameters.
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5. Considering more challenging problems such as offshore and onshore
wind turbine supporting structures, both numerically and experimen-
tally.
1.6 Contents of this Dissertation
The chapters of this dissertation are organized in conformance with the method-
ology of solving an optimization problem. An introduction to this study, its
current state of the art, motivations, aims and objectives as well as undertaken
methodology is presented in the first chapter.
The development of the proposed optimization algorithm is the subject
of the second chapter. The basic algorithm is explained first, followed by a
variety of improvements and modifications that were implemented, eventually
leading to the algorithm used in this study.
The third chapter is dedicated to the preparation of the various identifica-
tion problems to be solved using an optimization algorithm. The optimization
problems are constructed and the search space and objective function involved
in these problems are described.
Once the optimization algorithm is developed and the problems are for-
mulated, the numerical investigation follows. This is the subject of the fourth
chapter in which the results obtained from numerical study cases are detailed,
analyzed and commented on. Each problem starts by stating the structural
related information, the excitation related information, the search space, the
time history properties and the studied identification cases. Then, the results
are obtained, tabulated, summarized in illustrative figures and commented
on.
To prove the applicability of the developed optimization algorithm on data
obtained from real acquisition tools, an experimental tripile supporting struc-
ture is investigated in the fifth chapter. The laboratory tests were conducted
at the Institute of Structural Analysis (Institut fu¨r Statik und Dynamik -
ISD) at Leibniz Universita¨t Hannover (LUH), with aim to identify damage
via changes in the modal parameters by comparing damaged and undamaged
structural states using the Modal Assurance Criterion (MAC).
To finalize the study, a summary and concluding remarks as well as the
areas of future research are detailed in the sixth chapter, to give a broad view
of the results, and motivate future investigations of the remaining issues.
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Chapter 2
The Development of MARSHAL
Despite being a promising optimization algorithm, Harmony Search algo-
rithms still require some improvements to tackle problems as complex as
structural identification, model reduction, damage detection and output-only
identification.
In this chapter, a brief introduction to the concepts of optimization are
given, followed by a detailed explanation of the basic Harmony Search algo-
rithm. After performing modification and hybridization, the final algorithm
used in this research is presented, namely: The Modified Adaptive haRmony
SearcH ALgorithm (MARSHAL).
2.1 Introduction to Optimization
Principally, an optimization algorithm aims to select the optimum solution
within a predefined population of possible solutions that best achieves a cer-
tain objective. In its simplest cases, optimization algorithms may search for
a solution vector that maximizes or minimizes a certain function called “The
Objective Function”. Thus, for an optimization algorithm to solve structural
identification and damage detection problems, such objective function must
be determined.
When solving an optimization problem, a systematic guided search within
a predefined search space is performed to obtain the optimal solution. It is this
systematic iterative mechanism that differentiates one optimization algorithm
from another.
Due to their versatility, simplicity and flexibility, optimization algorithms
were applied in various fields of research: economy, production, resource al-
location, management, design optimization and even more. Thus motivating
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the research community to tap into their potential in complex structural iden-
tification problems.
Conceptually, Harmony Search (HS) is considered a metaheuristic algo-
rithm. Such class of algorithms is adequate for the application to combinato-
rial optimization problems, as they provide effective strategies that guide the
search process, thus solving optimization problems with satisfying results [8].
Metaheuristic algorithms were defined as “high level strategies for exploring
search spaces by using different methods” [8]. Another definition is provided
by Yagiura and Ibraki [97] and defines metaheuristic algorithms as “the
collection of ideas of how to use the search history to generate new solutions
and how to extract the necessary information from the generated solutions”.
Amongst the well-known broadly applied metaheuristic algorithms are:
simulated annealing, particle swarm optimization, genetic algorithms (and all
other evolutionary algorithms), scatter search, tabu search and the harmony
search algorithm.
The identification problems considered in this research are formulated as
discrete, or combinatorial, optimization problems, i.e. the variables are se-
lected from a defined pool of discrete values, which is the reason why a meta-
heuristic algorithm was used in this research. HS was chosen as it is a powerful
and promising algorithm that has emerged recently.
2.2 The Basic Harmony Search Algorithm
HS is a recently developed metaheuristic algorithm presented in Geem et al.
[30], which emerged as a powerful and promising optimization algorithm. HS
is more efficient, faster and easier in implementation than other well-known
metaheuristic algorithms such as the Genetic Algorithms (GAs) [99]. Recent
optimization studies such as Degertekin [20] and Degertekin et al. [21]
show that HS is a superior optimization algorithm with promising potential.
The gradient-free nature of the HS algorithm enabled it to achieve satis-
fying results even for the most complex optimization problems, such as struc-
tural identification and damage detection [67]. Classical gradient-based meth-
ods, on the other hand, get trapped in local optimums due to the complexity
of the considered optimization problem.
Due to its simplicity, HS can be easily improved to further enhance its
capabilities. A recent overview of well-known improvements made to the HS
is presented in Alia and Mandava [2]. From an algorithmic point of view,
modifications/improvements could be introduced in two ways:
1. Improvements on features and additional search parameters within the
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algorithm’s own structure, or
2. Hybridizing it with other algorithms.
MARSHAL is an enhanced HS algorithm that resulted from both im-
proving the basic algorithm’s structure as well as hybridizing it with another
algorithm. The development of MARSHAL is presented in Sec. 2.3.
The iterative scheme of the basic HS in searching for the optimum so-
lution consists of four steps, namely: (1)- Initialization, (2)- Improvising a
new harmony, (3)- Updating, and (4)- Termination. These steps are detailed
below.
(1)- Initialization
During this phase, the control parameters of the HS are initialized. These
control parameters are:
• The Harmony Memory Size (HMS), which controls the number of solu-
tion vectors stored in the memory of the harmony search.
• The Harmony Memory Considering Rate (HMCR ∈ [0, 1]), which rep-
resents the probability that the elements of a new trial solution vector
are chosen from within the harmony memory.
• The Pitch Adjusting Rate (PAR ∈ [0, 1]), which guides the local search
of HS, i.e. the probability that the value of an element in the solution
vector gets slightly changed.
• The termination criteria, e.g. the maximum number of iterations.
After initializing the control parameters, the Harmony Memory (HM) gets
filled with initial solution vectors. The assumption of solution vectors could
be random or set to a predetermined value. Once these vectors are assumed,
the objective function of each vector is calculated and stored in the HM.
Generally, the solution vector X of an optimization problem takes the form,
X = {x1, x2, . . . , xn} , (2.1)
where each entry xi ∈ X is chosen from a predetermined pool of values called
“The Search Space”.
At the end of the initialization step, the objective function value Fi of each
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(2)- Improvising a new harmony
As long as no termination criteria is met, a new solution vector is derived
for each iteration. When HS derives the new solution vector Xnew, it follows
an element-by-element basis, in which it is decided whether element xi is
derived from a randomly chosen solution vector inside HM or is randomly
selected from the search space, and whether a slight modification is done to
this element via pitch adjustment.
The probability of an element xi to be derived from HM is HMCR, thus,
xi =
{











i , . . . , x
u
i } if rand1 > HMCR
,
(2.3)






i are the lower bound, step size and upper
bound of element xi in solution vector Xnew, respectively.
Furthermore, if an element xi is selected from inside HM, i.e. if rand1 ≤
HMCR, then a local search may be performed by slightly modifying the vari-
able xi. The probability that such local search is performed is PAR, thus,
xi =
{
xi ± round(rand3 × bw)x
ss
i if rand2 ≤ PAR
xi if rand2 > PAR
, (2.4)
where rand2 ∈ [0, 1], rand3 ∈ [0, 1], rand2 6= rand3 and bw is the band-
width of modification, i.e. the number of steps the element xi is modified.
(3)- Updating
Once all element of Xnew are derived, the objective function Fnew =
F (Xnew) is evaluated. Assuming that the minimization of F is required, the
worst solution Xworst stored in HM is selected, which satisfies,
Fworst = F (Xworst) = max(F1, F2, . . . , FHMS) . (2.5)
The worst solution Xworst in HM is replaced by Xnew if Fnew < Fworst.
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(4)- Termination
The HS algorithm continues to the next iteration unless the maximum
number of iterations is reached or any other predefined termination criteria
is met.
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Figure 2.1: Original harmony search initialization step.
2.3 MARSHAL
A basic HS, although being a promising algorithm, was still no match for the
complexity involved in structural identification and damage detection prob-
lems, which lead to the development of the more advanced Modified Adaptive
haRmony SearcH ALgorithm (MARSHAL).
The modifications made to the basic HS were:












∗ xssjxj = HM(round(rand ∗HMS), j)
rand2 ≤ PAR
rand1 ≤ HMCR



















j = j + 1
I = I + 1
Figure 2.2: Original harmony search iterative steps.
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Hasancebi et al. [38], explained in Sec. 2.3.1.
2. The addition of a local effect, developed by Jahjouh and Nacken-
horst [42], explained in Sec. 2.3.2.
3. A two-level experience-based search space reduction method developed
by Jahjouh and Nackenhorst [42], explained in Sec. 2.3.3.
2.3.1 An Adaptive Harmony Search Algorithm
One of the drawbacks of metaheuristic optimization algorithms is the fine-
tuning of control parameters, i.e. the selection of control parameter values is
problem-dependent, requiring preliminary optimization runs to be performed
for fine-tuning. This led to the development of a new HS called the Adaptive
Harmony Search (AHS) algorithm by Hasancebi et al. [38].
In the AHS, the control parameters (HMCR and PAR) are adaptively
determined in each iteration utilizing the experience gathered so far in the















. e−γ . N(0,1)
)−1
, (2.7)
where HMCRk and PARk are the AHS control parameters for iteration k, e
is the exponential function, N(0, 1) is a normally distributed random number
that adds a dispersion effect on the newly selected control parameters around
their corresponding average values, γ is the learning rate of the adapted pa-
rameters, recommended to be γ ∈ [0.25, 0.50] [38] and HMCR and PAR are
the average values of the control parameters for every solution vector in HM,












Thus, during initialization of the AHS, the values of HMCR and PAR must
be initialized with the solution vectors. Furthermore, when Xnew replaces






Figure 2.3: A sample 4-DOF shear building.
as) Xworst must be replaced by HMCR
k and PARk, respectively. This leads
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2.3.2 Introducing the Local Effect
An additional modification presented in Jahjouh and Nackenhorst [42]
in the form of a so-called “local effect” is implemented in this research. The
introduction of the local effect was motivated by the fact that stiffness vari-
ables of structures are coupled with each other. To illustrate this coupling
effect, a 4-DOF shear building, shown in Fig. 2.3, is considered.
Following the general assumptions of shear buildings, i.e. beams being
considered rigid, columns being flexible and neglecting axial compressibility,
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k1 + k2 −k2 0 0
−k2 k2 + k3 −k3 0
0 −k3 k3 + k4 −k4
0 0 −k4 k4

 . (2.11)
When identifying the solution vector X = {k1, k2, k3, k4} using the AHS,
inaccurate results were obtained. The source of error was in the form of an
error in neighboring stiffness entries of same magnitude but opposite sign, e.g.
k2 = k2,real+error and k3 = k3,real−error. Such error cancels out in diag(K),
creating a near optimum solution in the vicinity of the real solution due to
the fact that the diag(K) assembled from the near optimum solution has the
same numerical value as that assembled from the real solution. To tackle this
problem, the concept of local effect was developed.
This new feature has a probability of occurrence defined as the Local
Effect Rate (LER). If it is triggered, a pitch adjustment is performed in the
neighboring elements when the currently considered element has undergone
pitch adjustment. Mathematically speaking, assuming that an element xi has
undergone pitch adjustment, then,
xi−1 =
{
xi−1 ± round(rand5 × bw)x
ss
i−1 if rand4 ≤ LER





xi+1 ± round(rand7 × bw)x
ss
i+1 if rand6 ≤ LER
xi+1 if rand6 > LER
, (2.13)
where xi−1 and xi+1 are the neighboring elements of xi in the solution vec-
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. (2.14)
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x(HMS,1) x(HMS,2) . . . x(HMS,n) FHMS CPHMS

 , (2.15)
whereCPi = {HMCRi,PARi,LERi}, i.e. the vector of control parameters
for solution Xi.
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A flowchart of the resulting algorithm’s iterative search is presented in
Fig. 2.4. It shall be mentioned that the initialization phase is similar to
that illustrated in Fig. 2.1, but include now the initialization of the control
parameters as well.
2.3.3 Search Space Reduction Scheme
In discrete combinatorial optimization problems, the optimum solution lies
within a pool of solutions that is defined by the search space. The larger the
search space, the more calculation time and effort is required to obtain the
optimum solution and the less effective the algorithm becomes. The limits of
any optimization algorithm can be easily reached with the simplest increase
in the complexity of the structure in the form of, for example, increase in
design variables.
For an optimization algorithm to cope with the changes in problem com-
plexity, an experience-based dynamic reduction of the search space boundaries
has to be implemented. Search space reduction, however, has to be applied
mindfully. A smart reduction scheme is carried out on the right time and with
the right size. On one hand, a well-designed search space reduction scheme
could significantly improve the capabilities of the optimization algorithm. On
the other hand, narrowing the search space too much could lead the search
away from the region where the optimum solution is located to regions where
only low quality solutions exist. Furthermore, an earlier implementation of
the search space reduction scheme could lead the algorithm to premature
convergence, i.e. to local optimum solutions of less quality.
Most of the metaheuristic optimization algorithms have some sort of “stor-
age system” that stores a chosen population of good solution vectors so far
tested during the optimization run to assist in improving the assumption of
solution vectors for the next iterations. In HS based algorithms, it is the Har-
mony Memory (HM). This particular storage system also contains the “expe-
rience” of the algorithm gathered from all the iterations so far performed.
Smart search space reduction methods tap into the potential of this expe-
rience to redefine the boundaries based on the solutions obtained so far.
A simple and easy Search Space Reduction Method (SSRM) was investi-
gated by Koh and Perry [53] and applied to Genetic Algorithms (GAs) as
an improved way to invest iterations in an optimization run.
Assuming that a generic solution vector has the form
X = {x1, x2, . . . , xi, . . . , xn} , (2.16)
for which each element xi has a lower bound x
l
i, upper limit x
u
i and step size
xssi . Furthermore, assuming that it is required to find X that minimizes some











∗ xssjxj = HM(round(rand ∗HMS), j)
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j = j + 1
Figure 2.4: Adaptive harmony search with modifications: Iterative search.
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objective function F (X), then a simple way to do so is to allow a metaheuris-
tic iterative algorithm to perform an optimization run with Imax number of
iterations. In other words, a calculation effort of Imax is invested in the men-
tioned optimization problem. The next steps are quite straightforward: the
algorithm would perform its iterative search until it reaches its maximum
predefined number of iterations, then report the final result Xopt as output.
The SSRM suggest a more intelligent way to invest the calculation effort
Imax. Instead of performing all of the iterations in a single optimization
run, the optimization run is subdivided into r number of sub-runs. Each
of these sub-runs would have Imax/r maximum number of iterations. Yet,
the calculation effort invested in a single run, now being a collective term
representing all sub-runs, remains unchanged.
Once a number of predetermined sub-runs have passed, the optimum so-
lutions obtained from each sub-run is utilized in redefining the search space.
Mathematically speaking, assuming that a predetermined number of runs rS
have passed, a corresponding number of optimum solutions resulting from
each sub-run would have been obtained. These can be sorted as rows in a
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xS,1 xS,2 . . . xS,n

 . (2.17)
The solutions stored in XS are used to redefine the search space as follows:




xli = µi − w × σi ≥ x
l0
i , (2.19)





i are the initial upper and lower bounds, respectively,
and w is a predetermined window. To assure, statistically, a high probability
that the optimum value is still within the defined bounds and to prevent
premature convergence, the value was set to be w = 4.
Hence, the experience obtained from a predetermined number of sub-runs
is utilized in redefining the search space of the problem as explained above.
To summarize, a schematic is shown in Fig. 2.5.
Although the previous reduction scheme worked well with GAs, it had
some shortcomings in HS related algorithms. During this research, it was
found that the search space tends to get too small or even collapse as the stored
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Step 3: Redefine bounds
Figure 2.5: Sub-run level search space reduction.
solutions become more and more identical. A modification implemented to the
reduction method is the addition of a minimum search space size as follows:
if (xui −x
l


































To further utilize the experience gained in the solutions stored in the HM,
another level of reduction is implemented [42]. The second level reduces the
search space during a sub-run, i.e. an iteration level reduction scheme in
addition to the reduction on a sub-run level. Hence, after a predetermined
number of iterations IS , the search space is reduced using the results stored
so far in the HM. The equations to calculate the upper and lower bounds
for each iteration are similar to equations (2.18) and (2.19), but now µi and
σi are calculated from the solution in the HM. The reduced space is checked
again to ensure it is large enough and did not collapse.
Implementing these modification resulted in the development of MAR-
SHAL, which is a self-learning, experience-based, adaptive optimization al-
gorithm capable of coping with the variation of the optimization problem’s
size via its built-in improved search space reduction scheme. MARSHAL’s
flowchart is shown in Fig. 2.6.
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r = r + 1
Check minimum search space size
No
Figure 2.6: MARSHAL’s flowchart.
2.4 Summary and Conclusions
Despite the fact that the basic HS achieved promising results in various op-
timization problems considered in the literature, it still was not powerful
enough to tackle the complexity of identification problems, motivating the de-
velopment of the global vibration-based structural identification framework:
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MARSHAL.
MARSHAL (Modified Adaptive haRmony SearcH ALgorithm) is a self-
modifying experience-based algorithm that incorporates a smart parameter
selection system, allowing it to adapt to the current situation of the optimiza-
tion problem. Furthermore, it exhibits some innovative engineering sense by
realizing the coupling effect of stiffness terms in the stiffness matrix. Finally,
a two-stage experience-based search guidance utilizing a previously developed
reduction scheme is implemented which highlights potential regions within
the search space, providing additional information to MARSHAL.
The automatic control parameter selection system solved one of the most
common drawbacks of metaheuristic optimization, i.e. the fine-tuning of con-
trol parameters. Furthermore, the added local modification effect allowed
MARSHAL to realize the coupling effect of adjacent DOF stiffness terms,
aiding it in escaping near optimum solutions. Finally, search space reduction
utilizes the “experience” gathered by the algorithm during its iterations and
sub-runs to further pinpoint the potential location of optimum solution.
An important issue in search space reduction is, however, the careful ap-
plication of such reduction, as a mistimed or narrowly designed search space
reduction would mislead MARSHAL or even cause premature convergence.
To utilize MARSHAL, it is necessary to define the optimization problem
aspects on which it is applied. The formulation of identification problems
as optimization problems is subject of Ch. 3. Whereas the results obtained
from the application of MARSHAL on the defined optimization problems are
discussed in Ch. 4 and 5 for numerical and experimental cases, respectively.
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Formulation of Optimization Problems
MARSHAL, with all the improvements it got enhanced with, is still a mere
minimization/maximization strategy that can only work as good as the opti-
mization problem’s aspects are defined. It is the researcher who defines the
optimization problem, objective function, solution vector and search space in
order to put this algorithm into proper use.
The formulation of the structural identification and damage detection
problems as optimization problems is investigated in this chapter. For each
identification problem, the solution vector and dynamic analysis concepts are
presented followed by the description of search spaces and objective functions.
3.1 Considered Structural Identification Prob-
lems
To test the capabilities of MARSHAL, several identification problems with
ascending complexity have been considered.
The structural identification and damage detection in two-dimensional
shear frames has been considered first. Due to their simple dynamics, these
structures were considered using a variety of optimization algorithms such a
modified GA, as in Koh and Perry [53]. Although simple in nature, these
structures are a good starting point to test the capabilities of MARSHAL
when compared with other advanced optimization algorithms such as GAs.
The experience and promising results obtained encouraged further investiga-
tion of more complex structures.
Once sufficient experience has been obtained from two-dimensional shear
frames, more complex structures are numerically investigated, namely: Off-
shore Wind Turbines (WTs). Initially, the dynamic analysis of these structure
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was performed by an open source software package.
The idea of using structural identification as means of model reduction of
WTs was motivated by the complexity of such structures and the drawbacks
that resulted from utilizing an open source software package. The objective
was to first establish a reduced numerical model that approximates, as accu-
rately as possible, the dynamic behavior of parked WTs subjected to inflow
wind, then use this reduced model to numerically investigate structural iden-
tification and damage detection under a variety of noise magnitudes, sensor
configuration and damage extents.
To assess the applicability of MARSHAL to more realistic data, an exper-
imental test model of a scaled WT tower supported by a tripile foundation
was considered. The laboratory tests were conducted at the Institute of Struc-
tural Analysis (Institut fu¨r Statik und Dynamik - ISD) at Leibniz Universita¨t
Hannover (LUH), with aim to identify damage via changes in the modal pa-
rameters by comparing damaged and undamaged structural states using the
MAC as reported by Schro¨der et al. [78].
3.2 Two-Dimensional Shear Frames
Generally, one-bay multi-story two-dimensional shear frames, illustrated in
Fig. 3.1, are simplified by assuming that they consist of relatively rigid beams
and flexible columns, with the story mass being lumped at the story level and
the axial compressibility being neglected, resulting in a single translational
DOF at every story level.
3.2.1 Dynamic Analysis
Based on the assumptions mentioned above, the vibration response of such
structures can be calculated by solving the second order differential equation
Mx¨+Cx˙+Kx = F , (3.1)
where M,C and K are the mass, damping and stiffness matrices of the struc-
ture and F is the applied excitation.
For the simplification mentioned above, the mass matrixM takes the form























Figure 3.1: Two-dimensional shear frame model.




k1 + k2 −k2 0









Rayleigh damping is assumed for the structure, thus the damping matrix C
is calculated as follows:
C = αM+ βK , (3.4)
where α and β are the Rayleigh coefficients. For the solution of equation
(3.1), a time domain analysis is performed using Newmark’s constant average
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acceleration integration scheme.
3.2.2 The Solution Vector
For an optimization algorithm to perform structural identification and dam-
age detection to a two-dimensional shear frame, it has to extract the struc-
tural characteristics from the measured vibration response. To do so, these
characteristics must be included in the solution vector.
Assuming that it is intended to perform a structural identification to an
n-DOF two-dimensional shear frame, the generic solution vector in equation
(2.1) would take the form
X = {m1,m2, . . . ,mn, k1, k2, . . . , kn, α, β} , (3.5)
where mi, ki are the mass and stiffness of the i−th degree of freedom, respec-
tively.
The solution vector presented in equation (3.5) represents the more general
and complex case of unknown mass identification. If the mass of the structure
is known or can be easily calculated, a simpler solution vector can be used as
follows:
X = {k1, k2, . . . , kn, α, β} . (3.6)
3.2.3 The Output-Only Identification Problem
Identification of structural parameters using output vibration response with-
out the knowledge of the input excitations is within the scope of output-only
identification. Output-only identification is an important class of structural
identification as the measurement of input forces is not always possible outside
a controlled laboratory environment.
When identifying a structure using output-only identification, equation
(3.1) can no longer be solved for a trial structure since excitations F are
unknown. Thus a predictor-corrector scheme based on Koh and Perry [53]
is used to identify the excitations along with the structural characteristics.
It shall be noted that these excitations are treated as terms to ensure the
consistency of the equations of motion, rather than variables in the solution
vector.
The Predictor Step:
At each time step k, the displacement x and velocity x˙ of the next time
step k+1 are predicted using the measured acceleration x¨∗ at time step k+1
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(provided from the structure subjected to identification) and the acceleration
so far obtained from the trial solution vector at time step k. Thus,







xk+1 = xk +
h
2
(x˙k + x˙k+1) . (3.8)
Once the vibration response is determined for time step k+1, a prediction of
the unknown excitation Fu is calculated considering any known excitations
Fkn as follows:




After predicting Fuk+1, the response of the trial structure at time step
k + 1 is calculated from equation (3.1) using Newmark’s constant average
acceleration scheme, resulting in a corrected response. This response is passed
to the next time step, and the process is repeated for the whole time history.
A flowchart for the predictor-corrector scheme is shown in Fig. 3.2.
3.3 Offshore Wind Turbines
Once the identification of two-dimensional shear frames is successfully im-
plemented, the challenging problem of identification and damage detection
of an offshore WT is considered. The complexity of this problem lies in the
modeling of the vibration response of such a structure.
3.3.1 Dynamic Analysis
Modeling a full-scale wind turbine, illustrated in Fig. 3.3, requires the mod-
eling of several sub systems that interact simultaneously when subjected to
inflow wind. Thus, a dynamic analysis of a full-scale WT performs a so-called
aero-hydro-servo-elasto analysis, which considers:
1. The aerodynamic analysis of wind and blades,
2. The hydrodynamic analysis of waves and currents,
3. The input from several control systems of the wind turbine (pitch, yaw,
...etc) and
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Figure 3.2: Predictor-Corrector scheme.
4. The structural response of the full-scale WT structure to the excitations
resulting from the aero-hydro-servo analysis, taking into consideration
possible soil-structure interactions.
Since the identification scheme used in this research is a vibration- and
model-based method, it is required to either develop or use an analysis code
that converts the various inputs of a WT (aerodynamics, control systems,
geometry, hydrodynamics, ...etc) into vibration response signals.
Thus, an open source code called FAST (Fatigue, Aerodynamics, Struc-
tures and Turbulence) developed by the National Renewable Energy Labora-
tory (NREL) [46] is used to perform the multi-body simulation of the WT
and provide MARSHAL with the necessary vibration response. The accuracy
of FAST was verified in an offshore code comparison collaboration (OC3) [44]





Figure 3.3: Offshore wind turbine schematic.
and (OC4) [45].
3.3.2 The Solution Vector
The identification and damage detection scheme developed in this research is
applied on the turbine supporting structure without considering the identifi-
cation of other components such as blades or mechanical parts inside the rotor
nacelle assembly. Due to the complexity of the full-scale model, the identifi-
cation is limited to the stiffness terms of the turbine supporting structure.
When using FAST, the characteristics of the supporting structure are pro-
vided via a so-called “tower file”, which contains a table that defines its flexu-
ral, torsional and axial stiffness as well as the corresponding mass terms. An
example of such file is provided in Appendix A.
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To simplify the problem, it is assumed that the turbine is idling and faces
wind directly. Thus the fore-after vibrations are dominant. Since only stiffness
terms are to be identified, the generic solution vector in equation (2.1) would
only contain terms related to the fore-after stiffness parameters, thus,
X = {k1, k2, . . . , kn} , (3.10)
where ki is the fore-after stiffness of the i-th input station in the tower file
and n is the number of input stations used to define the tower in FAST.
3.3.3 Critical Aspects
The identification problem defined for offshore WTs has both its advantages
and disadvantages, despite the fact that it performs its identification task
successfully, as detailed in Sec. 4.2.
On one hand, utilizing an open source ready-to-use and tested code pro-
vides a full-scale wind turbine model that is accurately modeled by FAST,
which models the full aero-hydro-servo-elasto simulation of a wind turbine
and allows hydrodynamic loads to be calculated.
On the other hand, it is model specific, i.e. for any wind turbine to be
identified, the FAST settings, control systems,...etc must be known a priori.
Furthermore, it requires a full wind profile input, i.e. the wind speed of
each point within the swept area of the turbine blades needs to be provided
as input to FAST. However, wind speeds are measured only at the nacelle,
thus such wind field can only be approximated or numerically generated and
is too complicated, prohibiting the development of an effective output-only
identification scheme.
3.4 Onshore Wind Turbines: Development of
a Reduced Model
As previously mentioned, modeling the vibration response of a full-scale WT
is challenging, and has its advantages and disadvantages. Since the structural
identification and damage detection scheme is applied on the turbine tower, it
could be beneficiary to consider a reduced, yet accurate, model that simulates
the dynamics of the turbine tower effectively.
For that purpose, a reduced model for the dynamic analysis of onshore WT
towers is presented in this section, in an effort to overcome the disadvantages of
using FAST as the main structural modeling code, especially the disadvantage
that FAST requires a detailed input for the WT as well as its incompatibility
with the output-only identification scheme utilized in this research.
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Onshore WTs were selected for the model reduction scheme since their
simulation does not include any hydrodynamic effects, which allows them to
be reduced effectively.
Although a reduced model would, at its best, only approximate the vi-
bration response of the turbine supporting structure without the rest of the
turbine’s components, it is still this particular response that is of interest.
Amongst other motivations, following advantages are achieved when using a
reduced model:
• Reduction in the complexity of the problem.
• Reduction in computational cost.
• Independence of inflow wind measurements, by either measuring forces
at tower top or performing an output-only identification.
• Compatibility with the output-only approach used in this research.
3.4.1 Definition of the Reduced Model
The reduced model, shown in Fig. 3.4, is a discretized beam fixed at bottom
and modified at top. As a replacement for the idling rotor nacelle assembly,
artificial masses, stiffnesses and damping were attached to the tower top. The
turbine is assumed to be idling and facing wind directly, thus fore-after motion
is dominant.
The structural properties of a full-scale WT model, i.e. mass M, stiffness
K and damping C are composed of the properties of the WT tower coupled




















where Mt , Kt , Ct are tower characteristics, MtRNA , MRNAt , KtRNA ,
KRNAt , CtRNA , CRNAt are the coupled characteristics, and MRNA , KRNA
, CRNA are the rotor nacelle assembly characteristics.





















Figure 3.4: Onshore wind turbine model reduction.
The reduced model has its corresponding mass M∗, stiffness K∗, and
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where di,φi are the displacement and rotation DOFs of node i, and M
∗
dn,dn
and M∗φn,φn are the modified mass entries of the reduced model.
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The damping matrix of the turbine tower is calculated first using equation
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Thus, to derive the reduced model that closely approximates the vibra-









as well as the Rayleigh damping coefficients α and β are
required to be estimated.
Since the modifications, as illustrated in Fig. 3.4, are in the form of an
added artificial mass, stiffness and damping, the following equations could be
used to estimate the required terms to derive the reduced model:
M∗dn,dn =Mdn,dn +MT = λ1 ∗Mdn,dn , (3.17)
M∗φn,φn =Mφn,φn +MR = λ2 ∗Mφn,φn , (3.18)
K∗dn,dn = Kdn,dn +KT = λ3 ∗Kdn,dn , (3.19)
K∗φn,φn = Kφn,φn +KR = λ4 ∗Kφn,φn , (3.20)
C∗dn,dn = Cdn,dn + CT = λ5 ∗ Cdn,dn (3.21)
and
C∗φn,φn = Cφn,φn + CR = λ6 ∗ Cφn,φn . (3.22)
where MT , MR, KT , KR, CT and CR are the artificial structural parameters
added to the turbine tower as illustrated in Fig. 3.4, and λ1 . . . λ6 are the
modification factors.
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3.4.2 The Solution Vector
In case of model reduction, an optimization algorithm has to obtain the best
reduced structure that approximates, as accurate as possible, the vibration
response of the full-scale structure. The representation of other characteristics
is of secondary importance, since the reduced model is developed for the pur-
pose of structural identification and damage detection using a vibration-based
method. Thus, the algorithm must optimize the solution vector
X =
{
λ1 λ2 λ3 λ4 λ5 λ6 α β
}
(3.23)
to get an approximation of the full-scale model’s vibration response.
3.5 Onshore Wind Turbines: Identification us-
ing a Reduced Model
Once the reduced model is obtained, it is put to use in structural identification
and damage detection. The reduced model lends itself well to the identifica-
tion scheme proposed in this research, enabling the identification of stiffness,
mass and damping simultaneously.
3.5.1 Dynamic Analysis
Since the reduced model is essentially a beam model, equation (3.1) can be
easily used to determine its vibration response.
When calculating the stiffness matrix of the reduced model, the following
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where Ke is the local stiffness matrix of a beam element, E is the elastic
modulus, I is the moment of inertia, L is the element’s length.
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where Me is the consistent mass matrix of a beam element, ρ is the mass
density of the beam’s material.
For the damping matrix, Rayleigh damping is assumed, thus it is calcu-
lated as equation (3.4).
Once the mass, stiffness and damping matrices for the turbine tower are
calculated and assembled, they are modified based on the modification factors
λ1 . . . λ6 as explained in Sec. 3.4.1.
The vibration response can then be calculated using Newmark’s constant
average acceleration integration scheme.
3.5.2 The Solution Vector
When performing structural identification and damage detection using a re-
duced model, it is sought to identify the structural properties of the turbine
tower. Assuming that the tower is discretized using n equally spaced nodes,
then n stiffness and n mass parameters have to be identified. Furthermore, if
Rayleigh damping is assumed, another 2 damping variables α and β have to
be considered.
When the optimization algorithm identifies onshore WT towers using a
reduced model, the reduced model must be established a priori. That is,
the 6 modification factors should be known. The optimization algorithm
then assumes a turbine tower, assembles its structural matrices, applies the
modification factors (as explained in Sec. 3.4.1) and obtains the vibration
response required for optimization.
With that being said, the solution vector of such identification problems
would have the form
X = {EI1, EI2, . . . , EIn, ρ1, ρ2, . . . , ρn, α, β} , (3.26)
where EIi and ρi are, respectively, the fore-after stiffness and mass density of
the i-th node in the reduced structure.
Similar to Sec. 3.2.2, one could simplify the identification problem by
assuming that the mass is known or can be accurately approximated, an as-
sumption that is valid in most engineering structures. When such assumption
is made, the problem becomes a “known mass identification” problem and the
solution vector is simplified to,
X = {EI1, EI2, . . . , EIn, α, β} . (3.27)
3.5.3 The Output-Only Identification Problem
In the case of WTs, measuring the inflow wind accurately is quite difficult,
which led to the development of the reduced model in the first place. The re-
56 Chapter 3. Formulation of Optimization Problems
duced model enables an easy output-only identification scheme that is similar
to the method explained in Sec. 3.2.3. Thus, the excitations are determined
using a predictor-corrector scheme, with equations identical to equations (3.7)
through (3.9).
3.6 Experimental Tripile Structure
To illustrate the capabilities of MARSHAL outside a numerical framework, an
experimental study is considered. The laboratory tests were conducted at the
Institute of Structural Analysis (Institut fu¨r Statik und Dynamik - ISD) at
Leibniz Universita¨t Hannover (LUH) and results were reported in Schro¨der
et al. [78].
The tested structure is a turbine tower supported by a tripile foundation,
illustrated in Fig. 3.5 and further detailed in Ch. 5.
Figure 3.5: Schematic of the experimental model [78].
3.6.1 Dynamic Analysis
Since a tripile is essentially a three-dimensional model, 3-D Bernoulli beam
elements were used in the construction of a numerical model corresponding
to the experimental structure.
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Once the dynamic characteristics of the tripile are calculated, the vibration
response of the structure is determined using equation (3.1).
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where Ke is the local stiffness matrix of a beam element, E is the elastic
modulus, Iy is the moment of inertia around the y axis, Iz is the moment of
inertia around the z axis, G is the shear modulus, J is the polar moment of
inertia, A is the cross sectional area and L is the element’s length.
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where Me is the consistent mass matrix of a beam element and ρ is the
mass density of the beam’s material.
For the damping matrix, a two-stage Rayleigh damping scheme is adopted
for reasons explained later on in Ch. 5. In the two-stage damping scheme, the
damping matrix is calculated twice using equation (3.4). A damping ratio ζ1
is assumed for 0 ≤ t ≤ t1 and another damping ratio ζ2 is assumed for t > t1.
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3.6.2 The Solution Vector
Assuming that the mass density is known, the solution vector would contain
elements related to the stiffness and two damping stages.
Stiffness, as evident from equation (3.28), is expressed in numerous prod-
ucts, e.g. EIy, EIz, EA, and GJ . Thus, if it is required to identify stiffness
parameters, a general approach is to include all these variables for each ele-
ment in the solution vector, thus taking the form of
X = {E1, G1, J1, I(y,1), I(z,1), A1, . . . , En, Gn, Jn, I(y,n), I(z,n), An, ζ1, ζ2} .
(3.30)
However, adopting such expanded approach leads to an overcomplicated
problem, as the number of elements in the solution vector X would be pro-
hibitively large due to the fact that each element is defined using 6 variables,
so if the tripile would be modeled using 15 elements, a total number of 92
variables are required to be identified in X.
A reduction in stiffness, i.e. damage, results from the reduction in the
elastic modulus and/or geometric properties. It could be argued that such
damage would be detected by a reduction in the elastic modulus E even if it
was actually caused by a reduction in geometric properties.
Nevertheless, such argument has its shortcomings: It assumes a homoge-
neous damage effect, as such approach identifies damage in the elastic mod-
ulus, leading to a decrease in EIz EIy and EA of same magnitude. Such
approach could be inaccurate when identifying inhomogeneous damage pat-
terns. Theoretically, this would be the case when the axial stiffness is reduced
whilst the bending stiffnesses remain unchanged. Yet, WT supporting struc-
tures resist loads mainly in the form of bending moments and shear forces,
thus the terms EIz and EIy are dominant and can, fortunately, be assumed
to decrease and increase homogeneously. Furthermore, utilizing 6 variables
per element would be too detailed for a global identification approach.
With that being discussed, the solution vector used in the identification
of the experimental tripile supporting structure is
X = {E1, E2, . . . , E15, G1, G2, . . . , G15, ζ1, ζ2} . (3.31)
3.7 The Search Space
Metaheuristic optimization algorithms are searching tools, simply searching a
predefined domain, called “Search Space”, to obtain the best solution accord-
ing to a criteria, called “Objective Function”.
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Recalling the generic solution vector X, defined in equation (2.1) and
repeated here for convenience,
X = {x1, x2, . . . , xn} . (3.32)
The search space is set by defining the maximum value, called “upper
bound”, minimum value, or “lower bound” and an increment, or “step size”
for each entry xi in the solution vector X. These bounds and step sizes
combined create the search space in which the algorithm must now explore to
obtain the optimum solution.
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The search space must be predefined with care, it should not be too large to
reduce the efficiency of the algorithm, nor too small to prevent the optimum
solution from ever being reached. In the context of structural identification,
however, this task is quite simple. One can simply assume the search space to
be defined in a region around the expected values of the structural parameters.
Once these bounds are defined, a measurement of the overall complexity












where n is the number of entries within the solution vector X, i.e. the length
of X.
3.8 The Objective Function
Whether structural identification, damage detection, output-only identifica-
tion or model reduction, all these implementations can be treated as optimiza-
tion problems with the objective to minimize errors between the predicted
response x¨p from a trial solution vector X and the measured/real response
x¨r obtained from the structure being identified.
Mathematically, the objective is to find X that minimizes F (X) where,












[x¨p(i, t)− x¨r(i, t)]
2
, (3.36)
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where ttotal is the total time history and n is the number of acceleration
measurement locations.
The objective function presented in equation (3.36) was generally applied
to all problems considered in the research work of this dissertation, with
the exception of the model reduction of onshore WTs and the experimental
identification and damage detection of the WT tripile supporting structure.
For the model reduction of onshore WTs, following modifications were
implemented:
• Extensive Vibration Measurements:
All three response components are provided to the reduction, i.e. x¨,
x˙ and x at tower top in addition to the acceleration measurements
obtained at all other sensor locations.
• Normalization:
The vibration response obtained from various sensors was normalized,
i.e. the signal obtained from each sensor was divided by its RMS. Reason
for such normalization is the fact that the recorded vibration response
from the tower top is significantly larger than those obtained from the
tower bottom, which means that the response of the tower top has a
larger “weight” in the objective function. Normalization remedies such
issue.




• Addition of Penalty Factor:
To further assist MARSHAL in its optimization task, a penalty factor
was introduced to the objective function to account for the difference in
the average period of vibration response as follows:
p = |Tp − Tr| , (3.37)
where p is the penalty factor, Tp is the average vibration period of the
trial solution vector X and Tr is the average vibration period from the
measured response.
The objective function in equation (3.36) is then modified to a penal-
ized/constrained objective function which replaces the objective func-
tion in MARSHAL. The penalized objective function is calculated as
follows:
Fp(X) = (1 + p)F (X) . (3.38)
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3.9 Summary and Conclusions
As an optimization algorithm, the performance of MARSHAL can only be as
good as the defined optimization problem, underlining the importance of a
proper optimization problem formulation.
To achieve the primary objective of developing a general identification
framework, a unified and consistent approach in the formulation of structural
identification and damage detection problems as optimization problems was
presented in this chapter. For each considered problem, the dynamic analysis,
solution vector, search space and objective function were established.
As a good basis for comparative studies, various identification problems
applied on two-dimensional shear frames were established, namely: known
mass, unknown mass and output-only identification problems.
The experience gained from such comparative studies motivated the inves-
tigation of structural identification and damage detection problems involving
offshore WTs.
The challenging task of modeling such full-scale structures was tackled
using an open source software called FAST. However, the utilization of FAST
had some drawbacks, namely: being problem specific, and requiring detailed
full wind inflow information, making it incompatible with the adopted output-
only approach.
Thus, model reduction of onshore WTs was considered. The optimiza-
tion problems with regard to deriving and utilizing such reduced model were
discussed in this chapter.
To assess the applicability of MARSHAL to more realistic data, the formu-
lation of the optimization problem corresponding to an experimental tripile
supporting structure was discussed.
The previously developed MARSHAL in Ch. 2 and the formulated op-
timization problems in this chapter are put to use in Ch. 4 in a numerical




After presenting MARSHAL in Ch. 2 and formulating the required optimiza-
tion problems in Ch. 3, the results obtained from various numerical studies
investigated in the research work of this dissertation are presented in this
chapter.
The general procedure when numerically applying the proposed identi-
fication scheme is to assume the target structure as well as the excitations,
followed by the calculation of its vibration response in the time domain, which
serves as the original/measured vibration response provided to the identifica-
tion scheme. Once evaluated, the measured vibration signals and excitations
are infused with noise. Finally, the noisy vibration response and excitations
(if not a case of output-only identification) are passed to MARSHAL to get an
estimate of the structural characteristics, which is compared to the initially
assumed structural characteristics. This procedure is illustrated in Fig. 4.1
and 4.2 for structural identification problems and model reduction problems,
respectively.
MARSHAL’s control parameters for all problems considered in this chap-
ter were as follows: initial HMCR = 0.50, initial PAR = 0.35 and initial LER
= 0.30. Furthermore, the HMS was 10 and γ was 0.35. The sub-run level
reduction starts after 4 sub-runs, whereas the iteration level reduction starts
after 5% of the iterations per sub-run were evaluated. These values were se-
lected based on a preliminary study that involved variations of these control
parameters for optimum convergence.
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Figure 4.1: Structural identification and damage detection procedure.
4.1 Two-Dimensional Shear Frames
To start with, the structural identification of simple structures, namely: two-
dimensional shear frames, is considered. Due to their simplicity and avail-
ability in literature, such structures were extensively studied, thus providing
a suitable example for comparative studies.
The schematics of the investigated two-dimensional shear frames are shown
in Fig. 4.3, 4.4 and 4.5 along with their structural characteristics, excitation
application DOFs, and measurement locations for the case of Known Mass
(KM), Unknown Mass (UKM) and Output-Only (OO) structural identifica-
tion problems. These frames, as well as all other settings with regard to the
time history, excitations,...etc, were identical to those presented in Koh and
Perry [53] for comparison purposes.
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Start
Stop
Assume structure and inflow wind
Perform dynamic analysis: FAST
Pass F, x¨r, x˙r, and x for model reduction
Perform reduction: MARSHAL







































Figure 4.3: 5-DOF shear frame identification problem.
When defining the search space boundaries, the upper bound, lower bound
and step size of each xi ∈ X were taken as 200%, 50% and 1% of the assumed
values shown in Fig. 4.3, 4.4 and 4.5, respectively, thus generating 151 possible
values per xi. Unless mentioned otherwise, excitations were provided as a
WGN, having a RMS of 1000 Newtons.






































































Figure 4.4: 10-DOF shear frame identification problem.




































































































































Figure 4.5: 20-DOF shear frame identification problem.
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4.1.1 Structural Identification
The structural identification of the previously presented structures is investi-
gated in this section. Various time history lengths were considered, namely:
0.50, 1, 2, 5 and 10 seconds discretized into increments of 0.01 seconds. To
simulate response measurements from real data acquisition tools, noise is ap-
plied to the original vibration response and applied excitation as a percentage
of the RMS, namely: 0%, 5% and 10%. Noisy vibration and excitations ir-
regularly deviate from their corresponding noise-free values, as shown in Fig.
4.6 and 4.7. Such deviation has a negative impact on the identification ac-
curacy by misleading the optimization algorithm into identifying a structure
that best fits inaccurate vibration measurements using inaccurate excitation
inputs, as illustrated in the flowchart shown in Fig. 4.8.
















Figure 4.6: Effect of noise on acceleration: 5-DOF, 1st story, 10% noise.
For each identification problem, 10 optimization runs are performed. Each
of these 10 runs is further divided into 10 sub-runs, that are used for the
sub-run level search space reduction scheme. One result per optimization
run is reported from all of its 10 sub-runs, namely: the best result which
corresponds to the lowest objective function value.
The complexity of the considered identification problems could be repre-
sented via the problem’s search space size, illustrated in Fig. 4.9. The invested
calculation effort to solve these problems, i.e. the number of iterations per
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= x¨r + e1
Figure 4.8: Effect of noise on identification accuracy.
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Figure 4.10: Number of iterations used for various identification problems.
70 Chapter 4. Numerical Study Cases
Comparing the complexity of the problem with the invested calculation
effort, it can be concluded that MARSHAL only requires a small fraction of
the search space to converge to the optimum solution vector.
Results of Identification
The convergence of MARSHAL, i.e. the variation of the objective function
value corresponding to the best solution stored in the HM during an optimiza-
tion run, is plotted for a 20-DOF known mass identification subjected to 0%
noise in Fig. 4.11. The second level (iteration level) search space reduction,
which starts at the 400th iteration, has a significant positive effect on the con-
vergence rate after some iterations, which is evident by the increase in slope.
The reduction of the search space is shown in Fig. 4.12 for one of the stiff-
ness parameters in the solution vector of a 5-DOF known mass identification
problem.













Figure 4.11: Convergence of identification run.
To demonstrate the behavior of the adapting control parameters (HMCR,
PAR and LER) of MARSHAL, Fig. 4.13, 4.14 and 4.15 are presented.
The increase in HMCR is due to the increase in quality of the solutions
inside the HM as the algorithm progresses through its iterations, thus a higher
chance of obtaining an optimum solution is possible if the new solutions are
derived from inside HM.
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Figure 4.12: Iteration-level search space reduction: 5-DOF, variable k1.
The PAR, however, decreases since the optimum solution at late stages
could be a mere combination of the elements inside HM without the require-
ment of adjusting the pitch.
For the LER, a slightly increasing trend is noted. It was observed that the
optimum solution was obtained by shifting two neighboring stiffness terms in
opposite directions, which was the reason why the “local effect” was intro-
duced in the first place. This was explained in detail in Sec. 2.3.2.
Since MARSHAL is a metaheuristic algorithm, the optimum results ob-
tained from performing identical runs is not always identical. Thus it is neces-
sary to perform averaging to obtain a representative result and get its scatter.
Once all 10 optimization runs are performed, the results are stored in a




k1,1 k1,2 . . . k1,n m1,1 m1,2 . . . m1,n α1 β1















The results stored inXopt are averaged to get a single representative struc-
ture per identification case, namely: the average optimum solution (Xµ).
An example of storing results inXopt and averaging these results to getXµ
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Figure 4.13: Variation of HMCR: 20-DOF, noise 0%.









Figure 4.14: Variation of PAR: 20-DOF, noise 0%.
is shown in Table B.1. Furthermore, the scatter in the results is also evident
in B.1. Such scatter is proportional to the step size being used. Thus, using
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Figure 4.15: Variation of LER: 20-DOF, noise 0%.
a finer step size resolution improves the results, but comes with a price in the
form of an increase in search space size. Additionally, Xµ for all identification
cases is detailed in Appendix B.
As evident from Appendix B, an abstract representation of obtained results
should be adopted. Thus, for each average optimum result Xµ, 4 represen-
tative values corresponding to the average error in the identified stiffness ǫk,










× 100% , (4.2)
where n is the number of DOFs, kj is the j−th DOF stiffness stored in Xµ,




















× 100% . (4.5)
A comparison of the identification results obtained by MARSHAL and
SSRM, in terms of the average stiffness error ǫk, is summarized in Fig. 4.16
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through 4.21 for the case of known mass and unknown mass identification
of the 20-,10- and 5-DOF structures, respectively. Detailed results can be
found in Table 4.1 and 4.2. For each noise level and time history, the average
error is calculated as per equation (4.2) through (4.5) and compared to the

















































Figure 4.17: 20-DOF unknown mass identification results summary.
















































Figure 4.19: 10-DOF unknown mass identification results summary.


















































Figure 4.21: 5-DOF unknown mass identification results summary.
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Table 4.1: Known mass identification results.
Structure
Noise ttotal 5-DOF 10-DOF 20-DOF
(%) (seconds) ǫk ǫα ǫβ ǫk ǫα ǫβ ǫk ǫα ǫβ
0 0.50 0.00 1.20 0.20 0.00 3.00 0.00 0.24 0.20 0.00
[0.54]∗ [—]∗∗ [—] [0.99] [—] [—] [0.69] [—] [—]
1.00 0.08 0.40 0.20 0.00 1.40 0.00 0.11 0.80 0.00
[0.25] [—] [—] [0.30] [—] [—] [0.39] [—] [—]
2.00 0.00 0.20 0.20 0.18 0.20 0.00 0.09 0.20 0.00
[0.44] [—] [—] [0.26] [—] [—] [0.44] [—] [—]
5.00 0.08 0.60 0.20 0.18 0.00 0.20 0.13 0.00 0.00
[0.31] [—] [—] [0.45] [—] [—] [0.38] [—] [—]
10.00 0.16 0.40 0.40 0.14 0.40 0.00 0.11 0.20 0.00
[0.50] [—] [—] [0.45] [—] [—] [0.44] [—] [—]
5 0.50 7.28 21.20 12.60 1.50 12.20 0.20 2.29 62.20 0.40
[9.40] [—] [—] [5.32] [—] [—] [5.55] [—] [—]
1.00 0.72 2.00 0.60 1.40 9.40 0.40 1.75 13.60 0.20
[2.64] [—] [—] [3.27] [—] [—] [3.33] [—] [—]
2.00 0.48 3.40 1.20 1.00 1.80 1.60 0.73 5.00 0.40
[1.96] [—] [—] [1.90] [—] [—] [2.34] [—] [—]
5.00 0.56 2.40 1.40 0.64 4.00 0.20 0.42 6.60 0.60
[1.06] [—] [—] [1.28] [—] [—] [1.61] [—] [—]
10.00 0.16 1.60 0.60 0.38 2.60 0.80 0.46 0.40 0.20
[1.07] [—] [—] [0.92] [—] [—] [1.11] [—] [—]
10 0.50 5.92 122.40 39.80 1.84 3.00 1.20 5.61 149.00 5.60
[17.61] [—] [—] [10.45] [—] [—] [11.92] [—] [—]
1.00 7.20 23.00 3.80 1.60 5.60 1.00 4.29 28.20 1.40
[5.59] [—] [—] [5.82] [—] [—] [6.68] [—] [—]
2.00 1.40 12.60 17.00 1.60 14.80 0.40 2.54 10.20 1.00
[3.88] [—] [—] [3.61] [—] [—] [4.40] [—] [—]
5.00 1.08 1.40 4.00 0.84 10.20 0.40 1.07 33.60 0.60
[2.40] [—] [—] [2.34] [—] [—] [2.70] [—] [—]
10.00 0.40 7.80 0.40 0.88 12.00 1.80 1.04 6.60 0.20
[1.36] [—] [—] [1.69] [—] [—] [2.32] [—] [—]
∗ Bracketed results represent those obtained by Koh and Perry [53].
∗∗ No results were reported.
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Table 4.2: Unknown mass identification results.
Structure
Noise ttotal 5-DOF 10-DOF 20-DOF
(%) (seconds) ǫk ǫm ǫα ǫβ ǫk ǫm ǫα ǫβ ǫk ǫm ǫα ǫβ
0 0.50 2.24 1.72 11.60 0.20 0.00 0.00 0.00 0.00 0.96 0.62 11.80 0.00
[1.74]∗ [—]∗∗ [—] [—] [0.72] [—] [—] [—] [1.88] [—] [—] [—]
1.00 0.52 0.44 4.00 0.20 0.00 0.00 0.00 0.00 0.35 0.40 3.00 0.00
[0.62] [—] [—] [—] [1.13] [—] [—] [—] [0.62] [—] [—] [—]
2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.06 0.20 0.00
[0.41] [0.40] [—] [—] [0.64] [0.56] [—] [—] [0.28] [0.32] [—] [—]
5.00 0.00 0.00 0.40 0.20 0.00 0.00 0.00 0.00 0.04 0.02 0.00 0.00
[0.90] [—] [—] [—] [0.81] [—] [—] [—] [0.29] [—] [—] [—]
10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.04 0.00 0.00
[0.78] [—] [—] [—] [0.56] [—] [—] [—] [0.25] [—] [—] [—]
5 0.50 10.48 9.08 81.40 6.80 1.54 1.20 19.00 1.60 2.49 2.40 113.60 0.00
[8.83] [—] [—] [—] [6.09] [—] [—] [—] [5.84] [—] [—] [—]
1.00 0.76 1.44 17.20 3.00 0.64 0.80 22.80 1.80 1.29 1.85 10.00 0.20
[4.68] [—] [—] [—] [3.50] [—] [—] [—] [3.33] [—] [—] [—]
2.00 1.96 1.08 3.20 3.00 0.82 0.74 2.80 0.40 1.21 0.90 16.60 0.40
[2.34] [—] [—] [—] [2.29] [—] [—] [—] [2.02] [—] [—] [—]
5.00 0.32 0.44 0.40 0.80 0.78 0.62 4.00 0.60 0.64 0.56 10.00 0.40
[1.23] [—] [—] [—] [1.59] [—] [—] [—] [1.24] [—] [—] [—]
10.00 0.16 0.20 0.60 0.40 0.20 0.24 1.00 0.20 0.35 0.37 0.60 0.20
[1.25] [—] [—] [—] [1.38] [—] [—] [—] [0.98] [—] [—] [—]
10 0.50 17.92 13.68 42.80 19.60 2.20 2.08 31.00 1.20 4.56 4.82 40.40 4.60
[16.36] [—] [—] [—] [13.11] [—] [—] [—] [11.98] [—] [—] [—]
1.00 6.88 11.52 57.80 6.00 2.08 1.56 7.00 3.80 3.44 3.53 75.80 1.00
[7.25] [—] [—] [—] [7.09] [—] [—] [—] [6.39] [—] [—] [—]
2.00 2.76 2.32 13.80 2.00 2.16 2.42 2.20 0.00 0.97 1.21 5.80 0.00
[5.69] [—] [—] [—] [4.43] [—] [—] [—] [4.44] [—] [—] [—]
5.00 1.88 2.00 2.00 1.20 0.72 1.14 10.40 2.20 1.97 1.80 5.40 1.00
[2.55] [—] [—] [—] [2.88] [—] [—] [—] [2.65] [—] [—] —
10.00 1.16 1.12 7.00 0.40 1.74 1.54 1.60 0.80 1.47 1.32 4.60 0.20
[2.11] [—] [—] [—] [2.41] [—] [—] [—] [2.08] [—] [—] [—]
∗ Bracketed results represent those obtained by Koh and Perry [53].
∗∗ No results were reported.
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Considering the results obtained in Table 4.1 and 4.2, it can be noted that:
• MARSHAL approach was superior to the modified hybrid GA based
approach, as it was capable of identifying the considered structures in
almost all identification cases with less error while using the same cal-
culation effort as in [53].
• At 0% noise, the algorithm was sometimes capable of obtaining the
target structure exactly (error = 0%).
• The adverse effect of noise can be decreased by considering longer time
histories, as such help averaging the noise out. This can be concluded
when comparing the results obtained using shorter time histories with
those of longer time histories.
• Even at extreme noise values (10%), the algorithm provided satisfying
results. For instance, the 10-DOF shear frame at 10% noise and 10
seconds long time history was identified with an average stiffness error of
0.88% for the known mass identification, and an average error of 1.74%
and 2.02% for stiffness and mass for the unknown mass identification,
respectively.
• The identification of damping is very sensitive to noise. Furthermore,
it was noticed that the identification of damping parameter α was less
accurate than β, which is due to the fact that the contribution of struc-
tural stiffness in the damping matrix is significantly larger than that of
mass, resulting in the identification of β being more accurate than α.
4.1.2 Output-Only Structural Identification
Since the measurement of excitations is not always possible or feasible out-
side the laboratory, an advanced structural identification scheme, namely: the
output-only identification scheme becomes necessary. In output-only identifi-
cation, input excitations are predicted since these are not given. The theoret-
ical and mathematical formulation of an output-only identification problem
as an optimization problem was discussed in Sec. 3.2.3.
Since the results obtained are compared with Koh and Perry [53], a
similar method of generating a smoothed, yet random, excitation history was
used. That is, random excitation points were generated every 20 time in-
crements using a WGN with RMS of 1000 Newtons, then, the intermediate
points are filled using interpolation functions to obtain a smoothed excitation
history. Such a smoothed random excitation is presented in Fig. 4.22.
The structural characteristics, excitation application DOFs and measured
DOFs are provided in Fig. 4.3 through 4.5.
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Figure 4.22: Smoothed random generated excitation.
It shall be mentioned that output-only problems are essentially known
mass identification problems. The requirement of mass being known a priori
ensures the uniqueness of the solution. Such assumption can be justified
as, in most engineering structures, it is possible to accurately approximate
structural mass.
It is assumed that the structure is initially at rest and that the location of
excitations are known. Mass is assumed to be known and damping is assumed
to be of Rayleigh damping. It is also important that the vibration response
is available for the DOF at which excitation is applied as well as the adjacent
DOFs. Other DOFs may or may not be available.
The search space size for output-only problems is identical to those of
the known mass identification since the unknown force is not included in the
solution vector, but is approximated, as explained in Sec. 3.2.3. The invested
calculation effort, in the form of the number of iterations per run, is shown in
Fig. 4.10. Once again, the invested effort is only a fraction of the problem’s
search space.
For each output-only identification case, 10 optimization runs, consisting
of 15 sub-runs, were performed, with the same results extraction methodology
as in Sec. 4.1.1. Detailed results can also be found in Appendix B.
For comparison purposes, a data reduction scheme identical to that imple-
mented in Koh and Perry [53] is used. That is, the length of time history
4.1. Two-Dimensional Shear Frames 81
is reduced to 40% after 50% of iterations are evaluated. The aim of such re-
duction is to decrease the calculation effort. Initial time history lengths of 0.5
and 1.0 second discretized into 0.001 second increments were used. Although
apparently looking short, these time histories are consisted of 500 and 1000
data points, which are, quantitatively speaking, as much as a 5 and 10 second
time history discretized into 0.01 seconds. Furthermore, noise percentages of
0%, 2%, 5% and 10% were tested. It is noted that a finer time increment is
used in output-only problems than that used in normal identification prob-
lems, which was recommended by a preliminary study performed by Koh
and Perry [53].
Results of Identification
Since the convergence rate, behavior of the adapting control parameters
and the reduction of the search space were similar to those in Sec. 4.1.1, these
issues will not be addressed again in future structural identification problems.
Satisfying results were obtained, as summarized in Fig. 4.23 and detailed
in Table 4.3. A comparison between the identified force and the actual applied
force is shown in Fig. 4.24, 4.25 and 4.26 for a 5-, 10- and 20-DOF structure
at 10% noise, respectively.
With regard to these results, following conclusions could be drawn:
• MARSHAL proved to be a versatile identification algorithm, as it was
modified to investigate output-only problems with minimum effort and
no compatibility issues what so ever.
• The predictor-corrector scheme implemented in MARSHAL approxi-
mated the applied excitations on the structure satisfactorily. Even at
extreme noises of 10%, little deviation was found in the identified forces.
• In most of the cases, MARSHAL was capable of competing and even sur-
passing the SSRM, proving once again that it is a promising algorithm
to be used in structural identification problems.
• MARSHAL’s results improved as the length of the time history in-
creases. Furthermore, obtaining an error of less than 1% at noise levels
as high as 10% is quite satisfying.






















Figure 4.23: Output-only identification results summary.

















Identified Force Actual Force
Figure 4.24: Identified vs. actual force: 5-DOF, noise 10%.
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Table 4.3: Output-only identification results.
Structure
Noise ttotal 5-DOF 10-DOF 20-DOF
(%) (seconds) ǫk ǫα ǫβ ǫk ǫα ǫβ ǫk ǫα ǫβ
0 0.50/0.20 0.12 3.60 0.20 0.00 0.00 0.00 0.00 0.00 0.00
[0.13]∗ [—]∗∗ [—] [0.05] [—] [—] [0.01] [—] [—]
1.00/0.40 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
[0.05] [—] [—] [0.02] [—] [—] [0.01] [—] [—]
2 0.50/0.20 0.28 6.00 0.60 0.34 14.60 0.40 0.22 16.40 0.20
[0.44] [—] [—] [0.33] [—] [—] [0.32] [—] [—]
1.00/0.40 0.08 9.80 1.00 0.08 3.60 0.00 0.13 5.20 0.00
[0.21] [—] [—] [0.20] [—] [—] [0.21] [—] [—]
5 0.50/0.20 1.36 31.40 7.60 0.90 45.40 0.80 0.53 46.80 0.40
[0.93] [—] [—] [0.84] [—] [—] [0.78] [—] —
1.00/0.40 0.48 5.80 1.00 0.28 1.20 0.40 0.26 15.20 0.00
[0.50] [—] [—] [0.47] [—] [—] [0.52] [—] [—]
10 0.50/0.20 1.00 25.60 1.00 2.32 31.60 2.80 1.27 28.00 1.40
[2.24] [—] [—] [1.70] [—] [—] [1.43] [—] [—]
1.00/0.40 0.64 9.80 2.20 0.78 0.40 0.60 0.51 36.20 0.00
[0.98] [—] [—] [0.90] [—] [—] [0.93] [—] [—]
∗ Bracketed results represent those obtained by Koh and Perry [53].
∗∗ No results were reported.
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Identified Force Actual Force
Figure 4.25: Identified vs. actual force: 10-DOF, noise 10%.
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Identified Force Actual Force
Figure 4.26: Identified vs. actual force: 20-DOF, noise 10%.
86 Chapter 4. Numerical Study Cases
4.2 Structural Identification of Offshore Wind
Turbines
Motivated by the promising results obtained for two-dimensional shear frames,
the challenging problem of offshore wind turbines (WTs) is considered.
A 5-MW reference wind turbine for offshore system development, defined
by Jonkman et al. of the National Renewable Energy Laboratory (NREL)
[43], is considered. The geometry and structural characteristics of the Rotor
Nacelle Assembly (RNA) and blades as well as the control systems of the
considered turbine are taken “as is” from Jonkman et al. [43]. For the
turbine tower and monopile supporting structure, the values used in the OC3
final report by Jonkman and Musial [44] are adopted. The structural
characteristics of the turbine supporting structure define a monopile of 30m
height (+10 m above the MSL) having an outer diameter of 6m and a wall
thickness of 0.06m followed by a tower of 77.6m height having a tapering cross
section which starts at +10m MSL with a diameter of 6m and wall thickness of
0.027m, and ends at +87.6m MSL with a diameter of 3.87m and wall thickness
of 0.019m. These characteristics are summarized in Fig. 4.27 and detailed in








E = 210 GPa
G = 80.8 GPa
ρ = 8500 kg/m3
Figure 4.27: Structural characteristics of considered offshore wind turbine.
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The turbine’s supporting structure, i.e. tower and monopile, are defined
using 16 input stations. It is assumed that the turbine blades are facing wind
directly, thus fore-after accelerations are dominant. A turbulent inflow wind
was generated using an open source software called TurbSim, also provided
by NREL. The generated inflow wind has a characteristic wind speed of 10
m/s. To limit the influence of RNA dynamics, the turbine was set to idling,
i.e. its RPM ≈ 0.
Due to the complexity of the problem, only stiffness parameters are iden-
tified and a rather narrower search space than that used in two-dimensional
shear frames is assumed. That is, the upper bounds, lower bounds and step
sizes for all elements in the solution vector are 100%, 50% and 1%, of the
undamaged fore-after stiffness values respectively, creating a search space of
NSS = 2.0947 × 10
27 possible solutions. Implicitly assumed in these bounds
is that damage results in the decrease of the stiffness of a structure.
A variety of identification and damage detection cases, summarized in
Table 4.4, were considered to study the effect of the number of sensors, sensor
location, damage magnitude and noise percentage. The sensors are applied
at locations that are above the MSL for practical considerations. In all cases
damage is applied to the 6th input station of the supporting structure in the
form of a reduction in the fore-after stiffness. This input station corresponds
to the location that is just above the transition piece, which connects the
monopile with the turbine tower. The tower is grouted to such transition
piece, creating a potential location for damage propagation. The magnitude
of damage can be represented by a Damage Index (DI), defined as follows:
DI = {DI1, DI2, . . . , DINVAR} , (4.6)







× 100% , (4.7)
where k0j and k
d
j are the undamaged and damaged stiffness values of the j−th
input station.
To start with, the performance of MARSHAL is first tested for different
damage magnitudes while using a constant number of 10 sensors and a 0%
noise value. The results, as will be detailed later on in this section, show that
MARSHAL is unaffected by the damage magnitude, i.e. has approximately
the same identification accuracy regardless of the damage magnitude. Thus,
to finalize, the performance of MARSHAL is then tested using a variety of
sensor and noise scenarios while keeping the damage magnitude at a constant
10%.
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Table 4.4: Offshore wind turbine identification cases.
Number of Sensor Noise DI6
Sensors (NS) Location (%) (%)
10 Station No. 4, 5, 6, 7, 8, 9, 11, 13, 14, 16 0 10
6 Station No. 5, 6, 8, 10, 12, 16 2 5
1 Station No. 16 5 3
10 0
Significant effort was required for coupling FAST with MARSHAL, as
MARSHAL was programmed in MatLab whilst FAST uses Fortran. This
required an interface routine that generates a “tower file” for FAST from
MARSHAL’s assumed solution vector, calculates the required mode shape
characteristics via an open source program called BMODES, then passes it to
FAST, commands FAST to perform its aero-elasto-hydro-servo analysis, and
extracts the required vibration data from FAST’s output file to pass it back
to MARSHAL.
For each identification case, 10 optimization runs were performed, having
a total of 16,000 iterations, and subdivided into 8 sub-runs of 2,000 iterations
each. Once all runs are performed, the results are stored in Xopt and aver-
aged to obtain the representative average optimum solution Xµ. Once Xµ is
obtained, the damage index for each input station DIj is calculated according
to equation (4.7). Furthermore, the average error in the identified stiffness
ǫk of Xµ is calculated in accordance with equation (4.2). Detailed results
showing the damage index for all considered identification cases are reported
in Appendix C.
A time history of 2 seconds discretized into 0.01 second increments is used
for noise free signals, and is increased to 10 seconds with a finer discretization
of 0.001 seconds when identifying damage using noisy signals.
Results of Identification
A convergence history similar to that shown in Fig. 4.11 was obtained. As
the algorithm progresses, the average of the structures stored within the Har-
mony Memory (HM) as well as the best structure, corresponding to the lowest
objective function, converge to the real/correct structure. This is shown in
Fig. 4.28, 4.29 and 4.30, for three different stages, namely: early stage (shortly
after beginning the sub-run), middle stage (at around 50% of iterations) and
final stage (near end of sub-run), respectively.
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Figure 4.28: Early stage identified structures.
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Figure 4.29: Middle stage identified structures.
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Figure 4.30: Final stage identified structures.
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To assess the effect of damage magnitude on the accuracy of the algorithm,
a variety of damage values for station No. 6 were tested, namely: 10%, 5%,
3% and 0% . Here, the number of sensors was set to 10 and no noise was
considered. Results obtained from these setups are detailed in Table 4.5.
Furthermore, the influence of various sensor scenarios is considered for
a variety of noise percentages. These results are detailed in Table 4.6 and
further summarized in Fig. 4.31, 4.32 and 4.33.
Table 4.5: Identification results: Damage magnitude effect.
DI ǫk Identified DI (%) at station No.
(%) (%) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
10 0.0063 0 0 0 0 0 10.1 0 0 0 0 0 0 0 0 0 0
5 0.0000 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0
3 0.0000 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0
0 0.0125 0 0 0 0 0.1 0 0 0.1 0 0 0 0 0 0 0 0
Table 4.6: Identification results: Sensor effect.
NS Noise ǫk Identified DI (%) at station No.
(%) (%) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
10 0 0.00 0 0 0 0 0 10.0 0 0 0 0 0 0 0 0 0 0
2 0.04 0 0 0 0 0.1 9.6 0.1 0 0 0 0 0 0 0 0 0
5 0.14 0 0 0 0.2 0.4 8.8 0.4 0 0 0 0 0 0 0 0 0
10 0.18 0 0 0 0.1 0.1 8.7 0.3 0.9 0.1 0 0 0 0 0.1 0 0
6 0 0.06 0 0 0 0.1 0.2 9.3 0 0 0 0 0 0 0 0 0 0
2 0.14 0 0 0 0.2 0.4 8.9 0.5 0 0 0 0 0 0 0 0 0
5 0.31 0 0 0 0.5 0.6 7.6 0.9 0.3 0 0 0 0 0 0 0 0.2
10 0.36 0 0 0 0.3 0.3 6.3 0.2 1.0 0 0 0 0 0 0.3 0 0
1 0 0.27 0 0 0 0.5 1.2 9.2 0.6 0.7 0 0.2 0 0 0 0 0 0.2
2 0.26 0 0 0 0.4 0.8 8.1 0 0.4 0 0 0 0 0 0 0 0.6
5 0.70 0 0 0 1.2 0.8 3.2 0.4 1.6 0 0 0 0 0 0 0 0.4
10 0.60 0 0 0 0.6 2.0 4.8 0.4 0.2 0.4 0.4 0 0 0 0.2 0 0.2














































Figure 4.32: Identification results: 6 Sensors.























Figure 4.33: Identification results: 1 Sensor.
Based on the results in Table 4.5 and 4.6, following conclusions could be
drawn:
• The results obtained for various damage magnitudes show that MAR-
SHAL’s identification and detection capabilities are unaffected by the
severity of damage.
• In the case of damage detection, limited instrumentation could com-
promise the accuracy of detection at high noise values. For example,
only the existence and location of damage could be concluded from the
results obtained using a single sensor at the top of the tower under 10%
noise, thus achieving only a Level II damage detection.
• As the number of sensors increase, better detection levels are achieved,
as the existence, location and severity of damage can be concluded from
these results, achieving a Level III detection.
• Despite being a challenging problem, satisfying results were obtained
even at high noise values, except for the 1-sensor scenario.
• The practical problem that arises is the fact that most WTs have a lim-
ited number of sensors installed near the rotor-nacelle assembly (around
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the top of the tower). To improve the results obtained for such limited
instrumentation, it becomes necessary to include a data filtering sub-
routine before passing the measured vibration data to MARSHAL. It is
noteworthy that no filtering subroutine was used in any of the numerical
study cases, as it was sought to test MARSHAL’s limits whilst exposing
it to the full noise magnitude.
Although satisfying results were obtained when identifying offshore WTs
using a full-scale model simulated by FAST, some disadvantages still arise.
Mainly, the identification scheme presented in this section is problem/model
specific, meaning that a full-scale model, compatible with FAST, has to be
developed for the WT that is intended to be identified. Such full-scale mod-
eling is not always available. Also, requiring a full inflow wind profile is
prohibitive, and can only be approximated. Finally, it is incompatible with
the output-only identification scheme, presented in Sec. 3.5.3, that is used in
this research.
4.3 Model Reduction of Onshore Wind Tur-
bines
Motivated by the drawbacks of using FAST as an analysis routine, the idea
of model reduction arose. The reduction problem considers a 5-MW refer-
ence onshore WT developed by the National Renewable Energy Laboratory
(NREL), which is the land-based version of the NREL offshore 5-MW baseline
turbine documented in Jonkman et al. [43].
For deriving the reduced model, a full-scale analysis of the onshore WT
is performed using FAST. The resulting vibration response of the tower as
well as the excitations applied at the tower top are stored and passed to the
identification/reduction routine which determines the best reduction vector
which produces a vibration response as close as possible to that produced
by the full-scale analysis conducted by FAST. A detailed description for this
procedure was provided in Sec. 3.4 and Fig. 4.2.
Both geometry and structural characteristics were adopted from Jonkman
et al. [43] and are illustrated in Fig. 4.34. An idling turbine is assumed
to simplify the analysis. The turbine tower is 87.6m high, starts with a di-
ameter of 6 meter and a thickness of 0.0351 meter at its bottom, and ends
with a diameter of 3.87 meter and a thickness of 0.0247 meter at top. The
elasticity of the tower material is 210 GPa with a density of 8500 kg/m3.
The tower is defined using 15 equally spaced input stations. The mass of the
rotor-nacelle-blades assembly is 360×103 kg.




E = 210 GPa
ρ = 8500 kg/m3
Figure 4.34: Structural characteristics of considered onshore wind turbine.
Deep thought was put into the selection of the excitation that shall be
applied on the tower top as FAST is capable of providing the excitations ap-
plied on virtually any point on the structure. For the sake of model reduction,
two possible excitation locations, illustrated in Fig. 4.35, could be considered.
These are:
• The rotor thrust, designated in FAST as (RotThrust) coupled with the
bending moment on the low speed shaft (LSS), designated as (LSSTip-
Mys).
• The shear force and bending moments applied on the yaw bearing, i.e.
tower top, designated in FAST as (YawBrFxp) and (YawBrMyp), re-
spectively.
The aim of the reduced model is, however, to replace the whole RNA with
equivalent forces and stiffnesses, thus using RotThrust and LLSTipMys does
not serve that purpose and both YawBrMyp and YawBrFxp were used instead
for the following reasons:
• As evident from Fig. 4.35a, the actual moment applied on the tower top
is a summation of the contributions of RotThrust, LSSTipMys and the





(a) External excitations on LSS.
YawBrFxp
YawBrMyp
(b) Internal excitation on tower top.
Figure 4.35: Possible excitation scenarios.
masses of different components of the RNA. These masses are coupled
with the vibration response of the RNA, creating additional complexi-
ties and preventing the replacement of these dynamics via the reduced
model.
• Due to the fact that YawBrFxp and YawBrMyp are applied at a pre-
determined joint, it becomes easier to measure such excitations rather
than the thrust and corresponding moment, as these are also dependent
on the current blade configuration.
• The blade configuration and motions affects RotThrust and LSSTip-
Mys. It can be argued that the turbine is idling, thus such influence is
minimum. However, although the turbine was set to idling via pitching
the blades out of the wind, some “pendulum” movement still occurred
in FAST, which - due to the huge size of blades - has a significant effect.
For generating the vibration response, a 10 m/s turbulent inflow wind,
generated via TurbSim, is used.
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Defining the search space is another issue that has to be considered care-
fully, because the entries within the stiffness matrix are of much higher mag-
nitude than those in the mass matrix, as E is of order ×1011 Pa whilst ρ is
of ×103 kg/m3. Meaning that a smaller search domain with a finer step size
should be established for the stiffness modification factors when compared to
the mass modification factors. Furthermore, the damping matrix is of similar
magnitude as the stiffness matrix (C = αM + βK), hence the same discus-
sion applies. The upper bounds, lower bounds and step sizes are shown in
Table 4.7 which define a search space of NSS = 6.6148×10
17 possible solution
vectors.








λ1, λ2, λ5, and λ6 0.99 1.01 0.0001
λ3 and λ4 0.80 1.20 0.01
α 0.0115 0.5770 0.0012
β 0.0010 0.0475 0.0001
The vibration response of the full-scale model simulated in FAST is ob-
tained at 9 nodes and stored along with the shear force and bending moments
at tower top. The nodes that were measured are: 2, 3, 4, 5, 6, 8, 10, 12, and
15.
Once again, 10 optimization runs of 8 sub-runs with 2000 iterations per
sub-run were performed. The configurations of MARSHAL remained un-
changed. A total time history of 30 seconds at an increment of 0.01 second
was considered when generating and validating the reduced model.
The best reduction vector obtained was
X =
{




Since the obtained vector should produce a reduced structure that, as accu-
rately as possible, represents the vibration response of the full-scale structure,
it should be expected for the vibration response of both full-scale and reduced
structures to be as close as possible to each other. This can be seen when
comparing the vibration response of the tower top as shown in Fig. 4.36,
4.37 and 4.38. Some differences still exist, since it is impossible for a reduced
structure to completely capture the dynamic behavior of a full-scale structure.
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Acceleration of full-scale model
Acceleration of reduced model
Figure 4.36: Acceleration comparison: 10 m/s characteristic wind speed.
















Velocity of full-scale model
Velocity of reduced model
Figure 4.37: Velocity comparison: 10 m/s characteristic wind speed.
4.4 Verification of Reduced Model
Since the reduced model was derived using a full-scale model subjected to a
turbulent inflow wind having a characteristic wind speed of 10 m/s, it should
work best for this particular model subjected to this particular wind speed.
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Displacement of full-scale model
Displacement of reduced model
Figure 4.38: Displacement comparison: 10 m/s characteristic wind speed.
Nevertheless, it was found that the reduced model still satisfactorily approx-
imates the structural response for the same structure under different wind
speeds. This is illustrated in Fig. 4.39 through 4.42. However, the larger the
difference between the characteristic wind speed used in deriving the reduced
model and that used in the full-scale analysis conducted in FAST, the less
accurate the approximation becomes.
Furthermore, it is necessary to verify the suitability of the reduced model
for damage detection. To do so, it must be compared with FAST. That
is, FAST is used to generate the vibration response of an undamaged and
damaged WT, and it is required from the reduced model, without any further
modification, to identify these structures correctly. It shall be mentioned
that none of the settings with regard to MARSHAL, sensor locations, wind
speeds,...etc. are changed, but these are taken to be identical to what was
assumed during the derivation of the reduced model.
To start with, an undamaged structure is considered first. The vibration
response is generated using FAST first, followed by the identification of the
stiffness terms EI using the reduced model. 10 Optimization runs are per-
formed and are detailed in Appendix D. The identified Damage Index (DI)
obtained from the average optimum result Xµ is
DI = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0} , (4.9)
i.e. no damage was detected, which is true since an undamaged structure was
provided to FAST while generating the original response vibration.
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Acceleration of full-scale model
Acceleration of reduced model
Figure 4.39: Acceleration comparison: 15 m/s characteristic wind speed.

















Acceleration of full-scale model
Acceleration of reduced model
Figure 4.40: Acceleration comparison: 20 m/s characteristic wind speed.
To finalize, a damaged case is identified. Damage was applied at node
No. 5, 6, and 7 by reducing EI by 10%, i.e. DI5, DI6, and DI7 are equal to
10%. FAST is used to obtain the vibration response, then the reduced model
is used for identification and damage detection, resulting in
DI = {0, 0, 0, 0, 10.3, 11.2, 11.3, 0, 0, 0, 0, 0, 0, 0, 0} . (4.10)
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Acceleration of full-scale model
Acceleration of reduced model
Figure 4.41: Acceleration comparison: 25 m/s characteristic wind speed.















Acceleration of full-scale model
Acceleration of reduced model
Figure 4.42: Acceleration comparison: 30 m/s characteristic wind speed.
The identified damage in both undamaged and damaged validation tests
is satisfyingly accurate, as such results identify no false-positive damage in
the case of undamaged structures, and detect the presence, location and ob-
tain a good approximation of the magnitude of damage in the damaged case.
These results allow the use of the derived reduced model in further numerical
investigations. Further detailed results can be found in Appendix D.
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4.5 Structural identification and damage de-
tection using reduced models
The reduced model derived in Sec. 4.3 and verified in Sec. 4.4 is put to use
in the structural identification and damage detection of onshore WT towers.
The optimization problem involved in doing so was discussed in Sec. 3.5.
The excitations could be assumed using its statistical characteristics and
general pattern. For all input/output identification problems, the used time
history is 5 seconds long, discretized into 0.01 seconds increments. For output-
only problems, a smaller and finer discretized time history is used following
the recommendation of Koh and Perry [53]. That is, the time history is 1
second long discretized into 0.001 second increments.
Since the tower is discretized using 15 equally spaced nodes, it is repre-
sented using 15 stiffness, 15 density and 2 damping parameters, as follows:
X = {EI1, EI2, . . . , EI15, ρ1, ρ2, . . . , ρ15, α, β} . (4.11)
For the simpler case of known mass identification, it becomes,
X = {EI1, EI2, . . . , EI15, α, β} . (4.12)
For all structural identification, damage detection and output-only iden-
tification cases investigated, following settings were adopted:
• The structural characteristics of the turbine tower shown in Fig. 4.34
were used.
• 10 Optimization runs consisted of 8 sub-runs of 5,000 iterations each
are performed. The results extraction scheme remains unchanged, and
further details are provided in Appendix D.
• The upper bound, lower bound and step size for this optimization prob-
lem are taken as 100%, 50% and 0.1% of the values of the reduced
structure for the stiffness and mass terms, whereas these are taken as
200%, 50% and 1% for the damping terms. This results in a search
space of NSS = 7.1700× 10
44 and NSS = 2.2547× 10
85 for the cases of
known mass and unknown mass, respectively.
4.5.1 The Structural Identification Problem
To start with, various cases of an undamaged reduced turbine tower, as sum-
marized in Table 4.8, are considered.
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Table 4.8: Cases studied in structural identification problems.
Mass Number of Sensor Noise
Sensors (NS) Location (%)
Known 14 Node No. 2 to 15 0
Unknown 7 Node No. 2,4,6,8,10,12,15 2
























Figure 4.43: Identification using reduced model: results summary.
Detailed results for each identification case are shown in Table 4.9. These
results are further visualized in Fig. 4.43.
Based on the results in Table 4.9, following conclusions could be drawn:
• The results obtained for both known and unknown mass identification
are quite satisfying. For known mass identification at maximum noise
(10%) and lowest number of sensors (only 4), the average error was
around 1.1% and 1.6% for the case of known and unknown identification,
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Table 4.9: Identification results.
NS Noise Known mass error (%) Unknown mass error (%)
(%) ǫk ǫα ǫβ ǫk ǫm ǫα ǫβ
14 0 0.0000 0.0000 0.0000 0.0275 0.7388 0.0100 0.0000
2 0.0731 0.1000 0.2400 0.4694 1.8813 0.1400 0.0800
5 0.2606 0.1600 0.9700 1.9975 2.8281 1.8700 0.3000
10 0.4231 4.6400 3.9400 3.3994 4.0581 0.7500 0.7500
7 0 0.0000 0.0000 0.0000 0.0269 1.0088 0.0400 0.0000
2 0.1769 2.8600 0.2400 1.0725 1.9631 0.1900 0.0100
5 0.2519 2.9700 0.5400 1.1619 2.2975 0.7900 0.1600
10 0.4131 4.3700 0.6800 1.1744 4.6200 2.1900 3.4100
4 0 0.0000 0.0000 0.0000 0.0281 0.8381 0.0000 0.0000
2 0.2938 2.9100 0.4000 0.6088 1.7375 0.1300 0.1000
5 0.5794 5.1900 1.8400 2.1138 3.3569 0.4800 0.4900
10 1.0656 6.5200 2.3700 1.5944 2.5406 1.8800 0.2700
respectively.
• Similar conclusions with regard to the effect of noise can be drawn when
compared to the results of previous investigated numerical study cases.
• Logically, the identification of known mass systems is more accurate
than their unknown mass counterparts, as the number of variables de-
creases, improving MARSHAL’s performance. Thus, such results en-
courage to perform known mass identification of structures whenever it
is possible to accurately estimate its mass, as the extra calculation effort
to do so does improve the accuracy of identification.
• Surprisingly, the identification cases utilizing 7 sensors obtained the best
results at high noise values. This is expected when compared against
the identification using 4 sensors, but was unexpected when competing
with 14 sensors. This suggests that using an extensive number of sensors
only “confuses” the identification algorithm, as all of these sensors are
subjected to noise, increasing the overall error in the vibration signal.
So a balance must be found between the number of sensors required to
perform an accurate identification, and the fact that every sensor comes
with its error inherited from noise.
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4.5.2 The Damage Detection Problem
Damage could occur as a homogeneously dispersed reduction of the struc-
tural stiffness, or, at its worst cases, concentrated at a single node. Damage
identified in this research is assumed to be concentrated, which is harder to
be identified since it represents an abrupt change within the solution vector.
As will be seen later, the identification scheme sometimes disperses damage
within the damaged node and its neighboring nodes. Nevertheless, a strategy
of obtaining the correct damage is explained later on. In all cases, damage
was applied to the 6th DOF in the form of a stiffness reduction, having a DI6
of 10%.
It was already established that the magnitude of damage has no effect on
the accuracy of identification. Thus only the number of sensors and noise
percentages are considered. A known mass damage detection problem is as-
sumed, with similar sensor and noise configurations as in Table 4.8.
The damage detection results obtained are detailed in Table 4.10 and
further summarized in Fig. 4.44, 4.45 and 4.46 for 14, 7 and 4 sensors, re-
spectively.
Table 4.10: Damage detection using reduced model.
Sensor Noise Identified DI (%) at node No. Error (%)
Number (%) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
14 0 0.02 0.01 0.00 0.04 1.20 7.88 0.79 0.02 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.01 0.00
2 0.69 0.08 0.11 0.20 3.03 7.73 1.36 0.02 0.02 0.01 0.16 0.52 0.52 0.44 0.00 1.22 0.38
5 0.70 0.45 0.71 0.01 2.81 7.61 2.70 0.01 0.00 0.02 0.52 1.22 0.58 0.79 0.00 2.38 1.46
10 2.16 0.81 0.31 0.34 2.14 7.20 2.29 0.17 0.00 0.13 0.30 0.55 0.31 0.57 0.00 3.01 0.81
7 0 0.01 0.00 0.00 0.02 1.32 7.73 0.87 0.02 0.00 0.00 0.02 0.01 0.01 0.02 0.00 0.06 0.00
2 0.45 0.57 0.82 0.15 2.30 7.23 1.33 0.01 0.01 0.01 0.11 0.58 0.15 0.27 0.00 2.32 0.10
5 1.39 0.40 0.42 0.48 4.12 7.02 1.65 0.00 0.00 0.03 0.35 0.84 0.06 0.45 0.00 3.73 0.55
10 0.41 0.46 0.44 0.14 2.05 5.63 1.34 0.30 0.08 0.16 0.98 0.42 0.39 0.45 0.00 7.52 0.51
4 0 0.06 0.00 0.00 0.06 1.56 7.20 1.06 0.02 0.00 0.01 0.00 0.02 0.00 0.01 0.03 0.11 0.00
2 1.20 0.71 0.47 0.28 1.90 7.75 0.50 0.00 0.01 0.15 0.15 0.21 0.06 0.93 0.00 1.50 0.13
5 1.57 0.50 0.58 0.80 1.01 5.23 0.25 0.00 0.00 0.00 0.64 0.59 0.17 0.35 0.00 6.20 1.14
10 0.08 0.79 0.01 0.69 5.46 1.43 0.01 0.02 0.34 0.04 0.85 0.19 0.44 0.76 0.00 6.02 4.21








































Figure 4.45: Identification results: 7 sensors.




















Figure 4.46: Identification results: 4 sensors.
Analyzing the obtained results, following conclusions can be drawn:
• It was noted that MARSHAL identifies a rather dispersed pattern of
damage, namely: the damage is distributed on the damaged node as
well as its neighboring nodes. In fact, the defined damage is challenging
as it represents an abrupt change in the stiffness of the structure. Fur-
thermore, although structural characteristics identified fromMARSHAL
are defined at nodes, the structural parameters of the beam elements
used in the vibration analysis is, as a matter of fact, the average value of
the defined structural characteristics at the nodes, thus dispersing the
damage amongst two beam elements.
• As evident in Fig. 4.44, 4.45 and 4.46, the presence, location and mag-
nitude of damage can be interpreted via sound engineering judgement.
In most cases, the location of damage is established via the highest DI
in the solution vector, whilst its severity is calculated by summing up
the DI of in the vicinity of that location.
• For the identification cases utilizing 4 sensors at a noise level of 10%, the
accuracy of identification is compromised. As damage is only identified
in the vicinity of the actual damage location.
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4.5.3 The Output-Only Identification Problem
Similar to Sec. 4.1.2, the output-only identification problem for an onshore
WT reduced model is considered. The optimization problem involved in doing
so is explained in detail in Sec. 3.5.3 and the excitations were generated as
explained in Sec. 4.5.
An important difference between the output-only problem studied for re-
duced onshore models and all other SI problems considered so far lies in the
fact that the excitations applied on the structure are both forces and mo-
ments. For the purpose of identifying forces, it was already shown that linear
accelerometers were sufficient. For moments, however, additional angular ac-
celerometers must be installed near the point of excitation application. The
sensor configuration along with the noise percentages is shown in Table 4.11.
The designation nr denote a sensor installed at the n−th node and measure
angular accelerations while an l superscript stands for linear accelerometers.
Table 4.11: Sensor configurations and noise values.
Number of Sensor Noise
Sensors (l+r) Location (%)
14 + 2 2l to 15l, 14r, 15r 0
8 + 2 2l, 4l, 6l, 8l, 10l, 12l, 14l, 14r, 15l, 15r 2
4 + 2 5l, 10l, 14l, 14r, 15l, 15r 5
10
The output-only identification results obtained are detailed in Table 4.12
and further summarized in Fig. 4.47. It was found that, unlike in two-
dimensional shear frames, the predicted excitation was inaccurate even when
the case of 0% noise was considered. This is attributed to the fact that
the applied excitations are both forces and moments, and act on the same
spot. Thus creating an indefinite amount of possible force and moment com-
binations that still generate the same response at that particular DOF. The
proposed method, however, still converges to the real structure despite this
drawback. To further explain this convergence, it is required to reflect back to
the output-only identification scheme adopted in this research, namely: the
forces are generated in such a way that the vibration of the DOF at which
the forces are applied matches the measured vibration regardless of whether
the structure is the correct or incorrect one. It is the other DOFs that pro-
vide this distinguishing. Thus, it is vital for the output-only scheme that the
vibration response of other DOFs is measured as well.
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Table 4.12: Identification results: Output-only.
Sensors Noise Error (%)
(%) ǫk α β
14l+2r 0 0.0019 -0.5800 0.0000
2 0.0175 -1.4700 0.0000
5 0.0313 -1.9200 0.0000
10 0.1006 -5.0500 0.0000
8l+2r 0 0.0031 -0.5700 0.0000
2 0.0256 -1.6900 -0.0100
5 0.0488 -1.6000 0.0000
10 0.0943 -6.6100 -0.0300
4l+2r 0 0.0025 -0.3900 0.0000
2 0.0275 -1.1100 0.0000
5 0.0606 -2.3600 -0.0100

















Figure 4.47: Output-only identification results summary.
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To conclude, following remarks are made:
• With the accomplishment of output-only identification, the main pur-
pose of developing the reduced model in the first place is fulfilled, reme-
dying the drawbacks of using FAST in the structural identification and
damage detection of WTs.
• It was found that the identification results of output-only cases are more
accurate for noisy vibration than their input/output counterparts. This
is due to the fact that noisy excitations are not provided to MAR-
SHAL, but are rather estimated using the predictor-corrector scheme,
thus eliminating one source of noisy error.
4.6 Summary and Conclusions
Four numerical study cases were presented in this chapter, namely: struc-
tural identification of two-dimensional shear frames, structural identification
and damage detection of offshore WTs, derivation (and verification) of a re-
duced model for onshore WTs and the structural identification and damage
detection of onshore WTs using a reduced model. Various factors affecting
the accuracy of identification were investigated: the length of time history,
the noise percentage, the damage severity and the number and location of
sensors.
To start with, two-dimensional shear frames were considered, featuring
known mass, unknown mass and output-only identification, with the results
being compared with a previous study utilizing a modified version of the
well-known genetic algorithms. To illustrate, the average errors in the case of
unknown mass identification of a 20-DOF structure under 10% noise using a
10 seconds long time history was 1.47%, 1.32%, 4.60% and 0.20% for stiffness,
mass, α and β, respectively. It shall be noted, however, that the identification
of damping coefficients α was less accurate than β. This is due to the fact
that α is multiplied by the mass matrix, which has a significantly smaller
numerical value than the stiffness matrix, by which β is multiplied.
Even in the absence of excitation information, MARSHAL showed versa-
tility in coping with output-only problems with minimum modification. The
results were satisfying, as MARSHAL succeeded not only in surpassing the
modified GA approach, but in obtaining accurate stiffness and excitation pre-
dictions as well: For the case of 20-DOF structure under 10% noise using an
time history of 1 second initial length, the identified average error in stiffness
was 0.51%. Furthermore, an extremely accurate prediction of applied excita-
tions was achieved. The damping coefficient α was, however, identified with
much less accuracy for reasons previously explained.
112 Chapter 4. Numerical Study Cases
Motivated by such promising results, a 5-MW reference wind turbine was
considered for identification. Due to the complexity of modeling a full-scale
WT, the necessary vibration response was obtained using an open source
software called FAST. A variety of identification and damage detection cases
were considered to study the effect of the number of sensors, sensor location,
damage magnitude and noise percentage.
It was found that MARSHAL is unaffected by the severity of damage.
The average error in identified stiffness resulting from identifying offshore
WTs under 0% noise and utilizing 10 sensors was 0.0063%, 0.0000%, 0.0000%
and 0.0125% for a damage magnitude of 10%, 5%, 3% and 0%, respectively.
The increase in considered number of sensors (up to 10 sensors) had a pos-
itive impact on the identification accuracy. Level III detection was achieved
using 10 sensors even at 10% noise. On the other end, only Level II detection
was achieved when using a single acceleration sensor at 10% noise. In other
words, limited instrumentation could compromise the accuracy of detection
at high noise values.
Two major drawbacks arise when utilizing FAST as a full-scale modeling
routine, namely: being problem/model specific, and requiring a full inflow
wind profile. Such drawbacks limit its accuracy in real-life applications and
are incompatible with the output-only identification scheme adopted in this
research. Thus, a reduced model approach was derived, verified and applied
on several identification cases.
Due to the fact that both forces and moments act on the same spot in
the output-only identification problem, an infinite amount of possible force
and moment combination would yield the same response. Thus, the predic-
tion of excitations was, unlike in two-dimensional shear frames, inaccurate.
The structural identification was, however, satisfying. For instance, the av-
erage error in identified stiffness under 10% noise was 0.1006%, 0.0943% and
0.1006% for a total of 16, 10 and 6 sensors, respectively.
Reconsidering the results obtained from the identification of reduced mod-
els, an interesting conclusion about the number of sensors could be drawn,
namely: using an extensive number of sensors only “confuses” the identifica-
tion algorithm, as all of these sensors have inherent noise.
Despite the fact that satisfying results were obtained in numerical study
cases, it is still necessary to test MARSHAL in an experimental study case,




To assess the applicability of the proposed identification scheme to more real-
istic data, a laboratory test model of a scaled wind turbine tower supported
by a tripile foundation was considered. The laboratory tests were conducted
at the Institute of Structural Analysis (Institut fu¨r Statik und Dynamik -
ISD) at Leibniz Universita¨t Hannover (LUH), with aim to identify damage
via changes in the modal parameters by comparing damaged and undamaged
structural states using the Modal Assurance Criterion (MAC) as presented
by Schro¨der et al. [78].
5.1 Description of Laboratory Test Model
The considered scaled laboratory wind turbine model is shown in Fig. 5.1.
The model is made of structural steel having an elastic modulus of 210 GPa,
shear modulus of 80.8 GPa, and mass density 7850 kg/m3.
The tower has a circular cross section having an outer diameter of 114.3mm
and wall thickness of 3.2mm. It is 2m long and the rotor nacelle assembly
was substituted by a concentrated mass at the tower top.
Three inclined rectangular cross sections (50mm × 50mm and 3mm thick-
ness) support the tower and transfer the loads to three piles. These piles have
a circular cross section (outer diameter 48.3mm, thickness 3.2mm) and are
0.6m long.
To simulate damage, two flange connections were added to one of the three
supporting legs of the tripile. When testing a damaged structure, the bolts
of these flanges were unscrewed and completely loosened, creating a more
complicated and challenging type of damage than the usual approach used in
damaging a structure, namely by introducing saw cuts in the cross sections.
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Figure 5.1: Schematic of laboratory model [78].
The reason behind this added complexity is that loosening the bolts does
not only affect the stiffness of the structure, but the damping behavior as
well. This is witnessed in a sudden and significant increase in the damping
properties of the structure when damaged.
Such increase in damping could be due to the occurrence of relative sliding
in the flange connection at high vibration amplitudes of the structure. Such
sliding generates additional energy dissipating mechanisms, thus increasing
the damping properties. Following such reasoning, damping would be ampli-
tude dependent. This issue was, however, tackled with a two-stage damping
scheme introduced later on in this chapter.
When performing the laboratory test, the structure was released from an
initial displacement caused by a 100 N force applied at the tower top in a
direction parallel to the leg that has the installed flanges.
Data acquisition was done via 4 accelerometers, 3 of which are installed
at the third, two thirds and top of the tower, whilst the last one is installed
near the damage-inducing flange.
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5.2 The Corresponding Numerical Model
Based on the geometry and structural characteristics provided by Schro¨der
et al. [78], a three dimensional numerical model was assembled as shown in
Fig. 5.2. Beam elements were used in the assembly of the numerical model,
with their mass, stiffness and damping matrices calculated in accordance with
Sec. 3.6.1.
Figure 5.2: Numerical model.
For damping, a Rayleigh type damping was assumed. It is clear that
such an assumption is a simplification of the amplitude dependent damping
behavior that such a structure is subjected to. Nevertheless, it is out of the
scope of this research to further investigate the damping behavior of such a
structure as it is believed to be a research topic itself.
For tackling such challenging damping, however, a two-stage damping was
considered. To illustrate such two-stage damping, the raw vibration response
measured at the tower top of a damaged laboratory model is shown in Fig.
5.3.
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Figure 5.3: Raw acceleration data at tower top for the damaged structure.
It can be seen that during the first moments after releasing the structure,
its vibration response is highly damped whereas the rest of the vibration
proceeds with a much lower damping.
This previous discussion motivates the two-stage damping approach in
which a high damping ratio ζ1 is assumed for the first t1 seconds, and a
relatively lower damping ratio ζ2 is assumed for the rest of the time history.
Such damping scheme is illustrated in Fig. 5.4a. A possible refinement of
such model could be implemented by assuming any function for the variation
of damping ratio with time ζ(t), e.g. a linearly decreasing damping ratio,
followed by a constant damping ratio for the rest of the time history. Such
refinement is shown in Fig. 5.4b. It shall be mentioned, however, that a
two-stage damping scheme using constant damping ratios is implemented in
this research. Once the damping ratios are identified, the Rayleigh damping
coefficients are calculated.
5.3 Data Pre-processing
As previously mentioned, the vibration response is measured at four points
on the structure: three on the tower and one on the damaged supporting
pile. The measurements were extremely noisy and required pre-processing
before passing them to MARSHAL. The implemented pre-processing scheme,
































(b) Refined multi-stage damping
Figure 5.4: Possible damping ratio assumptions.
illustrated in Fig. 5.5 is consisted of:
• Performing noise filtering.
• Resolving any data offset.
• Manual triggering, i.e. determining an accurate time instance at which
the force was released.
For filtering the raw data, a 41-term moving average filter was used. The
resulting data, shown in Fig. 5.5b is much better when compared to the raw
data, shown in Fig. 5.5a.
Fine calibration and data offset correction are inevitable when real data
acquisition tools are used. Such offset is treated by shifting the data properly.
Finally, the time instance at which the force was released should be deter-
mined and the data shall be trimmed accordingly. Such determination could
be done automatically or manually. In the research work of this dissertation,
it is done manually via sound engineering judgment. The ready-to-use data
is shown in Fig. 5.5c.
Once filtering, shifting and trimming are performed, the data is ready to
be used in the structural identification and damage detection of the laboratory
structure.
5.4 The Structural Identification Problem
The structural identification of an undamaged structure is performed first,
followed by the identification and damage detection of the damaged structure.
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(b) Data filtering and shifting.
















Figure 5.5: Data processing.
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As detailed previously, the laboratory test model is released from an initial
position generated by applying a 100 N force at the tower top. The accelerom-
eters have a sampling frequency of 400 Hz and the length of the considered
time history (after releasing the structure) is 5 seconds.
The numerical model of the considered structure is discretized as shown
in Fig. 5.2, thus creating 16 nodes, or 15 elements. The mass of the structure
was assumed to be known.
The solution vector is defined on an element basis as follows:
X = {E1, E2, . . . , E15, G1, G2, . . . , G15, ζ1, ζ2} , (5.1)
where Ei and Gi is the elastic and shear modulus of the i−th element in the
numerical model, ζ1 is the “Stage 1” high damping ratio and ζ2 is the “Stage
2” low damping ratio.
The optimization algorithm is run 10 times. Each run has a total of
40,000 iterations and is subdivided into 8 subruns of 5,000 iterations each.
Other configurations of MARSHAL remained unchanged and were taken as
assumed in Ch. 4.
The upper bounds, lower bounds and step sizes for this optimization prob-
lem are shown in Table 5.1, resulting in a search space of NSS = 7.8020×10
72.








E1 . . . E15 21 GPa 210 GPa 1.05 GPa
G1 . . . G15 8.08 GPa 80.8 GPa 0.404 GPa
ζ1 0.0002 0.0040 1.00×10
−5
ζ2 0.0002 0.0040 1.00×10
−5
The optimum results obtained from all 10 optimization runs are stored in
Xopt and averaged to obtain the representative Xµ which is detailed in Table
5.2 and summarized in Fig. 5.6 and 5.7. Further details can be found in
Appendix E.
Considering the results obtained from the identification of an undamaged
experimental tripile structure, following conclusions could be drawn:
• MARSHAL was capable of identifying the elastic modulus and shear
modulus with minimum error.
• Interestingly, the identified damping ratio for both stages was 0.002,
meaning that no stage damping is required, as the extra dissipation
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Table 5.2: Results for experimental undamaged tripile identification.
Structural Variables Value DI
Part Ei Gi (GPa) (GPa) (%) (%)
Leg 1 E1 G1 210.00 80.80 0.00 0.00
E2 G2 210.00 80.80 0.00 0.00
E3 G3 206.01 80.80 1.90 0.00
E4 G4 205.80 80.80 2.00 0.00
Leg 2 E5 G5 210.00 80.80 0.00 0.00
E6 G6 210.00 80.80 0.00 0.00
E7 G7 210.00 80.80 0.00 0.00
E8 G8 210.00 80.80 0.00 0.00
Leg 3 E9 G9 210.00 79.18 0.00 1.00
(Flanged) E10 G10 210.00 79.99 0.00 2.00
E11 G11 210.00 80.80 0.00 0.00
E12 G12 210.00 80.80 0.00 0.00
Tower E13 G13 210.00 80.80 0.00 0.00
E14 G14 210.00 80.80 0.00 0.00
E15 G15 210.00 80.80 0.00 0.00
Identified damping:
ζ1 = 0.002 for t ≤ 0.25sec
ζ2 = 0.002 for t > 0.25sec
mechanism of partial sliding, discussed previously, does not occur when
the bolts aren’t loosened.
• The results obtained for the shear modulus suggest a slight reduction
in the shear modulus of elements 9 and 10. Interesting in that is the
fact that elements 9 and 10 are located in the monopile leg that has
the installed flanges. Meaning that the algorithm actually succeeded in
detecting the presence of the flange.
• It still can be argued that these fluctuations are also inherited in the
material characteristics. Practically, these values are not exactly 210
GPa and 80.8 GPa for the elastic and shear modulus, respectively, but
fluctuate around that value with some deviation.
• The results are satisfying and encourage further investigation of a dam-
aged case of tripile structure in which the bolts on the installed flanges
are loosened.
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Figure 5.6: Identified elastic modulus: Undamaged case.





















Figure 5.7: Identified shear modulus: Undamaged case.
5.5 The Damage Detection Problem
To follow up, the structural identification and damage detection of a dam-
aged wind turbine model was considered. With the exception of search space
definition, all settings with regard to excitations, acceleration measurements,
MARSHAL parameters, runs and iterations were identical to those used in
the undamaged case.
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For defining the search space, the space of variable ζ1 has been shifted
up to search higher values, to meet the significant increase in damping for
the damaged experimental case, as previously explained. The upper bounds,
lower bounds and step sizes for this optimization problem are shown in Table
5.3, resulting in a search space of NSS = 7.8020× 10
72.








E1 . . . E15 21 GPa 210 GPa 1.05 GPa
G1 . . . G15 8.08 GPa 80.8 GPa 0.404 GPa
ζ1 0.0190 0.1900 9.50×10
−4
ζ2 0.0002 0.0040 1.00×10
−5
The average optimum solution Xµ is detailed in Table 5.4 and illustrated
in Fig. 5.8 and 5.9. Details for the optimum solution obtained for each of the
10 optimization runs can be found in Appendix E.
Table 5.4: Results for experimental damaged tripile detection.
Structural Variables Value DI
Part Ei Gi (GPa) (GPa) (%) (%)
Leg 1 E1 G1 210.00 80.80 0.00 0.00
E2 G2 203.70 59.15 3.00 26.80
E3 G3 200.97 75.67 4.30 6.35
E4 G4 209.16 69.61 0.40 13.85
Leg 2 E5 G5 210.00 80.80 0.00 0.00
E6 G6 197.09 60.12 6.15 25.60
E7 G7 193.73 68.96 7.75 14.65
E8 G8 209.16 71.47 0.40 11.55
Leg 3 E9 G9 135.35 38.62 35.55 52.20
(Flanged) E10 G10 87.89 42.14 58.15 47.85
E11 G11 197.75 52.20 5.85 35.40
E12 G12 209.69 54.82 0.15 32.15
Tower E13 G13 210.00 80.80 0.00 0.00
E14 G14 210.00 80.80 0.00 0.00
E15 G15 210.00 80.80 0.00 0.00
Identified damping:
ζ1 = 0.2300 for t ≤ 0.25sec
ζ2 = 0.0015 for t > 0.25sec
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Figure 5.8: Identified elastic modulus: Damaged case.





















Figure 5.9: Identified shear modulus: Damaged case.
Based on the results of damage detection, as detailed in Table 5.4, following
conclusions could be drawn:
• The identified elastic modulus clearly suggests a significant decrease at
element 9 and 10, which is the correct location, since these elements
have the installed loosened flange connections that are used to induce
damage.
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• The identified results for the shear modulus are less accurate, as tor-
sional modes were not excited during the test.
• Generally, the damage detection accuracy is considered satisfying.
It is expected for the identified structure to have a vibration response that
is as close as possible to the experimental structure. Thus, to conclude the
experimental investigation, the acceleration response of both experimental
and identified structures is shown in Fig. 5.10 for the damaged case.



















Figure 5.10: Acceleration comparison of identified damaged structure.
The experimental identification and damage detection of a tripile support-
ing structure has been carried out satisfactorily in this chapter. A simplified
representation for the amplitude-dependent damping was presented, which
was achieved via a two-stage simplified Rayleigh damping approach. With
this success, it can now be established that a new numerical structural identi-
fication and damage detection framework has emerged, namely: The Modified
Adaptive haRmony SearcH ALgorithm (MARSHAL). MARSHAL’s satisfying
results and versatility encourages its further utilization in other complicated
identification and damage detection problems, as it is now established that
MARSHAL requires only a valid analysis routine to be “plugged in” the algo-
rithms structure to work. To prove that, a variety of numerical cases, finalized
with an experimental case, were studied and satisfying results were achieved.
5.6 Summary and Conclusions
To confirm the broad applicability of MARSHAL, an experimental study of a
tripile supporting structure was considered in this chapter for both damaged
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and undamaged cases.
Damage, in the form of flange loosening, represented a more complicated
and challenging type of damage as such not only affects the stiffness of the
connected members, but the damping behavior as well.
For the case of an undamaged structure, MARSHAL did not identify any
significant damage in the structure except for some minor reductions which
can be attributed to the fact that such fluctuations are inherent in materials.
For the case of a damaged structure, MARSHAL provided clear indications
of a reduction in the elastic modulus at the location of damage. For the
elements No. 9 and 10, the identified elastic modulus was E9 = 135.35 GPa
and E10 = 87.89 GPa, which correspond to a reduction of 35.55% and 58.15%
in stiffness, respectively. The shear modulus was, however, identified with
lower accuracy. Generally, such results are satisfying.
The experimental identification and damage detection of a tripile support-
ing structure has been carried out satisfactorily in this chapter. A simplified
representation for the amplitude-dependent damping was presented, which
was achieved via a two-stage simplified Rayleigh damping approach.
The success MARSHAL achieved in numerical and experimental study
cases can now establish that a new numerical structural identification and
damage detection framework has emerged, namely: The Modified Adaptive
haRmony SearcH ALgorithm (MARSHAL).
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Chapter 6
Summary, Conclusions and Future Re-
search
This study presented a Modified Adaptive haRmony SearcH ALgorithm (MAR-
SHAL) for the investigation of structural identification and damage detection
problems as optimization problems. The experience gained from applying
such sophisticated algorithm on both numerical and experimental problems is
summarized and concluded in this chapter, setting course for future research
to continue from where this research has finished.
6.1 Summary
A variety of structural identification methods have been proposed and de-
veloped. Most of these methods are, however, problem specific and utilize
classical approaches which rely on sound mathematical theories. Such classi-
cal approaches have limitations, such as: requiring gradient information, re-
quiring a relatively good initial guess, assuming a certain noise or excitation
pattern, assuming that all components of vibration response (acceleration,
velocity and displacements) are measured and/or that an extensive array of
sensors is implemented. At their best performance, they still obtain near opti-
mal, i.e. close to real values, structural parameters, motivating the utilization
of non-classical approaches based on metaheuristic optimization algorithms.
Thus this study developed a robust, efficient and versatile structural iden-
tification and damage detection framework based on a Modified Adaptive
haRmony SearcH ALgorithm (MARSHAL).
MARSHAL is a self-modifying experience-based algorithm that incorpo-
rates a smart parameter selection system, an innovative engineering sense
by realizing the coupling effect of stiffness terms in the stiffness matrix and a
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two-stage experience-based search guidance which highlights potential regions
within the search space.
To utilize MARSHAL in structural identification and damage detection
problems, these problems were formulated as optimization problems with the
objective to minimize errors between measured and predicted data.
A unified and consistent approach in the formulation of structural identifi-
cation and damage detection problems as optimization problems was adopted,
namely: establishing the dynamic analysis, solution vector, search space and
objective function.
To test MARSHAL in a comparative study with the well-known Genetic
Algorithm, the structural identification of two-dimensional shear frames was
considered first.
The encouraging results motivated the investigation of structural iden-
tification and damage detection problems of offshore wind turbines. Since
MARSHAL is a vibration-based identification technique, the vibration re-
sponse of such turbines must be calculated. Modeling a full-scale wind tur-
bine is challenging, and was achieved by using an open source code called
FAST. However, FAST had some drawbacks, namely: it is problem specific,
and requires detailed inflow wind information, making it incompatible with
the adopted output-only approach.
Thus, to obtain the vibration response of a wind turbine without using
FAST, model reduction of onshore wind turbines was considered, where the
entire rotor-nacelle assembly was replaced with a much simpler representa-
tion. Such simpler representation allowed the direct evaluation of the turbine
tower vibration response without the use of sophisticated multi-body analysis
packages such as FAST.
To finalize, MARSHAL’s applicability on more realistic experimental data
was assessed by investigating an undamaged and damaged experimental tripile
supporting structure.
6.2 Conclusions
Satisfying results were obtained from the structural identification and damage
detection of the various problems considered in this study.
The structural identification of two-dimensional shear frames assuming a
known mass, unknown mass and output-only problem was performed suc-
cessfully. The results were compared to another well-known optimization
algorithm, namely: a modified Genetic Algorithm and prove the superiority
of MARSHAL. Satisfying results were obtained. To illustrate, the average er-
rors in the case of unknown mass identification of a 20-DOF structure under
10% noise using a 10 seconds long time history was 1.47%, 1.32%, 4.60% and
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0.20% for stiffness, mass, α and β, respectively. The identification of damping
coefficients α was less accurate than β due to the fact that α is multiplied by
the mass matrix, which has a significantly smaller numerical value that the
stiffness matrix, by which β is multiplied.
MARSHAL proved its versatility when performing output-only identifi-
cation, as minimum modifications in the main structure of MARSHAL were
required. MARSHAL succeeded in obtaining accurate stiffness and excitation
predictions: For the case of 20-DOF structure under 10% noise using an time
history of 1 second initial length, the identified average error in stiffness was
0.51%.
The structural identification and damage detection of offshore wind tur-
bines using MARSHAL was performed satisfyingly. Due to the complexity of
modeling a full-scale wind turbine, an open source software called FAST was
used. The investigated identification and damage detection cases included the
effect of noise, number of sensors, sensor location and damage magnitude.
MARSHAL was unaffected by the severity of damage. When identifying
offshore wind turbines under 0% noise and utilizing 10 sensors, the average
error in stiffness was 0.0063%, 0.0000%, 0.0000% and 0.0125% for a damage
magnitude of 10%, 5%, 3% and 0%, respectively. Furthermore, the increase
in the number of sensors improved the identification accuracy.
For the case of input-output identification of offshore wind turbines, Level
III detection was achieved using 10 sensors even at 10% noise. Whereas a
limited instrumentation could compromise the accuracy of detection at high
noise values. This was the case when using a single acceleration sensor at 10%
noise, where only a Level II identification was achieved.
A reduced model approach, motivated by the drawbacks of using FAST,
was derived, validated and applied on several identification cases. The results
of identification using the reduced model was satisfying. For the case of an
unknown mass identification of an undamaged wind turbine under 10% noise
and utilizing 7 sensors, the average error was 1.1744%, 4.6200%, 2.1900% and
3.1400% for stiffness, mass, α and β, respectively.
The results of output-only identification using the reduced model were sat-
isfying: the average error in identified stiffness under 10% noise was 0.1006%,
0.0943% and 0.1006% for a total of 16, 10 and 6 sensors, respectively. Due
to the fact that both forces and moments act on the same spot, an infinite
amount of possible force and moment combination would yield the same re-
sponse. Thus, the prediction of excitations was inaccurate.
Surprisingly, it was evident from the results obtained using reduced models
that using an extensive number of sensors would “confuse” the identification
algorithm, as all of these sensors have inherent noise.
To investigate the applicability of MARSHAL on experimental data, an
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experimental study of a tripile supporting structure was considered. Damage
was applied by loosening the bolts in installed flanges, which represents a
more complicated and challenging type of damage as such not only affects the
stiffness of the connected members, but the damping behavior as well.
The results were satisfying: MARSHAL did not identify any damage for
the case of undamaged tripile structure. On the other hand, MARSHAL
provided clear indications of a reduction in the elastic modulus at the location
of damage for the damaged tripile structure. For the elements No. 9 and
10, the identified elastic modulus was E9 = 135.35 GPa and E10 = 87.89
GPa, which correspond to a reduction of 35.55% and 58.15% in stiffness,
respectively. The shear modulus was, however, identified with lower accuracy.
Generally, such results are satisfying.
With the success MARSHAL achieved in numerical and experimental
study cases the primary objective of this study was fulfilled, i.e. the de-
velopment of a vibration-based global structural identification and damage
detection numerical framework that is applicable on a broad variety of struc-
tures with minimum modifications. The framework’s official name is now
MARSHAL.
6.3 Future Research
MARSHAL was proven to be a powerful and potential algorithm. As a matter
of fact, it is this potential that encourages future research work.
Since MARSHAL is a broadly applicable structural identification tech-
nique, it is encouraged to consider more complex structural identification
problems of wind turbines, involving soil-structure interaction, identification
of hydrodynamic loads, on-line structural identification and structural identi-
fication with yaw error. Other structures such as bridges, dams and offshore
platforms should be investigated, too.
Structural health monitoring is a large system, with MARSHAL being
only a part in it. Future research trends should address the inclusion of
MARSHAL within existing structural health monitoring packages such as the
DIAMOND, developed by Los Alamos National Laboratory.
Despite the fact that MARSHAL provides information about the current
state of the structure, it still does not give any information of the effect of such
state on the load carrying capacity and long-term behavior of the structure.
This could represent an interesting topic to couple MARSHAL with some
statistical prediction system.
MARSHAL could perform much better if the location of damage is known
a priori. Thus, it could be coupled with an initial Level II detection technique,
e.g. relying on modal data.
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Application of MARSHAL to real structures requires an accurate mathe-
matical model to be established that reproduces the vibration response of the
actual structure. An important balance must be found between accurately
modeling the vibration response, yet keeping the model as simple as possible
for a feasible search space. Thus, an interesting topic for future research is
to test the effect of additional degrees-of-freedom, additional elements and
more complex damping behavior on MARSHAL’s identification capabilities,
performing necessary improvements in the process.
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---------------------- FAST TOWER FILE -----------------------------------------
NREL 5.0 MW offshore baseline monopile tower with rigid foundation input properties.
---------------------- TOWER PARAMETERS ----------------------------------------
13 NTwInpSt - Number of input stations to specify tower geometry
False CalcTMode - Calculate tower mode shapes internally
1.0 TwrFADmp(1) - Tower 1st fore-aft mode structural damping ratio (%)
1.0 TwrFADmp(2) - Tower 2nd fore-aft mode structural damping ratio (%)
1.0 TwrSSDmp(1) - Tower 1st side-to-side mode structural damping ratio (%)
1.0 TwrSSDmp(2) - Tower 2nd side-to-side mode structural damping ratio (%)
---------------------- TOWER ADJUSTMUNT FACTORS --------------------------------
1.0 FAStTunr(1) - Tower fore-aft modal stiffness tuner, 1st mode (-)
1.0 FAStTunr(2) - Tower fore-aft modal stiffness tuner, 2nd mode (-)
1.0 SSStTunr(1) - Tower side-to-side stiffness tuner, 1st mode (-)
1.0 SSStTunr(2) - Tower side-to-side stiffness tuner, 2nd mode (-)
1.0 AdjTwMa - Factor to adjust tower mass density (-)
1.0 AdjFASt - Factor to adjust tower fore-aft stiffness (-)
1.0 AdjSSSt - Factor to adjust tower side-to-side stiffness (-)
---------------------- DISTRIBUTED TOWER PROPERTIES ----------------------------
HtFract TMassDen TwFAStif TwSSStif TwGJStif TwEAStif TwFAIner TwSSIner TwFAcgOf TwSScgOf
(-) (kg/m) (Nm^2) (Nm^2) (Nm^2) (N) (kg m) (kg m) (m) (m)
0.00000 9517.14 1037.13E9 1037.13E9 798.098E9 235.129E9 41979.2 41979.2 0.0 0.0
0.27881 9517.14 1037.13E9 1037.13E9 798.098E9 235.129E9 41979.2 41979.2 0.0 0.0
0.27882 4306.51 474.49E9 474.49E9 365.133E9 106.396E9 19205.6 19205.6 0.0 0.0
0.35094 4030.44 413.08E9 413.08E9 317.878E9 99.576E9 16720.0 16720.0 0.0 0.0
0.42306 3763.45 357.83E9 357.83E9 275.356E9 92.979E9 14483.4 14483.4 0.0 0.0
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0.49517 3505.52 308.30E9 308.30E9 237.242E9 86.607E9 12478.7 12478.7 0.0 0.0
0.56729 3256.66 264.08E9 264.08E9 203.220E9 80.459E9 10689.2 10689.2 0.0 0.0
0.63941 3016.86 224.80E9 224.80E9 172.987E9 74.534E9 9098.9 9098.9 0.0 0.0
0.71153 2786.13 190.06E9 190.06E9 146.252E9 68.834E9 7692.7 7692.7 0.0 0.0
0.78365 2564.46 159.49E9 159.49E9 122.735E9 63.357E9 6455.7 6455.7 0.0 0.0
0.85576 2351.87 132.77E9 132.77E9 102.167E9 58.105E9 5373.9 5373.9 0.0 0.0
0.92788 2148.34 109.54E9 109.54E9 84.291E9 53.077E9 4433.6 4433.6 0.0 0.0
1.00000 1953.87 89.49E9 89.49E9 68.863E9 48.272E9 3622.1 3622.1 0.0 0.0
---------------------- TOWER FORE-AFT MODE SHAPES ------------------------------
1.3567 TwFAM1Sh(2) - Mode 1, coefficient of x^2 term
-3.7853 TwFAM1Sh(3) - , coefficient of x^3 term
8.5603 TwFAM1Sh(4) - , coefficient of x^4 term
-7.4143 TwFAM1Sh(5) - , coefficient of x^5 term
2.2826 TwFAM1Sh(6) - , coefficient of x^6 term
-59.6946 TwFAM2Sh(2) - Mode 2, coefficient of x^2 term
60.4622 TwFAM2Sh(3) - , coefficient of x^3 term
-84.6830 TwFAM2Sh(4) - , coefficient of x^4 term
182.3303 TwFAM2Sh(5) - , coefficient of x^5 term
-97.4148 TwFAM2Sh(6) - , coefficient of x^6 term
---------------------- TOWER SIDE-TO-SIDE MODE SHAPES --------------------------
1.3381 TwSSM1Sh(2) - Mode 1, coefficient of x^2 term
-3.8562 TwSSM1Sh(3) - , coefficient of x^3 term
8.8383 TwSSM1Sh(4) - , coefficient of x^4 term
-7.5993 TwSSM1Sh(5) - , coefficient of x^5 term
2.2791 TwSSM1Sh(6) - , coefficient of x^6 term
-79.9756 TwSSM2Sh(2) - Mode 2, coefficient of x^2 term
114.9671 TwSSM2Sh(3) - , coefficient of x^3 term
-238.8314 TwSSM2Sh(4) - , coefficient of x^4 term
380.7391 TwSSM2Sh(5) - , coefficient of x^5 term
-175.8991 TwSSM2Sh(6) - , coefficient of x^6 term
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Appendix B
Detailed Results for Shear Frames
B.1 Known Mass Results
For the sake of illustration, results from all 10 runs of the known mass iden-
tification performed on a 5-DOF structure are presented for the case of 0%
noise and a variety of time history lengths. For the sake of abstraction and
due to the fact that two-dimensional shear frames are a rather simple problem
which does not require such extensive detail, only the average result obtained
from all 10 identification results is tabulated for the rest of the identification
cases.
For the sake of simplicity and in order to have a unified simple represen-
tation of results, the values of structural characteristics in all obtained results
in this appendix are shown as the deviation (in %) from the original values.
Thus, of it is stated, for example, that ∆k1 = −1%, then the identified value
of k1 is 0.99 times its originally assumed value.
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Table B.1: Known mass identification detailed results: 5-DOF structure.
Noise ttotal Run Results (%)
(%) (seconds) ∆k1 ∆k2 ∆k3 ∆k4 ∆k5 ∆α ∆β
0 0.5 1 0 0 0 0 0 0 0
2 0 0 0 0 0 -2 0
3 0 0 0 0 0 -4 1
4 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0
6 0 0 0 0 0 -1 0
7 0 0 0 0 0 -1 0
8 0 0 0 0 0 0 1
9 0 0 0 0 0 -4 0
10 0 0 0 0 0 0 0
∆Xµ 0 0 0 0 0 -1.2 0.2
0 1.0 1 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0
3 0 1 -1 0 0 2 1
4 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0
6 0 1 -1 0 0 2 1
7 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0
∆Xµ 0 0.2 -0.2 0 0 0.4 -0.2
0 2.0 1 0 0 0 0 0 3 0
2 0 0 0 0 0 -2 1
3 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0
6 0 0 0 0 0 1 0
7 0 0 0 0 0 0 1
8 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0
∆Xµ 0 0 0 0 0 0.2 0.2
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Table C.1: Cont’d
Noise ttotal Run Results (%)
(%) (seconds) ∆k1 ∆k2 ∆k3 ∆k4 ∆k5 ∆α ∆β
0 5.0 1 0 0 0 0 0 2 0
2 -1 1 0 0 1 -8 2
3 0 0 0 0 0 2 0
4 0 0 0 0 0 0 0
5 0 -1 0 0 0 1 -1
6 0 0 0 0 0 0 0
7 0 1 0 0 1 -4 1
8 0 -1 0 0 0 0 1
9 -1 0 0 0 0 0 0
10 0 0 0 0 0 1 -1
∆Xµ -0.2 0 0 0 0.2 -0.6 0.2
0 10.0 1 0 0 0 0 0 0 1
2 0 0 0 0 0 0 0
3 -1 1 0 1 0 -2 2
4 1 -1 0 0 0 -1 0
5 -1 1 0 0 1 1 -1
6 -1 1 0 0 0 0 1
7 1 -1 0 0 0 -2 1
8 0 0 0 1 0 0 0
9 0 0 0 0 0 -1 1
10 -1 1 0 0 1 1 -1
∆Xµ -0.2 0.2 0 0.2 0.2 -0.4 0.4
Table B.2: Known mass identification average results: 5-DOF structure.
Noise ttotal Results (%)
(%) (seconds) ∆k1 ∆k2 ∆k3 ∆k4 ∆k5 ∆α ∆β
0 0.5 0.0 0.0 0.0 0.0 0.0 -1.2 0.2
1.0 0.0 0.2 -0.2 0.0 0.0 0.4 -0.2
2.0 0.0 0.0 0.0 0.0 0.0 0.2 0.2
5.0 -0.2 0.0 0.0 0.0 0.2 -0.6 0.2
10.0 -0.2 0.2 0.0 0.2 0.2 -0.4 0.4
5 0.5 11.4 -9.2 4.6 -9.2 -2.0 -21.0 12.6
1.0 -0.2 -0.8 -0.6 -0.2 1.8 2.0 0.6
2.0 1.4 -0.2 -0.8 0.0 0.0 -3.4 1.2
5.0 -0.4 1.2 0.6 0.0 -0.6 2.4 1.4
10.0 0.2 0.2 0.0 -0.2 0.2 1.6 -0.6
10 0.5 -9.4 -4.8 0.6 10.2 4.6 -122.4 39.8
1.0 6.0 -8.6 -7.6 7.8 6.0 -23.0 3.8
2.0 2.6 -1.2 -0.2 -1.6 -1.4 -12.6 17.0
5.0 1.6 2.0 -1.0 -0.2 0.6 -1.4 4.0
























Table B.3: Known mass identification average results: 10-DOF structure.
Noise ttotal Results (%)
(%) (seconds) ∆k1 ∆k2 ∆k3 ∆k4 ∆k5 ∆k6 ∆k7 ∆k8 ∆k9 ∆k10 ∆α ∆β
0 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3.0 0.0
1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.4 0.0
2.0 -0.4 1.0 0.0 0.4 0.0 0.0 0.0 0.0 0.0 0.0 -0.2 0.0
5.0 -0.4 0.2 0.0 0.2 0.0 -0.4 0.6 0.0 0.0 0.0 0.0 0.2
10.0 0.2 -0.4 -0.2 0.0 0.0 0.2 0.2 -0.2 0.0 0.0 0.4 0.0
5 0.5 -2.8 -2.6 0.8 1.4 -0.6 -0.8 3.4 -2.0 0.6 0.0 -12.2 -0.2
1.0 1.1 -2.2 2.8 1.6 -1.0 -2.0 -1.6 0.7 0.8 0.2 -9.4 0.4
2.0 1.6 -2.6 -1.2 -0.6 0.8 -0.4 -1.2 0.2 0.8 -0.6 1.8 1.6
5.0 0.4 0.4 0.2 -1.4 -0.2 1.6 -1.4 0.2 0.4 -0.2 4.0 0.2
10.0 -0.4 0.4 0.4 -0.2 0.6 -0.6 0.2 -0.4 0.4 0.2 -2.6 0.8
10 0.5 -3.0 -3.0 2.6 2.4 -1.8 -0.2 0.0 -0.8 3.8 -0.8 -3.0 -1.2
1.0 3.0 -1.2 2.4 1.2 -1.8 1.2 1.6 0.2 2.2 1.2 -5.6 1.0
2.0 1.8 -1.8 -3.2 2.0 0.8 -2.4 0.6 -0.2 1.0 2.2 14.8 -0.4
5.0 0.8 0.2 1.0 -1.6 -0.6 1.0 -1.0 -1.8 -0.2 0.2 10.2 -0.4













Table B.4: Known mass identification average results: 20-DOF structure.
Noise ttotal Results (%)
(%) (seconds) ∆k1 ∆k2 ∆k3 ∆k4 ∆k5 ∆k6 ∆k7 ∆k8 ∆k9 ∆k10 ∆α
∆k11 ∆k12 ∆k13 ∆k14 ∆k15 ∆k16 ∆k17 ∆k18 ∆k19 ∆k20 ∆β
0 0.5 -0.6 0.6 -0.4 0.6 0.0 -0.6 0.4 0.0 -0.2 0.2 0.2
-0.2 0.2 -0.2 0.2 0.0 -0.2 0.2 0.0 0.0 0.0 0.0
1.0 0.0 -0.2 -0.2 0.4 0.0 -0.4 0.4 0.0 0.0 -0.2 -0.8
0.2 -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2.0 -0.2 0.2 -0.2 0.2 0 -0.2 0.2 0 0 0.2 -0.2
-0.2 0.2 0 0 0 0 0 0 0 0 0
5.0 -0.2 0.2 -0.2 0.2 0 -0.2 0.2 0 0.2 -0.2 0
0.2 0 0.2 -0.2 0 0.2 -0.2 0 0 0 0
10.0 0.2 -0.2 0.2 -0.2 0 0.2 -0.2 -0.2 0.2 -0.2 0.2
0.2 -0.2 0 0 0 0 0 0 0 0 0
5 0.5 5.6 -0.2 5.6 -2 0.2 5.4 -4 -1.6 2.8 4 62.2
-1.8 2 -1.2 0.2 2 1.8 -0.6 0.4 -3.2 1.2 -0.4
1.0 1.6 6 3.8 -1 -0.4 1.8 -4 0 -2.6 -0.2 -13.6
-1 3.4 -2 2.8 -0.6 -1.2 0.8 -0.2 -1 0.6 -0.2
2.0 0.6 -0.2 0.6 -1.2 -0.2 0.8 -0.8 -0.2 -0.6 -0.6 -5
-1.2 0.8 -1.6 0.6 -0.4 -1.2 0.8 0.2 1 1 0.4
5.0 0 -0.2 0 0 -0.4 -0.2 0.4 0.6 0.2 -0.4 -6.6
1.6 -1.4 -0.2 -0.4 0.2 -0.2 0 -1 0.8 -0.2 0.6
10.0 0.4 0.4 0.6 0.4 -0.4 0.2 -1 0.4 0 -0.8 0.4
0.6 -0.4 0.8 -0.2 0.2 0.8 -0.2 0.2 -1 -0.2 0.2
10 0.5 20.4 5.4 17 -3.6 1.8 14.6 -6.4 7.4 -1.2 1 149
4.2 3.6 -0.6 -1.8 2.2 3.6 -0.6 4.2 -11.8 0.8 -5.6
1.0 20.2 -1.4 1.2 -2.8 -2.2 7 -6 6.2 -10 -3 28.2
0.4 7.4 -5.8 3.6 -0.6 -0.8 -3.6 0.8 2.4 0.4 -1.4
2.0 4.6 -2 1.2 -3 -0.2 1 -0.2 -3.2 10.4 -3.6 -10.2
3 -5 3.6 -3 -0.6 2.2 -2.2 0 1.8 0 1
5.0 3.2 1.8 1.2 -1.6 -1 0 -1 2.6 -0.8 -1.4 33.6
1.2 -0.8 -0.6 0.4 -0.6 -0.6 1.6 0 0.6 -0.4 0.6
10.0 -2.4 3.4 -0.6 2.8 0 -1.4 0.8 0.8 0 0 6.6








































Table B.5: Unknown mass identification average results: 5-DOF structure.
Noise ttotal Results (%)
(%) (seconds) ∆m1 ∆m2 ∆m3 ∆m4 ∆m5 ∆k1 ∆k2 ∆k3 ∆k4 ∆k5 ∆α ∆β
0 0.5 5.4 1.6 1.2 0.4 0 3.4 4.2 2.8 0.8 0 -11.6 0.2
1.0 0.8 0.6 0.6 0.2 0 0.6 0.8 0.6 0.4 0.2 -4 0.2
2.0 0 0 0 0 0 0 0 0 0 0 0 0
5.0 0 0 0 0 0 0 0 0 0 0 -0.4 0.2
10.0 0 0 0 0 0 0 0 0 0 0 0 0
5 0.5 23.4 9.4 10.8 -1 0.8 16.6 10 20.6 4.2 -1 -81.4 -6.8
1.0 -2 2.4 0.6 1.8 0.4 0.8 -1.2 0.6 0.8 0.4 -17.2 3
2.0 3.4 1.6 0 0.4 0 2.2 3 2 1.6 -1 3.2 -3
5.0 -0.4 -0.4 -0.8 -0.6 0 0 -0.2 -0.6 -0.4 -0.4 0.4 -0.8
10.0 -0.6 0 0 -0.2 0.2 -0.4 0 0 0.2 -0.2 0.6 -0.4
10 0.5 49.6 3.6 8.8 5.6 0.8 36.6 -2 35.6 7.2 8.2 -42.8 -19.6
1.0 38.6 2.6 7.6 6.4 2.4 9.2 6.8 5.2 7.8 5.4 -57.8 -6
2.0 1.8 2.8 3.4 1.2 2.4 2.8 2.4 4.8 2.4 1.4 13.8 -2
5.0 1.2 1.6 2.6 2.8 1.2 1 2 2.6 3.2 1.2 2 -1.2















Table B.6: Unknown mass identification average results: 10-DOF structure.
Noise ttotal Results (%)
(%) (seconds) ∆m1 ∆m2 ∆m3 ∆m4 ∆m5 ∆m6 ∆m7 ∆m8 ∆m9 ∆m10 ∆α
∆k1 ∆k2 ∆k3 ∆k4 ∆k5 ∆k6 ∆k7 ∆k8 ∆k9 ∆k10 ∆β
0 0.5 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
1.0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
2.0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
5.0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
10.0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
5 0.5 0.2 1.4 3.2 -0.8 1 0.8 1.4 1.8 1.4 0 19
-0.4 -0.8 3.6 1.2 -1.6 1.8 1.6 2 1.4 1 -1.6
1.0 -1.2 -0.4 1.8 0.6 -0.4 1 -1 0.6 -0.6 0.4 22.8
0 -0.2 0 1.4 -1 0.4 2.4 -0.2 0 -0.8 -1.8
2.0 -1 1 0 0 -0.8 0.2 -0.4 0.6 2.6 0.8 2.8
-0.2 -2 0.6 0 -0.6 -0.8 -0.2 0.2 1 2.6 0.4
5.0 -0.8 -0.4 -0.4 0.2 1 1 0.4 0.6 1 0.4 -4
-1.4 1 -0.6 -0.4 0.6 1.6 0 0.6 0.8 0.8 -0.6
10.0 -0.2 0.2 -0.4 -0.2 0 0.2 -0.2 -0.6 -0.2 0.2 -1
0 0.2 -0.4 -0.4 -0.4 0 0 -0.2 -0.4 0 0.2
10 0.5 -4 -3 -2 -3.2 0.2 -2.8 -1.2 1.8 -1.2 1.4 31
-2.2 -3.4 -2 -2.6 -3.2 -3.4 -0.6 -3.4 0.8 0.4 1.2
1.0 0.6 -0.4 5 0.8 1 -0.8 1.2 -3.4 1.6 0.8 7
-0.4 -2.2 9 0.8 0.6 -0.2 -5 1.2 0.4 -1 -3.8
2.0 1.4 1.8 2.6 3.8 -1 4.2 -0.6 3.6 2.8 2.4 2.2
2.6 -0.4 3.2 2.8 0.4 2 0.8 1.6 3.8 4 0
5.0 -0.4 1.6 -0.6 -1.2 1.6 -1.4 -0.2 1 2.2 1.2 10.4
-1.2 0.2 0.2 0.6 0.8 1 0 -0.8 0.6 1.8 -2.2
10.0 2 3.2 1.2 1.6 0.4 1 1.2 2.8 1.2 0.8 -1.6
























Table B.7: Unknown mass identification average results: 20-DOF structure.
Noise ttotal Results (%)
(%) (seconds) ∆m1 ∆m2 ∆m3 ∆m4 ∆m5 ∆m6 ∆m7 ∆m8 ∆m9 ∆m10 ∆α
∆m11 ∆m12 ∆m13 ∆m14 ∆m15 ∆m16 ∆m17 ∆m18 ∆m19 ∆m20 ∆β
∆k1 ∆k2 ∆k3 ∆k4 ∆k5 ∆k6 ∆k7 ∆k8 ∆k9 ∆k10
∆k11 ∆k12 ∆k13 ∆k14 ∆k15 ∆k16 ∆k17 ∆k18 ∆k19 ∆k20
0 0.5 2 2 1.6 1.2 0 -1.2 -1 -0.4 0 0 -11.8
0.2 0.4 0.4 0.2 0.8 -0.2 0.6 0.2 0 0 0
2 2 1.8 1.6 1.2 -1.2 -0.8 -1 0.6 -0.8
1.2 -0.8 1 -0.4 1 0.6 -0.6 0.6 0 0
1.0 0.4 0.6 0.8 -1.2 1.4 -1.2 0.6 -0.4 0.4 0 -3
-0.2 0.4 0 0.2 0 0.2 0 0 0 0 0
0.4 0.8 0.6 0.8 0.2 0.2 0.6 0 0.4 -0.6
0.6 -0.6 0.2 -0.2 0.2 0.2 -0.2 0.2 0 0
2.0 0 0 -0.2 0 0.2 0 0 0.2 -0.2 0 0.2
0 -0.2 0.2 0 0 0 0 0 0 0 0
0 0 0 -0.2 0.2 0 0 0 0 0
-0.2 0.2 0 0 0 0 0 0 0 0
5.0 0 0 0 0 0 0 0 0.2 0 0 0
0 -0.2 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 -0.2 0.2
-0.2 0.2 0 0 0 0 0 0 0 0
10.0 0 0 0 -0.2 0.2 -0.2 0 -0.2 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 -0.2 0 0 0 0 0 0 0 -0.2
















Noise ttotal Results (%)
(%) (seconds) ∆m1 ∆m2 ∆m3 ∆m4 ∆m5 ∆m6 ∆m7 ∆m8 ∆m9 ∆m10 ∆α
∆m11 ∆m12 ∆m13 ∆m14 ∆m15 ∆m16 ∆m17 ∆m18 ∆m19 ∆m20 ∆β
∆k1 ∆k2 ∆k3 ∆k4 ∆k5 ∆k6 ∆k7 ∆k8 ∆k9 ∆k10
∆k11 ∆k12 ∆k13 ∆k14 ∆k15 ∆k16 ∆k17 ∆k18 ∆k19 ∆k20
5 0.5 0.8 2 2 4.4 -2.8 2.4 0 8.8 0.8 1.2 -113.6
7 2.4 1.6 -3.2 1.2 3.5527e-16 0.8 4.8 0.8 1 0
1.8 0.8 2.2 1.8 -0.8 -3.8 1.6 3.8 5.2 4
2.8 7.6 0.6 0.4 -2.6 1.6 4 0.8 -0.4 3.2
1.0 -1.6 -1.2 -2 -2.2 0 1.4 0.6 -0.8 3.8 0.6 -10
-0.6 -1.4 0.8 -1.6 5.6 -3.8 2 -2.8 3.6 0.6 -0.2
-1.4 -0.6 -0.4 -2.2 -1.8 1.4 0.2 -0.6 4.8 -0.4
1.2 0.2 0.8 -1.4 4 1 -2.4 -0.2 0.6 0.2
2.0 -0.4 -1.2 -0.4 -1.6 0.2 -0.2 1.8 -0.4 2 0.4 -16.6
1.2 2 1.4 2.2 0.4 -0.6 0.2 -0.6 -0.4 0.4 0.4
0.2 -1.6 -1 0 -0.8 0.4 1.4 0.8 2 -0.6
3 0.4 3.4 0 2.2 -0.6 -2.2 0.2 -1.4 2
5.0 -1.2 0.2 0.2 0 1.6 0.2 1.8 2 0 0.4 -10
0 0.2 0.4 -0.2 0.6 0 0.4 1 0.4 0.4 -0.4
-0.8 -1.2 -0.2 -0.2 1.4 1.2 0.8 1.2 1 1.4
0.2 -0.2 -0.2 0.4 0.4 0.4 0.6 0.2 0.2 0.6
10.0 0.2 -0.4 0.2 0.4 0.2 1 -0.2 -1 0.4 0 0.6
0 1.4 0.2 -0.4 0.8 -0.2 0.4 0 0 0 -0.2
-0.2 0.2 0 0.6 0.2 0.6 0.4 -0.4 0.4 -0.6

























Noise ttotal Results (%)
(%) (seconds) ∆m1 ∆m2 ∆m3 ∆m4 ∆m5 ∆m6 ∆m7 ∆m8 ∆m9 ∆m10 ∆α
∆m11 ∆m12 ∆m13 ∆m14 ∆m15 ∆m16 ∆m17 ∆m18 ∆m19 ∆m20 ∆β
∆k1 ∆k2 ∆k3 ∆k4 ∆k5 ∆k6 ∆k7 ∆k8 ∆k9 ∆k10
∆k11 ∆k12 ∆k13 ∆k14 ∆k15 ∆k16 ∆k17 ∆k18 ∆k19 ∆k20
10 0.5 8.4 1.4 2.8 12.2 5 6.2 -2 4 1 -0.8 -40.4
7.6 8.4 2.4 -3 8.2 -2.4 5.6 -8.6 5.2 1.2 -4.6
10.6 4.4 7.2 4.4 9.6 6.2 8 0.6 0.8 -1.2
13.4 5.8 5.2 0 2.8 1.2 2.4 5.4 0.4 1.6
1.0 -5.2 -3.8 -5.2 2.4 0.6 3 -1.6 12.2 -2 0.4 75.8
1.2 -2.6 -2.8 -4.6 6.4 -7.6 -3.8 4 0.2 1 -1
-4.6 -6 -4 -3.8 1.2 3.2 0.8 1.6 3.8 4.2
2 -4.4 -11.8 1.8 1.6 -3.4 -1 -3.6 3.2 2.8
2.0 0 -0.6 -0.8 2.4 -1.6 2.4 -0.8 1.4 0.8 0 5.8
-1.2 3.2 -1.4 0.8 -1 0.6 -1.2 -0.2 2.2 1.6 0
-0.6 -0.6 -0.6 -0.6 -0.4 -0.2 1 0.8 0.2 -0.2
2 -1.6 0.2 2.4 0.2 -1.8 0.8 0.8 2.6 1.8
5.0 2 0.6 1.2 -0.8 4.6 1.2 3.6 1.6 1.6 0.8 -5.4
0.8 3 1.8 4.6 -0.4 2.6 -0.2 -1.4 -1.8 1.4 -1
2 2 0.4 0.8 2.2 4 3 2 3.4 -0.4
4.2 1.4 3 2 2 0.8 0.2 1.4 -2.4 1.8
10.0 2.6 2.8 1.4 3 -0.2 1.2 0.2 1 2.4 1 -4.6
0.2 3.2 0.2 0.8 0.2 0.4 1 2.8 0.6 1.2 -0.2
3.4 2 2.2 1.6 2.4 0 -0.6 2.2 1.8 1.6
1 1 0.4 2.2 1 0.6 1.2 1.6 1.2 1.4
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B.3 Output-Only Results
Table B.8: Output-only identification average results: 5-DOF structure.
Noise ttotal Results (%)
(%) (seconds) ∆k1 ∆k2 ∆k3 ∆k4 ∆k5 ∆α ∆β
0 0.5/0.2 0.4 -0.2 0 0 0 3.6 -0.2
1.0/0.4 0 -0.2 0 0 0 0 0
2 0.5/0.2 0.8 -0.2 0.2 0 -0.2 -6 0.6
1.0/0.4 0 0.2 0.2 0 0 9.8 -1
5 0.5/0.2 -0.2 -1.8 -0.4 -3.2 -1.2 -31.4 7.6
1.0/0.4 -1.2 -0.2 0.6 0.2 -0.2 -5.8 1
10 0.5/0.2 -0.8 -1.8 -0.6 -1.4 -0.4 25.6 1
1.0/0.4 0.6 2.4 -0.2 0 0 -9.8 2.2
Table B.9: Output-only identification average results: 10-DOF structure.
Noise ttotal Results (%)
(%) (seconds) ∆k1 ∆k2 ∆k3 ∆k4 ∆k5
∆k6 ∆k7 ∆k8 ∆k9 ∆k10 ∆α ∆β
0 0.5/0.2 0 0 0 0 0
0 0 0 0 0 0 0
1.0/0.4 0 0 0 0 0
0 0 0 0 0 0 0
2 0.5/0.2 -0.4 0.6 0.4 -1 -0.4
0.2 0 -0.2 0 0.2 -14.6 0.4
1.0/0.4 0 0.2 0 0 0.2
0 0 0.2 0.2 0 -3.6 0
5 0.5/0.2 0.4 1.6 2.2 -1.8 0.2
0.6 0.6 -0.6 -1 0 45.4 -0.8
1.0/0.4 0 -1.4 -0.4 0 0.2
0.2 -0.2 0.2 -0.2 0 1.2 0.4
10 0.5/0.2 -5.8 -7.4 -1 -0.4 0.2
-1.2 -2.6 3 0.8 -0.8 -31.6 2.8
1.0/0.4 -1 1.4 2.6 -0.2 -1
























Table B.10: Output-only identification average results: 20-DOF structure.
Noise ttotal Results (%)
(%) (seconds) ∆k1 ∆k2 ∆k3 ∆k4 ∆k5 ∆k6 ∆k7 ∆k8 ∆k9 ∆k10 ∆α
∆k11 ∆k12 ∆k13 ∆k14 ∆k15 ∆k16 ∆k17 ∆k18 ∆k19 ∆k20 ∆β
0 0.5/0.2 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
1.0/0.4 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
2 0.5/0.2 0.2 -0.2 0.4 -0.2 -0.2 0 0 0.8 0.2 0 16.4
0 0.4 0.4 0.2 0 0.2 0.4 0 -0.4 -0.2 -0.2
1.0/0.4 0.4 0.4 0 -0.4 0 0 0 0 -0.2 0 -5.2
0 -0.2 0.2 0.4 0 0 0 -0.4 0 0 0
5 0.5/0.2 1.2 0.2 -0.4 -0.6 0.2 -0.6 -0.8 1 -0.2 -0.4 -46.8
0.4 -0.8 -0.2 -0.8 -0.4 0 -1 -0.8 0.4 -0.2 0.4
1.0/0.4 -0.2 0 -1 0.2 0 -0.8 0 0.8 -0.2 -0.4 -15.2
0 -0.2 0 0.2 0.2 0.2 0.2 0.2 -0.2 0.2 0
10 0.5/0.2 0 1 -0.4 2.2 1 1 0.6 -2.6 1.4 0.8 28
1.8 1.8 -1.2 -1.2 0.2 0.6 0.8 5.2 1.2 -0.4 -1.4
1.0/0.4 20.2 -1.4 1.2 -2.8 -2.2 7 -6 6.2 -10 -3 28.2
0.2 0.4 1.4 -0.4 -0.6 0.2 -0.4 -1 0.2 0 0
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Appendix C
Detailed Results for Offshore Wind Tur-
bines
C.1 Damage Magnitude Effect
Table C.1: Detailed results: Damage magnitude effect for DI = 0.0%.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 0.00 1.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table C.2: Detailed results: Damage magnitude effect for DI = 3.0%.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table C.3: Detailed results: Damage magnitude effect for DI = 5.0%.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 0.00 0.00 5.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 5.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 5.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 5.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 5.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 5.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 5.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 5.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 5.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 5.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.00 0.00 5.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table C.4: Detailed results: Damage magnitude effect for DI = 10.0%.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 11.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.00 0.00 10.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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C.2 Sensor and Noise Effect
Table C.5: Detailed results: Noise = 0.0% and 10 Sensors.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table C.6: Detailed results: Noise = 2.0% and 10 Sensors.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 9.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 1.00 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.00 0.10 9.60 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table C.7: Detailed results: Noise = 5.0% and 10 Sensors.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 1.00 2.00 6.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 1.00 8.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 1.00 1.00 6.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.20 0.40 8.80 0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table C.8: Detailed results: Noise = 10.0% and 10 Sensors.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 0.00 0.00 11.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 11.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 1.00 1.00 3.00 0.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 4.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 11.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 6.00 1.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 11.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 10.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.10 0.10 8.7 0.30 0.90 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.00
Table C.9: Detailed results: Noise = 0.0% and 6 Sensors.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 1.00 2.00 6.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 8.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.10 0.20 9.3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table C.10: Detailed results: Noise = 2.0% and 6 Sensors.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 1.00 2.00 6.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 1.00 0.00 9.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 8.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 1.00 9.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 1.00 8.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 10.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.20 0.40 8.9 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table C.11: Detailed results: Noise = 5.0% and 6 Sensors.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 1.00 0.00 6.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 1.00 0.00 4.00 2.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
3 0.00 0.00 0.00 1.00 0.00 3.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 10.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 1.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 1.00 1.00 9.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 1.00 4.00 4.00 2.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Xµ 0.00 0.00 0.00 0.50 0.60 7.60 0.90 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20
Table C.12: Detailed results: Noise = 10.0% and 6 Sensors.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 1.00 2.00 1.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 4.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00
3 0.00 0.00 0.00 1.00 0.00 4.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 6.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 11.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 11.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 8.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 1.00 4.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00
9 0.00 0.00 0.00 1.00 0.00 5.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 9.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.30 0.30 6.30 0.20 1.00 0.00 0.00 0.00 0.00 0.00 0.30 0.00 0.00
Table C.13: Detailed results: Noise = 0.0% and 1 Sensors.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 0.00 1.00 9.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
2 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 1.00 9.00 1.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 1.00 7.00 2.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 2.00 3.00 10.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
7 0.00 0.00 0.00 1.00 4.00 12.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 2.00 0.00 8.00 1.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 1.00 8.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 1.00 10.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.50 1.20 9.20 0.60 0.70 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.20
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Table C.14: Detailed results: Noise = 2.0% and 1 Sensors.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 1.00 2.00 5.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 1.00 0.00 7.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.00
4 0.00 0.00 0.00 1.00 2.00 5.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 2.00 8.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.00
9 0.00 0.00 0.00 1.00 2.00 7.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.40 0.80 8.1 0.00 0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.60
Table C.15: Detailed results: Noise = 5.0% and 1 Sensors.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 2.00 0.00 1.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00
2 0.00 0.00 0.00 1.00 0.00 3.00 1.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 1.00 2.00 2.00 1.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 1.00 2.00 4.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 1.00 6.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 2.00 1.00 3.00 1.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 2.00 0.00 2.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 1.00 2.00 4.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 1.00 0.00 6.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00
Xµ 0.00 0.00 0.00 1.20 0.80 3.20 0.40 1.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40
Table C.16: Detailed results: Noise = 10.0% and 1 Sensors.
Run Identified DI (%) at station No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.00 0.00 0.00 0.00 2.00 6.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 1.00 0.00 7.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 1.00 2.00 0.00 1.00 1.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 6.00 8.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00
5 0.00 0.00 0.00 1.00 0.00 1.00 1.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
6 0.00 0.00 0.00 0.00 1.00 8.00 1.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
7 0.00 0.00 0.00 1.00 1.00 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 1.00 3.00 2.00 0.00 0.00 1.00 1.00 0.00 0.00 0.00 1.00 0.00 0.00
9 0.00 0.00 0.00 1.00 5.00 6.00 1.00 1.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.60 2.00 4.80 0.40 0.20 0.40 0.40 0.00 0.00 0.00 0.20 0.00 0.20
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Appendix D
Detailed Results for Reduced Model
D.1 Validation Results
Table D.1: Detailed validation results: Undamaged case.
Run Identified DI (%) at node No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table D.2: Detailed validation results: Damaged case.
Run Identified DI (%) at node No.
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 0.00 0.00 0.00 0.00 9.00 13.00 12.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 12.00 8.00 14.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 13.00 11.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 9.00 13.00 12.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 9.00 13.00 12.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 11.00 14.00 11.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 10.00 7.00 6.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 12.00 8.00 14.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 9.00 13.00 15.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 9.00 12.00 7.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.00 10.30 11.20 11.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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D.2 Known Mass Identification Results
Table D.3: Detailed results: Known Mass, Noise = 0.0% and 14 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table D.4: Detailed results: Known Mass, Noise = 2.0% and 14 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.60 0.90 1.20 0.00 -1.90 -0.80
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.50 0.00 1.00 -0.40
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00 0.80 0.70 0.00 2.00 -1.40
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.10 2.20 0.00 0.00 0.00
6 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.30 0.00 0.00 -0.20
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.26 0.31 0.59 0.00 0.10 -0.24
Table D.5: Detailed results: Known Mass, Noise = 5.0% and 14 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.30 4.00 0.00 0.00 0.00 2.00 -1.30
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 4.20 9.00 0.00 0.00 -5.60
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.50 1.10 7.10 0.00 -4.40 -3.90
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 4.90 0.00 1.00 -0.80
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.10 0.70 4.20 0.00 3.00 -2.10
Xµ 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 1.01 0.60 2.52 0.00 0.16 -0.97
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Table D.6: Detailed results: Known Mass, Noise = 10.0% and 14 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 3.60 0.00 0.00 0.00 2.00 -3.50
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 4.70 0.00 0.00 0.00 -4.50
3 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 1.40 0.00 7.70 0.00 -0.40 -6.30
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 6.70 1.30 12.20 0.00 -13.40 -9.60
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 5.30 7.00 2.00 0.00 -16.90 -11.90
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.10 1.50
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.70 2.10 8.90 0.00 -9.40 -10.00
8 0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.90 0.00 1.40 2.20
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.40
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -10.80 1.30
Xµ 0.04 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.02 1.82 1.51 3.37 0.00 -4.64 -3.94
Table D.7: Detailed results: Known Mass, Noise = 0.0% and 7 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table D.8: Detailed results: Known Mass, Noise = 2.0% and 7 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -4.00 0.00
2 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 5.10 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 1.60 0.40 6.30 0.00 -10.10 -1.20
4 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.10 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.20 0.40 1.70 0.00 -6.40 -0.10
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.10 0.80 11.20 0.00 -13.20 -2.50
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.40
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 2.10 0.00 0.00 0.00
Xµ 0.03 0.00 0.01 0.00 0.00 0.00 0.01 0.03 0.01 0.00 0.04 0.29 0.17 2.24 0.00 -2.86 -0.24
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Table D.9: Detailed results: Known Mass, Noise = 5.0% and 7 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.30 3.60 1.30 4.10 0.00 -18.40 -1.80
2 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 0.00 8.00 0.00 -1.20 -1.80
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.40 0.10 0.00 2.30 -0.90
5 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 8.90 0.00 -5.50 -1.40
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.40 0.00 0.00 6.70 0.00 -4.40 -1.60
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.10
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.90 0.00 -4.90 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.40 0.00
Xµ 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.27 0.40 0.37 2.97 0.00 -2.97 -0.54
Table D.10: Detailed results: Known Mass, Noise = 10.0% and 7 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00 2.80 0.00 13.50 0.00 -11.30 -1.10
4 0.00 0.00 0.00 0.00 0.30 0.00 0.00 0.00 0.00 0.00 0.10 1.00 0.00 13.60 0.00 -14.60 -3.60
5 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.20 0.00
6 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 4.10
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.00 11.40 20.00 0.00 -20.00 -10.20
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.90
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.11 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.24 0.38 1.14 4.71 0.00 -4.37 -0.68
Table D.11: Detailed results: Known Mass, Noise = 0.0% and 4 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table D.12: Detailed results: Known Mass, Noise = 2.0% and 4 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.90 0.00 4.00 0.00 -1.30 -0.20
2 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.80 2.70 0.00 -6.00 -1.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.40 0.00 10.60 0.00 -11.40 -2.20
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 1.00 0.60 3.00 0.00 -5.20 -0.70
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.50 0.00 -1.00 -0.40
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 4.50 0.00 -1.70 -0.70
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 1.60 0.00 10.20 0.00 -4.30 -2.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.40 3.20
Xµ 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.75 0.14 3.75 0.00 -2.91 -0.40
Table D.13: Detailed results: Known Mass, Noise = 5.0% and 4 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.10 0.10 11.40 0.00 -0.60 -2.70
2 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.10 1.50 1.50 0.00 -5.30 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.90 4.50 1.00 20.00 0.00 -20.00 -6.80
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.30 9.40 0.00 0.00 -0.80
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 -0.30
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.20 1.30 5.70 18.30 0.00 -20.00 -6.40
9 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.20 1.20 8.70 0.00 -6.00 -1.40
Xµ 0.01 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.41 0.82 0.98 7.03 0.00 -5.19 -1.84
Table D.14: Detailed results: Known Mass, Noise = 10.0% and 4 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.40 13.80 0.00 0.00 -1.50
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.80 1.40 17.90 0.00 -20.00 -6.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.30 12.90 0.00 0.00 0.10
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 3.70 2.50 20.00 0.00 -6.60 -3.50
6 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -4.10 4.10
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.30 0.40 11.80 20.00 0.00 -17.10 -9.10
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.60 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 12.90 20.00 0.00 0.00 -1.10
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.10 1.80 0.90 20.00 0.00 -20.00 -6.70
Xµ 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.38 0.97 3.22 12.46 0.00 -6.52 -2.37
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Table D.15: Detailed results: Unknown Mass, Noise = 0.0% and 14 Sensors.
Run Identified DI (%) at variable Error
No. EI1 EI2 EI3 EI4 EI5 EI6 EI7 EI8 EI9 EI10 EI11 EI12 EI13 EI14 EI15 ǫα ǫβ
ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
1 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00
11.90 5.30 0.60 0.30 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.00
2 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.00
14.30 0.70 0.40 0.60 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00
3 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.00
12.30 1.90 0.20 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.00
4 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.10 0.10 0.00 0.10 0.00 -0.10 0.00
12.90 0.90 1.20 0.20 0.00 0.00 0.00 0.10 0.10 0.10 0.10 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2.80 5.80 0.10 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.10 0.00 0.00
6 0.10 0.10 0.00 0.00 0.00 0.10 0.10 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00
11.70 0.00 0.00 0.10 0.10 0.10 0.00 0.20 0.10 0.00 0.20 0.00 0.10 0.00 0.00
7 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2.30 1.40 0.10 0.30 0.00 0.10 0.00 0.00 0.10 0.10 0.10 0.00 0.00 0.00 0.00
8 0.10 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00
9.60 1.70 0.20 0.30 0.10 0.10 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8.00 1.60 0.20 0.10 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.00
10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.10 0.00 0.00 0.00 0.00
0.90 3.00 0.20 0.30 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.00
Xµ 0.08 0.02 0.01 0.01 0.01 0.04 0.04 0.05 0.03 0.07 0.01 0.03 0.02 0.02 0.00 -0.01 0.00
8.67 2.23 0.32 0.22 0.05 0.05 0.01 0.05 0.05 0.04 0.05 0.05 0.03 0.00 0.00
Table D.16: Detailed results: Unknown Mass, Noise = 2.0% and 14 Sensors.
Run Identified DI (%) at variable Error
No. EI1 EI2 EI3 EI4 EI5 EI6 EI7 EI8 EI9 EI10 EI11 EI12 EI13 EI14 EI15 ǫα ǫβ
ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
1 8.00 1.00 0.30 0.00 0.10 0.10 0.00 0.20 0.60 0.40 0.70 2.10 0.70 5.20 0.00 0.00 -0.10
9.40 15.20 4.50 1.60 0.40 2.90 0.60 0.90 1.30 0.40 1.30 0.80 0.00 3.50 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
16.90 4.80 0.00 0.40 0.00 0.10 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00
3 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
12.10 2.30 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
19.50 2.20 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00
5 5.80 4.40 1.00 0.50 2.00 0.10 2.60 0.90 1.50 4.00 0.60 0.90 1.50 6.80 0.00 0.00 -0.60
10.00 5.60 6.00 1.00 2.60 5.20 1.30 2.50 1.90 3.20 1.90 1.50 0.40 6.30 0.00
6 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
19.90 6.70 0.50 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.30 0.30 0.00 0.00 0.00
15.00 11.80 2.70 0.70 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00
2.00 1.30 0.70 0.10 0.20 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.10 0.20 1.40 1.10 1.50 1.70 0.70 0.10 0.90 1.80 1.60 0.00 0.30 1.70 0.00 -1.30 0.00
7.70 16.40 2.50 0.10 2.00 0.30 0.30 0.70 0.20 2.70 0.40 1.30 0.10 1.90 0.00
10 2.20 1.50 0.60 0.00 0.20 0.40 0.00 0.20 0.20 0.40 0.80 0.00 0.20 2.10 0.00 -0.10 -0.10
13.90 15.40 14.90 0.40 0.10 0.60 0.20 0.10 1.50 0.40 0.90 0.20 0.10 2.10 0.00
Xµ 1.64 0.71 0.33 0.16 0.38 0.23 0.34 0.15 0.32 0.66 0.38 0.30 0.30 1.61 0.00 -0.14 -0.08
12.64 8.17 3.23 0.44 0.56 0.93 0.25 0.42 0.49 0.68 0.46 0.39 0.06 1.38 0.00
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Table D.17: Detailed results: Unknown Mass, Noise = 5.0% and 14 Sensors.
Run Identified DI (%) at variable Error
No. EI1 EI2 EI3 EI4 EI5 EI6 EI7 EI8 EI9 EI10 EI11 EI12 EI13 EI14 EI15 ǫα ǫβ
ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
1 5.00 5.80 4.20 10.50 6.50 9.60 3.80 3.80 5.20 6.90 7.30 3.20 3.50 9.20 0.00 -5.40 -0.80
2.10 10.30 8.30 2.50 3.00 3.80 8.40 4.60 6.20 8.80 6.10 7.60 0.60 15.20 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00
12.20 6.90 1.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 6.50 1.80 1.90 5.30 3.50 5.90 4.90 1.00 6.90 3.60 2.20 1.10 2.20 6.40 0.00 -1.20 -0.80
1.00 11.20 3.10 0.40 5.10 2.00 5.00 2.60 5.30 2.20 3.00 3.80 1.60 9.30 0.00
4 11.40 4.80 0.40 0.70 2.80 1.50 2.20 3.20 0.90 4.40 4.70 1.10 0.00 10.30 0.00 -1.30 -0.30
8.10 15.80 3.00 1.20 3.50 1.20 6.40 6.10 3.70 1.20 5.20 2.10 0.00 8.60 0.00
5 6.60 1.10 0.00 0.20 1.00 0.70 0.10 0.00 0.10 0.40 2.60 0.50 0.90 3.40 0.00 0.00 -0.10
17.00 11.80 2.60 4.30 1.40 0.20 0.10 0.70 2.70 0.80 0.40 1.20 0.10 3.10 0.00
6 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.10 2.60 0.00 0.00 0.00
11.00 3.90 0.30 0.20 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 7.30 1.10 1.50 2.20 0.00 1.10 0.30 0.30 3.10 2.80 1.40 0.40 0.60 5.50 0.00 0.00 -0.60
18.00 11.90 3.00 2.30 2.40 1.20 3.60 1.90 3.30 2.30 2.10 0.80 0.00 4.70 0.00
8 0.10 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4.00 0.50 0.20 0.00 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.20 0.50 2.20 1.40 1.40 0.40 0.00 0.00 0.00 0.00 0.00 0.00 -7.30 0.00
5.50 4.50 0.00 0.20 0.10 0.00 0.20 0.40 1.20 0.90 0.80 1.90 0.10 0.00 0.00
10 2.40 6.80 8.10 7.10 0.20 5.30 6.70 3.10 6.90 8.60 3.40 3.00 5.70 11.40 0.00 -3.50 -0.40
6.10 8.70 4.80 6.20 3.10 1.10 7.70 10.60 3.40 5.60 5.20 5.40 1.50 13.60 0.00
Xµ 3.95 2.14 1.61 2.62 1.45 2.63 1.95 1.28 2.36 2.69 2.17 0.93 1.30 4.88 0.00 -1.87 -0.30
8.50 8.55 2.64 1.73 1.86 0.96 3.14 2.70 2.59 2.18 2.28 2.28 0.39 5.45 0.00
Table D.18: Detailed results: Unknown Mass, Noise = 10.0% and 14 Sensors.
Run Identified DI (%) at variable Error
No. EI1 EI2 EI3 EI4 EI5 EI6 EI7 EI8 EI9 EI10 EI11 EI12 EI13 EI14 EI15 ǫα ǫβ
ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
1 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9.90 4.90 0.50 0.30 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 12.60 4.90 0.60 3.90 3.50 0.20 1.40 3.10 3.00 5.50 5.10 0.10 0.70 5.40 0.00 -6.20 0.00
9.10 10.90 12.40 15.60 0.30 1.10 0.50 5.30 5.80 5.40 8.60 2.40 0.50 7.90 0.00
3 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6.40 3.30 1.70 0.10 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 8.10 17.00 16.80 17.70 18.10 2.10 6.40 11.30 18.30 10.10 12.80 4.50 18.30 20.00 0.00 0.00 -6.00
15.10 5.70 5.70 6.30 5.90 19.90 14.20 11.60 13.00 19.80 12.90 13.30 19.90 20.00 0.00
5 0.00 0.00 0.00 0.00 0.20 0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.20 5.10
5.50 1.20 1.50 0.30 0.10 0.00 0.00 0.40 0.80 0.30 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.10 0.00 0.10 2.00 1.50 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 -3.20 1.10
5.30 1.80 0.30 0.20 0.00 0.00 0.00 0.00 0.10 1.20 1.70 0.60 0.00 0.00 0.00
7 0.00 0.00 0.10 0.10 0.00 2.40 0.80 0.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -2.30 1.20
9.70 0.60 1.40 0.10 0.00 0.00 0.00 0.00 0.00 1.70 1.60 0.30 0.00 0.00 0.00
8 18.90 14.20 19.60 18.40 1.50 0.50 10.30 18.10 6.90 4.10 6.20 14.20 20.00 19.90 0.00 -0.10 -6.10
16.70 2.50 7.90 8.20 15.50 15.50 10.80 19.10 11.20 6.40 15.80 13.20 19.40 20.00 0.00
9 0.10 0.00 0.20 0.70 1.30 3.80 2.10 0.90 0.30 1.50 0.10 1.50 2.50 2.50 0.00 4.60 -0.40
2.20 1.60 0.00 0.00 0.00 1.20 0.70 0.10 0.00 0.10 0.20 0.70 0.00 3.40 0.00
10 20.00 17.90 0.00 1.20 7.70 4.70 1.00 2.00 9.70 12.00 2.50 2.90 12.10 19.60 0.00 -0.10 -2.40
8.20 6.40 5.50 7.40 10.80 9.60 12.00 10.30 7.60 6.00 13.40 1.30 5.20 20.00 0.00
Xµ 5.97 5.41 3.74 4.21 3.24 1.61 2.35 3.61 3.84 3.32 2.67 2.32 5.36 6.74 0.00 -0.75 -0.75
8.81 3.89 3.69 3.85 3.28 4.74 3.82 4.68 3.85 4.09 5.42 3.18 4.50 7.13 0.00
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Table D.19: Detailed results: Unknown Mass, Noise = 0.0% and 7 Sensors.
Run Identified DI (%) at variable Error
No. EI1 EI2 EI3 EI4 EI5 EI6 EI7 EI8 EI9 EI10 EI11 EI12 EI13 EI14 EI15 ǫα ǫβ
ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
1 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.20 0.00 0.00 0.10 0.00 0.00 0.00
13.90 4.70 0.30 0.10 0.00 0.00 0.10 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00
2 0.20 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
9.90 0.40 0.40 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.10 0.00 0.00
3 0.10 0.00 0.00 0.00 0.00 0.10 0.10 0.10 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00
18.50 0.10 0.80 0.00 0.00 0.20 0.00 0.00 0.10 0.00 0.00 0.10 0.10 0.00 0.00
4 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00
13.80 3.30 0.50 0.00 0.10 0.00 0.00 0.00 0.10 0.10 0.00 0.10 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.10 0.00 0.00 0.00 0.10 0.00 0.20 0.00 0.00 0.00
5.90 6.90 1.60 0.00 0.00 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.10 0.00 0.00
6 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00
1.20 1.70 0.40 0.30 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.00
7 0.10 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.00
18.30 0.40 0.00 0.60 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.10 0.10 0.00 0.00
8 0.10 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 -0.20 0.00
18.90 4.90 0.10 0.00 0.00 0.00 0.10 0.00 0.10 0.10 0.00 0.00 0.10 0.00 0.00
9 0.00 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.10 0.00 0.00 -0.10 0.00
5.10 4.90 1.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00
16.10 2.60 0.30 0.00 0.10 0.00 0.10 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00
Xµ 0.06 0.03 0.02 0.00 0.01 0.02 0.06 0.07 0.01 0.01 0.04 0.02 0.02 0.06 0.00 -0.04 0.00
12.16 2.99 0.54 0.11 0.02 0.03 0.04 0.03 0.05 0.05 0.02 0.04 0.06 0.00 0.00
Table D.20: Detailed results: Unknown Mass, Noise = 2.0% and 7 Sensors.
Run Identified DI (%) at variable Error
No. EI1 EI2 EI3 EI4 EI5 EI6 EI7 EI8 EI9 EI10 EI11 EI12 EI13 EI14 EI15 ǫα ǫβ
ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.10 0.00 0.20 0.00 0.60 0.00 0.00 0.00
9.30 1.70 0.80 0.20 0.00 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00
2 4.60 4.30 0.00 0.10 0.00 0.10 0.00 0.10 0.00 0.70 1.50 0.60 0.70 12.80 0.00 0.00 -0.40
9.10 6.40 1.50 4.00 1.80 3.60 1.60 0.90 2.40 0.30 0.00 2.30 3.30 1.10 0.00
3 0.20 3.70 4.50 2.30 3.40 0.90 3.60 4.00 0.60 0.50 4.30 0.00 1.60 11.50 0.00 -1.80 -0.20
13.60 1.30 4.80 3.20 0.50 5.00 3.90 0.90 1.10 5.30 0.00 3.30 6.40 3.10 0.00
4 0.80 0.60 0.30 0.80 0.70 0.10 2.30 1.20 1.40 0.10 0.30 0.00 0.70 2.90 0.00 -1.00 0.00
5.00 17.20 7.80 0.40 1.50 0.40 0.50 1.00 0.70 0.50 0.00 0.00 3.00 0.30 0.00
5 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.40 0.50 3.20 0.00 0.00 0.00
4.00 3.20 0.10 0.00 0.00 0.10 1.40 0.30 0.00 0.10 0.10 0.10 1.20 0.00 0.00
6 11.40 4.30 2.30 6.50 1.70 3.70 1.20 4.20 3.70 1.10 2.10 1.10 2.30 19.10 0.00 -0.40 -0.80
13.80 6.30 11.90 9.60 0.80 3.70 4.80 7.30 2.50 3.80 2.10 3.90 10.60 4.50 0.00
7 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 2.90 0.00 0.00 0.00
12.60 4.00 0.70 0.00 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.40
13.40 2.80 1.10 0.20 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 0.00 2.00 0.00
15.90 0.20 0.10 0.30 0.30 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.70 1.30 1.00 0.10 1.10 2.40 1.10 0.80 0.20 0.00 0.70 0.40 0.40 5.80 0.00 -0.70 -0.10
13.00 0.40 0.10 0.30 0.60 3.50 0.10 0.10 0.80 0.30 0.00 1.90 2.60 0.80 0.00
Xµ 2.09 1.42 0.81 0.98 0.70 0.72 0.83 1.04 0.60 0.26 0.89 0.27 0.63 5.92 0.00 -0.19 -0.01
10.97 4.35 2.89 1.82 0.58 1.64 1.24 1.06 0.76 1.03 0.23 1.15 2.71 0.98 0.00
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Table D.21: Detailed results: Unknown Mass, Noise = 5.0% and 7 Sensors.
Run Identified DI (%) at variable Error
No. EI1 EI2 EI3 EI4 EI5 EI6 EI7 EI8 EI9 EI10 EI11 EI12 EI13 EI14 EI15 ǫα ǫβ
ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
1 0.20 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00
12.60 0.60 1.60 0.10 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00
18.90 9.80 2.40 0.40 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.50 4.60 6.80 12.00 1.50 0.70 7.10 2.40 0.30 0.10 0.20 1.90 0.00 -5.50 0.00
14.00 4.00 3.40 0.30 0.20 1.00 0.90 5.60 0.30 3.10 2.70 1.50 7.30 4.40 0.00
4 9.80 3.40 3.30 6.20 3.60 3.20 8.00 6.70 5.10 0.60 2.90 3.50 2.80 19.30 0.00 -0.20 -1.00
7.30 12.20 17.80 11.00 10.60 2.80 7.80 5.50 3.50 3.70 1.70 4.10 12.60 5.20 0.00
5 19.30 2.90 3.00 2.80 4.30 1.10 0.20 2.10 4.10 1.70 1.30 4.20 0.40 18.70 0.00 -0.20 -0.60
12.20 0.50 3.80 11.30 1.30 1.20 6.20 6.40 4.10 5.70 3.30 2.50 8.60 5.80 0.00
6 1.10 0.00 0.10 0.10 0.00 0.00 0.30 0.20 0.20 0.10 0.00 0.00 0.00 0.00 0.00 -2.00 0.00
16.50 19.10 12.50 0.20 0.00 0.10 0.00 0.00 0.00 0.60 0.20 0.10 0.40 0.00 0.00
7 0.20 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2.10 1.00 0.50 0.20 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7.40 1.10 0.40 0.10 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
16.70 4.80 1.10 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3.90 2.10 0.50 1.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 3.07 0.64 0.69 1.39 1.48 1.64 1.00 0.97 1.65 0.49 0.46 0.78 0.34 3.99 0.00 -0.79 -0.16
11.16 5.52 4.40 2.50 1.25 0.53 1.51 1.75 0.79 1.31 0.79 0.82 2.89 1.54 0.00
Table D.22: Detailed results: Unknown Mass, Noise = 10.0% and 7 Sensors.
Run Identified DI (%) at variable Error
No. EI1 EI2 EI3 EI4 EI5 EI6 EI7 EI8 EI9 EI10 EI11 EI12 EI13 EI14 EI15 ǫα ǫβ
ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
1 0.10 0.00 0.00 0.10 8.10 5.70 4.20 0.90 5.10 0.10 0.10 0.00 0.00 0.00 0.00 -14.10 0.00
14.70 0.00 1.10 0.30 0.10 0.40 0.60 0.80 3.30 0.30 0.10 0.00 10.80 0.00 0.00
2 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -14.00
13.20 2.00 1.40 10.70 13.10 17.10 18.40 19.60 8.20 4.00 17.70 20.00 9.70 20.00 0.00
3 7.00 4.80 7.80 14.90 14.90 7.00 6.00 13.90 9.50 6.50 4.30 2.00 10.10 20.00 0.00 -1.90 -3.10
11.50 0.80 8.60 14.50 8.70 4.70 2.90 11.70 6.50 11.00 2.50 11.90 12.80 16.00 0.00
4 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
7.10 1.00 0.20 0.10 0.10 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00
5 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.20 0.30 1.10 0.10 0.00 0.00 0.00 0.00 0.00
1.90 0.30 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00
6 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 1.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -5.60
7.50 10.40 4.40 8.50 14.00 10.60 6.60 10.80 14.30 3.20 1.40 19.70 0.30 20.00 0.00
7 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -11.40
12.70 4.00 12.40 9.60 14.40 13.30 17.60 15.80 10.40 0.50 19.60 20.00 7.70 20.00 0.00
8 7.50 0.00 0.00 1.50 3.20 0.00 0.00 0.00 0.00 1.00 2.30 0.00 0.00 0.00 0.00 -2.70 0.00
1.60 0.70 0.60 0.10 0.20 0.00 0.30 0.50 4.30 5.90 0.00 0.20 3.90 0.00 0.00
9 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 1.70 0.00 0.00 0.00 0.00 0.00 0.00 -0.40 0.00
12.20 0.40 1.70 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.40 0.10 0.00 0.00
10 0.00 0.00 0.10 0.00 0.10 0.40 1.80 10.20 0.40 0.00 0.00 0.00 0.00 0.00 0.00 -2.70 0.00
11.10 15.80 8.00 3.40 2.50 3.80 2.00 0.70 3.00 0.50 0.00 0.00 2.30 0.00 0.00
Xµ 1.46 0.50 0.83 1.68 2.63 1.31 1.20 2.53 1.86 0.79 0.78 0.21 1.01 2.00 0.00 -2.19 -3.41
9.35 3.54 3.86 4.75 5.31 4.99 4.84 5.99 5.00 2.56 4.15 7.22 4.76 7.60 0.00
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Table D.23: Detailed results: Unknown Mass, Noise = 0.0% and 4 Sensors.
Run Identified DI (%) at variable Error
No. EI1 EI2 EI3 EI4 EI5 EI6 EI7 EI8 EI9 EI10 EI11 EI12 EI13 EI14 EI15 ǫα ǫβ
ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
1 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9.10 5.20 0.10 0.10 0.10 0.00 0.10 0.10 0.10 0.10 0.10 0.00 0.00 0.00 0.00
2 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5.90 0.30 0.70 0.40 0.00 0.10 0.10 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00
3 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00
11.80 2.80 1.10 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00
4 0.10 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.10 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00
17.10 5.80 0.70 0.30 0.00 0.10 0.00 0.20 0.00 0.00 0.20 0.10 0.00 0.00 0.00
5 0.00 0.10 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00
9.90 4.20 0.40 0.10 0.10 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.10 0.00 0.00
6 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00
0.60 6.30 0.60 0.20 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.00
7 0.20 0.00 0.10 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00
7.80 4.00 0.20 0.10 0.00 0.10 0.10 0.10 0.10 0.00 0.00 0.00 0.20 0.00 0.00
8 0.20 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3.00 5.90 0.50 0.00 0.00 0.20 0.00 0.10 0.00 0.00 0.10 0.20 0.00 0.00 0.00
9 0.20 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00
6.10 4.60 0.10 0.30 0.10 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.10 0.00
10 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00
8.90 4.40 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.00
Xµ 0.13 0.03 0.03 0.00 0.01 0.03 0.01 0.02 0.08 0.01 0.02 0.02 0.04 0.02 0.00 0.00 0.00
8.02 4.35 0.45 0.17 0.03 0.05 0.03 0.06 0.03 0.05 0.07 0.05 0.04 0.01 0.00
Table D.24: Detailed results: Unknown Mass, Noise = 2.0% and 4 Sensors.
Run Identified DI (%) at variable Error
No. EI1 EI2 EI3 EI4 EI5 EI6 EI7 EI8 EI9 EI10 EI11 EI12 EI13 EI14 EI15 ǫα ǫβ
ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
1 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9.20 1.70 0.90 0.20 0.20 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.50 0.20 0.10 0.80 0.80 2.10 2.30 0.10 0.20 0.90 0.20 0.00 0.00 0.00 0.00 -1.20 0.00
9.60 4.50 6.50 0.90 0.30 0.00 0.10 0.10 2.10 0.60 0.80 0.10 2.60 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2.90 3.10 0.60 0.10 0.20 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 1.10 1.70 1.20 3.30 0.50 2.40 0.30 1.90 0.40 1.00 0.00 0.50 0.50 8.30 0.00 0.00 -0.20
16.30 13.00 10.10 2.60 1.40 0.50 0.70 2.60 0.60 1.20 0.20 0.10 6.40 0.70 0.00
5 3.10 1.20 0.40 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.90 6.80 0.00 -0.10 0.00
12.70 15.40 2.60 3.60 0.50 0.20 0.40 0.90 0.00 0.10 0.00 0.70 2.60 0.20 0.00
6 0.20 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5.40 0.80 0.20 0.00 0.20 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00
7 4.80 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.80 5.50 0.00 0.00 -0.10
11.60 2.60 0.10 1.00 0.60 0.50 0.70 2.40 0.50 0.10 0.00 0.10 2.10 0.10 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00
18.20 7.40 0.30 0.40 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00
9 2.50 5.70 3.40 2.70 0.10 2.00 1.10 2.70 0.50 1.50 0.50 0.20 1.90 16.30 0.00 0.00 -0.70
4.70 13.50 10.80 3.70 2.80 0.00 3.20 3.20 3.90 0.50 0.50 0.80 10.60 1.70 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
15.90 1.10 1.10 0.00 0.30 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 1.22 0.91 0.51 0.70 0.15 0.65 0.40 0.47 0.13 0.35 0.08 0.07 0.41 3.69 0.00 -0.13 -0.10
10.65 6.31 3.32 1.25 0.66 0.13 0.54 0.93 0.72 0.26 0.15 0.18 2.43 0.27 0.00
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Table D.25: Detailed results: Unknown Mass, Noise = 5.0% and 4 Sensors.
Run Identified DI (%) at variable Error
No. EI1 EI2 EI3 EI4 EI5 EI6 EI7 EI8 EI9 EI10 EI11 EI12 EI13 EI14 EI15 ǫα ǫβ
ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
1 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
18.80 12.40 3.30 1.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 5.60 2.90 7.10 5.80 0.60 4.20 0.80 1.30 0.80 8.20 1.70 0.60 0.70 14.20 0.00 -0.10 -1.20
0.90 6.70 9.80 5.40 4.50 2.30 0.30 3.30 7.20 5.20 1.70 2.20 11.40 2.60 0.00
3 9.20 1.60 2.50 1.80 7.70 9.10 6.50 0.50 4.20 5.10 4.50 0.60 2.60 13.50 0.00 -4.80 -0.10
9.90 13.70 7.50 5.00 7.70 2.80 4.70 0.60 6.20 8.10 3.10 1.90 10.10 5.10 0.00
4 5.60 0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.90 7.60 0.00 0.00 -0.10
13.00 0.70 0.40 0.00 0.30 1.90 0.80 0.50 1.20 0.40 0.10 0.10 2.30 0.40 0.00
5 7.20 4.90 4.30 11.30 2.00 3.50 10.80 3.00 6.80 7.70 3.70 0.10 3.10 19.40 0.00 0.00 -1.30
10.20 11.50 11.60 0.80 12.80 4.20 4.50 10.30 6.70 5.10 4.80 0.40 13.70 8.30 0.00
6 9.80 4.70 0.70 1.70 1.80 1.70 2.90 0.00 0.80 2.40 1.40 0.20 1.20 20.00 0.00 0.00 -1.00
10.70 6.40 13.00 7.30 3.30 0.50 4.00 6.00 4.10 0.10 0.00 1.80 11.50 1.00 0.00
7 19.10 8.90 0.50 0.60 0.10 0.10 0.00 0.00 0.50 0.10 0.10 0.00 11.70 20.00 0.00 0.00 -1.40
12.70 14.70 14.50 18.40 6.80 2.90 1.30 9.40 0.30 0.00 0.00 8.20 7.80 6.00 0.00
8 0.20 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
14.00 9.30 0.50 0.10 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20
12.00 5.70 0.10 0.60 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00
10 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.10 0.00
5.20 3.00 0.90 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 5.69 2.35 1.51 2.14 1.23 1.86 2.10 0.48 1.31 2.35 1.15 0.16 2.02 9.47 0.00 -0.48 -0.49
10.74 8.41 6.16 3.88 3.54 1.47 1.56 3.02 2.58 1.90 0.97 1.46 5.68 2.34 0.00
Table D.26: Detailed results: Unknown Mass, Noise = 10.0% and 4 Sensors.
Run Identified DI (%) at variable Error
No. EI1 EI2 EI3 EI4 EI5 EI6 EI7 EI8 EI9 EI10 EI11 EI12 EI13 EI14 EI15 ǫα ǫβ
ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
1 12.00 10.80 3.40 5.70 4.00 13.20 11.60 4.90 5.90 8.20 6.00 1.10 1.50 16.00 0.00 -14.50 -0.90
0.20 18.80 8.10 16.60 8.60 0.40 6.60 8.50 17.00 6.20 7.10 1.20 17.40 10.70 0.00
2 0.00 0.00 0.00 0.10 0.00 0.20 1.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
6.50 5.10 4.20 0.00 0.00 0.00 0.10 0.00 1.00 0.00 0.00 0.10 0.20 0.00 0.00
3 8.90 5.30 8.50 5.30 1.80 2.90 12.50 5.40 2.50 10.00 1.90 0.30 9.60 20.00 0.00 0.00 -1.80
7.70 18.10 10.20 18.30 8.10 5.70 7.80 7.70 4.70 3.80 0.10 4.70 11.50 11.40 0.00
4 0.10 0.10 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5.80 2.00 1.10 0.80 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6.70 2.20 0.20 0.10 0.00 0.00 0.00 0.10 0.20 0.10 0.10 0.00 0.00 0.00 0.00
6 0.00 0.10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5.00 7.20 0.30 0.00 0.00 0.10 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 1.00 4.20 5.50 3.80 0.10 0.40 3.70 5.10 1.80 0.50 2.00 0.60 2.10 12.30 0.00 -4.20 0.00
10.00 3.70 1.70 6.50 2.00 0.70 1.60 1.10 7.70 4.30 1.50 1.70 7.00 3.30 0.00
8 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 1.40 0.80 2.00 4.80 0.00 0.00 0.00
5.90 1.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.40 0.10 0.00 0.00
9 0.00 0.00 0.10 0.20 0.60 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
11.90 2.30 1.50 0.50 0.20 0.40 0.30 0.70 0.30 0.00 0.00 0.00 0.00 0.00 0.00
10 0.10 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
16.70 9.50 4.90 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 2.24 2.05 1.75 1.53 0.65 1.68 2.93 1.54 1.03 1.87 1.13 0.28 1.52 5.31 0.00 -1.88 -0.27
7.64 7.00 3.22 4.28 1.89 0.75 1.65 1.82 3.10 1.45 0.88 0.81 3.62 2.54 0.00
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Table D.27: Detailed Damage Detection: Noise = 0.0% and 14 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.30 0.90 7.90 0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
2 0.10 0.00 0.00 0.00 1.40 7.50 1.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 -0.10 0.00
3 0.00 0.00 0.00 0.00 2.40 6.10 1.40 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 -0.20 0.00
4 0.10 0.00 0.00 0.00 0.60 8.90 0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.10 0.70 8.60 0.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
6 0.00 0.00 0.00 0.00 2.10 6.50 1.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
7 0.00 0.00 0.00 0.00 1.90 6.70 1.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.70 8.90 0.30 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
9 0.00 0.10 0.00 0.00 0.40 9.20 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00
10 0.00 0.00 0.00 0.00 0.90 8.50 0.50 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00
Xµ 0.02 0.01 0.00 0.04 1.20 7.88 0.79 0.02 0.00 0.00 0.00 0.00 0.02 0.00 0.00 -0.01 0.00
Table D.28: Detailed Damage Detection: Noise = 2.0% and 14 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.10 0.00 0.00 0.00 4.30 4.90 0.30 0.00 0.00 0.00 0.00 1.10 0.50 2.40 0.00 0.00 -0.40
2 0.00 0.10 0.30 0.40 2.30 5.90 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 3.00 0.20 0.30 1.40 2.10 8.40 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 2.50 5.70 1.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -1.90 1.30
5 0.00 0.00 0.00 0.00 1.80 7.60 2.00 0.00 0.00 0.00 0.60 0.90 3.20 0.80 0.00 -9.00 -2.00
6 0.10 0.00 0.30 0.00 5.30 13.70 0.40 0.00 0.10 0.10 0.70 0.50 0.00 0.00 0.00 0.00 -0.40
7 0.00 0.00 0.00 0.00 2.40 6.80 0.30 0.10 0.10 0.00 0.00 0.90 0.10 1.10 0.00 -2.30 -0.80
8 0.00 0.00 0.00 0.00 4.20 4.60 1.50 0.10 0.00 0.00 0.10 1.60 1.40 0.00 0.00 1.50 -2.10
9 0.00 0.00 0.00 0.00 1.70 7.80 0.30 0.00 0.00 0.00 0.20 0.20 0.00 0.10 0.00 -0.50 -0.10
10 3.70 0.50 0.20 0.20 3.70 11.90 4.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.70
Xµ 0.69 0.08 0.11 0.20 3.03 7.73 1.36 0.02 0.02 0.01 0.16 0.52 0.52 0.44 0.00 -1.22 -0.38
Table D.29: Detailed Damage Detection: Noise = 5.0% and 14 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 1.60 1.40 2.90 0.00 0.20 0.10 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 5.70 7.30 6.70 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 -11.60 -0.10
3 5.20 1.70 0.10 0.00 0.20 11.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.80
4 0.00 0.00 0.00 0.00 4.90 2.90 6.00 0.00 0.00 0.00 1.60 1.50 0.00 3.10 0.00 -8.20 -2.60
5 0.20 1.40 4.00 0.00 6.00 6.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.00 0.00 1.90 0.00
6 0.00 0.00 0.00 0.00 0.50 7.50 0.10 0.00 0.00 0.00 0.50 5.20 0.00 1.10 0.00 -7.10 -5.30
7 0.00 0.00 0.00 0.00 2.20 5.10 0.00 0.00 0.00 0.10 1.40 2.10 2.60 0.70 0.00 1.60 -4.00
8 0.00 0.00 0.10 0.10 0.20 15.00 5.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -1.70 0.40
9 0.00 0.00 0.00 0.00 2.50 10.40 0.10 0.00 0.00 0.00 1.60 1.00 0.00 0.00 0.00 1.30 -1.80
10 0.00 0.00 0.00 0.00 5.70 9.50 0.00 0.00 0.00 0.00 0.00 2.40 3.20 0.00 0.00 0.00 -3.00
Xµ 0.70 0.45 0.71 0.01 2.81 7.61 2.70 0.01 0.00 0.02 0.52 1.22 0.58 0.79 0.00 -2.38 -1.46
176 Appendix D. Detailed Results for Reduced Model
Table D.30: Detailed Damage Detection: Noise = 10.0% and 14 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.10 8.30 0.90 0.00 0.00 1.20 0.80 0.80 3.10 0.00 0.00 -16.40 -0.80
2 6.20 0.60 0.80 0.20 0.00 11.40 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 4.20 6.00 0.50 0.00 0.10 2.00 3.10 0.00 0.00 0.00 0.50 -9.80
4 0.00 0.00 0.90 0.70 3.90 2.50 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 2.00 3.10 0.60 0.00 0.00 11.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.10 6.70 8.70 0.00 0.00 0.00 0.00 0.20 1.60 0.00 1.00 0.00 -1.20 -2.20
7 6.20 0.10 0.10 1.70 0.50 6.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 4.70 0.00 0.00 4.70
8 2.40 2.90 0.30 0.10 1.30 6.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 4.80 1.40 0.40 0.60 8.70 8.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.20 4.30 6.50 1.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -13.00 0.00
Xµ 2.16 0.81 0.31 0.34 2.14 7.20 2.29 0.17 0.00 0.13 0.30 0.55 0.31 0.57 0.00 -3.01 -0.81
Table D.31: Detailed Damage Detection: Noise = 0.0% and 7 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 1.50 7.60 0.80 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 -0.10 0.00
2 0.00 0.00 0.00 0.00 2.30 6.00 1.60 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 -0.10 0.00
3 0.00 0.00 0.00 0.00 1.20 8.00 0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 -0.10 0.00
4 0.00 0.00 0.00 0.10 0.30 9.40 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 1.80 7.00 1.10 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 -0.10 0.00
6 0.00 0.00 0.00 0.00 1.00 8.30 0.60 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.10 0.90 8.30 0.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.00 0.00 0.90 8.50 0.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
9 0.00 0.00 0.00 0.00 2.40 5.80 1.80 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 -0.10 0.00
10 0.10 0.00 0.00 0.00 0.90 8.40 0.60 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00
Xµ 0.01 0.00 0.00 0.02 1.32 7.73 0.87 0.02 0.00 0.00 0.02 0.01 0.01 0.02 0.00 -0.06 0.00
Table D.32: Detailed Damage Detection: Noise = 2.0% and 7 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 1.30 0.80 3.10 0.20 1.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 3.10 6.00 0.10 0.00 0.00 0.00 0.40 1.70 0.30 1.70 0.00 -6.30 -0.30
3 0.00 0.00 0.00 0.10 3.70 4.80 0.40 0.10 0.10 0.00 0.00 1.50 0.00 0.00 0.00 -2.60 -1.20
4 0.00 0.00 0.00 0.00 0.40 9.20 0.10 0.00 0.00 0.10 0.60 0.30 1.00 0.40 0.00 -7.60 -0.30
5 0.60 0.80 0.10 0.10 3.20 3.50 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.70
6 0.00 0.00 0.00 0.10 7.20 13.30 0.00 0.00 0.00 0.00 0.00 1.40 0.10 0.00 0.00 -2.90 -1.60
7 1.10 0.90 0.20 0.40 2.20 3.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.70 2.90
8 0.00 0.00 0.00 0.00 0.50 8.10 1.60 0.00 0.00 0.00 0.10 0.90 0.10 0.60 0.00 -4.50 -0.20
9 1.20 1.60 1.40 0.40 1.50 8.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.30 1.60 3.40 0.20 0.20 15.00 11.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 0.45 0.57 0.82 0.15 2.30 7.23 1.33 0.01 0.01 0.01 0.11 0.58 0.15 0.27 0.00 -2.32 0.10
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Table D.33: Detailed Damage Detection: Noise = 5.0% and 7 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 5.30 5.10 0.00 0.00 0.00 0.00 0.00 1.40 0.00 0.20 0.00 -7.20 -2.10
2 0.00 0.00 0.90 1.60 3.50 1.30 1.60 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00
3 4.30 0.40 1.40 1.00 0.50 3.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.40 0.00
4 1.00 0.00 0.00 0.00 5.80 6.70 0.10 0.00 0.00 0.00 0.80 0.40 0.20 1.40 0.00 0.10 0.00
5 2.10 0.10 0.00 0.10 5.40 7.40 0.00 0.00 0.00 0.00 0.00 0.00 0.20 2.00 0.00 0.00 0.00
6 0.00 0.00 0.00 0.00 7.70 6.30 0.00 0.00 0.00 0.20 2.00 1.90 0.20 0.00 0.00 -13.60 -3.00
7 2.60 1.80 1.70 0.30 0.00 9.00 7.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 1.80 0.50 0.00 0.10 3.90 8.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.70
9 0.00 0.00 0.00 0.00 7.20 11.30 7.10 0.00 0.00 0.00 0.60 4.70 0.00 0.90 0.00 -18.00 -2.10
10 2.10 1.20 0.20 1.70 1.90 11.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 1.39 0.40 0.42 0.48 4.12 7.02 1.65 0.00 0.00 0.03 0.35 0.84 0.06 0.45 0.00 -3.73 -0.55
Table D.34: Detailed Damage Detection: Noise = 10.0% and 7 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 1.40 4.00 1.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 4.40 2.60 0.00 0.00 0.00 1.60 6.80 0.10 3.70 0.00 0.00 -9.70 -5.10
3 0.00 0.00 0.00 0.00 0.00 8.60 1.20 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -20.00 0.00
4 0.10 1.10 4.00 0.00 0.00 7.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.10 0.00 0.00 0.00
5 2.40 0.10 0.00 0.00 3.70 2.70 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.10 0.00 0.00 6.20 4.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 8.70 1.10 0.10 0.60 0.00 0.00 0.00 0.00 0.00 0.00 -6.60 0.00
8 0.00 0.00 0.00 0.00 2.20 7.60 1.10 2.70 0.00 0.00 3.00 4.10 0.20 1.40 0.00 -18.90 0.00
9 1.60 3.30 0.40 0.00 0.00 5.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 7.30 9.80 0.10 0.20 0.00 0.00 0.00 0.00 0.00 0.00 -20.00 0.00
Xµ 0.41 0.46 0.44 0.14 2.05 5.63 1.34 0.30 0.08 0.16 0.98 0.42 0.39 0.45 0.00 -7.52 -0.51
Table D.35: Detailed Damage Detection: Noise = 0.0% and 4 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 1.30 7.80 0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00
2 0.10 0.00 0.00 0.30 0.40 8.70 0.40 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.10 0.00 0.00
3 0.10 0.00 0.00 0.00 2.90 5.00 1.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 -0.10 0.00
4 0.00 0.00 0.00 0.00 1.90 6.80 1.20 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.20 0.00
5 0.10 0.00 0.00 0.00 2.10 6.30 1.50 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 -0.20 0.00
6 0.00 0.00 0.00 0.00 1.80 6.90 1.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.20 0.00
7 0.10 0.00 0.00 0.20 0.60 8.70 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
8 0.10 0.00 0.00 0.00 1.60 7.20 1.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
9 0.10 0.00 0.00 0.10 0.40 9.00 0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
10 0.00 0.00 0.00 0.00 2.60 5.60 1.60 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.10 -0.10 0.00
Xµ 0.06 0.00 0.00 0.06 1.56 7.20 1.06 0.02 0.00 0.01 0.00 0.02 0.00 0.01 0.03 -0.11 0.00
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Table D.36: Detailed Damage Detection: Noise = 2.0% and 4 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 1.70 6.30 1.80 0.00 0.10 0.70 0.10 0.00 0.00 0.00 0.00 -8.30 0.00
2 0.20 0.20 0.00 0.00 3.60 3.70 1.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 1.80 1.40 0.70 1.90 0.20 5.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 2.30 6.80 0.00 0.00 0.00 0.10 0.90 1.10 0.60 2.80 0.00 -6.10 -0.50
5 0.00 0.00 0.00 0.00 3.20 5.90 0.10 0.00 0.00 0.70 0.50 0.50 0.00 5.70 0.00 -0.60 -0.60
6 2.20 2.10 1.80 0.10 0.00 7.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 2.40 1.20 1.90 0.70 0.30 11.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.10 0.10 0.00 0.00 1.00 7.40 1.40 0.00 0.00 0.00 0.00 0.50 0.00 0.80 0.00 0.00 -0.20
9 3.20 1.10 0.00 0.00 2.50 13.30 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 2.10 1.00 0.30 0.10 4.20 9.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Xµ 1.20 0.71 0.47 0.28 1.90 7.75 0.50 0.00 0.01 0.15 0.15 0.21 0.06 0.93 0.00 -1.50 -0.13
Table D.37: Detailed Damage Detection: Noise = 5.0% and 4 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 1.00 9.20 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -12.20 -1.40
2 4.30 0.80 1.50 0.60 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 3.70 1.30 1.60 0.20 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 4.20 1.20 1.00 1.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.60 9.00 0.00 0.00 0.00 0.00 1.10 4.20 0.00 0.00 0.00 -19.70 -0.80
6 0.00 0.00 0.00 0.00 2.10 8.70 0.50 0.00 0.00 0.00 1.70 0.70 0.00 2.40 0.00 -14.70 -2.60
7 0.00 0.00 0.00 0.00 3.10 5.10 1.00 0.00 0.00 0.00 3.60 0.10 1.10 0.70 0.00 -15.40 -6.40
8 0.00 0.00 0.00 0.00 1.00 8.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 2.60 1.30 1.50 1.10 0.10 11.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.90 0.40 0.20 5.00 2.01 0.00 0.00 0.00 0.00 0.00 0.00 0.90 0.60 0.40 0.00 0.00 -0.20
Xµ 1.57 0.50 0.58 0.80 1.01 5.23 0.25 0.00 0.00 0.00 0.64 0.59 0.17 0.35 0.00 -6.20 -1.14
Table D.38: Detailed Damage Detection: Noise = 10.0% and 4 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 2.70 4.00 0.00 0.00 0.00 0.00 0.20 4.10 0.60 0.00 0.90 0.00 -7.20 -3.70
2 0.00 0.00 0.00 0.20 6.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.30 0.00 0.00 -11.80
3 0.20 1.70 0.00 0.00 7.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.20 0.90 8.80 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 3.80 4.20 0.00 0.00 0.00 0.00 0.00 0.00 0.70 0.00 0.00 -18.50 -1.80
6 0.30 1.40 0.00 0.00 4.50 1.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.10 7.70 0.00 0.00 0.00 0.00 0.20 0.80 0.00 0.50 0.10 0.00 -9.50 -10.40
8 0.00 0.00 0.00 3.60 2.50 0.00 0.00 0.20 3.40 0.00 0.00 1.30 1.10 1.60 0.00 -7.10 0.00
9 0.30 4.80 0.10 0.10 8.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 7.90 0.00 0.00 0.00 0.00 0.00 3.60 0.00 2.10 1.70 0.00 -17.90 -14.40
Xµ 0.08 0.79 0.01 0.69 5.46 1.43 0.01 0.02 0.34 0.04 0.85 0.19 0.44 0.76 0.00 -6.02 -4.21
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D.5 Output-Only Results
Table D.39: Detailed results: Output-only, Noise = 0.0% and 16 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.20 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.70 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.10 0.00 -1.70 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.30 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.20 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.70 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.50 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.30 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.20 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -1.00 0.00
Xµ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.01 0.00 -0.58 0.00
Table D.40: Detailed results: Output-only, Noise = 2.0% and 16 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 -1.00 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.10 0.00 0.20 0.00 -3.70 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.10 0.10 0.10 0.00 -2.20 0.00
4 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.90 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -1.00 0.00
6 0.10 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 -1.30 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.10 0.20 0.00 -3.10 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.10 0.00 -1.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.50 0.00
Xµ 0.01 0.00 0.02 0.01 0.01 0.00 0.00 0.04 0.02 0.00 0.02 0.03 0.02 0.07 0.00 -1.47 0.00
Table D.41: Detailed results: Output-only, Noise = 5.0% and 16 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.10 0.00 0.00 -3.50 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 -1.20 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 -4.80 0.00
5 0.00 0.00 0.00 0.00 0.20 0.10 0.10 0.10 0.30 0.00 0.20 0.10 0.00 0.20 0.10 -2.10 0.00
6 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 -1.70 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.10 -4.10 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 -0.80 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.30 0.10 0.20 0.40 0.10 0.20 -0.40 0.00
10 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.60 0.00
Xµ 0.01 0.00 0.00 0.06 0.02 0.01 0.01 0.01 0.04 0.03 0.04 0.05 0.08 0.06 0.04 -1.92 0.00
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Table D.42: Detailed results: Output-only, Noise = 10.0% and 16 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.20 0.00 0.00 -6.50 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.20 0.00 -3.50 0.00
3 1.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 -3.40 0.00
4 0.00 0.00 0.00 0.40 0.00 0.00 1.10 0.10 0.00 0.00 0.00 0.00 0.50 1.10 0.00 -18.10 0.00
5 0.00 0.00 0.00 0.00 0.00 1.20 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.10 0.00 0.00
6 0.00 0.10 0.00 0.00 0.00 0.10 0.30 0.60 0.00 0.00 0.00 0.10 0.00 0.00 0.10 -0.10 0.00
7 0.00 0.00 0.00 0.00 0.10 0.50 0.00 0.00 0.00 0.00 1.20 0.10 0.00 0.00 0.10 0.00 0.00
8 0.00 0.00 0.00 1.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 0.80 0.80 0.00 -0.70 0.00
9 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 0.00 -2.30 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 -15.90 0.00
Xµ 0.23 0.01 0.00 0.20 0.01 0.18 0.15 0.07 0.00 0.00 0.12 0.09 0.17 0.30 0.04 -5.05 0.00
Table D.43: Detailed results: Output-only, Noise = 0.0% and 10 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.20 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 -1.70 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 -0.40 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.40 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.20 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.10 0.00 -1.70 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.90 0.00
Xµ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.00 0.02 0.00 -0.57 0.00
Table D.44: Detailed results: Output-only, Noise = 2.0% and 10 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.30 0.00
2 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.10 -1.50 0.00
3 0.00 0.00 0.00 0.00 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.10 0.00 -2.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.20 0.00 -1.30 -0.10
5 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.20 0.00 -3.90 0.00
6 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 -0.10 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 -0.20 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.40 0.10 0.30 0.00 -5.60 0.00
9 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.20 0.00 0.10 0.00 -0.10 0.00
10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 -1.90 0.00
Xµ 0.03 0.00 0.02 0.01 0.03 0.01 0.01 0.00 0.01 0.01 0.03 0.09 0.03 0.10 0.01 -1.69 -0.01
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Table D.45: Detailed results: Output-only, Noise = 5.0% and 10 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 -0.50 0.00
2 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.40 0.00 0.00 -0.10 0.00
4 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.40 0.60 0.40 0.40 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.10 0.00 -4.60 0.00
6 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.30 0.00 0.00 -3.80 0.00
7 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.00 0.00 0.00 -6.00 0.00
8 0.00 0.00 0.00 0.00 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.10 0.00 0.10 -0.20 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.60 0.10 0.00 -0.80 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.70 0.00 0.10 0.00 0.00 0.00
Xµ 0.04 0.00 0.00 0.03 0.05 0.00 0.00 0.00 0.01 0.00 0.07 0.21 0.21 0.07 0.01 -1.60 0.00
Table D.46: Detailed results: Output-only, Noise = 10.0% and 10 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 -0.10 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.50 0.00 0.00 0.00 0.50 0.20 0.00 0.00 -8.40 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.30 -10.30 0.00
4 1.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.60 0.00 1.20 0.00 -19.80 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.00 0.00 -0.10 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.40 1.00 0.20 0.30 0.00 -3.40 -0.10
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.30 -5.60 0.00
8 0.00 0.00 0.00 0.70 1.20 0.00 0.40 0.00 0.00 0.00 0.00 0.90 0.00 0.80 0.40 -0.30 -0.20
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.40 0.30 0.10 0.00 -0.10 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.80 0.00 -18.00 0.00
Xµ 0.13 0.00 0.00 0.07 0.12 0.00 0.12 0.05 0.00 0.00 0.05 0.34 0.12 0.37 0.10 -6.61 -0.03
Table D.47: Detailed results: Output-only, Noise = 0.0% and 6 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.30 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.30 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 -0.70 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.20 0.00
5 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.50 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 -0.20 0.00
7 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.60 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.40 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.60 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.10 0.00
Xµ 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 -0.39 0.00
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Table D.48: Detailed results: Output-only, Noise = 2.0% and 6 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 -0.40 0.00
2 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 -1.10 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.10 0.00 -1.10 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.40 0.00 0.20 0.00 -4.30 0.00
5 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.10 0.00 -1.10 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.40 0.00 0.10 0.00 -0.70 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.20 0.00 0.00 0.00 -0.10 0.00
8 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.10 -0.60 0.00
9 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 -0.10 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 -1.60 0.00
Xµ 0.00 0.00 0.01 0.02 0.04 0.00 0.02 0.01 0.00 0.00 0.03 0.18 0.02 0.07 0.01 -1.11 0.00
Table D.49: Detailed results: Output-only, Noise = 5.0% and 6 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.30 0.00 0.00 0.00 0.00 0.00 0.20 0.40 0.00 0.00 -0.10 0.00
2 0.10 0.00 0.00 0.00 0.00 0.90 0.00 0.00 0.00 0.10 0.40 0.00 0.00 0.30 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.50 0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 0.00 -4.70 0.00
4 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.00 -1.40 0.00
5 0.00 0.00 0.00 0.00 0.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.20 0.00 -5.00 -0.10
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.60 0.10 0.90 0.00 -11.30 0.00
7 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.80 0.00
8 0.00 0.00 0.00 0.00 0.60 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.00 0.00 0.10 0.00 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 0.00 -0.30 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.00
Xµ 0.01 0.00 0.00 0.03 0.18 0.20 0.00 0.00 0.00 0.01 0.04 0.11 0.09 0.23 0.01 -2.36 -0.01
Table D.50: Detailed results: Output-only, Noise = 10.0% and 6 Sensors.
Run Identified DI (%) at node No. Error
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ǫα ǫβ
1 0.00 0.00 0.00 0.00 0.00 0.60 0.00 0.00 0.00 0.00 0.00 0.40 0.70 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.90 0.80 0.30 0.00 -9.30 -0.10
3 0.00 0.00 0.00 0.00 0.00 0.10 1.50 0.00 0.00 0.00 0.00 0.80 0.00 0.50 0.50 -7.90 0.00
4 0.00 0.00 0.20 0.10 0.20 0.00 0.00 0.00 0.00 0.00 1.90 0.00 0.00 0.40 0.00 0.00 0.00
5 0.00 0.00 0.00 0.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.60 0.20 -17.20 0.00
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.10 -2.90 0.00
7 0.00 0.00 0.00 0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 -2.90 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -5.20 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 0.80 0.00 0.60 0.00 -4.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 -7.70 0.00
Xµ 0.00 0.00 0.02 0.17 0.02 0.07 0.15 0.00 0.01 0.00 0.23 0.34 0.15 0.27 0.09 -5.71 -0.01
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Appendix E
Detailed Results for Experimental Trip-
ile Structure
A laboratory test model of a scaled wind turbine tower supported by a tripile
foundation was tested at the Institute of Structural Analysis (Institut fu¨r
Statik und Dynamik - ISD) at Leibniz Universita¨t Hannover (LUH). These
results are used to perform structural identification for both undamaged and
damaged cases of the tripile. Damage was induced via loosening the bolts in
a flange installed in one of the tripile legs. Detailed results are presented in
this appendix.































Table E.1: Detailed results for experimental undamaged tripile.
Run Identified DI (%) at variable
No. E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12 E13 E14 E15 ζ1
G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 G13 G14 G15 ζ2
1 0.0 0.0 2.0 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0020
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0020
2 0.0 0.0 2.0 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0020
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0020
3 0.0 0.0 2.0 1.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0020
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0020
4 0.0 0.0 2.0 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0020
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0020
5 0.0 0.0 1.5 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0020
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0020
6 0.0 0.0 2.0 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0020
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0020
7 0.0 0.0 1.0 2.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0020
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0020
8 0.0 0.0 2.0 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0020
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0020
9 0.0 0.0 2.5 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0020
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0020
10 0.0 0.0 2.0 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0020
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0020
Xµ 0.0 0.0 1.9 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0020





















Table E.2: Detailed results for experimental damaged tripile.
Run Identified DI (%) at variable
No. E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12 E13 E14 E15 ζ1
G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 G13 G14 G15 ζ2
1 0.0 16.5 0.5 0.0 0.0 18.5 3.0 0.0 18.5 62.0 26.0 0.5 0.0 0.0 0.0 0.2166
0.0 19.5 11.5 28.5 0.0 20.0 25.5 8.0 40.0 82.0 24.0 20.5 0.0 0.0 0.0 0.0020
2 0.0 0.0 9.5 0.5 0.0 2.0 19.5 0.0 42.5 54.5 2.0 0.0 0.0 0.0 0.0 0.2347
0.0 24.5 5.5 13.5 0.0 31.5 7.0 16.0 50.5 59.0 43.5 64.50 0.0 0.0 0.0 0.0013
3 0.0 0.0 0.0 0.0 0.0 0.0 3.5 0.5 35.0 65.0 2.0 0.0 0.0 0.0 0.0 0.2318
0.0 2.0 0.5 18.0 0.0 4.0 8.0 9.0 70.5 42.5 10.5 14.5 0.0 0.0 0.0 0.0015
4 0.0 0.0 3.5 2.0 0.0 14.5 14.5 0.0 26.5 67.0 0.0 0.0 0.0 0.0 0.0 0.2309
0.0 49.5 13.0 0.0 0.0 44.5 38.5 28.0 3.5 44.5 77.0 42.0 0.0 0.0 0.0 0.0011
5 0.0 0.0 0.0 0.0 0.0 0.0 3.5 0.5 35.0 65.0 2.0 0.0 0.0 0.0 0.0 0.2318
0.0 2.0 0.5 18.0 0.0 4.0 8.0 9.0 70.5 42.5 10.5 14.5 0.0 0.0 0.0 0.0015
6 0.0 0.0 9.5 0.5 0.0 2.0 19.5 0.0 42.5 54.5 2.0 0.0 0.0 0.0 0.0 0.2347
0.0 24.5 5.5 13.5 0.0 31.5 7.0 16.0 50.5 59.0 43.5 64.50 0.0 0.0 0.0 0.0013
7 0.0 0.0 0.0 0.0 0.0 0.0 3.5 0.5 35.0 65.0 2.0 0.0 0.0 0.0 0.0 0.2318
0.0 2.0 0.5 18.0 0.0 4.0 8.0 9.0 70.5 42.5 10.5 14.5 0.0 0.0 0.0 0.0015
8 0.0 13.0 5.0 0.0 0.0 6.0 1.5 2.0 41.5 50.0 10.5 0.0 0.0 0.0 0.0 0.2185
0.0 84.5 23.0 3.0 0.0 60.0 0.5 5.0 20.5 55.5 62.5 7.5 0.0 0.0 0.0 0.0020
9 0.0 0.0 0.0 0.0 0.0 0.0 3.5 0.5 35.0 65.0 2.0 0.0 0.0 0.0 0.0 0.2318
0.0 2.0 0.5 18.0 0.0 4.0 8.0 9.0 70.5 42.5 10.5 14.5 0.0 0.0 0.0 0.0015
10 0.0 0.5 15.0 1.0 0.0 18.5 5.5 0.0 44.0 33.5 10.0 1.0 0.0 0.0 0.0 0.2375
0.0 2.0 0.5 18.0 0.0 4.0 8.0 9.0 70.5 42.5 10.5 14.5 0.0 0.0 0.0 0.0012
µ 0.0 3.0 4.3 0.4 0.0 6.15 7.75 0.4 35.55 58.15 5.85 0.15 0.0 0.0 0.0 0.2300
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