Distributional identities for a Lévy process Xt, its quadratic variation process Vt, and its maximal jump processes, are derived, and used to make "small time" (as t ↓ 0) asymptotic comparisons between them. The representations are constructed using properties of the underlying Poisson point process of the jumps of X. Apart from providing insight into the connections between X, V , and their maximal jump processes, they enable investigation of a great variety of limiting behaviours. As an application we study "self-normalized" versions of Xt, that is, Xt after division by sup 0<s≤t ∆Xs, or by sup 0<s≤t |∆Xs|. Thus we obtain necessary and sufficient conditions for Xt/ sup 0<s≤t ∆Xs and Xt/ sup 0<s≤t |∆Xs| to converge in probability to 1, or to ∞, as t ↓ 0, so that X is either comparable to, or dominates, its largest jump. The former situation tends to occur when the singularity at 0 of the Lévy measure of X is fairly mild (its tail is slowly varying at 0), while the latter situation is related to the relative stability or attraction to normality of X at 0 (a steeper singularity at 0). An important component in the analyses is the way the largest positive and negative jumps interact with each other. Analogous "large time" (as t → ∞) versions of the results can also be obtained.
Introduction
We study relations between a Lévy process X t , its quadratic variation process V t , and its maximal jump processes, with particular interest in how these processes, and how positive and negative parts of the X process, interact. Representations of distributions related to these processes are calculated and used as a basis for making asymptotic (small time) comparisons in their behaviours.
A convenient way of proceeding is to derive identities for the distributions of X t modified by subtracting a number of its largest jumps, or its jumps of largest modulus, up till time t, joint with V t , modified similarly. These identities are obtained by considering the Poisson point process of jumps of X, allowing for possible ties in the order statistics of the jumps.
The distributions thus obtained enable the study of a wide variety of small or large time kinds of behaviour of X. As an application, we investigate "self-normalized" versions of X t , giving a comprehensive analysis of the behaviour of X t / sup 0<s≤t ∆X s and X t / sup 0<s≤t |∆X s | as t ↓ 0, and similarly with X t replaced by |X t |. Two extreme situations are considered; first, when X is of comparable size to a maximal jump process, for example, X t / sup 0<s≤t |∆X s | P → 1 as t ↓ 0; or, alternatively, when X dominates a maximal jump process, in the sense that X t / sup 0<s≤t |∆X s | P → ∞ as t ↓ 0; and similarly with X t replaced by |X t |, and/or |∆X s | replaced by ∆X s . Complementary to these is the way the largest positive and negative jumps interact with each other.
Such results can be seen as continuations in one way or another of a growing literature in this area which has some classical antecedents. In particular, a paper of Doney (2004) is concerned with conditions for X t to remain positive near 0 with probability approaching 1, and Andrew (2008) similarly analyses the behaviours of the positive and negative jump processes near 0. There is a connection also with results of Bertoin (1997) , who in studying regularity at 0 was concerned with the dominance of the positive part of X over its negative part, when X is of bounded variation.
The dominance results are in Sections 3 and 5. Section 4 compares the positive and negative jump processes. Before this, in Section 2, we set up notation and, in Theorem 2.1, derive the distribution identities using the Poisson point process structure of the jumps. Section 2 also recalls some basic facts concerning Poisson point processes and constructs the distribution of the relevant Poisson random measure from the jumps of X. We make brief mention of some other possible applications of the methodology in the final discussion Section 6.
Distributional Representations
Let (X t ) t≥0 be a real valued Lévy process with canonical triplet (γ, σ 2 , Π), thus having characteristic function Ee iθXt = e tΨ(θ) , t ≥ 0, θ ∈ R, with characteristic exponent We are only interested in small time behaviour of X t , so we eliminate trivial cases by assuming Π(0+) = ∞ or Π + (0+) = ∞, as appropriate. Let ∆Π(y) := Π{y}, y ∈ R * , and ∆Π(y) := Π(y−) − Π(y), y > 0. Denote the jump process of X by (∆X t ) t≥0 , where ∆X t = X t − X t− , t > 0, with ∆X 0 ≡ 0. The quadratic variation process associated with X is
with V 0 ≡ 0. Recall that X is of bounded variation if 0<s≤t |∆X s | < ∞ a.s. for all t > 0, equivalently, if σ 2 = 0 and |x|≤1 |x|Π(dx) < ∞. If this is the case (2.1) takes the form
where d X is the drift of X.
In deriving representations for the joint distributions of X t , V t and the r th maximal jump processes, it is convenient to work with the processes having the r largest jumps, or the r jumps largest in modulus, subtracted. These "trimmed" processes are no longer Lévy processes, but we can give useful representations for their marginal distributions. The expressions are in terms of a truncated Lévy process, together with one or two Poisson processes, and a Gamma random variable, all processes and random variables independent of one another.
For any integer r = 1, 2, . . ., let ∆X (r) t and ∆X (r) t be the r th largest positive jump and the r th largest jump in modulus up to time t respectively. Formal definitions of these, allowing for the possibility of tied values (we choose the order uniformly among the ties), are given in Section 2.1 below. "One-sided" and "modulus" trimmed versions of X are then defined as Define left-continuous inverses of monotone functions as follows. When f : (0, ∞) → [0, ∞) is a nondecreasing (resp., nonincreasing) function, set f ← (x) = inf{y > 0 : f (y) ≥ x (resp., f (y) ≤ x)}, x > 0. (2.6) (By convention, the inf of the empty set is taken as ∞. See Resnick (1987, Section 0.2) for properties of inverse functions.) We introduce four families of processes, indexed by v > 0, truncating jumps from sample paths of X t and V t , respectively. Let v, t > 0. When Π(0+) = ∞, we set Our main result in this section gives very general representations for the joint distributions of ( (r) X t , (r) V t , | ∆X (r)
t |) and of ( (r) X t , (r) V t , ∆X (r) t ), allowing for possible tied values in the large jumps. We make the convention throughout that a Poisson random variable with parameter 0 is 0. Note that then the expressions in (2.11), (2.12) and (2.14) below are zero when Π has no atoms. But we do not assume this.
Theorem 2.1 Let r ∈ N = {1, 2, 3, . . .} and S r be a Gamma(r, 1) random variable. Suppose
and Y = (Y t ) t≥0 are independent Poisson processes with EY
, and Y are independent as random elements.
and for v > 0, t > 0, set
Then, for each t > 0, we have
Remark 1 Processes (r) X t and (r) X t are not Lévy processes; their increments are not independent, or homogeneous in distribution. But the identities (2.13) and (2.15) express their marginal distributions in terms of distributions of Lévy processes, mixed in a sense according to their r th largest jumps, with allowance made for ties. This opens the possibility for results obtained from analyses of the underlying Lévy processes to be transferred to the trimmed processes. We exemplify this procedure in a variety of ways in Sections 3 and 5.
As an immediate corollary of Theorem 2.1, the following identities will be useful.
Corollary 2.1 Using the notation in Theorem 2.1, we have, for x ∈ R, y ≥ 0, t > 0, r = 1, 2, . . ., (i) when Π(0+) = ∞,
In proving Theorem 2.1 we make use of the underlying Poisson point process (PPP) structure of the jumps of a Lévy process. We begin in Subsection 2.1 with a precise definition of the order statistics of a PPP when tied values may be present. In Subsection 2.2 we review basic properties of standard PPPs and in Subsection 2.3 construct the distribution of a Poisson random measure (PRM) from the jumps of a Lévy process through a series of marking and deterministic transformations. Also in Subsection 2.3 we derive the joint distribution of the trimmed point process using the point process order statistics. This machinery allows us to complete the proof of Theorem 2.1 in Subsection 2.4.
Order Statistics with Ties
Introduce X as the point measure associated with the jumps of X:
X is a Poisson point process (PPP) on [0, ∞) × R * with intensity measure ds ⊗ Π(dx). Analogously, the PPPs of positive and negative jumps and jumps in modulus associated with X are
19)
20)
having intensity measures ds ⊗ Π ±,|·| (dx), respectively. For t > 0 we consider restrictions of these processes to the time interval s ∈ [0, t] by introducing
Assume Π(0+) = ∞ and t > 0. Our first task is to specify the points with maximum modulus in X t . To this end, let (0) X t ≡ X t , and denote the points in
= 0, and suppose, for r ∈ N,
, have already been constructed.
With probability one, the set I (r) t is non-empty and finite, where we denote
Choose one member T (r) t
∈ I
(r) t at random amongst the finitely many members of I (r) t according to the discrete uniform distribution and set
Then define the r-fold modulus trimmed point process on [0, t] × R * by
.
In the same way, under the assumption Π + (0+) = ∞, we can define the ordered pairs of positive jumps,
are the r th largest order statistics of positive jumps of X sampled on time interval [0, t] . By subtracting the points corresponding to large jumps, analogously as we did for (r) X t , we then define the r-fold trimmed extremal process of positive jumps by (r) X
For necessary material on point processes we refer to Chapter 12 in Kallenberg (2002) 
Standard Poisson Point Process
In this section we provide alternative constructions of X t , (r) X t , X 
For t > 0 we introduce
Then V t and V t are homogeneous PPPs on [0, t] × (0, ∞) and [0, t] × (0, 1) × (0, ∞) with intensity measures ds ⊗ dv and ds ⊗ du ′ ⊗ dv, respectively. For r ∈ N 0 := {0, 1, 2 . . .}, we define their r-fold trimmed counterparts by
When Π(0+) = ∞ we consider the transformation
Still assuming Π(0+) = ∞, by the Radon-Nikodym theorem, there exist Borelian functions g ± : (0, ∞) → (0, ∞) with g + + g − ≡ 1 such that dΠ ± = g ± dΠ |·| and, in particular,
We use g + to return the sign to the process by a second transformation m :
be the point process on [0, t] × R * , being the image of the composition of the above transformations applied to V t :
Their trimmed counterparts are similarly defined by setting, for r ∈ N 0 ,
(2.27) When Π + (0+) = ∞ we can contrive Π +,← as a transformation of (0, ∞) into (0, ∞) and we will consider the image measures of V t and
Representations for r-trimmed PPPs
In this section the original point process X, its ordered jumps, and the trimmed point process, is related to a corresponding standard version V. 
28)
29)
we have the following distributional equivalences:
32)
Proof of Lemma 2.1 (i) Assume Π(0+) = ∞, and introduce
The mapping m is the same as the m in (2.25) without the time component.) Let µ T := µ • T −1 denote the image measure of a measure µ under a transformation T . Using this notation, and in view of (2.24), we get from (dv) In order to show (2.29), introduce record times, defined recursively by
Observe that (R n ) n≥0 is independent of (U i ) and (
associated with trimming the process V h t by choosing a sequence of independent permutations (σ n ) n≥1 , where
are chosen according to the discrete uniform distribution amongst the finitely many candidates. By our construction of trimming, also the pairs ({R n }, {σ n }) and ({U i }, {U
In view of (2.28), this completes the proof of (2.29). Note that (2.30) follows from (2.29). Part (ii) is shown analogously. Next is our main theorem giving the representation for trimmed PPPs. For x > 0 write X +·<x t and X |·|<x t for point processes generated by deleting all points in X + t and X t not lying in the regions [0, t] × (0, x) and [0, t] × (−x, x) * , respectively:
, are independent processes, with Y ± and Y being standard Poisson processes.
where κ ± (v) are the quantities in (2.11).
(ii) Assume Π + (0+) = ∞. Then for all t > 0, r ∈ N,
38)
Proof of Theorem 2.2 Let t > 0, and introduce
for all nonnegative Borelian f and λ ≥ 0. Here V ′ ·≥v 
Observe that
) and
with κ ± (v) as in (2.11). It follows from (2.36) and a change of variables that
We get from (2.41), (2.42) and (2.43)
completing the proof of the following identity in law:
where V, 
Representations for the r-trimmed Lévy Processes
By the Lévy-Itô decomposition, we can decompose a real-valued Lévy process X t , defined on the probability space (Ω, F , P ), as
where γ ∈ R, σ ≥ 0, Z t is a standard Brownian motion, and (X (J) t ) t≥0 , the jump process of X, is independent of (Z t ) t≥0 . It satisfies, locally uniform in t ≥ 0,
Now we can complete the proof of Theorem 2.1. Proof of Theorem 2.1: We will prove Part (i), the identity for the r-fold modulus trimmed Lévy process. Trimming of positive jumps as in Part (ii) follows similarly. Let t > 0, r ∈ N be fixed. By (2.45) and the definition of (r) X t , the r-fold modulus trimmed Lévy process is
Note that the jump process of (r) X t and its quadratic variation are obtained by applying the summing functional to the r-fold modulus trimmed point process (r) X and to the squared jumps of (r) X. By a version of the Lévy-Itô decomposition, we can write
The corresponding r-trimmed quadratic variation is simply
Recall from Lemma 2.1 and Theorem 2.2 that the distribution of (r) X t can be decomposed as the superposition of three independent point measures, as in (2.37). Splitting the integral in (2.48) into these components gives a.s. lim
A similar expression holds for (r) V t . Thus we conclude
This is (2.13) and completes the proof of Part (i). Part (ii) is similarly proved. This completes our derivation of the trimming identities. In the next sections we turn to applications of them.
X and its Maximal Processes Comparable
In this section we apply Theorem 2.1 to complete a result of Maller and Mason (2010) concerning the ratio of the process to its jump of largest magnitude. Note that when
Recall that Π(x) is said to be slowly varying (SV) as t ↓ 0 if lim x↓0 Π(ux)/Π(x) = 1 for all u > 0 (e.g., Bingham, Goldie and Teugels (1987)).
iff Π(x) ∈ SV at 0 (so that X is of bounded variation) and X has drift 0. These imply
and conversely (3.2) implies Π(x) ∈ SV at 0.
For the proof we need a couple of preliminary lemmas. The first calculates distributions related to the large jumps, and the second applies Theorem 2.1 to derive a useful inequality.
and (ii) for t > 0, x ≥ y > 0,
Similar expressions to (3.4) and (3.3) are true when Π + (0+) = ∞, with | ∆X
and ∆X (2) t , and Π(·) and |dΠ(y)| replaced by Π + (·) and Π(dy).
Proof of Lemma 3.1 Assume Π(0+) = ∞ and take t > 0. We get from (2.29) that
where E 1 and E 2 are independent unit exponential random variables. For Part (i), let 0 < u < 1 and v > 0. Set y t,u (v) := tΠ(uΠ ← (v/t)). Then, in view of (3.5),
Changing the variable from v to v/t gives the first equality in (3.3). Changing variable from v to Π(y) then gives the second, by recalling the identities (dv)
, take x ≥ y > 0. Then (3.4) follows from (3.5) and
The versions for the large jumps, rather than jumps large in modulus, are proved similarly.
Lemma 3.2 Let Π be any Lévy measure with Π + (0+) = ∞ (resp. Π − (0+) = ∞). Then there exists a sequence of Lévy measures Π n such that Π n v −→ Π, as n → ∞, and, for all n, simultaneously, Π n is absolutely continuous with respect to Lebesgue measure, having on R * a strictly positive C ∞ -density, and satisfying (2002)). We extend Π to a Borel measure on R by setting Π({0}) := 0. Assume Π = 0, so
defines a Borel probability measure on R. For all n ∈ N the convoluted probability measure P n := P ⋆ N (0, 1/n) admits a strictly positive C ∞ -Lebesgue density. For n ∈ N, set Π n (dx) :
It is easily verified that (Π n ) n∈N is a sequence of Lévy measures with the desired properties. Lemma 3.3 Assume Π(0+) = ∞, and let a t be any nonstochastic function in R. Then for t > 0 and 0 < u < 1/4,
at points u of continuity of the righthand side. Assuming Π + (0+) = ∞, the same inequality (3.7) holds with
t |. Proof of Lemma 3.3 Let E be an exponential random variable with EE = 1, thus, E D = S 1 . Using the identity in (2.16) with r = 1, the LHS of (3.7) is, for u > 0,
where we abbreviate
Here X v t is an independent copy of X v t and
t is a symmetrization of X v t . Substitute the inequality (3.9) in (3.8) and equate to the LHS of (3.7) to get
Take u ∈ (0, 1/4). Applying Lévy's maximal inequality for random walks, we have
The Lévy measure of
By Lemma 3.2 there is a sequence of (absolutely) continuous Lévy measures Π n such that Π n → Π vaguely on R, as n → ∞, satisfying Π n (0+) = ∞, by (3.6), and, in obvious notation,
Let X v t (n) be Lévy with triplet given by (2.9), but with Π replaced by Π n , and let X v t (n) be its symmetrization. Since their triplets converge, we get from Theorem 15.14 in Kallenberg (2002) 
Refer back to (3.10). By dominated convergence and (3.13)
where the last equality follows from Lemma 3.1, and since Π(0+) = ∞ we note that P | X v t | > x is continuous in x > 0 for each t > 0 (cf. Sato (1999), Thm. 27.4, p.175). Also, by Lemma 3.1, we have, for points of continuity 0 < y ≤ x of Π, and t > 0,
So the limit on the RHS of (3.14) equals the RHS of (3.7) at points of continuity of the limit. With this observation, substituting (3.14) in (3.10) proves (3.7).
Proof of Lemma 3.4 From (3.3), for 0 < u < 1, with
Assume (3.16), so that the integral on the RHS of (3.17) tends to 0 as t ↓ 0. Take any sequence t k ↓ 0 and by Helly's theorem select a subsequence tΠ(uy v/t ) = v, v > 0, 0 < u < 1.
and Π ∈ SV at 0. Proof of Theorem 3.1 Observe that (3.1) is equivalent to Π(x)dx < ∞ and X is of bounded variation, with drift d X . By, e.g., Bertoin (1996, Prop. 11, p.167), The next result follows by applying Theorem 3.1 to the Lévy process ( 0<s≤t |∆X s |) t>0 , when X t is of bounded variation.
Corollary 3.1 Suppose σ 2 = 0 and Π(0+) = ∞. X t is of bounded variation and 19) iff Π(x) ∈ SV at 0 (so that X is of bounded variation) and X has drift 0.
Remark 2 As another corollary of Theorem 3.1, it is not hard to show that Π(x) ∈ SV at 0 implies tΠ(|X t |)
D
−→ E as t ↓ 0. The variance gamma model, widely used in financial modelling, has Lévy measure whose tail is slowly varying at 0 (Madan and Seneta (1990, p.519)). Our results for such processes provide useful intuition and, more specifically, may be of immediate use in applications, such as for estimation of Π or simulation, etc.
The next theorem gives a one-sided version of Theorem 3.1. Condition (3.20) reflects a kind of dominance of the positive part of X over its negative part. We defer the proof of Theorem 3.2 to the following section, where we study such dominance ideas in detail.
iff Π + (x) ∈ SV at 0, X is of bounded variation with drift 0, and lim x↓0 Π − (x)/Π + (x) = 0.
Comparing Positive and Negative Jumps
In this section we are concerned with comparing magnitudes of positive and negative jumps of X, in various ways. Define ∆X (
In the Poisson point process of jumps (∆X t ) t>0 , the numbers of jumps and their magnitudes in disjoint regions are independent. Thus the positive and negative jump processes are independent. When the integrals are finite, define
We obtain: Proof of Theorem 4.1 To prove the equivalence in (4.1), note that, for any λ ∈ R, 
with λ = 1 to get a lower bound for the integral in (4.6) of
for any z > 0. It's easily checked that A − (z)/z is nonincreasing for z > 0, so the last integral in (4.8) is not smaller than
Now choose t = 1/Π + (z) and let t ↓ 0 (so z ↓ 0) to get the righthand relation in (4.1).
Conversely, assume the righthand relation in (4.1). Then the upper bound in (4.7) with λ = 1 shows that the integral in (4.6) is no larger than
Take t > 0 and a > 0 and let z = Π +,← (a/t). Then the last expression is no larger than
Letting t ↓ 0, so z ↓ 0, then a → ∞, this tends to 0 by the righthand relation in (4.1). The equivalence in (4. The Laplace transform on the lefthand side of (4.9) equals
Define a measure ρ(·) on (0, ∞) in terms of its tail:
Then ρ(y) is nonincreasing, ρ(0+) = ∞, ρ(+∞) = 0, and 1 0 yρ(y)dy < ∞. So ρ is a Lévy measure and we can define a Lévy process (U t ) t≥0 , independent of (X t ) t≥0 , having Lévy characteristics (0, 0, ρ) and jump process ∆U t := U t − U t− , t > 0. Then
and the righthand side of (4.10) is
Thus 
Then σ 2 = 0 and xΠ(x) → 0 as x ↓ 0, by Doney and Maller (2002a, Thm. 2.1). Use the Lévy-Itô decomposition (with σ 2 = 0) to write X t as
(4.14)
Here
and the big jump component X
In view of (4.13) and (4.14) we see that X (−) t /t has a finite limit in probability as t ↓ 0, and so by Doney 
This implies lim x↓0 Π − (x)/Π + (x) = 0, so we have proved the forward part of Theorem 3.2.
For the converse, assume Π + (x) ∈ SV at 0, X is of bounded variation with drift d X = 0, and lim x↓0 Π − (x)/Π + (x) = 0. Now Π + (x) ∈ SV at 0 implies (4.12) by Theorem 3.1, and
and then (4.16) follows from (4.1). Thus we get (3.20) from (4.15).
X Dominates its Maximal Jump Processes
In this section we characterise divergences like
and similarly with |∆X s | replaced by ∆X s . We think of these kinds of conditions as expressing the "dominance" of X over its largest jump processes, at small times. These conditions will be shown to be related to the relative stability of the process X, and to its attraction to normality, as t ↓ 0. Relative stability is the convergence of the normed process to a finite nonzero constant which, by rescaling of the norming function, can be taken as ±1. Thus we are concerned with the property
where b t > 0 is a nonstochastic function. The concept is important in a variety of contexts, in particular, with reference to the stability at 0 of certain passage times for the process, as we discuss in more detail later. When X t is replaced by |X t | in (5.1) we also bring into play the idea of X being in the domain of attraction of the normal distribution, as t ↓ 0; that is, when there are nonstochastic functions a t ∈ R,
Before proceeding we quote some preliminary results, including in the next subsection a theorem originally due to Doney (2004) giving necessary and sufficient conditions for X t to stay positive with probability approaching 1 as t ↓ 0. The main result concerning relative stability is in Subsection 5. 
Staying Positive Near 0, In Probability
Versions of truncated first and second moment functions we will use are
Variants of ν(x) and V (x) are Winsorised first and second moment functions defined by
and
A(x) and U (x) are continuous for x > 0. Using Fubini's theorem we can show that
Recall that Π(0+) = ∞ implies sup 0<s≤t |∆Xs| > 0 a.s. for all t > 0 when writing ratios like that in (5.1), and similarly for one-sided versions. and Also, lim x→∞ A(x)/x = lim x→∞ U (x)/x 2 = 0. We have the obvious inequality
This can be amplified to
Another calculation gives (recall ∆Π(x) = Π{x})
Next we quote the (slightly modified) theorem originally due to Doney (2004) . It shows that X remains positive with probability approaching 1 iff X dominates its large negative jumps, and explicit equivalences for this are given in terms of the functions A(x), U (x) and the negative tail of Π. The latter conditions reflect the positivity of X in that the function A(x) remains positive for small values of x, and A(x) dominates U (x) and the negative tail of Π in certain ways. Recall the notations ∆X 
there is a nonstochastic nondecreasing function ℓ(x) > 0, which is slowly varying at 0, such that X t tℓ(t) 
Proof of Lemma 5.1: (i) Assume Π − (0+) > 0 and, by way of contradiction, that there is a nonstochastic sequence x k ↓ 0 as k → ∞ such that
Since Π − (0+) > 0 we deduce from this that
Thus, integrating by parts,
But by the Cauchy-Schwarz inequality,
giving a contradiction. Thus (5.18) holds.
(ii) Alternatively, suppose Π − (0+) = 0 and Π + (0+) > 0. Then, for 0 < x < 1,
proving (5.19).
We have the following subsequential version of Theorem 5.1. We omit the proof which is along the lines of Doney's proof, together with similar ideas as in Theorem 5.5. there is a nonstochastic sequence t k ↓ 0 such that
there is a nonstochastic sequence t k ↓ 0 such that
(ii) Suppose X is spectrally positive, i.e. Π − (x) = 0 for all x > 0. Then (5.20) is equivalent to lim t↓0 P (X t > 0) → 1, thus to (5.17), equivalently, X t is a subordinator, and A(x) ≥ 0 for all x > 0.
Remark 4 We get equivalences for
(or the subsequential version) by applying Theorem 5.1 (or Theorem 5.2) with X replaced by −X.
In the next two subsections we characterise when X dominates its large positive jumps and its jumps large in modulus, while remaining positive in probability, and when |X| dominates its jumps large in modulus. These kinds of behaviour require more stringent conditions on X, namely, relative stability or attraction to normality, in the respective cases.
Relative Stability and Dominance
Recall that X is said to be relatively stable (RS) at 0 if (5.2) holds. X is positively relatively stable (PRS) at 0 if (5.2) holds with a " + " sign, and negatively relatively stable (NRS) at 0 if (5.2) holds with a " − " sign. In either case the function b t > 0 is regularly varying at 0 with index 1. In Griffin and Maller (2013, Prop. 2.1) it is shown (when Π(0+) = ∞) that there is a measurable nonstochastic function b t > 0 such that Obvious modifications of these characterise convergence through a subsequence t k in (5.2). Next is our main result relating "one-sided" dominance to positive relative stability. The identity (2.16) supplies a key step in the proof.
Theorem 5.3 Assume Π + (0+) = ∞. Then the following are equivalent:
X ∈ PRS at 0; (5.28)
Before proving the theorem, we record the following moment formulae. Recall that X v t is defined in (2.7).
Lemma 5.2 When Π ← (v) < 1 and t > 0:
Proof of Lemma 5.2 Let (U t ) t≥0 be a Lévy process with triplet (γ U , σ 2 U , Π U ). Provided the participating integrals are finite, see Example 25.11 in Sato (1999) , for instance, we have
Apply these to X v t with triplet as in (2.9) to get, when Π ← (v) < 1 and t > 0, 
Without loss of generality assume x 0 < 1. Note that (5.26) also implies
(recall (2.4)), so we have
(In fact, this holds for all a > 0. But it will be enough to assume (5.35).) Without loss of generality take a ≤ 1. We will abbreviate Π ← (v) to y v throughout this proof. Then by (2.16) we can write
where E = S 1 is a unit exponential rv. By (2.11) and (2.12)
and similarly
≤ 4tA(y v ) (by (5.10) and (5.34)). (5.39) Apply (5.37) and (5.39) to obtain from (5.36)
For t > 0 and a as in (5.35) define 
(by (5.33) and (5.38))
giving, from (5.43),
Since the LHS tends to 0 as t ↓ 0 by (5.35), we see from (5.42) that
Now take λ > 1 and write, by (5.42),
Thus b t is regularly varying with index 1 as t ↓ 0. Also, (5.45) implies A(b t )/b t Π(b t ) → ∞ as t ↓ 0. From those we obtain (5.29) as follows. Given x > 0 choose t = t(x) so that .45) ).
Hence as
Using these we easily obtain (5.29), and, thus, X ∈ P RS. Conversely, assume X ∈ P RS. Then X t /b t P → +1 as t ↓ 0. By (5.25), lim t↓0 tΠ(εb t ) = 0 for all ε > 0. This implies . Since X is a subordinator and A(x) ≥ 0 for all x ≥ 0, we can write
where d X ≥ 0 is the drift of X and The domain of attraction of the normal distribution, as t ↓ 0, appears in the next result. We say X ∈ D(N ) at 0 if there are functions a t ∈ R, b t > 0, such that (X t − a t )/b t there is a nonstochastic function c t > 0 such that
X is in the domain of attraction of the normal distribution, as t ↓ 0. (5.53)
Proof of Corollary 5.1: V t is a subordinator with triplet (γ V , 0, Π V (·)), say, where
Thus in obvious notation
tends to ∞ iff (5.48) holds. By Theorem 5.3 these are equivalent to (5.51) and (5.52), and (5.48) characterises the domain of attraction of the normal, as noted.
Remark 5 (i) Another interesting kind of "self-normalisation" of a Lévy process is to divide X t by √ V t , possibly after removal of one or the other kind of maximal jump. See for example Maller and Mason (2008, 2013) . Our methods can be used to extend these results in a variety of directions, but we omit further details here.
(ii) Relative stability of X is directly related to the stability of the "one-sided" and "two-sided" passage times over power law boundaries defined by Griffin and Maller (2013) are that X ∈ P RS iff X t := sup 0<s≤t X s is relatively stable, while X ∈ RS iff X * t := sup 0<s≤t |X s | is relatively stable. Auxiliary results are (i) there is a nonstochastic function b * t > 0 and constants 0 < c 1 < c 2 < ∞ such that lim t↓0 P (c 1 < |X t |/b * t < c 2 ) = 1 iff X ∈ RS, and (ii) there is a nonstochastic function b † t > 0 such that each sequence t k ↓ 0 contains a subsequence t k ′ ↓ 0 with
See also Griffin and Maller (2011).
Relative Stability, Attraction to Normality and Dominance
The next theorems look at two-sided results, concerning stability and dominance of |X|. Now the domain of attraction of the normal enters as an alternative to relative stability. Without loss of generality take a ≤ 1. Griffin and Maller (2013) show that relative stability of T b (r) or T * b cannot obtain when b ≥ 1.
We again abbreviate Π ← (v) to y v throughout. Then by (2.16) we can write 
Apply (5.60) and (5.61) to obtain from (5.59)
(5.62)
For t > 0 define 
by definition of b t . Thus by Chebychev's inequality and (5.62)
Since the LHS tends to 0 as t ↓ 0 by (5.58) we see that
We need to replace b t by a continuous variable x ↓ 0 in this. By (5.64), for λ > 1 and
From this we deduce that lim sup t↓0 b tλ /b t < ∞. Now return to (5.67) and take x > 0. Choose
It is shown in Klass and Wittman (1993) that the function x|A(x)| + U (x) is nondecreasing in x > 0. Thus
The first factor on the right tends to ∞ as t ↓ 0 by (5.67), and lim inf t↓0 b t /b tλ > 0, so we get (5.55). 
Returning to the proof of the theorem, (5.55) is equivalent to (5.56) by Lemma 5.3, which is (5.71). Conversely, assume (5.71). If Klass and Wittman prove this for versions of A and U defined for distribution functions. But their proof is easily modified to apply to the present A and U .
Subsequential Relative Stability and Dominance
We say that X is subsequentially relatively stable (SRS) at 0 if there are nonstochastic sequences t k ↓ 0 and b k > 0 such that
(5.72)
Define positive and negative subsequential relative stability (PSRS and NSRS) in the obvious ways.
Theorem 5.5 Assume Π + (0+) = ∞.Then the following are equivalent: there is a nonstochastic sequence t k ↓ 0 such that
Proof of Theorem 5.5: Assume Π + (0+) = ∞. Each of (5.73)-(5.77) implies σ 2 = 0 (by Lemma 5.1 in the case of (5.76) and by (5.9) in the case of (5.77)), so we assume this throughout.
We first prove the equivalence of (5.75) and (5.76). Assume (5.76), so there is a nonstochastic sequence x k ↓ 0 such that, as k → ∞,
and so, since Π(0+) > 0, t k → 0. Also
. But then since Π is nonincreasing, (5.82) holds for all x > 0. Thus, also, for x > 1,
Again since b k ≥ x k , we can write 
so we have
Since lim sup x↓0 (x|A(x)| + U (x))/x 2 = ∞ and lim x→∞ (x|A(x)| + U (x))/x 2 = 0, the b k are finite and positive, and satisfy 
is uniformly integrable. Thus we deduce from (5.92)
The expectation on the left equals 0, so this implies
But since Y ′ + A has mean 0 and finite variance,
We conclude that A > 0 and B < ∞. It follows that
and (5.76) is implied by (5.73) and Π − (0+) > 0.
When (5.73) holds and Π − (0+) = 0, so that X is spectrally positive, we have P (X t k ≥ 0) → 1, hence by Theorem 5.2, X is a subordinator and A(x) ≥ 0 for all x ≥ 0. Then ′ is degenerate at a constant which must be ±1. Thus X ∈ SRS.
Subsequential Attraction to Normality and Dominance
We can also have subsequential convergence to normality, as t ↓ 0. The next theorem gives an "uncentered" version of this. We describe (5.96) as "X ∈ D P 0 (N ) at 0". Proof of Theorem 5.6: Both conditions hold when σ 2 > 0, so we can assume σ 2 = 0, thus, Π(0+) = ∞. Let (5.97) hold and choose x k ↓ 0 such that
Then define 
and since Π(0+) > 0, we have t k → 0 as k → ∞. Now let
Then b k → 0 as k → ∞. Also
→ ∞ (by (5.98)).
Given x > 0 choose k so large that xb k ≥ x k . Then
and But there is some advantage to working with the continuous functions A(x) and U (x), and sometimes it is essential, for example in Theorem 5.1.
Related Large Time, and Random Walk, Results
Most of the small time results derived herein have exact or close analogues for large times (i.e., allowing t → ∞ rather than t ↓ 0), some of them having been suggested by such analogies. In fact, many of the identities hold generally, for all t > 0; this is the case for all results in Section 2, as well as Lemmas 3.1 and 3.3, in particular. Some analogous large time results for Lévy processes can be found in Kevei and Mason (2014) , and Maller and Mason (2009, 2013) , and we expect that others can be derived by straightforward modification of our small time methods. These would include compound Poisson processes as special cases, and analogous random walk versions. For a random walk S n = n i=1 ξ i comprised of i.i.d. increments ξ i , "large time" means "as n → ∞", that is, also, "large sample". Among known random walk results we mention Maller and Resnick (1984) (which provided inspiration for Theorems 3.1, 3.2 and 4.1, in particular), and Mori (1984) . Theorem 2.1 can be used to transfer results of Arov and Bobrov (1960) and Darling (1952) concerning trimmed random walks and related order statistics from random walks to Lévy processes.
