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Abstract 
Dedicated Short-Range Communication (DSRC) is the emerging technology 
that will play a key role in supporting cooperative road safety systems and intelligent 
transportation systems. This technology is improving rapidly towards the 
development of prototypes and research platforms used for field experiments. There 
are many open questions about the DSRC for safety applications. How does this 
technology meet the stringent requirements of road safety applications? How is the 
scalability issue in the actual deployment of the technology addressed? With the 
current spectrum allocations for DSRC and the data traffic generated by cooperative 
applications, the radio channels could easily be saturated in the absence of effective 
channel congestion control algorithms. This could result in unstable inter-vehicle 
communications and eventual failure of the safety system.  
This research aims to derive a list of design principles for a comprehensive 
DSRC channel congestion control technique. We survey and classify different 
methods and establish an appropriate metric for channel condition evaluation. We 
also find the effective transmission parameters to be adapted in the implementation 
of channel control techniques. Simulation studies have been conducted to investigate 
the impact of traffic scenarios on the DSRC network channel state. We evaluate the 
DSRC network performance under different channel conditions and analyze the 
adjustment of control parameters by simulation studies. We then propose a 
prioritized dissemination rate and range controller using a cross-layer design 
approach to address the channel congestion problem of vehicular DSRC. The 
controller would receive information and/or feedback from cross-layer sources such 
as the channel busy ratio from the physical and the medium access control layers and 
the state data of surrounding vehicles available at the application layer, under the 
stringent requirements of safety applications. Then it would control the load on the 
radio channels by firstly adapting the transmission power and secondly adjusting the 
message exchange rate. This controller will minimize congestion on the safety 
channels of the DSRC while maximizing the awareness of the host vehicle for 
detecting and communicating with neighboring vehicles. 
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Chapter 1: Introduction 
1.1 Background 
Vehicular safety communication, based on Dedicated Short-Range 
Communication (DSRC), is expected to contribute significantly in the development 
of today’s intelligent transportation systems (ITS) by enhancing road safety with a 
variety of safety applications. Road accidents are one of the major causes of fatalities 
worldwide. According to the world health organization (WHO), each year about 1.2 
million people are killed in road crashes and as many as 50 million are injured [1]. 
ITS facilitated by wireless communication, will dramatically improve the safety and 
efficiency of the transportation network [2]. The aim is to connect all the physical 
components of a transportation system, such as emergency vehicles, public and 
service vehicles, and civilian drivers, in a cyber-space. ITS provides precise and 
current information about the local status of each vehicle, adjacent vehicles and 
hazard information to the driver. The ultimate goals are to make driving safer, to 
shorten driving time, and to contribute to a safer and greener environment. There are 
many different general and safety applications in ITS. For instance, one of these 
safety applications is collision avoidance, which can prevent accidents on the roads 
by using the exchanged information, and saving thousands of lives [3, 4]. 
Improving ITS has led to the development of DSRC, a suite of standards for 
vehicular safety communication. This technology provides high speed and high-
mobility short-range wireless communication among vehicles and on road 
transportation infrastructure to build a Cooperative Awareness Messaging (CAM) 
environment [2]. Most importantly there are three inherited factors in a CAM 
environment: (1) a sender does not always know what type of data is important to 
receivers; (2) a sender does not know what data has been received by neighboring 
receivers; (3) the Vehicle-to-Vehicle (V2V) radio frequency channel varies 
constantly and hence is unpredictable. Considering these factors, and to have a 
reliable CAM environment, DSRC broadcasts safety messages at regular intervals. 
However, under- and over-utilization of V2V communications channels must be 
avoided to enable important active cooperative safety applications to function 
efficiently. Due to the shared nature of the considered wireless radio channel in V2V 
 2 Chapter 1: Introduction 
communications, if more cooperative safety applications are adopted within the 
DSRC technology, if periodic CAM has become widely deployed, and if the number 
of vehicles has increased, then it is highly predictable that all these uncoordinated 
broadcasts will lead to channel congestion. Using field tests and simulation studies, it 
is observed that the communications performance of DSRC degrades significantly in 
high vehicle density [5]. Furthermore, according to the standards the fundamental 
multi-access scheme in the DSRC MAC layer is carrier sense multiple access with 
collision avoidance (CSMA/CA). It is understood from CSMA/CA-based wireless 
local area networks such as Wi-Fi that the communications performance of such 
networks drops significantly once the shared channel becomes saturated and its 
maximum capacity is exceeded [6]. To ensure stable system operations, the channel 
load must not exceed a maximum threshold. channel congestion (CC) reduces the 
efficiency of safety applications that make use of the information transmitted through 
the shared medium [7]. The suggestion here is that when the network becomes 
denser, there is need to control some transmission parameters so that the limited 
channel resource can be properly shared by all nodes [3]. Introducing channel 
congestion control mechanisms to regulate vehicles’ safety messages is critical, in 
order to prevent the message from actually drowning out each other [8].  Therefore, 
one of the most important gaps in DSRC is implementation of an effective channel 
congestion control technique that would improve the scalability and load balancing 
of this technology.  
 
1.2 Research questions 
Due to the importance of safety applications in DSRC technology, one channel 
has been dedicated to transferring safety messages. The efficient use of this channel 
is critical for preventing congestion conditions. On the other hand, experiments 
indicate that this channel will be easily saturated, even in fairly simple scenarios. For 
example, the packet error rate in a VANET with 360 nodes with the transmission rate 
of 10 safety messages per second is about 71.1% [9]. Since in such circumstances, 
with high packet error rate levels, the capability of vehicles to perform acute safety 
missions is considerably impaired, how to control channel congestion in DSRC is an 
active research topic. Recently, several research efforts have been made to resolve 
this issue. Channel congestion control techniques are supposed to be standardized for 
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DSRC technology: this is one of the critical subjects to be addressed in the emerging 
SAE J2945.1 standards. Some of the constraints that SAEJ2945 will separately 
address are safety message transmission power and safety message exchange rate. 
These will be defined by a congestion control algorithm controlling the DSRC 
congestion [10]. Several already proposed approaches will be examined and analyzed 
in this research.  To the best of our knowledge, there is not, as yet, a comprehensive 
method which can bridge this gap.   In this regard, we need to find answers for these 
major questions: 
• How will the DSRC channel be evaluated to identify the congestion 
condition? 
• Which parameters will effectively impact on the DSRC channel condition? 
• What are the main design principles for a comprehensive channel 
congestion control algorithm? 
• What is the best approach for controlling channel congestion in a DSRC 
network? 
These major questions, which characterise the objectives and actions we are 
striving to resolve by this thesis, are explained in the next section. 
 
1.3 Research purposes and methodology  
The hypothesis for this research is to evaluate a DSRC network performance in 
various channel conditions using experimental techniques in order to propose a 
comprehensive channel congestion control method that will improve the scalability 
of DSRC technology for future deployment.  
More specific objectives and outcomes: 
• Evaluation and determination of the most appropriate practical metric to 
use in the channel congestion control algorithm, to determine the channel 
condition in a DSRC network. 
• Investigation and identification of the most effective adjustable 
transmission parameters which can be deployed in the control techniques  
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• Simulation study and evaluation of the DSRC network channel condition 
in various traffic scenarios to determine effective network characteristics 
which need to be considered in control methods. 
• Simulation study and analysis of the DSRC network performance in 
different channel conditions to verify safety application requirement in 
DSRC. 
• Simulation study and analysis of the impact of transmission parameters on 
the DSRC network channel condition.  
The research methodology employed in this study is based on experiments by 
simulations. The design process involves the analysis of both DSRC concepts and 
adaptable transmission parameters for controlling the CC in DSRC. The general 
principle is to adapt transmission parameters in order to optimise the system 
according to the channel condition. The implementation part involves creating the 
prototype, conducting experiments using the prototype in a computer-based 
simulated environment and assuming different conditions for the network. By 
continuing to analyze the simulation results, we address the research questions and 
propose a comprehensive approach for channel congestion control in DSRC. The 
novel idea in this approach is the prioritization of the two most effective transmission 
parameters, transmission power and message exchange rate. In addition, the 
simulation result proves that there are two essentials for a comprehensive congestion 
control technique: First, the awareness of the channel congestion control technique 
about the traffic condition of each individual vehicle; second, the application 
requirements. Considering these two essentials lead us to propose a prioritized cross-
layer design adaptive channel congestion control technique. 
 
1.4 Research contribution and Significance 
This research contributes to implementing channel congestion control 
techniques for safety applications in DSRC technology. 
Firstly, the main design principles derived for the channel congestion control 
method contribute to channel control technique implementation, providing the basic 
criteria to validate these methods in terms of reliability and the safety application 
requirement.  
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Secondly, the proposed adaptive prioritized cross layer design  (APCLD) 
channel congestion control technique contributes to DSRC technology deployment. 
The study identifies a novel approach for designing a comprehensive channel 
congestion control technique which will improve DSRC network performance while 
considering the safety requirements. 
The following paper has been submitted to Journal of Intelligent Transportation 
Systems: Technology, Planning, and Operations. 
Ansari, K., H. Naghavi, G. Tian, Y. Feng, 2014, Cross-Layer Design of an Adaptive 
Inter-Vehicle Message Dissemination Mechanism for VANETs 
 
1.5 Thesis outline 
This thesis is organized as follows: 
Chapter 2 provides an overview of DSRC technology and its standardization. Since 
this research evaluates channel congestion in DSRC, this chapter will provide 
detailed information about the MAC and PHY layers of DSRC. We identify the most 
important gap in DSRC technology, channel congestion control. 
Chapter 3 discusses channel congestion, its evaluation metric and the possible 
control parameter to resolve this issue. We analyze and criticise the most important 
prior studies in this field. A comprehensive classification of different channel 
congestion control approaches is presented in table format. We conclude the 
principle design criteria for a comprehensive channel congestion control technique. 
Chapter 4 describes the methodology used in this research and gives detailed 
information about the structure and different components of NS-2, the simulation 
software used in this research. 
Chapter 5 provides some detail about the simulator setup for DSRC network. 
Most importantly, the simulation result has been provided in this chapter. The 
analysis section concludes with our proposed comprehensive APCLD congestion 
control approach. 
Chapter 6 outlines the main findings of this research and lists potential further 
research issues for future works.  
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Chapter 2: Dedicated Short-Range 
Communication  
The intelligent transportation system (ITS) is an information and 
communication technology that enhances transportation safety and efficiency and 
that reduces emission. ITS improves the advanced active safety, security and 
productivity by integrating with existing communication technologies. One 
promising technology supporting ITS vehicular safety communication is using 
wireless communication between cars, This is implemented by a technology known 
as dedicated short-range communication (DSRC). Implementation of such a wireless 
communication technology needs the deployment of appropriate regulations and 
standards which should be followed by all vehicles to enable them to exchange 
information. The US federal communication commission (FCC) dedicates a 
frequency spectrum which is to used for wireless vehicular safety communication. In 
addition, there are standards to define protocols which improve interoperability 
between vehicles. Professional institutes such as the institute of electrical and 
electronics engineers (IEEE) develop these standards. This chapter describes these 
laws and standards for DSRC. Since the aim of this study is to evaluate the DSRC 
channel congestion and its control methods, in this overview we will provide more 
detailed description about the physical and MAC layers of DSRC technology in a 
way that enables definition and specification of the related parameters used in this 
research. 
 
2.1 DSRC spectrum and standards 
In 1997, in the United States, the FCC allocated the spectrum of 75MHz from 
5.850GHz to 5.925GHz (i.e. the 5.9GHz band) for DSRC operation. Likewise, in 
2008, the European union (EU), a confederacy of 27 European countries, allocated a 
spectrum of 50MHz at the same frequency band for wireless communication between 
vehicles [6]. 
Consequently, in 2004, the IEEE task group p of IEEE 802.11 working group 
developed an amendment to the 802.11 standard in order to improve the details 
required to support the wireless vehicular network. This standard, known as 802.11p, 
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specifies the characteristics of both the physical and the medium access control 
layers of the vehicular wireless network. Furthermore the IEEE 1609 protocol-
working group (another IEEE team) defined the IEEE 1609 protocol family which 
developed higher layer specification based on 802.11p. This protocol consists of four 
documents: 
• IEEE 1609.1: describes resource manager specification 
• IEEE 1609.2: defines the formats and processing of secure messages 
• IEEE 1609.3: covers network and transport layer services 
• IEEE 1609.4: specifies improvement to the IEEE 802.11p MAC to support 
multichannel operation  
The IEEE 1609 protocol family and 802.11p together are known as both 
wireless access in vehicular environment (WAVE) and DSRC technology. This 
system architecture is used for automotive wireless communications [11]. 
 
Figure 2-1 Layered architecture for DSRC communication 
Figure 2-1 illustrates the protocol stack for DSRC communication. DSRC 
utilizes IEEE 802.11p at the Physical and Medium Access Control (MAC) layers. In 
the middle of the protocol stack, DSRC uses a suite of standards defined by the IEEE 
1609 Working Group; 1609.4 for Channel Switching, 1609.3 for Network Services 
including the WAVE Short Message Protocol (WSMP), and 1609.2 for Security 
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Services. DSRC also supports use of the Internet Protocols (IP) for the Network and 
Transport layers. Selection between using WSMP or Internet Protocol depends on 
the needs of a given application. Single-hop messages, like safety messages, 
typically use the bandwidth-efficient WSMP, while multi-hop packets use Internet 
protocol because of its routing ability [10]. 
At the top of the stack, the SAE J2735 standard specifies a set of safety 
message formats. There are two primary types of safety messages: basic safety 
messages, in which all nodes broadcast status information about the presence, 
geographical position, speed and direction of neighboring nodes; and, event-driven 
emergency messages, which are transmitted when an hazard or dangerous situation is 
detected, in order to inform adjacent nodes about it [6]. 
SAE J2735 defines the message format, but leaves other rules for vehicle-to-
vehicle safety message transmission to be specified in the emerging SAE J2945.1 
communication minimum performance requirements standard. One of the issues to 
be addressed in SAE J2945.1 is channel congestion control. Some of the constraints 
SAEJ2945 will separately address are safety message transmission power and safety 
message exchange rate (MER), which will be defined by a congestion control 
algorithm to control the DSRC congestion [10]. 
 
2.2 DSRC Physical layer standard 
The DSRC physical protocol is defined in IEEE 802.11 as amended by IEEE 
802.11p. IEEE 802.11p defines the characteristics of wireless vehicular network: It 
includes high dynamic mobility, high change of network topology, and low latency. 
The physical layer of IEEE 802.11P consists of seven 10MHz channels with a 5MHz 
guard, as illustrated in Figure 2-2. 
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Figure 2-2 DSRC Channel arrangement 
 
The physical layer of IEEE 802.11p is similar to the IEEE 802.11a design. The 
main difference is that the IEEE 802.11p uses 10Mhz bandwidth for each channel 
instead of the 20Mhz bandwidth specified in IEEE 802.11a. The physical layer of 
802.11p utilizes orthogonal frequency division multiplexing (OFDM) technology for 
increasing data transmission rate and overcoming signal fading in wireless 
communication. 
One of the specifications of IEEE 802.11p is that the management functions 
are connected with the physical and MAC layers making physical layer management 
entity (PLME) and MAC layer management entity (MLME), respectively [12]. 
 
2.3 DSRC Medium Access Control (MAC) Layer 
The MAC layer commitment is to launch rules for accessing the common 
medium so that it can be shared efficiently and fairly among a set of stations. At the 
medium access control (MAC) layer, DSRC employs the Carrier Sense Multiple 
Access with Collision Avoidance (CSMA/CA) mechanism to coordinate medium 
access by multiple nodes. In CSMA/CA, each node verifies whether the channel is 
free, before transmitting on the shared transmission medium. Comparing the sensed 
energy on the channel with a pre-defined threshold, called the carrier-sensing 
threshold, performs this process. This function, called “Clear Channel Assessment”, 
is defined in the IEEE 802.11 standard as part of the physical layer. 
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Figure 2-3 CSMA Basic Access Mechanism 
 
In order to describe the functionality of the CSMA/CA access method, it is 
essential to know two key parameters: 
• Short Interframe Space (SIFS): the minimal time that a wireless device 
must sense the channel Idle before it can transmit the data. 
• Backoff: a procedure that forces all the stations to stop transmitting for a 
random period of time. 
In the CSMA/CA protocol, when a station has a packet to transmit, it first 
monitors the channel activity until an idle period equal to a Short Interframe Space 
(SIFS) has been observed. As shown in Figure 2-3, if the medium is sensed to be 
busy, it will select a random backoff interval. The backoff time counter is 
decremented as long as the channel is sensed idle, stopped when a transmission is 
detected on the channel, and reactivated when the channel is sensed idle again for 
more than a SIFS. The station transmits when the backoff time reaches 0. 
Furthermore, to avoid channel capture, a station must wait a random backoff time 
between two consecutive packet transmissions, even if the medium is sensed idle in 
the SIFS time [13]. 
As illustrated in Figure 2-1, the DSRC and the 802.11p MAC layer are based 
 12 Chapter 2: Dedicated Short-Range Communication 
on a multichannel operation and follow the 802.11e Enhanced Distributed Channel 
Access (EDCA). The EDCA mechanism supports quality of service (QOS) and 
prioritization of critical safety messages. One of the major additions in DSRC 
networks is the transmission of WSMP packets. For each WSMP packet, the DSRC 
standards dictate that it should be transmitted using: 
• Data-rate specified in-packet 
• Channel number specified in-packet 
• Transmission power specified in-packet 
The DSRC design follows the 802.11e EDCA architecture, as illustrated in 
Figure 2-4, to service both IPv6 and WSMP packets. 
This method defines four different access categories (AC) for each channel. 
The access categories are indicated by AC0-AC3, and each of them has an 
independent queue [2, 12] 
The EDCA mechanism provides prioritization by assigning different 
contention parameters to each access category. AC3 has the highest priority to access 
medium and AC0 has the lowest priority. There are six service channels and one 
control channel. Each of these channel has four different access categories. 
Consequently, during data transmission, there are two contention procedures to 
access the medium: 
• The internal contention procedure occurs inside each channel between 
access categories. 
• The Contention procedure between channels to access the medium is 
supported by different timer settings based on the internal contention 
procedure  
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Figure 2-4 DSRC MAC-QoS message priorities architecture 
 
The internal contention procedure occurs by using the following contention 
parameters: 
• Short Interframe Space (SIFS) 
• Contention Window (CW).  
The CW parameter determines the initial random backoff time. CWmin and 
CWmax parameters control the size of this parameter. CWmin defines the primary 
size of the CW. For each failed transmission, the size of the contention window will 
be doubled until the maximum value (CWmax) is reached. 
Through data transmission, each frame is categorized into different access 
categories, depending on the significance of the message. The selected frames then 
contend to access the medium using their contention parameters [14]. The default 
contention parameters for control channel are shown in Table 2-1. 
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Table 2-1 EDCA Parameter for the safety message and control channel 
 
Access Category CWmin CWmax SIFS 
AC0 15 1023 9 
AC1 7 15 6 
AC2 3 7 3 
AC3 3 7 2 
 
2.3.1 DSRC MAC Extension for Multichannel Operation: IEEE 1609.4 
DSRC has the capability to operate in a multi-channel environment. IEEE 
1609.4 defines a management extension to the MAC layer that allows a device with 
one or more radios to effectively switch among those channels [10]. As noted earlier, 
seven different channels are defined in the standard, with different features and 
usage. These channels use different frequencies and powers for transmission. Table 
2-2 shows the different characteristics of the service channels (SCH) and one control 
channel (CCH) . 
Table 2-2 The available channels in the DSRC standard 
 
Channel 
Number 
172 174 176 178	   180	   182	   184	  
Channel Type 
Service 
Channel 
Service 
Channel 
Service 
Channel 
Control 
Channel	   Service Channel	   Service Channel	   Service Channel	  
TX Power 33 dBm 33 dBm 33 dBm 44.8 dBm	   23 dBm	   23 dBm	   40 dBm	  
Frequency 
GHz 
5.860 5.870 5.880 5.890	   5.900	   5.910	   5.920	  
IEEE 1609.4 is applicable when DSRC is operating in a multi-channel 
environment, as in the U.S. 5.9GHz band (see Figure 2-2). IEEE 1609.4 defines a 
management extension to the MAC layer that allows a system with one or more 
radios to effectively switch among those channels. IEEE 1609.4 channel switching is 
optional. In particular a DSRC device is permitted to remain tuned to a single 
channel all the time. The goal of IEEE 1609.4 is to define a mechanism by which 
devices that are switching among multiple channels will find each other: that is, tune 
to the same channel at the same time. The Figure 2-5 illustrates the basic time 
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division concept defined in IEEE 1609.4. Time is segmented into “sync periods,” 
which by default are 100msec each. Each sync period consists of one CCH interval 
followed by one SCH interval. The default division is 50msec for each [10]. 
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Figure 2-5 Division of time into CCH Intervals and SCH Intervals 
 
2.3.2 DSRC Channel Switching and Safety Communication 
An early version of IEEE 1609.4 required all DSRC devices to participate in 
channel switching, and in particular to visit the CCH during the CCH interval. 
Concerns about the reduced capacity for safety messages prompted research into 
other approaches, and led to the decision to make IEEE 1609.4 optional. An analysis 
of the performance associated with the channel switching safety paradigm and with 
several alternatives can be found in [15]. 
A consensus is developing in the industry to send all critical safety messages 
on Service Channel 172, with no time division. However, this implies that a vehicle 
desiring to participate in both safety and non-safety applications will require two 
DSRC radios, one that remains tuned to Channel 172 and one that participates in 
IEEE 1609.4 channel switching. A single-radio safety system will send and receive 
only on Channel 172 [10]. 
2.4 Major challenges remaining in DSRC technology  
In conclusion, vehicular safety communication in DSRC is based on event-
driven and broadcast messages which are exchanged between surrounding vehicles. 
In addition, the type of communication in safety applications is single-hop broadcast 
messages, which need each vehicle to send periodic messages to neighboring 
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vehicles. Due to the wireless network and limited bandwidth characteristics and 
especially the increased number of vehicles in different traffic conditions, periodic 
broadcast messages can consume the entire available bandwidth and making channel 
congestion.  
Even by dedicating channel 172 to critical safety messages, congestion remains 
a concern, and congestion control is one of the most important open research 
problems for DSRC. Furthermore, since some vehicles might have only one DSRC 
radio, one can imagine that many patrons will desire their applications to also use 
channel 172. The U.S. FCC has designated channel 172 exclusively for vehicle-to-
vehicle safety communications for accident avoidance and mitigation, and safety of 
life and property applications. The balance between channel 172 congestion and 
access is an outstanding DSRC policy issue, which will be addressed in future 
standards (e.g., SAE J2945.1) and government regulation (U.S. DOT and FCC). 
Although there is a dedicated channel for safety messages, concerns remain about 
CCH congestion [10, 15]. 
Furthermore, it should be considered that although channel congestion may not 
be a critical issue in the first generation of vehicular safety communication 
deployment, scalability and controlling the channel congestion will be a critical issue 
in a full scale implementation of this technology with large and multi-application 
scenarios [6]. DSRC channel congestion control is therefore a critical challenge to 
improve the implementation of this technology; and a high advanced congestion 
control is a significant requirement for DSRC. 
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Chapter 3: Dedicated Short-Range 
Communication Channel Congestion 
This chapter provides a detailed critical analysis of DSRC channel congestion, 
as one of the remaining key challenges of DSRC technology. This gap was identified 
after analyzing the most recent key proposed approach regarding DSRC channel 
congestion (CC) control in the literature. The first section of this chapter provides 
background on how and why the CC would occur when DSRC technology is used to 
provide safety communication between vehicles. Knowing about the vitality of a CC 
control technique for DSRC brings key questions about how to achieve such a 
comprehensive technique will be in the end of the first section. The rest of the 
chapter is dedicated to analyzing the previous work in this area, aiming to find out 
the answers to our questions such as CC evaluation metrics, CC control parameters, 
the classification of previous CC control methods and finally the main principles for 
DSRC CC control techniques. These answers lead us to the first three research 
questions of this thesis.  
 
3.1 Channel Congestion problem in DSRC 
According to the characteristics of DSRC technology defined in the standards, 
such as bandwidth and data rate, in addition to the probable number of vehicles in a 
normal traffic scenario, some calculation has been done. It is shown that the channel 
can be easily saturated, leading to a significant need fro the development of a CC 
control algorithm. 
The entire spectrum allocated to DSRC is divided into several 10MHz 
channels, one of which will be used to exchange safety messages. This channel can 
be a control channel (CCH) or perhaps in future there will be a dedicated channel to 
safety communication (channel 172). Although in the former option there will be 
more constraint because of the availability of bandwidth for safety communication 
with the consideration of channel switching, saturation of channel and packet 
collision will remain as an important concern in both cases. The basic parameters of 
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orthogonal frequency division multiplexing (OFDM) protocol used in 802.11p for 
DSRC in 10MHz channel are shown in Table 3-1. 
Table 3-1 IEEE 802.11 10MHz OFDM Channel Basic Parameters 
 
Parameters Value 
  Number of data subcarriers 48 
  Number of pilot subcarriers 4 
  Total number of subcarriers 52 
  Subcarrier frequency spacing 156.25 kHz 
  Guard Interval (GI) 1.6 µsec 
  Symbol Interval (including GI) 8 µsec 
 
Table 3-2 Data Rate Options in a DSRC 10 MHz OFDM Channel 
 
Modulation 
Technique 
Coded Bit Rate 
(Mbps) 
Coding Rate 
Data Rate 
(Mbps) 
Data Bits per 
OFDM 
Symbol 
BPSK 6 1/2 3 24 
BPSK 6 ¾ 4.5 36 
QPSK 12 1/2 6 48 
QPSK 12 ¾ 9 72 
16-QAM 24 ½ 12 96 
16-QAM 24 3/4 18 144 
64-QAM 36 2/3 24 192 
64-QAM 36 3/4 27 216 
 
As shown in Table 3-2, in addition to different forward error correction rate 
(FEC), there are four modulation techniques that can be used on a subcarrier. Eight 
different options are available to use in the physical layer of a DSRC device. 
Therefore the data rates for a DSRC radio range from 3 to 27Mb/s. Although the 
lower data rates are the most robust ones, requiring lower signal-to-interference and 
noise ratio to correctly decode a packet, higher data rates come with the benefit of 
reduced transmission times, and then with the possible gain of a reduced packet 
collision probability in situations of channel congestion [6]. Apparently, there is 
compromise between increased robustness and reduced congestion. A simulation 
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study to investigate this tradeoff has shown that a 6 Mb/s data rate is the best 
selection for safety-related communication, since it seems to provide a good 
compromise between channel load and signal-to-noise requirement [17]. Since not 
only most DSRC testing in the U.S. has utilized the 6Mb/s configuration but also 
recent standardization activities [18] have taken up these findings, In this research we 
assume a fixed data rate of 6Mb/s in the evaluation of channel congestion. 
Furthermore, for to establish a mutual safety communication, the requirement 
of safety applications such as cooperative forward collision warnings or intersection 
collision warnings should be considered. Some studies prove that in order to fulfill 
the requirements of such advanced safety applications, the transmitted data might 
need to be updated several times per second, possibly require up to ten messages per 
second to broadcast a safety message [19, 20]. There are three more following 
considerations regarding to safety communication with DSRC. First, each safety 
message could be between 250 and 800 bytes. Because of digital signatures and 
certificates that secure and authenticate information contained in those messages [6]. 
Second, according to definitions considered in DSRC technology, it is expected to 
cover distances of up to 1000m [21]. Third, considering Table 3-3, it will not be an 
exception if we assume vehicle densities of up to 25 vehicles/km/lane, which will 
usually happen in most traffic scenarios [6] 
Table 3-3 The Capacity of 3 Lane per Direction Highway 
 
Max output 
Power (dBm) 
Max. Density 
(vehicle/Km/lane) 
Avg. Speed 
(km/h) 
Vehicle within    
1000m comm. 
range 
0 7 100.0 84 
10 11 100.0 132 
20 16 98.4 192 
28.8 22 91.5 264 
33 25 88.0 300 
 
In conclusion and based on these assumptions, if we have a 300 byte message, 
which is sent 10 times per second according to the safety application requirements, 
then the DSRC radio will send 24kb/s (300×8×10=24000) at the optimum rate of 
6Mb/s in 10MHz channel. As a result, transmission of this message using TDMA 
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channel access will last about 4 msec in the worst-case scenario and. This means that 
even with 250 vehicles within a 1000m communications range the channel will be 
saturated. Table 3-3 summarized some experiment results from US department of 
transportation (DOT). According to this report, in a highway scenario with fewer 
than 22 vehicles/Km/Lane, the channel will be saturated and we will expect a high 
rate of packet loss. But packet loss in a serious safety application is vital to be 
minimum. As a consequence, the performance of the communication system will 
degrade critically if no countermeasures are taken. 
To overcome this problem and provide a solution, we need to find answers for 
these four questions: 
• What is a proper metric to measure the channel congestion? In other 
words, how we can evaluate the Channel Congestion? 
• What are the efficient control parameters for channel congestion? 
• How we can classify and compare the previous proposed approach for 
DSRC CC control? 
• What are the main principles for DSRC channel congestion control 
techniques? 
In the following sections, we analyze the relevant literatures, and try to find 
answers for these questions.  
3.2 Metrics for evaluating channel congestion 
The foremost step in being able to control CC and improve the overall system 
performance is to know how to measure the current CC condition. For designing a 
method to control the congestion, it is necessary to be able to quantify the design 
objectives. There are two aspects to control channel congestion in vehicular safety 
communication: first, designing a technique that aims to limit the available 
bandwidth on the wireless channel for all nodes in order to provide fair access to the 
wireless medium; second, techniques which are support safety applications. The 
latter techniques base CC control measures on safety applications requirements. 
Considering the example illustrated in figure 3-1, the high density of vehicles in the 
traffic-congested area would require the use of congestion control protocols to 
control and limit the channel load. The requirements of the applications run by the 
vehicles in the traffic jam are remarkably different from those of the applications run 
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by the vehicles under free-flow conditions moving in the opposite direction, with 
different speeds and distances between adjacent vehicles. For instance, while 
vehicles under free-flow conditions would demand their communication settings to 
allow for a safe lane change maneuver, such a maneuver could be completely 
unexpected, or be less dangerous, for vehicles in the traffic jam. Therefore 
congestion control protocols would be required to dynamically adapt each vehicle’s 
communications parameters to efficiently satisfy their individual requirements [6, 8]. 
Different metrics for each aspect are defined in the literature. 
 
Figure 3-1 Highway scenario with traffic jam in one direction of driving and free flow 
conditions in the other direction 
 
Of the different available metrics, channel busy ratio (CBR) has been the most 
used related works. CBR is the fraction of time during which the channel is 
considered busy by the access layer: that is the fraction of time during which the 
sensed energy exceeds a specific threshold. CBR can be measured locally at each 
DSRC radio using the clear channel assessment (CCA) busy fraction as defined in 
the IEEE 802.11 standards [22]. 
The CBR is calculated in each DSRC radio at a periodic rate. Then the channel 
congestion algorithm could adapt desired parameters based on the measured value 
and control the channel congestion [7-9, 22]. Weinfeld et al. [22] evaluated how the 
Packet Error Rate (PER) is strongly correlated to the wireless CC level, denoted as 
CBR (Figure 3-2), using real DSRC radio for this evaluation.  
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Figure 3-2 Packet Error Ratio vs. Channel Congestion Level [9] 
 
The use of CBR as a metric for channel congestion control has the advantage 
of being easily implementable by the communication hardware; however, it does not 
consider the requirements needed for safety applications. There are some other 
metrics that can be used to fulfill this need. 
Some work has been done in regards to those metrics which are defined by 
considering the application requirement. Schmidt et al. suggest adapting the message 
transmission rate based on a vehicle’s own movement, vehicle density and dangerous 
traffic situations [23]. Huang et al. design a protocol that determines the minimum 
required message transmission rate, based on the estimated tracking error of other 
vehicles [3]. Sepulchers et al. go one step further and adjust their adaptive parameter 
base on determining the minimum warning distance for a sample application’s 
requirements; however, the overall channel load is not controlled in their work [24]. 
Schmidt et al. suggest in their other work a general framework in which the 
application layer provides limitations and the congestion control protocol adapts the 
transmission parameters regarding the channel load [25].The major disadvantages for 
the metrics which consider the application requirements is that they are not directly 
measurable by the hardware and impose a large overhead on the system. 
In conclusion, for designing a comprehensive approach for congestion control, 
it is essential to consider the channel load together with the safety application 
requirement. However, CBR is the most frequently used parameter in previous 
related works, which has proved that it is a good feedback for controlling the channel 
congestion [26]. Hence, we base our study on this parameter too. In chapter 5, we 
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describe our method to calculate the CBR in each vehicle’s DSRC radio. 
Furthermore, knowing a target measure of CBR that will avoid CC is vital for 
designing a practical CC control algorithm for DSRC. The relationship between CBR 
and congestion control has been studied in previous works.  
Bansal and Kenney [27] evaluated this relationship using real DSRC radios. 
They set up a range of tests in which each prototype DSRC radio sent safety 
messages. Figure 3-3 shows their study’s result. They plotted the throughput, channel 
busy ratio (CBR), and PER as a function of the aggregate message transmission rate 
from their experimental data. Figure 3-3(b) shows the throughput curve, which is 
characteristic of IEEE 802.11. We can see that for a low load, a few frames are lost, 
and throughput increases with the slope near 1. As the load increases above 1,000 
msg/s, the collision probability increases such that throughput shows a clear 
diminishing return. In the range of 1,500–2,000 msg/s, throughput reaches its 
maximum; for higher loads, throughput actually decreases. Therefore, having the 
maximum awareness corresponds with keeping the aggregate message rate near the 
maximum throughput point; that is near the 1,500–2,000-msg/s range, without 
wasting system resources by going beyond the maximum. Bansal and Kenney’s test 
results indicate that the maximum throughput in a DSRC network corresponds to a 
CBR of approximately 60–70%.  
 
Figure 3-3 The maximum awareness corresponds to CBR  
(a) PER and CBR as a function of total sent messages. (b) Throughput at one receiver 
as a function of total sent messages. 
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In addition, Fallah et al. [26] did the same evaluation using simulation network 
software. In this study they define IDR as measuring the amount of information of 
one node which is successfully delivered to other nodes in its neighborhood. Figure 
3-4 shows the relationship between IDR and CBR for the same set of message 
exchange rate (MER) and transmission power. It is observed that all the different 
IDR values resulting from different MER and transmission power choices 
approximately fall on a single curve. The observation showed that a CBR of around 
0.6 is where maximal information dissemination happens. According to these studies 
the target CBR to avoid CC is around 0.6. So we will consider this threshold in our 
evaluation in chapter 5. 
 
Figure 3-4 IDR versus CBR for different transmission rates 
 
Knowing how to evaluate the congestion condition and its related CBR 
threshold in the channel, the next issue is to find the most effective transmission 
parameters that can be adapted to control the congestion. Next section will discuss 
these parameters.  
 
3.3 The efficient control parameters for channel congestion 
In order to design a channel congestion algorithm we need to determine 
parameters and transmission characteristics within the control of each vehicle’s 
safety application(s) and/or radio stack that can be used to reduce the channel 
congestion level and increase the probability of receiving the safety messages.  
Some critical parameters that have an effect on channel congestion and 
successful message reception are listed in Figure 3-5. Some of these parameters may 
be controlled by the higher layer applications, although the lower layers of the radio 
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stack control the other parameters [22].Following is a brief explanation for each 
parameters including the positive and negative points for changing them, according 
to the literature. 
 
Message Exchange Rate (MER): refers to how often the safety message is 
transmitted. Transmitting the safety message more often than necessary wastes 
bandwidth; however, not transmitting it enough risks not providing critical 
information to neighboring vehicles in a timely manner [22]. The message exchange 
rate (MER) is determined in a higher layer of the DSRC system. With an approval of 
appropriate congestion control algorithm, standardisation is expected in SAEJ2945 in 
near future [10]. 
 
Message size: increases the channel resources required to transmit the message. So 
to prevent channel congestion it is best to transmit as small a message as possible. 
Each message should be created to only contain the essential information. If there is 
information that does not need to be transmitted with every message, it should be 
omitted or transmitted less frequently [22]. 
 Higher	  Layer	  Control Message	  Parameters: 
• Exchange	  Rate 
• Size 
• Priority 
Transmission	  Parameter: 
• Transmission	  Power 
• Data	  Rate 
• Transmission	  Submission	  Timing Lower	  Layer	  Control 
 
MAC/PHY	  Parameters: 
• Contention	  Window	  (CW) 
 
Figure 3-5 Critical Parameters Affecting CC and Message Reception 
 
Message priority: determines which Enhanced Distributed Channel Access (EDCA) 
parameters such as Contention Window (CW) are used by the MAC/PHY layer and 
how the DSRC radio “backoff” algorithm works when the channel is sensed as busy 
during a transmission attempt [22]. If the medium is busy, the station selects a 
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random number called a back-off time, in the range of 0 to CW. The backoff 
algorithm is a method used to minimize over-the-air packet collisions. The EDCA 
Mechanism, based on the Carrier Sense Multiple Access with Collision Avoidance 
(CSMA/CA) in MAC protocol, improves the backoff algorithm [28]. By setting 
EDCA parameters (defined in 802.11 and described in Chapter 2), high priority 
traffic has a higher chance of being sent than lower priority traffic. In other words, a 
message with high priority traffic waits a little less before it sent, on average, than a 
message with a low priority traffic. This is accomplished by using a shorter CW [29, 
30]. 
Transmission power: affects how far away a message can be received. However, it 
negatively affects how many other messages this transmission may collide with [22]. 
Higher transmission power means that the sent packet will be received by vehicles 
further from the sender. However, it should be considered that for safety applications 
there is no necessity for packet reception very far from the sender. It has been 
reported by US Department of Transportation (DOT) that the target range for safety 
application is between 100m and 300m [31]. 
 
Data rate: controls the duration of the over-the-air transmission. Lower data rates 
have a better chance of being successfully received at weaker signal strengths, but 
higher data rates have shorter duration and create less congestion [22]. 
 
Using a static set of values for each of these parameters would affect channel 
congestion. Among these parameters, data rate and message size are usually fixed in 
DSRC safety messages following literature and standardization guidelines [7-9, 17]. 
Therefore designing a channel congestion control algorithm can be based on 
adapting message exchange rate (MER), transmission power and message priority, 
and using a suitable set of values for each of them in relation to different conditions 
in the vehicular network. If each vehicle dynamically controls the value of these 
parameters in a cooperative and self-organizing manner, the entire network of 
vehicles will benefit from lower channel congestion and higher packet success rate. 
Knowing proper metrics to measure the channel congestion in the network and 
to evaluate the condition of the channel, we identify the effective adaptable 
parameter to control the congestion. The next step will be finding out the principles 
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which need to be considered for designing a comprehensive algorithm to control 
DSRC channel congestion. 
 
3.4 Classification of Congestion control techniques  
In this section we review and evaluate the previous related work to classify 
different approaches. Classification of these techniques will help to identify the gaps 
in this subject. Furthermore it will lead us to comprehensive principles for designing 
a CC control technique.  
Congestion control techniques for DSRC can be classified according to 
different criteria. In this research different approaches for channel congestion control 
classified in three categories: feedback based, fairness and parameters of interest. 
 
3.4.1 Feedback based 
This classification considers the source of information that congestion control 
techniques use to adapt the transmission parameters. With this consideration there 
are two classes [6]: 
Proactive 
This class uses models that are based on information such as number of nodes 
in the locality and data generation patterns, try to estimate transmission parameters 
which will not lead to congested channel conditions, while at the same time 
providing the desired application-level performance. Actually, such techniques 
typically use a system model to estimate the channel load under a given set of 
transmission parameters, and make use of optimization algorithms to adjust 
transmission parameters that will lead to a maximum congestion limit. Regarding 
control theory terminology, these proactive congestion control techniques can be 
classified as an example of feedforward control mechanisms. Proactive approaches 
come with a major weakness. Such approaches need a communication model that 
maps individual transmission power levels to deterministic carrier sense ranges 
according to the expected load generated by adjacent vehicles. However, this 
mapping is fair only as long as it reflects the average propagation conditions of the 
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wireless channel. Therefore, propagation conditions should be either dynamically 
estimated as the vehicle moves, which is very difficult to do in a practical scenario, 
or they should be statistically estimated to build particular profiles for different 
environments, such as urban and highway [6]. 
Reactive 
This class of congestion control algorithm uses information about the channel 
congestion status to decide whether and how an adjustment on transmission 
parameters should be done. Using control theory terminology, reactive congestion 
control approaches can be classified as an instance of a feedback base control 
mechanism. The provided data, they can improve the control. This solution depends 
less on highly precise information and suitable models for prediction, although it will 
be more practicable for an actual deployment to react to congestion that has actually 
occurred [6, 8]. In this approach there will be some disadvantages. First, they 
introduce a large overhead which will reduce the efficiency of the system [8]. 
Second, because of their nature, actions to control channel load are begun only after 
a congested situation has been detected. Considering the required time for recovering 
from a congested channel, reactive approaches expose safety applications to the risk 
of not being able to fulfil their design goal [6]. 
 
3.4.2 Fairness 
Another principle used to classify congestion control techniques is fairness. 
Two types of fairness have been defined for the congestion control algorithm, local 
and global [7, 8]. The type of fairness depends on what type of information is used to 
feed the control system. The definitions are as follows: 
• Local Fairness: In this class the used information in the congestion control 
algorithm will be measured in each individual DSRC radio. 
• Global Fairness: In this class in addition to that information measured 
locally, there is also information provided by neighboring vehicles. 
Fairness is very important in vehicular networks to ensure that all vehicles in 
the network have similar opportunities to communicate with nearby nodes. In other 
words, if congestion control to be obtained without global fairness and with only 
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local fairness, then a specific node in the network may be forced to set its 
transmission power to a very low value. This node would not have a chance to 
communicate with other nodes in its surroundings, and as a result it would impair 
safety application performance. In safety applications, every vehicle in the network 
should be able not only to receive fresh information about the status of the other 
vehicles in the surrounding but also to communicate its own status to the surrounding 
vehicles [6]. Hence, both local fairness and global fairness become major design 
criteria in designing the congestion control algorithm to fulfill the safety applications 
requirement.  
 
3.4.3 Parameters of interest 
Control parameters have already been discussed in section 3-3. There are a 
number of parameters that can be used to design a proper control algorithm for 
channel congestion. These parameters are:  
• Message Exchange Rate (MER)  
• Message size 
• Message priority 
• Transmission power 
• Data rate 
Classifying the CC techniques based on the control parameter is another 
criterion which has been considered in previous work. 
 
3.5 Analysis of early congestion control techniques 
Following is a survey of some of the best previously suggested congestion 
control approaches. The main principles will be selected in this section, by analyzing 
each approach regarding different classification’s criteria and finding the gaps in 
each individual algorithm. 
The first approach, called distributed fair power adjustment for the vehicular 
environment (D_FPAV), is cited in many studies. This technique, proposed by 
Torrent et al. in 2009 [4], assumes two types of safety messages:  
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• Periodic messages 
• Event-driven messages 
Periodic messages are sent regularly by all vehicles to inform neighbors about 
their status (i.e. position, speed, direction…). Event-driven messages are those which 
have been sent only when there is a hazard or something abnormal happen. In 
designing the algorithm they use transmission power as the primary control 
parameter. The power is controlled by a proactive algorithm which computes the 
transmission power locally at each sender in an approximation of a global max-min 
fair allocation, based on the location of neighboring vehicles within the sender’s 
range [4, 9]. It is supposed to allocate transmission power across all vehicles fairly, 
which helps reduce the periodic message load at every point of a formulated one-
direction highway and therefore reserve bandwidth for event-driven messages in 
emergency situations [3]. To achieve local and global fairness, all vehicles within a 
certain range from a congested location will be informed of their contribution in 
order to participate in congestion control. However, this information sharing will 
introduce a large overhead which decreases the algorithm performance [4, 8]. 
 
Weinfield et al.[9] developed an algorithm to dynamically adapt the Message 
Exchange Rate (MER) based on the current channel congestion level. For this 
algorithm they have implemented a mechanism that uses an Additive Increase and 
Multiplicative Decrease (AIMD). AIMD has previously been applied to congestion 
control in computer networks; for example a form of AIMD is used in the Transport 
Control Protocol (TCP) in the Internet. Other combinations of additive and 
multiplicative factors are also possible. Analysis shown that between these different 
combinations, AIMD always converges statistically to a fair and efficient (high 
utilization) allocation of a resource (like message rate). It is also shown that Additive 
Increase Additive Decrease (AIAD), Multiplicative Increase Additive Decrease 
(MIAD), and Multiplicative Increase Multiplicative Decrease (MIMD) have 
difficulties with convergence and/or fairness [32, 33].  In order to ensure fairness, 
especially locally, the adaptation mechanism is required to have a sufficiently short 
convergence time [8, 9]. Channel busy ratio (CBR) has been used as a metric for 
congestion level. So this is a reactive algorithm although it dose not fulfill global 
fairness for all participants of the network [9].  
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The other algorithm is proposed by Huang et al. 2010 [3]. They designed a 
transmission control protocol that adapts communication rate and power, based on 
the dynamics of a vehicular network and safety-driven tracking process. 
Huang et al. supposed in their work that for this safety/tracking purpose, each 
vehicle tracks movements of neighboring vehicles based on information received 
from them over the shared channel. The objective of their algorithm is to reduce 
tracking error and improve the robustness and performance of cooperative awareness 
messaging systems under different traffic conditions. In their design, each vehicle is 
designed to contain communication control logic, a bank of estimators to track other 
vehicles, and a plant (producing vehicle state information). The estimated states of 
neighboring vehicles will be fed to active safety applications, which in turn will 
provide warnings to the driver or take emergency control of the vehicle in case of 
imminent danger. The proposed rate and power control scheme is implemented in the 
communication control logic.  
Their methodology for congestion control is first to fix the message 
transmission rate proactively, based on vehicle tracking performance. Through this 
protocol the message transmission rate will increase when a vehicle suspects the 
estimation error of neighboring vehicles towards itself has increased. Then it adapts 
transmission power reactively based on CBR. Therefore they implement a hybrid 
approach, which adjusts transmission rate without local measurement and then adapts 
the transmission power based on channel load. However in this protocol all 
information used for control is obtained locally: that is without information sharing. 
Therefore, some vehicles may contribute to congestion at a location without being 
aware of it, since their own environment is not congested. So this algorithm dose not 
fulfill the global fairness principle, which is needed in congestion control. 
 
PULSAR (Periodically updated load sensitive adaptive rate control), suggested 
by Tielert et al.[8], is one of the recent proposed approaches for congestion control in 
vehicular safety network. Results of their simulation indicate that, while the optimal 
choice of transmission rate depends on node density, the optimal transmission power 
does not. Therefore, their approach is to fix transmission power first, depending on 
the currently required target range, and then adapting the transmission rate in a 
second step depending on channel conditions. Like most other approaches [3, 7, 9, 
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34-36], CBR is used in this algorithm as a metric for channel congestion. Similar to 
the MTR algorithm, they use the AIMD mechanism; and because it has a short 
convergence time [32], it will ensure the local fairness of the algorithm. These 
authors provide global fairness in their design by considering these features for 
PULSAR: 
Fixed length channel monitoring and decision interval (CMDI): A key 
parameter in this context is the length of the interval during which the busy 
indications of the physical layer are evaluated. If it used a node’s transmission 
interval for this purpose, this can lead to global unfairness. For example since nodes 
using a lower transmission rate, they get less chances to increase their share. 
Therefore PULSAR uses a fixed length Channel Monitoring and Decision Interval 
(CMDI) for all nodes. 
Information Sharing: In PULSAR, each node attaches information to its 
periodic massage: first, its own congestion state based on its last CBR measurement, 
and second, the maximum congestion state it has received from the other nodes 
within its range. The other nodes within its range include all the vehicles that have 
contributed in congestion control. Therefore each node informs about its 
participation in congestion and it will fulfill the global fairness requirement for the 
algorithm. 
The gap of this approach is that since it uses AIMD mechanism and it is a 
binary feedback-based algorithm, there is a possibility not to converge to fairness if 
nodes are not synchronized in their measurements [32]. 
 
LIMERIC (Linear message rate control algorithm) is a reactive control 
algorithm suggested by Kenney et al. [7]. It adapts transmission rate based on 
measured CBR. The unique characteristic of this approach is that it uses linear 
feedback to adapt the message rate, thus avoiding the limit cycle behavior inherent in 
binary control. The cycle behavior in binary control is systematic and fundamental: 
since not all vehicles perform the transmission rate adjustment at the same point in 
time, it can easily happen that the transmission rate reduction at a few nodes leads to 
a reduced channel busy time observation from the perspective of neighboring nodes 
that have not yet reduced their transmission rate. As a result, those nodes will 
possibly increase their transmission rate (instead of decreasing it as well), and 
amplify the transmission rate reduction of nodes that have already decreased their 
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transmission rate [6]. LIMERIC solved this problem by using linear feedback in the 
algorithm. However one of the limitations in this work is that authors simplify the 
network to a single collision domain where all the nodes measure the same channel 
load. For such a network, they aim to achieve fairness such that all the nodes can 
converge to the same message rate. In addition the algorithm defined in their paper 
uses only local information, so the global fairness issue for a larger network with 
hidden nodes is not considered. 
Bouassida et al. [37] and Sommer et al. [36] suggested similar proactive 
approaches which prioritize safety messages in the transmission queue based on 
factors like the distance to an event, message age, vehicle speed and the area covered 
by a transmission. However if this approach is used for all safety messages, there 
will be some messages which are useful for only a very brief period of time after 
being generated, such as vehicle’s current position and heading. Therefore, it is 
preferable to avoid the queuing of outgoing safety messages by adapting their 
generation to channel conditions and safety applications’ requirements [8]. 
Baldessari et al. [34] introduce a hybrid joint rate and power adaptation 
protocol designed to achieve fairness by assigning a fraction of resources to each 
node. That is in order to occupy the same amount of resources: if a node increases its 
transmission power, it has to decrease its transmission rate and vice versa. However, 
the same share of bandwidth does not necessarily imply the same amount of safety 
benefit for different vehicles [24]. Therefore, the principal fairness assumption is 
likely too restrictive [8]. 
Table 3-4 summarizes the features of previous work, giving the existing gap of 
each approach. 
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Table 3-4 Comparisons between different existing DSRC CC control approaches and their 
gaps 
Author Name 
Classification 
CC measuring 
metric 
Evaluation 
method 
Performance 
improvement 
Gap 
Feedbak Fairness 
Control 
parameter 
Torrent, et al. [4] D-FPAV Proactive Global 
Transmission 
Power 
Safety 
message load 
Network 
Simulator ns-2 
Probability of 
channel access 
time 
Large overhead 
Weinfied et al. 
2011 [9] 
MTR Reactive Local MER CBR 
Experience 
with prototype 
DSRC radio 
 
Network 
Simulator ns-2 
Packet error rate 
Only 
local fairness 
Fallah et al.  2011 
[38] 
 Hybrid Local 
Transmission 
Power and MER 
CBR 
Network 
Simulator 
OPNET 
Tracking error 
Only local 
fairness 
Tielert et al. 2011 
[8] 
PULSAR Reactive Global 
Transmission 
Power and 
MER 
CBR 
Network 
Simulator ns-2 
Global fairness, 
Channel access 
time 
Use Binary 
feedback which 
may result in 
not convergence 
Kenney et al. 
2011[7] 
LIMERIC Reactive Local MER CBR 
Network 
Simulator ns-2 
Delay, Algorithm 
convergence 
Local fairness 
Baldessari et al. 
2010 [34] 
 Hybrid Local 
Transmission 
Power and 
MER 
Channel usage 
by each node 
Network 
Simulator ns-2 
Channel access 
time 
Restrictive 
Fairness 
Bouassida et al. 
2010 [37] 
 Proactive Local 
Message 
priority 
Message age, 
Covered range, 
Vehicle speed 
System 
Simulator 
UPPAAL 
Warning delay 
Do not consider 
channel 
condition 
and application 
requirement 
 
By evaluation and study of early congestion control techniques and finding 
their gaps, we develop a list of main principles which are essential for a 
comprehensive DSRC channel congestion control techniques. 
 
3.6 Main principles for DSRC channel congestion control techniques 
According to our analysis the essential design principles for a comprehensive 
DSRC CC control algorithm can be summarized in three specifications: 
• Local fairness: Nodes near each other share the same channel. Therefore, it 
follows intuitively that nodes located physically close to each other should 
have similar congestion control levels. This principle does not necessarily 
require nearby nodes to have the same transmission parameters [8] 
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• Global fairness: all nodes that contribute to congestion at a certain location 
should participate in congestion control [4]. An important implication of 
this principle is that all relevant nodes have to be aware of their 
contribution to congestion within their carrier range [7, 8]. 
• Following the safety applications requirements: The objective of 
transmitting safety messages is to create a mutual awareness among 
vehicles. Thus it is vital to adapt congestion control parameters bases on 
safety applications requirements in different driving contexts [6, 23]. 
 
3.7 Simulation studies Research Questions 
These studies find more specific questions should be explored through the 
simulation studies: 
• Do the various traffic scenarios have any impact on DSRC network 
channel congestion? 
• How will the performances of safety message transmission change in 
different CC condition? 
• How will the variation of CC control parameters affect CC condition in a 
DSRC network? 
• What is the best effective approach for controlling the channel congestion 
in a DSRC network? 
 
3.8 Summary 
In this chapter we locate the research problems by analyzing and criticizing the 
related work in DSRC CC control techniques. The following chapter will provide the 
appropriate research methodology to resolve these problems in this research.  
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Chapter 4: Network Simulation for DSRC 
Channel Congestion Evaluation  
Implementation of a vehicular safety communication network based on DSRC 
technology with a network simulator software is an effective approach for evaluation 
of the Channel Congestion (CC) in a simulated real-world environment. Our research 
is to explore the different control methods of CC and find the effective CC approach. 
Previous chapters described the structure of DSRC and its detailed 
specification. We have noted that CC control is one of the main remaining challenges 
in the way of DSRC deployment. The metrics and control parameters were defined in 
Chapter 3. Now we need to evaluate the DSRC in the congestion condition to find an 
effective way for CC control techniques. For this purpose we need to find the 
appropriate methodology that will lead to our objectives. In the following sections 
we describe the methodology, type, and strategy and data collection of this research, 
according to the related research methodology literature. Then we describe the 
details of our approach based on this methodology. 
 
4.1 Research Methodology 
Because the DSRC architecture and vehicular safety communications theory 
developed, we choose the deductive research methodology [39, 40] in order to 
evaluate and test this technology in a specific condition, and we will revise according 
to our finding. The research strategy used in this thesis, is experiment. The 
experiment research strategy is managing in order to isolate particular issues and 
examine their effects under controlled settings. 
With the experiment research strategy, we design a practical investigation to 
evaluate the IEEE 802.11p PHY/MAC standard through the DSRC technology that 
used in vehicular safety communication. The parameters of this protocol have been 
implemented in the NS-2 network simulator. Using network simulation software we 
evaluate the performance of DSRC for vehicular safety communication in CC 
condition. We have specifically assessed the performance of IEEE 802.11p in DSRC 
for different CC conditions. Furthermore we have analyzed the effect of adapting the 
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transmission parameter on controlling congested condition in DSRC technology in 
order to find the efficient method for the CC control algorithm. 
Experiments consist of studying related parameters and determining 
independent and dependent parameters. The independent parameters effect the 
dependent ones. In other words, varying independent parameters should alter 
dependent parameters. In this thesis, the channel busy ratio (CBR) and the 
probability of successful packet reception are the dependent parameters, which are 
related to independent variables such as number of vehicles in the road, distance, 
road elements, message exchange rate, transmission power and message size. The 
goal of these experiments is to demonstrate the response of dependent parameters to 
alternations of independents parameters, to identify the most effective independent 
parameters to adjust the dependent ones and to find a method to control CBR as a 
dependent parameter and a metric for the CC condition.  
In this research the DSRC network has been created artificially by network 
simulator software and observed under different conditions. Different DSRC network 
scenarios are simulated in this thesis in order to observe the behaviour of IEEE 
802.11p standard in CC condition. Each of these scenarios is constructed under 
different settings;  that is, different number of vehicles, road elements and 
transmission parameters. 
Since we are quantifying the performance of DSRC technology, quantitative 
parameters [41] are used for collecting information. Quantitative research almost 
always needs selecting a sample from a bigger group because it is not practical to 
collect data from each and every member of a group in experience. For example, in 
this research it is not possible to evaluate the performance of communication safety 
between the vehicles in all possible scenarios; instead we select a small group of 
vehicles in a particular scenario and evaluate the performance of vehicular safety 
communication between them. This process helps to save time as well as financial 
and human resources. The samples include specific vehicles equipped with wireless 
transceiver and sensing devices which attend in a cooperative vehicular safety 
communication. Consequently we use non-probability sampling: vehicles and 
scenarios are selected on the basis of their particular features. 
There are five non-probability sampling methods based on different 
considerations: quota sampling, accidental sampling, judgmental sampling, expert 
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sampling, and snowball sampling. We believe that judgmental sampling is most 
suitable for this research, as it provides accurate information through focusing on a 
small sample with particular characteristics. 
 
4.2 Data collection 
The DSRC network as a vehicular safety communication technology has 
recently become one of the most popular research domains in the area of intelligent 
transportation systems (ITS) and wireless networking. Moreover, as noted before, 
one of the most important challenges for DSRC deployment is maintaining high 
performance under a heavy channel load. The study of CC control mechanisms will 
be impractical if it requires hundreds of physical radios deployed on vehicles. 
Bansal, et al. [42] experimented with real DSRC radio devices and compared their 
results with similar experiments done with the NS-2 network simulator. Their results 
show that the NS-2 simulator accurately models the MAC and PHY layers associated 
with an IEEE 802.11p compatible hardware. Hence, we base our research and data 
collection on NS-2. 
Simulations can be implemented in a personal computer, and enabling users to 
define many factors in their scenarios, such as the number of vehicles, the road 
elements, the parameters of wireless transceivers and the PHY/MAC layer 
parameters. In this research all of the statistical data about the network traffic is 
collected through the simulation; we then use these data to evaluate the DSRC 
network performance under CC conditions. Furthermore, the simulator can provide 
the trace file to address all the events performed in the simulation [43]. 
Simulation of a vehicular network consists of two components: traffic 
simulation and network simulation. Traffic simulation focuses on vehicular positions, 
mobility, and road geometry, and defines the realistic position of each vehicle during 
the simulation. Additionally, the network simulator implements the DSRC protocols 
and produces a trace file of all the network events. In the following section we 
introduce NS-2 and its different elements related to our work. 
4.3 Network Simulation Software (NS-2) 
The use of network simulations could be understood as a cost-effective way of 
system validations (both money and time) where the experimental conditions can be 
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controlled. The last version of the network simulator [44], NS- 2, provides many 
protocols like TCP or UDP, different traffic source behavior like CBR, FTP or PBC, 
propagation models, MAC layer protocols and tools for topology generation [45]. In 
this research, we focus on the implementation of the MAC and Physical layers of 
DSRC. 
 
4.3.1 NS-2 Basic structure 
The network simulator NS-2 is an object-oriented, discrete event-driven 
network simulator developed at UC Berkeley and USC ISI as part of the VINT 
project [44]. It has been a very useful tool for conducting wireless network 
simulations during recent years and especially for evaluation of vehicular networks 
and DSRC [8, 42, 46]. Version 2 of the network simulator is written in C++ and 
OTcl, and it is evolving continuously. 
The key reason for using two languages is time saving. C++ is a popular 
programming language that enables fast execution of applications, but some 
modifications may be needed in order to perform several simulations that are keeping 
the main structure of the simulation but modifying some parameters, with the 
purpose of comparing different results in different condition. That implies additional 
time recompiling C++ code every time a modification is done. Object-oriented Tool 
Command Language (OTcl) is an interpreted language; the main advantage is that 
these modifications do not need additional time recompiling; on the other hand, the 
execution time for an interpreted language is longer than compiled languages. The 
NS-2 network simulator makes feasible this unification through tclCl, the OTcl 
linkage. The main objects of a simulation such as nodes and protocols are 
implemented using C++ and the configuration of the parameters such as number or 
position of nodes, time of the simulation are implemented in OTcl. Basically, the 
network simulator is an interpreter of OTcl with the network simulator‘s object 
Libraries [46, 47]. 
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Figure 4-1 Basic Structure of NS-2 [48] 
 
In NS-2 most common parts are already built-in, such as wired nodes, mobile 
nodes, links, queues, agents (protocols) and applications. Most network components 
can be configured in detail, and models for traffic patterns and errors can be applied 
to a simulation to increase its reality. There even exists an emulation feature, 
allowing the simulator to interact with a real network. Simulations in NS-2 can be 
logged to trace files, including detailed information about packets in the simulation 
and allowing for post-run processing with some analysis tool [47]. Based on the 
overview of the NS-2 network simulator, we can illustrate the usage of some of its 
network components, particularly those that are important for implementing the 
MAC and Physical layers of a DSRC network. 
 
4.3.2 Performing Simulation 
NS-2 consists of different components: the network objects, the event 
scheduler and the simulation results. The first step for performing simulations in NS-
2 is to build an OTcl simulation scenario script file that specifies the components to 
be used and the events that should occur. The event scheduler keeps a record of 
simulation time, triggering all events in the event queue which is scheduled at this 
moment. All the events can be logged in a trace file as the simulation result. The 
communication among network components does not consume simulation time, 
except the necessary time that a node needs for handling a packet, implying a delay, 
which is managed by the event scheduler. The event scheduler is also used as a timer, 
for example in a packet retrains-mission [46]. Indeed the execution of the NS-2 is 
mainly the execution of an OTcl script, called simulation scenario. This section 
introduce this concept. 
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4.3.3 Simulation Scenario 
Since the simulation scenarios are scripts, it is necessary to define them. The 
simulation scenario is composed of topology, agent and connection protocol. In our 
case, the first step is to initiate a simulation scenario and choose the output for the 
results. Next, the position and numbers of nodes are configured. After this, the traffic 
source agent and protocol links among nodes should be defined. The result of the 
simulation is one or more text files containing detailed simulation data. These files 
will be used for simulation analysis [46]. 
 
4.3.4 Nodes 
In NS-2, nodes are crucial for the transmission of packets. Upon receiving a 
packet in a node, the fields of the packet are analyzed, including the destination 
address; that is, the receiver node. All the nodes contain at least the following 
components [45]: 
• An address or id_, monotonically increasing by 1 (from initial value 0) 
across the simulation namespace as nodes are created 
• A list of neighbors (neighbor) 
• A list of agents (agent_) 
• A node type identifier (nodetype) 
• A routing module 
The configuration of nodes takes place in the definition of the scenario. Here, 
we can set up important parameters for our simulation, such as type of addressing 
structure, network components for mobile nodes and the type of routing used. 
The node configuration interface consists of two parts. The first part deals with 
node configuration, while the second part actually creates nodes of the specified 
type. We will see the latter in Section 5-1; in this section we will describe the 
configuration part. 
Node configuration essentially involves defining the different node 
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characteristics before creating them. They may consist of the type of addressing 
structure used in the simulation, defining the network components for mobile nodes, 
turning on or off the trace options at Agent/Router/MAC levels, selecting the type of 
ad-hoc routing protocol for wireless nodes or defining their energy model [45]. 
As an example, node-configuration for a wireless mobile node in a hierarchical 
topology would be as shown below. We decide to turn tracing on at the agent and 
mac level only. Also we assume a topology has been instantiated with "set topo (new 
Topography) [9]". The node-config command would look like the following: 
 
 
$ns_ node-config -addressType hierarchical \ 
-llType LL \ 
-ifqType Queue/DropTail/PriQueue \ 
-ifqLen 50 \ 
-macType Mac/802_11 \ 
-antType Antenna/OmniAntenna \ 
-propType Propagation/TwoRayGround \ 
-phyType Phy/WirelessPhy \ 
-topologyInstance $topo \ 
-channel Channel/WirelessChannel \ 
-agentTrace ON \ 
-macTrace OFF \ 
 
 
This configuration file can take the different values from the options of the network 
simulator (shown in Appendix A) [45]. 
 
4.3.5 Components of a wireless network in NS-2 
In this research, the simulator captures the functionality of the two lowest 
layers in the network stack: 
• Medium Access Control (MAC) Layer 
• Physical (PHY) Layer 
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Figure 4-2 Connectivity within a wireless network in NS-2 
 
Figure 4-2 illustrates the extended network stack that makes simulations of a 
mobile wireless networks possible in NS-2. A packet sent down the stack flows 
through the link layer (Queue and LL), the MAC layer (Mac), and the physical layer 
(Channel to Classifier/Mac). The packet then makes its way up the stack through the 
Mac and the LL. 
 
Depending on the type of physical layer, the MAC layer must contain a certain 
set of functionalities, such as carrier sense, collision detection, and collision 
avoidance. Since these functionalities affect both the sending and receiving sides, 
they are implemented in a single Mac object. For sending, the Mac object must 
follow a certain medium access protocol before transmitting the packet on the 
channel. For receiving, the MAC layer is responsible for delivering the packet to the 
link layer [45]. 
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4.3.6 Extended IEEE802.11 Models  
A team from Mercedes-Benz Research and Development North America and 
from University of Karlsruhe has collaborated to develop a completely new 802.11 
Mac and PHY model, called Mac802_11Ext and WirelessPhyExt, respectively. The 
new model contains the following features [45, 49]: 
• Structured design of MAC functionality modules: transmission, reception, 
transmission coordination, reception coordination, backoff manager, and 
channel state monitor 
• Cumulative SINR computation 
• MAC frame capture capabilities 
• Multiple modulation scheme support 
• Packet drop tracing at the PHY layer 
• Nakagami fading model 
These modules enable the researcher to set the parameters of 802.11p standards 
in their simulation [49]. Therefore to simulate a DSRC network we will choose these 
modules to support DSRC network technical parameters. 
4.3.7 NS-2 Trace files 
During the simulation the output or trace data will be collected and stored in a 
file to be post processed and analyzed. Each individual packet as it arrives, departs, 
or is dropped at a link or queue record in trace files. In NS-2, there are two types of 
traces: the old format and the new format. 
Trace configuration 
In the NS-2 network simulator, the next commands are used to configure the 
trace format: 
• use-newtrace: selects the new trace format. 
• trace-all $fd: means that tracing referring to a trace file should be 
performed by the fd file descriptor. 
• flush-trace: behaves like a pipe, flushing all open traces to a disk. Must be 
used in the end of the simulation. 
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As an example of trace configuration: 
 
set tracefd [open $val(tr) w] 
$ns_ use-newtrace 
$ns_ trace-all $tracefd 
... 
proc finish {} { 
global ns_ tracefd  
$ns_ flush-trace 
close $tracefd 
$ns_ halt 
} 
$ns_ at $val(stop) "finish" 
 
 
Trace format 
In NS-2, we can choose between two types of trace format: the old format and 
the new format. The old format is easier to understand than the new format. The 
simplicity of the old trace format has a main drawback, in that it is needed a different 
trace for each wireless protocol. The new trace format was introduced aiming to 
merge these wireless traces. 
In NS-2, it is possible to set up this feature with the command $ns use-
newtrace. In this research, we use the new format of traces, which allows to record 
all the information about simulation traffic. An example of the new trace format is 
shown below [45]: 
 
s -t 0.267662078 -Hs 0 -Hd -1 -Ni 0 -Nx 5.00 -Ny 2.00 -Nz 0.00 -Ne 
-1.000000 -Nl RTR -Nw --- -Ma 0 -Md 0 -Ms 0 -Mt 0 -Is 0.255 -Id -1.255 -It 
message -Il 32 -If 0 -Ii 0 -Iv 32 
s -t 1.511681090 -Hs 1 -Hd -1 -Ni 1 -Nx 390.00 -Ny 385.00 -Nz 0.00 -Ne 
-1.000000 -Nl RTR -Nw --- -Ma 0 -Md 0 -Ms 0 -Mt 0 -Is 1.255 -Id -1.255 -It 
message -Il 32 -If 0 -Ii 1 -Iv 32 
s -t 10.000000000 -Hs 0 -Hd -2 -Ni 0 -Nx 5.00 -Ny 2.00 -Nz 0.00 -Ne 
-1.000000 -Nl AGT -Nw --- -Ma 0 -Md 0 -Ms 0 -Mt 0 -Is 0.0 -Id 1.0 -It tcp -Il 1000 -If 
2 -Ii 2 -Iv 32 -Pn tcp -Ps 0 -Pa 0 -Pf 0 -Po 0 
r -t 10.000000000 -Hs 0 -Hd -2 -Ni 0 -Nx 5.00 -Ny 2.00 -Nz 0.00 -Ne 
-1.000000 -Nl RTR -Nw --- -Ma 0 -Md 0 -Ms 0 -Mt 0 -Is 0.0 -Id 1.0 -It tcp -Il 1000 -If 
2 -Ii 2 -Iv 32 -Pn tcp -Ps 0 -Pa 0 -Pf 0 -Po 0 
 
 
The new trace format as seen above can be divided into the following fields [45]: 
• Event type 
• General tag 
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• Node property tags 
• Packet information at IP level 
• Next hop info 
• Packet info at MAC level 
• Packet info at MAC level 
• Packet info at "Application level" 
Each field is a different type which will provide us with the various 
information about the sent and received packet. Appendix B provides all different 
types for each field in the NS-2 trace file.  
 
Analysis of trace files 
The NS-2 network simulator produces a trace file, which may include all 
information available within the packets transmitted along the simulation, such as 
sender and receiver node id, position, time, and energy. The analysis of these files in 
our dissertation was performed using AWK scripts. AWK is an interpreted 
programming language designed for text processing and typically used for data 
extraction and reporting. We use this tool to extract the desired information from the 
trace file. We then use MATLAB to analyze these data and to evaluate the behavior 
of a DSRC network in CC condition. 
4.3.8 Propagation Model in NS-2 
Using a proper propagation model in the simulation model is very important to 
obtain a more realistic result. Many studies have been done to evaluate different 
propagation models for vehicular network and specifically for implementing in NS-2 
simulations. 
Reflection Wave from the mobile nodes and obstacles in a vehicular network 
result in fading phenomena. It can significantly affect the amplitude of the receiving 
signal. Morento et al. [50] showed in their work that results tend to be too optimistic 
when using deterministic propagation models to estimate the attenuation of the signal 
with respect to the distance. Principally, the use of deterministic radio propagation 
models results in an unrealistic and perfect coordination among neighboring nodes 
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through CSMA/CA. The Nakagami fading model recommended by Taliwal [51], 
who verified and adjusted it with data obtained by empirical tests on highways, is 
adopted for our simulation. Ray tracing approaches, although more accurate, e.g., 
[52], make the simulation of networks of  hundreds of nodes infeasible due to high 
computational costs [53]. 
As mentioned Taliwal et al., [51] performed real world tests on highways and 
suggest the use of the Nakagami fading model for these vehicular scenarios. 
Furthermore, they implemented the model. 
 In NS-2, which we use in this research, the Nakagami model [54] estimates the 
signal amplitude at a given distance from the transmitter as a function of two 
parameters, Ω  and m . Ω defines the average received power at a distance and is set 
to match the two-ray ground model. The value m identifies the fading intensity and 
depends on the situation and the distance to the sender [53]. These two parameters 
can be adjusted through OTCL script in NS-2. Here is a part of script refer to set 
Nakagami model in the simulation: 
 
#configure RF model parameters 
Antenna/OmniAntenna set Gt_ 1.0 
Antenna/OmniAntenna set Gr_ 1.0 
Propagation/Nakagami set use_nakagami_dist_ false 
Propagation/Nakagami set gamma0_ 2.0 
Propagation/Nakagami set gamma1_ 2.0 
Propagation/Nakagami set gamma2_ 2.0 
Propagation/Nakagami set d0_gamma_ 200 
Propagation/Nakagami set d1_gamma_ 500 
Propagation/Nakagami set m0_  1.0 
Propagation/Nakagami set m1_  1.0 
Propagation/Nakagami set m2_  1.0 
Propagation/Nakagami set d0_m_ 80 
Propagation/Nakagami set d1_m_ 200 
 
In addition to the work towards finding an appropriate propagation model, 
some studies also addresses the inaccuracy of the NS-2 reception and interference 
model. Relating to this research, Chen et al. [49] developed an improved reception 
model of the NS-2 simulator with a better software design. Their implementation 
includes a physical layer state machine that enables the management the signal and 
interferences on OFDM systems as well as the cumulative noise capabilities. The 
outcome of their work is a simulator adjusted to 5.9GHz DSRC including the 
modeling of all IEEE 802.11p supported data rates, which is added to NS-2 libraries 
[50]. 
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Chapter 5: Simulation Results and Analysis 
This is the time to evaluate the performance of the DSRC network in CC condition. 
In this chapter we investigate our last three research objectives through simulation of 
a DSRC network. These objectives are: 
• Simulation study and evaluation of the DSRC network channel condition 
in various traffic scenarios to determine effective network characteristics 
which needs to be considered in control methods. 
• Simulation study and analysis of the DSRC network performance in 
different channel condition to verify safety application requirement in 
DSRC. 
• Simulation study and analysis of the impact of transmission parameter on 
the DSRC network channel condition. 
Three different simulation scenarios are set out in section 5.3 according to each 
individual objective. 
This chapter consists of two main sections. The first section provides a detailed 
description of the simulation framework and the value of simulation parameters and 
network components, as relevant to this work. The second section depicts the results 
obtained from the simulations of a DSRC network in different traffic scenarios, 
vehicle density and transmission parameters. The chapter concludes with a detailed 
analysis leading to answers to our research questions. 
 
5.1 Simulation Framework: 
This section presents the research simulation framework tailored to vehicular safety 
communications based on DSRC technology in NS-2. The framework consists of 
two main blocks: 
• Traffic scenarios and network topology 
• A simulation setup for a fading radio propagation model and adjusted 
MAC and PHY modules according to the IEEE 802.11p standard. 
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5.1.1 Scenario and network topology 
We assume three different traffic scenarios for simulation and evaluation of the 
DSRC network behavior in CC condition. Each scenario needs to be simulated 
individually. For creation of different scenarios we need to set an appropriate 
topology. In this case we need a flat environment in which the vehicles (Nodes) are 
positioned according to the desired assumed road geometry; for example, circular, 
intersection, highway. This topology is set with the following command in NS-2: 
$topo load_flatgrid $val(x) $val(y) 
In which X and Y identify the dimension of our traffic scenario. 
In these simulation studies, the evaluation of the DSRC network has been done in 
three roads geometry: 
• A circular road 
• An intersection of two one-lane roads 
• A bidirectional highway, three lanes per direction  
 
5.1.2 Simulation setup 
As noted before, the network simulator NS-2 is a commonly used software in 
the field of wireless communication networks research. This subsection provides 
details about our simulation settings of each NS-2 network component, to implement 
a DSRC network. 
 
Data traffic source: PBC 
This simulation of the DSRC network is for safety applications. As discussed 
in Chapter 2, all the vehicles in a DSRC network need to broadcast safety messages 
periodically with a predefined Message Exchange Rate (MER). As a result, the first 
and very important step for simulating safety message transmission in a DSRC 
network is finding an agent module that represents the traffic source for each vehicle 
(Node). The proper agent for this aim has been introduced in a work by Chen, et al. 
[49], which has been  implemented in the NS-2 simulator library. This agent is called 
“PBCAgent”. PBC agent is a broadcast frame generator that can define message 
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generation frequency, the frame data modulation scheme and MAC frame payload 
size.  
The TCL name of the agent is Agent/PBC; its packet type is PT_PBC. Its TCL 
commands to define the message generation behaviour are as follows [49]: 
Agent/PBC set payloadSize 200 ; #(in bytes) 	  
Agent/PBC set periodicBroadcastInterval 0.1 ;# (in seconds) 	  
Agent/PBC set periodicBroadcastVariance 0.1 ;# (in seconds) 	  
Agent/PBC set modulationScheme 0; # the default modulation scheme for data is BPSK 
 
MAC and PHY layer 
The different components of a wireless network in NS-2 were discussed in the 
previous chapter. According to that network depiction, the next component which 
should be set in a wireless network simulation is the MAC and PHY layer 
parameters. From the associated standards and protocols in Chapter 2, we know that 
to simulate a DSRC network, we need to set the parameter of these two layers 
compatible to 802.11p standards. As noted in Chapter 4, Mac802_11Ext and 
WirelessPhyExt modules in the NS-2 library enable us to set 802.11p parameters in 
our simulation. The network simulation will be valid when we set all the parameters 
accurately. Appendix C shows all these setting for 802.11p parameters in our case. 
 
CBR calculation 
In order to know how we can calculate CBR in each vehicle, we need to study the 
designed model of the MAC and PHY layer module in NS-2. 
The architecture of the IEEE 802.11 MAC and PHY modeling in these new 
modules is shown in Figure 5-1. In this model all functionalities of the IEEE 802.11 
radio are clearly and properly separated between the MAC and PHY layers [55]. 
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Figure 5-1 IEEE 802.11 simulation architecture according to Mac802-
11Ext/Phy802-11Ext module in NS-2 
 
The MAC module operates at the logical level. It depends on the PHY to 
handle actual transmissions, receptions and physical channel sensing. The focus of 
the MAC design is to correctly and clearly models all the complexities in the IEEE 
802.11 CSMA/CA mechanism, which is also known as DCF (Distributed 
Coordination Function). A key purpose of this design is to make it easy to log and 
analyze different events at the MAC layer. In this research we need to observe the 
channel states and backoff timer changes to know the total channel access time in 
each vehicle for broadcasting safety messages periodically, and to measure Channel 
Busy Ratio (CBR) according to this information from the physical layer.  
Figure 5-2 shows the state diagram of the MAC layer [55]. This model is 
implemented in NS-2 as Mac802-11ext module. As illustrated in the figure, a 
channel state manager (ChannelStateMgr) has been considered in this 
implementation of the module. It enables us to trace all the events in Mac and Phy 
layers. The channel state manager reports the joint physical and virtual Carrier Sense 
(CS) status in response to queries from any other module; it reports CS_IDLE if it is 
in the NoCSnoNAV state, and CS_BUSY otherwise. The channel state manager 
actively signals the backoff manager whenever it moves in or out of the 
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NoCSnoNAV state to indicate channel status changes. In turn the backoff manager 
resumes or pauses its backoff process if it is already in one. Figure 5-2 shows the 
detail about designed channel state manager in Mac802-11Ext module.  
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Figure 5-2 State-machine of channel state manager in NS-2 Mac802-11Ext 
module 
 
Furthermore, a parameter is considered in the module that can be set in 
simulation program script to turn the MAC layer debugger ON or OFF. The specified 
command for this debugger is: 
 
Mac/802_11Ext set MAC_DBG           1 
 
By setting this parameter to 0/1 we can have a complete record of all the 
changes in the channel state manager, including backoff timer. This allows us to 
know the percentage of time that the channel was busy; when as a result the Node 
did not have access to the channel to transmit the safety messages. This percentage 
provides the CBR of the channel for each scenario. 
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Propagation model 
Based on findings of previous work [50, 51], the Nakagami Propagation model is 
selected for the simulation of DSRC network. 
Following are the parameters that needed to be set in the simulation program script: 
 
Propagation/Nakagami set use_nakagami_dist_ false	  
Propagation/Nakagami set gamma0_ 2.0	  
Propagation/Nakagami set gamma1_ 2.0	  
Propagation/Nakagami set gamma2_ 2.0	  
 
Propagation/Nakagami set d0_gamma_ 200	  
Propagation/Nakagami set d1_gamma_ 500	  
 
Propagation/Nakagami set m0_  1.0	  
Propagation/Nakagami set m1_  1.0	  
Propagation/Nakagami set m2_  1.0	  
 
Propagation/Nakagami set d0_m_ 80	  
Propagation/Nakagami set d1_m_ 200 
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5.2 Simulation Results 
 
5.2.1 Analyzing the DSRC channel condition in different traffic scenarios 
In this section we will show the variation of Channel Busy Ratio (CBR) in different 
traffic scenarios, with the number of vehicles increasing in the road. Three different 
scenarios have been considered to analyze the DSRC channel condition in different 
traffic scenarios. Table 5-1 provides the details of the configuration parameters used 
in the simulation studies. 
Table 5-1 Simulation Parameters 
 
Parameter Value 
Noise floor -99dBm 
Channel Clear Assessment (CCA) threshold -95dBm 
CWmin 7 
CWmax 1023 
Data rate 6Mbps 
RF fading model Nakagami, m=1 
Safety message size  378 Byte 
Mini/Max message exchange rate 1Hz/10Hz 
Length of CBR channel monitoring period 1sec 
Tx Range 1000m 
 
Scenario 1: Circular road 
With this case we want to study a smooth traffic scenario that provides the same 
condition in terms of neighboring nodes and transmission channel for all nodes. So 
we configure a circular topology for the road. Since the maximum carrier range in a 
DSRC network is 1000m, assuming a circular road with 1Km radius (6km length) 
provides a circumstance in which each node will be affected by only its neighbors 
within the 1km distance. This is because the vehicles on the other side of the circular 
road with in the1km radius are outside of the carrier range. For this simulation the 
safety messages size is set to 378 Byte and sent 10times a second (MER=10Hz). The 
transmission power in the Physical layer is set equal to the 1000m carrier range.  
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 We will have different conditions when we change the topology to an 
intersection or to a highway with two direction and more than one lane. We will 
evaluate those scenarios in different simulation programs. Figure 5-3 shows the 
average of the measured CBR at the vehicle’s DSRC radio, travelling in the circular 
road when the number of the vehicles in the road increases. 
 
 
Figure 5-3 CBR for different vehicle density on a circular road 
(radius=1000m) 
 
As expected there were no differences between different vehicles in different 
part of the circular road in terms of measured CBR. CBR changes smoothly and it 
does not reach the congested threshold (CBR>0.6) until there are more than 120 
vehicles per km present in the road.  
 
Scenario 2: An Intersection 
In this simulation, topology configured in two 4-Km one-lane intersected roads. The 
intersection has been presumed in the middle of the roads. The result has been 
compared for the vehicles in different positions from the intersection in which there 
is the most congested traffic condition. 
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In this case each vehicle will receive the broadcast messages from the vehicles 
on the other road and from the 1000m carriers range as well as its own. Therefore a 
congested condition will occur sooner, comparing to the circular road. Furthermore 
when the vehicles are at a different distance from the intersection they will sense 
different channel conditions, and the time for channel accessibility will be different. 
Figure 5-4 shows the results of the measured CBR in different vehicle densities on 
the road.  
 
Figure 5-4 CBR vs. vehicle density in two 4Km intersected road 
(D = the distance of the observed vehicle from the intersection) 
 
Simulation result shows that in this traffic scenario, vehicles will face the 
congested channel (CBR=0.6) with fewer vehicles per Km, compare with the circular 
road results. Specifically, when the vehicles come toward the intersection, the 
channel condition will change sooner, so fewer vehicles on the road can exchange 
safety messages.  
 
Scenario 3 (highway) 
In this simulation, we assume a bidirectional highway with 3 lanes in each direction 
and 4Km length. Observed vehicles are the ones with more than 1000m distance 
from the beginning of the road section (that is the ‘edge’) to prevent the edge effect 
and have a smooth channel condition. 
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Figure 5-5 CBR for different vehicle density in a 4Km 6Lane Highway 
 
As expected, the wireless channel in a highway scenario would be congested 
with fewer vehicles per km and this is due to the heavier traffic density in the same 
carrier range of a vehicle on such a road. 
Figure 5-6 shows all results in the same graph to allow easier comparison. 
 
Figure 5-6 DSRC Channel Condition in different traffic scenarios 
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This figure shows that V2V DSRC reliability depends greatly on the 
characteristics of both the traveling road and its actual traffic. As can be seen in the 
graph, the worst channel condition in terms of being congested with less number of 
vehicles per Km is the Highway scenario. So we choose this scenario for our further 
investigation. We configure the highway topology for evaluation of CC control 
parameters and their effect on the channel. 
5.2.2 Performance evaluation of DSRC in different channel conditions  
To evaluate the channel congestion conditions, a highway scenario has been 
considered. From our previous simulation we know about the correlation between 
different vehicle densities and the CBR metric. Using these values, in this case we 
simulate a highway with different vehicle density and so measured CBR. Then, in 
each channel condition, the number of successfully received packets at different 
distances from the reference sender is calculated and the average is shown in Figure 
5-7. The figure represents the average reliability of the DSRC wireless channel in 
different channel congestion scenarios for various separation distances between a 
pair of moving vehicles on the road. As a result the reliability of the DSRC wireless 
channel is a factor of both communications range and distance between vehicles and 
the CBR. 
 
Figure 5-7 DSRC Performance in Different Channel Conditions 
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5.2.3 Analyzing the effect of the transmission parameters on channel congestion 
condition 
The aim of this simulation is to evaluate the effect of the transmission parameter 
adjustment on a congested channel. For this purpose we assume a highway scenario 
when it is in congested condition (CBR= 0.82). We observe the variation of CBR 
while we decrease the transmission power and MER in two different simulations. 
Figure 5-8 shows the relation between the transmission power and carrier range 
measured in this case. 
 
Figure 5-8 Power vs. Range 
 
In order to study MER and Power adjustment impact on the channel, we need 
to vary transmission parameters and evaluate the channel condition in simulation 
scenario. Chapter 2 discussed the DSRC network characteristics in detail, showing 
that according to the literature and depending on the application requirement, MER 
will differ from 1-10Hz, and the maximum range of the DSRC signal transmission is 
1000m. Therefore in order to study the impact of MER variation on channel 
congestion, we differ MER in the range of 1-10 Hz and measure the CBR. As 
described in section 5.1.2, PBC has been used as the data traffic source in this 
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simulation. MER can be set using the configuration parameters of PBC module. 
Figure 5-9 (b) shows CBR and MER relationship. 
In the next experiment we observe CBR variation vs. transmission range 
(Figure 5-9 (a)). The simulation setup section shows that transmission power can be 
set in the physical layer of the simulation modules. On the other hand, the carrier 
range related to each transmission power can be obtained from Figure 5-8.  
 
Empirical results shown in Figure 5-9 prove a direct impact of the transmission 
parameters on the channel condition, validating that by adjusting the transmission 
range or MER in a DSRC network, the channel condition can be controlled. On the 
other hand it is observed that when we reduce the power to adjust the CBR in the 
desired operating range (CBR=0.6), the control algorithm needs to decrease the range 
up to 70%. In consequence utilizing only the MER parameter in the control 
algorithm will result in a high reduction in the message exchange rate, which is 
harmful for safety application reliability.  
 
 
Figure 5-9 Comparison between the impact of adjusting range and MER on 
CBR 
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5.3 Analysis 
Based on the simulation results, relying on any individual control parameters will 
result in non-reliable safety. On the other hand designing a control congestion 
technique to adapt both parameters at the same time and finding an optimum value 
for both power and rate will end up with a complicated control algorithm and the 
threat of a long convergence time for the designed control technique [27]. This may 
cause an instability of the system. Furthermore, a long convergence time will result 
in unreliability of the safety application too. This happens because in a highly 
dynamic vehicular network there is a high possibility that the channel condition as 
well as the safety application requirements and traffic scenario have changed, so we 
need to have a new calculation to have an optimum value for our parameters. 
The best strategy to design a CC control algorithm is prioritization of control 
parameter. The simulation result shows that to reduce the channel load down to a 
tolerable value for a reliable DSRC network (CBR=0.6), we need to reduce the rate 
up to 50% (10Hz to 5Hz). However safety applications have their own requirements. 
According to the literature, most safety application have a requirement of a minimum 
of 10 Hz for an acceptable safety performance [56-58]. In addition we know from 
previous research on safety applications that most of the critical safety usages are 
needed in 300m range of each vehicle so reducing the power will not be a significant 
negative effect on the safety performance of the DSRC network [10, 57]. 
Based on these findings, it is concluded that a comprehensive CC approach 
will be based on adapting both power and rate parameters but with a priority for a 
practicable design in the real world. Out of the simulation result, adjusting power 
will have less effect on fulfilment of the application requirement. Furthermore, from 
the simulation evaluation, it is recommended to adjust power first then MER at the 
second step. In addition we know the importance and necessity of being aware of 
each application requirement in terms of minimum required range and MER. So the 
proposed approach to have a comprehensive congestion control technique for DSRC 
is an adaptive algorithm with the priority of adjusting the transmission parameters, 
that is, MER and transmission power. We call it Adaptive Prioritized Cross Layer 
Designed (APCLD) control algorithm. Details about the implementation of this 
algorithm in DSRC network will be a good start for future work. 
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Chapter 6: Conclusions and Future Work 
A significant challenge to the deployment of DSRC technology is wireless channel 
congestion. In this work, we have studied DSRC technology’s standard and 
specification to identify the evaluation metrics and control parameters that are the 
vital design elements for congestion control technique. In particular to answer the 
research questions about how the DSRC channel condition can be evaluated and 
controlled and which parameters effectively impact on DSRC channel conditions, 
channel busy ratio (CBR) has been identified as the channel evaluation metric. It is a 
measurable metric that can indicate the state of the network. CBR is a practical 
measure that can be calculated on the channel using the clear channel assessment 
(CCA) reports of the 802.11 protocols. Because it can be easily implemented in 
hardware, it is practical and reliable for designing a CC control algorithm. Regarding 
our second objective, this study’s outcome shows that among different adaptable 
DSRC transmission parameters, transmission power and message exchange rate 
(MER) are the best parameters to use in the control algorithm.  
this research included a comprehensive survey to evaluate and investigate the 
previously proposed CC control methods. As a result we arrive at a set of design 
principles for DSRC CC control algorithm for a comprehensive channel congestion 
control algorithm. The principles are summarized as follows 
• Local fairness: Nodes near each other share the same channel. Therefore, it 
follows intuitively that nodes located physically close to each other should 
have similar congestion control levels. This principle does not necessarily 
require nearby nodes to have the same transmission parameters  
• Global fairness: all nodes that contribute to congestion at a certain location 
should participate in congestion control. An important implication of this 
principle is that all relevant nodes have to be aware of their contribution to 
congestion within their carrier range. 
• Following the safety applications requirements: The objective of 
transmitting safety messages is to create a mutual awareness among 
vehicles. Thus it is vital to adapt congestion control parameters bases on 
safety applications requirements in different driving contexts. 
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Simulation studies have been conducted to analyze the impact of these 
transmission parameters adjustments on the DSRC channel condition. This analysis 
concludes to the first strategy for designing an effective approach for controlling the 
congestion, which is considering the priority in adjusting power and MER. This 
outcome addressed our research question about the best approach for controlling the 
channel congestion in a DSRC network for safety applications. 
In addition, the DSRC network performance has been evaluated by simulation. 
The result shows that firstly each road and traffic scenario affects the channel 
condition differently based on its particular characteristics. Secondly it has been 
observed that the reliability of the DSRC wireless channel is a factor of both the 
communications range and the CBR. These outcomes in addition to essential 
exclusive requirement of each application in terms of range and MER bring us to the 
second CC control method strategy. The strategy is that awareness about safety 
application requirements as well as traffic scenario and vehicles state should be 
considered in designing a channel congestion control algorithm. In conclusion we 
propose a novel approach for DSRC channel congestion control, the Adaptive 
Prioritized Cross Layer Designed (APCLD) control algorithm. 
 
6.1 Future work 
Work is required to implement the proposed APCLD approach in DSRC technology. 
Figure 6-1 represents a schematic diagram for the APCLD-DSRC channel 
congestion controller. In this approach the algorithm will be informed about the 
safety application requirement via a feedback from the application layer. The 
application layer provides this feedback using the vital input data for the awareness 
and congestion controller such as speed of vehicles, separation distances between 
vehicles, density of vehicles and the type of road. These data are accessible using 
BSMs, GPS data and digital maps in the application layer. All these data can be 
processed through a shared database to determine the values for the adaptive control 
parameters. In the next step, the control algorithm uses these values as criteria to 
adjust the control parameter. On the other hand, adjustment of the control parameter 
has been prioritized. It means that the controller will first try to adjust the CBR in the 
desired operation mode (CBR=0.6) by reducing the transmission power. Then if it 
does not resolve the congestion problem, it will reduce MER to find the optimum 
value considering the application layer feedback. In each step, the controller 
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measures the CBR from the channel clearance assessment in the MAC layer and after 
evaluation. The appropriate value for power and MER will feed-forwarded to the 
PHY layer, for it to adjust its action accordingly. 
 
Figure 6-1 APCLD-DSRC channel congestion controller 
 
One of the most important parts of this implementation is to find a proper 
adaptation mechanism for power and MER. Adaptive systems are evaluated 
according to criteria related to convergence and fairness [9]. The previous proposed 
approaches as described in [8] and [9] use an adaptation mechanism based on a 
binary comparison between measured channel load and a target threshold. They 
propose using an additive increase multiplicative decrease (AIMD) update 
mechanism for adjusting the control parameter in their algorithms. Kenney et al. [7] 
proposes a method that improves on the binary approach described in [8] and [9]. It 
uses linear feedback to adapt the message rate, thus avoiding the limit cycle behavior 
inherent in binary control. Simulation studies need to be done to analyze and 
evaluate these approaches and to find the best method for the adaptation mechanism 
in the DSRC CC control algorithm. 
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Appendices  
Appendix A 
NS-2 configuration options 
Available options for node configuration[45] 
addressType	   Flat (Node address is the same as node id), hierarchical	  
llType:	   LL \,LL/Sat (link layer for satellite links. 	  
ifqType	   Queue/dropTail, Queue/DropTail/PriQueue 	  
macType	   Mac/802_11,Mac/802_11Ext,Mac/Csma/ca,Mac/Sat, 
Mac/Sat/UnslottedAloha,Mac/Tdma	  
phyType	   Phy/WirelessPhy, Phy/Sat	  
propType	   Propagation model, attached when the physical layer is defined:	  
Propagation/TwoRayGround,	  
Propagation/Shadowing	  
antType	   Antenna/OmniAntenna	  
Channel	   Channel/WirelessChannel, for wireless nodes	  
Channel/Sat, for satellite nodes	  
topoInstance	   It is used to provide the node with a handle to the topography	  
object. <topology file>	  
agentTrace	   ON/OFF: enables/disable tracing at agent level, 	  
macTrace	   ON/OFF: enables/disable tracing at MAC level	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Appendix B 
NS-2 Trace file field types  
 
Event type In the traces above, the first field (as in the older trace format) describes 
the type of event taking place at the node 
and can be one of the four types: 
 s send 
 r receive 
 d drop 
 f forward 
 General tag The second field starting with "-t" may stand for time or global setting 
 -t time 
 -t * (global setting) 
 Node property tags This field denotes the node properties like node-id, the level at 
which tracing is being done like agent, 
router or MAC. The tags start with a leading "-N" and are listed as below: 
 -Ni: node id 
 -Nx: node’s x-coordinate 
 -Ny: node’s y-coordinate 
 -Nz: node’s z-coordinate 
 -Ne: node energy level 
 -Nl: trace level, such as AGT, RTR, MAC 
 -Nw: reason for the event. The different reasons for dropping a packet are given 
below: 
 "END" DROP_END_OF_SIMULATION 
 "COL" DROP_MAC_COLLISION 
 "DUP" DROP_MAC_DUPLICATE 
 "ERR" DROP_MAC_PACKET_ERROR 
 "RET" DROP_MAC_RETRY_COUNT_EXCEEDED 
 "STA" DROP_MAC_INVALID_STATE 
 "BSY" DROP_MAC_BUSY 
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 "NRTE" DROP_RTR_NO_ROUTE i.e no route is available. 
 "LOOP" DROP_RTR_ROUTE_LOOP i.e there is a routing loop 
 "TTL" DROP_RTR_TTL i.e TTL has reached zero. 
 "TOUT" DROP_RTR_QTIMEOUT i.e packet has expired. 
 "CBK" DROP_RTR_MAC_CALLBACK 
 "IFQ" DROP_IFQ_QFULL i.e no buffer space in IFQ. 
 "ARP" DROP_IFQ_ARP_FULL i.e dropped by ARP 
 "OUT" DROP_OUTSIDE_SUBNET i.e dropped by base stations on receiving 
routing updates from nodes outside 
its domain. 
 Packet information at IP level The tags for this field start with a leading "-I" and 
are listed along with their explanations as 
following: 
 -Is: source address.source port number 
 -Id: dest address.dest port number 
-It: packet type 
-Il: packet size 
-If: flow id 
-Ii: unique id 
-Iv: ttl value 
Next hop info This field provides next hop info and the tag starts with a leading "-
H". 
-Hs: id for this node 
-Hd: id for next hop towards the destination. 
Packet info at MAC level This field gives MAC layer information and starts with a 
leading "-M" as shown below: 
-Ma: duration 
-Md: dst’s ethernet address 
-Ms: src’s ethernet address 
-Mt: ethernet type 
Packet info at "Application level" The packet information at application level 
consists of the type of application like ARP, 
TCP, the type of adhoc routing protocol like PUMA, DSR, AODV etc being traced. 
This field consists of a leading "-P" 
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and list of tags for different application is listed as below: 
-P arp Address Resolution Protocol. Details for ARP is given by the following tags: 
-Po: ARP Request/Reply 
-Pm: src mac address 
-Ps: src address 
-Pa: dst mac address 
-Pd: dst address 
-P dsr This denotes the adhoc routing protocol called Dynamic source routing. 
Information on DSR is represented by 
the following tags: 
-Pn: how many nodes traversed 
-Pq: routing request flag 
-Pi: route request sequence number 
-Pp: routing reply flag 
-Pl: reply length 
-Pe: src of srcrouting->dst of the source routing 
-Pw: error report flag ? 
-Pm: number of errors 
-Pc: report to whom 
-Pb: link error from linka->linkb 
-P cbr Constant bit rate. Information about the CBR application is represented by the 
following tags: 
-Pi: sequence number 
-Pf: how many times this pkt was forwarded 
-Po: optimal number of forwards 
-P tcp Information about TCP flow is given by the following subtags: 
-Ps: seq number 
-Pa: ack number 
-Pf: how many times this pkt was forwarded 
-Po: optimal number of forwards 
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Appendix C 
NS-2 TCL file 802.11p parameters setting  
 
Mac/802_11 set CWMin_               15 
Mac/802_11 set CWMax_               1023 
Mac/802_11 set SlotTime_            0.000009 
Mac/802_11 set SIFS_                0.000016 
Mac/802_11 set ShortRetryLimit_     7 
Mac/802_11 set LongRetryLimit_      4 
Mac/802_11 set PreambleLength_      60 
Mac/802_11 set PLCPHeaderLength_    60 
Mac/802_11 set PLCPDataRate_        6.0e6 
Mac/802_11 set RTSThreshold_        2000 
Mac/802_11 set basicRate_           6.0e6 
Mac/802_11 set dataRate_            6.0e6 
 
Mac/802_11Ext set CWMin_            15 
Mac/802_11Ext set CWMax_            1023 
Mac/802_11Ext set SlotTime_         0.000009 
Mac/802_11Ext set SIFS_             0.000016 
Mac/802_11Ext set ShortRetryLimit_  7 
Mac/802_11Ext set LongRetryLimit_   4 
Mac/802_11Ext set HeaderDuration_   0.000020  
Mac/802_11Ext set SymbolDuration_   0.000004 
Mac/802_11Ext set BasicModulationScheme_ 1 
Mac/802_11Ext set use_802_11a_flag_ true 
Mac/802_11Ext set RTSThreshold_     2000 
Mac/802_11Ext set MAC_DBG           1 
 
Phy/WirelessPhy set CSThresh_       6.30957e-12 
Phy/WirelessPhy set Pt_             0.001 
Phy/WirelessPhy set freq_           5.18e9 
Phy/WirelessPhy set L_              1.0 
Phy/WirelessPhy set RXThresh_       3.652e-10 
Phy/WirelessPhy set bandwidth_      20e6 
Phy/WirelessPhy set CPThresh_       10.0 
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Phy/WirelessPhyExt set CSThresh_           6.30957e-12 
Phy/WirelessPhyExt set Pt_                 0.001 
Phy/WirelessPhyExt set freq_               5.18e9 
Phy/WirelessPhyExt set noise_floor_        2.51189e-13 
Phy/WirelessPhyExt set L_                  1.0 
Phy/WirelessPhyExt set PowerMonitorThresh_ 2.10319e-12 
Phy/WirelessPhyExt set HeaderDuration_     0.000020 
Phy/WirelessPhyExt set BasicModulationScheme_ 0 
Phy/WirelessPhyExt set PreambleCaptureSwitch_ 1 
Phy/WirelessPhyExt set DataCaptureSwitch_  0 
Phy/WirelessPhyExt set SINR_PreambleCapture_ 2.5118 
Phy/WirelessPhyExt set SINR_DataCapture_   100.0 
Phy/WirelessPhyExt set trace_dist_         1e6 
Phy/WirelessPhyExt set PHY_DBG_            1 
 
