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DERIVATIVES 
A stochastic system such as a queuing network can be specified by system parameters and a 
random vector which represents the random effect involved in the system. For each realization 
of the random vector, the system performance measure as a function of system parameters is 
called a sample performance function. The derivative of the sample performance function of the 
system throughput in a finite period with respect to a mean service time in a queuing network 
can be obtained using perturbation analysis based on only one trajectory of the network. In this 
paper, we study the sample performance functions of closed Jackson queuing networks. We prove 
that the elasticity of the sample performance function of the throughput in a finite period with 
respect to the mean service time converges in mean to that of the mean throughput in steady-state 
as the number of customers served (or, equivalently, the length of the period) goes to infinity. 
closed Jackson networks * perturbation analysis * sensitivity of throughput * convergence in mean 
1. Introduction 
Recently, a new technique called perturbation analysis of queuing networks, has 
been proposed (Ho and Cao, 1983). By tracing the evolution of fictitiously introduced 
perturbations on a trajectory of a queuing network, perturbation analysis predicts 
a trajectory for a network with slightly different parameters under the same random 
environment. Based on this, perturbation analysis can estimate the sensitivity of the 
system performance under the same random environment. Numerical simulations 
show that the sensitivities of system throughput with respect to mean service times 
obtained by perturbation analysis are quite accurate estimates of the sensitivities of 
the mean throughput in steady-state for closed Jackson networks and some other 
systems (Ho and Cao, 1983). 
Perturbation analysis initiates a new area of investigating the methods which 
provide one-trajectory based sensitivity estimates and the properties of these esti- 
mates. Some other one-trajectory based estimates have been proposed (see, e.g., 
Reiman and Weiss, 1986; Rubinstein, 1986). The perturbation analysis estimate 
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corresponds to the estimate of the difference of two random functions using the 
common random number which, under some assumptions, has the smallest variance 
(Whitt, 1976). Therefore, if the perturbation analysis estimate converges in mean 
as the length of the trajectory goes to infinity, it is usually preferable to any other 
one-trajectory based estimates (Cao, 1987a). 
Motivated by perturbation analysis, a new concept called sample performance 
function was proposed (Cao, 1988). The perturbation analysis estimate of the 
sensitivity is defined as the derivative of the sample performance function. It was 
proved in Cao (1988) that the derivative of the sample performance function of the 
system throughput in a closed Jackson (i.e., Gordon-Newell) network in a finite 
period is an unbiased estimate of the derivative of the expected throughput (for a 
mathematical description, see Section 2). The main objective of this paper is to 
study a convergence property of the derivative of the sample performance function 
in a closed Jackson network. In Section 2, we first give a definition of a sample 
performance function. Some previous results related to the subject are reviewed. 
The main result is stated in Section 3. We prove that the elasticity of the sample 
performance function of the throughput in a finite period with respect to a mean 
service time converges to the elasticity of the steady-state throughput in mean as 
the length of the trajectory goes to infinity. (The elasticity of a function f(x) with 
respect to x is defined as (x/f(x) df(x)/dx.) Th’ IS result provides some new insights 
into queuing network theory which may not be obtained from the well known 
product form solution. Besides, the result justifies the practical application of 
perturbation analysis since it indicates that the perturbation analysis estimate is an 
asymptotically unbiased one. Section 4 concludes the paper with some discussions. 
2. Sample performance functions 
A stochastic system can be specified by the pair (0, 0, where 0 E [w is a parameter 
of the system, < = t(w), w E R, is a R” valued random vector defined on the space 
(a, F, p). The performance measure of the system is defined as a function L( 0, 5) = 
L( 0, t(w)) : R x R + R. For any 19, L( 0, 5) is a random variable on (a, F, p). For each 
w (or a realization of [), L(0, 5) . IS a function of 0. This function is called a sample 
performance function (or simply called a sample function if there is no confusion). 
We shall study the derivative of L(0, 5) with respect to 8. The system may have 
more than one parameter; however, only the parameter to which the derivative is 
taken is explicitly expressed by 0. 
Consider a closed Jackson queuing network consisting of M single server nodes 
and N customers. Each server has a buffer with an infinite size. The service discipline 
is first come first served (FCFS). The customers circulate among servers. At the 
completion of its service at server i, a customer has a probability q,,, of going to 
server j. The service times required by customers at server i are independent and 
exponentially distributed with mean S, = l/p.,. The system state can be denoted as 
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n=(n,,n, )...) n,), where n, is the number of customers in server i. The system 
can be described by a pure-jump right-continuous Markov process N(r) = 
(n,(t), n,(t), . , nb,( t)), which represents the system state at time t. Let r,,, 
u = 0, 1, 2,. . . , T,]= 0, be the transition instants of the queuing system, and let 
X,, = N( T,,). Then X = {X,,, II = 0, 1,2,. . . } is a Markov chain embedded in the 
Markov process N(t). 
We start to observe a trajectory of the system at time t = 0. The service time of 
the kth customers at server i since the observation starts has the form 
S,,h = -S, In( 1 - ri,k), i=1,2 ,..., M, k=1,2 ,..., 
where r,.k are independent random variables uniformly distributed over [0, 1). 
Because of the memoryless property of the exponential distribution, the first service 
time of each server also has the above form, though it may start before time t = 0. 
The system parameters are S, and qt.,, i, j = 1,2, . . , M. The random effect involved 
can be represented by the random vector 5 = (r], , Q, . . , q&,; i,, iz, . . . , l,,,; N(O)), 
where 7, = (Y,,, , rl,?, . . . ) is a sequence of random variables which represent the 
random service times of server i, 5, is a sequence of random numbers which determine 
the destinations of customers in server i, and N(0) is the initial condition, i.e., the 
numbers of customers in all servers at t = 0. 
We observe the system until one server, say server u, has served g customers. Let 
g, be the number of customers served by server i in the observation period, G = Cr:, g, 
be the total number of customers served by all servers in the system. Note that 
g,, = g. We choose the length of this observation period, T,(S, , S2, . . , S&,; [), as the 
system performance measure. The parameters qi., do not explicitly appear in this 
expression since they do not affect the analysis. 
The properties of the sample performance function Tp(S, , .f?, . . . , S,,,; 5) were 
studied in Cao (1988). It was proved there that for any realization of 5, 
T,(S,, “, . .) s,; 5) IS a continuous and piecewise linear function of S,, i= 
1,2,. . , M. The derivative of T,(S,, .F2,. . . , S M; 5) with respect to S, is called a 
sample derivative. For notational simplicity, we let 0 = S, be the parameter to which 
the derivative is taken, and we denote the sample function as T,(B, 5). The sample 
derivative is then 
(2.1) 
It is also shown in Cao (1988) that for any 0 E [0, CO), this sample derivative exists 
with probability one. 
The system structure affects the sensitivity analysis. A closed queuing network 
and its transition matrix Q = [q,,,] are said to be reducible, if by reordering the 
indices of servers the marix Q can be written in the form 
QxQ~ 0 
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(2.2) 
where Q, is a r x r matrix, 0 < Y< R, 0 is a matrix whose entries are all zeros. 
Otherwise, the network and the matrix Q are said to be irreducible. We have: 
Lemma 2.1. In an irreducible network a customer in any server i has apositiveprobabilit~ 
of going to any other Serveri. 0 
The proof of this lemma is simple and is omitted. Of course, Q, and Q2 in (2.2) 
may also be reducible. Now we assume that Q, and QZ are both irreducible. If 
P=O, then the network can be decomposed into two sub-networks. If PZO, then 
the customers in servers r+ 1 to M have a positive probability of going to servers 
1 to r. The customers in servers 1 to r, however, can not go to servers r+ 1 to M. 
Thus in equilibrium there are no customers in servers r+ 1 to h/l. In this case, we 
can only consider the sub-network corresponding to the transition matrix Q, which 
is irreducible. For the reason discussed above, we consider only irreducible networks 
in this paper. 
A thorough study of irreducible matrices can be found in Seneta (1981). Lemma 
2.1 is used as the definition there. Our definition specifies the structure of the matrix. 
It is shown in Seneta (1981) that the Perron-Frobenius eigenvalue for an irreducible 
transition matrix equals one, and there is a strictly positive eigenvector corresponding 
to this eigenvalue. Therefore, the visit ratios v,, v2,. . , v,,, determined by the 
equation VQ = 0, u = (v, , v2, . . , II&,), are all positive. By the Gordon-Newell for- 
mula, the steady-state probabilities p(n) are positive for all n = (11,) n2, . . . , n,), 
0 s n, s N (Gordon and Newell, 1967). This implies that the Markov process N(t) 
of an irreducible network and its embedded Markov chain X are both irreducible. 
The sample derivative defined in equation 2.1 can be used as an estimate of the 
derivative of the expected value required for server v to serve g customers in a 
system with an initial state N(0) = n,,. It was proved in Cao (1988) that in an 
irreducible closed Jackson network with any initial state n,, this estimate is 
unbiased, i.e., 
(2.3) 
By the law of large numbers (Billingsley, 1979) and equation (2.3), the average 
value of N sample derivatives of r,(0, 5) given an initial state n,, converges to 
a/a0{ E[ T,( 0, t)lN(O) = n,,]} with probability one as N + ~0. From this, we can prove 
2 
T,(O, R) II 
w.p.l., (2.4) 
where TP,( 0 1 no) = g/ E[ T,( 0, 5) /N(O) = II,,] is defined as the expected throughput 
of server v in a finite period serving g customers, and &, k = 1, 2,. . . , N, are N 
independent replications of [ with N(0) = n,,. Note that TP,( 0 1 no) does not equal 
to E{g/ T,( 0, 5) 1 N(0) = no}. Equation (2.4) implies that, using the sample derivative 
(a/30) r,( 0, &), we can construct a strongly consistent estimate of (a/a@) TP,( 0) n,,). 
The practical importance of this result is that, it justifies the application of perturba- 
tion analysis (see Ho and Cao, 1983) to the estimation of the derivative of the 
expected throughput in a finite period for a closed Jackson network. Perturbation 
analysis provides the sample derivative (a/a0)T,(0,&) of queuing networks by 
analyzing only one trajectory of a network. Using this approach, we can obtain 
estimates for both the expected value of the system throughput in a finite period 
and its derivatives with respect to mean service times at the same time from one 
simulation. Equation (2.4) guarantees that the estimates of the derivatives are 
strongly consistent. Furthermore, the sample derivative corresponds to the estimate 
of the difference of two random functions using the common random numbers (the 
same random variable 5 is used in both T,( H+ LIB, 5) and T,( 0, 5) on the right-hand 
side of equation (2.1)). Under some mild assumptions, this estimate has the smallest 
variance (Whitt, 1976; Cao, 1987a). 
However, for any finite g, T,(0, [), (a/ae)T,( 0, 5) and (zI/?I~)TP,(B In,,) depend 
on the initial state n,,. As g + ~0, the effect of the initial state should be eliminated. 
In the next section we shall study the convergence property of the sample derivative. 
We shall prove that the elasticity of the sample function T,(8, [), 
(O/ T,( 0, [))dT,( 0, [)/aO, converges in mean to the elasticity of the mean throughput 
in steady-state as g + a?. This means that the sample elasticity is an asymptotically 
unbiased estimate of the elasticity of the steady-state system throughput. This result 
reveals a new property of closed Jackson networks and justifies the application of 
perturbation analysis to the estimation of the derivative of the steady-state 
throughput. 
The proof of the result depends on the regenerative property of the Markov 
process N(f) and the ergodicity of the embedded Markov chain X. Note that for 
some special networks X may be periodic. A simple example of such networks is 
a cyclic network consisting of two tandem nodes and one customer. The following 
observation helps us to circumvent this problem: If q,,, # 0 for some i, then any state 
n with n, > 0 is certainly not a periodic state since the probability that the system 
jumps from state n to n is positive. Next, all states of X are aperiodic since X is 
irreducible (Cinlar, 1975). Now suppose that q,., = 0 for all i and the Markov chain 
X is periodic. We construct an auxiliary network by replacing any server, say server 
k, by an equivalent server. The equivalent server has a mean service time S; = IS, 
and routing probabilities q;,k =;, and q;,, = iqL.,, j # k. After the completion of the 
service in the equivalent server, a customer has a probability of i of being fed back 
to the same server. On the average, a customer in the equivalent server will visit 
the server 1 x1+2x(i)‘+. . . = 2 times before it leaves the server. According to the 
FCFS discipline, the fedback customer would be put at the end of the queue in the 
server. However, since all customers are identical, we can exchange the position of 
the fedback customer with that of the first customer in the queue; thus the fedback 
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customer can be considered as receiving successive services from the server. The 
average number of the services a customer receives from this equivalent server is 
2. It is easy to prove that the total service time a customer receives from the equivalent 
server (i.e., the sum of all service times the customer receives from the server) before 
the customer leaves the server is exponentially distributed with a mean 2 x $, = Sk. 
On the other hand, the conditional routing probability given that the customer leaves 
the equivalent server is q;,,/l= q,,,,j # k. Thus, a server with a mean ;S, and routing 
probability qi,; is equivalent to a server with a mean $, and routing probability qk,,. 
The embedded Markov chain of the auxiliary network is aperiodic. The Markov 
processes N( t)‘s of the original and auxiliary networks are the same. If we choose 
k # u, the values of T,( 0, 5) are the same for both networks. Therefore, by considering 
an auxiliary network if necessary, we can assume that X is aperiodic. Since X is 
irreducible and has a finite number of states, X is ergodic (Cinlar, 1975). 
3. Convergence property of sample derivatives 
We assume that at t = 0 server u just completes its service to a customer. This 
assumption excludes the case n,(O-) =O. Let t,:,,=O and f,,,, be the kth service 
completion time of server ZI since the observation starts. Let 
be the average time between two successive service completions of server v in 
[O, T,(& 01, and 
R,(BIn,,)=E{R,(C),r)IN(O)=n,,}. 
be the conditional expectation of R,(O, 5) given that the initial state is n,,. Note 
that Tr( 19, 5) = t,,,. We have 
(3.1) 
The stationary distribution of a state at a service completion time of server v can 
be calculated by using a result in Sevcik and Mitrani (1981) which states that at 
the moments when a customer leaves a server the stationary distribution of the 
numbers of customers in all servers (excluding the customer who is leaving the 
server) is the same as the stationary distribution of that in a network with the same 
routing probabilities q,,, and N - 1 customers. We denote the stationary distribution 
at the service completion times of server u as p*(n). We assume that the initial 
distribution of N(0) is p*(n). Taking expectation of both sides of the above equation, 
we have 
(3.2) 
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The last equation is due to the fact that in steady-state E(tU.~+, - tU,k) = E(t,, - t,,o) 
for all k. Equation (3.2) shows that E[R,(B, [)I . 1s independent of g. Therefore, we 
can write 
R(B) = E[R,(R ()I= E{E[R,(t O/N(O) = nIlI. 
The first expectation on the right-hand side is taken over the stationary distribution 
P*(n). 
The derivative of R(0) is then: 
=;{,Z E[R,(M)iN(O)= nip*(n) 
‘ill n I 
=~~“~{E[R,(~,C)~N(O)=~IP*(~)}. 
The last equation is due to the fact that the number of states is finite. Note that 
p*(n) depends on 0 = F,. We have 
a[R(e)l a 
a0 
- C - {E[R,(R 5) bW = nl)p*(n) 
alln ae 
+ C {E[R,(e,[)~Y(O)=n]}~. 
811 n 
Applying equation (2.3) to the first term on the right-hand side of the above equation, 
we get 
(3.3) 
The second term on the right-hand side of (3.3) is the bias caused by the change 
in the probability distribution of the initial state. Letting g+ cc on both sides of 
(3.3), we get 
(3.4) 
The limit in the right-hand side of (3.4) is given in the following lemma. 
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Lemma 3.1. For any initial state n,,, 
lim R,( 0 1 n,,) = I im E[R,(B, 5) I N(0) = n,,] = R(0). 
fi-” Y-’ 
Proof. From (3.1) we have 
Let p[N( t+) = n/N(O) = n,,] be the probability of N( t,,r) = n given that N(0) = n,,. 
Then 
E{(f.,h,, - f,h I/ N(O) = 4 
= c E{(c.,r,+, - c.,dl N(h) = nlp[N(r,,,) = n IN(O) = 4. (3.5) 
;,I, n 
Let n(n) be the stationary distribution of n in the Markov chain. Since X is ergodic, 
the probability p[N( T,,) = n j N(0) = n,,] converges to z-(n) as u +c0 (cf. Cinlar, 
1975, Theorems 3.2 and 3.26 in Chapter 5). Thus, the probability of the system state 
at the completion times t,.,k, p[N( t,.,k) = n (N(0) = n,,], converges to p”(n). Note that 
by the Markov property E{( tr+, , - t,,k) IN(t,:,) = n} in equation (3.5) does not 
depend on k. We have 
hm Ei(r,;,+, - ft.,,) 1 N(O) = n,,l 
= 1 E{(f,:,+, - h&W,,, ) = n}p;“(n) 
) = n) i’_‘: p[N( f,..~) = n ( N(O) = noI 
The last equation holds because of (3.2). Finally, by the Cesaro theorem in calculus 
(see, e.g., Spivak, 1967), we have 
=liml’i’ E{(r,:,+,-t,~)/N(O)=n,,} 
p-rgh 0 
x-1 
= lim 
R .I T K 
c E[(tc,k+, - tl,h) ) N(O) = ‘bl 
h -0 
g-2 
- c E[(b,,h+, - t,..h) I N(o) = d 
>/ 
k-b-1)) 
h =O 
= lim E{( I,,,, - I,,.,__,) 1 N(O) = 4 = R(o). 0 
g+ 1’ 
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By Lemma 3.1, the second term on the right-hand side of (3.4) is 
2 lim {E[R,(4S)IN(O)=n,,l}~ 
‘ill n R-C 
=R(0) 1 
aP*(n) 
all n 
-=R(B)~(~“P*(n)}=O. 
ae 
From this and equation (3.4), we have the following result. 
Theorem 3.1. In an irreducible single class closed Jackson network, 
The theorem indicates that the sample derivative of R,( 0, 5) is an asymptotically 
unbiased estimate of the derivative of its steady-state mean. 
Next, we study the system throughput. Let TP, be the jth server’s mean throughput 
in steady-state. We write TP,. = TP( 0) to indicate that it is a function of B = S,. Let 
p(n) be the stationary distribution of the state n in the Markov process N(t). By 
definition, 
Tp(o) = C P(~)P~ =p(% > O)p.,, 
n.n, ,” 
where p( n,, > 0) is the steady-state probability of no > 0 in N(t). 
It seems reasonable to assert that TP( 0) = l/R( 0). A rigorous proof of this 
assertion requires the renewal theory. However, tr.k+, - t,,k in equation (3.1) are not 
independent for k = 0, 1, . . , g - 1. Thus, { tr,,,), t,, , t,.,, . . } is not a renewal process. 
The renewal theory can not be applied direct to { tu,(,, t,.,, . . }. Nevertheless, we can 
find a subsequence of {tr,,], t,,, , . . } which is renewal. Assume that N(0 - ) = K,, 
and let 
and 
u’,) = 0, or equivalently, t,.,,,() = tL..O, 
u’,+I = min{j > wi: N( t,, + ) = n,, N( t,, - ) = n_,}. 
Then { tl.,w,il, t ,,., , tc+, . .} is a sub-sequence of { tL,,(), t,,,, tr,,?, . . .} with t,,.., being the 
successive entrances to state n, from state n_, . Obviously, t,,,., are stopping times 
of the Markov process N(t), and the process { tcr,_,, t,,,,., . . .} is a renewal process. 
The Markov process N(t) 
t o,Ki,, t,,,., , tr.,bvzr . . (OnI-, 
Lemma 3.2. 
TP(B)= l/R(B). 
is then a regenerative process with regeneration points 
1975). From this, we can prove the following lemma. 
114 X.-R. C’ao / Jackson netwwrk.s 
Proof. Since N(t) is a regenerative process, the probability p( n,( t) > 0) satisfies the 
following equation (cf. Cinlar, 1975, Theorem 2.25 in Chapter 9): 
limp(n,(t)>O)=l 
f-LX’ I 
v 
~(tP.II.,>f,nL.(f)>O)dt (3.6) 
m o 
where m = E (t,,,,., - tr,,v,,) is the expected value of times between successive regener- 
ation points, and 
lim p( n,( t) > 0) = p( n,. > 0). (3.7) 
, +u 
On the process N(t), we define 
X”(f) = 
1 if t,,., > t and n,.(t) > 0, 
0 if not. 
Then ~(r,,,., > t, n,(t) > 0) = E[,yo( t)]. Substituting this and (3.7) into (3.6) yields 
Applying 
In the equation, 5: x”(t) dt is the length of the time in which server u is busy in 
[ tL.,,v,,, tl’,,.,]. Let b = E{Ir x0(t) dt} be the mean length of this busy time period. We 
have 
mp( n, > 0) = b. 
Therefore, 
TP(8)=p(n,>O)~u,=b~cL,/m. 
Next, let 
(3.8) 
xr(t) = 
1 if t,,,,.,<t< t,,,.,+, and n,(t)>O, 
0 if not, 
and 
x(t)= ,? x,(r). 
I-0 
Then ji<‘,i x(t) dt is the sum of the service times of the first w, customers in 
server U. By the law of large numbers, 
s, = ;lz (I,:“” x(t) dt,/w,) w.p.1 
E(w,+,-w,)=b/w w.p.1, (3.9) 
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where w=E(w,+,- w,) is the mean of the number of the service completions of 
server v between two successive regenerative points. 
On the other hand, since rl,,W,+, - t,,., are identically distributed, we have 
II::, E(4,,+, - r,,,;) = lm. Thus, 
m=lim =limi E(t,,,,.,)=lim . 
I-r 1-r , + cx 
It follows from Lemma 3.1, lim,,,.( I/ w,)E( tL,.w,) = R( 0). Also, 
limMI’zlim1’C’ (w 
I-s I ,+x 1 I_,, I+‘- 
w;) = w w.p.1. 
Therefore. 
m = wR(0). 
From this end equation (3.9), we have 
bp,,/m = b(F,m) = l/R(0). 
The lemma follows directly from equations (3.8) and (3.10). 0 
In the next lemma, we shall study the convergence property of R,(O, 5). Recall 
that T,, is the uth transition time of the queuing system since the observation starts. 
Let W,, = T,,,, - T,,. Then 
Let 
x,(X,) = 1 1 if X,, = n, 0 if X, # n. 
Then we can write, 
and 
Lemma 3.3. RR( 8, 5) are uniformly integrable on g E {1,2, . . . }, and 
lim R,(O, 5) = R(0) w.p.1. 
g-x 
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Proof. By the ergodicity of the Markov chain X (cf. Breiman, 1968, equation (7.15)), 
J;i_m_ $j ‘g’ xn(X,,) = -ir(n) w.p.1, 
,I 0 
where v(n) is the stationary distribution of n in the Markov chain X. Let n,,; = 
(n,,..., n, - 1,. . , nj+ 1,. . , n&,) be a neighboring state of n. Then the number of 
customers served by server i in [0, T<;] is: 
g, = c c c x.(XJxfJX,,+,). 
n ,1, .,I ,-I I‘=,, 
Next, given X,, = n the probability that the service completion time of the current 
customer in server i is earlier than that of all other servers is p,c(n,)/p(n), where 
p(n)=C::, F(n,)p,, F(n,) is a binary function, I= 1, if n,>O, and ~(n,)=0, if 
n, = 0. Thus, 
P(X,,+, = n,, I X,, = n) = (w(n,Jlp*.(n))q,,,. 
Moreover, bythe Markovproperty,given~,(X,,)=l,x,,,~(X,,+,), u=O, 1,2 ,..., are 
independent and identically distributed random variables. Note that 1::; x”(X,,) 
is the number of state n in X,,, II = 0, 1,2,. . , G -1. By the strong law of large 
numbers, we have 
( 
<; I 
;yx ~~,,x.(x,,)x...,(x,,+,) /y (1 x.ix,.)) c 
= E{X ,I,,, w,,+,)lx”wJ=1~ 
= PC-x,+, =n,,,lx,,=n)=(~L,lll(n))q ,.,, ifn,>O, w.P.1. 
Therefore, 
From Lemma A of the Appendix, p(n) = a x T( n)/p (n), where LY is a normalizing 
constant. Thus, we have 
lim &=l TP, 
<;_x G LY 
C p(n)p,=a_ w.p.1. 
n.r,. 0 
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Similarly, given xn( X,,) = 1, W,,, u E (0, 1,2, . . . }, are independent and identically 
distributed. Thus, 
= ~[X.(X,)l~( w, Ix, = n) = -ir(n)lP(n) = (lla)p(n) W.P.1. 
Furthermore, 
==~mK$G~‘~“(X,)WU 
/ 
lim s 
II =o <i-r G 
=(1,~)p(n),(*,~)~~~=~ w.p.1. 
U 
Therefore 
lim R,(B,[)=lim C 
P-m 
p_~ it,,n 
1 
$ Gi’ X.(XU) WU) 
U 0 
p(n) 1 
=xp=Tp.-+K)= 
R(B) w.p.1. 
L 1; 
(3.10) 
The last equation is due to Lemma 3.2. 
Finally, since E{R,(B, t)} = R( f3) for all g, we have 
lim E{R,(B, t)}= R(8). (3.11) 
x-m 
Equations (3.10) and (3.11) and the fact that R,(B, c)> 0 lead to the conclusion 
that RP( 0, 5) are uniformly integrable (see, e.g., Billingsley, 1979, Problem 16.13). 0 
The elasticity of TP( 0) is defined as (f3/ TP( 0))~37’P( 0)/a& From Lemma 3.2 we 
have 
e anye) e aR(e) 
77(e) ae R(e) ae 
The throughput of server u in a finite period serving g customers is 
The sample elasticity is then 
0 ilT,(O, 5) 
= 
_~ 
T,(O, 0 a0 . 
We take the sample elasticity as an estimate of the elasticity of the steady-state 
throughput. The following theorem states the convergence property of this estimate. 
Theorem 3.2. 
0 aTP(0) =- 
TP(0) a0 ' 
Proof. The theorem is equivalent to 
%(45) 0 aR(0) zz- 
a 0 R(0) ii0 . 
From Lemma 3.3 we have lim,,., (R,(O, ()/R(O))= 1 w.p.1. By Lemma 4 in Cao 
(1988), 
0 a&(0,5) 0 aT,(o, 5) 
z- 
T,(O,zI) a0 
G 1 
R,(O, 5) a0 
for all g>O. 
Let 
Then 
lim f,(O, 5) = 0 w.p.1. 
I: - J 
Also, 
From Lemma 3.3, R,( 0, 5) are uniformly integrable on g E (1,2,. . }. Thus 1 + 
R,(O, ()/R(O) are also uniformly integrable (cf., e.g., Billingsley, 1979, Problem 
16.17). By Lemma B of the Appendix, f;( 0, 5) are also uniformly integrable. There- 
fore (c.f. Billingsley, 1979, Theorem 16.13), 
lim E{.f;(O, l)}= E 
R - t 
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This is equivalent to 
The last equation is due to Theorem 3.1. 0 
The theorem shows that the sample elasticity of the throughput converges in mean 
to the elasticity of the mean throughput in steady-state as the number of customers 
served goes to infinity. Thus, the estimate given by perturbation analysis is an 
asymptotically unbiased estimate of the elasticity of the mean throughput in steady- 
state. From equation (3.3), the bias in estimating i)R( O)/aO is completely due to the 
effect of the initial state. Note that this kind of bias also exists for estimates of 
TP(B) obtained using a finite observation period. 
Although we have assumed that the observation starts at t,,, = 0 which is a service 
completion time of server u, this assumption is in fact not necessary. Suppose that 
we start the observation at an arbitrary time denoted as t = 0. Let r,,, < 0 be the last 
service completion time of server u before the observation starts. Then the Markov 
process N(t) is a delayed regenerative process with regeneration points t,,., , t,,,.,, . . 
(Cinlar, 1975). The proof of Lemma 3.2 remains the same. Equation (3.1) now 
becomes 
Since t,,, is finite with probability one, lim,,, (t,,,/g) = 0 with probability one. 
Therefore, Lemma 3.3 holds for the delayed regenerative process. Furthermore, 
since E( t,,r) G E( I,.,, - t&, we have 
lim(E(r,,,,/g))=O and lim(E[t,,(N(O)=n]/g)=O. 
R-x g-s 
Thus Lemma 3.1 also holds. Based on these two lemmas it is easy to prove that 
Theorems 3.1 and 3.2 hold even if the observation starts at an arbitrary time. 
Note that in Theorem 3.2 the expectation is taken under the assumption that the 
initial state has the stationary distribution of the network. Here the following question 
arises naturally: Will the sample elasticity obtained from a sample path with any 
actual state converge to the same value? The question is important since in practice 
any sample path starts with a particular state. To answer the question, we need a 
result in Cao (1987b). 
It was proved in Cao (1987b) that, starting from any initial state, the sample 
elasticity converges with probability one. The proof was based on a new concept 
called realization probability. The realization probability of a perturbation at server 
i when the system is in state n is denoted as f(n, i). It was also shown that, the 
limiting value of the sample elasticity of the throughput with respect to the mean 
service time of server i, as the length of the sample path goes to infinity, equals the 
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expected realization probability of a perturbation at server i. In our notations, the 
result can be expressed as follows (see Cao, 1987b, Theorem 6.2 and equation (7.14)): 
lim L 
a&(& 5) 
x+x R,(O,[) ati 
= -.zn dn).f(n, i) w.p.1. (3.12) 
Using this result, we can prove the following theorem. 
Theorem 3.3. 
0 clTP(B) 
=p- 
TP(8) a0 ’ 
and 
0 aTP( 0) 
TP(e) 
-= - 1 p(n),f(n, i) w.p.1. 
a0 illI I 
Proof. By Lemma 4 in Cao (1988), (O/ TP,( 0, .$))aTP,( 8, ,$)/a13 are bounded for all 
g > 0. In fact, we have 
0 aTp,(@, 5) 
Tp,(& 5) ae 
G 1 for all g>O. (3.13) 
By (3.12) and (3.13), we can apply the Lebesgue bounded convergence theorem 
(Billingsley, 1979) and obtain 
Similarly, we have 
The Theorem follows immediately. 0 
Theorem 3.3 guarantees that, starting with any initial state, the sample elasticity 
converges to the elasticity of the throughput both in mean and with probability one. 
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4. Discussions and conclusions 
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The main results of this paper is that the sample elasticity of the throughput in a 
closed Jackson network with respect to a mean service time converges in mean to 
that of the steady-state throughput as the number of customers served goes to 
infinity. This statement holds in both senses: the mean under the stationary distribu- 
tion of the initial state, and the conditional mean given any particular initial state. 
The sample elasticity can be obtained by applying perturbation analysis on a 
trajectory of the system. This result displays an important feature of closed Jackson 
networks: A trajectory of such a network contains not only the information about 
stationary distributions, sojourn times, throughput, etc, but also the information 
about the throughput sensitivities. This provides a new insight which can not be 
obtained from the well-known product form solution to the stationary distributions. 
It seems reasonable to expect that the same convergence result holds for sojourn 
times and other performance measures. 
Numerical simulation results indicate that for some other systems such as systems 
with general service time distributions or state-dependent service rates the sample 
derivatives are also very close to the derivative of the corresponding mean perform- 
ance measures. Since there exists no analytical results for these systems, perturbation 
analysis offers a powerful tool of estimating the gradient of performance of these 
systems based on only one simulation. The mathematical analysis of the sample 
derivative estimates of these general networks is a new research topic. 
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Appendix 
Lemma A. p(n) = (Y r(n)/p(n), where (Y is a normalizing constant. 
Proof. The balance equations for p(n) are 
p(n)p(n) = z” g &(n,)Wl,,jP(~,,i). 
,=I ,=, 
(A.1) 
On the other hand, r(n) satisfies 
M M &(n,)/W,,j 
r(n)= c c 
n=I ,=I PCn,,i) 
v(n,,i). 
Equation (A.1) can be rewritten as 
(A.21 
(A.3) 
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Equation (A.3) is in the same form for p (n)p( n) as (A.2) for r(n). Since the Markov 
chain X is irreducible and aperioridic, we have urr( n) = p( n)p( n) (cf. Cinlar, 1975, 
Theorem 2.1 in Chapter 6). II 
Lemma B. rf fn are uniformly integrable and lg,,I c If;,1 for all n, then g, are also 
uniformly integrable. 
Proof. By definition, we have 
lim sup 
u-x ,1 I (I,,,, _<x) ‘f;l’ dP = O. 
From Ig,,I G \.Ll, we get {lg,,I 2 a> = {Ijjjl~ a}. Thus for all n we have 
Therefore, 
Taking the limit of Q + a3 in the above inequality, we obtain 
lim sup lsnl dp = 0. 
<I’S n &,,I ,(f t 
This means that g,, are uniformly integrable. 0 
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