A Moderate Deviation Principle is established for random processes arising as small random perturbations of one-dimensional dynamical systems of the form X n = f (X n−1 ). Unlike in the Large Deviations Theory the resulting rate function is independent of the underlying noise distribution, and is always quadratic. This allows one to obtain explicit formulae for the asymptotics of probabilities of the process staying in a small tube around the deterministic system. Using these, explicit formulae for the asymptotics of exit times are obtained. Results are specified for the case when the dynamical system is periodic, and imply stability of such systems. Finally, results are applied to the model of density dependent branching processes.
1 Introduction.
with a continuous bounded function f , subject to the initial condition X 0 ∈ R. The perturbed process X Under the stated assumptions, it is known from [14] that for each n ≥ 1, X ε n → X n in probability, as ε → 0. Hereafter, processes will be denoted by dropping the subscript, for example, X ε = (X ε n ) n≥1 and X = (X n ) n≥1 . This paper deals with asymptotic analysis, as ε → 0, of the of centered and normalized process
Let us now explain the choice of the range of parameter α. If α = 1/2, the function f is continuously differentiable with bounded derivative, and sup x E|η ε 1 (x)| 3 ≤ const.ε −3/2 , then (see [15] ) the central limit theorem (CLT) holds 5) where =⇒ denotes the convergence of finite-dimensional distributions. The weak limit Y = (Y n ) n≥1 in (1.5) satisfies the following linear recursion, which involves the nonrandom process X: subject to Y 0 = 0, and where (η n ) n≥1 is an i.i.d. Gaussian-(0, 1) sequence of random variables.
If α = 1, the function f is twice continuously differentiable with bounded derivatives, and for every t ∈ R and ε > 0 the Cramer condition holds: Ee tη ε 1 (x) < ∞, then Y ε,1 , ε → 0 obeys a Large Deviation Principle (henceforth LDP), see Kifer [13] , Klebaner and Zeitouni [16] .
We choose α in the range between CLT and LDP. For such α's the asymptotic behaviour is also of an LDP type. The traditional terminology for this kind of LDP is the Moderate Deviation Principle (henceforth MDP ). We give heuristic arguments first in order to see as to what kind of MDP can be expected. Note that and, moreover, the LDP for Y ε,α , ε → 0 holds with the rate of speed ε (2α−1) and the rate function (recall that (η n ) n≥1 is i.i.d. sequence of Gaussian-(0,1) random variables): n , ε → 0 is characterized by the rate of speed ε (2α−1) and the rate function J(u) given in (1.8) .
From the applications point of view the MDP (1/2 < α < 1) is more attractive than the LDP (α = 1). The MDP is characterized, independently of the noise distribution and the value of α, by explicitly computed quadratic rate function, while for the LDP the rate function has a rather complicated structure, which depends on the noise distribution, and often explicit formulae are hard to obtain. The quadratic form of the MDP rate function allows for the explicit minimization and in particular, it allows to obtain an asymptotic evaluation for the exit time.
Results on MDP's for processes with independent increments are well known from Borovkov, Mogulski [2] , [3] , Mogulski [21] and Chen [4] , Ledoux [18] . For the depended case, the MDP estimations have attracted some attention as well. Some related MDP results can be found in Wu [29] , [30] , in Dembo and Zeitouni [9] , Dembo [6] , Dembo and Zaijc [7] , Bayer and Freidlin [1] , Wentzell [27] , Zajic [28] , Puhalskii [24] (Example 7. 2), Liptser [19] .
The paper is organized as follows. In section 2 we give the assumptions and the main result on the MDP, in section 3 we give an application to the model of density dependent branching processes, section 4 contains proofs of main results, in section 5 we use the main result to obtain asymptotics of exit times, specify it for the case of periodic dynamics, and give applications to the density dependent branching process model.
Assumptions and Results
For brevity of notations an LDP (MDP), characterized by the rate of speed r(ε) and the rate function I, hereafter will be denoted as (r(ε), I)-LDP (r(ε), I)-MDP). Since the MDP is nothing but the LDP, we omit here the definition of the MDP.
The random process Y ε,α takes values in R ∞ , so that it reasonable to examine (ε 2α−1 , J)-MDP in the metric space (R ∞ , ρ) with the metric
By the Dawson-Gärtner theorem [5] (see also Theorem 4.6.9. in [8] ) the (ε 2α−1 , J)-MDP in this metric space is equivalent to (
where ρ N is the Euclidean metric and
To establish the (ε 2α−1 , J N )-MDP's, let us introduce the following assumptions.
(A.1) The functions f (x) in (1.1) and σ 2 (x) in (1.3) are respectively twice and once continuously differentiable with bounded derivatives (if |X n | < M for all n, then the above-mentioned properties of f and σ 2 should hold on (−M, M ) only). For
(A.2) For any t ∈ R, x ∈ R, and ε ∈ (0, 1], the Cramer condition holds:
. It is clear that for fixed (x, ε), H ε (t, x) is twice continuously differentiable in t and satisfied the following properties: 
The following is the main result.
3 Example of MDP for density-dependent branching processes
In this Section, we give the MDP for a population model of density-dependent branching process introduced in [14] . Assume ξ(ω, x) is non negative measurable function such that for x ∈ (0, 1), ξ(ω, x) = 0. For fixed x ∈ (0, 1), ξ(ω, x) is generic integer valued random variable with the law of the offspring distribution when the population density is x. Let a positive integer K be a threshold parameter. For fixed K define density-dependent branching random processes Z 
where (ξ
and introduce the recursion
subject to the initial condition X 0 . Assumptions under which the MDP as K → ∞ takes place are given below.
(B.1) For any n ≥ 1, X n−1 b 2 (X n−1 ) > 0. For x ∈ (0, 1), the functions m(x) and b 2 (x) are respectively twice and once continuously differentiable with bounded derivatives.
The function h(t, x) is twice continuously differentiable in t.
Applying Theorem 2, we arrive at
Theorem 3 Assume (B.1)-(B.3) and
with the rate function
Proof: To adapt the model considered here to the setting of Section 1, we identify K with ε −1 . It is easy to verify that X K n satisfies a recursion of the type (1.2) with
x). The result follows by Theorem 2. 2 4 Proofs of Theorems 1 and 2
We start with an auxiliary lemma.
Lemma 1 Assume notations and conditions of Theorem 1. Then for every n ≥ 1 and δ > 0
Proof: 1. This statement is equivalent to two statements:
and a similar one for −η ε (X ε n−1 ). Since the proof for both cases is the same, we prove (4.1) only. Using the conditional Chernoff inequality P εη
, t > 0 and taking into account the definition of H ε (t, x) and its properties, we arrive at (P -a.s)
Hence, by taking the expectation, we obtain the upper bound
) and so, the required conclusion holds.
2. Define
Hence there exists a constant C, depending only on N , such that for every n = 1, · · · , N ,
The result now is implied by the first statement of the lemma.
2
Proof of Theorem 1: The proof uses the method of a stochastic exponential (see Pukhalskii [23] ). Introduce the filtration
In the case considered here, the stochastic exponential is defined as:
Theorem 2.2 from [23] , adapted to the case considered here, states that under
obeys the LDP with the rate of speed ε 2α−1 and the rate function
Thus, only (4.4) has to be checked. Write
Since the σ 2 (x) is differentiable function, having bounded derivative, there exists a constant , depending on the derivative of σ 2 (x), such that for every δ > 0
For a notation convenience, set
For fixed δ, let us choose ε and δ so small that j(ε) + δ
Then the set {r ε > δ} is included in a set (without loss of a generality one can assume that δ ≤ 1)
which in turn is included in a set
Thus, the required conclusion is implied by the second statement of Lemma 1. 
In is clear that ( Y ε,α n ) 1≤n≤N is defined by a continuous mapping
generated by the recursion
subject to u 0 = 0. Therefore, due to the contraction principle (see [26] , [11] ) and Theorem 1, one can conclude that for ( We use this recursion to show that (Y
To this end, let us denote by
n . It is clear that γ 0 = 0 and for n ≥ 1
Since by assumption (A.1) random variables |φ
An obvious upper bounds
allows us to conclude that (4.9) is valid, provided that 
Exit time for periodic dynamics
In this Section, we use the MDP to obtain explicit results on exit times. For a > 0, introduce a random time τ ε,α (a) = inf{n : |Y ε,α n | ≥ a} which is an exit time for the process X ε from the ball X ± ε 1−α a. A probability of deviations of a randomly perturbed process from a deterministic path will be described (see Subsection 6.2) with help of asymptotic properties, as n → ∞, of dynamics (X n , P n ) :
Recall that dynamics (X n ) is defined in (1.1). Moreover, it easy to check that P n = EY 2 n , n ≥ 1, where Y n is defined by recursion (1.6).
We restrict ourselves to consideration of a particular nevertheless an important case of dynamics (X n , P n ) characterized by some kind of stability, namely when X n is asymptotically periodic.
Periodic Dynamics
In this section, we describe asymptotic periodicity for dynamics (X n , P n ). Recall that a set of distinct points
It is easy to see that a cycle of period d corresponds to d fixed points of the d-fold iterated map f (d) . The dynamics (X n ) given by (6.1) is called asymptotically periodic if it is attracted by a cycle, that is, dist(X n , C d ) → 0 as n → ∞, where, as usual, the distance between a point and a set is defined as the distance to the nearest point in the set. If f is assumed to be smooth, then its fixed point x * is called stable or attracting, if |f (x * )| < 1; and a cycle of period d is called stable or attracting if each of the fixed points of the map
is the same at all the points of the cycle.) Thus a sufficient condition for (X n ) to be asymptotically periodic and attracted by C d is that
and X 0 is sufficiently close to one of the points of the cycle C d . For a necessary and sufficient condition for a fixed point to be attracting see, for example, Theorem 2.2.1 in Sharkovskii et.al. [25] . A large class of dynamical systems has asymptotically periodic trajectories. In fact, a dynamical system is called simple if each of its trajectories is periodic or asymptotically periodic. Moreover, there is a class of simple dynamical systems in which the stable cycle is unique and trajectories (X n ) are attracted to it for almost all initial points X 0 , see e.g. Sharkovskii et.al. [25] , and for a particular example see Example 6.2 below. Put P n to be the column vector
Then it follows from the definition of P n by using (6.2) that P n 's satisfy the recursion for n ≥ 1
where B n is the d × d matrix
and c n is the vector with the k-th component given by
with the usual convention that an empty product is one. 
Proof: Iterations of (6.3) give where B has all its entries zero, excluding the last column, which has elements
and x i , i = 1, 2, . . . , d denote the points of the cycle C d . Note that
is strictly less than one by the assumption of stability of the cycle. This implies that eigenvalues of the matrix B are less than one. Now one can see from (6.6), and (6.7) that lim n→∞ P n = (I − B) −1 c (:= P ∞ ), (6.8) where the vector P ∞ defines the cycle for dynamics (P n ). Note also that P ∞ is a column vector with elements (
Consider now the case X 0 ∈ C d . Obviously, B n ≡ B and c n ≡ c and so for any n, we have a recursion
Let P * = sup n P n , and introduce also P *
Proof: Due to (6.9) P n = B n + n−1 i=0 B i c. Therefore P n − P n−1 = B n P 0 + B n−1 (c − P 0 ) and the first statement holds provided that coordinate-wise inequality c ≥ P 0 (6.10) takes place. For notational convenience enumerate coordinates of
It is easy to check that the components P i 0 , i = 1, · · · , d of the vector P 0 are defined as:
and at the same time, the components c 
Thus, (6.10) holds and the monotonicity of P n , n ≥ 1 holds as well. The monotonicity of P n , n ≥ 1 implies P * = P * cycle .
Exit time
Under the assumption that the dynamics is attracted to a stable cycle, we give asymptotics for the expectation of the exit time τ ε,α (a).
Theorem 4 Assume (A.1)-(A.3). If the dynamics (X n ) is attracted to a stable cycle
Examples.
1. Take f (x) = rx and σ 2 (x) = b 2 . If |r| < 1, the dynamics (X n ) is a simple stable dynamics. The dynamics (P n ), defined by the recursion: P n = r 2 P n−1 + b 2 with P 0 = 0, forms a monotone increasing sequence with the limit
, and the perturbed model (see (1.2)) such that σ 2 (x) ≡ 1. It is known that f generates a simple periodic dynamics (X n ) with period two.
) and so by Theorem 4
.
Auxiliary lemmas. The proof of the above theorem 4 is based on a few auxiliary results formulated below as lemmas.
Lemma 2 Assume (A.1)-(A.3). Then for each
where P n,0 is the solution of recursion (6. 2) subject to zero initial condition.
Proof: According to the (ε 
and, moreover,
To find the value of the right side in (6.13), we use the Cauchy-Schwartz inequality.
To this end, put
and note that, with
The Cauchy-Schwartz inequality implies:
and, since u 2 k ≥ a 2 , the right hand side of (6.13) is bounded below by a 2 /P k,0 and what is more, this bound is attainable on w n ≡ aΦ k n+1 σ(X n−1 ). Hence, due to (6.12) lim sup
Together with processes (X 
The statements, similar to Theorem 2 and Lemma 2, are given by the following proposition.
Proposition 3 Assume (A.1)-(A.3).
Then:
where
The proof of the Proposition repeats all details the proofs of Theorem 2 and Lemma 2 and therefore it is omitted.
Corollary 2 If |y| ≤ a and |Φ
Proof of Corollary: Since sup |y|≤a min k ≤ min k sup |y|≤a , the inequality
holds. In fact,
2

Proof of Theorem 4:
Lower bound. We use the well known formula Eτ ε,α (a) = n≥0 P (τ ε,α (a) > n) and prove that lim inf
For brevity of notations, let us denote by V n = P (τ ε,α (a) > n) and by ψ n = Vn V n−1 . The sequence V n , n > 1 satisfies the recursion: V n = ψ n V n−1 subject to the obvious initial condition V 0 = 1. Putting U n = 1 − V n and noticing that ψ n =
, we get a lower bound for ψ n :
The upper estimate above implies ψ n ≥ 1 − φ, where
Since V n = ψ n V n−1 , the estimate for ψ n above gives V n ≥ (1 − φ)V n−1 , which in turn implies the lower bound V n ≥ (1 − φ) n , n ≥ 1. Consequently, with V 0 = 1, we obtain the inequality
which implies (6.14).
Upper bound. This part of the proof is rather complicated. Firstly, we use an obvious observation: both limits lim sup
with any increasing to ∞ sequence M , exist (or don't exist) simultaneously and coincide. Therefore we shall deal here only with the second limit. To this end, we use the following upper estimate (see e.g. 
Application to density-dependent branching model
For the density-dependent branching process from Section 3, we give asymptotic analysis for the problem of extinction. We are interested in the asymptotics (K → ∞) for the probability of the extinction up to time N , P ∪ and the first inequality in (6.17) is implied now by Lemma 2 and Proposition 2.
To establish the second inequality in (6.17) note that
