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The present study serves two purposes. First, we evaluate the ability of present time-dependent
density functional response theory~TDDFRT! methods to deal with avoided crossings, i.e., vibronic
coupling effects. In the second place, taking the vibronic coupling effects into account enables us,
by comparison to the configuration analysis in a recentab initio study @J. Chem. Phys.115, 6438
~2001!#, to identify the neglect of double excitations as the prime cause of limited accuracy of these
linear response based TDDFRT calculations for specific states. The ‘‘statistical averaging of~model!
orbital potentials~SAOP!’’ Kohn–Sham potential is used together with the standard adiabatic
local-density approximation~ALDA ! for the exchange-correlation kernel. We use the N2 molecule
as prototype, since the TDDFRT/SAOP calculations have already been shown to be accurate for the
vertical excitations, while this molecule has a well-studied, intricate vibronic structure as well as
significant double excitation nature in the lowest1Pu state at elongated bond lengths. A simple
diabatizing scheme is employed to obtain a diabatic potential energy matrix, from which we obtain
the absorption spectrum of N2 including vibronic coupling effects. Considering the six lowest dipole
allowed transitions of1Su
1 and1Pu symmetry, we observe a good general agreement and conclude
that avoided crossings and vibronic coupling can indeed be treated satisfactorily on the basis of
TDDFRT excitation energies. However, there is one state for which the accuracy of TDDFRT/
ALDA clearly breaks down. This is the state for which theab initio calculations find significant
double excitation character. To deal with double excitation character is an important challenge for
time-dependent density functional theory. ©2004 American Institute of Physics.
@DOI: 10.1063/1.1785775#
I. INTRODUCTION
The absorption spectrum of N2 is a difficult test case for
current quantum-chemical methods because of the irregular
vibronic structure.1,2 Several interacting electronic states
play a role, so that even the description of vertical excitation
energies is a problematic task. The difficult fine structure of
the electronic spectrum has been explained in terms of three
interacting diabatic states of1Su
1 symmetry and again three
of 1Pu symmetry,
3,4 and many experimental studies have
been performed in order to determine the complicated inten-
sity distribution over the vibronic levels~see, e.g., Refs. 1, 2
and 5 and references therein!. In particular Chanet al.1 de-
scribe the difficulties in the measurements of not only abso-
lute, but alsorelative oscillator strengths for this system,
which serve as a basis for all empirical deductions of param-
eters to simulate the absorption spectra. In 1983, Stahel,
Leoni, and Dressler6 presented a quantitative model for the
couplings between the diabatic states, where the parameters
for their model were fitted to experimental spectroscopic
constants. In 2001, Spelsberg and Meyer7 performed a de-
tailed study, using multireference configuration-interaction
~MR-CI! calculations to obtain adiabatic and diabatic poten-
tial energy curves for the lowest1Su
1 and 1Pu states. Be-
cause of the high sensitivity of the resulting spectra to the
calculated potential energy curves, an empirical fitting pro-
cedure is employed in their study to reproduce the experi-
mental details of the absorption spectrum. It turned out that
mainly vertical shifts in the potential energy curves are nec-
essary to achieve agreement between the calculated and ex-
perimental spectra. This definitive study is used as a bench-
mark in the present work.
Besides these attempts to model the fine structure of the
absorption spectrum, severalfirst-principles calculations of
vertical excitation energies for N2 have been performed, in-
cluding polarization-propagator and equation-of-motion
techniques,8 multireference coupled-cluster~MR-CC!,9
equation-of-motion coupled-cluster~EOM-CC!,10 and den-
sity functional theory~DFT! calculations employing asymp-
totically corrected potentials,11–13 as well as calculations us-
ing the size-consistent self-consistent (SC)2 intermediate
Hamiltonian approach to CI calculations, (SC)2 I.14
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have been obtained from the set of recommended parameters
given in Ref. 7 is shown in Fig. 1. The state with the lowest
minimum, which is rather shallow, is denotedb 1Pu . Its low
frequency has been considered indicative of a valence ex-
cited character: 2su→1pg . From Fig. 1 it can be seen that
the diabaticb 1Pu with this valence character should be the
second lowest1Pu state at the ground state equilibrium dis-
tanceReq. However, in many of the calculations in the lit-
erature, the 2su→1pg valence excitation is predicted to be,
at Req, at higher energies than both other
1Pu states. In
particular the results from calculations using the statistical
averaging of~model! orbital potentials15–17 ~SAOP! in Ref.
13 raised the question whether a different assignment should
be made, the calculated vertical excitations being in very
good agreement~errors<0.16 eV for all three investigated
1Pu states and all but one of the three
1Su
1 states in com-
parison to the experimental values from Ref. 1! when it is
assumed that the 2su→1pg valence excitation corresponds,
at Req, to the highest of the three states of
1Pu symmetry,
o 1Pu . The implication would be that according to the cal-
culations the two lowest states of1Pu symmetry have Ryd-
berg character. The question acquires special significance
since Spelsberg and Meyer7 have found that theb 1Pu has
significant double excitation character, which even predomi-
nates at longer bond distances. Their results support the
original assignment, and suggest that the time-dependent
density functional response theory~TDDFRT! calculations
are indeed significantly in error for the 2su→1pg valence
excited state, putting it at too high energy because they are
unable to incorporate this double excitation character.
In the present study the adiabatic potential energy curves
of N2 are generated with TDDFRT/SAOP calculations. A
diabatizing scheme following Ref. 18 is applied to obtain a
Taylor-series expansion of an effective Hamiltonian in a di-
abatic basis, from which diabatic potential energy curves can
be obtained. This effective Hamiltonian is also used to cal-
culate the fine structure of the electronic absorption spectrum
of N2 , including the vibronic couplings between the diabatic
model potential energy curves for the1Su
1 states, and sepa-
rately for the1Pu states. By comparison of these results with
experiment and with the high-level MR-CI calculations from
Ref. 7 we demonstrate with the1Su
1 results the feasibility of
vibronic coupling calculations on the basis of adiabatic TD-
DFRT energy curves exhibiting avoided crossings. In the
1Pu case we will show that the vibronic coupling calcula-
tions vindicate the original assignment of the lowest vibronic
levels to the valence excited state. The suggested alternative
assignment, that they might be due to vibronically coupled
Rydberg states, is not tenable. This implies that there is, in
this case, a deviation of the TDDFRT/SAOP vertical excita-
tion energy from experiment by much more than 0.1 eV al-
ready atReq, which becomes even worse at longer bond
distances. We trace this ‘‘failure’’ of TDDFRT/SAOP calcu-
lations in this case to the significant double excitation char-
acter of the valence excitedb 1Pu state, which is not prop-
erly represented within linear response theory. Additional
calculations using the similarity-transformed~ST! EOM-CC
~Refs. 19–25! and the extended-STEOM-CC~Ref. 26! meth-
ods support the importance of doubly excited configurations
for this state. The possibility that insufficiencies in the SAOP
functional for the Kohn–Sham potential could be held re-
sponsible, is ruled out by calculations using highly accurate
Kohn–Sham potentials based on correlatedab initio densi-
ties, which lead to similar discrepancies.
II. METHODOLOGY
Density functional calculations have been performed us-
ing a modified version of the Amsterdam density functional
~ADF! package.27,28We used the SAOP potential15–17in com-
bination with the even-tempered ET-QZ3P-3DIFFUSE basis
set from theADF basis set library27 including three sets of
diffuse functions to calculate TDDFRT solution vectors and
vertical excitation energies for structures displaced along the
normal coordinates. Details of the basis can be found in Ref.
13. For ground-state structure optimization, frequency analy-
sis, and reference energy calculations, we employed the
Becke–Perdew–Wang exchange-correlation functional,
dubbed BPW91;29,30 test calculations showed that other
generalized-gradient approximations to the exact exchange-
correlation functional yield very similar results.
The construction of diabatic states and effective Hamil-
tonians follows the approach in Ref. 18~for introductions to
vibronic coupling calculations see also Refs. 31–33!. Ac-
cording to the short-time approximation for absorption and
resonance Raman scattering~see, e.g., Refs. 31, 34–37!, one
needs to accurately model the potential energy curves cor-
rectly near the ground-state equilibrium structure in order to
obtain a good description of spectroscopic properties. There-
fore, we identify adiabatic and diabatic states at a reference
geometry, usually the ground-state equilibrium geometry,
and determine the diabatic states for geometries displaced
along the normal coordinate in such a way that they resemble
the electronic states at the reference geometry. This scheme
is related to the determination of matrix elements between
diabatic states by wave function coefficients38,39 instead of
using molecular properties to define the adiabatic↔diabatic
transformation.7,40
FIG. 1. Sketch of the diabatic potential energy curves for the three lowest
states of1Pu ~solid lines! and
1Su
1 symmetry~dashed lines!. These curves
have been obtained from the set of recommended parameters in Ref. 7 and
are in agreement with experimental observations. For better comparison
with our data, the curves are shifted by our ground-state zero-point kinetic
energy~0.146 eV!, while the original curves are given relative to thev50
level of the ground state.
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The effective Hamiltonian consists of the kinetic energy
operator for the nuclei and a potential energy matrix in the
diabatic basis. For the latter, we use a second-order Taylor
series expansion around the equilibrium structure,
V~q!5V~0!1(
i 51
Nq S ]V]qi D 0qi1
1
2 (i , j 51
Nq S ]2V]qi ]qj D 0qi qj , ~1!
where qi are the normal coordinates of the system. Of
course, this general expression for a multimode system re-
duces to a much simpler form for N2 , since only one normal
coordinate has to be considered. The derivatives of the po-
tential energy matrix with respect to~w.r.t.! the normal coor-
dinates are calculated inADF by numerical differentiation of
diabatic potential energy matrices for displaced structures,
V(6Dq). Each of those diabatic matrices is constructed by a
unitary transformation of the diagonal adiabatic potential en-
ergy matrix containing the vertical excitation energies for
that particular structure,
V~q!5U†~q!Eelec~q!U~q!. ~2!
The vertical excitation energies and, therefore, also the
diagonal matrixEelec(q) are known from the TDDFT calcu-
lation. The transformation matricesU(q) are calculated in
such a way that the overlap matrix of the adiabatic excited
state wave functions is almost diagonal, which ensures that
the diabatic wave functions at the displaced structures are
similar in character to the wave functions at the reference
structure.
In the framework of TDDFRT, a related quantity is the










3^f i~0!uf j~Dq!&^f r~0!ufs~Dq!&, ~4!
where the modified transition densitiesr̄A are defined in
terms of the elementsXir
MO,A of the TDDFRT solution vectors




MO,Af rf i* . ~5!
In these equationsA, B label excited electronic states,i, j
label occupied, andr, s unoccupied molecular orbitals.
Since the molecular orbitals~MO! themselves might un-
dergo changes w.r.t. the reference structure, the calculation of


















are the TDDFRT solution vectors transformed to the AO ba-
sis, cm i are the MO coefficients, andm, n, l, r label atomic
basis functions at the reference~0! or displaced (Dq) struc-
tures. As is done in Ref. 18 the overlap matrixSAO is ap-
proximated by the corresponding overlap matrix for the equi-
librium structure, since the displacements from the
equilibrium structure are very small.
The transformation matrix is then determined in such a







This equation defines the matrixU(Dq) and, thus, the diaba-
tic potential energy matrix.
The vibronic coupling simulations based on the diabatic
potential energy matrix are carried out using the program
packageVIBRON.43
III. VERTICAL EXCITATIONS
Vertical excitation energies have been calculated for the
BPW91/ET-QZ3P-3DIFFUSE optimized structure~bond dis-
tance 2.0814 bohr, 110.14 pm! using SAOP/ET-QZ3P-
TABLE I. Vertical excitation energiesEexcit. ~in eV! and oscillator strengthsf ~in a.u.! from SAOP for dipole-
allowed transitions of N2 using the ET-QZ3P-3DIFFUSE basis set. Experimental values~R fs. 1 and 6! are
given for comparison~see text for further explanations!. The assignment of orbital transitions is according to
inferences from experiment and from MRCI in Ref. 7. Note that the experimental values from Ref. 1 served as
a reference for the proposal of the alternative assignment in Ref. 13.
Label
Experiment SAOP calculations
Eexcit. Assigned orbital Oscillator strengths Alternative
Fita Ref. 1 character Eexcit f assignment
b
c 1Pu 12.90 13.2 3sg → 2pu ~Ry! 12.96 0.062 87 13.16 (1pu→4sg ,Ry)
b 1Pu 13.24 12.8 2su → 1pg~val! 13.56 0.083 93 12.96 (3sg→2pu ,Ry)
o 1Pu 13.63 13.6 1pu → 4sg ~Ry! 13.16 0.091 84 13.56 (2su→1pg ,val)
c8 1Su
1 12.98 12.9 3sg → 3su ~Ry! 12.92 0.221 34
b8 1Su
1 14.25 14.2 1pu → 1pg~val! 14.04 0.436 61
e8 1Su
1 14.48 14.4 3sg → 4su ~Ry! 15.27 0.004 46
aReference 6.
bReference 13.
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3DIFFUSE. They are presented in Table I in comparison to
experimental values. For the optimization as well as for the
calculation of excitation energies, linear dependencies have
been removed from the basis set. As expected, the SAOP
excitation energies obtained here agree well with those pre-
sented in Ref. 13. Differences are due to the slightly different
structures employed in the calculations.
Experimental data for vertical excitation energies are not
unambiguous, since there is a pronounced vibronic structure
in the experimental spectrum, including many overlapping
vibrational progressions and couplings between different
electronic states. There are two sets of experimental values
given in Table I; the first is based on the analysis by Stahel,
Leoni, and Dressler,6 who obtained the diabatic states from a
fitting procedure to experimental data. These data are in good
agreement with diabatic state energies atReq which can be
extracted from the MR-CI data in Fig. 1. The second set of
experimental values is taken from the experimental study in
Ref. 1, where the most intense peaks were taken as approxi-
mate vertical excitation energies. The uncertainties in the lat-
ter values are at least as large as the vibrational spacings in
the spectra, i.e., between 0.075 eV for theb 1Pu state and
0.300 eV for thec 1Pu state. The orbital assignment of the
experimental data, which we adopt in this work, is based on
the work by Dressler3 and Carroll and Collins.4 The SAOP
excitation energies are generally in good agreement with the
experimental values from Ref. 6; considerable deviations of
0.5–0.8 eV are observed only for the 1pu→4sg and the
3sg→4su transitions. The experimental determination of
the latter value seems to be quite difficult in view of the
complicated structure of the N2 absorption spectrum in this
energy range and the low oscillator strength of this transition,
making a deconvolution into contributions of at least three
different electronic states necessary. We also quote in the
table the alternative assignment of the orbital transitions to
the experimentally observed states, which as noted by Gru¨n-
ing et al.13 and mentioned in the Introduction, would consid-
erably improve the agreement of the calculations with the
experimental vertical excitation energies from the more re-
cent Ref. 1.
In Table II we compare our results to those of several
other first-principles studies,9,10,12,14sticking to the standard
orbital assignments for the experimental states. Not only
SAOP, but all high-qualityab initio calculations and the TD-
DFRT calculation of Ref. 12 yield about the same energy
~between 13.50 and 13.71! for the 2su→1pg valence tran-
sition, much higher than the experimentalb 1Pu state. As
pointed out in Ref. 13 this would mean that SAOP and other
asymptotically correct potentials like BP-GRAC and
HCTH~AC! as well as manyab initio methods all overesti-
mate the vertical excitation energy for this transition by 0.3–
0.5 eV if the experimental assignment is correct.
It has been well established~cf. references in Ref. 26!
that theab initio MR-CCSD and the EOM-CCSD methods
are not well suited to describe states with substantial double
excitation character. To investigate the possible effect of
double excitation character on the1Pu states we carried out
STEOM-CC, EOM-CC, and extended-STEOM-CCSD cal-
culations using Sadlej’s basis set44,45 and additional diffuse
functions in the center of the molecule. The calculations have
been carried out at a bond distance of 2.069 bohr. In Table III
it is seen that these three methods agree quite well for all
dipole allowed states, except for theb 1Pu state, which drops
by 0.3 eV in the extended-STEOM calculations and which
acquires substantial double excitation character, but only in
this advanced calculation. There are no signs in the EOM-CC
and STEOM calculations that theb 1Pu state has a larger
double excitation component and might be inaccurate there-
fore. The extended-STEOM method which has been shown
to be about equally accurate for singly and doubly excited
states26 does capture this feature of theb 1Pu state. The low-
ering of the excitation energy is clearly due to the admixture
of considerable double excitation character. We also note that
there is a substantial difference of 0.45 eV for thec 1Pu state
between our EOM-CC calculation in the large basis set and
the earlier EOM-CC calculation.10 Our present result are in
better agreement with previous studies and with experiment.
TABLE II. Vertical excitation energies~in eV! from SAOP for dipole-allowed transitions of N2 in comparison
to results fromab initio calculations and to experimental values~Refs. 6! ~see text for further explanations!.
Note that the assignment in case of MR-CCSD is not unambiguous and has been interpreted in different ways
~Refs. 12 and 14!.









c 1Pu 12.90 12.96 12.45 12.86 12.842 13.228
b 1Pu 13.24 13.56 13.50 13.52 13.714 13.622
o 1Pu 13.63 13.16 12.90 13.45 13.608 13.673
c8 1Su
1 12.98 12.92 12.47 12.83 12.819 12.842
b8 1Su
1 14.25 14.04 13.93 14.33 14.308 14.573
e8 1Su
1 14.48 15.27 14.14 14.61 14.653 ¯
aReference 6.
TABLE III. Vertical excitation energies~in eV! from STEOM-CC, ext-
STEOM-CC, and EOM-CC calculations for dipole-allowed transitions of N2
in comparison to experimental values~Ref. 6!.
Label Expt. fita STEOM Ext-STEOM EOM-CC
c 1Pu 12.90 12.76 12.75 12.78
b 1Pu 13.24 13.55 13.24 13.57
o 1Pu 13.63 13.65 13.57 13.66
c8 1Su
1 12.98 12.78 12.79 12.83
b8 1Su
1 14.25 14.13 14.17 14.19
e8 1Su
1 14.48 14.42 14.55 14.62
aReference 6.
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The results from the extended-STEOM calculation provide a
strong indication that the experimental assignment is indeed
correct.
The problem of the vibronic couplings between these
states and the difficulties to obtain experimental ‘‘vertical’’
excitation energies clearly indicate that it is necessary to
compare the full excited-state potential energy curves and
include nonadiabatic effects in order to obtain a better under-
standing of the quality of TDDFRT/SAOP for the description
of excited states of N2 .
IV. POTENTIAL ENERGY CURVES
We calculated potential energy curves of the three lowest
states of both1Su
1 symmetry and1Pu symmetry. The explic-
itly calculated adiabatic curves are shown in the upper parts
of Figs. 2 and 3. To draw conclusions about avoided cross-
ings and nonadiabatic couplings between these states, we
constructed diabatic model potential energy curves from the
Taylor expansion for the diagonal elements of the diabatic
potential energy matrix according to the diabatizing scheme
mentioned in Sec. II. We checked that the adiabatic model
potential energy curves, which can be obtained by diagonal-
ization of the diabatic potential energy matrix, resemble the
explicitly calculated potential energy surfaces within the
trust radius of the quadratic model. This validates the TD-
DFRT diabatizing scheme used to extract the coupling con-
stants in the vibronic model. Since the totally symmetric nor-
mal mode in N2 may not couple states of different symmetry,
we treat each of the symmetries separately.
A. 1Pu states
For the1Pu states, the diabatic model potential energy
curves are shown in the lower part of Fig. 2. In order not to
confuse the notation for adiabatic and diabatic states, the
former will be denoted by numbers, while the latter are char-
acterized by the capitalsA, B, C. We do not adopt the experi-
mental notation here since this would introduce an ambiguity
due to the assignment problem for these states. TheA state
has orbital character 3sg→2pu ~Ry!, the B state is the Ry-
dberg state 1pu→4sg , and theC state is the valence exci-
tation 2su→1pg . The 1, 2 and 31Pu states, respectively,
have the same character atReq.
The diabatic model potential energy curves for the1Pu
states are close to the adiabatic states in a region around the
quilibrium geometry~within the trust radius of the quadratic
model!, except for the fact that they show crossings where
avoided crossings occur for the adiabatic states. The adia-
batic curves, however, are much shallower for long bond
distances, which cannot be reproduced by the second-order
Taylor series expansion for the effective Hamiltonian. For
the same reason, their increase towards short bond distances
is steeper than in our quadratic model.
The 1Pu curves demonstrate the issue raised concerning
FIG. 2. Potential energy curves for the three lowest states of1Pu symmetry.
Top: calculated adiabatic potential energy curves. Bottom: diabatic model
potential energy curves from Taylor expansion of diagonal elements of the
effective Hamiltonian.
FIG. 3. Potential energy curves for the three lowest states of1Su
1 symmetry.
Top: calculated adiabatic potential energy curves. Bottom: diabatic model
potential energy curves from Taylor expansion of diagonal elements of the
effective Hamiltonian. Two curves are given for theb8 1Su
1 state, namely, a
quadratic~2! and a fourth-order model~4!.
6159J. Chem. Phys., Vol. 121, No. 13, 1 October 2004 Linear response in TDDFT
Downloaded 27 Mar 2011 to 130.37.129.78. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions
the assignment. The TDDFRT/SAOP calculations~here and
in Ref. 13! result in 3sg→2pu Rydberg character for the
lowest diabatic1Pu state (A
1Pu) at Req, and 1pu→4sg
Rydberg character for the second lowest (B 1Pu). The va-
lence excitation 2su→1pg appears in the highest of these
three1Pu states (C
1Pu). However, experimentally the sec-
ond excited1Pu state atReq, (b
1Pu , see Fig. 1!, has been
assigned this valence excitation character, on the basis of the
low vibrational frequencies of 600–700 cm21 ~cf. the fre-
quencies in Table IV!. Strong change from the ground-state
frequency is usually indicative of valence character of an
excitation. We note that in the SAOP calculation, the 2su
→1pg valence excitation does not show a low frequency, as
can also be seen qualitatively from theC 1Pu curve in Fig. 2.
The vibrational frequency of thisC 1Pu state is 2483 cm
21
and therefore, similar to the calculated harmonic ground-
state vibrational frequency of 2349 cm21. Actually, this ex-
citation is from an antibonding to an antibonding orbital, and
its valence character need not automatically imply that the
vibrational frequency will be much lower than the ground-
state frequency. This argument for the assignment of the va-
lence 2su→1pg character to the low-frequencyb 1Pu is
therefore not valid.
The adiabatic 31Pu state corresponds to the diabatic
C 1Pu over theR range considered. If this curve would be
assigned to the experimentally highest lyingo 1Pu , the ex-
perimental low frequency of the state with the lowest mini-
mum (b 1Pu) has to be explained by vibronic coupling be-
tween theA 1Pu and B
1Pu , which individually have high
frequencies, cf. Table IV. This nonadiabatic effect results in a
softening of the potential, see the adiabatic 11Pu curve. We
will in the following section falsify this conjecture by explic-
itly considering nonadiabatic effects through a diabatizing
scheme.
It is instructive at this point to make a comparison to the
work by Spelsberg and Meyer,7 who in 2001 reported adia-
batic and diabatic potential energy curves for the three low-
est states of1Pu and
1Su
1 symmetry from MR-CI calcula-
tions. Their diabatic potentials, given in Fig. 1, appear to
match the experimental findings. Clearly, the diabatic states
are not uniquely defined, but since they qualitatively serve
the same purpose to avoid sudden changes in the character of
the excited states, and since far away from avoided crossings
they should be similar to the adiabatic curves, comparison to
our diabatic curves aroundRe and to the adiabatic ones fur-
ther fromRe , should be meaningful.
A main difference between theadiabatic potentialsis
that the 11Pu state from the TDDFRT/SAOP calculations
has a different orbital character for large bond distances. Ac-
cording to the MR-CI calculation from Ref. 7, this state
changes its character from a 3sg→2pu Rydberg state for
bond distances up to'2.1 bohr to a 2su→1pg valence state
at longer bond distances, due to a crossing of the diabatic
c 1Pu andb
1Pu states.
The Rydberg 3sg→2pu character at short bond distance
agrees with the character of our 11Pu adiabatic state forR
,2.1 bohr, but for larger distances we again obtain Rydberg
character, now of 1pu→4sg nature.
The MR-CI calculations reveal a further significant dif-
ference with the TDDFRT calculations. In the MR-CI calcu-
lations very soon~over the distance range 2.0–3.0 bohr! the
2su→1pg valence excitation character is replaced with
double excitation character, the valence double excitation
3sg , 1pu→(1pg)2. Such a double excitation cannot be rep-
resented with the TDDFRT. This observation suggests that
the discrepancy between the TDDFRT calculations and ex-
periment should not be reconciled by a reassignment of the
orbital transitions to the experimental states but must be at-
tributed to a too high energy of the TDDFRT valence excited
state ~the diabaticC 1Pu and adiabatic 3
1Pu) caused by
lack of double excitation character.
In this case our Rydberg diabatic statesA 1Pu andB
1Pu
should correspond to the MR-CI diabaticc 1Pu and o
1Pu
states. The 3sg→2pu Rydberg excited state~denotedc 1Pu
in Fig. 1 andA 1Pu in Fig. 2! has its minimum position at
2.1 bohr in both calculations, and the minimum of the Ryd-
berg 1pu→4sg state (o 1Pu in Fig. 1 andB 1Pu in Fig. 2!
is at '2.18 bohr for SAOP and 2.20 bohr for MR-CI. The
vibrational frequencies for thec, A state are quite similar
~2353 cm21 for SAOP, 2228.2 for MR-CI!, while they are
TABLE IV. Vibrational wave numbers~in cm21! of the diabatic excited states for dipole-allowed transitions of
N2 using the ET-QZ3P-3DIFFUSE basis set. Two types of frequencies have been extracted from the SAOP
calculations:~a! the frequencies of the diabatic model potential energy surfaces~column ‘‘diab.’’!; ~b! second
derivatives of the adiabatic excited-state energy curve~labeled with the numbers 1, 2, 3 as in the figures! at the
positions of the diabatic states minima using a quadratic fit to five data points~column ‘‘adiab.’’!. Experimental
values~Refs. 1 and 2! and recommended harmonic wave numbers from Ref. 7 are given for comparison. For the
experimental values, the vibrational spacings between the lowest vibrational states assigned in experiment are
shown~i.e., the~u0&,u1&! energy spacing in all cases except theb8 1Su






Refs. 1 and 2
SAOP
Diab. Adiab.
b 1Pu 2su → 1pg 681.1 605 C: 2483 3: 2188
c 1Pu 3sg → 2pu 2228.2 2420 A: 2353 1: 2458
o 1Pu 1pu → 4sg 1905.9 1976 B: 2449 2: 2108
c8 1Su
1 3sg → 3su 2174.8 2016 c8: 2347 1: 2285
b8 1Su
1 1pu → 1pg 746.2 686 b8: 1476 2: 817
e8 1Su
1 3sg → 4su 2216.2 ¯ e8: 2336 3: 2336
aReference 7.
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somewhat higher for SAOP in case of theo, B state~2449
cm21 compared to 1905.9 for MR-CI!. This is due to our
approximation of second-order Taylor expansion at the
ground stateReq, the frequency of the adiabatic curve evalu-
ated at the excited stateReq being with 2108 cm
21 close to
the experimental 1976 cm21. So there is actually good agree-
ment for these Rydberg potential energy curves, although
B 1Pu is somewhat vertically shifted in case of the SAOP
potential: While the vertical position of theA 1Pu minimum
coincides with thec 1Pu MR-CI curve within'0.1 eV, the
B 1Pu state is about 0.3 eV too low in energy compared to
the o 1Pu MR-CI results.
The valence excited stateC 1Pu has definitely wrong
energy and shape. It should correspond to theb 1Pu state,
and thus have a shallow minimum at much larger bond
length ~'2.45 bohr! at lower energy than theA, B 1Pu
minima ~the b 1Pu minimum is '0.4 eV below the mini-
mum energy of thec 1Pu state, cf. Fig. 1!. Instead of this,
SAOP yields a minimum at 2.15 bohr for this state, at about
0.6 eV higher energy than the minimum energy of theC 1Pu
state.
These differences between the MR-CI calculations and
our TDDFRT calculations cannot be explained by the ap-
proximate nature of the exchange-correlation potential, as
may already be inferred from the fact thatll exchange-
correlation potentials investigated in Refs. 13 and 12 place
the 2su→1pg higher in energy than the other two1Pu ver-
tical excitation energies. As a definite proof for this assertion,
we calculated the excitation energies using an accurate
Kohn–Sham~KS! potential constructed from densities ob-
tained in sophisticated MR-CI calculations using Dunning’s
aug-cc-pVQZ basis set.46,47 The KS solution was obtained
using the iterative local updating scheme of van Leeuwen
and Baerends.48 Calculations of excited-state energies have
been performed for structures with bond distances near the
ground-state equilibrium~2.074 bohr, which corresponds to
the distance used in Ref. 49! and at 2.5 bohr. The orbital
energies of the former calculation have been checked against
those of earlier work49 and are in excellent agreement. The
results are shown in Table V together with SAOP data using
exactly the same structures and integration grids. It can be
seen that the excited-state energies from SAOP and poten-
tials based on highly accurateab initio densities agree in all
cases investigated here within 0.24 eV. The energy for the
2su→1pg transition at 2.5 bohr is about 15.2 eV higher
than the ground-state minimum energy, while the MR-CI
value is'12.6 eV. The qualitative differences between TD-
DFRT and MR-CI calculations at long distances are thus also




1 excited states do not offer such problems as the
1Pu states do. Considering first the adiabatic curves, we note
that there is qualitative agreement of the lowest adiabatic
1Su
1 states to experiment and MR-CI calculations, regarding
their shape and minimum position. We emphasize that the
TDDFRT calculations apparently have no problem in de-
scribing the avoided crossing: the bond distance of the
avoided crossing between the two lowest states is only
slightly smaller in the SAOP calculation~2.25 bohr com-
pared to 2.3 for MR-CI!, and the minimum positions of the
1 1Su
1 state~2.1 for both SAOP and MR-CI! are approxi-
mately the same. There is a second minimum of the adiabatic
1 1Su
1 state, due to the coupling with the 21Su
1 state, in a
very flat potential energy well at'2.7 bohr in both the
SAOP and MR-CI calculations. Also the minimum positions
of the 31Su
1 states are close~2.1 for SAOP, 2.15 for MR-
CI!, but as has already been pointed out in Sec. III, this
Rydberg state is too high in energy. The additional nonadia-
batic coupling at a bond distance of about 2.3 bohr, which
can be recognized for this state~SAOP! is not present in the
MR-CI case. But since this coupling to higher-lying states is
maybe artificial, being induced by the high vertical excitation
energy for this state, and since the 31Su
1 state has a rather
low transition moment and therefore will not significantly
influence the spectra simulation anyway, we omit the influ-
ence of higher1Su
1 states on the 31Su
1 in our simulation.
We would like to note that this state is quite sensitive to the
exchange-correlation potential employed in the calculation,
as was observed in calculations using, e.g., accurate Kohn–
Sham potentials as mentioned above. They indeed lead to
much lower excitation energies, which indicates a deficiency
of the SAOP potential to be a possible error source for this
particular state.
The diabatic1Su
1 curves are shown in Fig. 3. Since there
is not an assignment issue here, we simply adopt the notation
used in the experimental and MR-CI work. There is a cross-
ing of the diabaticc8 1Su
1 andb8 1Su
1 states at a bond dis-
tance of 2.25 bohr, which corresponds to the avoided cross-
ing of the adiabatic 11Su
1 and 21Su
1 states. Again, far away
from the equilibrium distance the diabatic curves do not re-
semble the adiabatic curves, but this is primarily due to our
quadratic model that only uses the shape of the curve atReq
as input. In particular the minimum position ofb8 1Su
1
seems to be at too short bond distances~about 2.45 bohr!
compared to the adiabatic curve, which has a minimum at
very long distance,'2.7 bohr. Nevertheless, the frequency
of theb8 1Su
1 diabatic state is, with 1476 cm21, much lower
than those of the other excited states, although not as low as
the 686 cm21 in the experiment~see Table IV!.
The second derivative, evaluated at the minimum of the
adiabatic curve, which could be located at 2.68 bohr by ad-
ditional calculations, is 817 cm21 in very good agreement
with the MR-CI value~values between 745 and 856 cm21
were obtained for different reasonable step sizes, reflecting
TABLE V. Excited state energies~in eV! from accurate Kohn–Sham poten-
tials based onab initio densities of N2 near the ground-state equilibrium
~2.074 bohr! and at 2.5 bohr. SAOP results are shown for comparison. All
values are given w.r.t. the ground-state energy at 2.074 bohr.
Transition
R52.074 bohr R52.500 bohr
Accurate KS SAOP Accurate KS SAOP
3sg → 2pu 13.10 12.92 15.06 14.82
1pu → 4sg 13.22 13.17 13.63 13.67
2su → 1pg 13.78 13.58 15.17 15.01
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the large anharmonic contributions for this curve!. The
MR-CI diabatic curves follow the adiabatic curves at dis-
tances where there is little or no nonadiabatic coupling. This
is due to the different diabatizing schemes. Spelsberg and
Meyer7 apply r 2 matrix elements to find the transformation
matrix between adiabatic and diabatic states along the full
potential energy curve in the range of interest. This leads to a
b8 1Su
1 state for which two configurations are important,
whose contributions vary smoothly along the normal coordi-
nate. The approach used in our work employs the region near
the ground-state equilibrium, and tries to preserve the char-
acter of the excited states there within a second-order Taylor
series expansion.
The two important configurations for theb8 1Su
1 state
are—in contrast to theb 1Pu state—both singly excited. The
TDDFRT calculations can handle this situation, and the adia-
batic 11Su
1 curve has a correct behavior at longer distance
~around 2.7 bohr!. Figure 4 shows the corresponding contri-
butions of the 2su→4sg and the 1pu→1pg excited con-
figurations in our SAOP calculations. These contributions are
obtained from thoseadiabaticexcited states which have the
largest overlap with the 21Su
1 state atReq ~i.e., the adiabatic
state which is closest to the diabaticb8 1Su
1 state at a certain
geometry!. As can be seen from this figure this state is domi-
nated by the 2su→4sg transition for short bond distances,
while for distances larger than'2 bohr the 1pu→1pg ex-
cited configuration becomes more important. The nonadia-
batic coupling between the two lowest excited1Su
1 states at
a distance of 2.2–2.3 bohr is reflected in the curve of Fig. 4
by discontinuities. This picture is very similar to the analysis
of the configuration classes in Ref. 7.
It becomes clear that a low-order Taylor series expansion
for this state is not well suited to reproduce the experimental
findings. To improve on the quadratic potential we used a
quartic polynomial for the diabaticb8 1Su
1 state energy~i.e.,
only for the diagonal contribution of this state to the poten-
tial energy matrix!, which should be more adequate to model
the long-range behavior of the adiabatic 11Su
1 state. Be-
cause of the smooth change in the important configurations
for this diabatic state~cf. Fig. 4!, the third and fourth deriva-
tives of the diabatic excited-state energy atReq do not lead to
a correct shape of the potential in the region around the outer
1 1Su
1 state minimum. Furthermore, these terms introduce
unbound potentials in the model Hamiltonian, so that no con-
verged results in the spectrum simulation can be expected.
We solved this problem by constructing a fourth-order ex-
pansion with the following constraints:
~i! The vertical excitation energy and its first derivative
are fixed to the values obtained from the second-order ex-
pansion presented above.
~ii ! The position of the excited-state minimum was fixed
to the bond distance and energy of the adiabatic 11Su
1 state
minimum.
~iii ! The energy for a very large bond distance was also
fixed to the value of the adiabatic 11Su
1 state at that position
~3.5 bohr/13.71 eV; well separated from other electronic
states in this region! to ensure a bound potential, i.e., a posi-
tive coefficient for the fourth-order term.
The potential energy curve for this model,b8 1Su
1(4), is
shown in Fig. 3. A comparison with the adiabatic curves
demonstrates that at both long and short bond distances this
curve leads to a large improvement of the excited-state
model potential compared tob8 1Su
1(2).
Comparing finally the diabatic Rydberg statesc8 1Su
1
ande8 1Su
1 from SAOP and MR-CI calculations, we observe
that they show the same minimum position~between 2.10
and 2.15 bohr for both states in both calculations!, and there
is also qualitative agreement in the high vibrational frequen-
cies for these states~considering the neglect of anharmonic
and empirical corrections in our study!, see Table IV.
V. VIBRONICALLY COUPLED SPECTRA
In order to simulate the fine structure of the spectra, we
used the second-order expansion of the diabatic potential en-
ergy matrix from the SAOP/ET-QZ3P-3DIFFUSE calcula-
tion. We performed the analysis of the1Su
1 and 1Pu
1 states
separately in order to distinguish their contributions to the
spectra.
The vibronic excitation energies were obtained in the
direct-product basis of the three electronic1Su
1 or 1Pu
1
states, respectively, and up to 160 vibrational quanta in the
bond stretching mode for the nuclear part. In the quartic
model, up to 400 vibrational quanta have been used to con-
verge also the position of the highest vibrational states in the
b8 1Su
1 absorption band, while the states up to'v515 are
already converged with a much lower number of quanta. The
large number of necessary quanta reflects the fact that
excited-state vibrational wave functions are modeled by lin-
ear combinations of ground-state harmonic oscillator wave
functions. Lorentz–Profile spectra with a line width of 0.015
eV are depicted in Fig. 5. The peak positions and the assign-
ment to vibronic transitions are shown in Tables VI~for
1Su
1) and VII ~for 1Pu). The assignments are based on the
energy differences to theu0&→u0& transitions and the analysis
of the Lanczos eigenvectors obtained from theVIBRON
package.43 Note that due to the nonadiabatic effects some
levels may have important contributions from several elec-
tronic times vibrational basis states.
We can see from the upper diagram in Fig. 5 that the
FIG. 4. Contributions of the 2su→4sg and 1pu→1pg singly excited con-
figurations to the adiabatic excited states with the character of the valence
b8 1Su
1 state at the ground-state equilibrium.
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overall picture of the contributions of the1Su
1 states to the
total vibronic spectrum is, in both the quadratic and the quar-
tic models, in qualitative agreement with the deconvolution
of peaks in Ref. 1. There is only one very strong vibronic
peak, at 12.901 eV~experimentally 12.935!, arising from the
c8 1Su
1 state, as can be expected for potential energy curves
which are only vertically displaced from the equilibrium
structure. Also thev51 state~the low intensity peak of the
doublet at'13.2 eV! has been discerned in the experiment.
The b8 1Su
1 state on the other hand shows a pronounced
vibrational progression, corresponding to its considerably
displacedReq, with maximum intensity around 14.0 eV
~maximum intensity in experiment: 14.23 eV!, which sug-
gests that the vertical excitation energy for this state is in
good agreement with experiment. There is a clear difference
in the quadratic and the quartic models with respect to the
vibrational spacings, the'800 cm21 of the quartic model
being in much better agreement with experiment~686 cm21!
than the value of 1476 cm21 obtained in the quadratic model.
The slight increase in the vibrational spacing for the higher
vibrational levels in theb8 1Su
1 band are caused by the
dominant quartic contribution to the potential for these quan-
tum numbers. In the quadratic model, there is a deviation
from a normal Franck–Condon type intensity pattern at
about 13.8 eV due to the coupling with thec8 1Su
1 state,
which can also be recognized in the experimental data. Due
to the change in peak positions in the quartic model, this
feature of an ‘‘intensity stealing’’ by thev53 level of the
c8 1Su
1 state disappears. It indicates how sensitive the mod-
eling of couplings between the different states is even to
slight shifts ~smaller than 0.1 eV! in the energy of the vi-
bronic levels, since the couplings between these two elec-
tronic states are quite small. Altogether we can conclude that
the modeling of the vibronic spectrum of the1Su
1 states
is satisfactory in view of the approximate nature of the dia-
batizing scheme employed in this work, and demonstrates
the reliability of the TDDFRT/SAOP calculations for this
purpose.
Turning now to the1Pu states, we recall that the experi-
mental spectrum shows a progression of vibronic bands~the
Birge–Hopfield bands! starting at 12.500 eV, with a spacing
of '0.075 eV~605 cm21!, with the maximum at thev54
level at 12.835 eV. For higher energies, the bands of decreas-
ing intensity of this progression, which have been attributed
to the valenceb 1Pu state, become masked by the strongv
50 band of thec8 1Su
1 band at 12.935 we have just dis-
cussed. It is evident from Fig. 5 and Table VII that such a
regular vibrational progression with low frequency does not
result from coupling of theA 1Pu and B
1Pu states. We
clearly see a typical Franck–Condon vibrational progression
FIG. 5. Electronic absorption spectra obtained from the second-order Taylor
expansion of the potential energy matrixV~q!, Eq. ~1!, in a vibronic cou-
pling simulation. Top: contribution of the1Su
1 states using a quadratic or
quartic model, respectively, for theb8 1Su
1 state. Bottom: contribution of the
1Pu
1 states.
TABLE VI. Main contributions~diabatic electronic states and excited-state
vibrational levelsv), excitation energies~eV!, and oscillator strengths to the
vibronic transitions for1Su
1 states of N2 from SAOP/ET-QZ3P-3DIFFUSE
calculations. Experimental values are given for comparison in those cases,
where one particular configuration dominates. Note that the fourth-order
expansion was applied to model theb8 1Su
1 state.
Main contribution SAOP Expt.a
Electronic state v Energy~eV! f Energy~eV! f
c8 1Su
1 0 12.900 0.2165 c8 1Su
1 : 12.935 0.195
c8 1Su
1 1 13.187 0.0027 c8 1Su
1 : 13.185 0.001 47
c8 1Su
1 1 13.210 0.0069
andb8 1Su
1 6 b8 1Su
1 : 13.390 0.002 16
b8 1Su
1 7 13.303 0.0072 ¯ ¯
b8 1Su
1 8 13.400 0.0117 ¯ ¯
c8 1Su
1 2 13.502 0.0185 c8 1Su
1 : 13.475 0.0155
andb8 1Su
1 9 b8 1Su
1 : 13.660 0.0128
b8 1Su
1 10 13.601 0.0276 b8 1Su
1 : 13.760 0.002 20
b8 1Su
1 11 13.703 0.0358 b8 1Su
1 : 13.830 0.006 54
b8 1Su
1 12 13.810 0.0412 b8 1Su




1 13 13.914 0.0491 b8 1Su
1 : 13.998 ¯
b8 1Su
1 14 14.020 0.0512 b8 1Su
1 : 14.070 0.0341
b8 1Su
1 15 14.130 0.0457 b8 1Su
1 : 14.150 0.0409
andc8 1Su
1 4 c8 1Su
1 : 13.990 0.002 10
b8 1Su
1 16 14.240 0.0413 b8 1Su
1 : 14.230 0.0626
b8 1Su
1 17 14.349 0.0304 b8 1Su




1 5 14.356 0.0040 c8 1Su




1 18 14.464 0.0243 b8 1Su
1 : 14.400 0.003 26
b8 1Su
1 19 14.578 0.0168 b8 1Su
1 : 14.465 0.0166
b8 1Su
1 20 14.693 0.0104 b8 1Su
1 : 14.525 0.0173
b8 1Su
1 21 14.809 0.0060 ¯ ¯
b8 1Su
1 22 14.927 0.0029 b8 1Su




1 23 15.046 0.0015 b8 1Su
1 : 14.737 0.008 97
e8 1Su
1 0 15.262 0.0041 e8 1Su
1 : 14.350 0.0104
aReference 1.
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corresponding to the displacedB 1Pu diabatic state, starting
at 12.92 eV with a low intensity peak, with subsequent peaks
at 13.23, 13.54~maximum!, 13.85, and 14.16, with spacing
of 0.31 eV. This state is slightly too low, the experimental
u0&→u0& transition ~not identified in the spectrum! has been
inferred to be'0.2 eV higher. TheA 1Pu state shows a high
intensity only for theu0&→u0& transition at 12.97 eV in our
calculation, while the intensity rapidly goes down for higher
final vibrational states, since the potential energy curve is
almost only vertically shifted compared to the ground state.
Already thev51 peak at 13.25 eV, just to the right of the
secondB 1Pu state, is barely visible. The coupling between
the B 1Pu andA
1Pu diabatic states hardly shows up in the
calculated vibronic spectrum. Evidently, such coupling can-
not be invoked to explain the low energy vibrational progres-
sion in the experimental spectrum. We therefore conclude
that theA 1Pu andB
1Pu diabatic Rydberg states should be
associated with the experimentalc 1Pu ando
1Pu states, re-
spectively, not with theb 1Pu state. Theiru0&→u0& transition
energies are indeed in very good agreement with the experi-
mentalc 1Pu ando
1Pu ones, see Table VII. The intensities
of the vibrational progressions are somewhat harder to com-
pare, since the experimental vibrational progressions are
strongly overlapping. The vibrational spacing ofB 1Pu
~2449 cm21! is somewhat too high compared to the experi-
mental o 1Pu progression~1976 cm
21!, which however
would be improved considerably when the second derivative
of the adiabatic 11Pu curve would be taken at the position
of the minimum~2108 cm21!. The slightly high frequency is
therefore due primarily to our second-order Taylor series ap-
proximation around the ground stateReq. We observe that
transitions involving higher vibrational levels of this state
still have considerable intensities, as is the case in the experi-
ment foro 1Pu . For thec
1Pu state the vibrational spacing
agrees well with that computed for theA 1Pu state. The in-
tensity distribution is slightly different in experiment, ac-
cording to the deconvolution of Ref. 1. Instead of the strong
u0&→u0& and weaku0&→u1& peaks in our calculation, these
transitions show similar intensities forc 1Pu . This could be
related to a slightly wrong minimum position of the SAOP
A 1Pu potential curve.
The conclusion has to be that the valence excited diaba-
tic C 1Pu state, in spite of the energy mismatch, has to be
associated with the experimental lowest excited stateb 1Pu .
The first transitions involving mainly vibrational levels of
the C 1Pu can clearly be identified in our calculation. As
expected, the energy for theu0&→u0& transition is much too
high ~13.499 eV for SAOP, 12.500 forb 1Pu in the experi-
ment!. The discrepancy for theu0&→u1& transition is even
larger~13.800 for SAOP compared to 12.575 in experiment!.
This reflects the wrong shape and the much too high vibra-
tional frequency found for the diabatic potential energy curve
in the SAOP calculation. We can infer from the configuration
analysis in Ref. 7 that the relatively low energy and shallow
nature of theb 1Pu state is apparently due to the admixing of
the double excitation 3sg , 1pu→1pg2, which increases at
longer bond lengths, becoming dominant beyondR
52.4 bohr. The1Pu states therefore demonstrate that the
states that can be described with single excitations, such as
the Rydberg statesc 1Pu and o
1Pu , are given quite accu-
rately by the TDDFRT/SAOP calculations, with indeed is a
deviation for theu0&→u0& transition in the order of 0.1 eV,
and with qualitatively correct frequencies. On the other hand,
the state with considerable double excitation characterb 1Pu
is exhibiting a relatively large error of about 1 eV for the
u0&→u0& transition.
VI. CONCLUSION
Our conclusions are twofold: First, our vibronic coupling
calculations show that the shapes of the adiabatic potential
energy curves of the TDDFRT/SAOP calculations, including
the regions of avoided crossings, are in general quite satis-
factory, apart from the one exception that is the key subject
of this paper, see below. We have constructed diabatic model
potential energy surfaces in terms of a Taylor series expan-
sion of a diabatic potential energy matrix. We observe that
remaining differences between the diabatic states calculated
here and those from high-level MR-CI calculations are due
to slight vertical shifts in the diabatic potential energy
curves, leading to slightly different positions of avoided
crossings in the adiabatic representation, and, more impor-
tantly, to the limited trust radius of the truncated Taylor-
series expansion. Further improvement can be expected from
including higher order terms in the Taylor-series expansion
of the diabatic potential energy matrix, which can also ac-
count for anharmonicity effects in the excited-state poten-
tials. However, higher-order terms may also lead to unbound
potentials, making the simulation of spectra again very diffi-
cult. We have in the present work in an individual case im-
proved on the second-order approximation at the ground
stateReq by applying a fourth-order approximation which
also uses information about the long-range behavior of the
excited state. Although the model employed here is too sim-
TABLE VII. Main contributions~diabatic electronic states and excited-state
vibrational levelsv), excitation energies~eV!, and oscillator strengths to the
vibronic transitions for1Pu states of N2 from SAOP/ET-QZ3P-3DIFFUSE
calculations. Experimental values are given for comparison.
Main contribution SAOP Expt.1
Electronic state v Energy~eV! f Energy~eV! f
B 1Pu 0 12.918 0.0246 o
1Pu : 13.100 ¯
andA 1Pu 0
A 1Pu 0 12.965 0.1988 c
1Pu : 12.910 0.0635
B 1Pu 1 13.228 0.0529 o
1Pu : 13.345 0.0211
andA 1Pu 1
A 1Pu 1 13.254 0.0050 c
1Pu : 13.210 0.0640
C 1Pu 0 13.499 0.0920 b
1Pu : 12.500 0.002 54
B 1Pu 2 13.539 0.0576 o
1Pu : 13.585 0.0277
A 1Pu 2 13.545 0.0014 c
1Pu : 13.475 0.0155
C 1Pu 1 13.800 0.0170 b
1Pu : 12.575 0.0113
A 1Pu 3 13.835 0.0013 ¯ ¯
B 1Pu 3 13.852 0.0193 o
1Pu : 13.820 0.0236
andA 1Pu 3
andC 1Pu 1
C 1Pu 2 14.100 0.0018 b
1Pu : 12.663 0.0272
andB 1Pu 4
B 1Pu 4 14.163 0.0044 o
1Pu : 14.050 0.006 20
andC 1Pu 2
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plistic to aim at a full quantitative reproduction of all experi-
mentally known vibronic transitions, our present approxi-
mate second-order diabatic model Hamiltonian allows us to
reproduce important features of the vibronic structure of the
N2 absorption spectrum. Especially the results for the contri-
butions of the1Su
1 states, and of the singly excited~Ryd-
berg! 1Pu states, show that SAOP calculations in combina-
tion with the simple TDDFRT diabatizing scheme employed
in this study presents a promising way to the qualitative
simulation of the vibronic structure of larger molecules,
where the real power of the TDDFRT approach lies.
The important exception referred to earlier, involves a
state with partially doubly excited character, which cannot be
described in a linear-response TDDFT framework. The re-
sults for this1Pu state demonstrate that the lack of any con-
tribution of the double excitation 3sg , 1pu→(1pg)2 in the
TDDFRT precludes the accurate description of theb 1Pu .
We could rule out, with the calculations performed in this
work, the alternative assignment of orbital transitions to the
experimentally measured absorption spectra, which as noted
in Ref. 13 could ‘‘save’’ the good agreement of TDDFRT/
SAOP calculations with experiment. In particular, it cannot
be maintained that the vibrational progressions starting at
12.500 eV, with low energy spacings, could be caused by the
nonadiabatic coupling of the two1Pu Rydberg states. This
means that the assignment of vertical SAOP excitation ener-
gies to experimental ones has to be the one shown in Table I,
which also means that the excitation energy of the state with
important double excitation character, the adiabatic 31Pu
~diabatic C 1Pu), is significantly ~'1 eV for the u0&→u0&
transition, see Table VII! in error. This signals an important
limitation of the current linear response based on TDDFT
calculations of excitation energies.
There are several known examples, like the CN or CO1
radicals,50 linear polyene oligomers,51 or unsaturated organic
compounds like tetrazine52 for which states with partly dou-
bly excited character are apparently described correctly. In
contrast to this our conclusion is that the wrong shape of the
b 1Pu state is clearly caused by the inability of linear re-
sponse TDDFT calculations to deal with doubly excited con-
figurations; it cannot be attributed to the approximate nature
of the exchange-correlation potential. This was shown by
calculations with accurate Kohn–Sham potentials based on
ab initio densities, which confirmed the accuracy of the
SAOP potential and did not lead to any improvement in our
case. As has been pointed out in Ref. 7 and confirmed by our
~ST!EOM-CC calculations, also other single excitation based
ab initio methods have problems with theb 1Pu state be-
cause of its doubly excited character, which explains that all
these methods, like linear response TDDFT, yield a wrong
description of this state. The extended-STEOM-CC ap-
proach, however, which is capable to describe doubly excited
configurations, leads to significantly better results.
It is clear that proper incorporation of double excitations
in TDDFRT is a major challenge for the near future.
Recently, Maitraet al.53 made an important step, proposing
an adaptation of the exchange-correlation kernel, which
introduces special frequency dependence of the kernel in
cases where singly and doubly excited configurations mix. A
routinely applicable procedure would obviously be highly
desirable.
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33I. Özkan and L. Goodman, Chem. Rev.~Washington, D.C.! 79, 275
~1979!.
34E. J. Heller, Acc. Chem. Res.14, 368 ~1981!.
35E. J. Heller, R. L. Sundberg, and D. Tannor, J. Phys. Chem.86, 1822
~1982!.
36A. B. Myers, Chem. Rev.~Washington, D.C.! 96, 911 ~1996!.
37A. B. Myers, Acc. Chem. Res.30, 519 ~1997!.
38K. Ruedenberg and G. J. Atchity, J. Chem. Phys.99, 3799~1993!.
39A. Troisi and G. Orlandi, J. Chem. Phys.118, 5356~2003!.
40E. S. Kryachko and D. R. Yarkony, Int. J. Quant. Chem.76, 235 ~2000!.
41M. E. Casida, inRecent Advances in Density Functional Methods Part I,
Time-Dependent Density Functional Response Theory for Molecules, ed-
ited by D. P. Chong~World Scientific, Singapore, 1995!, pp. 155–192.
42S. J. A. van Gisbergen, J. G. Snijders, and E. J. Baerends, Comput. Phys.
Commun.118, 119 ~1999!.
43M. Nooijen and A. Hazra,VIBRON–A program for Vibronic Coupling and
6165J. Chem. Phys., Vol. 121, No. 13, 1 October 2004 Linear response in TDDFT
Downloaded 27 Mar 2011 to 130.37.129.78. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions
Franck–Condon calculations. With contributions from John Stanton and
Kurt Sattelmeyer, University of Waterloo, 2003.
44A. J. Sadlej, Theor. Chim. Acta79, 123 ~1991!.
45A. J. Sadlej, Collect. Czech. Chem. Commun.53, 1995~1988!.
46T. H. Dunning, Jr., J. Chem. Phys.90, 1007~1989!.
47R. A. Kendall, T. H. Dunning, Jr., and R. J. Harrison, J. Chem. Phys.96,
6796 ~1992!.
48R. van Leeuwen and E. J. Baerends, Phys. Rev. A49, 2421~1994!.
49D. P. Chong, O. V. Gritsenko, and E. J. Baerends, J. Chem. Phys.116,
1760 ~2002!.
50S. Hirata and M. Head-Gordon, Chem. Phys. Lett.314, 291 ~1999!.
51C.-P. Hsu, S. Hirata, and M. Head-Gordon, J. Phys. Chem. A105, 451
~2001!.
52D. J. Tozer, R. D. Amos, N. C. Handy, B. O. Roos, and L. Serrano-Andre´s,
Mol. Phys.97, 859 ~1999!.
53N. T. Maitra, F. Zhang, R. J. Cave, and K. Burke, J. Chem. Phys.120,
5932 ~2004!.
6166 J. Chem. Phys., Vol. 121, No. 13, 1 October 2004 Neugebauer, Baerends, and Nooijen
Downloaded 27 Mar 2011 to 130.37.129.78. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions
