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Одной из характерных особенностей систем радиометрического 
контроля является наличие шумов в канале обработки радиометриче­
ской информации (шумы источника излучения, собственные шумы фо- 
топриемного устройства и т. п.). В практике контроля нередко встреча­
ются задачи обнаружения сигнала от дефекта, лежащего на уровне 
шумов, так что существующие в дефектоскопии способы обработки ра­
диометрической информации не обеспечивают требуемой надежности 
обнаружения дефектов. Отсюда возникает необходимость построения 
более эффективных обнаружителей сигнала от дефекта.
В работах [1, 2] показано, что для построения более эффективных 
обнаружителей сигнала от дефекта необходимо использовать модель 
сигнала от дефекта с неизвестными параметрами. С точки зрения м а­
тематической статистики данная задача может быть сведена к задаче 
обнаружения в пуассоновских шумах интенсивности А сигнала от де-
Фекта- S(tlT0,T„A) =  As(t,‘t0,xI), (1)
где А — неизвестная амплитуда сигнала от дефекта; 
s( t )  — известная функция времени;
to — неизвестный параметр времени прихода сигнала от дефекта;
Ti — неизвестный параметр длительности сигнала от дефекта.
Принимая трапецеидальную аппроксимацию сигнала от дефекта 
[3], будем иметь
Y - - - 0-  , -C0 <  t <  T0 +  X1
s (t, -C0 > ''l) =  {
I
I , *0 +  *1 <  t <  +  T -  T, (2)
T  ~ t  +  X° . T  -  ^  t ^  T +  T0
t I
Здесь T — длительность сигнала от дефекта.
При заданной скорости контроля ѵ и заданной длине окна колли-
Яматора детектора а имеем T =  t0 +  T1 , t0 =  —  . (3)
Считая, что сигнал от дефекта наблюдается на интервале длитель­
ности Т, будем иметь для вероятности появления на выходе детектора
за время T ровно n электрических импульсов
в случае, когда сигнал от дефекта отсутствует.
P m  ( п )  =  Y Y L  е = хт ( 4 )
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Фиксируя значения параметров А, то, Ti в случае, когда сигнал от 
дефекта присутствует, получим
Рсш(п I А, т0 , X1) =  t(X+As(L>Xl))Tl-n ^(M -As(EX0lT1))T. (5)
Из (4) и (5), с учетом (3), находим логарифм отношения правдо­
подобия
Аn In I +  “ S (t, T0 , T1) As (t, T0 , T1) (T1 +  to) , (6)
Выражение (6) получено при фиксированных значениях парамет­
ров то, Ti, А. іВ силу того, что 'величины этих параметров неизвестны, 
требуется на основании одного выборочного значения п построить
А Л Л
оценки то, Ti, А.
Наиболее эффективным методом оценки неизвестных параметров 
является метод максимального правдоподобия. Поэтому будем искать
А Л Л
оценки неизвестных параметров А, то, Ti из условия максимума выра­
жения (5) или (6). Находя максимум (6) по параметру А, получим
А =  n - M t 0 +  x,)
(to +  ^l) S (t. X0 , x,)
Из (7) видим, что оценка максимального правдоподобия амплиту­
ды сигнала от дефекта принадлежит классу линейных оценок. Под­
ставляя (7) в (6), после несложных преобразований получаем опти­
мальное правило выноса решения о наличии или отсутствии сигнала 
от дефекта для модели сигнала от дефекта с неизвестной амплитудой 
при любом фиксированном значении параметра то. Оно заключается 
в следующем: принимается решение у\ (сигнал от дефекта присутству­
ет), если выполняется неравенство
n t n il n T T — i-----7 — 1Mto +  <)
>  К д  , (8)
и, наоборот, принимается решение у0 об отсутствии сигнала от дефек­
та, если (8) не выполняется. Л
Величина порога обнаружения Ka и вероятности ошибок обнару­
жения а (вероятность ошибки ложных срабатываний) и ß (вероятность 
ошибки пропуска сигнала) в данном случае легко находятся по мето­
дике, изложенной в [4].
Однако использование оптимального правила (8) при расчете ре­
альной чувствительности дефектоскопа связано со значительными поте­
рями полезной информации, так как неопределенность местоположения 
дефекта в объекте контроля приводит к нарушению однородности про­
веряемых гипотез (неизвестный параметр времени прихода сигнала от 
дефекта т0).
Итак, в силу того, что сигнал от дефекта S(t ,  т0) является функци­
ей неизвестного параметра то, необходимо некоторое априорное знание 
о параметре.
I. Apriori известно, что параметр то представляет собой момент на­
чала захода дефекта в зону окна детектора, то есть момент начала из­
менения средней интенсивности L(T) в сторону увеличения (дефект име­
ет меньшую поглощающую способность излучения по сравнению с без­
дефектным поглотителем) или в сторону уменьшения (дефект обладает 
большей поглощающей способностью). В данной работе, не нарушая 
общности, будем считать, что
если
S ( t ,  T0) > 0 ,  ( 9 )
T o ^ t < C T  F t 0.
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2. Вид функции S(t, T0) известен и определяется выражениями (1) 
и (2).
3. Предполагаем, что априори известна длительность сигнала от 
дефекта Ts.
4. На основании анализа большого объема эмпирических данных 
о характере расположения дефектов в однотипных объектах контроля 
или из других практических соображений всегда можно установить 
наименьший (по крайней мере по вероятности) интервал между двумя 
соседними дефектами, так что на нем с вероятностью P ( H 0) =  I выпол­
няется гипотеза H0. Предположим, что вероятность появления двух де­
фектов на расстоянии ближе, чем на 3TS по оси времени, равна нулю. 
На этом, в самом общем случае, и ограничивается априорное знание о 
параметре.
Для построения алгоритма обнаружения сигнала от дефекта необ­
ходимо извлечь из выборочных данных некоторую апостериорную ин­
формацию о параметре т0, то есть, другими словами, требуется найти
л
иаилучшую оценку т0 истинного параметра т0. Если оценка T0 является
л
несмещенной, то, принимая т0 за истинное значение параметра т0, при-
л
ходим в среднем (с точностью до дисперсии оценки т0) к выполнению
условия однородности гипотез Hi или H0, заключающегося в том, что
при гипотезе H0 выборочные значения могут быть взяты только из шу­
ма (интенсивности M T), а при гипотезе Hi выборочные значения взяты 
из смеси сигнал+ш ум (интенсивности Я (Т )+ S 1(T) > L ( T ) .
Легко заметить, что вся полезная информация о сигнале от дефек­
та в данном случае может быть получена при выполнении двух основ­
ных условий:
а) вероятность выполнения гипотезы Hi
P(H1)=Il; (10)
б) длительность Ts сигнала от дефекта и длительность интервала 
времени наблюдения T0 удовлетворяют равенству
T0 =  Ts=T. (И )
л
Однако, так как оценка т0 может обеспечить выполнение условия 
однородности проверяемых гипотез лишь в среднем (то есть лишь с
А
точностью до дисперсии т0), а вероятность выполнения гипотезы H i при
л
использовании то как истинного значения to P(IHi) < 1 ,  то полученное 
таким опособом правило івыяоса решения о наличии или отсутствии сиг-
Л
нала (даже если т0 эффективная) от дефекта не будет оптимальным.
Л
Действительно, так как т0 имеет некоторую конечную, отличную от нуля
л
дисперсию D (t0) > 0 ,  то для выполнения условий считывания всей ин­
формации о сигнале от дефекта нужно потребовать, чтобы T0> T S, а это 
противоречит условию однородности проверяемых гипотез. С другой
л
стороны, так как D (t0) > 0 ,  необходимым условием для выполненности 
условия однородности проверяемых гипотез является требование T0< T S, 
что противоречит условиям, необходимым для считывания всей полез­
ной информации о сигнале от дефекта. И в довершение всего равенство
л
T0 =  Ts при D ( t0) > 0  не может быть выполнено, так как это приводит 
с вероятностью P (-) =  1 к нарушению однородности проверяемых ги­
потез.
Нахождение оптимальной структуры обнаружителя сигнала от де­
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фекта (1) связано с нерешенной в теории связи проблемой совместного 
обнаружения и оценки параметров сигнала [5].
Однако использование дополнительной априорной информации о 
параметре то, указанной в пунктах 1+4, позволяет построить близкий 
к оптимальному обнаружитель сигнала от дефекта с неизвестными па­
раметрами то и А.
Правило решения (8) является оптимальным для сигнала с неиз­
вестной амплитудой при любых фиксированных значениях параметров 
Ti, то. Однако необходимым условием того, чтобы правило выноса (8) 
было оптимальным, является равенство To =  0, то есть момент начала 
считывания информации о сигнале должен совпадать с моментом вре­
мени прихода сигнала. В противном случае нарушается условие одно­
родности проверяемых статистических гипотез, и задача не может быть 
сведена к вопросу проверки простых гипотез [4].
С другой стороны, если учесть дополнительную априорную инфор­
мацию о параметре т6, указанную в пунктах 1+4 , можно сделать вывод 
о том, что оценка параметра то, заключающаяся в сравнении с поро­
гом максимальной из m зависимых статистик (8), получаемых за ин­
тервал времени T и сдвинутых друг относительно друга по моменту
ЗТначала отсчета на время At =  —  , близка к оптимальной. Зам е­
тим, что оценка т0 в этом случае производится до обнаружения, и ре­
зультаты оценки могут быть использованы лишь после принятия обна­
ружителем решения у\ о наличии сигнала от дефекта (рис. 1), что со­
гласуется с новейшими результатами теории совместной оценки и об­
наружения [5].
Рис. 1. x — канал обработки ра­
диометрической информации; пДт), 
(j = 1, 2, m ) — сумматор числа 
электрических импульсов за вре­
мя Т; Uj(T), (j =  l ,  2, ..., m) — блок
/ max
вычисления статистики U; m
— блок поиска максимума; К — 
порог обнаружения; уі — решение 
о наличии сигнала от дефекта; 
Yo — реш ение об отсутствии сиг­
нала от дефекта.
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Поэтому алгоритм обработки дискретной радиометрической инфор­
мации строится следующим образом: канал обработки радиометриче­
ской информации x содержит в себе ш идентичных сумматоров пЦТ) ,  
Ii2(T), ..., Пщ(Т), на выходе которых мы имеем последовательность за ­
висимых выборочных значений пі(Т), (1 =  1, 2, ...), сдвинутых друг от­
носительно друга по моменту начала и кокца отсчета на полный интер-
ЗТвал времени At =  —  ; ш идентичных блоков U i (T),  U 2(T),  ..., Um(T)IH
вычисления статистики
U =  n (T) I n L l I I - IXT (12)
блок поиска максимума
шах
m , выбирающий наибольшую из m ста
тистик Uj ( j = l ,  2, m) и порог обнаружения К.
Д ля завершения решения задачи обнаружения сигнала от дефек-Л
та (1) необходимо найти оценку Ti . Нетрудно убедиться в том, что в
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данном случае найти оценку максимального правдоподобия n  ш а х ,  сов-
л
местную с оценкой А, не удается.
С другой стороны, из практических соображений можно указать 
границы изменения возможных значений параметра длительности сиг­
нала от дефекта ть то есть
Ti m i n Ti ^Tmax- (13)
Тогда, разбивая интервал [ti mm, Ti max] на M ранных подынтервалов 
длительности
т і шах т і minAt1 =  At = M (14)
можно приближенно считать, что любое значение параметра вы раж а­
ется следующим образом:
Tik=Ti т іп + кД ть  (15)
к =  0, 1, ..., М.
Тогда оптимальное правило выноса решения о наличии или отсут­
ствии сигнала от дефекта с неизвестными параметрами А и Ti будет з а ­
ключаться в следующем: принимается решение у\ о наличии сигнала от 
дефекта, если выполняется хотя бы одно из неравенств
n (Tk)n (Tk) In -  1 Ck , (16)
* (tO +  тк)
где п(Тк) — сумма числа электрических импульсов с выхода фотоде­
тектора за тремя Tjc.
Tk =  M -T k. (17)
Блок-схема обнаружителя сигнала от дефекта с неизвестными па­
раметрами А, Ti представлена на рис. 2. Канал обработки радиометри­
ческой информации x содержит M сумматоров п ( Т+ ,  ..., п(Тм) ,  вычис­
ляющих сумму числа электрических импульсов за отрезки времени Tb 
..., Tm ; M блоков U b U2, ..., U m вычисления статистики (16) и M поро­
гов обнаружения C b ..., Cm-
Р и с .  2 .  к  —  к а н а л  о б р а б о т к и  р а д и о м е т ­
р и ч е с к о й  и н ф о р м а ц и и ;  П](т), Q = s I f 2 ,  . . . ,  
М )  —  с у м м а т о р  ч и с л а  э л е к т р и ч е с к и х  
и м п у л ь с о в  з а  в р е м я  T j ,  Q = = I ,  2 ,  М ) ;
U j  —  б л о к  в ы ч и с л е н и я  с т а т и с т и к и  U ;  1 
C j ,  Q = = I ,  2 ,  . . . ,  М )  —  п о р о г  о б н а р у ж е ­
н и я ;  V i —  р е ш е н и е  о  н а л и ч и и  с и г н а л а  
о т  д е ф е к т а ;  у 0 —  р е ш е н и е  о б  о т с у т ­
с т в и и  с и г н а л а  о т  д е ф е к т а .
Выводы
1. Учет дополнительной априорной информации об ограничениях, 
накладываемых на параметры А и то, позволяет построить близкие к 
оптимальным обнаружители сигнала от дефекта.
2. Получена оптимальная переходная характеристика нелинейного 
фильтра для обнаружения сигнала от дефекта с неизвестной амплиту­
дой.
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