Abstract-We obtain some approximation results for a class of nonlinear filtering problems with delay in the observation, i.e. systems (X, Y ), which can be represented by means of a Markov system (X,Ŷ ), in the sense that Yt =Ŷ a(t) . To this aim we give some general upper bounds which are computed explicitly in the particular case of Markov jump processes with counting observations.
I. INTRODUCTION
Consider a partially observed stochastic system (X, Y ) = (X t , Y t ) t≥0 , that is, a state process X = (X t ) t≥0 , which cannot be directly observed, and a completely observable process Y = (Y t ) t≥0 , which is referred to as the observation process. The aim of stochastic nonlinear filtering is to compute the conditional law π t of the state process at time t, given the observation process up to time t, i.e., the computation of the so-called filter
for all functions ϕ belonging to a determining class, i.e., the best estimate of ϕ(X t ) given the σ-algebra of the observations up to time t, F Y t = σ{Y s , s ≤ t}. A classical model of partially observed systems arises when both the state and the observation are diffusion processes. In this case it has been shown that the filter solves a stochastic partial differential equation known as the Kushner-Stratonovich equation (cf., e.g., Pardoux [17] and the references therein).
Filtering problems involving jump-diffusion processes have been studied by many authors. In particular, the jump system (x t , y t ) t≥0 defined below enters in the more general 
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K 0 (x s − , y s − ; ζ)N (ds, dζ)
where N (ds, dζ) is a Poisson measure on R × Σ with mean measure ds ⊗ ν(dζ); the random variable x 0 has values in R k and probability distribution µ x 0 ; the random variable x 0 and the Poisson random measure N (ds, dζ) are independent; the sets D 0 (x, y) and D 1 (x, y) are disjoint. Under suitable hypotheses (cf. [12] ), the above system has a unique solution (x t , y t ) t≥0 , which is a Markov process with formal generator L given by
Then the filter π
can be obtained via the following normalization procedure: Let s = {s i } i≥0 be an increasing sequence of times such that s 0 = 0; define
defineρ t (dx|s) by the following self-contained procedure: we have
where T i are the observed jump times.
Different approximation procedures and numerical schemes have been studied by many authors in the past years (see, for example, Kushner [14] , Di Masi, Pratelli, and Runggaldier [9] , Le Gland [15] , Elliott and Glowinski [10] , Lototsky, Mikulevicius, and Rozovskii [16] , Del Moral [8] , Calzolari and Nappo [6] , or Ceci, Gerardi, and Tardelli [7] and the references therein).
In this paper we are interested in the approximation of the filter when dealing with the following nonlinear filtering problem with delay in the observation: we consider the system (X, Y ) such that Y t =Ŷ a(t) , where (X,Ŷ ) is a Markov process with generator L, and a(·) is a nondecreasing continuous function, with a(0) = 0, a(t) ≤ t for all t ≥ 0. As an example we can take (X,Ŷ ) = (x t , y t ) t≥0 , with x t and y t defined as in (2) and (3), respectively. Theorem I.1 (see [4] ). The filter π t associated with the system (X, Y ) described above can be represented as 
The approximation problem we consider is interesting due to the fact that partially observed systems with delay in the observations appear in stochastic finance. For instance, in [18] Schweizer has given an example of information with delay for a financial model, using the the risk minimization criterion. This criterion corresponds to a quadratic loss function; the use of different loss functions leads to consider the hedging problem as an optimal control problem. Then, from a Bayesian point of view, filtering may appear in the case of partial observations, and in this direction diffusion-type models are mainly studied in the literature. More recently, in [11] Kirch and Runggaldier have studied a control problem with partial observation when the stock price evolves as
where a, b > 0 are constants, and N + and N − are counting processes with random unobservable intensities Λ + and Λ − . The observation of the stock price is equivalent to the observation of the couple of counting processes N + and N − . In [11] , N + and N − are assumed to be conditionally independent Poisson processes given their random time constant intensities Λ + and Λ − , which are independent and with prior distribution gamma. In this case the filter of (Λ + , Λ − ) given N + and N − up to time t can be reduced to a couple of filtering problems, each with one counting observation process, and can be computed explicitly. If the time constant assumption on the intensities were dropped, then the explicit computation of the filter would no longer be feasible, and a filtering approximation problem would naturally arise. Considering also a delay in the information would then lead to an example fitting the framework of section IV.
Some approximation results can be obtained for different systems and by making use of different techniques. As an example we can take the simple delayed diffusion model considered in [4] , the filter of which can be approximated by the convergence result in [5] , as explained in Remark 1.3 of [3] , where we deal with the approximation of nonlinear filtering for systems solving stochastic delay differential equations (see [3] for some references on the last topic).
II. APPROXIMATION FOR GENERAL FILTERS

A. Different kinds of approximation
Suppose that a sequence of stochastic systems
. Then a natural question is whether the corresponding sequence of filters π n converges to the filter of the limit system π. Different kinds of convergence can be considered for both the systems and the filters. Convergence of their distributions is the first one, and, moreover, the only one that can be considered when the systems (X n , Y n ) are defined on different probability spaces. The most frequently used is weak convergence of their distributions. Furthermore, in this case one can distinguish between convergence of π n t to π t as random probability measures on R k , for each t, and convergence of the processes π n = (π n t ; t ≥ 0) to π = (π t ; t ≥ 0), as càdlàg measure-valued processes. Finally, one can consider different metrics dist(ν 1 , ν 2 ) on the space P = P(R k ), which is the space of probability measures on R k , such as the total varia-
ϕ bounded and Lipschitz , where ϕ denotes the supnorm, and L ϕ is the Lipschitz constant of ϕ. In the following we will consider P endowed with one of the above metrics.
When instead all the processes are defined on the same probability space (Ω, F, P ), then one can also consider other kinds of convergence such as convergence in probability,
, and so on. This situation arises typically when one is interested in the limit system, and the sequence (X n , Y n ) is constructed pathwise starting from the path (X, Y ) such as, for instance, in the Euler approximations of diffusive systems.
When the filters π n and π have a robust version, that is, when for suitable deterministic measure-valued functionals U n and U , with paths in the Skorohod space
, and π t (dx) = U (t, Y ; dx); then, in order to consider convergence in probability, one has to assume that the processes Y n and Y are defined on the same probability space. Such deterministic functionals U n 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeA09.3
and U satisfying the above properties always exist under very general conditions (see Kurtz and Ocone [13] ). Note that the functionals U n and U depend on the joint distribution of (X n , Y n ) and (X, Y ), respectively, and are defined in
almost surely with respect to P Y n , the law of Y n , and with respect to P Y , the law of Y , respectively. As an example one can consider approximating and limit models such as the jump model with counting observations, as given by (2) and (3), for which the functionals U and U n can be computed as in (4), or such as the classical diffusive model, for which the functionals U and U n are also computable as shown in [13] , for example.
A different approach to the problem of the approximation of the filter takes into account that a realistic approximation depends on the trajectory actually observed and uses the robust representation described above. Two different types of situations can arise as follows:
1 The true model is (X, Y ), and therefore we observe Y , while the models (X n , Y n ) are more manageable approximations.
2 The true model is (X n , Y n ), depending on a large parameter n, and therefore we observe Y n , while (X, Y ) is a more manageable limit model.
In situation 1 the true filter is π t , and it is natural to considerπ
as an approximation of π t , depending on the trajectory actually observed. The functional U n is defined P Y n -almost surely; therefore, in order to defineπ n = {π n t ; t ≥ 0} almost surely it is natural to assume that P Y is absolutely continuous with respect to P Y n . One is interested in evaluating
where dist can be one of the integral metric considered above. In situation 2 the true filter is π n t , and it is natural to consider π n t = U (t, Y n ) as an approximation of π n t , depending on the trajectory actually observed. In this case one is interested in dist(π n t , π n t ). In this presentation we consider only situation 1. However the results here obtained can be easily rephrased in situation 2 (see [3] ).
Note that,π n t is not a conditional law. Moreover, with this kind of approximation it is not even necessary that the sequence of processes {Y n } and Y be defined on the same probability space, and both the almost sure convergence and the convergence to zero in probability of (7) can be considered. For instance, the convergence in probability is implied by the convergence to zero of
Finally, note that when the distance between π t andπ n t is given in terms of the total variation or the bounded-Lipschitz metrics, then
where K is a suitable class of functions: for the total variation, the class
is the class of measurable functions ϕ with ϕ ≤ α; for the bounded-Lipschitz metric, the class
is the subclass of Lipschitz functions, with Lipschitz constant L ϕ ≤ Λ.
B. General upper bounds
In the following we assume that it is possible to construct copies (X n ,Ỹ n ) and (X,Ỹ ) of the pairs (X n , Y n ) and (X, Y ) on the same measurable space (Ω, F), equipped with different probability measures P and P n and with the property thatỸ n =Ỹ , i.e., (a) on (Ω, F, P) the model (X,Ỹ ) has the same law as the model (X, Y ), (a n ) on (Ω, F, P n ) the model (X n ,Ỹ n ) = (X n ,Ỹ ) has the same law as the model (X n , Y n ).
Remark II.1. When the systems (X, Y ) and (X n , Y n ) are Markovian, condition (a) means that under P the pair (X,Ỹ ) has the generator L of (X, Y ), and the initial distribution
, while condition (a n ) means that under P n the pair (X n ,Ỹ ) has the generator L n of (X n , Y n ), and the
As will become clear in the application to the jump models in section IV, it is natural to construct the probability spaces (Ω, F, P) and (Ω, F, P n ) starting from a given probability space (Ω, F, Q) in such a way that (b1) P and P n are absolutely continuous with respect to Q onF t = FX ,X n ,Ỹ t for all t ≥ 0. The above condition implies that P and P n are absolutely continuous with respect to Q on FỸ t . For technical reasons, it is more convenient to assume the further condition that (b2) the probability measures Q, P, and P n are equivalent on FỸ t for all t ≥ 0.
Indeed, under conditions (a) and (a n ), then U (t,Ỹ ; ϕ) = E[ϕ(X t )/FỸ t ], P-a.s., and analogously U n (t,Ỹ ; ϕ) = E n [ϕ(X n t )/FỸ t ], P n -a.s., and therefore, if condition (b2) holds, then the previous relations hold almost surely under Q, P, and P n . Therefore, by (6) and (8)
where we stress that, under P, the law of U n (t,Ỹ ; ϕ) = E n [ϕ(X n t )/FỸ t ] is the same as the law ofπ n t (ϕ), and therefore not the law of π n t (ϕ), the filter of the approximating system, evaluated at ϕ. Then it is natural to start by looking for Q-a.s. upper bounds of
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and then to take the expectation with respect to E . Furthermore, if condition (b1) holds, it can be shown (e.g., by Lemma 4.1 of [6] ) that, for any bounded function ϕ,
is bounded above by
s., and therefore also P-a.s. and P n -a.s., where
Taking into account that
the previous observations can be used to get upper bounds for E[dist(π t ,π n t )] when using the total variation or the bounded-Lipschitz metric. Indeed one has the following upper bounds for (9)
Moreover, an easy computation gives
(12) As a consequence of the above analysis we get the following upper bounds.
Theorem II.2.
Under conditions (a), (a n ), (b1), and (b2),
and
Remark II.3. Under (a), (a n ), (b1) and (b2) one can get sufficient conditions for the weak convergence of π n t to π t (see Theorem 2.6 and Remark 2.7 in [3] , see also [1] and [2] ).
C. Further upper bounds
In this section we give a slight generalization of Theorem II.2, which we use in the sequel to treat the delayed observations. To this end we introduce K T V (α), the class of measurable functions φ(x, y) bounded above by α, and the subclass of functions φ(x, y) , such that for all x, x , and y, |φ(x, y)−φ(x , y)| ≤ Λ|x−x |. Note that, with a slight abuse of notation, we can write
Theorem II.4. If conditions (a), (a n ), (b1), and (b2) hold,
with C = 2. The same upper bounds hold for
, but with C = 1.
III. APPROXIMATION IN FILTERING FOR MARKOV MODELS WITH DELAYED OBSERVATIONS
Let (X n ,Ŷ n ) and (X,Ŷ ) be Markov systems with generators L n and L respectively. In this section we consider the systems (X n , Y n ) and (X, Y ) such that Y n t =Ŷ n a(t) , and Y t =Ŷ a(t) , where a(·) has the same properties as in Theorem I.1. We are interested in the approximation (6) of the filter, and therefore we need a representation formula for the functionals U n and U . Thanks to Theorem I.1, these functionals can be expressed in terms of the corresponding functionalsÛ n andÛ of the underlying Markov systems, i.e., the functionals such thatπ n t =Û n t,Ŷ n andπ t = U t,Ŷ (note that the functionalsÛ n andÛ depend on the initial distributions and the generators of the corresponding Markov systems). Indeed
and an analogous representation holds for π t (ϕ) by dropping the index n in the above expression. Therefore
and is is bounded above by the sum of
both evaluated in r = a(t) and y =Ŷ . Moreover, natural upper bounds for the second addend are
As a consequence the distance between the filter and the approximation can be bounded above by means of the distance betweenÛ n andÛ and the distance between the semigroups e 
, then, the previous upper bound holds with
The addends in the above upper bounds will be evaluated when studying filtering systems with counting observations in the following section. In particular, upper bounds for their expectations will be obtained by a slight modification of the arguments used in Theorem II.4.
IV. COUNTING PROCESSES OBSERVATIONS
In this section we assume that the pairs (X,Ŷ ) and (X n ,Ŷ n ) are Markov systems in R × N, with respective initial distributions µ 
and L n has an analogous definition, but with λ n i (x, y) and µ n i (x, y; ·) instead of λ i (x, y) and µ i (x, y; ·), for i = 0, 1. Thus the predictable intensities ofŶ andŶ n areλ 1 (t) :
Note that the operator L given above can be expressed in the same form as the one defined in the introduction and vice versa. From now on we will say that the operator L is bL-regular when it satisfies the following conditions: (R 0 ) For every z the function x → λ i (x, z) is bounded-Lipschitz continuous and the Lipschitz constant is bounded from above by
It is important to stress that, if L is bL-regular, then, for a suitable constant M (given below in Proposition IV.1), e Lu (K BL (α, Λ)) ⊆ K BL (α, Λe Mu ) (for the proof see Corollary 4.9 in [3] ), and thus Proposition III.1 holds with Λ (u, Λ) = Λe Mu . The central tool for the proofs of our bounds (see Theorem IV.3 below) is a particular construction of the pairs (X n ,Ŷ n ) and (X,Ŷ ) on the same measurable space (Ω, F), equipped with three different probability measures Q, P, and P n , in a similar way to that used in section II, and such that: (â) under P the pair (X,Ŷ ) has generator L and initial distribution µ = µ X 0 ⊗ δ {y} ; (â n ) under P n the pair (X n ,Ŷ ) has generator L n and initial distribution µ n = µ X n 0 ⊗δ {y} ; (b) the probability measures Q, P, and P n are equivalent on
(note that, in order to avoid the notationỸ , we have used the notation (X,Ŷ ) instead of (X,Ỹ )). Then, in this framework, Theorem II.4 applies with (X, X n ,Ŷ ) instead of (X,X n ,Ỹ ) and witĥ U andÛ n instead of U and U n , respectively. Furthermore (see (4) and (5) (see Remark 4.1 in [3] and Lemma 3.7 in [6] ), the triplet (X, X n ,Ŷ ) is 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeA09.3 
