Ordered estimators for skewed populations by Rosenzweig, Martin Stephen
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1968
Ordered estimators for skewed populations
Martin Stephen Rosenzweig
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Statistics and Probability Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Rosenzweig, Martin Stephen, "Ordered estimators for skewed populations " (1968). Retrospective Theses and Dissertations. 4627.
https://lib.dr.iastate.edu/rtd/4627
This dissertation has been 
microfilmed exactly as received 69-9890 
ROSENZWEIG, Martin Stephen, 1935-
ORDERED ESTIMATORS FOR SKEWED POPULA­
TIONS. 
Iowa State University, Ph.D., 1968 
Statistics 
University Microfilms, Inc., Ann Arbor, Michigan 
ORDEHED ESTIMATORS FOR SKEWED POPULATIONS 
by 
Martin Stephen Rosenzweig 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of 
The Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Major Subject: Statistics 
Approved; 
In Cha e o Major Work 
Head of Major D rtment 
D ^ of Graduate College 
Iowa State University 
Ames, Iowa 
1968 
4 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
11, 
TABLE OF CONTENTS 
Page 
I. INTRODUCTION 1 
II. REVIEW OF LITERATURE 5 
III. RELATIVE EFFICIENCY l6 
IV. TESTS 19 
V. ESTIMATION 37 
VI. SUMMARY AND CONCLUSIONS 62 
VII. BIBLIOGRAPHY 69 
VIII. ACKNOWLEDGEMENTS 72 
1 
I. INTRODUCTION 
We propose in this thesis a possible solution to the 
problem of analysing sample survey data which contains "large" 
observations. By large, we mean that the list of numbers 
which constitutes the data contains values which are very much 
greater than the general body of data, and seemingly bear 
little resemblance in magnitude to the smaller numbers. 
In the more controlled atmosphere of experimental design, 
the usual procedure Is to reject by some method unusually 
large observations, saying in essence, that by the nature of 
the design such observations cannot reasonably occur unless 
someone has contaminated the experiment. There exists quite 
an array of tests for such "outlier" observations. Dixon 
(1950) presents an empirical comparison of a number of them. 
These tests are based on ranges, mid-ranges, and standardized 
ranges. They are constructed to be sensitive to changes in 
scale and location. Anscombe (i960, I961) advances procedures 
based on the analysis of residuals for each experiment, 
adjusting the procedure to the Individual experiment. 
However, Tukey (1962) suggests that perhaps it might be better 
to consider families of "longer-tailed" distributions in order 
to explain these outliers. He recommends research be done on 
long tailed symmetric distributions which he feels might be 
•profitably applied in some instances. This approach finds 
more sympathy among samplers. 
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Unlike the experimental design situation, in sampling we 
generally have no reason to Reject unusual data as spurious. 
The appearance of a millionaire In an income survey may be 
unusual but the value of the characteristic is certainly not a 
false one. However, the presence of these large observations 
in the population causes an unwanted increase in the variance 
of the sample mean. Wé desire then some adjustment procedure 
which, short of rejection, reduces the effect on the variance 
of the estimated mean by large observations. 
One point of dëpaï'ture is to construct a means of de­
ciding what is a large observation, or an observation which 
should be adjusted in some fashion, or what Is a population 
where these procedures are needed. We shall consider two test 
statistics, one called P, the other T. And we shall use these 
as preliminary tests to determine the estimator to use. It is 
in the nature of these tests and the associated estimation 
procedure that we differ from classical sampling theory. Both 
testing and estimation will Involve distributional assumptions. 
Classical sampling theory is characterized by a reluctance 
to make distributional assumptions about populations of 
interest. This hesitancy is supported by at least two factors: 
(1) the extremely satisfactory performance of the sample mean 
as an estimator, and (2) the difficulty in Justifying distri­
butional assumptions. Even in the case of confidence inter­
vals, the use of normality is regarded as an approximation 
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resting on the Central Limit Theorem which we use only because 
we must. 
However, the use of concomitant information does have 
an accepted place in classical sampling. If we locate a 
second characteristic related to the characteristic of inter­
est, we may make use of a variety of methods for improving the 
precision of our estimate: regression, ratio estimation, and 
stratification are standard techniques, found, e.g., in 
Cochran (1963). 
None of these methods employ distributional information, 
rather they involve sampling for one or more additional 
characteristics. We assume we have concomitant information 
In the form of distributional Information. How, if at all. Is 
this to be used? 
We shall assume that above some level the population being 
sampled Is well approximated by some member of the Weibull 
family of distributions. Our estimation procedure Is based on 
the idea that we shall have to discriminate between Weibull 
distributions, namely, those with shape parameter one and 
those with shape parameter less than 1. The first is the 
exponential distribution for which the sample mean is the 
minimum variance, unbiased linear estimator. 
The procedure, therefore, runs as follows: The sample Is 
divided into "smaller" values. Group I and "larger" values, 
Group II. The estimator of the mean Is the weighted sum of 
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the sample mean of droup I, plus the estimator for the mean of 
Group II. To find the estimator for Group II we need a test 
which discriminates between the two distributions above. An 
appropriate test Is described below. 
Conditional on the result of the test, the estimator for 
the mean of Group II will be either a sample mean, or a linear 
function of Weibull order statistics. If the test indicates 
an exponential distribution, then the mean will be used. If 
the Weibull with shape parameter less than 1 is indicated, a 
linear function of order statistics will be used. 
The weights for two linear estimators based on Weibull 
order statistics will be presented. Also, we shall mention 
the use of a quadratic programming algorithm to produce non-
negative weights, sinpe in some instances negative weights may 
be objectionable. 
Finally we shall present some discussion of the finite 
population problem. 
As this thesis deals at length with the Weibull distribu­
tion which is a distribution not necessarily familiar to sam­
plers, perhaps some brief comments are in order. 
The distribution function of the Weibull is 
În (shape parameter) X > location parameter 
where the scale and location parameters are familiar, and the 
shape parameter has the following effect; 
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a) If the shape parameter is one, F(x) is an exponential 
distribution. 
b) If the shape parameter is less than one, F(x) looks 
generally like an exponential, asymptotes at zero, but is more 
skewed than an exponential distribution. 
c) If the shape parameter is greater than one, F(x) is 
a skewed, convex distribution reminiscent of the chi-square 
distribution. 
In the following material, we shall consider two cases. 
The first is with the shape parameter known, and the second is 
with the location parameter known. 
In the first case, we use the notation 
P(y)=l-e y > bA - a 
where the scale, location and shape parameters are b, a and 
A is a truncation of the distribution which is justified below. 
Also, d is specialized to 3 on occasion. 
In case two, we use the notation 
P(y) = 1 _ e-(y/k)^+A y > XA^/P 
where g is the shape parameter and A. is the scale parameter. 
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II. REVIEW OF LITERATURE 
The work published in the area of order statistics, non-
parametric statistics or rank or serial statistics is volumi­
nous. It may be of historical interest to observe that an 
article by Karl Pearson written in 1915 appears in Biometrika 
(10: 4l6) in which he referred to a 1907 paper of his own, 
both dealing with rank correlation. Another early paper is 
the Fisher and Tippett article In the Prbceedlngs of the 
Cambridge Philosophical Society 24: 180 (1928) on the asymptotic 
distribution of the extreme order statistics. A series of 
articles by E, S. Gumbel appeared in several journals. He 
presented a general discussion of order statistics in the 
Annals of Mathematical Statistics l4: 163 (19^2). He also 
wrote a well known treatise on extreme-value theory (Nat. 
Bur. Stand. Applied Math. Ser. 33» Washington (1954)). 
In the area of estimation, Lloyd (1952) showed, that for 
distributions depending on scale and location parameters only, 
one can apply generalized least squares to ordered samples, 
and if the expectations and variances and covarlances of the 
ordered observations satisfy the usual Gauss-Markov conditions, 
then the result will be minimum-variance, unbiased, linear 
estimates. Thus, if Y Is a vector of order statistics with 
E(Y) = [il + a a 
= P0, say 
where p = (l,a) and 8 = (ia,a) and p Is known, and 
2 E(Y - p0)(y - p0)' = a ID where o) Is an (nxn) 
symmetric positive-definite matrix of known constants, then 
the minimum-variance, linear unbiased estimator is 
0 = (p'uu~^p)"^ p'(ju~^Y 
and 
V(0) = (p'uj~^p)~^ . 
Lloyd also demonstrates that -the sampling variance of the 
order estimator never exceeds that of the sample mean. 
Blom (1956, 1958) considers the extension of minimum 
variance unbiased estimators to a class of approximations, 
which he calls "nearly best estimates" in the sense of asymp­
totic unbiasedness, or asymptotic minimum variance. A linear 
estimator of, say, 
a = k-u + k. 
from 
may be written as 
F[^] = F(z) 
ot — ( 1 ) ^ 
He notes that if 
^i ^ 
where Xis a fractile of x which has a continuous distribu­
tion function F, and a density function f, then setting 
y(i) " ®i+l =(1+1) - ®i^(i) 
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yields a statistic whose approximate variance and covarlance 
are independent of F. 
Blom's approximation is considered In some detail in the 
section on tests. 
The search in life-testing for distributions to help 
explain the failure rate of manufactured items, led to some of 
the work on the exponential, Welbull and extreme-value dis­
tributions. For example, the Epstein and Sobel articles 
(1953» 195^) considered the exponential distribution, 
f(x) = — X > 0, a > 0, 
o 
where they have the first r (out at n) ordered observations, 
a reasonable life-testing situation. The maximum likelihood 
estimate of a is 
"rn = %(1) + ("-rl 
Further, Epstein and Sobel show 
— i s  d i s t r i b u t e d  a s  X ^ g r ) *  
In addition to considering censored data in the one-parameter 
case, they show for the two parameter exponential, 
f(x) = ^[exp ~(x-0)] 8 > 0, G > 0, X > 8, 
that the best linear unbiased estimators are 
9 = [(nr-l)x^j - X(2) " - ^ (r-l) " (n-r+l)x^]/n(r-1 ) 
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and 
a = [-(n-l)Z(^) + %(2) ••• X(r_i) + (n-r+l)x^^^]/(r-l) 
Lleblein and Zelen (1956) consider the question of linear 
estimation for the extreme value distribution I 
H(y;p,Y) = 1 - exp[-exp(%Y^)] - = < y < °° 
or 
H(W) = 1 - exp[-exp(W)] 
setting 
y = P + YW 
to standardize. Then the fractlles are defined by 
yp = s + YWp 
Using the order statistics from the extreme value distribution, 
they define the estimator 
where the weights are chosen to minimize the variance of T 
subject to unblasedness. They tabled these weights for 
samples to size 6. They also consider censored data. 
Downton (I966) presents a survey of various estimation 
schemes for the parameters la and a from 
P^(x) = e%p[-e(^"^)/^] - » < X < 0° 
or 
P^(x) = 1 - exp[-e(^"^)/^] - 00 < X < 00 
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where is d.f. of largest values and Is the d.f. of the 
smallest values from ordered samples. He suggests if are 
the order statistics from a sample of size n, and if we let 
n n 
V = E X, and W = 2 iX, 
1=1 ^ 1=1 ^ 
be two random variables with realizations v,w, that the 
following unbiased estimators have a reasonable efficiency: 
V + n(n-l)ln 2 " 
^ _ n+1 , 2 ,r 
n(n-l)ln 2 n(n-l)ln 2 
The author Warns, however, that questions of robustness have 
not been answered, nor the question of convergence to 
normality. 
The difficulty associated with the estimation of param­
eters from the Weibull distribution arises from the number of 
parameters, three, and the form of the distribution function. 
The Weibull is a generalization of the exponential distribution 
constructed by raising the exponent of the exponential d.f. to 
a power, e.g., 
- (^)°  
P(x) = 1 - e b > 0, c > 0, X > a 
If It is possible to transform the Weibull to an extreme value 
distribution, then we can estimate the parameters of the 
transformed distribution. This also presents some difficulties 
of Its own, and is discussed by Downton (1966). If the 
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location parameter of the Weibull distribution Is known, then 
the transformation 
y = In X 
p = In b 
and Y = c~^ 
yields the extreme-value distribution. Linear combinations of 
the log order statistics have been found to be very satis­
factory estimators of the Weibull parameters, as Downton 
Indicates. 
Most commonly, one of the three parameters Is assumed 
known and the other two parameters estimated. Clearly If c is 
known, we transform to an exponential and use one of the 
procedures given in the references above. A number of authors 
have followed the practice of estimating the shape parameter 
by assuming the location parameter known, e.g., 
-(§)* 
P(x) = 1 - e b > 0, c > 0, X > 0 
and using a variance (Menon, 1963) or a difference scheme 
(Dubey, I967) to eliminate the scale parameter. Menon uses 
^ n p n p i 
d = (-%) Z (In X, ) - ( Z In X, )^/n /(n-1) 
1=1 ^ 1=1 1 
where 
E(d) = d + dO(i) 
and the asymptotic efficiency of d is 66% compared to the 
maximum likelihood estimator. Then 
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c = l/d. 
He uses c to get an estimator of b, 
n 
In b = ( S In X,)/n - \,/c 
1=1 ^ 1 
and 
t . el" b 
Ln(b) is asymptotically 95^ efficient. 
Dubey bases his procedure on the percentiles of the dis­
tribution, i.e., the values such that 
F(Xp) = 1 - exp[-(xp/b)°] = p 
He defines the sample lOOp percentile as 
^(np) an integer 
yp -
=([np] + 1) otherwise 
and uses the estimator 
ln[-ln(l-p^)] - InC-lnd-pg) ] 
c = In yp^ - In yp^ 
where 0<p^<p2<l. He uses simulation techniques to find the 
optimum p^ and p^, and for that case he obtains 82^ asymptotic 
efficiency. He suggests a number of percentile estimators for 
b. He also suggests an estimator of c based on the sum of 
successive differences of the type Indicated above. The opti­
mum fractiles in this case are not determined, though Dubey 
indicates this problem is found in Blom (1958). 
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One might observe that It Is possible to transform from 
the Welbull to exponential distribution, and e.g. this is 
how Menon proceeds. Also, the Welbull can be transformed into 
the extreme-value (smallest) distribution, and some work has 
been done employing this technique, as mentioned above. 
Both Bershad (I961) and Cavalllnl (I963) consider the 
large observation problem for finite populations in the con­
text of standard sampling techniques. That is, neither author 
chooses to make distributional assumptions. 
Bershad (1961) considers the construction of a minimum 
mean-square error (MSE) estimator for simple random sampling 
without replacement. He orders the population, at least 
conceptually, as 
< %2 - --- -
He selects a value, Xjyj, which divides the universe into 
"small" and "large" values. His estimator of the total is then 
I M I » 
X = - Z X, + W Z X, 
n I 1 II 1 
where the first summation is over the population values less 
than Xjyj which appear in the sample, and the second over the 
remaining population values which appear in the sample. He 
then derives the Xjyj and W which minimize the MSE. He finds 
X* = 2 S xj ( S X, + 
II ^ I,II ^ 
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and 
W* = I [(^ E^^X^)(I:*X^)-N(2\^)]/[NE*x^-(1-^)(E*X^)2] 
where E = sum over all population values less than x^, 
I 
E = sum over all population values greater than or 
II equal to x^, 
E = sum over all population values, 
I,II 
* # 
E = sum over all population values greater than x^, 
He notes that Xjyj can be expected to be an increasing function 
of the sampling rate. 
Cavallini (I963) employs ratio and regression procedures 
to find proper weights for the large observations. Using the 
framework of contingency tables, he adjusts his data on the 
basis of marginal totals which he accepts as correct. Each 
cell, in the one- or two-way classifications, is split into 
large and small observations. If we observe y\j^ in each 
cell, let 
~ ^ ^ i %iik] J i *ij k i ^ij k 
where the sum is over all sample members, and 
rijk If rijk < Kj' say 
=ijk 
^ijk -
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His first estimate of the total for classification j is 
with approximate variance 
He also proposes the estimator 
^13 = ^1- -
under the assumption of the additive model 
= " + %l + + "13 
Finally, he examines estimation under a multiplicative model, 
considering the estimator 
^ij " j ^ Ij) 
where 
= 'srj' E 
Searls (I966) suggests the following estimator, 
r 
y^ = [ z y. + (n-r)t]/n r = 0, 1, ..., n, y. < t 
t J J 
I.e. all values of y > t are replaced by t. Letting la^ and 
2 be the mean and variance of the population with d.f. F, 
truncated at t, he finds 
V(yt) = ol + [l-F(t)](t-n^)^ 
t 
Also, if Is the mean of the remainder of the population, 
I 
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Bias (y^) = -(l-P(t))(^^-t). 
And 
MSE(7^) = V(y^) + (Bias)^ 
= Loi + (l-F(t))(t-n^)2] + (l_P(t))2(u[_t)2. 
Lastly, he observes that by equating MSE(y^) and V(y) we can 
find the region where 
MSE(y^) < V(y). 
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III. RELATIVE EFFICIENCY 
To Indicate the gaih in precision over the sample mean 
which is possible in highly skewed populations, we shall find 
the asymptotic relative.efficiency of the maximum likelihood 
estimator with respect to the sample mean using 
for ^ = 1, and a range of values of g. 
These results will serve to motivate the study of more 
elaborate estimation schemes forfamilies of distributions 
related to those in Equation 1.1, Further, values of the 
parameters most justifying more elaborate procedures will be 
suggested. 
From Equation 1.1, we see 
x(y) = ex y -PyP-i g-(y/^)^ \, 13, y > 0 (1.1) 
" o 
Using the transformation 
H = E(y) = f x"9yPe"(y/^) dy. 
«y n 
we find 
ny = f \x^^e"^dx 
o 
= \rO"Vi) (1.2) 
Also 
Eiyh = ay 
o 
= \^r(23"^+i). (1.3) 
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So that 
v(y)  =  ^^2(r(2p- i+ i )  _  [r (p"i+i ) ]2)  ( i .4 )  
Since the asymptotic covariance matrix for the maximum 
likelihood estimators \ and p of the parameters in Equation 
1.1 is 
1 
m 
1.10866 0.25702 X 
,sym 0.60793 p 
We can find the asymptotic variance of ny since it is express­
ible (approximately) as a linear function of X and |3, say 
(X,p), by a Taylor expansion 
= Wy + ^(\,P)(X-\) + p(X,P)(P-P) 
So 
V(^y) = X (\,P) ^ V(X) + 2 , (\,p) o(k,B) cov(X.,p) 
+ [ p(\,P)] v(p) (1.5) 
The results are set out in Table 1. 
H would appear that the sample mean is satisfactory for 
P < 1/2. For p less than 1/3> there is a sizable gain in 
efficiency for the maximum likelihood estimator over the 
sample mean. 
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Table 1. Asymptotic relative efficiency A. = 1 
P oiV(tjy) mV(y) Efficiency 
2 0.2l4l6 0.21460 0.99795 
1 1.00000 1.00000 1.00000 
1/2 18.43173 20.00000 0.92159 
1/3 460.78527 684.00000 0.67366 
1/4 15,791.41606 39,744.00000 0.39733 
1/5 720,443.96337 3,614,400.00000 0.19933 
1/6 4.25163x10^ 4.78483x10® 0.08887 
1/10 4.29555x10^^ 2.43290x10^9 0.00018 
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IV. TESTS 
In this section, we shall develop a test for skewness 
based on a statistic which has some Intuitive appeal. We wish 
to distinguish between the exponential distribution, for which 
the sample mean is a satisfactory estimator, and the Weibull 
distribution with shape parameter less than one, as an example 
of a highly skewed distribution. We shall consider some of 
the distributional characteristics of the test statistic, and 
then compare it with another statiàtic of a more complex nature. 
It is well-known that, on the average, the order statis­
tics of a sample of size n from a continuous distribution, 
divide that distribution into n+1 areas of equal probability. 
These areas are the sample coverages. If we think of a rec­
tangle of height dP(x^^) and width i.e., the 
distance between the 1th and (i+l)st order statistics, or a 
sample spacing, it is a Darboux approximation of the prob­
ability integral in that Interval. The expected value of the 
rectangle is Thus in a distribution with a monotonically 
decreasing tail, we conclude that the sample spacings are 
expected to increase as the index 1 increases. 
Further, In pore skewed distributions, one expects larger 
values of sample spacings in the tail of the distribution. 
So that dividing the sample spacings into two groups on the 
basis of index, and forming the ratio of the high index group 
20 
to the low index group, should yield a statistic sensitive to 
skewness. 
If the null distribution is 
f(x) = e"^ X > 0 (2.1) 
then it can be shown (see, e.g. Renyi, 1953) that if 
0 < < X(2) ••• < %(n) 
is the order statistic from Equation 2.1, that the random 
variables 
Zi = 
1 . 2 n 
are independently and identically distributed (i.i.d.) with 
density function given by Equation 2.1. 
Now, we form the ratio of weighted sample spaclngs z^, 
by dividing them into two groups by index and placing the 
highei- indexed z^'s on top, as 
p ^ =m+l + ••• + 
z, + ... + z„ 1 m 
Besides having intuitive appeal, this ratio has a null dis­
tribution whose properties are well known. 
From the distribution of the z^, we have 
Zi + Zg + + z^ is distributed 
and the test ratio 
" ' I zf' IJ" IB dlatriwtea as 
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We shall only discuss dividing the spacings equally into two 
groups. However, the independence of the z^'s makes it an 
easy matter to consider other possibilities. 
If the distribution of y under the alternative hypothesis 
Is 2. 
f(y) = (ab)-l(2^)"^" exp[-(2^) + o1 y > be"! + a 
b > 0 
c > 0 
dGl+ (2.2) 
then in order to find the power of the test, we must find the 
distribution of P, dndèr this distribution, at least 
approximately. 
We proceed as follows: if we let 
X = - 0 (2.3) 
then 
f(x) = e""^ X > 0 
i.e., X is distributed exponentially with parameter 1. So 
that 
y = b(x+o)^ + a (2.4) 
expresses a Weibull random variable as a polynomial in 
exponential random variables. Since the transformation 
Equation 2.4 is monotone in the region of Interest, it follows 
order is preserved and 
y(i) = + c)^ + a (2.5) 
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where and. are the order statistics from their 
respective distributions. 
If we write ~ ^ i simplicity, then a sample 
spacing from the Welbull distribution is given by 
y -y^ = b(Xl+l+c)3 + a - [b(x^+c)3 + a] 
= + 3c(x^^^-x^) + 3c^(x^^^-x^)] (2.6) 
As it stands, the distributional problem appears Intractable. 
We shall proceed to an approximate solution. 
To do this let us recapitulate some of Blom's work. The 
essence of his method is to use the transformation 
X = F~^(u) 
He renames F"^ as G, Thus, G(u) expresses any random variable 
as a function of a uniform random variable. Then using a 
Taylor expansion about the order parameter p^, he approximates 
the order statistics from any distribution by 
^1 ^ G(Pi) G'(p^)(u^-p^) + Ti^ 
where u^ is a U(0,1) random variable and t)^ is the remainder. 
Next he considers, the random variable 
^1 = «l+l %1+1 -
where 9^ = [G (p^)]"^. So that 
?! = + <"l+l - "l -
where m^^ = and! the expected value of the 
2 
remainder is in absolute value less than M/n . Where M is 
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a constant, provided the following conditions hold: 
(a) G(u) Is a bounded transformation In the sense defined 
by Blom. 
(b) Given a set of points In 0 < u < 1, the first four 
derivatives of G(u) are bounded and continuous, and 
G (u) ^  0 at any of the points In the set. 
(c) and for each const, as (n <»), I.e., 
the Xj, are not end rank statistics. 
The y^'s have relatively simple approximate variances and 
covarlances which are independent of the distribution of the 
order statistics x^. 
We proceed in much the same fashion, however we modify 
his method to specifically suit the Weibull distribution. 
Rather than consider the transfôrmation of a general random 
variable to a uniform one, we transform to an exponential 
random variable. Thus, in this Instance, our transformation 
is 
y -a 1/d 
x^ = (-%—) - 0 x^ > 0 
and its inverse is 
^1 ~ "b(x^+c)^ + a 
So that we would ordinarily have 
= [ab(p^+c)a-i]-i 
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However, let us make the further adjustment of expanding the 
Taylor series about 
^ i[E(x^) + E(x^+^)] 
where x^ is the order-statistic from an exponential distribu­
tion. We find that 
^1.1-^1 = (2.7) 
= 01^(^1+1-^1) 
where 8^^ = db(a^+o)^"^ 
Further 
^1+1-^1 = 0^'==1+1-^1' 
= aZÏ [(n-iiCXi+i-x^)] 
W 
= z^+3» say, i=l, n-1. (2.8) 
where = 0^ and the iid exp(l). 
Since, our remainder (Equation 2,7) is the same form as 
Blom's except for expanding about we might hope that our 
approximation was also satisfactory. Empirical evidence from 
Monte Carlo runs indicates that this is so. However, the 
number of runs is too small for sound judgement. 
Thus under the alternative 
25 
In-ljlYg-yi) + ... + 
= ^m+1 \+l ••,• 
WgZg + ... + 
If we write 
^ = i 
then we can find the null distribution of P from the joint dis­
tribution of N and D., By the independence of N and D, their 
joint distribution is the product of the marginal distribu­
tions. Also, since the form of the numerator and the 
denominator is the same, i.e. 
so is the form of their respective distributions. 
We begin with n = 5» and observe 
w'z. + W4Z4 
P = ^
^1=1 + "2=2 
may be written 
I 
where is used for convenience in numbering and is not nx^^^ 
which is not used since in the case of a truncated distribution 
like Equation 2.2, the first order statistic has an inflated 
expectation. Since can not take on all the values 
between 0 and x^g)» ti^t is restricted to the range [c.x^g)], 
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where c > 0, its expected value is shifted to the right. For 
our purposes, 
= (n-l)(X( 2)-X(^)). 
To find f(N), we set 
N = Z3 + W^Zj^ ' 
V3 = Z3 
and 
Vo -(N-vi)ai 
glNjV^) = e" ^ e ^ ai^ 
-a£,N -(l-a^)v_ 
= e e 
where a^ = w^^. 
Then 
N 
h(N) = f gfN.v^jdv^ 
N -v_(l-a^) 
/ e cLv, 
O 
^4 r -N 
'—J' ] 
Similarly, 
r -D 
h(D) = TZ^  [ ®  - e l  
And 
f(N,D) = h(N)h(D). 
Using, P = N/D, and S = D, 
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f(N,D) = f(FS,S)S 
^2 ^4 r -FS -agS -S 
" Ke " _ e 1 8 
0 < S < oo 
So that 
a. 
fl'F) = IZi; - I::;: [(ai^F+a2)-2-(a^P+l)-2-(FH-a2)-2+(FH-l)-2] 
(2.11) 
We can proceed in the same fashion for 
N = + WjZj + ^ 6^6 
D = + "2^2 + "3=3 
and find 
«"> • ^ ITW • niîTl 
-^6" . eZf  ^  
j_ Ua,^-»5^ V-L-ag; J ' ^5""^6 ^"^6 
a^a/ / —a/N —a^N —NN 
= itsj{V -V V I' say' 
and 
- xirl 
e-3° .rf 
Y I ^ 2 1"9>^ 
f -a_D -a^D -D-. 
= irsf 1 ®X® - ^2® + Bje j, say. 
So, letting a^j = 
we find 
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f^CF) = 
(l-agHl-a^) "&12(G^P+&2) +a^2(agF+l) 
- ttg-Lla^P+a^ )~^ '^°''22^®'5^"''®'2^~^ + ttg^Ca^P+l)"^ 
+ a^^(P+a^) ^  - a-j^2^^'*"®'2^ ^+a22(F+l) ^ ] 
And so on, becoming more and more tedious. 
However, by restricting consideration to m elements in 
the numerator and m elements in the denominator, we can set 
out the factors in the density function in matrix array, and 
conclude the general form of the density function is 
m m i 1 J _P 
f^(F) = (const. ^S^(-l) Gij(&n-j+l^^^m-i+l) 
(2.12) 
This function (Equation 2.12) is inconvenient to use for 
n > 5. Another approach is to find the distribution function 
(d.f.) of P. 
Now, 
F(fo) = P[P < f^] 
= P[N < f^D] 
= P[z^ + a^z^ + a^Zg < fgfz^+agZg+a^z^)] n = 7 
By straightforward integration, let us evaluate the 
following more general expression; 
P = P[b^x^ + b^x^ + bgx^ < a^x^ + agXg + a^x^] 
where x^ are exponential random variables. 
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We have 
» » . .-12 _ _ 1,-1, ^ 
p = ; / ; A b; (^E^a^x^-b^x^) 
ft < I (2.13) 
o 1=1 1 
Eventually, one finds 
3 , 3 ^ bg 
- il 'A' 
Compare Likes (1967) ,  for example. While this form is simpler 
for numerical computations, its singular advantage is that 
extension to larger sample sizes is quite clear, which is not 
true for the other form. That is, it doesn't seem necessary 
to re-integrate to find P for n=9, say. 
To compute the power for n=7 and n=9, we must first cal­
culate the appropriate weights from Equations 2.? and 2.8. 
The expected value of the exponential order statistic is 
tabled. It may also be found directly from the expression 
(Blom, 1958) 
® ^(1) = dn (2.15) 
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Using Equation 2.14 with the calculated weights, we find 
for n=7 the approximate power is .33» And for n=9> the power 
of the size .05 test is .46. 
Another avenue of approach'is to develop a test for the 
shape parameter p, say, of the Weibull distribution. In that 
event, the problem above is a test of p = 1 vs. p < 1. Let us 
consider the following development (Fuller, Comments on 
Weibull Estimation). If the hypothesized value of the shape 
parameter is we may write 
pQ = P(l+A) (2.16) 
where p is the true value of the parameter and A is the devia­
tion from the true value. Thus a test of = p is equivalent 
to the test A = 0. The procedure is to find an estimator A of 
A and use as a test statistic 
A 
c A 
T = j^ (2.17) 
where c^ and c^ are constants. A more complete discussion of 
A 
the derivation of A will be found in the next section. 
As before, we can use Equation 2.14 with weights corre­
sponding to this statistic to find the power of the T test. 
For n=7, the power is .79. For n=9, the power is .86. 
In order to gather some empirical data on the behavior of 
the two tests discussed above, 1000 samples of size 7 and 1000 
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samples of size 9 were drawn from a Weibull population with 
d.f. 
P(x) = 1 - e"^ + 1 X > 1 
which was generated by Monte Carlo methods. From the results, 
the power of both test statistics for test of size 0.05 was 
computed and is tabled below. Also, the approximate theoreti­
cal power was calculated and is also tabled. 
Table 2. Power of F and T for n=7 and 9, and size = 0.05 
Calculation; 
n 
Empirical Theoretical 
7 
Empirical 
9 
Theoretical 
F .41 .33 .48 .46 
T .83 .79 .89 .86 
At this point let us consider the derivation of the T 
statistic in some detail. The derivation was deferred until 
this section gince we shall set the location parameter to zero, 
We wish to estimate X and p, the parameters from 
f ( y )  = y > 0 (2.18) 
We know that x obtained by the transformation 
X = (y/x)9 (2.19) 
is distributed exponentially. Let us begin by developing 
some information about the exponential order statistics. 
"fch. The distribution of the k order statistic from a sample 
of size n from an exp (1) distribution Is 
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- (k.i)i(n.k) : i 0 
and by applying the binomial theorem 
=wkw % ia#TT (-1)"  
(2.20) 
Recalling the discussion on the T statistic from Section 
III, we shall eventually want to discuss hypotheses about the 
relation 
pQ = 0(1 + A) 
where these terms are defined as before. To start, we see 
f x(l+A)e-&Xax = f (a'^y)^''"^e~^a"'^dy, say, 
o o 
= a"(2+A)p(2+A) 
where y = ax. So that using Equation 20, we see 
= (l+n-k+l)-<2+A)r(2+A) 
where we have set a = i+n-k+l. For small A, 
a-(2+A)p(2+A) i a"^r(2)-r(2)a"^(lna)A+a"®r'(2)A 
where r'(2) = A r(x)|^ ^  g 
Thus 
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= (k-l)?jn-k)! (-!)'(l+n-k+l)-2 
+ S itjklili); (-1)^ (l+n-kH-l)"^[-ln(l+n-k+l)+0.^23]A (2.21) 
1=0 
k-1 
E
1=0 
Observe that the first term on the right hand side of Equation 
2.21 equals E(X^^j), which also equals 
k-1 
Z 
1=0 
hence the two expressions must be equal. If we set 
k-1 
1 
n-1 
_1 
1=0 ^ " .L n-i 
and 
k-1 
\ ' -n&T ^^0 l!(k-l-l)! (-l)l(l+n-k+l)-2 ind-fn-k+l), 
then 
rl+A 2. EX [k) = 4% + [0.423A% - (2.22) 
It is well known that If are the order statistics from an 
exponential distribution, then variables of the form 
(n—1+1 ) (X^ J —X^J ) 1 = Ij ..., n, X^Q^ = 0 
are 1.1.d. exponentials. 
We then remark that the variables 
V ("-w)(X(k)  -  4k! i ) )  
are approximately uncorrelated and, from Equation 2.22, have 
expectation 
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E(V^) = 1 + [0.423-(n-k+l)(B^-B^_^)]A 
= 1 + [0.423+C%jA, say. (2.23) 
Now we are In a position to consider the variables 
where perhaps g^ is some consistent estimator from another 
procedure. Using Equations 2.19 and 2.23 and the fact 
= p(l+A) 
we have immediately 
p 
E(Z%) = °Cl+(0.423+Cj^)A] 
0 P 
= X ° + (0.423+C^)X °A (2.24) 
"1 -J-A 
Now, by the properties of the we can estimate X and 
by the ordinary regression of on i.e., 
= z + b(Cj^-c) 
= z - be + bCj^ 
= d^ + d^c^, say, (2.25) 
where b is the usual least-squares estimate of slope and 'c = 0. 
Then 
Â = dj^/d^ 
= d 
The statistic A is a ratio of linear combinations of 
random variables, which are Independently distributed 
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exponential variables if is the true value, i.e., if A = 0. 
From Equation 2.25, 
and d_ = —Ez, - 0 .^23(Èc z /Scf ), we have that 
o n k k k k 
Zc%z, 
A = —2 1 2—1 (2.26) 
- 0.423(20^) l)z%J 
We now define the statistic T by 
T = , (2.27) 
A 
which can be shown to be a monotone function of A. The dis­
tribution of T is like that of the serial correlation studied 
by R. L. Anderson [See Wilks (I962)]. The constants are 
related by 
^1 < Cg < ... < 
and 
m (C , + . - r)*-l 
p(E.r) = E IT^ <2-28) 
A ' j^n-i+1 
So, Equation 2.28 enables us to find significance levels for 
T. By construction, we have 
/s P (a) T and A are independent of A. (or \ °) 
A 
(b) A diverges from zero as g diverges from 
therefore A and T both seem appealing statistics for testing 
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the hypothesis 
Ho : 9 = 9, 
against 
«A ' 9 ^ «o 
Under I.e., when Is the true parameter, A = 0, and 
this in turn implies, see Equation 2.26, 
n 
E[ E c, z, ] = 0 
k=l ^  ^  
or 
E{ Z o%I(n-k+l)(Y(0)_Y(°_i))]j = 0 (2.29) 
k—1 
Now this suggests that a possible estimate of g is the 
P, say, which satisfies Equation 2.29. It has been shown 
(Fuller, Comments on Weibull Estimation) that g is asymtotic-
ally fully efficient. 
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V. ESTIMATION 
We desire to estimate the mean of a population which may 
be one of two possible types; the distribution Is completely 
unspecified, although it is known that the tail of the dis­
tribution is skewed no more than an exponential, or the dis­
tribution is well approximated by a Welbull distribution with 
shape parameter p = 1/3» i.e., 
1/3 
P(x) = 1 - exp[-(^^^) +c] b > 0, c > 0, x>bc^+a. 
(3.1) 
This distribution was chosen because it is an example of a 
highly skewed distribution which is reasonably tractable 
mathematically. Welbull distributions with shape parameter 
less than one and c = 0 asymptote at a which is inappropriate 
for approximating the tail of a smoothly changing distribution, 
hence we truncate the distribution as indicated in Equation 
3.1 with c > 0. 
If we call the observations less than x^ Group I, and the 
remainder of the sample Group II, then the proposed estimation 
scheme for the mean is to 
(1) compute the mean of Group I, 
(2) test Group II for skewness, 
(3) compute an estimator for Group II, and 
(4) combine the results of thé computations on Group I 
and Group II. 
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We shall consider this scheme in some detail, and we 
begin with linear estimation for samples from a population 
given by Equation 3.1. In our case, we have 
3 X = bo + a. 
o 
The test in Step 2 makes the estimation scheme non-linear, 
however the form of the estimator itself is linear. If we 
let 
y = (^) - 0 
as we did in Section III, then we know 
X = b(y+c)3 + a y > 0 (3.3) 
expresses the Weibull variable as a polynomial in exponential 
variates. In the region of interest the transformation is 
monotone, so the same relation holds for the order statistics 
of both distributions, i.e., 
Xr = b(yy + c)^ + a 
*t~v^ 
where the subscript is used to mean the r order statistic 
(or r element of an order statistic of n elements). And we 
have 
E(x^) = b[E(y3) + 3oE(y2) + 3c^E(y^) + o^] + a (3.4) 
Now we use the obvious fact that if we sum over the sample, 
the order of the observation is immaterial, i.e. 
n n 
z y_ = z y, 
r=l ^ 1=1 1 
1/3 
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where y^'s are unordered observations. 
Then 
E(x)= - E( Z X ) 
^ r=l ^ 
= b(6 + 6c + 3c^ + c^) + a (3.5) 
which is the mean of Equation 3.1, ahd follows, e.g., from 
/ y^e"^dy = r(4) 
o 
For a specified covariance matrix V, we can find the 
minimum variance, linear unbiased estimator 
by minimizing the quadratic form 
W'VW 
where W is the vector of weights w^ subject to the restrictions 
n 
(1) S w„ = W'J, say, 
r=l ^ 
= 1 
n 
(11) E w E(y ) = W'Y., say, 
r=l r r J-
= 1 
n p 
(ill) E w E(y ) = W'Yp, say, 
r=l r r 
= 2 
n . 
(Iv) E w E(yJ) = W'Yo, say, 
r=i r r .3 
= 6 
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That is, we express the order statistics as 
X = + GgYg + e (3.6) 
where X is the vector of order statistics x^, e is the vector 
of errors with E(e) = 0 
E(ee') = Vb^ 
and construct an estimator of 
+ 2a2 + 6a^ = (bc^+a) + 3bo^ + 6bc + 6b. 
And we ignore the fact 
2 
We note the estimators constructed in this way are unbiased if 
the population order statistics can be expressed as in Equation 
3.4. The estimator is also unbiased for any c independent of 
the value used in constructing V, though efficiency is reduced 
for other c's. 
Since the coefficient of is b, and the covarlance 
2 
matrix, has the form Vb , where V Is a matrix of constants, 
we can reduce the mean square error of our linear estimator by 
minimizing 
W'VW + (W'Y^-6)^ (3.7) 
subject to 
(1) W'J = 1 
(11) W'Y = 1 
(ill) W'Yg = 2 
which yields an estimator with mean square error 
MSE = b^[W*VW + (W'Y^-6)^] (3.8) 
By examining Equation 3.4, we see that a linear estimator 
of b can be constructed which is minimum variance and unbiased 
by minimizing 
W'VW 
subject to 
(i) W'J = 0 
. (ii) W'Y =0 
(iii) W'Yg = 0 
(iv) W'Y- = 1 
Or, alternatively, an estimator of b with 'almost' minimum 
mean square error can be constructed by minimizing 
W'VW + (W'Yj-l)^ 
subject to ' ' 
(i) W'J = 0 
(ii) W'Y = 0 
(iii) W'Yg = 0 
We may apply generalized least squares to Equation 3.6, 
and obtain a quadratic estimator of b. 
A 
b^ = (n-4)"l (y-Xa)' V"^ (y-Xa) (3.9) 
where 
a = (X'V"^X)"^X'V~^y 
6ba 
b 
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and 
X = [J.Y^.Yg.Y]] 
The estimated variance is then 
A 
VfXg) = (X'V'^X)"! 
Now the weights derived above for the estimator of the 
mean, either unbiased or almost minimum mean square error, may 
be negative numbers which in some applications may be objec­
tionable. To eliminate this consider the following, e.g., 
min W'VW 
W 
subject to 
(i) WJ = 1 
(11) W'Y^= 1 
(ill) W'Yg = 2 
(iv) W'Yj = 6 
(v) W > 0 
This is a quadratic programming problem, and may presumably be 
solved by the use of the appropriate techniques. 
Column A (Table 3) gives the weights of the minimum vari­
ance unbiased estimator which is found by minimizing the 
equations below Equation 3^5^ The weights in Column B are 
found by minimizing Equation 3.7. 
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The variances of these estimators are Indicated below 
with obvious notation, 
V(x^) = 205.8178 
V(Xg) = 178.2060 MSECXg) = 179.6620 
V(x) = 242.9909 
Table 3. Examples of weights for various order estimators n=7 
r A B 
1 
(M 1 2.248 
2 1 .001  
-2.576 
3 - .062  - .  068  
4 
-.079 . 644 
5 .112  .453 
6 .229 .248 
7 .132 
H
 
0
 
A. The Conditional Estimator 
We are now in a position to define the estimator of the 
large observations, i.e., observations greater than x , as 
X if P (or T) < a, say 
X = 2 (3.10) 
if P (or T) > a. 
where Xg is the simple mean of the observations greater than 
x^, Xg = Zw^x^, a linear function of order statistics, w^ are 
the weights derived above, and P and T are the test statistics 
derived in Section III. 
We see 
Ex = E(x2(P<a)P(F<a) + Elx^|F^a)P(P>a) (3.11) 
where we use F as the test statistic for simplicity of exposi­
tion. Also 
Ex^ = E(Xg\F<a)P(F<a) + E(Xg ^ P>a)(P(P>a) 
So that 
V(x) = Ex^ - (Ex)^ 
= E(x2tF<a)P(F<a) + E(Xg^F>a)P(F> a) 
- [E(x2lP<a)P(F<a) + ECxg\P> a)P(P>a)]2 (3.12) 
= P(F<a) E(52|F<a) - [E(S^\F<a)]2 
+ P(F>a) E(x2lF>a) - [EfXglF^a)]^ 
+ P(F<a)[E(ï^iP<a)]2 + P(F>a)[E(%2|F>a)]2 
- [P(F<a)E(x2\F<a) + P(F>a)E(x2\F>a) 
= P(F<a)V(x2 lF<a) + P(P>a)V(x2\F>a) 
+ P(F<a) [E(x2lF<a)]2 _ [P(F<a)E(x2\P<a) 
+ P(F>a)E(x2\F>a)]^ + P(F>a) [E(x2fP>a)]^ 
- [P(F<a)E(x-lF<a) + P(F>a)E(x_|F>a)]2 (3.13) 
In order to assess the effect of the preliminary test on 
the variance of the estimator, we shall want eventually to com­
pare the conditional estimator with unconditional estimators 
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s 
'• * 
when we know the population, exponential or Welbull, from which 
we are sampling. Therefore, we wish to be able to find the 
V(x) numerically. To evaluate this expression, we recall 
first that 
n 
Z Z, q 
F = -y. 
A 
'2 
where under the null hypothesis the Z^'s are lid with finite 
non-zero variance. Then the Lindeberg-Levy Theorem guarantees 
the asymptotic normality of and Sg. We shall assume the 
distribution in Equation 3.1. On the basis of the work of 
Chernoff, Gastwirth and Johns (1967), it seems reasonable to 
conjecture that asymptotic normality obtains in the non-null 
case also. Let 
= 2W^x^ 
and for moderately large n, we may expect, at least approxi­
mately, that 
(8^,82, Sg) ~ N(jJ,Z) 
where E = ((a..)) or 
* 
S = (8-^) ~ N(0,E) (3.14) 
To begin, let us find 
S_ 
E(2W X P>a) = E(S a) 
r r j5 ùg 
= E(8_ S^-aS2>a) (3.15) 
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The covariance matrix V of S-,-aSo» and So is 
where D 
Hence 
1 
0 
0 
DED' 
—cc 0 
1 
0 
0 
1 
V = 
"22 
sym 
Gl2"GG22 
a 22 
Let us find a non-singular transformation T 
TVT' = I 
In this case, a suitable T is 
where 
1 0 0 
-^21 1 0 
-^31 
C\J 1 1 
'21 " ^21^^11 
'31 = (^13^22-
-^12^23 11 22 12 
and bjg = 
Applying Equations 3.l6 and 3-17» we find 
DS S', say, 
where 
S = 
L s: 
s'-as* 
« 
(3.16) 
*13"G^23 ^ 
a 
23 
'33 
(3.17) 
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and 
Ts' = 
r s 1 
^3"^31^I"^32^2 
the elements of which are recognizable as deviations from 
regression. And If we set 
d = T8' 
then 
V(d^) = = Y^, say, 
V(a2) = V22.(V2/V^^) 
= Yg, say 
V(d3) = V33-(V^^V23-2V^2V23V3,H-V22V2^)/(V^^V22-^L' 
= Y^, say 
It follows then 
^1 '= ) 1/2 (3.18) 
are jointly distributed N(0,I). 
To express the original variables in terms of , we 
need (TD)~^, which is 
And 
^ ^ 2 1  a 0 
(TD)"^ = 
^21 1 0 
•^^1+^21^32 ^32 1 . 1 
S* = (TD) 
-^d 
= (TD) -1 (yl/Z) Y, 
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Or 
S = (TD)"^ Ï + ji 
where 
r Y 
Y 1/2 
1/2 
I  
0 0 
0 
0 * Y ï/2 
Y = 
Therefore, 
S. = • ,1/2, 
.l/2i 
1/2^ 
N 
^2 ' K = ^2 
/3 
+ ^  1 
and 
^2 ^1 ^21^1 ^2 
.1/2 1/2, 
S3 Y/ (^^1+^21^32)^1 + ^ 2' ^ 32^2 ^  ^ 3^ %3 + ^ 3 
= a^Y^ + agYg + a^Y. + say. 
Returning to Equation 3*15» 
E(S3lS^-aS2>0) = E(S3lY^>-(u^-a^2)/Yi^^) 
= B(a2Y2+a2^2^^3^3+^31^l^"(^l"^^2 ) 
1 / ?  
= E(aiYi|Yi>-(ui-au2)/Yi ) + ^ ^3 
= E(a^Y^\Y^>c) + ^ 3, say, 
where 
""X/2 0 = -Y^ (li^-aia^) 
To evaluate Equation 3*19 we write 
CO CO 00 
E(a,ï,ivo) = / / / 
— 00 —00 0 
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E(aj^YjYi><=) = 1 - i(o) f yidf(yi) 
CO CO CO 
Where P = / f f df(y.)aP(y )dF(y ) 
—00 — 00 c 
= / dP(y, ) 
C 
= 1 - $(o) 
Hence 
"TTTT 
c 
or 
E(Sj/Sj^-aS2>0) = j-rrtsT / yi-lFfyi) + U3 (3.21) 
To evaluate the Integral on the right hand side of Equation 
3.21, let us make the following digression. If x is distributed 
N(0,1), then 
E(x|a<x<b) = ^ (a^ where as usual # Is the 
2 
standard normal d.f. If we let u = x 2, 
1 ^2/2 
E(x/a<x<b) = .{2/2 
$(a)-§(b) where $ Is the standard normal 
$(b)-$(a) 
p.d.f. ja) < /b/ (3.22) 
Also . 
o oi: b - 2/2 
E(x la<x<b) = *(%)_* (a) / x e" dx 
1 
= n f u^/Z Q-u du If u = x^/Z 
$(b)-$(a) ^ 2/2 and a*b>0 
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1 
rr 
$(b)-f(a) 
' , b2/2 , 
2 / ul/2e"*du / 
. O o 
If à < 0, b > 0. 
We introduce the following notation due to Karl Pearson, 
,p,-v 
I(u,p) = 
r (p+i )  
In our case, p = 0.5 and u = 6"^^^ a^ 
= 0.4082 a^ or 0.4082 b^. 
Therefore, 
"1(0.4082 b^, 0.5) - 1(0,4082 0.5) if a.b>0 
, , 2[*(b)-*(, 
E(x I a<x<b) = 
1(0.4082 b^, 0.5) + 1(0.4082 a^, 0.5) if a<0. 
2[4Ïb)-4!a)] b>0 
(3.23) 
Returning to the original problem, we see by applying Equation 
3.22 to Equation 3.21 
a 8-0^/2 
"(^S' V ^ V O )  =  - 3 ^ ^ ' - - < = < •  ( 3 . 2 4 )  
and c is defined as before. 
We proceed to find the variance by first observing that 
E(S^|s^ - aS^ > 0) = E[(a^Y^ + agYg + a^Y^ + Y^ > c] 
= E[a^Y^> a^Y^ &3Y3 + > c] 
= a^EfY^ Y^>c) + 2a^^2B(Y^ Y]_>c) + + a^+n^ 
(3.25) 
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From Equations 3.21, 3.23, 3.24 and 3.25, we see 
E(s^|s^-as2>0) = 
Z' 2 P n 2 
(an im(0.4082 o , 0.5)] 2a,[i„e"° 
- +-J^ + a:+a:+[i„ 
V2ÏÏ(l-$(c)) 2 3 3 
if c> 0 
2(1-$(o)) 
2. 2..2 
a^[l+I(0.4082 c^, 0.5)] 2a^u e -0  
2/2 
V^(l-$ (c) ) 
2 2 2 
+ a2+a2+Uc 
if c < 0 
( 3 . 2 6 )  
Then from Equations 3.24 and 3.26, we find 
V(s^/s^-as2>0) 
'a^[l-I(0.4082 o^, 0.5)] p p a^e"° 
if c > 0 
aj[ 1+1(0.4082 o^, 0.5)] 2 2 
2(l-$(c)) — + a. + ao -2 3 2n(l-$(o))2 
if 0 < 0 
(3.27) 
By similar argument, we can show that 
a_ e 
-0 2/2 
E(SJS  -aS  <0 )  =  u  -  ^  
^ ^ V2n$(o) 
-00 < 0 < <» ( 3 . 2 8 )  
and 
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^ 2rn.T/m .2 ^ 2_-C^ 
aj[l+l(0.4082 c% 0.5)] 2 2 ^"1® 
V(8_ S^-aS2<0) = Y if c > 0 
2 
a?[l-I(0.4082 c^, 0.5)] o o aje"® 
—= + a + -1 
2$T^1 ""2 "3 , , 2 
2n ( $(c ) ) 
if c < 0 
(3.29) 
(3.30) 
Now referring to the equations, if we write 
E(8_|8^-a82>0) = 
E(8_|8^-a82<0) = 
V(S^/S^-aS2>0) = V_ 
V(S2|S^-aS2<0) = V* 
then 
E(x) = P(P<a)M^ + P(P>a)M^ 
.,2/2 
.,2/2 
S—' î i - ihM'  
and Equation 3.13 becomes 
V(x) = P(F<a)V^ + P(P'>a)V + P(P<a)[(M^)^ _ m|] 
+ P(P>a)[M^-M2] (3.32) 
where fig = E(x) is defined by Equation 3.11 and Equation 3.31. 
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Let us now compare the variances ofthe minimum variance 
unbiased estimator and minimum mean square error estimator 
described on pages 4-1 to 43 with the appropriate conditional 
I 
estimator and with the sample mean for n = 9* 
For the exponential distribution with parameter 1, and 
the truncated Weibull with X = 1, g = 3, A = 1 (see Equation 
1.3)» the comparison is made in Table 4. 
i 
Table 4. Variances of estimators n = 9 
Estimation procedure Distribution 
Exponential Weibull 
a=l X.=l, P=3> A=1 
Always use Estimator A 
Always use Estimator B 
0.1668 
0.3317 
153.3221 
112.8625 
Conditional Estimator A 
Conditional Estimator B 
(F Test) 
Sample mean 
0.1161 
0.1249 
0.1111 
184.2985 
153.5514 
188.9999 
Estimator A = minimum variance unbiased estimator 
Estimator B = minimum mean square error estimator 
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i 
B. The Over-All Estimator 
Now let us consider the over-all estimator x. Recalling 
the model specified in Equation 3.1, we denote the proportion 
of the population less than x^ by P, and the proportion 
greater than by 
Q = 1-P. 
If the sample size is 
n = n^ + n^ 
where n. = No. of observations less x and 1 o 
n« = No. of observations greater than, or equal to, x , C 0 
then the random variables 
p = n^/n and q = ng/n 
unbiasedly estimate P and Q respectively. 
We define 
A — ^ 
X = px^ + qXg 
where is the mean of the sample observations less than x , 
and Xg is some appropriate estimator based on the remaining 
observations, e.g., one of the linear functions of order 
statistics derived above. 
Let us find 
E(x) = EE(x|p) 
P 
= EE(pXi + qxg 1P). (3.33) 
Let and be the population means for the part of the 
population below and above x^ respectively. If we assume 
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E(%2 IP) = (^2» (3.34) 
and if 
E(x^|p) = Vp 
then, clearly, 
E(x) = E(pui + q^p) 
, p -1- ^ 
= Pu2 0^2 
= ^ (3.35) 
where u is the mean of the entire population. Equation 3.34 
holds only for unbiased estimators. Thus, e.g., the minimum 
mean square estimator above falls to meet this condition. 
Also 
V(x) = E[V(xlp)] + V[E(xlp)] (3.36) 
P P 
First, 
V(x|p) = p^V(x I^p) + q^VfXgtp) 
Using the fact 
p = n^/n 
and J -
V(x^[p) = o^/n^, say, 
we find 
V(x|p) = (paj)/n + q^VfXg^p) 
So that 
2 
' E[v(x(p)] = P(-^) + E[q.2v(Xp\p)] (3.3V) 
P " p 
Also, for conditionally unbiased estimators we have 
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E(x|p) = + QMg 
So that 
' V[E(x(p)] = M^V(p) + UgVfq) + CQV(p,q) 
=  V(p)  (3.38) 
since q = 1 - p. Hence , 
V(%) = + nEtq^VCx^ p)] + (3-39) 
If we specialize, we can proceed somewhat further in 
evaluating Equation 3•39» If Xg the maximum-likelihood 
estimator of la^,. then we know the form of its asymptotic 
variance, 
VfXgjp) = VfXglng) 
= (3.40) 
2 
From Equation 3.40, 
E[q^V(x^ p)] = E[qk(b,c)/n] 
P P 
= Qk(b,c)/n (3.41) 
And we find 
V ( x )  =  i [ P a ?  + Qk(b,c) + (^T-^,)2pQ] ( 3 . 4 2 )  
A consistent estimator of Equation 3 * 3 9  Is 
V ( x )  =  i [ p v ( x ^ )  +  q , v (  X g  )  +  ( x ^ - x 2 ) ^ p q ]  ( 3 . 4 3 )  
where 
1 
v(Xi) = n^(nY-f7 S(x^-x^)2 and V(X2) 
is defined below Equation 3.9. 
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Alternatively, If we write 
A 
X = px^ + qXg 
= px^ - pXg + X 
then 
V(x) = V(px^) + V(pXg) + VCXg) - 2 C0v(px^,pxg) 
- COV(px^,Xg) + COV(pXg,Xg) (3.44) 
Set 
Ap = p-Ep 
= p-P 
i.e., it is the deviation from the mean which we assume is 
0(\rn) for all the variables in Equation 3.44. Then expanding 
each term on the rlghthand side of Equation 3.44 in the 
following manner: 
COV(px^,FSg) = E[(P+Ap)(u^+Ax^)-P^^][(P+Ap)(^2+A%2)"^^2] 
= E[ PAx^+ia ^A p+ApAx^ ] [PAx^+|a ^A p+ApAxL 1 
= ECP^Ax^AXg+PHgApAx^+PAx^Ax^Ap 
^ 2 2 
+ A^^ApAXg+^i^gfAP) +Hi(Ap) AXg 
+ PA pAx^AXg+n gfAp)^Ax^+(A p)^ Ax^Ax^] 
neglecting terms of 0(n^^^). 
(3.45) 
If we proceed in this fashion we find 
^COV ( pXg, Xg ) = PV(Xg) 
C OV ( pïï^, Xg ) = 0 
( 3 . 4 6 )  
(3.4?) 
and 
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V(px^) = P^V(i^) + ^ 2v(p) (3.48) 
VfpXg) = P^vCig) + UgVfP) (3.49) 
So, that from Equations 3.45-3.49, 
V(x) = P^V(x^) + Q^V(Xg) + (n^-H2)^PQ/n (3.50) 
= Pa^/n + Q^V(Xg) + (^^-^2)2pQ/n 
which to the order of approximation is the same form as before,. 
C. Finite Populations 
Of particular practical interest is the question of 
estimation in finite populations. We shall appeal to a "super" 
population argument in which we shall assume that our sample 
of size n is drawn from a population of size N which in turn 
is drawn from an infinite "super" population with mean t_i and 
2 
variance a . 
Consider the estimator 
x' = (§)x^ + (l-§)0 (3.51) 
- 1 ^  
of the finite population mean where x = — E x. 
n n ^  1 
and ^ is some appropriate estimator of the infinite population 
mean la constructed from the sample of n observations. This is 
the form of the estimator suggested by Fisher (1942), and to 
which Brewer and Ferrler refer. In Fisher's case, the mean 
and the maximum likelihood estimator are combined in this 
fashion. 
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We shall define the following expectation operators: 
E, = E, the average overall samples of size N from the infinite 
N 
population, 
E_ = E, the average overall samples of size n from a sample 
^ of size N, and 
E = E^Eg, as the usual average over the Infinite population 
Clearly, 
and 
Ei(Xj^) = p., the infinite population mean. 
If ia unbiasedly estimates ji, then 
E(î) = E^Egfu) 
= 1-t 
although EgCjj) need not be 
We derive the average squared error of estimator which we 
shall call variance, i.e., 
E^EgCx^-X^)^ = V(x*). 
We assume la is unbiased for ^. Then 
2 2 2 
v(x*)  =  ( § )  ]  +  ( l - f )  
+ 2(S)(1-S) Ej^[Eg(ïï^-Xy)(ii-Xj,>] (3.52) 
Now 
= BitlRT 4' 
(3-53) 
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2 p 
where E^(S^) = the infinite population variance of . 
Also, 
EiEgCti-Xjj)^ = EiE2[(&-w)-(XQ-u)]2 
- EiE2(&-u)2+Ei(XQ-u)2_2EiE2(&-^)(XQMj) 
(3.54) 
Further, 
BlE2[(%n-X%)(&-%%)] = - (X^-y)][(fi-u) - (X^-u)] 
But 
EiE2[(X„-M)(X[,-U)] = EJ^(X^-H)E2(Î„-U) 
so that 
= E^E2[(X^-M)(CI-U)] -E3_E2[(X^-U)(ti-Ii)] 
^ 
In addition, with random sampling ^ is independent of X^_^ 
when averaging over all samples of size N, that is, the sample 
of n and the sample of N-n are independent samples from the 
super population. This means 
EiE2[(5^-\^)(m-XJ^)] = E^E2[(X^-U)(ti-M)] 
= (1-|)e^E2(X^-H)([1-M) (3.55) 
6o 
Using Equations 3.51-3.5^» 
E^EgCx -E^EgX = V(x ) 
= E^E2(3-^)2 + E^E2(VI^)2 
- EE^EgC (i-i-H ) (Xj^-(a ) ] 
+ 2 (g) (1 - §)%E2[ (z^-n ) (û-n ) ] 
Using the reduction in Equation 3.54, 
2 
V(%*) = + (1 -#) [E^EgCfi-M)^ + EiEgCXQ-^jZ] 
2 2 
- E^EgL ) (la-fi) ]  +  2 ( ^ ) ( 1-^ ) E^EgC (x -^ii ) (ij-m)] 
= + Ej^E2(5C^-H)2] 
= -S>4 + (l-#)"" s4+ (1 - h'\e2(Î-U)2 
= I'l + (]--§) "I '3.56) 
where = E^EgCb-^)^. 
A 
Now if v(|a) is an unbiased, or consistent, estimator of 
, then 
^ 2 A 
V(x*) = + (1 -§) v(u) (3.57) 
•it-
is an unbiased or consistent estimator of V(x ). 
In our particular case, 
Ct = px^ + qxg, 
6l 
hence 
where Is the mean of the whole sample, Is the mean of 
the sample values less than some value x^, and x^ is the 
conditional estimator based on the sample values greater than 
x^. p and q are sample proportions as before. 
Or, using previously defined notation 
Thus from Equation 3•55» 
(3.58) 
where V(x) is defined earlier in Section V. 
From Equation 3.56, we also have 
(3.59) 
where v(x) is defined in Section V. 
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VI. SUMMARY AND CONCLUSIONS 
In Section III, it was shown that for some population 
models maximum likelihood estimation achieves greater precision 
than the sample mean. This motivates the investigation for 
alternative estimation procedures for highly skewed 
distributions. 
The proposed procedure is as follows: we select some 
value x^, say, perhaps on the basis of prior information, to 
divide the data. From the observations smaller than x , a 
o 
mean is computed for each sample. The observations larger 
than X are tested for skewness. We consider two test statis-
o 
tics based on the Weibull distribution 
p 
P(x) = 1 - expC-(?) + Al X > 0, p>0, A> 0 
And we test 
Bo: 9 = 1 
versus 
; p < 1. 
If the null hypothesis is not rejected, that is, if the 'tail' 
of the distribution appears to be exponential (or less skewed 
than an exponential), we calculate a sample mean for the observa­
tions greater than x^ also. If, on the other hand, the null 
hypothesis is rejected on the basis of the sample data, we 
proceed on the assumption that the tail of the distribution 
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is well approximated by Equation 4.1. In this case, we con­
struct a linear estimator based on the order statistics from 
Equation 4.1. 
The first test statistic is 
F  =  I "•!! I % 
where = (n-i+1) (x^ px^ 1 = 2, ..., n 
and x^^j are the order statistics of the large observations in 
the sample. Under the null hypothesis, are lid exponential 
random variables hence F is distributed as \ o • For in-m+l),dXD. 
the particular case g = 1/3» F has the approximate density 
m m , , ? 
(const) Z E (-1)1 Ja, ,(a_ ,,.F + a_ ,,-,)" (4.3) 
'l:l j:l' "lj\"n-j+l' -m-1+1 
where a,., a .,. and a_ .,. are constants, ij Ï1-J+1 m-j+1 
The second test criterion is 
i^l° A  
T = ^  (4.4) 
where is a constant and Z^ is defined below Equation 4.2. 
Also, the c^ are related by 
^1 < °2 ^  < °n 
A result of R. L. Anderson states 
6U 
P(T.r) = ;; (4-5) 
]2i 
j^n-1+1 
Equation 4.5 can be used to find significance levels for T. 
For example, the 5^ significance level for 
-i2385 
-.2999 . 
f 7 
n = j is 
I 9 
Under the alternative hypothesis, defining as before 
" Vk 
where d^ is a constant and the are iid exponentially. 
Thus 
„ _ ^°kVk 
The power of this test, as well as P, can be computed from 
For particular cases, this results in a simple expression de­
pending on r, c^ and d^ only. For n=7 and 9» the power is 
given in Section IV. 
The estimation procedure uses one of these statistics as 
a preliminary test. We define the estimator of the population 
mean to be 
X* = px^ + qXg (4.6) 
where p and q are the proportions of the sample below and above 
x^, respectively, x^ is the mean of the observations less than 
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X , and 
f x_ if F, or T, < a 
^^r^r if. or T, ^  u 
where is the mean of the observations greater than x , d is 
the significance level and Zw^x^ is a linear function of the 
order statistics of 
F(x) = 1 - exp r - + c ] "b > 0 c > 0, (4.?) 
? 
x>bc^ + a 
i.e. a Weibull distribution with g = 1/3. The estimators 
are found by minimizing the quadratic form 
W'VW (4.8) 
where w is the vector of weights and V is the covarlance 
matrix which is assumed constant. Equation 4.8 is minimized 
subject to unblasedness, or to 'almost' minimize mean-square 
error. For example for n=7 and 9» we find 
Xg^ = - .332x ^ + l.OOlXg - .062X2 - .079x^ + .112x^ + .229x^ + .132x_ 
and the almost minimum mean-square error estimator is 
Xgg = 2.248x^ - 2.576x2 - .068x2 ^  '644x^ + .453%^ + .248x^ + .05lx_ 
For n=9, 
Xgg^ = -.85lx^ + 1.436X2 + .158X2 - .I47X^ - .098X^ + .036%:^ + .l46x^ 
+ .l85xg+.097xg 
and 
1/3 
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^22 ~ 2.906x^ - 2.851X2 - + .242%^^ + .45ix^ + .4o5x^ 
+ .275xy+ .127xg + .037%^ 
The variance of the unbiased estimators is given by, 
/O 271.86 for n=7 
184.08 for n=9 
and 
(• 179.66 for n=7 
MSE(x.„) =\ 
V 119.80 for n=9 
For the sample mean, we have 
f 273.43 for n=7 
V(x) = -{ 
I 197.20 for n=9 
For the estimator In Equation 4.6, It Is shown that 
V(x*) = i [PCT^ + Qk(b,c) + (4.9) 
2 
where Is the variance of the population less than x^. 
Is the mean of the population less than x^, 
P is the proportion of the population less than x , 
Q = 1-P, 
lUg Is the mean of the remainder of the population, and 
k(b,o) is the asymptotic variance of the estimator x^ 
which is a function of the parameters b and c, shown In 
Equation 4.7. 
Under the assumption that 
Si = ^2-
S 2 = BVr' 
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and 3^ = F or T 
are jointly normally distributed asymptotically, the approxi­
mate variance of x^ is shown to be 
V(Xg) = P(F<a)[M2-(M^)2]+P(F>a)[M2-M2] 
+ P(F<a)[(M^)2_^2] +P(P>a)LM2_^2] (4.10) 
where x^  is the sample mean of the observations larger than x  ,  
EWrXr is a linear function of order statistics, 
F and T are the test statistics derived in Section IV, 
. Èïg. 
a is the significant value of the statistic, and 
M^, Mg and are derived in Section V. 
Finally, we consider the finite population case. We use a 
"super" population argument to derive expressions for the 
variance of the estimators. We assume the Infinite population 
model described below Equation 4.1. From this population, we 
draw a sample of size N, the finite population. From the 
latter, we draw a sample of size n. 
We consider the estimator 
X* = + (1 - §)(i (4.11) 
where x^ is the sample mean and (a is some estimator of the 
infinite population mean. We find 
V(x*) = |(1 - §)cx + (1 - §)^ag (4.12) 
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P 2 
where and a'x are infinite population variances. The esti-
X [1 
mator of Equation 4.12 is 
v(%*) = - gisZ + (1 - §)?(&) (4.13) 
where s^ is the sample mean-square and v (C l ) is assumed to be 
2 
an unbiased or consistent estimator of a^. 
Since ^ was general, we may apply these results to the 
special case jj = Xg, and Equations 4.12 and 4.13 also hold. 
r,9 
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