This paper investigates whether infectious intestinal diseases (IIDs) can be detected and quantified using social media content. Experiments are conducted on user-generated data from the microblogging service, Twitter. Evaluation is based on the comparison with the number of IID cases reported by traditional health surveillance methods. We employ a deep learning approach for creating a topical vocabulary, and then apply a regularised linear (Elastic Net) as well as a nonlinear (Gaussian Process) regression function for inference. We show that like previous text regression tasks, the nonlinear approach performs better. In general, our experimental results, both in terms of predictive performance and semantic interpretation, indicate that Twitter data contain a signal that could be strong enough to complement conventional methods for IID surveillance.
INTRODUCTION
A number of papers have demonstrated that online usergenerated content (UGC) contains a significant amount of information about the actual o✏ine behaviour or state of users, either at a collective or a more personalised level, [1, 7, 8, 10, 14, 19, 21, 23] . Several studies have also focused on the domain of health, developing applications that range from online disease surveillance [2, 4, 11, 12] to the assessment of health interventions [13] , or health-related quali-tative analyses [18, 25] . For disease surveillance, UGC has the main advantage of being a real-time data source, compared to traditional surveillance methods, where data may take days, weeks, or months to collect. In addition, it may also represent segments of the population that do not visit a medical facility, thereby providing health information on a complementary segment of the population. However, UGC data contains inaccurate and ambiguous information which makes interpretation challenging.
In this paper, we build on previous work and present the first e↵ort to model infectious intestinal diseases (IIDs) from social media content. IIDs have a number of characteristics that are distinct from diseases that have been previously investigated using UGC data, such as influenza [3, 6, 12] . Specifically:
• IIDs originating from a single organism (virus, bacterium) are usually of a smaller prevalence in the population. As a result, their signal in social media is expected to be weaker and therefore, harder to detect.
• Most people who are a↵ected by an IID do not seek medical attention [22, 24] .
• Finally, self-diagnosis in UGC (e.g. as in "I am down with the flu") is less frequent, resulting to sparser textual feature representations; for example, a feature as informative as the keyword 'flu' does not exist. Laboratory confirmation of an IID may take several days. Hence, social media could play an important role in providing complementary as well as more timely information for an emerging IID outbreak.
DATA SET DESCRIPTION
Two data streams are used in our experiments: Twitter data and o cial health surveillance records obtained from Public Health England (PHE).
Twitter data
Tweets were retrieved using the Twitter API.
1 Approximately 585 million tweets geolocated in England over a period of 166 weeks from 09/04/2012 to 14/06/2015 were collected. Geolocation was performed either by geocoding the user's profile information or by taking advantage of the exact user geo-coordinates, when they were available. After removing retweets and tweets with links (since these types of expression are rarely used to phrase a health problem), the final Twitter data set contained approx. 410 million tweets (denoted by T1). A di↵erent Twitter data set has been used to train word embeddings (see Section 3.1). This data set (T2) is an aggregation of all tweets (approx. 140 million) posted by a set of 100,000 UK users from 01/02/2014 to 22/03/2015 (retweets have been filtered out). These users were randomly selected, keeping their numbers proportionally distributed to the regional population figures of the UK.
IID surveillance data
To train and evaluate our models, we use weekly IID surveillance reports from PHE. In particular, we focus on laboratory confirmed cases of (i) campylobacter and (ii) norovirus (the most recurrent organisms related to IIDs according to PHE reports). We also consider (iii) food poisoning notifications reported by registered medical practitioners across England. The laboratory confirmed data cover a period from 09/04/2012 to 14/06/2015 (166 weeks in total). The food poisoning notifications are from 09/04/2012 to 09/03/2014 (100 weeks in total).
METHODS
We first identify a set of keywords related to linguistic expression of IIDs. These keywords are used to formulate our feature space (n-grams) in a regression scenario, where health surveillance indicators are our target variable. Two learning approaches are applied, a regularised linear regressor, known as the Elastic Net [26] , and a nonlinear one, based on the framework of the Gaussian Processes (GP) [20] .
Formulating an IID vocabulary using deep learning
We learn Twitter-based word embeddings by training a skip-gram model [17] with hierarchical softmax sampling.
We use a layer size of 256, the entirety of a tweet as our lookup window, and the gensim implementation.
2 Through the application of a generalisation of the multiplicative cosine similarity proposed by Levy and Goldberg [15] , we compute a similarity score S between each keyword's embedding q and a topic ⌧ . A topic is defined by the embeddings of a small set of N related 1-grams {g1, . . . , gN } in conjunction with a set of M unrelated ones {z1, . . . , zM }. The latter is used to refine the word selection. For example, 'Bieber' is often used in conjunction with 'fever' (i.e. 'Bieber fever') to refer to excitement surrounding the entertainer Justin Bieber, and not to a disease symptom. Thus, while the concept of fever as a disease symptom may be relevant to our purpose, the concept of excitement is not. The similarity score S(q,⌧ ) is then defined by
where ✏ = .001 is used to prevent a division by zero, and cosine similarities are transformed to the interval [0, 1] via (x + 1)/2 to avoid negative sub-scores. To define ⌧ , we use a set of IID symptoms, namely g = {vomit, indigestion, heartburn, nausea, reflux, diarrhea, hiccups}, and a few potentially helpful keywords in facilitating a disambiguation between IID and other relevant diseases, namely z = {flu, cold }. After computing S for all the keywords in the processed Twitter corpus, the IID vocabulary is determined by the ones with the highest scores (see Section 4 for more details). A manual inspection may be required to determine the cuto↵ similarity score, i.e. the point where keywords begin to deviate a lot from the target topic.
Linear regression via the Elastic Net
For a set of M n-grams and a set of N time intervals, we form a matrix X 2 R N ⇥M , which holds the frequency of these n-grams on the Twitter corpus for each time interval. Frequencies are computed by dividing the count of an ngram with the total number of tweets (per time interval). For the same set of time intervals, we also obtain the target variable y 2 R N from PHE's reports. In this regression task, for a single time interval t, our aim is to learn a set of weights w such that
where yt and xt denote the values of y and X during t, 2 R is the regression's intercept, and ✏ is independent, zero-centred noise.
Previous work has shown the superiority of Elastic Net [26] in solving similar text regression tasks in comparison to other linear alternatives such as ridge regression or lasso [9, 13] . Elastic Net combines L1 and L2 norm regularisation, encouraging sparsity as well as avoiding model selection inconsistencies [5] , and is defined by
where 1 and 2 are the corresponding regularisation coe cients. Lambdas are chosen using grid-search, and after presetting 1 = 2 2 to reduce the degrees of freedom. To further explore potential nonlinearities in the relationship between the n-gram frequencies on Twitter and the target variable, we use Elastic Net's positively weighted features in a GP [20] , similarly to a recently proposed model for flu rate estimation from search query data [12] .
GPs are sets of random variables, any number of which have a multivariate Gaussian distribution. In GP regression, given the inputs x and x 0 (both 2 R Q , where Q here denotes the number of positively weighted n-grams in the Elastic Net output), we want to learn a function f :
, where µ(·) and C(·, ·) denote the mean and covariance (or kernel) functions respectively.
Following the approach in [13] , we attempt to capture the potentially distinctive semantics of the n-gram categories (1  n  3) using a di↵erent kernel. Given the small number of 3-grams selected by the Elastic Net, we group the 2-grams and 3-grams and only separate them from 1-grams. We define the mean and covariance functions similarly to Lampos et al. in [12] using a squared exponential kernel as our main component (instead of the rational quadratic kernel function).
EXPERIMENTAL RESULTS
To create vector space representations of the Twitter corpus, we first extract all n-grams (1  n  3) from T1; to form an n-gram, we filter out a list of common English stop words, 3 and then use a look ahead window equal to the length of each tweet (i.e. many n-grams are formed by tokens that were nearby, but not next to each other inside a tweet). We filter low-volume information by keeping ngrams that appear more than 700 times. This yields 47, 049 1-grams, 390, 593 2-grams, and 152, 329 3-grams. After applying the procedure described in Section 3.1 on T2, we form a vocabulary SIID of 597 1-grams that have the highest multiplicative cosine similarity with the predefined IID topic 212 1-grams) , which contains fewer extraneous words, to perform keyword matching with 2-and 3-grams from T1. 4 This process produces the final set of textual features used in our experiments, containing 597 1-grams, 928 2-grams, and 122 3-grams. Weekly term counts are normalised using the total number of tweets published in a week. We evaluate our model via k-fold cross validation, dividing the data into k consecutive time periods (using a week as our main time unit). We set k = 8 for the campylobacter and norovirus experiments, and k = 2 when modelling food poisoning cases, given the smaller time span of the data. When applying Elastic Net, we use the same values for the regularisation parameters ( 1, 2) in all folds, and in each fold's training set we pre-filter features by applying a soft linear correlation threshold with the corresponding ground truth.
5
The GP model is applied on the positively weighted features selected by the Elastic Net (per fold). We use Mean Absolute Error (MAE) and Pearson correlation (r) to measure the performance of the models; note that y has been standardised (zero mean, standard deviation of 1) throughout our experiments, so that the MAEs for the di↵erent target variables are comparable with each other. We also separately compute MAE for the 'peaking' periods (peak-MAE), where the ground truth is greater than its mean value, to assess the performance of the models during periods of increased incidence of an IID. Given that all ground truth indications embody a delay of days, we repeat our experimental process considering a delay d from 0 to 14 days (Twitter data are shifted back d days). We then determine the optimal d based on the minimum average MAE derived from the cross-validation.
Average MAEs for all the investigated delays under the GP are presented in Figure 1 . Initially the MAE decreases as the delay increases, until an optimal performance is reached (3 to 5 days). Notably, the Elastic Net model points to the exact same optimal delays as the GP model. Table 1 enumerates the results for the two methods at their respective optimal delays. The GP method outperforms Elastic Net; the di↵erence in their mean performance (using MAE) is statistically significant according to a Kolmogorov-Smirnov test ( [16] ; p < .05).
6 For campylobacter, norovirus and food poisoning, the average MAE between inferences and standardised target values is .545, .513 and .624, whereas their linear correlation is .633, .607 and .711, according to the better-performing GP model. Figures 2, 3 , and 4 present the GP inferences in all the folds for the three case studies.
We also estimate an aggregated correlation by concatenating the inferences of all folds. This yields correlations that are greater than .7 (up to .77) for all target variables under the GP model. Looking at the average peak-MAE performance figures (Table 2) , we see that the performance gap between Elastic Net and GP models increases, emphasising the value of a nonlinear approach when the IID signal gains a significant presence.
CONCLUSIONS AND FUTURE WORK
We have presented a basic regression framework for inferring IID occurrences (reported by PHE) from Twitter in England. In contrast to previous work, the original set of features (vocabulary of n-grams) was created using a deep learning approach. The nonlinear regression method (Gaussian Process) outperformed a strong linear alternative (Elastic Net). Overall, we observed good predictive accuracy in all case studies with average linear correlations (between the inferred and target variables) ranging from .607 to .711. We also determined the optimal delay (3-5 days) between Twitter postings and ground truth, indicating that social media may be capable of issuing an earlier warning for an emerging IID outbreak. Given that our approach is based on the textual analysis of tweets, it can also be extended to other forms of textual UGC, such as mobile phone communications, di↵erent social networks or search query logs.
Our work has the same limitations as most research efforts operating on social media data. The information may be noisy and the underlying semantic notions may not have been disambiguated properly. Furthermore, our experiments cover a small period of 166 weeks (100 weeks for food poisoning cases), which may not be adequate enough to make solid conclusions. Moreover, the evaluation needs to be improved by obtaining more representative ground truth, as the current experiments are based on either laboratory confirmed data (which are generally sparse) or food poisoning cases.
In the future, we plan to incorporate more data from different sources, such as search query logs, to enhance our user-generated signal. We will also extend our focus, by looking at specific IID outbreaks in England, to determine whether these were also evident in and predictable from UGC. Finally, we aim to develop an unsupervised learning technique based on a more thorough, and deep understanding of natural language. This will reduce any biases introduced by the potentially inaccurate ground truth, and will also assist in creating an independent, complementary sensor for infectious diseases. 
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