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СТОХАСТИЧЕСКИЕ ДИФФЕРЕНЦИАЛЬНЫЕ УРАВНЕНИЯ СМЕШАННОГО 
ТИПА СО СТАНДАРТНЫМИ И ДРОБНЫМИ БРОУНОВСКИМИ ДВИЖЕНИЯМИ 
С ИНДЕКСАМИ ХЕРСТА, БОЛЬШИМИ 1/3 
Аннотация. Для стохастических дифференциальных уравнений смешанного типа, управляемых стандартными 
и дробными броуновскими движениями с индексами Херста, большими 1/3, доказаны теоремы о существовании, 
единственности и непрерывной зависимости решений от начальных данных. Для таких уравнений получен аналог 
формулы Ито замены переменных. Найдены асимптотические разложения функционалов от решений стохастиче-
ских дифференциальных уравнений смешанного типа при малых значениях времени. В коммутативном случае по-
лучены аналоги дифференциальных уравнений Колмогорова для математических ожиданий и плотностей распре-
делений решений. Рассматривается приложение стохастических дифференциальных уравнений смешанного типа 
к решению проблемы экстраполяции макроэкономических факторов при моделировании кредитных рисков. 
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MIXED-TYPE STOCHASTIC DIFFERENTIAL EQUATIONS DRIVEN BY STANDARD AND 
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Abstract. In this paper we consider mixed-type stochastic differential equations driven by standard and fractional 
Brownian motions with Hurst indices greater than 1/3. There are proved theorems on the existence, uniqueness, and 
continuous dependence of solutions on the initial data. We provide an analog of the Ito formula to change variables. 
Asymptotic expansions of functionals on the solutions of mixed-type stochastic differential equations for small times are 
obtained. We receive analogs of the Kolmogorov equations for mathematical expectations and probability densities in the 
commutative case. Finally, we consider an application of mixed-type stochastic differential equations to solving the problem 
of macroeconomic variables extrapolation in credit risks models. 
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Стохастические дифференциальные уравнения, управляемые стандартными и дробны-
ми броуновскими движениями, используются в финансовой математике и задачах фильтрации 
[1–5]. В статье [6] рассматривались стохастические дифференциальные уравнения Стратонови-
ча, управляемые дробными броуновскими движениями с различными индексами Херста, боль-
шими 1/3. Но для многих приложений важную роль играют так называемые уравнения сме-
шанного типа [4], в которых интегралы по стандартному броуновскому движению понимают-
ся как интегралы Ито, а интегралы по дробным броуновским движениям – как потраекторные 
интегралы. Смешанные уравнения, содержащие дробные броуновские движения с индексами 
Херста, большими 1/2, изу чались в работах [7–18]. В настоящей статье исследуются стохастиче-
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ские дифференциальные уравнения смешанного типа, управляемые стандартными и дробными 
броу новскими движениями с индексами Херста, большими 1/3. Для таких уравнений интегра-
лы по дробным броуновским движениям не могут быть определены как потраекторные инте-
гралы Янга. Следуя теории грубых траекторий [19, 20], мы определяем интегралы по дробным 
броуновским движениям как потраекторные интегралы Губинелли. Развивая идеи работы [6], 
в настоящей статье для упомянутого класса стохастических дифференциальных уравнений до-
казываются теоремы о существовании, единственности и непрерывной зависимости решений от 
начальных данных. Выводится формула замены переменных, с помощью которой исследуются 
асимптотические свойства функционалов от решений при малых значениях времени. В статье 
получены аналоги уравнений Колмогорова для математических ожиданий и плотностей рас-
пределений решений. В заключение рассматривается приложение стохастических дифференци-
альных уравнений смешанного типа к решению проблемы экстраполяции макроэкономических 
факторов при моделировании кредитных рисков.
Пусть на вероятностном пространстве ( , , )PW   заданы независимые d1-мерное дробное 
броуновское движение ( )((1) 1)= , , dt t tB B B  c показателями Херста 1 1 1 1 1, , , ,13 2 2dH H    ∈ ∪        
и d2-мерное стандартное броуновское движение ( )((1) 2)= , , .dt t tW W W
Рассмотрим стохастическое дифференциальное уравнение 
 = ( ) ( ) ( ) ( ), [0, ],t t t t tdX b X dt X dB h X dW t t T+ s + ∈  (1)
где 1 2: ,   : ,   :n n n n d n n db h× ×→ s → →       – детерминированные функции.
Определим функцию ( 1) 0 1: ,    = ( , , , ),
n n d
df f f f f× +→    где 1, , df f  – компоненты 
функций σ и h соответственно, f0 = b, d = d1 = d2. Случайный процесс = ( , , )
H
t t tB t B W  также будем 
называть дробным броуновским движением с многомерным индексом Херста 0= ( , , ),dH H H  
где H0 = 1, Hi = 1/2 при d1 < i < d. Уравнение (1) может быть записано следующим образом: 
 = ( ) ,   [0, ].
H
t t tdX f X dB t T∈  (2)
В дальнейшем будем опускать индекс H у процесса ,HtB  а через H будем обозначать некоторое 
фиксированное действительное число из интервала min(1 / 3, ),H H∈  где minH  – минимальное из 
значений Hi, = 0, , .i d
Пусть V – некоторое конечномерное евклидово пространство, 
1 1
, .
3 2
 α∈  
 Множество функ- 
ций :[0, ] ,z T V→  непрерывных по Гельдеру с показателем α, для которых 
, [0, ],
( ) ( )
| | := < ,sup
| |
V
s t T s t
z t z sz
t s
α α
∈ ≠
−
∞
−
 
обозначим через ([0, ], ).C T Vα
Пусть W – конечномерное евклидово пространство, ( , )W V  – пространство ограниченных 
линейных операторов, действующих из W в V. Множество функций :[0, ] [0, ] ( , ),y T T W V× →  
для которых 
( , )
2 2
, [0, ],
( , )
| | := < ,sup
| |
W V
s t T s t
y t s
y
t s
α α
∈ ≠
∞
−
 
обозначим через ( )2 22 [0, ] , ( , ) .C T W Vα 
Говорят, что отображение 2:[0, ]T V V→ ⊗  является процессом второго порядка над функ-
цией :[0, ] ,Y T V→  если оно удовлетворяет следующему тождеству Чена: 
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( )( , ) ( , ) ( , ) = ( ) ( )) ( ( ) ( )s t s u u t Y u Y s Y t Y u− − − ⊗ −  
для любой тройки 3( , , ) [0, ] .s u t T∈
Через ([0, ], )T Vα  обозначим множество α-непрерывных по Гельдеру грубых траекторий 
над V, т. е. множество всех пар ( , )Y   таких, что функция Y принадлежит ([0, ], ),C T Vα  
а 2 22 ([0, ] , )C T V V
α∈ ⊗  является процессом второго порядка над Y.
Под множеством α-непрерывных по Гельдеру геометрических грубых траекторий над 
V понимают множество всех пар ( , ) ([0, ], ),Y T Vα∈   для которых имеет место следующее 
соотношение: 
( ) ( )1 1Sym ( , ) := ( , ) ( , ) = ( , ) ( , )2 2s t s t s t Y s t Y s t
Τ+ ⊗  
для любой пары 2( , ) [0, ] .s t T∈
Говорят, что функция ( ) [0, ], ( , )Y C T W Vα∈   управляется функцией ([0, ], ),Z C T Wα∈  если 
существует элемент ( )( )[0, ], , ( , )Y C T W W Vα′∈    (называемый производной Губинелли Y), такой 
что выражение ( , ) = ( , ) ( , )Y sR s t Y s t Y Z s t′−  удовлетворяет неравенству 2| | < .
YR α +∞  Множество 
всех (Y,Y′) таких, что Y управляется функцией Z, будем обозначать ( )2 [0, ], ( , ) .Z T W Vα   
Множество ( )2 [0, ], ( , )Z T W Vα   является банаховым пространством с нормой 
2( , ) = (0) (0) | | | | .
YY Y Y Y Y Rα α′ ′ ′+ + +     
Пусть ( , ) ([0, ], ),Z T Wα∈   а также ( )2( , ) [0, ], ( , ) .ZY Y T W Vα′ ∈   Потраекторным интегралом 
Губинелли от Y по отображению Z называют предел интегральных сумм 
( )1 10 | | 0 1
= ( ) ( , ) ( ) ( , ) ,lim
,
T
i i i i i i
t ti i
YdZ Y t Z t t Y t t t+ +
→ +
′+
∈
∑∫
 

где 1| |= max | |i it t+ −  – диаметр разбиения 0 1= {0 = < < < = },lt t t T  а предел понимается не 
зависящим от последовательности разбиений .� Если ( )([0, ], ),   [0, ], ( , ) ,Z C T W Y C T W Vβ g∈ ∈   
β + γ > 1, то потраекторный интеграл Губинелли совпадает с потраекторным интегралом Янга, 
который может быть определен как предел интегральных сумм 
10 | | 0 1
= ( ) ( , ).lim
,
T
i i i
t ti i
YdZ Y t Z t t +
→ + ∈
∑∫
 
Определим процесс второго порядка 2 ( 1) ( 1):[0, ] d dT + × +× W →   над дробным броуновским 
движением B следующим образом: 
 
 
( , )
, ,
, =0
2
( , ) ( ) ( )( ) ( ) ( ) ( )
, ,, , , 1| | 0 , 1
п.н.
(0, ) ( )( )
, 1, ,
| | 0 1
2( , ) ( )
, ,
= ,
= , = , 1 < ,lim
= = ( ), 1 ,lim
,
1
=
2
di js t s t i j
Li j i ji j i js r r s r rs t s t t tk k kt tk k
tj jjs r k ks t s ts kt tk k
i i is t s t
B dB B dB B B i j d
B dr B t t j d
B
 

 
 
  
 

 



  
 
{ =1/2}
( , ) ( , ) ( ) ( )
, , , ,
1
( )1 , 0 ,
2
= , 0 < ,
Hi
i j j i i js t s t s t s t
t s i d
B B j i d
   
    
для любой пары 2( , ) [0, ] ,s t T∈  где { 1/2}1 = 1,H i =  если Hi = 1/2, { 1/2}1 = 0,H i =  если Hi ≠ 1/2,
0 1= { = < < < = }ls t t t t  – произвольное разбиение отрезка [s,t], 1| |= max | |,k kt t+ −  а все 
пределы понимаются не зависящими от последовательности разбиений .� Здесь обозначения 
      Весці Нацыянальнай акадэміі навук Беларусі. Серыя фізіка-матэматычных навук. 2020. T. 56, № 1. С. 36–50 39
2 п.н.
= ,   =
L
 применяются для того, чтобы показать, что соответствующие пределы понимаются 
в смысле 2 ( , , )L PΩ   и P = 1 соответственно.
З а м е ч а н и е  1. При 1 <i j d≤ ≤  процессы ( , ),i js t  являются интегралами Ито, которые 
совпадают с интегралами Стратоновича в силу независимости процессов B(i) и B( j) (см. [21, 
разд. 5.2]). В свою очередь процесс ( , )i i  соответствует интегралу Стратоновича ( ) ( ),
t i i
s r rsB dB∫  
при Hi ≠ 1/2 и интегралу Ито при Hi = 1/2. Наконец формула 
( , ) ( , ) ( ) ( )
, , , ,=i j j i i js t s t s t s tB B− +   является 
формулой интегрирования по частям для интегралов Стратоновича. 
З а м е ч а н и е  2. Нетрудно видеть, что 
, , ,
1 1
Sym ( ) = ,
2 2
s t s t s tHt s I B B
 + − ⊗ 
 

где 
( )( , , ) { =1/2} { =1/2}0 0= = diag 1 , ,1 .H H H HH d dI I  
П р е д л о ж е н и е  1 [6]. Для любого фиксированного (1 / 3, 1 / 2]H ∈  такого, что H < Hmin = 
min
0, ,
< = min i
i d
H H H
= …
 имеет место включение 1( , ) ([0, ], )H dB T +∈   п. н., и, более того, 2 <
q
H ∞    для 
любого q ≥ 1. 
О п р е д е л е н и е  1. Случайный процесс Xt такой, что 
2( , ) ([0, ], )H nBX X T′ ∈   п. н., будем 
называть решением уравнения (2), если он п. н. удовлетворяет равенству 
 0 0= ( ) , [0, ],
t
t s sX X f X dB t T+ ∈∫  (3)
где интеграл понимается как потраекторный интеграл Губинелли. Пусть .nx∈  Решение уравне-
ния (2) с начальным условием X0 = x будем называть п. н. единственным, если для любого решения 
Yt уравнения (2) с начальным условием Y0 = x выполняется равенство ( =  [0, ]) = 1.t tP X Y t T∀ ∈
Т е о р е м а  1. Если 3 ( 1)( , ),n n dbf C
× +∈    то для любого nx∈  уравнение (2) имеет 
единственное решение с начальным условием X0 = x, причем X′ = f(X),   ( ), ( )f X f X  
 2 ( 1)[0, ],H n dB T     п. н.
Доказательство сущеcтвования и единственности функции X(t,ω), удовлетворящей почти 
наверное интегральному уравнению (3), вытекает из теоремы 3.13 в [22]. Измеримость процесса 
X(t,ω) следует из непрерывности отображения Ито – Лайонса, установленной в утверждении 2 
теоремы 3.13 в [22], и сходимости диадных аппроксимаций Bt(m) к дробному броуновскому 
движению Bt, доказанной в теореме 2 в [23].
Наряду с уравнением (2) рассмотрим аналогичное уравнение с возмущенной правой частью 
 
  = ( ) , [0, ],t t td X f X dB t T∈  (4)
где f  – ( )( 1)n d× + -матрица, столбцами которой являются векторы  : ,   = 0, , .n nif i d→  
Из предложения 1 и доказательства теорем 7.3 и 7.4 [18] вытекает теорема о непрерывной 
зависимости решений уравнения (2) от начальных условий и правых частей.
Те о р е м а  2. Пусть  4 ( 1), ( , ),n n dbf f C × +∈    причем функция f  такова, что  2 1.Cb
f f− ≤   
Обозначим через Xt, 
 tX  решения уравнений (2), (4) c начальными условиями  00 = ,   =X Xξ ξ  
соответственно. Тогда:
1) почти наверное справедлива следующая оценка: 
 
 
2| |H Cb
X X C f f − ≤ ξ − ξ + − 
 

   
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для некоторой случайной величины
4 2= , , , , ;H HCb
C C H T f B  
 
     
2) имеет место следующее неравенство: 
( )  2ln ln | | ,H CbX X C f f
 − ≤ + ξ − ξ + − 
 
    
где 1 4= , , , , ,d Cb
C C H H H T f  
 
  
 – некоторая постоянная. 
Следующая теорема является обобщением известной формулы Ито о замене переменных 
в дифферециальных выражениях на класс уравнений (2).
Те о р е м а  3. Пусть 3 ( 1) 3( , ),   ( , ).n n d nb bf C g C
× +∈ ∈     Тогда для любых s, [0, ]t T∈  п. н. 
справедлива следующая формула: 
    21( ) = ( ) ( ) ( ) tr ( ) ( ) ( ) , , [0, ],2
t t T
t s r r r r r rH H
s s
g X g X Dg X f X dB f X I D g X f X I dr s t T   
где Xt – решение уравнения (2). 
Д о к а з а т е л ь с т в о. Зафиксируем произвольные , [0, ],s t T∈  s ≤ t, и рассмотрим разбиение 
отрезка [s, t] точками 
{ }( ) ( )0 1 1
=0, , 1
= = < < < = ,    = | | .max
N N
N i i
i N
s t t t t t t+
−
−

 
Будем обозначать = .m
m
X X X⊗ ⊗ ⊗


 Все равенства и неравенства ниже для случайных величин 
будем понимать выполненными почти наверное. Из формулы Тейлора вытекает справедливость 
соотношения 
 
( )
1
1
=0
1 2 2 3 3
1 11 1
=0
( ) ( ) = ( ) ( ) =
1 1
= ( ) ( ) ( ) ,, ,, ,2 6
N
t s t ti i
i
N
t t t t t i ti i i i i i it t t ti i i i
i
g X g X g X g X
Dg X X D g X X D g X X Xt
−
+
−
⊗ ⊗
+ ++ +
− −
 + + + θ 
 
∑
∑
 
(5)
для некоторых (0,1).iθ ∈
Оценим последнее слагаемое в сумме (5). Поскольку ([0, ], )H nX C T∈   и 3H > 1, то имеем 
 
1 13 3 3 3 3
, 11 1
=0 =0
3 1 3 13 3 ( ) ( )
1 1
( ) | | =,6 6
1
= ( ) = .
6
N N H
t i t t H i ii i i t ti i
i i
H HN N
H
D g X X X D g X t t
D g X t s O
− −
⊗
∞ ++ +
− −
∞
+ θ ≤ −
 −  
 
∑ ∑
 
   
   
 
(6)
Из теоремы 4.10 [1] следует, что 
 ( )
31
, , , 11 1 1= ( ) = ( ) ( ) ( ) | | ,
Hi
t t r r t t t t t t t i ii i i i i i i i iti
tX f X dB f X B Df X f X O t t+ ++ + ++ + −∫   
(7)
причем константа в ( )31| | Hi iO t t+ −  зависит только от f, B и X и не зависит от разбиения ( ) .N  
Учитывая неравенства 
, 11| ( ) | | | ,
H
t t t H i ii i if X B f B t t∞ ++ ≤ −   
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2 2
2 11 2| ( ) ( ) | | | ,,
H
t t t t H i ii i i i Cb
Df X f X f t t++ ≤ −    
и умножая соотношение (7) тензорно на себя, получим соотношения
 
   
 
   
, 1
2 22
, ,1 1
, ,1 1
4
, , 11 1
2 3
, 11
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( ) ( ) ( ) | | =
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
 
  
   
 



 (8)
Подставляя (6)–(8) в (5) и замечая, что 
     
 
 
, 1
22 2
, ,1 1 1
2
, 1
2 2
, 1
( ) ( ) = ( ) ( ) ( ) =,
= ( ) ( ) ( ) ( ) =
= ( ) ( ) ( ) ( ) ,
t ti i
t t t t t t t t t t ti i i i i i i i i i i
t t t t ti i i i i
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D g X f X B f X B D g X f X B
B f X D g X f X B
f X D g X f X B

 
  
 

 

получим соотношения 
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1
, 1
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1 22
, 1 1
=0
13 1( )
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1
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1
( ) ( ) ( ) ( ) ( ) ,
2
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N
t s t t t ti i i ii
N
t t t t t t t t ti i i i i i i i ii
NHN t t t ti i i ii
N
t t t t t ti i i i i ii
g X g X Dg X f X B
Dg X Df X f X D g X f X B
O Dg X f X B
Dg X Df X f X f X


 
 




 
    
 
   
 
 






 2 , 1
1 3 12 2 ( )
, ,1 1
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( ) ( )
1
( ) ( ) ( ) ( ) .
2
t t t ti i i i
N HNt t t t t t ti i i i i i ii
D g X f X
f X D g X f X B O


  
 

           
 


 
(9)
Обозначим  , ,
1
= ( ) .
2
s t s t Ht s I+ −   Так как пара ( , )B   принадлежит пространству геометри-
ческих грубых траекторий, то  2, ,1 1
1Sym( ) = ( )
2
t t t ti i i iB
⊗
+ +  и 
2
, ,1 1
1
( ) =
2
t t t ti i i iB  
 , 11
1= Anti ( ) ( ) ,
2
t t i ii i Ht t I    где   ( )1Anti ( ) = 2
Τ
−    – антисимметричная часть .  Заметим, 
что 2( ) ( ) ( )f X D g X f XΤ⋅ ⋅ ⋅  симметрично, в то время как Anti ( )  антисимметрично, поэтому 

2
, 1( ) ( ) ( )Anti ( )t tt t t i ii i if X D g X f X
Τ
+  зануляется для каждого = 0, , 1.i N −  Учитывая этот факт 
и соотношения 
( )( ) ( ) = ( )( ) =Dg X f X D Dg f X X⋅ ⋅ ⋅ ⋅′ ′⋅ ⋅ ⋅  
2= ( ) ( ) ( ) ( ) ( ) ( ),f X D g X f X Dg X Df X f XΤ⋅ ⋅ ⋅ ⋅ ⋅ ⋅+
    2 2( ) ( ) ( ) = tr ( ) ( ) ( ) ,TH H Hf X D g X f X I f X I D g X f X I     
из равенства (9) получим 
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1
, ,1 1
=0
1
2 ( ) 3 1
1
=0
( ) ( ) = ( ) ( ) ( ) ( )
1
tr ( ) ( ) ( ) ( ) | | .
2
N
t s t t t t t ti i i i i itii
N T N Ht t t i iH Hi i ii
g X g X Dg X f X B Dg X f X
f X I D g X f X I t t O

  



  
  




 
(10)
Переходя к пределу в равенстве (10) при ( )| | 0,N →  получим требуемую формулу замены 
переменных. Теорема доказана.
Положим ( 1) =dtB t
+  и будем считать, что интегралы по ( 1)dtB
+  понимаются как интегралы 
Лебега.
Введем следующие обозначения: 
 
 1 1
( 2 1 1
[0, ] 0 0 0 1 1
1 1
( )
=1
( 1)
{ =1/2}
=0 , =1
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1
= 1 ( ) (
2
k kk k
t t tI k k kkk t t tt k k
k kk k d
ni jif jj
d nd H ik jkf kk i j
t t t t t t
i i idB dB dB dB
I i i d
D f x i dx
D f f

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

   
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



   

 
 
 
 


2
( ( (1
) ,
) ) )= ,
( ) = ( ), 0.
i j
I i ik kf f f
xt t
x x
D D D
P g x g X t


 


  
В дальнейшем для краткости будем опускать верхний индекс x в обозначении решения xtX  
уравнения (2) с начальным условием X0 = x.
Те о р е м а  4. Пусть 2 2 ( 1) 2 3( , ),   ( , ),   .N n n d N nb bf C g C N
+ × + +∈ ∈ ∈    � Тогда для любого 
фиксированного (1 / 3,  1 / 2]H ∈  такого, что min
=0,
< = min ii d
H H H

 справедливо следующее асимп -
тотическое разложение: 
 
( ) ( ) ( )| (( ) ( 1)[0,1]
=1
1
| )( ) = ( ) ( ) ,
N H II N HI kkk kt f
kk Ik d
P g x g x t D g x dB O t +∆
∈ +
+ ⋅ +∑ ∑ ∫


 
(11)
при t → 0, где 1 2| |=I i i ik kH H H H+ + +  – сумма индексов Херста дробных броуновских 
движений ( ) ( ) ( )1 2, , , .i i ikB B B  
Д о к а з а т е л ь с т в о. C учетом введенных обозначений формулу замены переменных можно 
записать в следующей форме: 
 
( )
1 ( ) ( )
0
=0
( ) = ( ) ( ) .
d t ix x i
t r rf
i
g X g x D g X dB
+
+ ∑ ∫
 
(12)
Применяя формулу (12) (N + 1) раз, получим 
 
( )
( )1 1
( ) ( )
[0, ]
=1
1
( ) ( )( )( )2 11
10 0 0 1 11
1 1
( ) = ( ) ( )
( ) .N N N
N
N
I Ik kkt f t
kk I k d
t t t i iiI N
tf t t tNNI N d
g X g x D g x dB
D g X dB dB dB+ +
+
∆
∈ +
+
+∈+ +
+ +
+
∑ ∑ ∫
∑ ∫ ∫ ∫ 

  
(13)
Обозначим ( )11 ( )( ) = ( )NN II fx D g x++ϕ  и преобразуем последнее слагаемое в (13). Определим 
процесс 
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= , , , ,
Tc c c d c
u u u uB B B B   
 
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зависящий от параметра c > 0, i-я компонента которого определяется равенством 
( ; ) ( )
/= ,
i c iH iu u cB c B  
[0, ].u T∈  По свойству самоподобия дробного броуновского движения процесс 
( ; )i c
uB  также явля-
ется дробным броуновским движением с индексом Херста Hi для любого c > 0, = 1, .i d  
Следовательно, при фиксированном [0, ]t T∈  имеем 
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(14)
где знак =

 означает совпадение распределений, а 
( )t
X τ  – решение уравнения 
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(15)
с начальным условием 
( )
0 = .
t
X x  Аналогично 
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(16)
а следовательно, из (13)–(16) получим 
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где 
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(18)
Поскольку 1| | ( 1)I NH N H+ ≥ +  для любого IN+1, то при t < 1 имеем 
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11 1
1 ( 1)
1
( )1 ( ) ( )( )( )1 11
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N
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∈
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(19)
Поэтому, учитывая (17)–(19), для завершения доказательства формулы (11) осталось показать, что 
 
( ) 2 ( )1 ( ) ( )( ) ( )1 1 1110 0 0 1 1 <
tt t I ii iN N N Nt tf t t tN N
D g X dB dB d B+ + +⋅
+
  +∞ 
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 
 
(20)
для любых 11 1 1 1= ( , , ) .
N
N N dI i i
+
+ + +∈ 
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Соотношение (20) вытекает из предложения 1 и леммы 7.5 из [18]. Теорема доказана.
Далее рассматриваем уравнение (1) 
= ( ) ( ) ( ) , [0, ].t t t t t tdX b X dt X dB h X dW t T+ s + ∈
Не нарушая общности, будем считать, что процессы Xt, Wt, Bt принимают значения в d-мер-
ном евклидовом пространстве. Будем предполагать, что функции b, h, σ имеют непрерывные 
и ограниченные частные производные до второго порядка включительно. Положим 
1
= .
2 x
b b h h′−
Рассмотрим автономное обыкновенное дифференциальное уравнение 
= ( ) ,    ,t tdz G z dt t ∈
где 1 2= col( , , ) ( , ),d d dbG G G C∈    и обозначим через 
y
tz  единственное решение данного 
уравнения с начальным условием z0 = 0. 
Нетрудно видеть, что = ( ) ,y Gtz T t y  где ( ) :=
tM GGT t e  – C0-полугруппа на ( , ),
d dC    по-
рожденная дифференциальным оператором 1: ( , ) ( , ),d d d dGM C C→     действующим по 
правилу 
1
=1 =1
( )( ) = col ( ) , , ( ) ,
dd d
i i
G
i ii i
w w
M w y G y G y
y y
 ∂ ∂
  ∂ ∂ 
∑ ∑
где 1 1= col( , , ) ( , ),   .d d d dw w w C y∈ ∈   
О п р е д е л е н и е  2. Будем говорить, что семейство отображений 2{ } ( , )d dA bG Cα α∈ ⊆    по-
рождает коммутирующие потоки, если для любых α, Aβ∈  операторы 1 2( ),   ( )G GT t T tα β  переста-
новочные для любых t1, 2 .t ∈  
Обозначим = { } { | = 1, , } { | = 1, , }.j jb h j d j dΓ ∪ ∪ s    Через ytX  будем обозначать решение 
уравнения (1) с начальным условием 0 = .
dX y ∈
Определим функцию 3 1: d dF + →   следующим образом: 
( )1 1 1 11 1( , , , , , , , ) = ( ) ( ) ( ) ( ) ( ) ( ),d d h h d db d dF y t s s T t T s T s T T ys sτ τ τ τ   
где ,   ,   ,   ( = 1, , ).d j jy t s j d∈ ∈ τ ∈   
П р е д л о ж е н и е  2. Если семейство Γ порождает коммутирующие потоки, то 
( )(1) ( ) (1) ( )= , , , , , , ,y d dt t t t tX F y t W W B B 
п. н. для любого [0, ].t T∈  
Д о к а з а т е л ь с т в о. Выберем произвольные ,   [0, ]y t T∈ ∈  и зафиксируем их. Применяя 
формулу Ито к процессу xy(t), при этом используя условие коммутирования операторов 
1 2( ),   ( ),T t T tα β  α, β ∈ Г, t1, 2 ,t ∈  получим соотношения 
( )(1) ( ) (1) ( ), , , , , , , =d dt t t tF y t W W B B   
2
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Непрерывность по Гельдеру траекторий процесса ytX  вытекает из непрерывной дифферен-
цируемости функции F и непрерывности по Гельдеру с любым показателем < min j
j
Hα  траекто-
рий процесса Bt, а также непрерывности по Гельдеру с любым показателем α < 1/2 траекторий 
процесса Wt. Предложение доказано.
Те о р е м а  5. Пусть семейство Γ порождает коммутирующие потоки, функция : dg →  
вместе со своими частными производными до второго порядка включительно непрерывна 
и ограничена. Тогда функция ( )( , ) = ( )yg tu y t g X  удовлетворяет уравнению 
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( , ) ( ) ( , )1
( ) ( ) ,    > 0,    ,
d H g jk g dj
j ik jk
i j i ji j k
u y t y u y t
H t y y t y
y y y y
 ∂ ∂s ∂−+ s s + ∈  ∂ ∂ ∂ ∂ 
∑ 
и начальному условию ( ,0) = ( ),   .dgu y g y y ∈
Д о к а з а т е л ь с т в о. Определим функцию 1: ddG + →   следующим образом: 
( )( , ) = ( )( ) ,    ,    .dd d d ddG y g T y ysτ τ ∈ τ ∈ 
Применяя формулу Ито к процессу ( )( ), ,dd tG y B  получим соотношение 
 
( ) ( ) ( )
( ) 2 ( )
( ) ( ) 2
0 0 2
, ,1, = ( ,0) ,
d d
d s d st td d H d
d d s dt
d d
G y B G y B
G y B G y dB H s ds
∂ ∂−+ ◊ +
∂τ ∂τ
∫ ∫
 
(21)
где стохастический интеграл в правой части соотношения (21) – интеграл Вика – Ито – 
Скорохода.
Как показано в [17], справедливо равенство 
 
( )
2
2
2
( , )
= ( , ) ( ).d d d dd
d
G y
M G ys
∂ τ
⋅ τ
∂τ  
(22)
Обозначим ( )( )( , ) = , .dd d ty t G y Bψ   Тогда из соотношений (21), (22), теоремы Фубини и пра-
вила Лейбница вытекает равенство 
 ( )
2 1 2
0( , ) = ( ,0) ( , ) ( ) .
t H d
d d d dd
y t y H s M s y ds− sψ ψ + ψ ⋅∫  
(23)
Из соотношения (23) вытекает справедливость соотношения 
 
2 1 2( , ) = ( , ).d H dd dd
t
H t M t
t
−
s
∂ψ ⋅
ψ ⋅
∂  
(24)
Определим функцию 11 : [0, ]
d
dG T+− × →  равенством 
( )1 1 1 11( , , ) = ( )( ), ,   ,   ,   [0, ].dd d d d ddG y t T y t y t T− − s − −−τ ψ τ ∈ τ ∈ ∈ 
Применяя формулу Ито к процессу ( )( 1)1 , , ,dd tG y B t−−  получим соотношение 
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( ) ( )
( 1)
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(25)
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Отметим, что для каждых 1,   ,   [0, ]
d
dy s T−∈ τ ∈ ∈   справедливо равенство 
 
( )
2
1 1 2
1 12 1
1
( , , )
= ( , , ) ( ).d d d dd
d
G y s
M G s y− − − −s −
−
∂ τ
⋅ τ
∂τ  
(26)
Обозначим ( )( 1)1 1( , ) = , , ,dd d ty t G y B t−− −ψ   тогда с помощью соотношений (24), (25), (26), тео-
ремы Фубини и правила Лейбница, получаем равенство 
 ( )( )2 1 2 2 211 1 1 10 11( , ) = ( ,0) ( , )( ) .t H Hd dd d d d dd dy t y H s M H s M s y ds− −− − − −s s −−ψ ψ + + ψ ⋅∫  (27)
Из соотношения (27) получаем, что 
  
1 2 1 2 2 1 21
1 11
( , )
= ( , ).d H Hd dd d dd d
t H t M H t M tt
  
   
 
  
  
(28)
Далее рассматриваем функцию ( )2 2 1 22( , , ) = ( )( ), ,d d d b ddG y t T y t− − − −−τ ψ τ  применяем формулу 
Ито к процессу ( )( 2)2 , , ,dd tG y B t−−  получим уравнение, аналогичное уравнению (28) для функции
2 2 2( , ) = ( , , ),d d dy t G y t− − −ψ τ  и т. д. Тем самым придем к следующему уравнению для функции 
( )( )(1) ( ) (1) ( )( , ) = , , , , , , , :d dg t t t tu y t g F y t W W B B   
2 1 2
=1 =1
( , ) 1 2= ( , ).
2
d d Hg j
j gb h j jj j
u t
M M H t M u t
t
−
s
 ∂ ⋅
+ + ⋅  ∂  
∑ ∑
Теорема доказана.
Из теоремы 5 настоящей работы и доказательства теоремы 4 из [17] вытекает следующее 
утверждение.
С л е д с т в и е  1. Пусть семейство Γ порождает коммутирующие потоки, решение xy(t) ав-
тономного уравнения (1) с начальным условием x(0) = y имеет плотность распределения p(t,y,z), 
функции f(z), g(z), σ(z), p(t,y,z) являются достаточно гладкими и ограниченными. Тогда функция 
p(t,y,z) удовлетворяет равенству 
   
 
2
=1 , , =1
2
2
, , =1
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2
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  
   
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           
   
 
 
 
 
Рассмотрим модель DTSM для прогнозирования ожидаемых кредитных потерь на примере 
ипотечных кредитов США, описанную в [24, 18]. Через a, t, v будем обозначать соответственно 
возраст кредита (в месяцах), текущую дату наблюдения и дату открытия кредита. Будем рассма-
тривать вероятности дефолта PD и закрытия кредита PA как функции от a, t, а именно: 
def attr
act act
( , ) ( , )
( , ) = , ( , ) = ,
( , 1) ( , 1)
N a t N a t
PD a t PA a t
N a t N a t− −
где act def attr,   ,   N N N  – числа активных, дефолтных и закрытых аккаунтов соответственно.
Определим среднюю величину дефолтного баланса: 
def
def
( , )
( , ) = ,
( , )
B a t
EAD a t
N a t
где defB  – суммарный дефолтный баланс.
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На первом этапе анализа для каждой из переменных PD, PA, EAD вычисляются следующие 
APC-декомпозиции (Age-Period-Cohort): 
( )logit ( , ) = ( ) ( ) ( ),PD PD PDPD a t F a H t G v+ +
( )logit ( , ) = ( ) ( ) ( ),PA PA PAPA a t F a H t G v+ +
( )log ( , ) = ( ) ( ) ( ),EAD EAD EADEAD a t F a H t G v+ +
где logit ( ) = log
1
p
p
p
 
 − 
 – обратная к логистической функции 
1
( ) = ,   .
1 z
g z z
e−
∈
+
  В декомпо-
зициях переменных PD, PA, EAD функции F(a) являются жизненными циклами, функции H(t) 
выражают влияние макроэкономических факторов, функции G(v) включают в себя влияние вну-
тренних факторов неэкономического характера.
Второй этап анализа заключается в построении экономических моделей для функций H(t). 
Экономические модели строятся на основе данных по основным макроэкономическим переменным: 
0
=1
( ) = ( ) ( ),
N
i i
i
H t f t tβ + β + ε∑
где f1(t) ( = 1, , )i N  – некоторый набор макроэкономических факторов; βi – искомые коэффици-
енты; ε(t) – погрешность.
При моделировании соответствующих переменных функция H(t) заменяется ее экономиче-
ским приближением 
0
=1
ˆ ( ) = ( ),
N
i i
i
H t f tβ + β∑
а функция кредитного риска G(v) заменяется индивидуальными характеристиками кредитных 
аккаунтов – скоринговыми факторами (персональный кредитный рейтинг – FICO Score, про-
центная ставка по кредиту, наличие текущей задолженности и др.).
Модель DTSM позволяет строить оценку текущих ожидаемых кредитных потерь в предпо-
ложении, что известна экстраполяция функций ˆ ˆ ˆ( ),   ( ),   ( )PD PA EADH t H t H t  на весь период суще-
ствования аккаунтов, активных на текущую дату t0.
Для нахождения экстраполяций функций ˆ ( )H t  общепринятым является следующий ме-
тод [24]. Используя ежегодный краткосрочный прогноз по макроэкономическим показателям, 
выпускаемый Федеральной резервной системой, осуществляется экстраполяция функции ˆ ( )H t  
на двухлетний период начиная с момента начала прогнозирования t0. Для получения дальней-
шей экстраполяции на период существования аккаунтов, активных на момент t0, используется 
идея возврата к среднему на основе модели Васичека: искомая экстраполяция функции ˆ ( )H t  за-
дается с помощью решения системы уравнений Орнштейна – Уленбека  
( )( ) = ( ( ) ( )) ,dx t x t v t dtθ µ − +
1 1( ) = ( ) ( ) ( ),
Hdv t v t dt dW t dB t−θ + s + s
где μ – долгосрочное среднее; σ, σ1 > 0 – коэффициенты волатильности; θ, θ1 – некоторые поло-
жительные постоянные, θ ≠ θ1, а W(t) и B
H(t) – независимые одномерные стандартное броунов-
ское движение и дробное броуновское движение с индексом Херста H > 1/3.
Нетрудно видеть, что процесс x(t), удовлетворяющий данной системе, задается равенством 
( )1 ( ) ( )11 2 0
1
1
( ) = ( ),
tt t t s t sx t C e C e e e dM s−θ −θ −θ − −θ −µ + + + −
θ − θ ∫
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где 1( ) = ( ) ( ),
HM t W t B ts + s  а интеграл в правой части понимается как потраекторный интеграл 
Янга. Вычислив математическое ожидание x(t), имеем 
( ) 11 2( ) = .t
t
tx t C e C e−θ −θ
→∞
µ + + µ→
Наилучшей оценкой процесса x(t) является его математическое ожидание ( )ˆ( ) = ( ) .x t x t  
Отметим, что использование уравнений Орнштейна – Уленбека второго порядка позволяет стро-
ить гладкие долгосрочные экстраполяции за счет выбора параметров C1, C2 (см. [24, 18]). А ис-
пользование слагаемых, содержащих дробные броуновские движения, приводит к более точным 
моделям по сравнению с моделями на основе уравнений Орнштейна – Уленбека, содержащих 
лишь стандартные броуновские движения.
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