ABSTRACT Electrocardiogram (ECG) signal represents the electrical activity of the heart and playing an increasingly important role for practitioners to diagnose heart diseases. Widely available ECG data and machine learning algorithms present an opportunity to improve the accuracy of automated arrhythmia diagnosis. However, a comprehensive evaluation of morphological arrhythmias for the ECG analysis across a wide variety of diagnostic classes is still a complex task. This paper presents a generic morphological arrhythmias classification method designed for robust and accurate detection of the ECG heartbeat. In this method, the gray-level co-occurrence matrix (GLCM) is employed for features vector description because of its extraordinary statistical feature extraction ability. In addition, the convolutional neural network (CNN) approach is utilized to automatically classification from the generated 3D multi-scale GLCM. Obtained results from the experiments demonstrate that the proposed method in this paper is quite suitable for morphological arrhythmias detection. These findings demonstrate that the GLCM description can efficiently extract the shape features vector for a broad range of distinct arrhythmias from the lead ECGs with high diagnostic performance. The experimental results of the recognition for morphological arrhythmias show the feasibility and effectiveness of the proposed method and could be used to reduce the rate of the misdiagnosed computerized ECG interpretations.
I. INTRODUCTION
According to the report of World Health Organization (WHO), cardiovascular diseases (CVD) have already become the main reason for death across the world and gained great interest in biomedical studies [1] . Cardiac arrhythmias are the most common types of CVDs which contain irregularities rate or rhythm of the heartbeat and may occur sporadically in a subject's daily life [2] . Electrocardiogram (ECG) records the electrical signal pass through the heart and can be used to further investigated symptoms related to cardiac arrhythmias [3] , [4] .
A typical wave of a common hearth ECG cycle is shown in Figure 1 which composed of characteristic features
The associate editor coordinating the review of this manuscript and approving it for publication was Yonghong Peng. of P, QRS complex and T points [5] . P wave indicates the time taken by the pulse to propagate to both atria which can be used to describe the status of the atria activation. PQ and ST stretch is flat and free of waves which represent the time when the atria began actively until the ventricles are activated and the time interval where the ventricles contract and return to rest, respectively. The QRS complex is composed of the Q, R and S waves which represents the left and right ventricular depolarization potentials change. T wave indicates the repolarization of the ventricles [6] . These elementary waves are significant for clinical analysis.
Generally, biomedical signals are highly chaotic, complex, non-stationary and typically corrupted by noise [7] , [8] , especially in ECG signal [9] . Therefore, it is challenging and time-consuming to classify different cardiac arrhythmias types [10] . Various types of arrhythmias are proposed and associated with a pattern. Therefore, it is possible to classify ECG signals into distinctive patterns. The arrhythmias can be classified into two major categories: morphological arrhythmia and rhythmic arrhythmias [11] . Morphological arrhythmia is formed by a single irregular heartbeat. Rhythmic arrhythmia is formed by a set of irregular heartbeats. Morphological arrhythmia with six types of cardiac arrhythmias (left bundle branch block beat, right bundle branch block beat, premature ventricular contraction, fusions of the ventricular and normal beat, atrial premature beat and paced beat) will be discussed in this research.
In some cases, arrhythmias may occur sporadically in a subject's lift [2] . Therefore, ECG beat-by-beat examination is an important and essential task. For the interpretation of ECG recordings, a beat-by-beat manual examination is tedious and time-consuming and a difficult task for junior doctors [12] . With the booming of novel sensing technologies, the ECG data will be enormous in amount and complex in the data structure. Some report indicts that worldwide digital healthcare data will be expected to reach 25,000 petabytes in 2020 [13] . Therefore, many different computer-aided diagnosis (CAD) algorithms have been proposed for cardiac arrhythmias automate identification [14] . In the literature, several CAD algorithms are employed for ECG interpretation and strongly improve expert diagnosis efficiency.
Conventional CAD algorithms require signal preprocessing, features extraction (extraction of distinctive features from the signals), features selection (selection of the most and highly expressive features) and classification. During the past years, various feature extraction techniques have been reported to expose the distinctive information from ECG signals. These techniques can be primarily categorized into four groups: P-QRS-T complex features extraction method [15] , statistical features [16] , morphological features [17] and Wavelet transform (WT) [5] . WT is the most popular feature extraction techniques because of its powerful timefrequency localization property. Li et al. proposed a genetic algorithm-back propagation neural network (GA-BPNN) classification method based on wavelet packet decomposition feature extraction [18] . Lee and Kwak introduced a time-frequency representation (WT method) of ECG signal for personal identification [19] . Venkatesan et al. developed a remote healthcare system where discrete wavelet transform (DWT) is implemented on the heart rate variability (HRV) feature extraction [20] . Among the multiple application, there are still some inevitable shortcomings. Feature methods need some certain priori knowledge. No matter which base wavelet is selected, shift variance will always occur. This variance will strongly influence the extraction effect, especially in morphological arrhythmia (only contain a single irregular heartbeat). The neural network is a framework for many different machine learning algorithms to process complex data [21] . Recently neural network has aroused a heated discussion in cardiac arrhythmia detection and classification. Awni et al. developed a deep neural network (DNN) to classify 12 rhythm classes using 53,549 patient's ECG raw signals via a special customized single-lead ambulatory ECG monitoring device [22] . Oh et al. proposed a modified U-net for arrhythmia diagnostic [23] . Combined convolutional neural network (CNN) and long short-term memory (LSTM), Oh et al. developed an arrhythmia automated diagnosis method with variable length heart beats [24] . According to the classification studies mentioned above, neural network is suitable for cardiac arrhythmias to automate identification. Related literature also demonstrated that CNN exhibits better result compared with peer methods [25] .
Inspired by the idea of CNN, authors present a morphological arrhythmia automated diagnosis method using the gray-level co-occurrence matrix (GLCM) enhanced the convolutional neural network. In this method, GLCM is employed to describe the wave shape change. ECG signal amplitude is mapped into fixed gray-level. Therefore, this method enjoys the merit of wave length insensitive. CNN approach is utilized to automatically enable arrhythmia diagnosis from the multiscale matrixes.
The rest of this paper is organized as follows. The data description is briefly described in Section 2. The wave description GLCM is presented in Section 3. Section 4 gives the proposed diagnosis method. Section 5 details the model training process and the validation experiment. The major findings of this work are summarized in Section 6.
II. DATA DESCRIPTION
In this research, MIT-BIH arrhythmia dataset [26] is used to verify the proposed method. The recordings were digitized at 360 samples per second per channel with 11-bit resolution over a 10mV range [27] . Each of the records is split into distinct irregular heartbeat parts according to the reference annotation files with variable length. Considering the MIT-BIH cardiac arrhythmias samples number and datasets balance, six types of cardiac arrhythmias (left bundle branch block beat (blue grey curve in Figure 2 ), right bundle branch block beat (brown curve in Figure 2 ), premature ventricular contraction (orange curve in Figure 2 ), fusion of ventricular and normal beat (yellow curve in Figure 2 ), atrial premature beat (green curve in Figure 2 ) and paced beat (blue curve in Figure 2) ) is chosen to be the research targets. After preprocessing, 680 records of ECG signals were acquired for 
III. ECG SHAPE DESCRIPTION
Due to the complex feature and non-stationary of cardiac arrhythmias, precise ECG features extraction is extremely for the classification. Proposed by Haraiick et al. [28] , GLCM has widely used for texture features description in health care and diseases classification because of its extraordinary statistical feature extraction ability [29] , [30] .
A. GRAY-LEVEL CO-OCCURRENCE MATRIX
Coming from machine vision, a GLCM is a matrix that defined over an image to be the distribution of co-occurring pixel values at a given offset. For an image with p different pixel values, the p×p co-occurrence matrix C is defined over an n×m image I, the CLCM can be given by:
where i and j are the pixel values, x and y are the spatial positions in the image I, x and y are the offset, and I(x, y) is the pixel value. As can be seen in Figure 3 , the offset x and y can be used to determine the spatial distance d and scanning direction θ by [31] : From the definition, we can find that GLCM is very sensitive for the periodic structure. Therefore, the most common application of GLCM has been in measuring texture in images [32] . Figure 4 shows the GLCM calculation process of the scaled image (8 possible values, ranging from 0 to 7) of the 4-by-5 image I. Imaging the offset x and y are 1 and 0 respectively, element (1, 5) in the GLCM contains the value 1 because there is only one instance in the image where two, horizontally adjacent pixels have the values 0 and 4. Element (4, 6) in the GLCM contains the value 2 because there are two instances in the image where two, horizontally adjacent pixels have the values 3 and 5.
As presented before, ECG is a one-dimensional electrical signal pass through the heart. To fit the ECG signal, the GLCM definition must degenerated. For a time domain signal y, the corresponding p×p co-occurrence matrix C can be defined as:
Therefore, GLCM can be used to describe the one-dimensional signal's texture. Take one-lead wave of a common health ECG cycle shown in Figure 1 for example, the corresponding GLCM is shown in Figure 5 (x-axis and y-axis indicate the gray-level, z-axis is the count number) with the offset x is 15. 
B. MULTI-SCALE GLCM
As we known, wavelet provides a natural partition of the signal spectrum into multi-scale [33] . According to Equ. 3, fixed offset will only process one GLCM. However, as can be seen in Figure 2 , different types of heart rate market waveforms have obvious waveform characteristics. Therefore, fixed offset is unsuitable for various arrhythmias. Inspirited by multi-scale wavelet, various offset values can be used in to acquire multi-scale GLCMs in one-dimensional ECG signals. Compared with wavelet, multi-scale GLCM can effectively represent all the periodic information of image texture, including low frequency and high frequency components. Through this multi-scale GLCM, we can describe the periodicity changes of ECG signals more effective on different scales and have a positive effect on the following cardiac arrhythmias classification.
IV. THE PROPOSED MORPHOLOGICAL ARRHYTHMIA AUTOMATED DIAGNOSIS METHOD
As mentioned before, GLCM possesses a powerful ability for complex features extraction. Meanwhile, as a type of feed-forward artificial neural network, CNN possesses a good hierarchical feature representation ability from a lower level to a higher level [25] . In this research, extracted features vector based on specified characteristics of the multi-scale GLCM are utilized to train a CNN for the morphological arrhythmia automated diagnosis. The flow chart of the proposed method is described in Figure 6 . Relevant details are also described below.
Step 1: Split the MIT-BIH arrhythmia dataset (six types of cardiac arrhythmias) into distinct irregular heartbeat parts according to the reference annotation files with variable length.
Step 2: Normalize the acquired heartbeat ECG signals so that the samples can be digitized with 7-bit resolution (ranges from 0 to 127). The normalization equation can be represented as:
where INT[] represents the rounding operation, X is the original signal, and X is the new signal after normalization. As presented before, raw ECG signals contains various noises, therefore normalization can be also regarded as a filtering process.
Step 3: Extract the multi-scale GLCM feature vector based on the proposed method in Section III with n different matrixes. After that, place the resulting GLCMs as multiple pages of a 3D matrix. Therefore the constructed a 3D feature vector map dimension is 128 × 128 × n. Theoretically, a higher n will lead to a better result but also generated higher computational burden. After many tries, n is set as 36 (corresponding offset x ranges from 15 to 50) in this research.
Step 4: Divide the generated 3D multi-scale GLCM feature vector into two groups, namely the training dataset and test dataset. In this model, each example is a combination of an input object and a desired output value (ECG heart beat condition). The network employed in this research is also shown in Figure 6 . There are 64 kernels in convolutional Layer 1 and the size of each kernel is set as 3 × 3. The convolution layer is accompanied by an activation ReLU layer and a max-pooling layer (polling size is 2 × 2). In Layer 2, there are 32 kernels and the size of each kernel is set as 2×2.
V. TRAINING AND EVALUATION
In this research, seven different ECG heart beat conditions from MIT-BIH arrhythmia dataset were researched. The description of the seven conditions is listed in Table 1 , the corresponding time-domain signals can be seen in Figure 2 . Among the 4760 samples, 140 samples are randomly selected as the testing dataset and the rest serve as training dataset (20 samples for each condition). Stochastic gradient descent (SGD) is a widely-used optimization technology to train deep neural networks, due to its simplicity and good empirical performances [34] . In this research, SGD optimizer is utilized to minimize the categorical cross entropy. The momentum is set to 0.99, the learning rate is initially set to 0.001 and the mini-batch has 30 samples.
All the experiments in this research were performed under a desktop (operating system: Microsoft Windows 10, CPU: Intel (R) Core (TM) i5-6300U CPU @ 2.40GHz (4 CPUs)). The established model training performance curve can be seen in Figure 7 . The blue solid ascending curve (Figure 7 (a) ) represents accuracy rate change during training process where accuracy is the most intuitive performance measure. The red solid descending curve (Figure 7(b) ) represents the entropy change in each epoch. The results show that the loss function value reaches a stable value (almost zero) after 150 epochs, and the accuracy rate achieves stability after epochs 150 with almost 99.95%.
Confusion matrix, also known as the error matrix, is a specific table that can effectively visualize the performance of the proposed classification algorithm [35] . As can be seen in Figure 8 (different colors represent different counted sample numbers), each column of the matrix represents the instances in a predicted class (output class), while each row represents the instances in an actual class (target class). Figure 8 illustrates the generated confusion matrix using the proposed model for the 7-pattern recognition problem, where Ci means the fault type. As can be seen in Figure 8 , the trained model presents a good generalization result, with only 11 ECG signal misclassifications in the entire 140 testing records. Therefore, the accuracy rate of the proposed method is calculated at 92.14%.
Precision, recall and F1 score are the most widely used metrics for final classification results evaluation. Precision is the ratio of correctly predicted positive observations of the total predicted positive observations. Recall is the ratio of correctly predicted positive observations to all observations in the actual class. F1 score is the weighted average of Precision and Recall. Denoted TP as true positives (the value of actual class is yes and the value of predicted class is also yes), FP as false positives (actual class is no and predicted class is yes), FN as false negatives (actual class is yes but predicted class in no), the three evaluation parameters can be defined as [36] , [37] :
The results evaluation effects of the different condition are shown in Table 2 . The obtained mean precision, recall and F1 score were 0.92, 0.92 and 0.92 respectively. The result validates the effectiveness of the proposed classification method in morphological arrhythmia classification.
VI. DISCUSSION AND CONCLUSION
In this paper, authors proposed a GLCM enhanced intelligent morphological arrhythmia diagnosis method using VOLUME 7, 2019 CNN. In this method, GLCM is employed for features vector description in health care and diseases classification because of its extraordinary statistical feature extraction ability. CNN approach is utilized to automatically recognize the arrhythmia type from the generated 3D multi-scale GLCM. Obtained results demonstrate that GLCM description can efficiency extract the shape features vector for a broad range of distinct arrhythmias from lead ECGs with high diagnostic performance. Major findings of this work can be summarized below:
(1) Different from morphological arrhythmia detection, rhythmic arrhythmias approach has been mainly based on feature extraction rather than shape analysis. In this research, authors utilized GLCM for the ECG wave shape description. GLCM has proven to be an effective method for features vector description in health care and diseases classification owing to its extraordinary statistical feature extraction ability. Theoretically, more offset (n in Section IV) will lead to a better result but also generated higher computational burden. However, in actual practice, computational efficiency is also an indispensable factor for algorithm evaluation. After numerous tries, authors chosen 36 (corresponding offset x ranges from 15 to 50) in this research for 3D multi-scale GLCM presentation. (2) CNN approach is utilized to automatically classification from the generated 3D multi-scale GLCM. Results indicate that this method can effectively distinguish different morphological arrhythmia classes with high precision. Because normalization is engaged in the proposed method (digitized with 7-bit resolution), the proposed method can suppress the interference of nonstationary noise to a certain extent and enjoys the merit of wave length insensitive. (3) This research demonstrates that GLCM description can efficiency extract the shape features vector for a broad range of distinct arrhythmias from lead ECGs with high diagnostic performance. Therefore, the proposed method has the potential to online cardiac arrhythmias automate aided diagnosis after clinical verification.
Authors believe that the proposed method is also capable of more arrhythmia type and worth to do further research. In the future, it will be worthwhile to investigate this proposed method in a clinical situation. Besides, investigations of other biomedical signal based on the proposed method are also worth further explorations.
