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Abstract
The classic Mckay correspondence gives a connection between finite
subgroups of SU(2) and the simply-laced Dynkin diagrams. In this ar-
ticle, a direct proof is presented. The bipartite structure of the Mckay
diagrams is introduced. After that, the similar method can be used on
finite subgroups of SO(4), we get a edges-coloured graph. We finally get
some applications about the dimension restriction of the irreducible rep-
resentation of finite subgroup of SO(4).
1 Introduction
In classic group theory, there is a well-known result that the full list of finite
subgroups of SO(3) is
Cn, D
∗
2n, A4, S4, A5,
which are cyclic groups, dihedral groups, tetrahedral group, octahedral group,
and dodecahedral group.
There is a 2 to 1 surjective group homomorphism pi : SU(2)→ SO(3). Since
−1 ∈ SU(2) is the only order two element, so it is not difficult to find the full
list of finite subgroups of SU(2) is
Cn, D
∗
2n, A
∗
4, S
∗
4, A
∗
5
which are cyclic groups, binary dihedral groups, binary tetrahedral groups, bi-
nary octahedral groups and binary dodecahedral groups.
Since all the complex representation is unitary, so the above is also exactly
the list of all finite subgroups of SL2(C).
Mckay correspondence claims that there is a correspondence of them with
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simply-laced Dynkin diagrams through Mckay diagram as following.
Cn An ◦−− ◦ −− · · · −− ◦ −−◦
D∗2n Dn+2 ◦−− ◦ −− · · · −−
◦
|◦ −−◦
A∗4 E6 ◦−− ◦ −−
◦
|◦ −− ◦ −−◦
S∗4 E7 ◦−− ◦ −−
◦
|◦ −− ◦ −− ◦ −−◦
A∗5 E8 ◦−− ◦ −−
◦
|◦ −− ◦ −− ◦ −− ◦ −−◦
The original paper is due to Mckay [4], but now is not available. The main
method is via the classification of Du Val singularities for example [6].
Here I will present a pure elementary proof. Finally, I will discuss the rep-
resentation of the finite subgroups in SO(3) and SO(4).
2 The direct proof
Before the proof, we need a description of simply-laced Dynkin diagram. Let
G = (V,E) be a finite graph (undirected and possible loops and self-loops).
Without loss of generality assume V = {1, . . . , r}. Let us define its Cartan
matrix (cij) = (2δij − nij) where nij is the number of edges between i and j,
and δij Kronecker’s delta.
• If the graph G is connected, and its Cartan matrix is positive definite, then
G is simply-laced Dynkin diagram. Such matrix is positive definite if and
only if there exists a vector (xj) with xj > 0, such that
∑r
j=1 cijxj > 0
for all i.
• If the graph G is connected, and its Cartan matrix is positive semi-definite,
then G is simply-laced Euclidean diagram (or, extended Dynkin diagram).
Such matrix is positive semi-definite if and only if there exists a vector
(xj) with xj > 0, such that
∑r
j=1 cijxj = 0 for all i.
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• The full list of simply-laced Euclidean diagrams is
A˜n ◦ · · · ◦
◦
D˜n ◦−−
◦
|◦ −− · · · −−
◦
|◦ −−◦
E˜6 ◦−− ◦ −−
◦
|
◦
|◦ −− ◦ −−◦
E˜7 ◦−− ◦ −− ◦ −−
◦
|◦ −− ◦ −− ◦ −−◦
E˜8 ◦−− ◦ −−
◦
|◦ −− ◦ −− ◦ −− ◦ −− ◦ −−◦
Above facts can be found for example in [1] volume 1 page 120 theorem 4.5.8.
Note that in the book, a more general diagram (not necessary undirected) is
defined.
Now, let us turn to representation theory. Generally, let us consider an
n-dimensional representation W of finite group G over C. Let {Vi}ri=1 be the
full list of pairwise non-isomorphic irreducible representations of G. Let
nij = The multiplicity of Vi in W ⊗C Vj = HomG(Vi,W ⊗k Vj).
We define a graph with vertices {1, . . . , r}, and connected i and j by nij arrows.
This is known as Mckay diagram with respect to W .
Here are some properties.
• If W is self-dual, then the graph is undirected. That is, if W∨ ∼= W as
G-representations, then nij = nji. Since
dim HomG(Vi,W⊗kVj) = dim HomG(Vi⊗kW∨, Vj) = dim HomG(Vj ,W⊗kVi).
• If W is faithful, then the graph is connected. Since we know that any
irreducible representation appear in some fold of tensor product of faithful
representation, that is, HomG(Vi,W
⊗n) 6= 0 for some n. More precisely,
if it is not connected, then we can decompose {Vi}ri=1 by V1 unionsqV2. Then
W⊗n ⊗ Vi decomposes into irreducible representations in V• for any Vi ∈
V•. Now, consider Vi ⊗ Vj for Vi ∈ V1 and Vj ∈ V2 a contradiction.
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• The vector (dimVj)j is an eigenvector belonging to dimW of (nij)i,j , since∑r
j=1 nij dimVj =
∑n
j=1 dim HomG(Vi,W ⊗ Vj) dimVj
= dim HomG
(
Vi,W ⊗
⊕n
j=1(dimVj)Vj
)
= dim HomG
(
Vi,W ⊗ C[G]
)
= dim HomC(Vi,W )
= dimW · dimVi.
Our situation is when n = 2, since now G ⊆ SL2(C), the natural two-
dimensional representation W is automatically faithful and self-dual by consid-
ering the character. So by above, the Cartan matrix of the Mckay diagram
annulates a positive vector (dimVi), so the diagram is Euclidean diagram from
the description above. If we discard the trivial representation, say the reduced
Mckay diagram, it will be a Dynkin diagram.
We have the following list, with × the trivial representation, labelled num-
bers the dimensions of representations.
Cn A˜n−1
1 · · · 1
×
D∗2n D˜n+2 1−−
×
|
2 −− · · · −−
1
|
2 −−1
A∗4 E˜6 1−−2−−
×
|
2
|
3 −−2−−1
S∗4 E˜7 ×−−2−−3−−
2
|
4 −−3−−2−−1
A∗5 E˜8 2−−4−−
3
|
6 −−5−−4−−3−−2−−×
This proves the Mckay correspondence.
Theorem 1 (Mckay correspondenc [4]) If G is a finite subgroup of SL2(C),
then the reduced Mckay diagram is a simply-laced Dynkin diagram.
3 Finite subgroups of SO(3)
Let G be a finite subgroup of SU(2), and denote pi(G) ⊆ SO(3) the image under
the morphism pi : SU(2) → SO(3). We assume the order of G is divided by
2 — excluding the cases when G is cyclic of odd order. Now −1 ∈ G, and
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2|pi(G)| = |G|. Now, pi(G) is the group which we are familiar with. We will still
denote W the natural two-dimensional representation.
Note that
• Each (irreducible) representation of pi(G) is also an (irreducible) represen-
tation of G by the natural map G→ pi(G).
• A representation V of G induces a representation of pi(G) if and only if
−1 acts trivially on V .
Denote V ⊆ {Vi}ri=1 inducing representation of pi(G), and V′ the rest of them.
Let the character of V be χ, since the character is sum of dimV many roots
of unity, so −1 acts trivially if and only if χ(−1) = dimV = χ(1). Note that
the character ϕ of W satisfy ϕ(−1) = −2 = −ϕ(1). As a result, we have the
following.
• If Vi ∈ V, whose character χi satisfies χi(−1) = ±χi(1), then each of its
neighborhood Vj in Mckay diagram satisfies χi(−1) = ∓χi(1).
Assume W ⊗ Vi =
⊕
j∈N(i) nijVj , where N(i) = {j : nij 6= 0} the neigh-
borhood of i. The decomposition gives rise to ϕχi =
∑
j∈N(i) nijχj . So
∓ϕ(1)χi(1) = ϕ(−1)χi(−1) =
∑
j∈N(i)
nijχj(−1).
But χj(−1) is sum of χ(1) many roots of unity, so |χj(−1)| ≤ |χj(1)|. As
a result, to achieve the equality, χj(−1) = ∓χj(1).
• Since the Mckay diagram is connected, and trivial representation is of
course the above case, so all irreducible representation Vi having its char-
acter χi satisfy χi(−1) = ±χi(1).
• The neighborhoods of representation form V are all from V′. Et vice
versa, the neighborhood of representation from V′ are all from V.
The result is summarized in the following theorem.
Theorem 2 The representation from pi(G) and the representation not from
divide the Mckay diagram into a bipartite graph.
We can read the dimensions from the diagram.
1 1
1
...
... 1
1 1
1
1 2
2
...
... 2
2 1
1
1
1 2
2
...
... 2
1
1
1 2
1 2
1 2
3
1
3 2
2 4
3 2
1
1
3 2
5 4
3 6
4 2
(∗)
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Or more beautiful picture,
G pi(G)
C2k Ck A˜2k ◦ • ◦ · · · ◦
•
D∗4k D2k D˜2k+2 •−−
•
|◦ −− • −− ◦ −− · · · −−
◦
|• −−◦
D∗4k+2 D4k+2 D˜2k+3 •−−
•
|◦ −− • −− ◦ −− · · · −−
•
|◦ −−•
A∗4 A4 E˜6 •−− ◦ −−
•
|
◦
|• −− ◦ −−•
S∗4 S4 E˜7 •−− ◦ −− • −−
•
|◦ −− • −− ◦ −−•
A∗5 A5 E˜8 ◦−− • −−
•
|◦ −− • −− ◦ −− • −− ◦ −−•
This reflects the dimensions of the the representation of finite subgroups of
SO(3). The presentation of D2n can be found in [5] page 37 (the notation is Dn
for D2n here). The presentation of A4,S4,A5 can be found in [3] page 18, page
19 and page 29 respectively.
4 Finite subgroups of SO(4)
We know the universal cover of SO(4) is exactly SU(2) × SU(2). Let G be
a finite subgroup of SU(2) × SU(2) ⊆ SL4(C), and pi(G) ⊆ SO(4) the image
under covering map. Assume as well, −1 ∈ G, that is, |G| = 2|pi(G)|. Let
W be the natural representation of dimension 4. Let G1 the image under the
projection of the first SL2(C), andG2 the second. LetWi be the two-dimensional
representation of Gi for i = 1, 2. It is easy to see W ∼= W1 ⊕W2. Let {Vi}ri=0
be the full list of pairwise nonisomorphic irreducible representations. Denote
nkij = dim Hom(Vi,Wk ⊗ Vj), k = 1, 2,∅.
So nij = n
1
ij + n
2
ij .
Denote the Mckay diagram of W to be Γ. We can colour the edges between
i and j by n1ij many 1’s, and n
2
ij many 2’s. Let us denote Γi be the subgraph of
all vertices and all edges coloured by i for i = 1, 2. Similar to what we did last
sections, we have the following properties.
• Since Wk is also faithful and self-dual, Γk is undirected and connected for
k = 1, 2,∅, that is, nkij = nkji.
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• By considering the connected component of Γi, Γi is disjoint union of
Euclidean diagram for i = 1, 2.
• As what we did for SO(3) in theorem 2, the diagram is also bipartite.
Lemma 3 The Euclidean diagram from Γ1 and Γ2 intersect transversally. That
is, each connected component E1 ⊆ Γ1 and E2 ⊆ Γ2 intersect.
Pick Vi ∈ Ei. Note that Ei is exactly the irreducible representations appear-
ing in W⊗ni ⊗Ei for some n. So we want to show that HomG(W⊗ni ⊗Ei,W⊗mj ⊗
Ej) 6= 0 for some m,n. It suffices to show Wni ⊗Wmj is faithful for some m,n.
If some g ∈ G such that (ϕ1(g)ϕ1(1))n(ϕ2(g)ϕ2(1))m = 1 for some m,n, where ϕi is the
character of Wi for i = 1, 2. Then
∣∣ϕ1(g)
ϕ1(1)
∣∣ = ∣∣ϕ2(g)ϕ2(1) ∣∣ = 1 which implies g acts
as scalar over Wi for i = 1, 2. Since G acts over Wi through SL2(C), it is only
possible when g = ±1. So taking W1 ⊗W2 ⊗W2 works.
Theorem 4 Assume the Mckay diagram Γ = (V,E), then Γ is bipartite and E
admits a decomposition E = E1 unionsq E2, such that
• Γi = (V,Ei) is disjoint union of Euclidean diagrams for i = 1, 2.
• The Euclidean diagrams from Γ1 and Γ2 intersect transversally.
Theorem 5 The vector (dimVj) is the only vector (xj) up to scalar satisfying∑
nijxj = 4xi for any i.
Firstly, the spectral radium of the adjacency matrix of Euclidean diagram
is 2. By Frobenius-Perron’s argument, see [2] page 51 Theorem 3.2.1, there is
a positive eigenvector (xj) with xj > 0 belonging to the maximal eigenvalue λ.
If λ > 2, then
∑
j 2δij − nijxj = (2 − λ)xi > 0, which implies (2δij − nij) is
positive definite, it is impossible.
Since the adjacency matrix is symmetric, so the eigenvalues are exactly the
singular values so ∑
i
∣∣∑
j
nijxj
∣∣2 ≤∑
j
|2xj |2.
Assume (xj) satisfying
∑
nijxj = 4xi for any i. Considering the modulus,
we find over each Euclidean diagram E (coloured by 1 or 2), (xj)j∈E is deter-
mined up to a scalar. But the diagram is connected, so (xj) is determined up a
scalar.
Corollary 6 In the proof above, we proved that over each Euclidean diagram
E ⊆ G1,2 such (xj) is a scalar of (∗) after theorem 2.
Corollary 7 The order of group is determined by the Mckay diagram.
Since we can pick a (xj) 6= 0 such that
∑
nijxj = 4xi for any i. Now xi > 0,
we can assume the minimal xi is 1, now xi = dimVi, so the order of group is∑r
i=1 x
2
i .
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5 Examples
A direct example is the product of two finite subgroups of SU(2), assume G =
G1 × G2. Let {Uik}i is the full list of irreducible representations of Gk for
k = 1, 2, then{
dim HomG(Vi1 ⊗ Vı2,W1 ⊗ Vj1 ⊗ V2) = dim HomG(Vi1,W1 ⊗ Vj1)δı
dim HomG(Vi1 ⊗ Vı2,W2 ⊗ Vj1 ⊗ V2) = dim HomG(Vı1,W2 ⊗ V1)δij
then the edge-coloured Mckay diagram is a product of two edge-coloured Eu-
clidean diagrams. For example the following.
Actaully, we have the following.
Theorem 8 The finite subgroup of SL(2) × SL(2) is a product of two finite
subgroups in SL(2) (up to an isomorphism) if and only if the edge-coloured
Mckay diagram is a product of two edge-coloured Euclidean diagrams.
Since we can read G1 and G2 from the colour, now G ⊆ G1 × G2, and by
reading the order of the group by corollary 7, it takes the equality.
Another example is the diagonal the finite group in the diagonal of SU(2)×
SU(2). Assume G1 = G2, and G ⊆ G1 × G2 is the diagonal. Now W1 ∼= W2,
so the Mckay diagram is an Eulidean diagram with edges double. For example
the following.
Actaully, we have the following.
Theorem 9 The finite subgroup of SL(2) × SL(2) is a finite subgroup in the
diagonal (up to an isomorphism) if and only if the edge-coloured Mckay diagram
is an Eulidean diagram with edges double.
Since we can firstly read G1 ∼= G2 from the coloured diagram, by read the
dimensions by corollary 7. Now G ⊆ G1 ×G2 with the projection G→ G1 and
G→ G2 isomorphisms, so it is isomorphism to a finite group in the diagonal.
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6 Applications
Now turn to some applications. The main tool is corollary 6 and (∗) after
theorem 2. Of course, since the finite subgroups of SO(4) is classified, see for
example [7], so all of the application has a “violent proof”.
Theorem 10 The irreducible representation of any finite subgroup G of SO(4)
is of dimension no more than 36.
Since every representation is connected with trivial representation by at
most two Euclidean diagram, so from (∗) after theorem 2 and corollary 6. The
dimensions are bounded by 36.
Of course, such bound is achieved, by the image of A∗5×A∗5 ⊆ SU(2)×SU(2).
Theorem 11 If G is a finite subgroup of SO(4), then any prime divisor of the
dimension of an irreducible representations of G is 2, 3 or 5.
By corollary 6, and over each Euclidean diagram, if n > 2 is a dimension,
then n/3, n/5 or n/2 is a dimension.
Theorem 12 If G is a finite subgroup of SO(4), then G has an irreducible
representation of odd dimension more than one iff and only if it has one of
dimension 3.
By corollary 6, the odd dimension n must divided by 3 and 5, and n/3 or
n/5 is also a dimension. So we can assume that n = 5, but now, it contains E˜8
with scalar 1, so it also has 3 in dimensions.
Note that S5 can be embeded into O(4) as symmetric group of 5-cell. But
we have the following result.
Corollary 13 The symmetric group S5 cannot be embedded into SO(4).
Because the dimension of all the irreducible representations is (1, 1, 4, 4, 5, 5, 6)
containing 5 but excluding 3.
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