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Abstract: Rotating electrical machines are electromechanical energy converters with a fundamental
impact on the production and conversion of energy. Novelty and advancement in the control and
high-performance design of these machines are of interest in energy management. Soft computing
methods are known as the essential tools that significantly improve the performance of rotating
electrical machines in both aspects of control and design. From this perspective, a wide range of energy
conversion systems such as generators, high-performance electric engines, and electric vehicles, are
highly reliant on the advancement of soft computing techniques used in rotating electrical machines.
This article presents the-state-of-the-art of soft computing techniques and their applications, which
have greatly influenced the progression of this significant realm of energy. Through a novel taxonomy
of systems and applications, the most critical advancements in the field are reviewed for providing
an insight into the future of control and design of rotating electrical machines.
Keywords: soft computing; artificial intelligence; machine learning; rotating electrical machines;
energy systems; deep learning; electric vehicles; big data; hybrid models; ensemble models; energy
informatics; electrical engineering; computational intelligence; data science; energy management;
control; electric motor drives
1. Introduction
In 1831, Michael Faraday invented the disk machine which can be considered as the earliest form
of the DC machine. Until 1870 when Thomas Edison started the commercial development of the DC
generator, electrical machines were applied and investigated only in laboratories. Edison’s pioneering
concept of electric power distribution from central generation stations allowed the introduction of the
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electric grid infrastructure concept, which was the primary condition for widespread the application
of electric motors [1]. The patent of the three-phase induction motor by Nikola Tesla in 1888 was
an utmost important milestone in the history of the electric machines. After that, the construction
of electrification began, which lasted until 1930 in the USA, and then conquered worldwide [2].
Nowadays, it is estimated that more than sixty-five percent of the energy demand of present-day
industrialized countries used by electrical drives [3]. Constant or variable speed or servo-motor drives
are employed almost everywhere: in households, industry, electric traction, transportation, aerospace,
military equipment, medical equipment, agriculture, etc. These sectors are mainly focused on an
alternative source for the existing power transfer technologies, where major subsystems would also be
controlled and driven electronically [4].
Recently, electromechanical drives for position and speed control play a key role in process control,
EVs, factory automation, robotics, autonomous vehicle, mobility and energy conservation [5–15].
Due to the introduction of vector control methods in the 1970s and low price and the high reliability
of cage induction motors made induction motor as the most popular rotating electrical machine.
The recent advancements of PM materials, solid-state devices and microelectronics have contributed to
new energy efficient, high-performance electric drives which use modern PM brushless motors [16–19].
It is entirely possible that these permanent magnet brushless motor drives will become predominant
in the next century [20]. Nevertheless, the control, design, and optimization of rotating electrical
machines require advanced techniques and modern mathematical models to keep up with the
ever-increasing demand for energy [21–25]. In fact, practical solutions to engineering problems involve
model-integrated computing [26,27]. Model-based computing approaches or so-called soft computing
(SC) provide a challenging way to replace the procedure with a knowledge-based method [28–33].
SC techniques denote a set of computational approaches that are used to approximate mathematical
problems which are hard or unable to solve by the traditional time-consuming classical mathematical
tools [34–36]. Figure 1 presents the principal SC algorithms widely used in engineering applications.
Furthermore, combining SC, non-conventional and novel data representation techniques is a
possible way to overcome this difficulty [37–40]. Over the last decades, the benefits of SC techniques
have been widely recognized and have brought several new solutions in the design and control of
electrical machines [41,42]. However, there is a gap in the effectiveness of the SC models [43,44]. Thus,
identification and evaluation of the SC models would be a practical approach to evaluate the progress
and provide an insight into the future application of SC methods [45,46]. Consequently, the intention
of the current work is to give a comprehensive overview of the recent state-of-the-art solutions using
soft computing techniques in the design and control of rotating electrical machines. The organization
of the rest of this article is as follow. In Section 2, the research methodology of the review is presented.
Section 3 presents a review of the SC models used in electrical rotating machines. Section 4 presents
the discussion followed by Section 5 with a conclusion to the review.
2. Methodology
The primary goal of this survey is to present the state of the art of SC techniques in the
design and control of rotating electrical machines. The purpose of the research methodology is
to identify, classify, and review the notable peer-reviewed articles concerned in top-level subject fields.
In our comprehensive review using the Thomson Reuters Web-of-Science and Elsevier Scopus for
implementation of the search queries would assure that any paper in the database would meet the
essential quality measures, originality, high impact, and high h-index.
To identify the application of soft computing in design, control, and development of rotating
electrical machines, the search queries were carefully chosen to build the initial database. The taxonomy
of SC influenced the search queries. Figure 1 presents the principal SC tools and the subsections that
we have identified by a slight modification of the classifications given in [27,28]. Accordingly, the
keywords of the search queries to identify the SC tools were selected to be “fuzzy” or “neural network”
or “evolutionary computation” or “genetic” or “meta-heuristics” or “ant colony” or “particle swarm”
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or “tabu search” or “cuckoo search” or “simulated annealing” or “Bayesian network” or “Markov
logic network” or “rough set”.
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On the other hand, the search queries for the applications to rotating electrical achines ay
include various aspects of design and control, i.e., electric achine, rotating electrical achine,
electric motor, electric generator, electromechanical generator, transformer and electrostatic, homopolar,
per anent, brushed, magnet, reluctance and induction machines. Consequently, the entire search query
is presented as: (TITLE-ABSTRACT-KEYWORDS (“electric machine” or “rotating electrical machine”
or “electric motor” or “electric generator” or “electromechanical energy converter” or “generator”
or “transformer” or “brushed machine” or “permanent magnet machine” or “induction machine”)
or TITLE-ABSTRACT-KEYWORDS (“reluctance machine” or “electrostatic machine” or “homopolar
machine”) and TITLE-ABSTRACT-KEYWORDS (“fuzzy” or “neural network” or “evolutionary
computation” or “genetic” or “metaheuristics” or “ant colony” or “particle swarm” or “tabu search” or
“cuckoo search” or “simulated annealing” or “Bayesian network” or “Markov logic network” or “rough
set”)) and PUBLICATION-YEAR > 1986 and PUBLICATION-YEAR < 2018. This query resulted in a
total of 24,382 documents. It should be noted that each section contained a brief result and conclusion
about the subject to help the authors and researchers make a sustainable and suitable decision about
applications of soft-computing techniques.
Furthermore, to present an in-depth review and understanding of each odeling technique and
its progress, we aimed at having different categories for the SC models used i.e., simple fuzzy systems,
adaptive neuro-fuzzy inference system (ANFIS): neuro-fuzzy, advanced ANFIS/neuro-fuzzy: hybrids,
neural computing: artificial neural network (ANN), evolutionary computation (EC) and etaheuristics,
ant colony, tabu and cuckoo search, simulated annealing, probabilistic reasoning and Bayesian
networks, and hybrid soft computing methods. Furthermore, the research methodology follows
a comprehensive and structured workflow based on a systematic database search and cross-reference
snowballing. The flowchart of the research methodology is presented in Figure 2.
In the step 1 of the methodology, the initial database of the relevant articles was identified based
on the search queries of SC models through exploring the Thomson Reuters Web-of-Science and
Elsevier Scopus databases. In step 2 the database was created with the relevant literature. For every
SC model, we applied a new search query to suit that search well.
Nevertheless, some articles in the initial database might not be highly suitable for the review.
For that matter, step 3 investigated an indent consideration of the literature to pass the irrelevant
papers to step 4 to be excluded from the database. Note that the search queries will identify the relevant
articles, yet the queries were uncertain as to whether the SC model belonged to a hybrid category.
For instance, a hybrid model of SC may include single SC model. Therefore, step 5 is designed to
reclassify the literature into one of the categories of SC models.
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3. State of the Art of Soft Computing Techniques and Applications
Exploring the literature on rotating electrical machines shows continued progress on the design
and advancement of rotating electrical machines. Almost half a million documents in this particular
realm show the importance of this topic and the dependent technologies. Figure 3 shows the progress
in some literature. It is also apparent that the use of SC models has been started from the late 80s and
early 90s and boosted the design advancement.
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Exploring the various SC models in wide applications to design and control the rotating electrical
machines results in an extended database. The literature has been progressing since the early 1980s,
with a fast-pace of involvement of SC methods in design and control purposes. Figure 4 shows the
increasing popularity of SC, especially during the past two decades. It is apparent that statistics on the
number of articles in literature change when using soft computing for advancement. Furthermore, the
primary analysis of the database of the search shows that some SC methods have been more popular
than the others and the usage of many SC methods has been very limited and not worth mentioning
in the review. The most popular SC methods can be classified into five categories of fuzzy systems,
neural computing: ANN, EC and metaheuristics, probabilistic reasoning and Bayesian Networks, and
further hybrid soft computing methods.
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Analysis of the literature based on countries showed that China, USA, India, Iran, and the UK
are among the top five active regions on the advancement of rotating electrical machines using SC
methods (see, Figure 6).
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The top five sources included: proceedings of the International Society for Optical Engineering
(SPIE) (with 5841 papers), lecture notes in computer science, including subseries lecture notes in
artificial intelligence and lecture notes in bioinformatics (with 4064 papers), Institute of Electrical and
Electronics Engineers (IEEE) Transactions on Magnetics (with 3989 papers), and IEEE Transactions
on Industry Applications (with 3306 papers), conference record Industry Applications Society IEEE
Annual (with 2943 papers), for a total of 24,382 document results (see, Figure 6).
The analysis of literature type shows a significant number of articles are original papers written on
the advancement and development of rotating electrical machine and only a tiny fracture of literature
is devoted to reviewing papers (see, Figures 7 and 8).
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3.1. Fuzzy Systems
Fu zy logic is widely used for modeling complex and ill-defined systems. The core concept relies
on the application of linguistic variables which are transformed into graded membership functions.
Therefore, fuzzy logic is an extension of classical Boolean logic where logical statements are not only
true or false but can also range from almost certain to very unlikely. A large number of practical
applications apply fuzzy logic due to its excellent approximation properties.
3.1.1. Simple Fuzzy Systems
Fuzzy logic is widely used in nonlinear controllers due to their easy applicability and high
performance. These are capable of replacing the most common Lyapunov’s second method of nonlinear
control, which is a complicated technique from a mathematical point of view and needs very skilled
designers. The two most widely known systems are the Mamdani- and Sugeno-type inference systems.
The main difference between them is that the latter allows functions as outputs instead of membership
functions. Fuzzy logic serves as a useful tool for engineering practice; numerous examples found for
the utilization of fuzzy logic in the control and design of electrical machines. Major works from the
recent past collected in Table 1 illustrate that this trend is still unbroken.
Table 1. Simple fuzzy systems in rotating the electrical machine.
Reference Year SC Method Application
Aguilar et al. [49] 2017 Fuzzy logic Brake control
Rao Amulya [50] 2016 Mamdani type inference Fault detection and vibration
Ben Smida, M.; Sakly, A. [51] 2016 Fuzzy controller Power regulation
Z. Husain [52] 2018 Fuzzy expert system
Condition monitoring of power
transformers via dissolved gas
analysis test
Kahla, S.; et al. [53] 2018 Combination of standard on-offstrategy with fuzzy logic
Maximize the power point tracking
of wind energy
Aguilar [49] used a simple fuzzy logic algorithm for the intelligent brake control of an electric
motorcycles engine in order to recover the maximum energy in braking processes while maintaining
Energies 2019, 12, 1049 8 of 28
the vehicle’s stability. The success of the employed method is very bold, such that the results of
comparing the regenerative system with the ABS in a low adhesion condition have been presented in
Figure 9 in terms of mean deceleration (a) and distance (b). Based on the results, the proposed systems
could optimize the energy regeneration strategy.
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was considered in which the condition is determined by fuzzy logic-based vibration analy is.
Recommendations for improving the performance of the conventional pitch angle control strategy
for power regulation in wind turbines are given in Ben Smida (2016) [51] in which the pitch angle is
based on fu zy logic. The study was developed using fu zy logic and proportional integral derivative
PID controllers. The comparison of the performance of the two systems was performed using mean
absolute e ror (MAE) and mean percentage e ror (MPE). Such that, a fu zy logic controller with low
MAE (29.02%) and MPE (0. 0 8%) values provided a best-controlling ability compared that for PID
controller which can make a smooth contro ling proce s.
Husain (2018) [52] a plies a fu zy expert system for fault diagnosis of power systems which
incorporates the information obtained from dissolved gas analy is test. The proposed approach
could s ccessf lly reduce the i sues raised by the convention l fault diagnosis methods. Als , the
proposed method by Arumugam 2017 improves dynamic response and the energy s ving and by the
fast detection ability and remov s the errors raised by the dynamic voltage storer (DVR) re ponse.
Kahla (2018) [53] introduces a fu zy logic system in the on-off control strategy in case of wind
energy c proposed method allows maxim zing the power point tracking of wind energy
and reducing the mechanical loads in comparison to the standard on-off control strategy.
3.1.2. ANFIS: Neuro-Fuzzy
Artificial neural systems represent systems acting as parallel distributed computing networks.
Neural systems can find new associations, new functional dependencies and new patterns through
learning. Therefore their primary advantage is their additivity. Consequently, combining neural
networks with fuzzy logic techniques is evidently useful [54]. Thus, the excellent approximation
properties are complemented with higher additivity and parallelism [40,55,56]. Such composed system
is called fuzzy neural, neural fuzzy, neuro-fuzzy or fuzzy-neuro network, or ANFIS in which for
instance neural networks can be used to tune membership functions of fuzzy systems. A vast amount
of published papers supports its applicability [57–59]. However, in electrical machine design issues,
only a few examples are found (see Table 2).
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Table 2. Adaptive neuro-fuzzy systems in electrical machines.
Reference Year Method Application
Arumugom [60] 2017 ANFIS based MIC controller Dynamic Voltage Restorer Controller
Aruna [61] 2016 MWT and Accommodative ANFISwith ABC algorithmic rule. IPMSM control
Bentouhami [62] 2016 Neuro-fuzzy combined method Control of DSIM
Haritha [63] 2017 Q learning and ANFIS Optimal relationship of rotor speed ofthe PMSG
Thankachan and Singh [64] 2016 Neuro-fuzzy Speed and torque control of IM drive
An interesting application of neuro-fuzzy systems is described in Arumugom (2017) [60] where
the authors attempt to design a DVR with energy conservation using a MIC and vibration energy
harvester (VEH). Aruna [61] proposed in 2016 a hybrid method using ANFIS for the speed control of
interior permanent magnet synchronous motor (IPMSM). Their results demonstrate that their solution
enables better disturbance rejection compared to the classic PID controller. The settling, arising and
overshooting times of the proposed controlling method has been compared with PID, MR-PID, and
MWNN-particle swarm optimization (PSO) controlling algorithms. Figure 10 indicates the time values
for each term. The related results indicate that the proposed controlling method is the best technique
to eliminate the nonlinearity with high reliability, and sustainable performance compared with that for
the other techniques.
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Advanced method for the control of dual star induction machine (DSIM) supplied by Five-Level
Inverter is shown by Bentouhami (2016) [62] who apply an ANFIS controller composed of an online
learning algorithm with a neuro-fuzzy network. Haritha (2017) [63] introduced a neuro-fuzzy
and Q learning-based technique for the maximum power point tracking control for improving
learning efficiency of permanent magnet synchronous generator (PMSG) wind energy conversion
system (WECS).
3.1.3. Advanced ANFIS/Neuro-Fuzzy: Hybrids
Adaptive neuro-fuzzy inference systems can be supported or combined further mathematical
tools if the problem requires. The resulted systems are called hybrid fuzzy-neuro systems. In advanced
ANFIS systems, the capabilities of the neural network are higher due to better learning algorithms
(e.g., trust region reflective), so they can learn various parameters. These techniques are especially
useful in highly nonlinear control problems of electrical machines or condition assessment issues (see
Table 3).
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Table 3. Hybrid techniques applied in electrical machine design and control.
Reference Year Technique Application
Li et al. (2005) [65] 2005 Robust model reference fuzzycontroller DC servo motor system
Fatih Kececioglu [66] 2017 NFC hybrid passive filter configurationproposed for PWM rectifiers
Gnanaprakasam [67] 2015 S-transform algorithm & ANFIS detecting and classifying the vibrationsignal of IM
Hossain [68] 2015 FLC, SNC & ANFIS Nonlinear controllers augment of alarge-scale hybrid power system
Dehghani et al. [40] ANFIS and GW Hydropower generator performance
A vast amount of literature on nonlinear control solutions have been publishing in recent years.
For instance, Li et al. (2005) [65] propose a control technique using a robust model reference controller
with the combination of the hybrid fuzzy controller. The core of the control strategy is based on the
classical Lyapunov technique which is a complicated technique, but the control signal includes fuzzy,
classic and robust terms. The fuzzy logic controller was compared with the hybrid-fuzzy controller
using root mean squared error (RMSE) values in terms of output tracking for DC servo motor and
inverted pendulum. The results have been presented in Figure 11. Based on results, the hybrid
controlling method had the best performance in both terms.
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In order to limit the current and voltage harmonics, and to improve total harmonic distortion
and true power factor in Fatih Kececioglu, (2017) [66], a neuro-fuzzy controller is applied in a hybrid
passive filter for PWM rectifiers. Gnanaprakasam (2015) [67] proposed a hybrid approach for the
detection and classification of the vibration signal of an induction motor in which the fault detection
process including the extraction of significant features of vibration signals is carried out by using
the S-transformation algorithm. After, the ANFIS classification technique was employed to classify
the signal into its faulty or the normal state. S-transform-ANFIS, S-transform- radial basis function
neural network (RBFNN), S-transform-FFNN, and DWT-RBFNN were compared in terms of accuracy,
sensitivity and specificity for IR faulty condition, centered or fault, opposite or fault, orthogonal or
fault, and BB fault conditions. The general results have been presented in Figure 12. In all conditions,
S-transform-ANFIS has the highest accuracy, sensitivity, and specificity compared with those for the
other methods.
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In the paper by Hossain (2015) [68] three nonlinear control strategies are compared, namely the
fuzzy logic controller, SNC, and ANFIS-bas d controller. Their results show that the proposed fuzzy
logic controller-, SNC-, or ANFIS-based VR-FCL are effective in improving t e transient stability of a
large-scale hybrid power system consisting of a doubly-fed wind power generator (DFIG)-b sed wind
farm, a PV plant, and SG.
In general, in all cases mentioning fuzzy systems, the fuzzy controller has a robust and smooth
controlli g process, which improves the control process and causes less damage to the hardware
used and reduces the cost of servicing and maintaini g of the systems. On the other h nd, this
woul have a direct impact on the energy consumption of the control system and would lead to
more sustainable control in the control system. This conclusion has also been c nfirmed in a study
by Ardabili et al. (2016) [69] to desig a fuzzy control system i a ushroom growing hall. Also, the
operator’s domina ce and focus also increase with the use of fuzzy systems. Hyphenation hybrid
systems can also optimize the system with the benefits of both fuzz and neural systems in parallel
with the creation of a fuzzy control sustainable system.
3.2. Neural Computing
The concept of neural networks is usually employed in itself. As the literature review reveals
(see, Table 4). ANNs are a common tool of control tasks of electrical machin s as oth r ngineering
applications [70,71]. However, it seems that the abilitie f th nets have not yet been xploited in the
field of machine design.
Table 4. Artificial neural networks.
Reference Year Technique Application
Bouchiba [72] 2017 ANN-SMC Control of multi-motor systemcoupled induction motors
Çelik et al. [73] 2017 multi-layer feedforward ANN estimate the output power andefficiency of AFP SG
Zammit et al. [74] 2016 ANN controller Direct torque control of DFIM
Zouggar et al. [75] 2018 ANN Voltage and frequency control of aself-excited induction generator
Considering the ANNs–based solutions in the field of electrical machines the study of Bouchiba
(2017) [72] provides a fresh example of the NN sliding mode controller for the control for multi-machine
web winding systems. The advantage of this technique is that it can significantly reduce the chattering
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phenomenon and improve the error performance. In this study, the simulation and evaluation processes
were performed by employing MATLAB/SIMULINK software. Based on the results, ANN-SMC
controller has ignored the effect of disturbance. On the other hand, it is clear that the application of
a hybrid PI-SMC controller is easy, but the performance of ANN-SMC controller is better than that
for the PI-SMC. Detailed results indicate that the net performance improvement and the robustness
of ANN-SMC controller are also strong superiority points compared with PI controller. Çelik et al.
(2017) [73] designed a feed-forward multilayer NN in order to predict the efficiency and output power
of an axial flux permanent magnet SG. Their tests have shown that the NN is highly suitable for this
purpose according to the obtained 3% and 4% error percentages. The efficiency and power of a magnet
generator were estimated using a neural network method. Based on results, the best structure was
2–18–12–2 which generated a maximum error of 3.587% for power and  3.909 for efficiencies value.
Also, NN controller could estimate the power values higher than that for the experimental limits, and
it can be a suitable technique. Some modification and improvements proposed for the classical direct
torque controller, e.g., Zemmit et al. (2016) [75] designed an ANN- Direct Torque Control in which
the IP and switching table have been replaced by a new artificial neural network. This strategy can
reduce the high torque and flux ripples. The paper of Zidani (2018) presents a voltage and frequency
control technique of self-excited induction generators that applies a NN-based inverse dynamic model
of the system. Results indicate that the proposed technique can significantly increase the performance
and stabilize the terminal voltage. This can be an economical and efficient way for stabilizing the
voltage, and also it can be used by field programmable gate arrays controller cards on a real-time
benchmark system.
In general, according to the results of the papers developed by NN techniques, it can be seen that
this method has the most predictive effect on simulations and can, therefore, affect the performance of
the system. Therefore, this system can be modeled from empirical data and based on the behavior of
the predictive functional system, and the user’s tastes can have the least interference, unlike the fuzzy
system. Also, all studies have been conducted in order to improve existing conditions and offer the
proposed system the best performance compared to previous systems.
3.3. EC and Metaheuristics
Metaheuristics are computational methods which optimize problems by iteratively making efforts
to refine the function of a possible solution(s) to achieve a measurement value while guaranteeing
polynomial time despite brute force optimization methods. The set of metaheuristics contain various
algorithms, such as ant colony, evolutionary optimization, genetic algorithms, etc. EC is a subset
of metaheuristics which involve algorithms or global optimization inspired by biological evolution.
EC methods are stochastic optimization methods in which the initial set of candidate solutions are
generated randomly. After, the new generations (new sets of possible solutions) are iteratively updated
while mitigation the natural selection, mutation, etc. The fitting of a candidate solution is determined
by a measure defined for the task under examination (see Table 5).
Table 5. Evolutionary computing and metaheuristics.
Reference Year Technique Application
Mamede [76] 2018 GA and DE Optimum design of SPSRM
Tamilselvi [77] 2018 Adaptive DE with FE Design of PMMs for EV
Vanchinathan [78] 2018 BA PID controller
Virtic [79] 2016 GA and analytical evaluation Axial flux permanent magnet design
Optimization problems, especially ill-posed or multi-objective optimization tasks are common in
control and design problems in most of the engineering problems, including electrical machine and
drive systems. Most of the applications found in the latest paper employ the evolutionary computing
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techniques in nonlinear control tasks. There is only a limited number discussing the application or
novelty of EC in rotating electrical machine design.
Design issues of electrical machines are usually raising complicated or multi-objective, ill-defined
optimization problems. The application of Evolutionary-based solution or stochastic optimization
methods can handle these problems by reducing the computational costs and simultaneously providing
near-optimal solutions. For instance, Mamede (2018) [76] presents the combination of genetic
algorithm (GA) and differential evolution (DE) techniques that allows maximizing the average
torque and torque density and minimizing copper loss of single-phase switched reluctance machine
(SPSRM). S. B. Tamilselvi, S. (2018) [77] proposes an evolutionary optimization procedure for the
design of two, namely the surface-mounted and interior mounted permanent-magnet motor (PMMs)
configurations using DE algorithm. Optimization tasks are the core of most control problems also.
The metaheuristic optimization methods are effective alternatives in such cases, especially in sensorless
drives. Vanchinathan (2018) [78] introduce the bat algorithm (BA) in the parameter tuning issue of a
fractional–order PID controller for speed control of sensorless control of brushless DC electric motors.
Modified genetic algorithm (MGA), ABC, and BA methods were employed in FOPID controller in
three loads (0, 50 and 100% of full load) and the simulation was performed using MATLAB/Simulink
software. Based on results, the proposed BA method, have the lowest steady-state error (%), peak
time (s), rise time (s) and settling time(s) compared with those for the other methods in each load,
separately (Figure 13). It seems that BA method has the best performance at 100% in case of settling,
rise and peak times but in case of steady-state error, the condition of 0% provides the best performance
for BA technique. The detailed results have been presented in Figure 13.
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The finding of Virtic (2016) [79] also supports that the evolutionary optimization with the
analytical evaluation of objective functions significantly shortens the computational time required for
design optimization in comparison with the finite element methods (FEM).
Considering the reasonable and suitable capabilities of the proposed method, it can be concluded
that this method is considered as a process optimizer and according to its performance, it is suggested
that the hybrid methods in this field can also be developed by researchers.
3.3.1. Ant colony
The ant colony system is a search metaheuristic which concept is based on the imitation of ants
seeking nutrition. Ants can communicate with each other by a sophisticated way since they mark the
different pathways from the anthill to the food sources and back by pheromone hormone respectively.
The pheromone paths are perceived by another ant, and most likely followed. Pathways to foods can
be very different, as well as obstacles between them. Ants tend to collect as much food as possible.
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The characteristics of some individuals are different, but the unity of the colony is very effective.
Each ant moves in an isolated and random way, but recognizing its pathways marked with pheromone
is also likely to follow them. Meanwhile, an increase in their pheromone concentration by pheromone
emissions, thereby increases the concentration of the pheromone attractiveness. Thus, the frequencies
of frequently used routes increase the pheromone’s level while being neglected paths. The pheromone
emitted by the ants continuously vaporizes, that is, confirmation on the given route (releasing a new
pheromone dose) without decreasing the pheromone level (until contains pheromone). If there are two
paths leading to food, the shorter route is more likely to turn the ants (as they arrive sooner and later
back). Thus, they often reinforce the pheromone level, thereby providing higher “attractiveness” for
the route. However, this will attract more ants to the shorter journey. After a while, the shorter way will
be taken by most ants, while the longer path for pheromone levels will decrease to a minimum level.
The ant colony metaheuristic shares the search task between the ant agents. These agents have very
basic subtleties and, to a certain extent, simulate the behavior of true ants. “Artificial ants” (agents)
build on solutions based on appropriate problem-specific constructive heuristics. A pheromone matrix
determines the order of the building blocks of the solution used to construct good solutions. The
values stored in the pheromone matrix are taken into account by the other agents on a probability basis
when constructing his solutions. The first ant colony algorithm was applied for the traveling salesman
problem (TSP). Since then, it has been widespread in engineering practice. Table 6 includes application
of ant colony in rotating electrical machines.
Table 6. Application of ant colony in electrical machines.
Reference Year Technique Application
Ameli et al. [80] 2017 Ant colony
Simultaneous dynamic scheduling of feeder
reconfiguration of DG units having
uncertain and variant generations
Batista et al. [81] 2014 AS and ant colonyalgorithm on the graph Interior permanent magnet motor design
Ameli (2017) [80] applies the ant colony algorithm in distribution systems. The purpose of their
study is to minimize the total operational cost of the grid and to reduce the costs and losses. Based
on Figure 14, the proposed method strongly reduces the network power losses for both total voltage
profile index (TVPI) and total power loss index (TPLI) of the DG units.
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Batista (2014) [81] gives a novel solution where the permanent interior magnet motor design
domain is discretized into a suitable equivalent graph representation and an ant system (AS) algorithm
is employed to achieve an efficient distribution of materials into this graph. Ant systems have
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successfully applied also to control problems. The proposed method provided sustainable torque
and suitable shapes for designed problems. The results show that the mechanism of optimization
of the multi-dimensional topology of electromagnetic devices was successfully performed by the
proposed method.
3.3.2. Tabu and Cuckoo Search
The tabu search proposed by Glover (1986) [82] is based entirely on the methods described
above and their direct development. In the immediate environment of our current solution, we are
investigating new, better solutions. In the tabu search method we are always trying to keep moving, so
we always look for the best solution in the environment, even if it is worse than the solution being
tested. Since this method has a lot to explore, we have to keep in mind that we need to select the
direction in which the search was going and in which direction it was not yet. This so-called taboo
lists that are marked by taboo tabs. Limitations on taboo tabs helping to get through the roads already
gone by, increasing the search effectiveness. The cuckoo method [83] is a similar optimization method
inspired by the breeding behavior of cuckoo species. In this approach, the eggs represent the possible
solutions and the search is performed by the quality of the eggs, which leads to finding the best
solution. The main differences and advantages of the discussed approaches can be found in some of
the most interesting publications collected in Table 7.
Table 7. Tabu and cuckoo search techniques.
Reference Year Technique Application
Chen et al. [84] 2017 The best-guided cuckoo search algorithm Optimization of power systems
Wang et al. [85] 2018 Improved tabu search algorithm Optimize a hybrid excited generator
Yang et al. [86] 2015 Improved tabu search algorithm Performance evaluation of PM motors
The gbest-guided cuckoo search algorithm with the feedback control strategy and constraint
domination rule for the security and economic operation of the power system is discussed in
Chen et al. (2017) [84]. Results of the proposed method were compared with the results of another
method developed by researchers in this field. The comparison results indicate that the proposed
approach could provide high-quality, feasible solutions for different problems.
The paper by Wang et al. (2018) [85] proposes a hybrid excited generator for variable-speed wind
power generation systems. The excitation sources are PMs on the rotor and the field windings on
the stator. The proposed generator can achieve constant voltage control and maximum power point
tracking control by controlling the field current while the optimization is carried out by a modified
tabu search method. In Yang et al. (2015) [86] a new topological design of PM motor is investigated
via five different types of permanent magnet arrangements. An improved tabu search algorithm and
finite element method are proposed for the evaluation of the performance of these motors.
3.3.3. Simulated Annealing (SA)
The simulated annealing (SA) method was proposed by Kirkpatrick, Gelatt, and Vecchi in 1983 [87].
The SA searches for a new solution in the vicinity of a randomly chosen initial solution. However, if
certain probability conditions are met, it also allows the solution to deteriorating. Therefore, it can
escape from a local optimum that a gradient-based or a hill climbing type algorithm cannot. In the
vertically improving methods, a series of random points is generated while in the target function
improvement can be observed. To apply the SA strategy, it is necessary to define the following four
main elements for each optimization problem; (a) solution space, (b) transition (i.e., how to generate a
new random point), (c) fitness function, d) annealing schedule (i.e., determination of the number of
iterations to be performed in the internal cycle and the method used to reduce the control parameter
in the outer cycle). One of the advantages of the algorithm is that it can be easily implemented.
Energies 2019, 12, 1049 16 of 28
Furthermore, the SA algorithm with proper parameterization does not stick in a local optimum (see
Table 8).
Table 8. Simulated annealing.
Reference Year Technique Application
Chiu et al. [88] 2016 SA Optimization space-constrained base-vibration systemexcited with a specific frequency
Farhani et al. [89] 2017 SA Real-time efficiency optimization of the directvector-controlled induction motor drives
Torrent–Fontbonne and
López [90] 2016 SA DGs
SA is an efficient tool for various optimization problems. It is shown by Chiu et al. (2016) [88];
that SA can be applied in the optimization task of space-constrained base-vibration systems. Based
on the results, in the case of increasing the base-vibrating frequency, the extracted electrical energy
will increase. Consequently, based on the buckling and fatigue analysis, the employed approach for
an optimal designed one-mass vibration-based electromagnetic energy harvester is quite efficient in
maximizing the energy.
Simulated annealing algorithm is used for finding a global optimal rotor flux while the suboptimal
operating point is determined by a fast, analytical method using the induction machine’s model in
work of Farhani et al. (2017) [89]. The paper by Torrent–Fontbona and López (2016) [90] reviews the
problem and provides a new solution for supporting grid planning with an optimized number DGs.
A particle swarm optimization method is found to be the tool for finding the optimal number of DGs
which allows for maximizing the profit of the generators, minimizing the system losses, and improving
the voltage profile.
3.4. Probabilistic Reasoning and Bayesian Networks
The core of the theory of Bayesian interpretation of probability is based on a concept that
probability is a measure of a rational agent’s degree of belief in a proposition Ramsey (1926) [91], and
de Finetti (1937) [92]. Probabilistic reasoning with graphical models, known as Bayesian networks or
belief networks, has become an active field of research and practice in artificial intelligence, operations
research, and statistics in the last two decades. In order to reduce the computational needs, an
asymptotic approximation could be applied, but it reduces the precision level. Therefore, Bayesian-type
methods are mostly applied in power system and network analysis as can be seen from Table 9.
Few examples can be found for diagnostics problems or parameter estimation problems of power
systems using Bayesian techniques.
Table 9. Application of probabilistic reasoning in the field of electrical machines and power systems.
Reference Year Technique Application
Kari et al. [93] 2018 ANFIS and Dempster–Schafer Fault detection of power transformers
Kazemdehdashti et al. [94] 2018 Density estimator based ongeneralized cross-entropy method
Optimal power flow problem in
networks containing renewable energy
resources, nonstationary loads
Torrent–Fontbona, F. and
B. López [70] 2017
Probability theory methods and
neuro-fuzzy modeling
Networks containing renewable
energy sources
The dissolved gas analysis (DGA) approach is the basic tool for fault detection of power
transformers. Kari (2018) [93] introduces an ANFIS system for these purposes. The outputs of
the ANFIS model are evaluated by the Dempster–Schafer method which is originally developed
for medical reasoning problems. The results of consistency, accuracy, and reliability have been
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presented in Figure 15. As is clear, the proposed method has the highest average consistency, accuracy,
and reliability.
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Kazemdehdashti (2018) [94] introduces a new density estimator for optimal power flow problem
of networks containing renewable energy sources, etc., using generalized cross-entropy method.
Figure 16 presents the results of the study in terms of RMSE (a) and time (b) for comparing the
proposed method for 14-bus. As is it shown, the RMSE of the proposed method is lower than that
for the other methods, but this has increased the processing time. The two-point estimation method
(TPEM) has a lower processing time and lowers accuracy.Energies 2019, 12, 1049 18 of 29 
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The paper by Jiang et al. (2015) [95] presents an integrated Bayesian probabilistic method
for precise power splitting and the degradation diagnostics of a single-shaft combined cycle plant,
accounting for uncertainties in the measured data. Lakehal et al. (2017) [96] introduces a Bayesian
network based on the Duval triangle method in the dissolved gas analysis which is the primary
technique for identifying faults in transformers. The proposed model makes a quantitative estimation
analysis of transformer faults, which supported the IEEE C57.104 standard (see Table 10).
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Table 10. Application of Bayesian methods in the field of electrical machines and power systems.
Reference Year Technique Application
Jiang et al. [95] 2015 Bayesian inference method Diagnostics of a CCGT power plant
Lakehal et al. [96] 2017 Bayesian network based on theDuval triangle method
Transformer condition monitoring via
Dissolved gas analysis
Mansouri et al. [97] 2015 Bayesian methods State and parameter estimation of IMs
Mansouri et al. (2015) [97] applies the Bayes method in a nonlinear time-varying state and
parameter estimation task of induction machines (Ims). Based on results, the Bayes method has higher
accuracy. Based on the results of the second comparative study, for all methods, estimation accuracy
depends on estimating the model parameters as well as the convergence of the estimated parameters
and states.
3.5. Hybrid Soft Computing Methods
Single SC techniques are found to be efficient due to their robustness and easy interpretability.
At the same time, though their usage can be so advantageous, it is still limited by their exponentially
increasing computational complexity. The combination of different techniques offers the synergy of
their beneficial properties. Consequently, hybrid soft computing techniques have gained popularity
(see Table 11).
Table 11. Application of hybrid methods in the field of electrical machines and power systems.
Reference Year Technique Application
Dai et al. [98] 2016 Quantum-behaved PSO for parameteridentification with SA
Ensure the accuracy of the DFIG for control
performance of the generator
McDonald [99] 2017 Hybrid GA and pattern search process Magnet SGs for offshore direct drive wind turbines
Meo et al. [100] 2016 Combining a multi-objective PWOand ANN
Design optimization of a direct-drive permanent
magnet flux switching generators
Dai et al (2016) [98] propose a new hybrid quantum-behaved particle swarm optimization-based
solution for improving the precision of parameter identification (five parameters including stator
resistance, stator inductance, rotor resistance, rotor inductance, and mutual inductance of stator and
rotor) of the DFIG. Results indicated that the proposed algorithm accelerated the computing process
by reducing the processing time. For the optimization of direct-drive permanent magnet synchronous
generators, McDonald, (2017) [99] used a hybrid genetic algorithm and pattern search process and has
found that the surface-mounted permanent magnet generator produces the lower cost of energy.
With the purpose of reducing the costs and weight of the machine while maximizing the amplitude
of the induced voltage as well as minimizing its total harmonic distortion Meo et al. (2016) [100] has
presented a new hybrid approach for the design optimization of a direct-drive permanent magnet flux
switching generators. Figure 17 presents the results of hybrid model, non-dominated sorting genetic
algorithm (NSGA-II), abyss and proposed ANN-multi-objective particle swarm optimization (SMPSO)
in terms of cost (a), total harmonic distortions of voltage (THD) (b), weight (c) and rated line voltage;
em (d). As is clear from Figure 17, the proposed method reduces the cost ($) by about 23.85%, reduces
the THD by about 17%, reduces the weight by about 44.73% and increases em by about 2.6%. These
values claim that the proposed hybrid method improves the condition compared with that for the
other techniques.
Energies 2019, 12, 1049 19 of 28
Energies 2019, 12, 1049 19 of 29 
 
Dai et al. [98] 2016  Quantum-behaved PSO for 
parameter identification with 
SA 
Ensure the accuracy of the DFIG for 
control performance of the 
generator 
McDonald 
[99] 
2017  Hybrid GA and pattern search 
process  
Magnet SGs for offshore direct drive 
wind turbines 
Meo et al. 
[100] 
2016  Combining a multi-objective 
PWO and ANN  
Design optimization of a direct-
drive permanent magnet flux 
switching generators  
Dai et al (2016) [98] propose a new hybrid quantum-behaved particle swarm optimization-based 
solution for improving the precision of parameter identification (five parameters including stator 
resistance, stator inductance, rotor resistance, rotor inductance, and mutual inductance of stator and 
rotor) of the DFIG. Results indicated that the proposed algorithm accelerated the computing process 
by reducing the processing time. For the optimization of direct-drive permanent magnet synchronous 
generators, McDonald, (2017) [99] used a hybrid genetic algorithm and pattern search process and 
has found that the surface-mounted permanent magnet generator produces the lower cost of energy.  
With the purpose of reducing the costs and weight of the machine while maximizing the 
amplitude of the induced voltage as well as minimizing its total harmonic distortion Meo et al. (2016) 
[100] has presented a new hybrid approach for the design optimization of a direct-drive permanent 
magnet flux switching generators. Figure 17 presents the results of hybrid model, non-dominated 
sorting genetic algorithm (NSGA-II), abyss and proposed ANN-multi-objective particle swarm 
optimization (SMPSO) in terms of cost (a), total harmonic distortions of voltage (THD) (b), weight (c) 
and rated line voltage; em (d). As is clear from Figure 17, the proposed method reduces the cost ($) 
by about 23.85%, reduces the THD by about 17%, reduces the weight by about 44.73% and increases 
em by about 2.6%. These values claim that the proposed hybrid method improves the condition 
compared with that for the other techniques. 
(a) (b) 
(c) (d) 
Figure 17. Results for the study by Meo et al. (2016) [100] in terms of (a) cost; (b) THD; (c) weight and 
(d) em. 
Figure 17. Results for the study by Meo et al. (2016) [1 0] in terms of (a) cost; (b) THD; (c) weight and
(d) em.
In general, it can be claimed that hybrid methods can be the most successful methods than single
methods because these methods can take advantage of several methods simultaneously and reduce the
defects in each method. With the advancement of artificial intelligence and soft computing methods,
the trend towards hybrid methods increases for the reasons given. There are still many hybrid methods
that have not been used, which suggests that exploration of these methods be increased which can
clarify the dark points in this and increase the orientation and usage by the researchers.
4. Discussions
The trend of recent years suggests that the greatest flexibility of design may be ensured by soft
computing tools. In this paper, we explore the latest techniques of intelligent algorithmic methods for
design and control of electrical machines and investigate how the reviewed methods affect the solution.
The great majority of automated control tasks needs the existence of the system model on some
level. General practice of the simple feedback control applies the a priori knowledge, i.e., the system is
regulated by the variation of the measured output. However, in practice, the system under control is
highly nonlinear, only a few variables are measurable external disturbances degrade the performance,
and also the technological processes generate further constraints in the desired control of the system
dynamics [101]. Also, adaptive and advanced control methods usually apply the mathematically
complicated Lyapunov method [102,103]. It is clear that the system modeling and mathematically
easy manageability provided by advanced methods are the key factors in a successful control method
design [23]. The choice of the proper control law in case of a specific electric machine and drive system
raises many questions. Below we attempt to highlight how the replacement of conventional techniques
with the various ”soft” approaches collected in this paper may allow the greatest benefits.
The algorithmic approaches rely on the physical system equations of motion described by
mathematical equations. Such techniques calculate analytically, for example, the controller’s
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parameters. In such cases when information may be incomplete, or the system model is not fully
available, fuzzy logic can be applied as a universal approximator due to the linguistic terms. It is
suitable for modeling the system behavior, deducing the control law by fuzzy reasoning built on
implications or tuning the parameters by applying the suitable membership functions. Furthermore,
the various fuzzy operators allow the flexible fitting of the model behavior to the real scenario.
Engineers usually face regression tasks during the control design process. The regression in practice
is related to measured data. For each measurement, an error value should be assigned so that the
classical regression cannot be handled in common models. Despite this, the fuzzy regression assigns
the error values to the measurement error and if the regression line is within this error range that line is
accepted. However, an infinite number of lines with such properties may exist within the error range.
Therefore, by applying a fuzzy membership function which follows the error probability’s distribution
and setting a rule basis could easily solve this problem without large computational burdens.
A potential advantage of fuzzy logic-based approximation is that they allow us to optimize
multiple variants and configurations and reduce complexity so that the problem may have limited
to a smaller number of parameters. Furthermore, the linguistic variables ensure great flexibility
context-sensitive machine modeling. This will allow the system to learn by example. We can construct
rules whose results are as close as possible for the expected results.
Additionally, the classical control methods require the immediate response of the system in
various situation depending on the environment’s reactions. Fuzzy control allows taking into account
not just the physical properties but also the rules that cannot be exactly mathematically described.
A real situation would require a large number of parameters that cannot be totally measured under the
operation conditions, for instance, if we wish to teach an electric car how to behave in specific traffic
situations. Such cases demand immediate responses, and we cannot wait minutes while the onboard
computer solves complicated differential equations since the application of fuzzy logic and other soft
computing tools allow the system to learn from examples. After the proper rule system is set up, the
system can give the nearly ideal responses.
It is obvious when the only the approximate system model is available, heuristic or cognitive
techniques can be applied which describe the context- or situation-dependent behavior of the system.
The neural networks emerging from statistical methods are capable of approximating a regular
function [104]. This property is highly advantageous in nonlinear control problems where analytically
unknow nonlinear functions are required to be found using only a few (measurement) data. Today a
significant number of the NN variants are known, therefore specific and highly nonlinear cases can be
efficiently handled. We should emphasize that both NN and fuzzy methods can be adapted in most of
the conventional control and system modeling techniques.
The estimation of the physical parameters which characterize the model of the machine is
also essential for the efficient control of electrical machines. Parameter estimation is particularly
fundamental in condition monitoring tasks. Here, the parameter estimation techniques are similar
to the methods applied in the control law synthetization and state observations. Such tasks mainly
result in nonlinear programming problems where the previous knowledge may become crucial. Since
the Bayesian statistic may enhance the estimation performance in contrast to classical probabilistic
solutions, examples can be found, e.g., in [105] and in the publications mentioned in Section 3.4.
Furthermore, an important step of the estimation is its convergence. Resulted optimization problems
may have many constraints. At this point, the evolutionary computing techniques, for instance the
heuristic search methods, are applicable, such as genetic algorithms, taboo search, cuckoo method, etc.
Optimization issues arise in most engineering disciplines, and we encounter them in our everyday
life. The optimization task aims to achieve the best possible solution according to some objective
function by setting the appropriate values of the decision variables. Finding the optimal solution is
typically a difficult task because, in practice, the target function is nonlinear, different constraints may
occur, etc., and often the algorithm stuck into local extrema of the search space. In case of electrical
machine design, although the general practice gives the main directions [4], all of the modeling
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assumptions are necessary to be satisfied from the beginning of the design process [106] since design
optimization may dispute further questions. Constrained multivariate optimization problems usually
arise during machine design issues from which it follows that the mathematical models become
more complicated.
The classical design practice can describe the problems only with complicated differential
equations. Of course, the parameters must be known to solve the equations. Usually, it would
take many parameters to describe a real system, or it would take a too long time to solve the problem.
The parameters in most cases otherwise cannot be measured. It is, therefore, necessary to estimate
them. Another solution is soft computing, especially fuzzy logic.
The general feature of designing technical systems is that the same task can be solved in several
ways [107]. Comparison of individual solutions is rather subjective, weighing the advantages and
disadvantages relative to each other basically influences the assessment. The solution that is considered
to be optimal can only be selected by a pre-formulated criteria system. The subjectivity of judgment is
carried by the accepted criteria system. Since its adoption, the optimum system selection has become
a specific task. We should be aware that one solution that is considered to be optimal by one of
the criteria systems, using another set of criteria, is no longer optimal. Fuzzy logic is proven to be
suitable in such assessments. The optimal solution may depend on the applied model parameters.
Therefore, once the optimal model has been set up a post-optimality analysis should be performed,
usually referred to as parametric study. The role of sensitivity analysis is revealing the sensitive
parameters. Classical techniques of sensitivity analyses are observing the influence of the perturbation
of the parameters. Soft computing tools could also support this step of the process by providing soft
boundaries of the sets.
We see that finding a single optimum solution can be a major challenge. However, finding several
optimal solutions at once may result in a more complex task. The so-called multi-modal optimization
(MMO) approach serves as a solution to these latter optimization problems [108] during the machine
design process. Multimodal optimization could benefit from the various evolutionary-based methods,
for instance in founding the basin of attraction of the optimum, or reducing the search domain. Also,
the above chapters give insight into modern heuristics which may speed up the design process with
a combination of classical optimization because they allow easy parallelization and system-level
optimization. Similarly, the fulfillment of the various conditions of the model configurations at the
same time is problematic and requires skillful designers. MMO performs the design process by
optimizing multiple models having some shared variables. The multi-model optimization approach
uses different representations, including coarser and more detailed models, and allows multiple
configurations [108]. Therefore, in these cases, stochastic searching methods play a prominent role.
Many studies suggest various evolutionary algorithms to multimodal problems (see, e.g., [109]).
However, the expected improvement depends on many conditions, of which the most prominent
may be the performance. Most of the suggested algorithmic techniques are only partially effective or
applicable to a specific class of problems without the capability of simultaneously satisfying all the
different requirements. Further investigations are needed to achieve more reliable and general methods.
The theory of fuzzy logic has been elaborated and well established by today, but its introduction into
new areas is still ongoing. From the above presented general panorama of the literature, it is obvious
that there are only a few results on the global optimization solutions of evolutionary techniques and
there is still limited contribution for its fundamental theory. Altogether, these observations suggest
that by transferring the approaches between intelligent computational methods in the direction of
MMO approaches could be an excellent step toward new and effective algorithmic techniques and
plausible theory.
5. Conclusions
Electrical machines and drive systems account for more than half of the global electricity used,
and most of it is consumed by electric motors. Thus, there is a great demand for efficient designs to
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satisfy the competitive requirements. Furthermore, due to the trend of automation, demonstrated in
the review, the control and drive systems of electrical rotating machines are expected to continue to
grow. Having mentioned that, the control systems and design methodologies and techniques will be
evolved to achieve higher performance.
Several SC models reviewed that dramatically improved the efficiency of rotating electrical
machines through improvement of parameters for finite element analysis, and nonlinear time-domain
finite element analysis. It was observed that most of the issues of each design and control steps are
covered by advanced methods. A wide range of intelligent computational techniques serves for the
designers, and all of them has advantages and disadvantages. Choosing the optimal method of SC
shown to be not an easy task. Such a selection task requires the user to understand the differences
among the computation algorithms. This brief literature survey indicates that the fundamental issue is
finding the trade-off among model complexity, accuracy, and computing time. Designers could use
a combination of various soft computing techniques as the optimal solution to obtain the required
machine performances as hybrid techniques.
Recent studies have provided, from a theoretical point of view, how modern heuristics and soft
computing techniques may improve the efficiency of engineering practice in the field of electrical
machine design and control. Due to the problem-specific nature of SC methods, new effective
algorithmic techniques are necessary to be designed for implementing them in any stage of the process.
Potential advantages of SC relying on the capabilities to deal with context-sensitivity, high flexibility
despite classical methods based on sharp borders. Additionally, without complex mathematical
operations, sorting can be automatically performed on alternatives. Also, the relationships between
categories can be easily examined.
At present, there is still no general theory or methodology for designing such heuristics, e.g.,
ANN, GA, etc. The primary intention of the designer should be the specification of the structure of
the neural network or the fuzzy reasoning system, etc. After, the key parameters must be identified.
Experimental results may help in training these systems.
Our review supports that the hybrid methods outperform the standard ones. Considerable
progress in the field could be achieved by the synergetic utilization of the heuristic algorithmic and
MMO methods. Our research could support designers in finding enhanced methods.
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Acronyms
ABC Artificial bee colony
AS Ant system
ANFIS Adaptive neuro-fuzzy inference system
ANN Artificial neural network
ANN-SMC Artificial neural networks - sliding mode control
ANN-SMPSO ANN-multi-objective particle swarm optimization
BA Bat algorithm
CCGT Combined cycle gas turbine
DC Direct current
DFIG Doubly fed induction generator
DL Deep learning
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DGA Dissolved gas analysis
DSIM Dual star induction machine
DG Distributed generation
DE Differential evolution
EC Evolutionary computation
FE Finite-element
EV Electric vehicle
FR Feeder reconfiguration
IM Induction machine
MLP Multi-layered perceptron
SA Simulated annealing
IM Induction machine
SPSRM Single-phase switched reluctance machine
PMSG Permanent magnet synchronous generator
PMMs Permanent-magnet motors
PID Proportional integral derivative
TPLI Total power loss index
NSGA-II Non-dominated sorting genetic algorithm
PV Photovoltaic
DFIM Double fed induction machine
GA Genetic algorithm
NFC Neuro-fuzzy controller
MAE Mean absolute error
MPE Mean percentage error
DWT Discrete wavelet transform
SVM Support vector machine
PM Permanent magnet
MIC Multi-functional intelligent controller
IPMSM Interior permanent magnet synchronous motor
MMO Multi-model or multi-modal optimization
MWT Multi ripple remodel
PSO Particle swarm optimization
MGA Modified genetic algorithm
SC Soft computing
RBF Radial basis function
TPEM Two-point estimation method
ML Machine learning
VEH Vibration energy harvester
SG Synchronous generator
RMSE Root mean squared error
SNC Static nonlinear controller
GRNN Generalized regression neural networks
RBFNN Radial basis function neural network
TVPI Total voltage profile index
GW Grey wolf
AFPMSG Axial flux permanent magnet synchronous generator
References
1. Chapman, S. Electric Machinery Fundamentals; Tata McGraw-Hill Education: New York, NY, USA, 2005.
2. Daniels, A.R. Introduction to Electrical Machines; Macmillan: London, UK, 1976.
3. Tavner, P.; Ran, L.; Penman, J.; Sedding, H. Condition Monitoring of Rotating Electrical Machines; IET: Stevenage,
UK, 2008; Volume 56.
Energies 2019, 12, 1049 24 of 28
4. Pyrhonen, J.; Jokinen, T.; Hrabovcova, V. Design of Rotating Electrical Machines; John Wiley & Sons:
Hoboken, NJ, USA, 2013.
5. Dehkordi, S.G.; Larue, G.S.; Cholette, M.E.; Rakotonirainy, A.; Rakha, H.A. Ecological and safe driving:
A model predictive control approach considering spatial and temporal constraints. Trans. Res. Part D
Transp. Environ. 2019, 67, 208–222. [CrossRef]
6. Liberto, C.; Valenti, G.; Orchi, S.; Lelli, M.; Nigro, M.; Ferrara, M. The impact of electric mobility scenarios in
large urban areas: The rome case study. IEEE Trans. Intell. Transp. Syst. 2018, 99, 1–10. [CrossRef]
7. Mosavi, A.; Varkonyi-Koczy, A.R. Integration of Machine Learning and Optimization for Robot Learning.
In Recent Global Research and Education: Technological Challenges; Springer: Berlin/Heidelberg, Germany, 2017;
pp. 349–355.
8. Mosavi, A.; Varkonyi, A. Learning in Robotics. Int. J. Comput. Appl. 2017, 157, 0975–8887. [CrossRef]
9. Merkelbach, S.; Murrenhoff, H.; Brecher, C.; Fey, M.; Eßer, B. Pneumatic or electromechanical drives–a
comparison regarding their exergy efficiency. In Proceedings of the 10th International Fluid Power
Conference, Dresden, Germany, 8–10 March 2016.
10. Boldea, I.; Nasar, S.A. Electric Drives; CRC Press: Boca Raton, FL, USA, 2016.
11. Lyshevski, S.E. Electromechanical Systems, Electric Machines, and Applied Mechatronics; CRC Press: Boca Raton,
FL, USA, 2018.
12. Chau, K. Electric Vehicle Machines and Drives: Design, Analysis and Application; John Wiley & Sons: Hoboken,
NJ, USA, 2015.
13. Gan, C.; Wu, J.; Hu, Y.; Yang, S.; Cao, W.; Guerrero, J.M. New integrated multilevel converter for switched
reluctance motor drives in plug-in hybrid electric vehicles with flexible energy conversion. IEEE Trans.
Power Electron. 2017, 32, 3754–3766. [CrossRef]
14. Tah, J.H.; Abanda, F.H. Internet of Things for Urban Sustainability. In Integrating Information in Built
Environments; Routledge: Abington, UK, 2017; pp. 52–69.
15. Abanda, H.; Tah, J. Linked data in renewable energy domain. In Proceedings of the 6th International
Congress on Environmental Modelling and Software, Leipzig, Germany, 1–5 July 2012.
16. Zhu, Z.; Howe, D. Halbach permanent magnet machines and applications: A review. IEE Proce. Electr.
Power Appl. 2001, 148, 299–308. [CrossRef]
17. Mosavi, A.; Rabczuk, T.; Varkonyi-Koczy, A.R. Reviewing the Novel Machine Learning Tools for
Materials Design. In Proceedings of the International Conference on Global Research and Education; Springer:
Berlin/Heidelberg, Germany, 2017.
18. Mosavi, A.; Rituraj, R.; Varkonyi-Koczy, A.R. Review on the Usage of the Multiobjective Optimization
Package of modeFrontier in the Energy Sector. In Proceedings of the International Conference on Global Research
and Education; Springer: Berlin/Heidelberg, Germany, 2017.
19. Mosavi, A.; Rabczuk, T. Learning and intelligent optimization for material design innovation. In Proceedings
of the International Conference on Learning and Intelligent Optimization; Springer: Berlin/Heidelberg,
Germany, 2017.
20. Gieras, J.F. Permanent Magnet Motor Technology: Design and Applications; CRC Press: Boca Raton, FL, USA, 2009.
21. Salon, S.J. Finite Element Analysis of Electrical Machines; Kluwer Academic Publishers: Boston, MA, USA, 1995;
Volume 101.
22. Wilkinson, M.D. The FAIR Guiding Principles for Scientific Data Management and Stewardship. Sci. Data
2016, 3, 160018. [CrossRef] [PubMed]
23. Husson, R. Control Methods for Electrical Machines; John Wiley & Sons: Hoboken, NJ, USA, 2013.
24. Torabi, M. A Hybrid clustering and classification technique for forecasting short-term energy consumption.
Environ. Prog. Sustain. Energy 2018, 38, 66–76. [CrossRef]
25. Hosseini Imani, M.; Zalzar, S.; Mosavi, A.; Shamshirband, S. Strategic behavior of retailers for risk reduction
and profit increment via distributed generators and demand response programs. Energies 2018, 11, 1602.
[CrossRef]
26. Baranyai, M.; Mosavi, A.; Vajda, I.; Varkonyi-Koczy, A.R. Optimal Design of Electrical Machines: State
of the Art Survey. In Proceedings of the International Conference on Global Research and Education; Springer:
Berlin/Heidelberg, Germany, 2017.
27. Krasopoulos, C.T.; Beniakar, M.E.; Kladas, A.G. Multicriteria PM Motor Design Based on ANFIS Evaluation
of EV Driving Cycle Efficiency. IEEE Trans. Transp. Electrif. 2018, 4, 525–535. [CrossRef]
Energies 2019, 12, 1049 25 of 28
28. Fotovatikhah, F. Survey of computational intelligence as basis to big flood management: Challenges, research
directions and future work. Eng. Appl. Comput. Fluid Mech. 2018, 12, 411–437. [CrossRef]
29. Chaturvedi, D. Soft Computing Techniques and Their Applications. In Mathematical Models, Methods and
Applications; Springer: Berlin/Heidelberg, Germany, 2015; pp. 31–40.
30. Sheng, H.; Xiao, J. Electric vehicle state of charge estimation: Nonlinear correlation and fuzzy support vector
machine. J. Power Sources 2015, 281, 131–137. [CrossRef]
31. Jang, J.-S.R.; Sun, C.-T.; Mizutani, E. Neuro-fuzzy and soft computing-a computational approach to learning
and machine intelligence [Book Review]. IEEE Trans. Autom. Control 1997, 42, 1482–1484. [CrossRef]
32. Zadeh, L.A. Soft computing and fuzzy logic. In Fuzzy Sets, Fuzzy Logic, and Fuzzy Systems: Selected Papers by
Lotfi a Zadeh; World Scientific: Singapore, 1996; pp. 796–804.
33. Mitra, S.; Hayashi, Y. Neuro-Fuzzy Rule Generation: Survey in Soft Computing Framework. IEEE Trans.
Neural Netw. 2000, 11, 748–768. [CrossRef] [PubMed]
34. Jurado, S.; Nebot, À.; Mugica, F.; Avellana, N. Hybrid methodologies for electricity load forecasting:
Entropy-based feature selection with machine learning and soft computing techniques. Energy 2015, 86,
276–291. [CrossRef]
35. Zhu, Q.; Azar, A.T. Complex System Modelling and Control Through Intelligent Soft Computations; Springer:
Berlin/Heidelberg, Germany, 2015.
36. Liu, R.; Yang, B.; Zio, E.; Chen, X. Artificial intelligence for fault diagnosis of rotating machinery: A review.
Mech. Syst. Signal Process. 2018, 108, 33–47. [CrossRef]
37. Moeini, I.; Ahmadpour, M.; Mosavi, A.; Alharbi, N.; Gorji, N.E. Modeling the time-dependent characteristics
of perovskite solar cells. Solar Energy 2018, 170, 969–973. [CrossRef]
38. Mosavi, A.; Lopez, A.; Varkonyi-Koczy, A.R. Industrial Applications of Big Data: State of the Art Survey.
In Proceedings of the International Conference on Global Research and Education; Springer: Berlin/Heidelberg,
Germany, 2017.
39. Ijadi Maghsoodi, A.; Ijadi Maghsoodi, A.; Mosavi, A.; Rabczuk, T.; Zavadskas, E. Renewable Energy
Technology Selection Problem Using Integrated H-SWARA-MULTIMOORA Approach. Sustainability 2018,
10, 4481. [CrossRef]
40. Dehghani, M.; Riahi-Madvar, H.; Hooshyaripor, F.; Mosavi, A.; Shamshirband, S.; Zavadskas, E.K.;
Chau, K.W. Prediction of Hydropower Generation Using Grey Wolf Optimization Adaptive Neuro-Fuzzy
Inference System. Energies 2019, 12, 289. [CrossRef]
41. Krasopoulos, C.T.; Beniakar, M.E.; Kladas, A.G. Robust optimization of high-speed PM motor design.
IEEE Trans. Magn. 2017, 53, 1–4. [CrossRef]
42. Meghni, B.; Dib, D.; Azar, A.T. A second-order sliding mode and fuzzy logic control to optimal energy
management in wind turbine with battery storage. Neural Comput. Appl. 2017, 28, 1417–1434. [CrossRef]
43. Bayram, D.; S¸eker, S. Anfis model for vibration signals based on aging process in electric motors. Soft Comput.
2015, 19, 1107–1114. [CrossRef]
44. Van, T.L.; Nguyen, T.H.; Lee, D.-C. Advanced pitch angle control based on fuzzy logic for variable-speed
wind turbine systems. IEEE Trans. Energy Convers. 2015, 30, 578–587. [CrossRef]
45. Zhang, S.; Mishra, Y.; Shahidehpour, M. Fuzzy-logic based frequency controller for wind farms augmented
with energy storage systems. IEEE Trans. Power Syst. 2016, 31, 1595–1603. [CrossRef]
46. Salimi, M. State of the art of machine learning in energy systems. Energies 2019, 12.
47. Mitra, S.; Pal, S.K.; Mitra, P.J.I. Data mining in soft computing framework: A survey. IEEE Trans. Neural Netw.
2002, 13, 3–14. [CrossRef] [PubMed]
48. Jang, J.-S.R.; Sun, C.-T.; Mizutani, E. Neuro-Fuzzy and Soft Computing; a Computational Approach to Learning and
Machine Intelligence; Pearson: London, UK, 1997.
49. Aguilar, J.J.C.F.; García, J.M.V.; Carrillo, J.A.C. Regenerative intelligent brake control for electric motorcycles.
Energies 2017, 10, 1648. [CrossRef]
50. Amulya, C.S.; Rao, M.S. Condition Monitoring of Turbogenerators of a Thermal Power Plant Using Fuzzy
Logic. Int. J. Mech. Prod. Eng. Res. Dev. 2016, 6, 25–34.
51. Ben Smida, M.; Sakly, A. Pitch angle control for grid-connected variable-speed wind turbine system using
fuzzy logic: A comparative study. Wind Eng. 2016, 40, 528–539. [CrossRef]
52. Husain, Z. Fuzzy Logic Expert System for Incipient Fault Diagnosis of Power Transformers. Int. J. Electr.
Eng. Inform. 2018, 10, 300–317. [CrossRef]
Energies 2019, 12, 1049 26 of 28
53. Kahla, S.; Sedraoui, M.; Bechouat, M.; Soufi, Y. Robust Fuzzy On–Off Synthesis Controller for Maximum
Power Point Tracking of Wind Energy Conversion. Trans. Electr. Electron. Mater. 2018, 19, 146–156. [CrossRef]
54. Jang, J.-S. ANFIS: Adaptive-network-based fuzzy inference system. IEEE Trans. Syst. Man Cybern. 1993, 23,
665–685. [CrossRef]
55. Rezakazemi, M.; Mosavi, A.; Shirazian, S. ANFIS pattern for molecular membranes separation optimization.
J. Mol. Liquids 2019, 274, 470–476. [CrossRef]
56. Mosavi, A.; Edalatifar, M. A Hybrid Neuro-Fuzzy Algorithm for Prediction of Reference Evapotranspiration.
In Proceedings of the International Conference on Global Research and Education; Springer: Berlin/Heidelberg,
Germany, 2018.
57. Gu, Z.Q.; Oyadiji, S.O. Application of MR damper in structural control using ANFIS method. Comput. Struct.
2008, 86, 427–436. [CrossRef]
58. Mosavi, A.; Ozturk, P.; Chau, K.-W. Flood prediction using machine learning models: Literature review.
Water 2018, 10, 1536. [CrossRef]
59. Najafi, B.; Ardabili, S.F. Application of ANFIS, ANN, and logistic methods in estimating biogas production
from spent mushroom compost (SMC). Resour. Conserv. Recycl. 2018, 133, 169–178. [CrossRef]
60. Arumugom, S.R. Vibration energy harvester based dynamic voltage restorer with energy conservation using
multi-functional intelligent controller. J. Comput. Theor. Nanosci. 2017, 14, 3624–3635. [CrossRef]
61. Aruna, R.S. An intelligent technique based MRPID controller for controlling the speed of an IPMSM drive
system. Indian J. Sci. Technol. 2016, 9. [CrossRef]
62. Bentouhami, L.A.; Bendjeddou, Y.; Merabet, E. Neuro-fuzzy control of a dual star induction machine.
J. Electr. Eng. 2016, 16, 139–147.
63. Haritha, D.R. MPPT control for improving learning efficiency of PMSG wecs based on anfis method. J. Adv.
Res. Dyn. Control Syst. 2017, 9, 1509–1524.
64. Naik, N.V.T.; Singh, S.P. A Neuro-Fuzzy Direct Torque Control Using Bus-Clamped Space Vector Modulation; IETE
Technical Review; Institution of Electronics and Telecommunication Engineers: Delhi, India, 2016; Volume 33,
pp. 205–217.
65. Li, H.X.; Zhang, L.; Cai, K.Y.; Chen, G. An improved robust fuzzy-PID controller with optimal fuzzy
reasoning. IEEE Trans. Syst. Man Cybern. Part B (Cybern.) 2005, 35, 1283–1294. [CrossRef]
66. Fatih Kececioglu, O.A.; Yildiz, C.; Gani, A.; Sekkeli, M. Power quality improvement using hybrid passive
filter configuration for wind energy systems. J. Electr. Eng. Technol. 2017, 12, 207–216. [CrossRef]
67. Gnanaprakasam, C.; Chitra, K. S-transform and ANFIS for detecting and classifying the vibration signals of
induction motor. J. Intell. Fuzzy Syst. 2015, 29, 2073–2085. [CrossRef]
68. Hossain, M.K.; Ali, M.H. Transient stability augmentation of PV/DFIG/SG-based hybrid power system by
nonlinear control-based variable resistive FCL. IEEE Trans. Sustain. Energy 2015, 6, 1638–1649. [CrossRef]
69. Ardabili, F. Modeling and comparison of fuzzy and on/off controller in a mushroom growing hall.
Measurement 2016, 90, 127–134. [CrossRef]
70. Najafi, B.; Faizollahzadeh Ardabili, S.; Mosavi, A.; Shamshirband, S.; Rabczuk, T. An Intelligent Artificial
Neural Network-Response Surface Methodology Method for Accessing the Optimum Biodiesel and Diesel
Fuel Blending Conditions in a Diesel Engine from the Viewpoint of Exergy and Energy Analysis. Energies
2018, 11, 860. [CrossRef]
71. Wlas, M.; Krzeminski, Z.; Guzinski, J.; Abu-Rub, H.; Toliyat, H.A. Artificial-neural-network-based sensorless
nonlinear control of induction motors. IEEE Trans. Energy Convers. 2005, 20, 520–528. [CrossRef]
72. Bouchiba, B.; Bousserhane, I.K.; Fellah, M.K.; Hazzab, A. Artificial neural network sliding mode control
for multi-machine web winding system. Revue Roumaine des Sciences Techniques-Serie Electrotechnique
et Energetique 2017, 62, 109–113.
73. Celik, E.; Gör, H.; Öztürk, N.; Kurt, E. Application of artificial neural network to estimate power generation
and efficiency of a new axial flux permanent magnet synchronous generator. Int. J. Hydrogen Energy 2017, 42,
17692–17699. [CrossRef]
74. Zemmit, A.; Messalti, S.; Harrag, A. Innovative improved Direct Torque Control of Doubly Fed Induction
Machine (DFIM) using Artificial Neural Network (ANN-DTC). Int. J. Appl. Eng. Res. 2016, 11, 9099–9105.
75. Zidani, Y.; Zouggar, S.; Elbacha, A. Steady-State Analysis and Voltage Control of the Self-Excited Induction
Generator Using Artificial Neural Network and an Active Filter. Iran. J. Sci. Technol. Trans. Electr. Eng. 2018,
42, 41–48. [CrossRef]
Energies 2019, 12, 1049 27 of 28
76. Mamede, A.C.F.; Camacho, J.R. Evolutionary Algorithms for Optimization of 4/4 Single Phase Switched
Reluctance Machine. IEEE Latin Am. Trans. 2018, 16, 1684–1691. [CrossRef]
77. Tamilselvi, S. Multi objective evolutionary algorithm for designing energy efficient distribution transformers.
Swarm Evol. Comput. 2018, 42, 109–124. [CrossRef]
78. Vanchinathan, K.; Valluvan, K. A metaheuristic optimization approach for tuning of fractional-order PID
controller for speed control of sensorless BLDC motor. J. Circuits Syst. Comput. 2018, 27, 1850123. [CrossRef]
79. Virticˇ, P.; Vražic´, M.; Papa, G. Design of an axial flux permanent magnet synchronous machine using
analytical method and evolutionary optimization. IEEE Trans. Energy Convers. 2016, 31, 150–158. [CrossRef]
80. Ameli, A. A dynamic method for feeder reconfiguration and capacitor switching in smart distribution
systems. Int. J. Electr. Power Energy Syst. 2017, 85, 200–211. [CrossRef]
81. Batista, L.S.; Campelo, F.; Guimarães, F.G.; Ramírez, J.A.; Li, M.; Lowther, D.A. Ant colony optimization for
the topological design of interior permanent magnet (IPM) machines. COMPEL Int. J. Comput. Math. Electr.
Electron. Eng. 2014, 33, 927–940. [CrossRef]
82. Glover, F. Future paths for integer programming and links to artificial intelligence. Comput. Oper. Res. 1986,
13, 533–549. [CrossRef]
83. Yang, X.-S.; Deb, S. Cuckoo search via Lévy flights. In Proceedings of the NaBIC 2009. World Congress on
Nature & Biologically Inspired Computing, Coimbatore, India, 9–11 December 2009.
84. Chen, G.; Qiu, S.; Zhang, Z.; Sun, Z.; Liao, H. Optimal Power Flow Using Gbest-Guided Cuckoo Search
Algorithm with Feedback Control Strategy and Constraint Domination Rule. Math. Prob. Eng. 2017,
2017, 9067520. [CrossRef]
85. Wang, Q.; Niu, S. Design, Modeling, and Control of a Novel Hybrid-Excited Flux-Bidirectional-Modulated
Generator-Based Wind Power Generation System. IEEE Trans. Power Electron. 2018, 33, 3086–3096. [CrossRef]
86. Yang, L. Design optimization of a permanent magnet motor derived from a general magnetization pattern.
IEEE Trans. Magn. 2015, 51, 1–4. [CrossRef]
87. Kirkpatrick, S.; Gelatt, C.D.; Vecchi, M.P. Optimization by simulated annealing. Science 1983, 220, 671–680.
[CrossRef]
88. Chiu, M.C.; Chang, Y.C.; Yeh, L.J.; Chung, C.H. Numerical Assessment of a One-Mass Spring-Based
Electromagnetic Energy Harvester on a Vibrating Object. Arch. Acoust. 2016, 41, 119–131. [CrossRef]
89. Farhani, F.; Zaafouri, A.; Chaari, A. Real time induction motor efficiency optimization. J. Frank. Inst. 2017,
354, 3289–3304. [CrossRef]
90. Torrent-Fontbona, F.; López, B. Decision support for grid-connected renewable energy generators planning.
Energy 2016, 115, 577–590. [CrossRef]
91. Myerson, R.B. Game Theory; Harvard University Press: Cambridge, MA, USA, 2013.
92. De Finetti, B. Cambridge probability theorists. Rivista di Matematica per le Scienze Economiche e Sociali 1985, 8,
79–91.
93. Kari, T.; Gao, W.; Zhao, D.; Zhang, Z.; Mo, W.; Wang, Y.; Luan, L. An integrated method of ANFIS and
Dempster-Shafer theory for fault diagnosis of power transformer. IEEE Trans. Dielectr. Electr. Insul. 2018, 25,
360–371. [CrossRef]
94. Kazemdehdashti, A.; Mohammadi, M.; Seifi, A.R. The Generalized Cross-Entropy Method in Probabilistic
Optimal Power Flow. IEEE Trans. Power Syst. 2018, 33, 5738–5748. [CrossRef]
95. Jiang, X.; Lin, T.; Mendoza, E. Bayesian Calibration for Power Splitting in Single-Shaft Combined Cycle Plant
Diagnostics. J. Eng. Gas Turbines Power 2016, 138, 051702. [CrossRef]
96. Lakehal, A.; Tachi, F. Bayesian Duval Triangle Method for Fault Prediction and Assessment of Oil Immersed
Transformers. Meas. Control 2017, 50, 103–109. [CrossRef]
97. Mansouri, M.M.; Mohamed-Seghir, M.M.; Nounou, H.N.; Nounou, M.N.; Abu-Rub, H.A. Bayesian methods
for time-varying state and parameter estimation in induction machines. Int. J. Adapt. Control Signal Process.
2015, 29, 905–924. [CrossRef]
98. Dai, S.; Liwang, M.; Liu, Y.; Gao, Z.; Huang, L.; Du, X. Hybrid Quantum-Behaved Particle Swarm
Optimization for Mobile-Edge Computation Offloading in Internet of Things. In Proceedings of the International
Conference on Mobile Ad-Hoc and Sensor Networks; Springer: Berlin/Heidelberg, Germany, 2017.
99. McDonald, A.; Bhuiyan, N.A. On the optimization of generators for offshore direct drive wind turbines.
IEEE Trans. Energy Convers. 2017, 32, 348–358. [CrossRef]
Energies 2019, 12, 1049 28 of 28
100. Meo, S.; Zohoori, A.; Vahedi, A. Optimal design of permanent magnet flux switching generator for wind
applications via artificial neural network and multi-objective particle swarm optimization hybrid approach.
Energy Convers. Manag. 2016, 110, 230–239. [CrossRef]
101. Bupp, R.T.; Bernstein, D.S.; Coppola, V.T. Vibration suppression of multi-modal translational motion using a
rotational actuator. In Proceedings of the 1994 33rd IEEE Conference on Decision and Control, Lake Buena
Vista, FL, USA, 14–16 December 1994.
102. Levant, A. Sliding order and sliding accuracy in sliding mode control. Int. J. Control 1993, 58, 1247–1263.
[CrossRef]
103. Gutman, S. Uncertain dynamical systems—A Lyapunov min-max approach. IEEE Trans. Autom. Control
1979, 24, 437–443. [CrossRef]
104. Urbani, D.; Roussel-Ragot, P.; Personnaz, L.; Dreyfus, G. The selection of neural models of nonlinear
dynamical systems by statistical tests. In Proceedings of the IEEE Workshop on Neural Networks for Signal
Processing, Ermioni, Greece, 6–8 September 1994.
105. Trigeassou, J.-C.; Poinot, T.; Bachir, S. Parameter Estimation for Knowledge and Diagnosis of Electrical Machines;
ISTE Ltd.: London, UK; John Wiley & Sons Inc.: Hoboken, NJ, USA, 2009.
106. Papalambros, P.Y.; Wilde, D.J. Principles of Optimal Design: Modeling and Computation; Cambridge University
Press: Cambridge, UK, 2000.
107. Filizadeh, S. Electric Machines and Drives: Principles, Control, Modeling, and Simulation; CRC Press: Boca Raton,
FL, USA, 2016.
108. Preuss, M. Multimodal Optimization by Means of Evolutionary Algorithms; Springer: Berlin/Heidelberg,
Germany, 2015.
109. Yoo, C.-H. A New Multi-Modal Optimization Approach and Its Application to the Design of Electric
Machines. IEEE Trans. Magn. 2018, 54, 1–4. [CrossRef]
© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).
