In the latter case the walk is said to be recurrent.
For convenience we now restrict our discussion to the case in which G is a 1-connected nilpotent Lie group. Such groups are diffeomorphic to Rn for some n. If the group actually is Rn then it is a classical theorem (see e.g.£2 ])
that for n>3 every random walk on G generated by a measure that is supported by no proper closed subgroup of G is transient. A special case of a theorem proved by Guivarc'h and Keane [3 ] is that this result is also true for 1-con nected nilpotent Lie groups of dimension greater than two. being associated with the expected number of visits of a random walk on G to a neighborhood of the origin and the latter series being similarly associated with a random walk on the abelian group structure of L. Both series are con vergent, but one might expect that, since in order to return to the origin in the non-abelian case one must retrace oners steps in the correct order, the first series should converge more rapidly than the second. In this paper we address this question in a particular case-that in which 4»oexp is the Gaussian distribution and G is the Heisenberg group.
Our main results are theorems 4.1 and 4.5. The former theorem shows that, as in the abelian case, the behavior of the series in question depends only on the behavior of the convolution powers of the density function evaluated at the origin. The latter theorem shows that, asymptotically, the Am L ratio of < | > oexpC0 ,0 ,0 ) to <(>oexp (0 ,0 ,0 ) behaves like m .
Roughly, this means that the ratio of the probability of returning to the origin at the m step on the Heisenberg group to the probability of returning to the origin at the mth step on R^ behaves like We thus have a quantita tive reflection of the effect of the non-commutative group multiplication on the difficulty of returning to the origin.
One of the main tools in the analysis of random walks is that it carries convolution to pointwise multiplication.
In Recall that exp carries Euclidean measure dl on the Lie algebra to Haar measure dg on G. Let feL^G) and let l£=exp-1 g^. Then
Thus if one knows C-H explicitly one can carry out all of the integrations necessary to compute convolutions on the group by lifting to the algebra.
We note that for the Lie algebra of N 3
C-H((x,y,z),(x',y',z*)) = (x+x1 ,y+y'Jz+z,+^(xy'-yx')) .
For notational convenience we introduce here certain conventions that will remain in force throughout the re mainder of the paper:
1. All measures on Euclidean space are taken to be Lebesgue measure normalized by multiplication by (2ir)-lsn where n is the dimension of the space in question.
2. For any n, E(x1 ,...,xn ) = e"l(xl+ *''+xn ) .
3. For any n, G(x^,...,xn ) = e-i£^x l+ * * * +xn^ ' 4. For any n, F(x^,...,xn ) = e ^xl+ '*'+xn5
. Sums taken over an empty indexing set are taken to be 0 . 6 . Products taken over an empty indexing set are taken to be 1 . 6 . <|>:Ng-*-R is the function defined by <t>oexp(x,y,z) -G(x,y,z).
We call the random walk on associated with the, measure <f>dg the Gaussian random walk on N 3 .
We conclude this section by considering briefly the abelian Gaussian random walk, that is, the random walk on R associated with the measure G(x,y,z)dxdydz. It is easily 
m -
The next lemma will be used in the proof of lemma 2.5. Integrating with respect to dZg...dzm_^ the integral becomes, A noting that G=G and G(x,y,z)=G(x)G(y)G(z) ,
Again making several changes of variable we rewrite the integral as
Next, for 0£k<m, . 'Jo Pl<Y»*jJ dctdBdy .
Making the substitutions a=(Pm (y) )-j£ct, b= (Pm (y) )-lsB , c=y we obtain 2.7.
As an immediate consequence of 2.7 we have (m-i-l)a. . -+ y a. , , i=0
1 >k-1
This completes the proof of the lemma.
At this point we recall the classical fact (see e.g. e -1 n = 0 n 3.4 is actually a stronger statement than we need. We shall use only the fact that the left side of 3.4 is given by a polynomial in k of degree p+1 . If we consider the integral of 2.7 which yields (f>*m oexp(x,y, z) we see that we need to determine not only the polynomials also certain sums of these polynomials. Mr. Fischer is a member of Phi Eta Sigma, Eta Kappa Nu,
