Power spectra of an extensive set of natural images were analysed. Both the total power in a spectrum (corresponding to image contrast) and its dependence on spatial frequency vary considerably between images, and also within images when considered as functions of orientation. A series of probabilistic models for power spectra enabled calculating the information obtained from prior knowledge of parameters describing spectra. Most information is gained from contrast, l/f z spatial frequency behaviour, and contrast as a function of orientation. Variations in spatial frequency behaviour are relatively unimportant. For oriented contrast, a bandwidth of 10-30 deg is sufficient to obtain most information.
INTRODUCTION
A major challenge for the early stages of the visual system is handling the huge data load it receives, while its information capacity is limited. Because the information capacity needed depends on the characteristics of the input, it is important to note that natural images are not random, but show a large degree of structure. This structure can be described by the statistics of the image source, and can be considered as prior knowledge. Therefore, a certain amount of the image data is predictable and thus redundant. As suggested by Barlow (1959) , reducing some of this redundancy at an early stage of visual processing can help the visual system to optimize the transfer of information to later stages in the visual system. An appropriate processing scheme that reduces redundancy, i.e., removes predictable data, must obviously be carefully tuned to the statistics of the image source.
In this article we will concentrate on the redundancy associated with the second order statistics of images. This is most easily studied through the power spectrum of an image. The power spectrum is directly related to the autocorrelation of an image, which describes how closely related two points in an image are as a function of their distance and orientation. If we want to reduce redundancy as a valuable (pre)processing strategy, an adequate model for the power spectrum of natural images is needed. It has been found that power spectra of natural images tend to * Department of Biophysics, University of Groningen, Nijenborgh 4, NL-9747 AG Groningen, The Netherlands. t To whom all correspondence should be addressed [Fax +31 (50) 363 4740].
depend as 1If 2 on the spatial frequency f (Burton & Moorhead, 1987; Field, 1987; van Hateren, 19924; Tolhurst et al., 1992; Ruderman & Bialek, 1994) . This fact has been used successfully to explain and predict the processing early in the visual system of both insects and higher vertebrates (insects: Srinivasan et al., 1982; van Hateren, 1992a,b; vertebrate retina: Bialek et al., 1991; Atick & Redlich, 1990 ; human psychophysics: Atick & Redlich, 1992; van Hateren, 1993) . Notwithstanding the success of this approach, which assumes 1If 2 as the model for natural power spectra, the adequacy of this model has not been systematically investigated with respect to its capacity to reduce redundancy. The main purpose of this article is to remedy this situation. As a first step towards testing models for natural power spectra, we obtained an extensive set of carefully calibrated spectra of natural images, and confirm here several results reported in previous studies. Furthermore, we investigate how contrast and frequency behaviour depend on orientation. The experimental data are subsequently used to evaluate a range of simple models (similar to 1/f 2) for their capacity to reduce second-order redundancy in images and for their capacity to estimate the contrast of an image. The latter can be utilized by the visual system for contrast normalization. Several of these models not only capture the frequency behaviour of the spectra, but also their orientation behaviour. Just as 1If 2 served as a successful model in previous work on circular symmetric neural preprocessing (i.e. non-oriented), we expect that the most successful models we propose here can be used as a tool for analysing the neural processing of orientation by visual systems. Finally, we expect that the methods developed here for analysing variations between the power spectra of different images can serve 2759 2760 A. van der SCHAAF and J. H. van HATEREN as a guide for investigating how localized forms of frequency spectra vary within images.
METHODS

Image acquisition
We recorded a sample set of 276 images, using a CCD video camera (77RS, PCO Computer Optics, Kelheim, Germany) with a 16 mm Sony TV lens. The video signal was digitized with a PC-based frame grabber (Data Translation DT2855) at a resolution of 768 × 512 pixels and a depth of 8 bit. Images were temporarily stored on the PC, which was mounted on a small trolley and powered by a battery with 220V-converter. A HP workstation was used for further analysis.
The images were recorded in a number of different outdoor environments (woods, fields, parks, residential areas), at various times of the day, in various seasons, and in various types of weather (sunny, overcast, foggy, rainy). We tried to ensure the diversity of the sample set by taking images of widely different objects and scenes, at varying distances (with a minimum of 30 cm) and varying elevations (keeping the left-right axis of the camera approximately parallel to the horizon). The images were not taken completely at random, however, since we had a bias towards choosing scenes with at least something of interest to see, thus excluding, e.g., images consisting exclusively of clear sky. We assume here that this is a natural bias, although we can not quantify how representative our set is for the images encountered by a particular visual system during its owner's natural behaviour in its natural habitat.
Calibration
We took great care to properly calibrate the measurements. We used the camera with gamma-correction off and automatic gain control off, because either of these compromised the linearity of the recording system. The exposure was controlled manually by adjusting the electronic shutter speed of the camera, or the aperture of the lens (F = 5.6-16). Using calibrated neutral density filters, we found a linear intensity-response relation for the recording system, with a small and stable offset (dark current of the CCD), which was subtracted from the response. Variation in pixel sensitivity was less than the quantization step, and neglected. The decline of image intensity towards the edges, caused by the camera lens, was less than 20%, and was corrected to within 2.5%. The aspect ratio of the recorded pixels (0.946 horizontal to vertical ratio) was corrected during the calculation of the power spectra (see below). Geometrical distortion caused by the camera lens was less than 1%, and neglected. The maximum amplitude of the jitter in the horizontal synchronization of the video signal was less than 1 pixel, and also neglected.
We measured the response of the entire recording system to a light source, consisting of a pinhole of 30 pm diameter illuminated from behind, and viewed at a distance of 5.6 m. The radiance of this light source was of the same order of magnitude as the radiance encountered in outdoor scenes. We took care not to saturate the camera by keeping the response peak at approximately half the total camera range. The angular extent of the light source was less than 1% of the angular extent of a single pixel of the CCD, and the source can thus be considered as a true point source. From the resulting point spread function we calculated the power spectrum, after masking the noise present in the digital image at non-illuminated parts of the CCD far from the illuminated area. We found that this power spectrum slightly depends on the particular position of the image of the point source relative to the CCD pixel grid. Therefore, we recorded 100 point spread functions evenly distributed over the total extent of a single pixel, and averaged the corresponding power spectra. This average, F, was used to correct the power spectra of our set of images. The rationale of this calibration is that it will yield, on average, a fiat power spectrum when a point light source is recorded, as theoretically expected from a point source.
To avoid saturation of the camera response at bright spots in the images, we took the images (when necessary) at a low exposure level. The average mean luminance over all images was approximately 40 quantization steps (of a total of 256). The drawback of this procedure is the increase of quantization noise. Assuming that the quantization noise is white, however, we calculated that the quantization noise level in the spectra is at least an order of magnitude below the lowest part of the power spectra, even in extreme cases where the mean luminance of the image was set at only 10 quantization steps. Therefore, we can neglect quantization noise. The little truncation that is still present in some of our images due to saturation of the camera response is unlikely to have a significant effect on the form of the power spectra (measured by the 1/f-exponent, see Results). We conducted three experiments to test this. First, we made multiple recordings of six scenes with different exposure levels, such that the quantization and truncation were different. The resulting 1/f-exponents change for different exposure levels, on average, by 4% in magnitude. As the change was in either direction, the change of the average 1/f-exponent was less than 1%. In a second experiment, we deliberately truncated all recorded images to twice their mean, and found that the average 1/f-exponent of the truncated images differed less than 1% from the average 1/f-exponent of the original images. In the last experiment we investigated the truncation and quantization of generated 1/f-noise. We truncated the generated noise between -2 and + 1 standard deviations from its mean, and quantized the range between the truncation levels into 256 levels (8 bit). We found that the 1/f-exponent of the resulting noise differed less than 1% from the original. This was also found when the number of quantization levels was only 32.
Calculation of power spectra
We took a rectangle of 541 × 512 pixels out of each digitized image. Because of the aspect ratio of the pixels, this rectangle corresponds to a 512 x 512 image with square pixels. Boundary effects were reduced by applying a Kaiser-Bessel window (with window parameter 2, see Harris, 1978) . This window (w) is a weight function that is maximal in the centre of the image, and gradually decreases to zero towards the edges. The contours of the window are approximately circular, so that it does not introduce an orientation bias. To avoid leakage in the spectral transformation from the DCcomponent of the image, the weighted mean intensity was subtracted before applying the window. The weighted mean intensity (~) is defined as
where l(x, y) denotes the intensity of a pixel at spatial coordinates (x, y) in the 541 x 512 cut-out range. After subtraction of the weighted mean, the images were normalized, windowed, and subsequently Fourier transformed. The Fourier transform (F) is then given by
(x,y) # will investigate the statistics of several properties of these power spectra, such as their total power (related to the contrast of the images), and their shape as a function of spatial frequency and orientation. As the statistical parameters of individual images vary widely, it is not a priori clear how important these parameters may be for further processing. Therefore, we investigate a series of probabilistic models for the power spectra, which enable us to estimate the amount of information that the various statistical parameters provide about the spectra.
Statistics
Before discussing the statistics of individual power spectra, we will take a brief look at the average power spectrum of the complete set. Figure I(A) shows the spectral power, averaged over orientation, as a function of spatial frequency (f). On a log-log scale, the data points lie approximately on a straight line, which means that spectral power and spatial frequency are related by a power law (see also Burton & Moorhead, 1987; Field, 1987; van Hateren, 1992a; Tolhurst et al., 1992; Ruderman & Bialek, 1994) . Figure I For this study, only spatial frequencies (f) up to 127 cycles per image are used for further analysis. Higher (B) frequencies suffer from noise, low modulation transfer of -3 the recording system at these frequencies, and aliasing. At 127 cycles per image, the signal (i.e., before correction) is approximately suppressed three-fold by the modulation transfer function, while any aliasing products are at least four times more suppressed than the non-aliased signal.
Finally, we calculated the power spectrum S of each image as the square amplitude of the Fourier transform:
with F the correction factor mentioned above, and L the number of pixels in the image (L = 541 x 512).
RESULTS AND MODELLING
As described in the previous section, we obtained power spectra of 276 natural images. In this section we
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• o power, averaged over spatial frequency, as a function of orientation (tp). The spectral power is not isotropically distributed, but is larger at horizontal and vertical orientations than at other orientations (see e.g. Switkes et al., 1978) . This result is approximately the same for subsets of images showing exclusively man-made objects or exclusively scenes of nature. The effect is not caused by the square geometry of the images, because we apply an almost circular window (see Methods). As a further test, a calculation of the power spectrum of an image with a single edge in an oblique direction, shows that only 1% of its power leaks into horizontal or vertical directions, an effect much smaller than that shown in Fig. I(B) . The effect is also not due to the square pixels, because it is absent in a set of images without dominant orientations (mostly images taken from soil covered with leaves and twigs with the camera pointed vertically at random orientations). The small dots in Fig. I(A, B) show the standard deviation of the corresponding plots of individual images in the set.
Although the average power spectrum is quite smooth, spectra of individual images are much more irregular and different in shape, as shown by the large standard deviations in Fig. I(A) and the example traces in Fig.  2(A) . The individual power spectra differ not only in shape, but also in the total power of the spectra. This total power is related to the root-mean-square (r.m.s.)-contrast of individual images. The r.m.s.-contrast equals the standard deviation of the intensity values of all pixels in the image divided by the mean intensity. The square of the r.m.s.-contrast is proportional to the total power in the spectral domain under consideration (see Appendix A). Thus the r.m.s.-contrast has a simple and intuitively clear interpretation in both the spatial and the spectral domains, and we will, therefore, use it here to illustrate the variability of contrast. Different definitions of contrast that we will introduce below lead to similar distributions. Figure 2 Not only the r.m.s.-contrast, and consequently the total power, vary for individual images, but also the shape of the power spectrum. As shown in previous studies and by the almost straight line in Fig. I(A) , the spectral power, averaged over many images, varies approximately as 1/f as a function of spatial frequency, with the I/f-exponent, cx, close to 2. If we instead inspect the spectra of individual images, examples of which are shown in Fig.  2(A) , we still find that they are roughly proportional to 1/fL The root mean square error of the fit of the 1/f ~ model to the circularly averaged power spectra [see 2(A)] is on average 0.13 log-units over the complete set. For the individual spectra, 0~ varies considerably from image to image (Tolhurst et al., 1992; van Hateren 1992a; Field, 1993) . Figure 2 (C) shows how cx is distributed for our set of images. We found an average ~t of 1.88 and a standard deviation of 0.43. There is a correlation of +0.35 between the r.m.s.-contrast and 1/f-exponent values. This means that steeper spectra tend to have more power. This relationship, however, is very weak and unlikely to be useful as prior knowledge. The I/f "-model of the spectral power distribution is isotropic, i.e., the statistics are the same for every orientation. Figure I (B) showed, however, that the average spectral power is anisotropically distributed over orientation. This is because there are, on average, more horizontally and vertically oriented structures in natural images than obliquely oriented structures (Switkes et al., 1978) . This applies to the average power spectrum of the complete set, but if we examine individual images, we find peaks of spectral power also at other orientations. For oblique orientations, these peaks are smoothed out when the spectra are averaged, but they are very characteristic for individual spectra, and partly account for their large variability [as illustrated by the large standard deviations in Fig. I(B) ].
In order to gain some insight into how spectral power varies as a function of orientation, we define here two additional statistical measures: the oriented r.m.s.-contrast and the oriented 1/f-exponent. These measures are calculated for the individual spectra in the same way as the related isotropic measures, except that they are not calculated for the complete power spectrum, but only for pie-slices of the spectrum, with orientation q) and width Aq) (see Appendix A). For most of the present analysis we use 60 pie slices for the 180 deg orientation range (At# = 3 deg), but the consequences of varying Atp are investigated in the Discussion. The oriented r.m.s.-contrast is related to the total amount of spectral power at a specific orientation, and the oriented 1/f-exponent measures the fall-off of spectral power at that orientation. Figure 3(A) shows example traces of the same power spectra of Fig. 2(A) at an orientation of 30 deg to the horizontal frequency axis (with an orientation width of Atp = 3 deg). The traces are all roughly proportional to 1/f ~, but differ considerably in their total power (corresponding to the oriented r.m.s.-contrast) and steepness (corresponding to the oriented 1/f-exponent). The r.m.s, error of the fit of the 1/f ~ model to the power spectra at a specific orientation, with an orientation width of Atp = 3 deg, [see Fig. 3(A) ] is on average 0.32 log-units over the complete set of images and all orientations. The distribution of oriented r.m.s.-contrasts and oriented 1/f-exponents for all orientations and all images of our set is given in Fig. 3(B,C) . The oriented r.m.s.-contrast, with a mean of 0.88 and a standard deviation of 0.52, varies more than the non-oriented contrast. This variation has two components: the variation of non-oriented r.m.s.-contrast between images, and an additional variation between orientations within individual power spectra with a standard deviation of 0.28. Likewise, there is more variation in the oriented 1/f-exponent than in the nonoriented 1/f-exponent, with a mean of 1.88 and a standard deviation of 0.51, which means an additional variation between orientations within the individual power spectra with a standard deviation of 0.28. The correlation between the oriented r.m.s.-contrast and oriented I/fexponent values is +0.23; even less than for the nonoriented measures.
Towards a model of the power spectra
Both the r.m.s.-contrast and the 1/f-exponent can be viewed as parameters of (simple) models of the typical power spectrum of a natural image. The r.m.s.-contrast gives an indication of the height of the spectrum, and the 1/f-exponent of its frequency behaviour. Allowing these parameters to vary as a function of orientation leads to more refined models. How can we decide how good each model is, i.e., how well it describes the typical natural power spectrum? One possibility to evaluate this is to calculate the amount of information that the various models provide about individual spectra. The usefulness of this calculation is based on the following rationale: the more information a model provides about the spectra, the more effective it will be as a means to estimate the contrast and to reduce the second-order redundancy of an image. The capacity to estimate the contrast, i.e., the height of the spectrum, can be important for the following reason: as images vary widely in contrast, it gives the visual system the possibility to optimally use the dynamic range of its processing units through the use of contrast normalization. The capacity of a model to reduce redundancy is in fact the capacity to flatten the power spectrum (if used as an inverse filter for decorrelation), because the model estimates the shape of the power spectrum. Thus, it will be a useful strategy for the visual system to take such a model into account as an effective means to reduce redundancy. In fact, several such models have already been proven to be quite useful for predicting properties of the visual system (e.g., 1/f-exponent : Atick 1990 : Atick , 1992 van Hateren 1992a van Hateren ,b, 1993 Bialek et al., 1991;  exponential autocorrelation, which is qualitatively equivalent to a 1If 2 power spectrum: Srinivasan et al., 1982; contrast: Laughlin, 1983; orientational variation: Field, 1987 orientational variation: Field, , 1993 orientational variation: Field, , 1994 Daugman, 1989) . Thus, we may hope that our present analysis will provide useful clues for further theoretical and experimental development along these lines.
The models that we propose are very simple, and describe only the rough form of the actual power spectrum. Knowing the model, we have information about the appearance of the power spectrum, but still some uncertainty remains. Analysis of the deviation of the models from the actual spectra results in a probability density function (PDF) for the power spectra, from which the uncertainty (entropy) is calculated. In general, a narrower PDF corresponds to a smaller uncertainty, and it signifies a model that would be very effective in flattening power spectra, i.e., reducing the second-order redundancy in the corresponding image. The reason that this works, is that the first-order redundancy in a power spectrum directly corresponds to the second-order redundancy in the corresponding image. To abolish an arbitrary offset, we compare each uncertainty with the uncertainty of a fixed reference model, which assumes a flat power spectrum with equal contrast for each image. This gives us the information that we have gained from adopting a specific model, which is related to the reduction of redundancy expected from using the model.
In evaluating the models, we assume that the power spectra can be described as the spectra of linearly filtered white noise [i.e., noise with a flat average power spectrum, see e.g. Papoulis (1965) ]. Following standard linear system theory [Papoulis (1965) ], the power spectrum (S) is separated into a product (S = Me) of a deterministic modulation function (M) and a probabilistic residue (e). That this approach is sensible is suggested by the fact that the variability of the spectral components is approximately proportional to the power of that component [see e.g., the errors in Fig. I(A) ]. The modulation function (M) corresponds to the square modulus of the filter's frequency response. It describes the rough appearance of the power spectrum, and it is, therefore, identified with the model. We will investigate here several modulation functions, inferred from what is known about the statistics of the power spectra. The modulation function is calculated separately for each power spectrum. M is generally a function of spatial frequency and orientation, and it may depend upon the statistics of individual power spectra, such as contrast and 1/f-exponent. The residue (e) denotes the power spectrum of an individual white noise image and accounts for the remaining variation in S that is not described by the model. We require that the model M accounts for all known systematic variation of S as a function of (u, v) or image.
We determine the PDF of the residue empirically by making a histogram of the ratio of the measured power spectra and the model function M (see Appendix B for details). The PDF of the power spectra is thus fully specified by the given modulation function M (with the incorporated statistics) and the PDF of the residue. Information theory then allows us to calculate a measure of uncertainty associated with the PDF of the power spectra (Shannon & Weaver, 1949 ; see also Appendix B). The information that we have gained about the spectra by knowledge of a particular model can now be calculated as the decrease of uncertainty of the particular model, with Together with the modulation function from (B), this determines the PDF of the power spectra, from which the uncertainty is calculated.
respect to the uncertainty of the fixed reference model (a flat power spectrum with equal contrast for each image).
We will illustrate the procedure we follow for modelling the spectra and calculating the informational measures by an example (Fig. 4) . In this example, we investigate the power spectra (S) of two different hypothetical images. The spectral power along a single frequency axis is shown on a log-log scale in (A). The model we use here for describing the power spectra has two free parameters, the r.m.s.-contrast (Cr) and the 1~f-exponent (7). The first image has a low contrast and a slow decrease of spectral power with spatial frequency. The second image, on the contrary, has a high contrast and a steep fall-off of spectral power. The statistics are incorporated into the modulation functions (M) of the two power spectra, which are chosen such that the total spectral power of the modulation function equals the square of the r.m.s.-contrast (c f) and the fall-off of spectral power is proportional to 1/fL These modulation functions, shown in (B), are models of the power spectra shown in (A). The realizations of the residue [e, see (C)] are obtained, for each spectral coordinate in both images, from the ratio of each power spectrum [from (A)] and the corresponding modulation function [from (B)]. The power spectra are now separated into a structured part, the modulation function in (B), and an unstructured part, the residue in (C). Generally, the distinction between structure and residue depends on the specific model, which includes in this example the r.m.s.-contrast and the 1/f-exponent. All residue values of all spectral coordinates and both images are collected into a single histogram, which gives an empirical approximation of the PDF of the probabilistic residue (p,), as shown on a logarithmic scale in (D). Together with the modulation functions, this determines the PDF, Ps, of each power spectrum (see Appendix B). The Ps is different for each power spectrum, because the modulation function of each is different. From each Ps an associated uncertainty is calculated; the smaller this uncertainty, the better the model for describing the height (related to contrast) and shape (related to second-order redundancy) of the power spectrum. Finally, the entropy is averaged for the two images. Comparing this uncertainty with the uncertainty of other models quantifies the relative merits of the various models in terms of the information obtained from each model.
Different definitions of contrast
In several of the models we will discuss below, the square of the r.m.s.-contrast, c f, is used as an estimate of the total power in the spectrum. This determines the height of the predicted (modelled) power spectrum relative to the actual (measured) power spectrum. Because the actual spectra behave approximately as 1/f 2, the variation of the measured contrast is, in general, dominated by the variation of the power at only a few low frequency coordinates: although a 1/f2-power spectrum has equal power in each octave, the power at high frequency octaves is averaged over more frequency coordinates and thus less noisy than the power in low frequency octaves. Thus, if low frequency components happen to be larger than average, the contrast will be large, and the model prediction of the power spectrum may in fact be larger than the actual spectrum for all but the lowest frequencies. This raises the question of whether it is possible to devise another definition of contrast that is less sensitive to single frequency components, and that takes more frequencies into account. Ideally, we are looking for a simple definition of contrast that estimates the height of the spectrum such that it leads to an uncertainty that is as small as possible. Indeed, we found several alternative measures of contrast that perform better than r.m.s.-contrast as judged by our informational analysis. The most interesting are the whitened contrast and the log-contrast. The whitened contrast, or cw follows from summing the power spectrum multiplied by f2 (which makes the spectrum, on average, approximately flat); the log-contrast, or cb follows from summing the logarithm of each power spectrum (see Appendix A). In the discussion we will investigate how to interpret these various measures of contrast.
Models and information gain
We shall now give the results of the informational calculations performed on the full set of power spectra for several models incorporating various combinations of statistics. The information gain in Fig. 5 is given, relative adjusted for each image separately. This third model thus takes the anisotropy of the average power spectrum into account [ Fig. I(B) ]. Interestingly, the three models all perform about equally well: the error bars show the accuracy of the information gain, as estimated from calculating the information gain for various random partitions of the set of images. Apparently, the 1/f 2-behaviour that these models have in common is the decisive factor. Neither varying the 1/f-exponent per image, nor taking the average anisotropy into account, are very effective for gaining information about power spectra of natural images. The final group of two models shown in Fig. 5 also incorporate orientational variations of contrast (solid triangles) or of both contrast and 1/f-exponent (open triangles). For cw and cl, this yields an increase in information gain, but again Cr performs poorly. Figure 5 also shows that making ~ depend on the orientation hardly matters, compared to making the contrast depend on orientation. to a minimal model that assumes flat power spectra with equal contrast for each image. The middle column in the figure shows the models we evaluated with the corresponding symbols. The simplest model (c, diamonds) assumes a flat power spectrum with the contrast adjusted to each image separately. As can be seen, the information gain is much larger for cw and cl than it is for Cr.
The next group of three models all take the 1/f 2-behaviour of natural power spectra into account, which results in a much larger information gain. The first of these models (large solid circles) assumes a strict 1/f 2-behaviour, with the contrast adjusted for each image. • ""o.
• • "o,,
"e 6 1 2 3 i fixed 1/f-exponent FIGURE 6. Information gain as a function of fixed 1/f-exponent for models including three different contrast measures (cr, c,,,, and ct) and a fixed 1/f~-frequency behaviour. The distribution of 1/f-exponents found for our set of natural images [from Fig. 2(C) ] is given in the histogram, for comparison.
DISCUSSION
In this article we investigated the power spectra of natural images, and found that their main statistical properties, total power (or contrast) and a 1/f2-frequency behaviour, are variable, but still typical for natural images. Contrast and 1/fE-behaviour were also investigated as a function of orientation, and shown to be similar in variability as the non-oriented measures.
The I/f-exponent
The 1/f-exponent, ~, is 1.88 + 0.43 (SD) for our set of 276 images. Previous reports gave ~ = 2.05 _+ 0.02 [SEM; average and two-dimensional extrapolation of one-dimensional data of Burton & Moorhead (1987) on 19 images], ~ = 2. 13 + 0.36 [SD; van Hateren (1992a) , 117 non-calibrated published images], ~ = 2.40 + 0.26 [SD; Tolhurst et al. (1992) , 135 images], • = 2.2 [Field (1993) , 85 images], and ~ = 1.81 + 0.01 [Ruderman & Bialek (1994) , 70 images after a logarithmic intensity scaling]. Most of this variability between different studies probably arises from the particular choice of sample set. Subdividing our set into categories depending on content (e.g., type of landscape) or recording conditions (e.g., weather), shows a large variability of the resulting average ~s of each subset (the standard deviation of this set of c~s is 0.3). Furthermore, the measured 1/f-exponents are quite sensitive to small calibration errors.
Given the large variation in ~ [see e.g., Fig. 2(C) ], one may wonder how critical the value of ~ is for obtaining information about natural power spectra. This question is directly addressed in Fig. 6 , where the information gain is shown as a function of ~, with ~ fixed for the entire set of images. As the figure shows, the information gain has a maximum near ~ = 2, but this maximum is very shallow. Thus the assumed value of ~ appears to be relatively unimportant, unless it deviates much from 2, and assumes values unlikely to occur in natural images [see the distribution of ~-values, copied from Fig. 2(C) ]. In a recent study on the discrimination of second-order statistics by the human visual system, Tadmor and Tolhurst (1994) reach a conclusion which is consistent with our analysis, namely that changes in ct are not perceived directly, but only through changes in (local) contrast.
Contrast
The r.m.s.-contrast values we report [ Fig. 2(B) ] are quite large, and characteristic of outdoor environments. Large intensity variations in the scenes, in particular high intensity peaks, produce a large variance of pixel intensities. In fact, the resulting contrasts are larger than one can easily reproduce in the laboratory with conventional display equipment. Although r.m.s.-contrast is a simple measure of the height of the power spectra, it is neither a good measure for the contrast as subjectively perceived by a human observer [see e.g., Tadmor & Tolhurst (1994) , also Peli (1990) ] nor is it a particularly good measure for giving information about natural power spectra. As Fig. 5 shows, better measures are whitened contrast, and log-contrast. The former can be considered as the r.m.s.-contrast of a filtered image. The filter here is a differentiating filter (multiplication of the amplitude with f, thus the power with f2), acting similarly as a naive edge-enhancement algorithm might do.
The log-contrast, on the contrary, is determined by a nonlinear operation, and cannot be produced via a linear filter. Interestingly, it estimates the height of the spectrum identically to what a least squares fit of a straight line to the power spectrum on log-log coordinates would produce. As the variation of the logarithm of the power at a specific frequency coordinate follows in rough approximation a Gaussian distribution, the log-contrast is also close to a Maximum Likelihood estimate of the height of the spectrum.
The log-contrast may seem a strange measure, because it requires taking the logarithm of an image in the spectral domain. As a consequence, the log-contrast does not have a simple interpretation in terms of linear filtering like the whitened contrast. However, there is an interpretation possible in terms of contrast adaptation. Suppose we scale the power spectrum such that the smallest power in the spectrum, or the smallest power larger than the noise present in the image, is slightly larger than 1. Suppose further that we skip all frequencies with power below the noise level, and that we subsequently take the logarithm of the power spectrum. Then the transfer is optimal at frequency coordinates with power somewhat larger than 1. Much larger powers at other frequencies will be attenuated by the logarithmic transformation, the more so, the larger the power is. This can be interpreted as a form of contrast adaptation in the frequency domain: a saturating nonlinearity reducing the impact of high powers. Fourier-transforming this scaled logarithmic spectrum back to the space domain (using the phase components of the original Fourier transform), we obtain an image with enhanced contrast. In this respect it resembles a whitened (i.e., differentiated) image, but it is in fact far less sensitive to noise. The variance of this image is equal to the summation of its power spectrum, which is equivalent to our definition of the log-contrast. Thus, we may interpret the log-contrast as equivalent to the r.m.s.-contrast after a form of contrast adaptation. Figure 7 shows an example of an image with added noise (A), the image constructed from the spectrum multiplied b y f 2 (B), and the image constructed from the logarithmic spectrum (C). Image (C) is clearly less sensitive to noise than image (B), and has enhanced contrast compared to (A).
Modelling power spectra
The performance of the various models ( vary does not yield much information, nor does including systematic anisotropy in our description.
Of the orientational models we evaluated, the main improvement was for the ct (cp), 1/f2-model. Thus it pays to measure contrast as a function of orientation, but, similarly as before, it is only of limited value to allow 7 to vary, here as a function of orientation. We note that subsets of images containing exclusively man-made objects or exclusively scenes of nature give similar results. As mentioned earlier, the results of Fig. 5 all are at a resolution of Atp = 3 deg. Figure 8 shows what happens when we change this orientation bandwidth. The data points on the far left, at Atp = 180 deg, are identical to the result in Fig. 5 for a non-oriented contrast. Increasing the orientation resolution increases the information gain, but only up to a certain point: the curve reaches an asymptote, with Atp = 3 deg already close to its final value. AS can be seen, much of the information to be gained from evaluating contrast in various orientations is already reached for Atp = 10-30 deg. Interestingly, this is a value commonly encountered in orientation-sensitive cells in the cortex of higher primates (e.g. De Valois et al., 1982) . However, it remains to be seen if this correspondence is retained when the large area of analysis we have used is decreased to the relatively small size of typical cortical receptive fields. Also, it is not clear at present in how far orientation-selective mechanisms play a role in reducing the redundancy associated with oriented structures in the images [see e.g., Zetzsche et al. (1993) for a detailed discussion on this issue].
Global or local statistics?
The analysis in this article is of a global nature: the power spectra analysed and modelled are global descriptors of an image, although they describe the correlation between neighbouring points in the image. In natural visual systems, neurons generally have receptive fields of limited size, and thus it might be relevant to know if the statistical properties vary over the image.
Nevertheless, we believe our analysis still bears relevance for understanding how much local variation in statistics one can expect within images [see also Zetzsche et al. (1993) ]. The reason is that even our power spectra concern images of limited extent. As an image remains an image when decreased in angular size (e.g., when seen from a larger distance), its statistical properties will remain similar when it is reduced to a size that would be considered local for a particular visual system. This scaling property of natural images is consistent with the 1/f 2 distribution of spectral power (Field, 1987) , and previous studies (Ruderman & Bialek, 1994; Ruderman, 1994) . However, this scaling obviously breaks down when the area considered comes close to the distance between the sampling points (e.g., the photoreceptors) of the visual system. Furthermore, our present analysis does not consider the phase of the Fourier transform (Field, 1993) . Therefore, it will be worthwhile to perform a similar analysis as we have performed here for more localized estimates of the frequency contents of an image (e.g., using Gabor functions or wavelets). Similarly, the analysis can be extended to the temporal or spectral (chromatic) domain.
CONCLUSION
Second-order redundancy in images is most conveniently studied through their power spectra. As reducing redundancy appears to be an important (pre)processing strategy utilized by visual systems, it is important to have good models for the power spectra of natural images. To this end we first obtained a large set of power spectra of natural images, and confirmed previous reports on their variability. We also showed a considerable variability of contrast, and showed that this also applies to orientational features of the spectra. Second, we developed a method to evaluate models for natural power spectra; this method shows directly their capacity to estimate contrast and their capacity to reduce second-order redundancy. The results show that a good model for a power spectrum contains: (1) a proper estimate of its height, i.e., contrast; (2) a spatial frequency behaviour specified as 1/f 2 (no less and no more accurate than that); and (3) a contrast that depends on orientation, with a resolution that need not be more precise than 10-30 deg.
