Instrumental variables is a popular method in epidemiology and related fields, to estimate causal effects in the presence of unmeasured confounding. Traditionally, instrumental variable analyses have been confined to linear models, in which the causal parameter of interest is typically estimated with two-stage least squares. Recently, the methodology has been extended in several directions, including two-stage estimation and socalled G-estimation in nonlinear (e. g. logistic and Cox proportional hazards) models. This paper presents a new R package, ivtools, which implements many of these new instrumental variable methods. We briefly review the theory of two-stage estimation and G-estimation, and illustrate the functionality of the ivtools package by analyzing publicly available data from a cohort study on vitamin D and mortality.
Introduction
A common aim of epidemiological studies is to estimate the causal effect of an exposure on an outcome. However, most observational studies suffer from unmeasured confounding, which makes causal inference challenging. One popular way to deal with unmeasured confounding is to use instrumental variable methods. These methods have the remarkable property of being able to infer causality in the presence of unmeasured confounding. This property, however, requires that an instrumental variable (IV) is available, for which three assumptions hold: (a) the IV is associated with the exposure, (b) the IV affects the outcome only through the exposure, and (c) the association between the IV and the outcome is unconfounded (e. g. Hernán and Robins 2006) . IV methods have a long history in econometrics, and have more recently become popular in epidemiologic research as well, in particular through so-called Mendelian randomization (MR) studies. In MR studies, the IV is a gene, or set of genes, for which the biological mechanisms are (supposedly) well understood, and the IV assumptions (a)-(c) are considered plausible.
Traditionally, IV analyses have been confined to linear models, in which the causal parameter of interest is typically estimated with two-stage least squares (TSLS). In the first stage, the exposure is regressed on the IV, and a 'predicted' exposure level is obtained for each subject. In the second stage, the outcome is regressed on these predictions, and the obtained slope in this second-stage regression is used as an estimate of the causal exposure effect.
More recently, the IV methodology has been extended in several directions. Some authors have considered two-stage estimation techniques for nonlinear models (see Vansteelandt et al. 2011; Tchetgen Tchetgen et al. 2015 , and the references therein). These extensions are important, since nonlinear (e. g. logistic and Cox proportional hazards) model are by far more common than linear models in epidemiologic research. However, as noted by these authors, two-stage estimation techniques generally gives biased estimates outside the linear modeling framework. At best the bias is small, but it is possible to construct scenarios where the bias is substantial.
To circumvent this problem, an alternative technique has been proposed, called 'G-estimation'. Briefly, this technique constructs predictions of the counterfactual outcome for each subject, had the exposure been withheld. These predictions are subsequently used to solve a particular estimating equation, where the solution is Arvid Sjolander is the corresponding author. © 2019 Walter de Gruyter GmbH, Berlin/Boston. This content is free.
an unbiased estimate of the causal exposure effect. G-estimation has been developed for both generalized linear models (GLMs), Cox proportional hazards models and additive hazards models (Robins 1989 (Robins , 1994 Vansteelandt and Goetghebeur 2003; Martinussen et al. 2017; Martinussen et al. 2018) .
Despite these methodological developments, TSLS estimation in linear models still appears to be the most common IV analysis in applied epidemiologic research. We conjecture that this is, to a large extent, due to a lack of software. When surveying current implementations in R we found four packages (AER, ivmodel, sem and systemmfit) with functionality for TSLS estimation in linear models, but no package for two-stage/Gestimation in nonlinear models. Surveys of other statistical software gave similar results.
The purpose of this paper is to introduce a new R package for IV analysis; ivtools. This package has three functions for causal effect estimation with IVs: ivglm, ivcoxph and ivah, which perform estimation in causal GLMs, causal Cox proportional hazards models and causal additive hazards models, respectively. All three functions allow for two-stage estimation and G-estimation. Furthermore, they allow control for measured covariates, as well as exposure-covariate interactions. Finally, they provide analytic standard errors, which obviates the need for time-consuming bootstrap procedures.
The paper is organized as follows. In Section 2 we introduce basic notation, definitions and assumptions. In Section 3 we define the causal models and target parameters. In Section 4 we briefly review the theory for two-stage estimation and G-estimation, and in Section 5 we illustrate how to use these estimation techniques in practice, with the ivtools package. For this purpose we use data from a cohort study on vitamin D and mortality. These data are publicly available, and included in the ivtools package. Thus, the reader can easily replicate and elaborate on the presented analyses.
We assume that the reader is already familiar with the software R, and in particular with the functions glm and coxph for fitting GLMs and Cox proportional hazards models, respectively. We emphasize that the purpose of this paper is to show how to carry out two-stage estimation and G-estimation in practice, not to compare these methods or to give practical guidelines on how to choose between them. Such comparisons have already been made by other authors, e. g. Vansteelandt et al. (2011 ), Tchetgen Tchetgen et al. (2015 .
Notation, definitions and assumptions
Let Z and X be the IV and the exposure, respectively. The IV may be a scalar variable, but may also be a vector of variables (e. g. genetic markers). We consider both point outcomes (i. e. outcomes that are measured at one specific point in time), which we denote with Y, and time-to-event outcomes, which we denote with T. We allow for Z, X and Y to be arbitrary numerical (e. g. binary or continuous) variables. The methods we consider allow for T to be right-censored; however, to keep notation simple we ignore censoring in the description of these methods. Truncation poses a problem for both two-stage estimation and G-estimation; we explain why in Appendix A. Let L be a set of measured covariates that we wish to control for in the analysis. This set may include confounders for the exposure and the outcome, but we don't assume that L is sufficient for confounding control. In particular, L is the empty set if no measured covariates are available.
The Directed Acyclic Graph (DAG) in Figure 1 illustrates a possible causal structure for L, Z, X, and / . Our aim is to estimate the causal effect of the exposure on the outcome, as represented by the arrow from X to / . The variable U represents all unmeasured confounders for the exposure and the outcome. We attempt to use IV methods to estimate the causal exposure effect, in the presence of unmeasured confounding.
Under the DAG in Figure 1 , the IV assumptions hold conditionally on L. Specifically, we have that (a) Z is associated with X, (b) Z affects / only through X, and (c) the association between Z and / is unconfounded, conditionally on L. We emphasize that this DAG is not unique in this aspect; other DAGs are possible for which the IV assumptions hold as well. For instance, assumption (a) also holds if Z has no causal effect on X, but Z and X rather have common causes. We also emphasize that, although it is important in real studies to verify that the IV assumptions hold, this task is beyond the scope of our paper; we refer to Glymour et al. (2012) for a thorough discussion of this topic. 
Causal models
Unfortunately, it can be shown that the IV assumptions alone are not sufficient to estimate the causal exposure effect. Without additional assumptions, it is only possible to bound the causal effect, that is, to provide upper and lower limits for the effect (Balke and Pearl 1997) . The ivtools package contains a function to compute such bounds. However, since our focus here is mainly on point estimation we present this function in Appendix B.
To be able to estimate the causal exposure effect, one typically proceeds by making parametric modeling assumptions. Standard TSLS is often thought of as estimating the causal effect in linear structural models that condition on all unmeasured confounders U. However, such models are problematic, for two reasons. First, in real applications one would typically have limited knowledge about the unmeasured confounders. Thus, it may be difficult to interpret causal effects that are defined conditionally on these. Second, in nonlinear models it is not possible to consistently estimate causal effects that are defined conditionally on U. Thus, inference for such causal effects is essentially restricted to linear models.
For these reasons, many authors have focused on causal models that condition on Z instead of U. For point outcomes, let 0 be the potential outcome for a given subject, when the exposure is completely withheld, i. e. set to 0 (Rubin 1974; Pearl 2009 ). We consider the causal ('structural') mean model
where η is either the identity, log or logit link. The (column) vector parameter ψ measures the causal effect of a particular exposure level, among those who factually received that exposure level, conditionally on (L, Z). The (column) vector function m(L) allows for interactions between X and L. To allow for a main effect, the first element of m(L) would typically be the constant '1'. The causal exposure effect is assumed to be constant across levels of Z; this assumption is necessary for identifiability (Hernán and Robins 2006) . For instance, suppose that X is binary (0/1), η is the identity link and m(L) = 1. Then = ( | , , = 1) − ( 0 | , , = 1) is the causal effect of exposure level 1, as a mean difference, for those who factually received exposure level 1 and have a fixed level of (L, Z). The causal mean model in (1) was originally proposed by Robins (1989) and Robins (1994) , who developed G-estimators of ψ when η is the identity link or log link. Vansteelandt and Goetghebeur (2003) later extended the theory for this model, by developing a G-estimator of ψ when η is the logit link.
Recently, analogs to the causal model in (1) were proposed for time-to-event outcomes (Martinussen et al. 2017 (Martinussen et al. , 2018 . Similar to above, let 0 be the potential time-to-event outcome for a given subject, when the exposure is completely withheld, i. e. set to 0, and let ( | , , ) and 0 ( | , , ) be the conditional hazard functions, given (L, Z, X), for T and 0 , respectively, at time t. Martinussen et al. (2018) considered the causal Cox proportional hazards model
and they developed a G-estimator for ψ in this model. Martinussen et al. (2017) considered a causal additive hazards model on the form
where B(t) is a possibly unrestricted function of time, and dB(t) is the first order derivative of this function. The model in (3) is somewhat different than the models in (1) and (2). On the one hand it is more restrictive, since it does not allow for exposure-covariate interactions. One the other hand it is less restrictive than the model in (2), since it does not assume a constant exposure effect over time. Martinussen et al. (2017) developed a G-estimator of B(t) without making any assumptions about this function, as well as a G-estimator of B(t) under the assumptions that dB(t) is constant (= ψ). Under this assumption, model (3) reduces to ( | , , ) − 0 ( | , , ) = .
(4) ( )̂as regressors. The choice of regression model in the second stage mimics the causal target model. That is, for causal models (1), (2) and (4) we use a GLM with link function η, a Cox proportional hazards model, and an additive hazards model, respectively, in the second stage. Two-stage estimation of an unrestricted function B(t) in model (3) is currently not available. The estimated coefficient vector for ( )̂in the second stage regression model is the two-stage estimate of ψ in the corresponding causal model. The standard error of the two-stage estimate may be obtained by stacking all estimating equations involved in the estimation process, and applying the 'sandwich formula' to the whole equation system (Stefanski and Boos 2002) .
The rationale behind two-stage estimation is most easily understood in linear models, where the outcome can be thought of as a sum of two terms; the exposure X and an 'error term' ε. By confounding, the error term is associated with the exposure. Intuitively then, the first stage can be thought of as extracting the part of the variation in X that is independent of ε, since, under the IV assumptions, the IV is (conditionally) independent of the confounders (given L). In the second stage, we then use this 'exogenous' part of the variation in X to estimate the causal effect ψ.
An advantage of two-stage estimation is that it is computationally simple. It gives unbiased estimates in linear models, that is, in model (1) with identity link, in which case it reduces to standard TSLS, and in model (4) if the first stage model is a linear regression (Tchetgen Tchetgen et al. 2015) . However, several authors have noted that two-stage estimation generally gives biased estimates in nonlinear models, such as model (1) with logit link, and in model (2). This bias essentially arises from the non-collapsibility of non-linear effect measures, such as the odds ratio and the hazard ratio (Greenland et al. 1999) . Under some circumstances, typically when the outcome is rare, the non-collapsibility may not be severe, in which case the bias may be small. The bias can sometimes be reduced by adding the 'control function' = −( | , ) to the set of regressors in the second stage model (Vansteelandt et al. 2011; Tchetgen Tchetgen et al. 2015) .
G-estimation
G-estimation is a fairly general estimation technique, which includes, for instance, semiparametrically efficient and doubly robust estimators. We here describe a special case of G-estimation, which is implemented in the ivtools package. We refer to Robins (1989 Robins ( , 1994 ; Vansteelandt and Goetghebeur (2003) ; Martinussen et al. (2017 Martinussen et al. ( , 2018 for more general expositions on G-estimation in IV analyses.
As for two-stage estimation, the rationale behind G-estimation is most easily understood in linear models. Under the causal model (1) with identity link, we may define the residual ℎ ( ) = − . When the causal effect has been removed from the factual outcome, this residual can be thought of as a prediction of the potential outcome 0 . Under the IV assumptions, this potential outcome is (conditionally) independent of the IV (given L). Thus, under the IV assumptions we may estimate ψ as the value which makes this independence happen in the sample. Formally, for model (1) a G-estimator of ψ can be defined as the solution to the estimating equation
where
and d(L, Z) is an arbitrary function with the same dimension as ψ, such that { ( , )| } = 0, see Robins (1989 Robins ( , 1994 and Vansteelandt and Goetghebeur (2003) .
[Correction added on July 20, 2019 after online publication: In the above equation "logit" was added beforê ( | , , ).]
By similar reasoning, a G-estimator of ψ in model (2) can be defined as the solution to the estimating equation
where t is a fixed time-point, and
see Martinussen et al. (2018) . The G-estimator in (6) depends on the choice of t. If both the causal model (2) and the model for ( > | , , ) are correct, then the choice of t may affect the precision, but not the unbiasedness, of the G-estimator. Martinussen et al. (2018) argued that t may be chosen as the time-point that minimizes the estimated variance of the G-estimate.
The ivtools package allows for two choices of d(L, Z):
and
The function in (7) has the advantage of requiring less modeling, i. e. it only requires a model for ( | ) whereas the function in (8) requires models for both ( | , ) and ( | ). However, the function in (7) requires Z to be a scalar variable, whereas function in (8) allows for Z to a vector of arbitrary length. In the real data analysis (Section 5) we only present G-estimation with (7), and in Appendix C we repeat the analysis with (8).
The estimating functions in (5) and (6) require additional regression modeling. Specifically, they require estimates of ( | ) (for d(L, Z) in (7)), ( | , ) and ( | ) (for d (L, Z) in (8)), ( | , , ) (for (5)) with logit link) and ( > | , , ) (for (6)), which are obtained by regression models. To avoid bias due to model misspecification, these models may be saturated, if possible.
The standard error of the G-estimator estimate may be obtained by stacking all estimating equations involved in the estimation process, and applying the 'sandwich formula' to the whole equation system (Stefanski and Boos 2002) . Martinussen et al. (2017) derived G-estimators of B(t) and ψ in models (3) and (4), respectively. These estimators follow similar intuition as the G-estimators of ψ in models (1) and (2). However, they are more complex, as they are defined as recursive estimators of counting process integrals, rather than solutions to estimating equations. We refer to Martinussen et al. (2017) for details on these G-estimators.
We end this section with a remark on terminology. We have here defined 'G-estimator' as the class of estimators which make the potential outcome 0 (or 0 ) independent of Z in the sample, conditionally on L. Under this definition, all estimators in this section are indeed 'G-estimators'. However, there appears to be no uniform agreement on the definition, and some authors seem to reserve the term for estimators that solely rely on a model for the IV. Under this more restrictive definition, the estimators of ψ in model (1) with logit link and model (2) are not G-estimators, since they additionally require models for ( | , , ) and ( > | , , ), respectively.
Real data analysis 5.1 The Vitamin D data
All functions that we use for the real data analysis are included in the ivtools and survival packages; we load these as usual by typing > library(ivtools) > library(survival)
We use a data set borrowed from Martinussen et al. (2018) , on a cohort study of vitamin D and mortality. To estimate the causal effect of vitamin D on mortality, these authors carried out an IV analysis, using mutations in the filaggrin gene as an instrument. These mutations have been shown to be associated with higher vitamin D status (Skaaby et al. 2013) . For ethical reasons, we were not able to make the original data publicly available. Thus, we have mutilated the original data slightly, by adding random noise to each variable. These mutilated data are included in the ivtools package, as the VitD data frame. We load these data by typing
The VitD data frame contains 2571 subjects and 5 variables: age (at baseline), filaggrin (binary indicator of whether filaggrin mutations are present) vitd (vitamin D level at baseline, measured as serum 25-OH-D (nmol/L)), time (follow-up time), and death (indicator of whether the subjects died during follow-up). The median follow-up time is 16.1 years, and 23.5 % of all subjects died during follow-up.
In Sections 5.2 and 5.3 we analyze death during follow-up as a binary point outcome. This analysis is mainly for illustration; since the exact time of death is known it is more natural to view the outcome as a time-to-event. We thus proceed in Sections 5.4 and 5.5 with more appropriate time-to-event analyses. We control for age at baseline in all analyses. We follow Martinussen et al. (2018) , and define the vitamin D exposure as a continuous variable centered around 20 and normed with 20:
The analyses below require fitting several regression models. We use the naming convention fitA.B, where A is the name of the left-hand side variable in the model, and B are the names of the right-hand side variables in the model. For instance, fitY.LX is a model with Y on the LHS and (L, X) on the RHS, whereas fitY.LZX is a model with Y on the LHS and (L, Z, X) on the RHS.
Two-stage estimation with a point outcome
We start by using standard logistic regression to estimate the association between vitamin D and mortality, while controlling for baseline age. We fit the model, store the results in an object called fitY.LX, and summarize by typing We observe that higher vitamin D levels are associated with lower mortality, with a decrease of 0.17 units in the log odds of death during follow-up, for each 1 unit increase in standardized vitamin D. This association is statistically significant, with a p-value equal to 9.39 × 10 −5 . Since we only controlled for age in the logistic regression, we may worry that the observed association is partly or fully due to unmeasured confounding. We thus proceed with an IV analysis, fitting the causal model (1) with η being the logit link and m(L) = 1. For this purpose we use the ivglm function in the ivtools package, which allows for both two-stage estimation and G-estimation.
To carry out two-stage estimation we need one model for vitamin D, regressed on age and filaggrin (the first stage model), and one model for death, regressed on age and vitamin D (the second stage model). For the latter, we use the logistic regression model fitted above. For the former, we use an ordinary linear regression. We fit this model, store the results in an object called fitX.LZ, and summarize by typing We observe that presence of mutations in the filaggrin gene are associated with higher vitamin D levels, as expected. We now use two-stage estimation to fit the causal model (1), by typing > fitIV_ts <ivglm(estmethod="ts", fitX.LZ=fitX.LZ, fitY.LX=fitY.LX, data=VitD)
The estmethod argument specifies the desired estimation method; "ts" or "g" for two-stage estimation and G-estimation, respectively. For two-stage estimation, three additional arguments must be specified; fitX.LZ, fitY.LX and data, which specify the exposure model, the outcome model and the data frame, respectively. The exposure and outcome models may be arbitrary GLMs, as fitted by the glm function. The ivglm function uses the exposure model to create predictions, and re-fits the outcome model with the true exposure levels replaced by these predictions. The link function η and the interaction function m(L) in the target causal model (1) We observe that the estimated effect of vitamin D is quite substantial, with a decrease of 1.39 units in the log odds of death during follow-up, for each 1 unit increase in standardized vitamin D. However, this effect is not statistically significant.
The summary method for "ivglm" objects produces the same statistics as the summary method for "glm" objects. It would often be desirable to compute confidence intervals as well. This can be done with the confint method:
> confint(fitIV_ts) 2.5 % 97.5 % (Intercept) -9.36617460 0.1006019 age 0.09403776 0.1286714 vitd_std -3.20773707 0.4193051
We remind the reader that the two-stage estimate of ψ in model (1) is generally biased, unless η is the identity link. The bias can often be reduced by adding the 'control function' = −( | , ) to the set of regressors in the second stage model (Vansteelandt et al. 2011 We observe that the control function approach gives a slightly larger estimated effect of vitamin D.
G-estimation with a point outcome
G-estimation with ( , ) = − ( | ) requires one model for filaggrin, regressed on age, and one model for death, regressed on age, filaggrin and vitamin D. We use logistic regression models for these, fitted as > fitZ.L <glm(formula=filaggrin~age, family="binomial", data=VitD) > fitY.LZX <glm(formula=death~age+filaggrin+vitd_std, family="binomial", data=VitD)
We now use G-estimation to the fit the causal model (1) with a logit link, by typing > fitIV_g <ivglm(estmethod="g", X="vitd_std", fitZ.L=fitZ.L, fitY.LZX=fitY.LZX, data=VitD, link="logit")
The X argument specifies the names of the exposure; this must be specified when estmethod="g". The fitZ.L and fitY.LZX arguments specify the fitted models for the IV and the outcome, respectively. Finally, the link argument specifies the desired link function η in model (1); either "identity", "log" or "logit".
For the identity and log links, G-estimation does not require a model for the outcome, in which case the argument fitY.LZX is not used. We summarize and compute confidence intervals, by typing We observe that the estimated effect of vitamin D is similar for G-estimation as for two-stage estimation, with a decrease of 1.42 units in the log odds of death during follow-up, for each 1 unit increase in standardized vitamin D. However, as for two-stage estimation the effect is not statistically significant.
The two stage estimate and the G-estimate are very similar (1.39 vs 1.42), but the standard errors are strikingly different (0.93 vs 1.84). We investigate the possible explanations for this discrepancy in Appendix D, where we do a bootstrap analysis.
Several authors have noted that the estimating eq. (5) does not always have a solution (Vansteelandt et al. 2011; Burgess et al. 2014) . The ivglm function prints a warning if no solution is found, but it may also be desirable to manually inspect the estimating function H(ψ) in (5), to make sure that it is equal to 0 at the reported solution. For this purpose we may use the estfun function, which computes H(ψ) for a range of values for ψ around the G-estimate. We type > H <estfun(object=fitIV_g) > plot(H) which gives the plot in Figure 2 , where the vertical dashed line indicates the G-estimate. We observe that H(ψ) is indeed equal to 0 at the reported G-estimate −1.423. So far, we have considered causal models without interactions, i. e. models with m(L) = 1. For two-stage estimation, interactions are defined implicitly by the fitted outcome model. For G-estimation, interactions have to be defined explicitly, by using an optional argument formula in the ivglm function. This argument specifies m(L) as the right-hand side of a formula on the usual R-format. For instance, to allow for an interaction between vitamin D and age, we type > fitIV_g <ivglm(estmethod="g", X="vitd_std", fitZ.L=fitZ.L, fitY.LZX=fitY.LZX, data=VitD, link="logit", formula=~age) Warning message: In ivglm(estmethod = "g", Z = "filaggrin", X = "vitd_std", Y = "death", :
No solution to the estimating equation was found
Here we observe that, for this more complex model, no solution to the estimating equations was found. However, the performance of numerical equation solvers may often be sensitive to specific control parameter settings, such as the choice of starting values and maximum number of iterations. For G-estimation, ivglm and ivcoxph internally use the nleqslv function from the nleqslv package to solve the estimating equations. This function has a wide range of control parameters (see the help page), which can be specified in the call to ivglm and ivcoxph, and are then passed on to nleqslv. For instance, the starting values for the equation solver in nleqslv are specified by an argument x, which defaults to 0 for all elements of ψ . Specifying starting values −7 and 0.1 for the main effect and the interaction term resolves the convergence problem in this particular case:
> fitIV_g <ivglm(estmethod="g", X="vitd_std", fitZ.L=fitZ.L, fitY.LZX=fitY.LZX, data=VitD, link="logit", formula=~age, x=c(-7,0.1)) > summary(fitIV_g) Estimate Std. Error z value Pr(>|z|) vitd_std -9.19943 5.33863 -1.723 0.0849 . vitd_std:age 0.13007 0.07741 1.680 0.0929 . Figure 3 shows H(ψ) for the main effect and the interaction term, as computed by estfun. When the causal model has more than one parameter, estfun computes H(ψ) over a range of values for each parameter separately, at the G-estimate for the remaining parameters. We observe that H(ψ) is indeed equal to 0 at the reported G-estimates −9.20 and 0.13 for the main effect and the interaction, respectively. (1), with an interaction term between vitamin D and age.
Two-stage estimation with a time-to-event outcome
We start by using standard Cox proportional hazards regression to estimate the association between vitamin D and mortality. We fit the model, store the results in an object called fitT.LX, and summarize by typing > fitT.LX <coxph(formula=Surv(time, death)~age+vitd_std, data=VitD) > summary(fitT.LX) coef exp(coef) se(coef) z Pr(>|z|) age 0.099563 1.104688 0.004612 21.586 < 2e-16 *** vitd_std -0.143115 0.866654 0.034684 -4.126 3.69e-05 ***
We observe that higher vitamin D levels are associated with lower mortality, with a decrease of 0.14 units in the log hazard of death during follow-up, for each 1 unit increase in standardized vitamin D. This association is statistically significant, with a p-value equal to 3.69 × 10 −5 .
As before, we may worry that the observed association is partly or fully due to unmeasured confounding. We thus proceed with an IV analysis, fitting the causal model (2) with m(L) = 1. For this purpose we use the ivcoxph function in the ivtools package, which allows for both two-stage estimation and G-estimation.
To carry out two-stage estimation we need one model for vitamin D, regressed on age and filaggrin (the first stage model), and one model for death, regressed on age and vitamin D (the second stage model). For the latter, we use the Cox proportional hazards model fitted above. For the former, we use the same model fitX.LZ as in Section 5.2. We now use two-stage estimation to the fit the causal model (2), by typing > fitIV_ts <ivcoxph(estmethod="ts", fitX.LZ=fitX.LZ, fitT.LX=fitT.LX, data=VitD)
For two-stage estimation, the ivcoxph function has almost identical syntax to the ivglm function. An exception is that the argument specifying the outcome model is called fitT.LX instead of fitY.LX, to emphasize that the outcome is a time-to-event. The exposure model may be an arbitrary GLM, as fitted by the glm function, and the outcome model must be a Cox proportional hazards model, as fitted by the coxph function. We summarize and compute confidence intervals by typing We observe that the estimated effect of vitamin D is quite substantial, with a decrease of 1.07 units in the log hazard of death during follow-up, for each 1 unit increase in standardized vitamin D. However, this effect is not statistically significant. We remind the reader that the two-stage estimate of ψ in model (2) is generally biased. The bias can often be reduced by adding the 'control function' = −( | , ) to the set of regressors in the second stage model (Tchetgen Tchetgen et al. 2015) . Using the control function approach gives a slightly larger estimate:
> fitIV_ts <ivcoxph(estmethod="ts", fitX.LZ=fitX.LZ, fitT.LX=fitT.LX, data=VitD, ctrl=TRUE) > summary(fitIV_ts) Estimate Std. Error z value Pr(>|z|) age 0.092779 0.006154 15.075 < 2e-16 *** vitd_std -1.142065 0.613819 -1.861 0.062802 . R -0.141177 0.037016 -3.814 0.000137 ***
The Cox proportional hazards model is by far the most commonly used model for time-to-event outcomes in epidemiologic research. However, the ivtools package also allows for IV analyses with additive hazards models. To fit an additive hazards model we use the ah function in the ivtools package. This function is essentially a wrapper around the ahaz function in the ahaz package, which has a less standard R input/output interface. We fit the model and summarize by typing > fitT.LX <ah(formula=Surv(time, death)~age+vitd_std, data=VitD) > summary(fitT.LX) Estimate Std. Error Z value Pr(>|z|) age 1.478e-03 8.024e-05 18.425 < 2e-16 *** vitd_std -1.807e-03 4.633e-04 -3.899 9.66e-05 *** Again we observe a protective, statistically significant effect of high vitamin D levels. However, this may be partly or fully due to unmeasured confounding. To carry out two-stage estimation with the fitted additive hazards model, together with the previously fitted model fitX for the exposure, we use the ivah function: We remind the reader that, since we have used a linear regression model at the first stage, the two-stage estimate of ψ is consistent when using an additive hazards model at the second stage, as opposed to when using a Cox proportional hazards model (Tchetgen Tchetgen et al. 2015) .
G-estimation with a time-to-event outcome
G-estimation with ( , ) = − ( | ) requires one model for filaggrin, regressed on age, and one model for death, regressed on age, filaggrin and vitamin D. For the former, we use the same logistic regression fitZ.L as in Section 5.3. For the latter, we use a Cox proportional hazards model, fitted as > fitT.LZX <coxph(formula=Surv(time, death)~age+filaggrin+vitd_std, data=VitD)
We now use G-estimation to the fit the causal model (2), by typing > fitIV_g <ivcoxph(estmethod="g", X="vitd_std", fitZ.L=fitZ.L, fitT.LZX=fitT.LZX, data=VitD)
For G-estimation, the ivcoxph function has similar syntax as the ivglm function. The two exceptions are that the outcome is called T instead of Y, and the the outcome model is called fitT instead of fitY. We note that T is the name of the follow-up time variable, not the event indicator. We also note that the estimating eq. (6) always requires an estimate of ( > | , , ) obtained from an outcome model, and thus fitT.LZX must be specified. This model can be either a Cox proportional hazards model or a set of nonparametric Kaplan-Meier curves, as fitted by the coxph and survfit functions, respectively. We summarize and compute confidence intervals by typing We observe that the estimated effect of vitamin D is smaller for G-estimation than for two-stage estimation, with a decrease of 0.86 units in the log hazard of death during follow-up, for each 1 unit increase in standardized vitamin D. This effect is also statistically significant. We inspect the estimating function by typing
which gives the plot in Figure 4 , where the vertical dashed line indicates the G-estimate. We observe that H(ψ) is indeed equal to 0 at the reported G-estimate −0.86. The summary output tells us that the estimation equation is solved at t = 16.46. By default, ivcoxph solves the equation at the value of t that minimizes the estimated variance of the G-estimate, as suggested by Martinussen et al. (2018) . This behavior can be over-ridden by specifying a specific time-point, through an optional argument t. Figure 5 shows the G-estimate (solid line) as a function of t, together with 95 % confidence limits (dashed lines). We observe that, for this particular case, the estimate is not very sensitive to the choice of t; it increases from −1.10 at t = 10 to −0.84 at t = 20. We further observe that the estimate does not change when t > 17; this is because there are no deaths in the data set beyond this point. The estimating equation in (6) only depends on t through( > | , , ), which is flat beyond the last observed event when obtained from a Cox proportional hazards model. To carry out G-estimation under the causal additive hazards model (3) we type > fitIV_g <ivah(estmethod="g", X="vitd_std", T="time", fitZ.L=fitZ.L, data=VitD, event="death")
The syntax for ivah is identical to the syntax for ivcoxph, except for the additional arguments T and event, which specify the name of the time-to-event variable and event indicator, respectively. To display the G-estimate of B(t) we type > plot(fitIV_g)
which gives the plot in Figure 6 . The solid curve is the estimate of B(t), the dashed curves are point-wise lower and upper 95 % confidence limits. The solid straight line corresponds to a constant exposure effect, dB(t) = ψ. From Figure 6 , the assumption of a constant exposure effect seems fairly reasonable. Summarizing the model fit gives: This model summary is somewhat different than the other summaries we have presented above, which reflects that the causal model (3) is also somewhat different than the causal models (1) and (2) 
Discussion
In this paper we have presented a new R package, ivtools, which implements several important tools for IV analyses. We have illustrated the functionality of this package by analyzing data from a cohort study on vitamin D and mortality. These data are publicly available and included in the ivtools package, which makes it easy for the reader to replicate and elaborate on the presented analyses. An advantage of the ivtools package is that it provides analytic standard errors, which obviates the need for time-consuming bootstrap procedures. However, we caution the reader that these standard errors are asymptotic, and Wald-type confidence intervals and p-values based on these may not be accurate in smallto-moderate samples where the normal approximation doesn't hold. For these cases it is often more appropriate to use bootstrap methods. We illustrate how this can be done with the boot package, in Appendix D.
Causal inference is a rapidly evolving branch of statistics, and new methods are constantly developed. In our experience, practitioners often don't have time or adequate skills to program themselves. Thus, the availability of off-the-shelf software is crucial for disseminating these new methods and ensure that they are used in applied research. We hope that the ivtools package will facilitate the practical use of IV methods, and we intend to keep the package up-to-date as new methods are developed in the future. which is generally different from 0 even if the truncation is independent; thus, the estimating equation is generally biased.
One solution to this problem is to fit the first stage model, and solve the estimating equation, for only those subjects who are not truncated, i. e. for those subjects for which̃= 0. The first stage model thus estimates ( | , ,̃= 0) = ( | , ), if̃⊥ | , . Similarly, the G-estimator solves the estimating equation
Replacing the estimateŝ( , ) and( > | , , ) with the true values we have that
where the third equality follows if̃⊥( , )| and 0 ⊥ | . Balke and Pearl (1997) showed that the IV assumptions are not sufficient to identity the causal exposure effect. However, they showed that the causal effect can be bounded, using a certain linear programming technique. These bounds are implemented in the ivtools package, by the ivbounds function. In addition to the bounds, the ivbounds function evaluates the so-called IV inequality max ∑ max . ≤ 1,
B Nonparametric bounds
where . = ( = , = | = ). Balke and Pearl (1997) showed that, in order for the IV assumptions to hold, the IV inequality must be satisfied.
As before, we use the VitD data for illustration. A limitation of the linear programming technique is that it requires both the IV, exposure and outcome to be categorical, with relatively few levels. The ivbounds function allows for binary or ternary IVs, but requires that both the exposure and the outcome are binary. As vitamin D levels below 30 nmol/L indicate vitamin D deficiency (Martinussen et al. 2018) , we use this level as a cutoff for defining a binary exposure:
> VitD$vitd_bin <as.numeric(VitD$vitd>30)
To compute the bounds and summarize the result we type > fit <ivbounds(data=VitD, Z="filaggrin", X="vitd_bin", Y="death") > summary(fit) The IV inequality is violated at the following conditions: We note that, when ( , ) = ( ){ ( | , ) − ( | )} we don't have to specify the argument X, since the name of the exposure variable can be obtained from the left-hand side of model fitX.LZ (or model fitX.L). We observe that both the estimate and the standard error are very similar to those obtained with ( , ) = ( ){ − ( | )}. From the histograms we observe that both bootstrap distributions decline steeply just above 0, which doesn't agree well with the normal distribution. Thus, Wald-type confidence intervals may not have accurate coverage in this case. To compute non-parametric 95 % confidence intervals we type > apply(bb$t, MARGIN=2, FUN=quantile, probs=c(0.025, 0.975), na.rm=TRUE)
[,1] [,2] 2.5% -5.9488033 -6.21231895 97.5% 0.1211937 -0.03633081
These confidence intervals are fairly similar; however the G-estimate is statistically significant (at 5 % significance level), whereas the two-stage estimate is not.
