Abstract. The authors study complete convergence and complete moment convergence for arrays of rowwise extended negatively dependent (END) random variables and obtain some new results. The results extend and improve the corresponding theorems by Sung
Introduction
The concept of negatively orthant dependent (NOD) random variables was introduced by Ebrahimi and Ghosh ( [4] ). Definition 1.1. The random variables X 1 , . . . , X k are said to be negatively upper orthant dependent (NUOD) if for all real x 1 , . . . , x k , P (X i > x i , i = 1, 2, . . . , k) ≤ k i=1 P (X i > x i ), and negatively lower orthant dependent (NLOD) if
Random variables X 1 , . . . , X k are said to be NOD if they are both NUOD and NLOD.
The concept of extended negatively dependent (END) random variables was introduced by Liu ([11] ). Definition 1.2. We call random variables {X i , i ≥ 1} END if there exists a constant M > 0 such that both P (X i ≤ x i , i = 1, 2, . . . , n) ≤ M n i=1 P (X i ≤ x i ) and P (X i > x i , i = 1, 2, . . . , n) ≤ M n i=1 P (X i > x i ), hold for each n = 1, 2, . . . and all x 1 , . . . , x n .
Clearly the END structure is substantially more comprehensive than the NOD structure in that it can reflect not only a negative dependence structure but also a positive one, to some extent. Joag-Dev and Proschan ( [10] ) also pointed out that negatively associated (NA) random variables must be NOD and NOD is not necessarily NA, thus NA random variables are END. Liu [11] also provided some interesting examples to illustrate that the extended negative dependence indeed allows a wide range of dependence structures. Since the article of Liu ([11] ) appeared, Chen et al. ( [2] ), Wu and Guan ( [14] ) and Qiu et al. ([12] ) studied the convergence properties for END random variables.
A sequence of random variables {U n , n ≥ 1} is said to converge completely to a constant a if for any ε > 0, ∞ n=1 P (|U n − a| > ε) < ∞.
In this case we write U n → a completely. This notion was given by Hsu and Robbins ( [5] ).
Let {Z n , n ≥ 1} be a sequence of random variables and a n > 0, b n > 0, q > 0. If ∞ n=1 a n E{b −1 n |Z n | − ε} q + < ∞ for some or all ε > 0, then the result was called the complete moment convergence by Chow ([3] ).
In the following we let {X nk , 1 ≤ k ≤ k n , n ≥ 1} be an array of random variables defined on a probability space (Ω, F , P ), {k n , n ≥ 1} be a sequence of positive integers such that lim n→∞ k n = ∞, and {c n , n ≥ 1} be a sequence of positive constants such that ∞ n=1 c n = ∞. An array of rowwise random variables {X nk , 1 ≤ k ≤ k n , n ≥ 1} is said to be uniformly bounded by a random variable X (denoted by {X nk } ≺ X) if there exists a constant C > 0 such that
Clearly if {X nk } ≺ X, for 0 < p < ∞ and any 1 ≤ k ≤ n, n ≥ 1, then [7] ) stated the following complete convergence theorem for arrays of rowwise independent random variables. Theorem 1.3. Let {X nk , 1 ≤ k ≤ k n , n ≥ 1} be an array of rowwise independent random variables and {c n , n ≥ 1} be a sequence of positive constants such that ∞ n=1 c n = ∞. Suppose that for every ε > 0, some δ > 0 and η ≥ 2,
The proof by Hu et al. given in [7] is mistakenly based on the fact that the assumptions of Theorem 1.3 imply
X nk → 0 in probability as n → ∞. Hu and Volodin ( [9] ) found that (1.3) does not necessarily follow from the assumptions of Theorem 1.3. Therefore, they replaced condition Hu and Taylor ( [8] ) proved the following results.
be an array of rowwise independent random variables and let {a n , n ≥ 1} be a sequence of positive real numbers with a n ↑ ∞. Assume that Ψ(t) is a positive even function that satisfies
where k is a positive integer, then (1.5), (1.6), and (1.7) imply
be an array of rowwise independent random variables and let {a n , n ≥ 1} be a sequence of positive real numbers with a n ↑ ∞. If Ψ(t) is a positive even function that satisfies (1.4) for p = 1, then (1.5) and (1.6) imply (1.8).
In addition, Hu et al. ( [6] ) obtained the following complete convergence. Theorem 1.6. Let {X nk , 1 ≤ k ≤ n, n ≥ 1} be an array of rowwise independent random variables with (1.5) and assume that {X nk } ≺ X. If
Chow ([3] ) obtained the following complete moment convergence.
Theorem 1.7. Suppose that {X n , n ≥ 1} is a sequence of independent and identically distributed random variables with
In this work, we shall extend and improve Theorem 1.3 to END instead of independent or NA, and shall extend and improve Theorem 1.4-1.7 under some weaker conditions. It is worthy to point out that we study complete moment convergence for the arrays of END random variables under some similar conditions, which were not considered in Hu et al. ( [7] ), Sung ([13] ) and Chen et al. ([1] ).
In the paper, C will denote generic positive constants, whose value may vary from one application to another, I(A) will indicate the indicator function of A.
Main results
We will present the main results of the paper and the proofs will be detailed in the next section.
Theorem 2.1. Let {X nk , 1 ≤ k ≤ k n , n ≥ 1} be an array of rowwise END random variables and let {c n , n ≥ 1} be a sequence of positive constants. Suppose that the following conditions hold:
(ii) there exists η ≥ 1 and δ > 0 such that
be an array of rowwise END random variables and let {c n , n ≥ 1} be a sequence of positive constants. Then (2.1), (2.2) and (1.1) imply (1.2). [12] .
Let c n = 1, k n = n for n ≥ 1 and let {a n , n ≥ 1} be a sequence of positive real numbers with a n ↑ ∞. Assuming that (1.5) holds and replacing X nk by X nk /a n in formulation of Corollary 2.2, we can obtain the following corollary.
Corollary 2.4. Let {X nk , 1 ≤ k ≤ n, n ≥ 1} be an array of rowwise END random variables with (1.5) and let {a n , n ≥ 1} be a sequence of positive real numbers with a n ↑ ∞. Suppose that the following conditions hold:
(ii) there exists η ≥ 1 and δ > 0 such that Firstly, we state that (1.4)-(1.6) imply (2.4). Without loss of generality we may assume 0 < ε < 1. If p ≥ 2 or p = 1, by (1.4) and (1.6), we have
(a n ε) p+1 I(a n ε < |X nk | ≤ a n )
Secondly, we take δ = 1 and show that (1.4), (1.6) and (1.7) imply (2.5). By (1.4) and (1.6), we can get easily
If p ≥ 2, take η = 2k, where k is a positive integer. By (1.7), we can get
Finally, we take δ = 1 and show that (1.4)-(1.6) imply (2.6). By (1.4)-(1.6), we have
Ψ(a n ) → 0 as n → ∞.
To sum up, we know that Corollary 2.4 improve Theorems 1.4 and 1.5. Obviously, complete convergence implies almost sure convergence. Therefore, our conclusions are much stronger and conditions are much weaker.
Taking a n = n 1/p for 1 ≤ p < 2 in Corollary 2.4, we can obtain the following corollary.
Corollary 2.6. Let {X nk , 1 ≤ k ≤ n, n ≥ 1} be an array of rowwise END random variables satisfying (1.5). Suppose that the following conditions hold:
(ii) there exists η > p/(2 − p) and δ > 0 such that
Then (1.9) holds.
Remark 2.7. The following statements show that the conditions of Corollary 2.6 are weaker than those of Theorem 1.6.
Firstly, by {X nk } ≺ X and E|X| 2p < ∞, we have
Secondly, since E|X| 2p < ∞ for 1 ≤ p < 2, we know E|X| 2 < ∞. Hence, by η > p/(2 − p) and {X nk } ≺ X, we have
Finally, by (1.5), {X nk } ≺ X and E|X| 2p < ∞, we have
To sum up, we know that Corollary 2.6 extends and improves Theorem 1.6.
The following theorem shows that, under some appropriate conditions, we can obtain complete moment convergence for the array of rowwise END random variables.
Theorem 2.8. Let {X nk , 1 ≤ k ≤ k n , n ≥ 1} be an array of rowwise END random variables and let {c n , n ≥ 1} be a sequence of positive constants. Suppose that (2.2) and the following conditions hold:
(ii) there exists η > 1 and δ > 0 such that
Corollary 2.9. Let {X nk , 1 ≤ k ≤ k n , n ≥ 1} be an array of rowwise END random variables with (1.5). Then conditions (2.2), (2.7) and (2.8) imply
Proof. Note that, from (1.5) and (2.8), we can get
Then for every given ε > 0, while n is sufficiently large, kn k=1 EX nk I(|X nk | ≤ δ) < ε. Therefore, by (2.9), we have
The proof is complete.
Let c n = 1, k n = n for n ≥ 1 and let {a n , n ≥ 1} be a sequence of positive real numbers with a n ↑ ∞. Replacing X nk by X nk /a n in formulation of Corollary 2.9, we can obtain the following corollary.
Corollary 2.10. Let {X nk , 1 ≤ k ≤ n, n ≥ 1} be an array of rowwise END random variables satisfying (1.5) and let {a n , n ≥ 1} be a sequence of positive real numbers with a n ↑ ∞. Suppose that (2.5) and the following conditions hold:
(i) for every ε > 0 (2.10)
E|X nk |I(|X nk | > a n ε) < ∞;
E|X nk |I(|X nk | > a n δ/16η) → 0 as n → ∞.
X nk − a n ε + < ∞ for all ε > 0. Taking k n = n and c n = n αp−2 , and replacing X nk by X k /n α for 1 ≤ k ≤ n in Corollary 2.9, we can obtain the following corollary.
Corollary 2.12. Let {X k , k ≥ 1} be a sequence of END random variables with EX k = 0. Suppose that the following conditions hold:
(i) for every ε > 0 (2.12)
where α > 1/2, p ≥ 1 and αp > 1. Then conditions (2.12)-(2.13) imply (1.10).
Remark 2.13. The following statements show that the conditions of Corollary 2.12 are weaker than those of Theorem 1.7.
Firstly, we state the conditions of Theorem 1.7 imply (2.12). If p > 1, by
Secondly, by E|X 1 | p < ∞ and αp > 1, we have
Finally, we state the conditions of Theorem 1.7 imply (2.13)
If 1 ≤ p < 2, by αp > 1 and η > 1, we have
To sum up, we know that Corollary 2.12 extends and improves Theorem 1.7.
Proofs
To prove main results in this paper, we need the following lemmas.
Lemma 3.1 ([11] ). If random variables {X n , n ≥ 1} are END, then {g n (X n ), n ≥ 1} are still END, where {g n (·), n ≥ 1} are either all monotone increasing or all monotone decreasing.
Lemma 3.2. Let {X n , n ≥ 1} be a sequence of END random variables with mean zero and 0
Remark 3.3. Wu and Guan ( [14] ) established a similar conclusion, in which the term P (max 1≤k≤n |X k | ≥ y) was magnified as
Here we omit the details of the proof.
We first state the proof of Theorem 2.1.
Proof. Let ε > 0 be given. Without loss of generality, we may assume 0 < ε < δ. For any 1 ≤ k ≤ k n , n ≥ 1, we have
By (2.1), we can get I 1 < ∞. To prove (2.3), it suffices to show I 2 < ∞. Let
By Markov inequality and (2.1), we have
For any ε > 0, let
Then it suffices to show that n∈N2 c n P kn k=1 Y nk − EY nk > ε/2 < ∞.
2 . Take x = ε/2, y = ε/2η and η ≥ 1. By Lemma 3.2, we have
For any n ∈ N 2 , by kn k=1 P (|X nk | > ε/6η) < ε/(24δη) and ε < δ, we can get max
Therefore, for any n ∈ N 2 , we have
( by (2.1) )
Note that for any n ∈ N 2 (3.1)
Note that 24δη/ε kn k=1 P (|X nk | > δ) < 1 if n ∈ N 2 . By C r -inequality, (3.1), (2.1) and (2.2), we have
Finally we state the proof of Theorem 2.8.
Proof. Let S n = kn k=1 X nk − EX nk I(|X nk | ≤ δ) and ε > 0 be given. Without loss of generality, we may assume 0 < ε < δ. We have
To prove (2.9), it suffices to show that I 7 < ∞ and I 8 < ∞. Noting that (2.7) implies (2.1), by Theorem 2.1, we have I 7 < ∞. Then we prove I 8 < ∞. Clearly
Then we have
By (2.7), we have
Then we prove I 10 < ∞. Let
From (2.8), we know
Therefore, while n is sufficiently large,
holds uniformly for t ≥ δ. Hence
For I 11 , by Markov inequality and (2.7), we have
2 , x = t/4, y = t/4η and η > 1. By Lemma 3.2, we have
From (2.8), we know that, while n is sufficiently large,
Hence, by (3.2), we have Therefore, while n is sufficiently large, we know that max 1≤k≤kn |EY nk | < t/8η holds uniformly for t ≥ δ. Hence, by (2.7), we have E|X nk |I(|X nk | > δ/8η < ∞.
Finally, we prove I 14 < ∞. By C r -inequality, we have E|X nk |I(|X nk | > δ) < ∞.
