ABSTRACT Depth images play an important role in 3-D applications. However, due to the limitation of depth acquisition equipment, the acquired depth images are usually in limited resolution. In this paper, a spatially adaptive tensor total variation-Tikhonov model is proposed to solve this problem. The tensor total variation regularization is adopted to maintain sharp edges that reflect latent discontinuities in the real world, while the Tikhonov regularization ensures that depth changes smoothly inside objects. Furthermore, a fused edge map is proposed to indicate edge regions and balance both regularization terms. In edge regions, tensor total variation regularization is predominant, thus edge blurring artifacts are suppressed. In non-edge regions, Tikhonov regularization plays a more important role to suppress staircasing artifacts. Specifically, texture edges are removed in the fused edge map, and texture copying artifacts are avoided. Experimental results demonstrate the effectiveness and superiority of the proposed framework. Moreover, the proposed method yields much sharper edges and a lower percentage of bad pixels.
I. INTRODUCTION
The recent years have witnessed the great development and popularity of 3D-based applications such as depth-based image rendering [1] , 3DTV [2] and object reconstruction [3] . In these applications, it is of critical importance to acquire depth information. The most common methods of depth acquisition are from stereo matching and from special depth cameras. It is a long history to use stereo matching to obtain depth images with high resolution and high accuracy in computer vision. However, it is difficult to recover depth information for textureless areas and the computational load is quite heavy. Recently, thanks to the development of hardware, it is more common to use special devices, i.e., structure light and time of flight depth cameras, to obtain depth information. Unfortunately, due to the inherent limitation of physical sensors, the captured depth images are often in low resolution, which makes depth image super resolution quite necessary.
In the past years, many super resolution methods have been proposed to increase the resolution of depth images. Inspired by the development of super resolution for natural images [4] , [5] , early researchers solved the super resolution problem by fusing multiple depth measurements into one [6] . However, methods of this kind require a static scene thus limit their applications. Besides, the calibration and registration of multiple images are also complicated. A more general and flexible case is to upsample depth image from a single low resolution one. Zhong et al. [7] recovered high resolution depth image by exploiting the local smoothness property of the depth image itself, while some other researchers upsampled low resolution depth image by incorporating an external database of high resolution depth examplars [8] - [10] .
Notice that both the color image and the depth image contain information about edges in the real world. There is a strong relationship between depth discontinuities and color edges [11] . By exploiting this property, many color guided depth super resolution methods have been proposed [12] . Generally, these methods can be generally classified into two categories: filter based and optimization based.
Filter-based methods interpolate unknown pixels with an interpolating filter, where the weights are designed carefully. Yang et al. [13] generated high resolution depth images by iteratively refining the input low resolution depth image with a bilateral filter. Kopf et al. [14] produced the high resolution solution by leveraging the guidance color image as a prior. Min et al. [15] increased low resolution depth image by using a weighted mode filter based on a joint histogram of depth image and color image. Kim et al. [16] proposed a fast upsampling method based on a common edge region generating from the color and depth images. Pixels in the common edge region are detected and selected by minimizing a cost function, while other pixels are estimated by using bilinear interpolation. Liu et al. [17] found that the Euclidean distance may be disturbed by texture edges, and proposed to use geodesic distance to weight pixels nearby. More recently, an edge preserving filter named guided image filter was introduced in [18] and further extended in [19] by exploiting local gradient information in the depth map.
Optimization based methods formulate the super resolution problem as an optimization problem, where a prior reflecting the latent property of the desired results is utilized. Diebel and Tuhrun [20] first used Markov random field to model depth image and obtained the upsampling depth image by solving an energy function. The function consists of two quadratic potentials, measuring the reconstruction constraint and the depth smoothness prior. Jung et al. [21] improved this Markov random field model by introducing a confidence map, with which the prior model and the energy function are updated. In recent years, some other properties have also been used. Park et al. [22] , [23] adopted a nonlocal structure regularization to maintain fine details and structures. Ferstl et al. [24] used total generalized variation to recover polynomial order results. Yang et al. [25] proposed to use an adaptive color guided autoregressive model exploiting nonlocal similarity in color image to recovery high quality depth images. In [26] , Liu et al. adopted a robust penalty function to handle the inconsistency between color edges and depth discontinuities.
Generally, depth image reflects the latent geometry structure of a scene, where objects are separated by discontinuities and the depth inside objects usually changes smoothly. In this paper, a tensor total variation (TTV) is adopted firstly, to not only preserve sharp edges but also align those edges to the guided image. However, due to the inconsistency between color edges and depth discontinuities, texture copying artifacts are very likely to appear if a guided color image is directly utilized. Besides, in smooth regions, the staircasing artifacts exist due to the total variation nature of TTV. In order to handle these problems, a fused edge map is then proposed. The fused edge map is generated from the low resolution depth image and its corresponding high resolution color image, indicating discontinuities and balancing the tensor total variation regularization term and Tikhonov regularization term. With the fused edge map, the tensor total variation regularization is predominant in edge regions and sharp edges are preserved. In non-edge regions, Tikhonov regularization plays a more important role, making the depth changing smoothly and suppressing staircasing artifacts. Furthermore, texture edges in non-edge regions are removed thus texture copying artifacts are avoided.
The contributions of this paper are threefold: 1. Mathematical analysis of the tensor total variation in depth image upsampling is first proposed and how it aligns the edges in the recovered high resolution depth image to the guided image is presented.
2. A fused edge map is proposed to indicate discontinuities from low resolution depth image and the corresponding high resolution color image. With this fused edge map, texture copying artifacts introduced by texture edges will be avoided.
3. A spatially adaptive tensor total variation-Tikhonov model is proposed for depth image super resolution. Specially, a strong strength of tensor total variation regularization is enforced in edge regions while a strong strength of Tikhonov regularization is enforced in non-edge regions. In this way, a piecewise smooth high resolution depth image with sharp edges is recovered. In addition, we use a first order primal dual algorithm to solve this convex but not differentiable problem.
The rest of this paper is organized as follows: in Section II we introduce the mathematical model for depth image super resolution and several classical regularization terms.
In Section III, we analyze the property of tensor total variation and propose to use a fused edge map to avoid some undesirable artifacts, after that the overall spatially adaptive TTV-Tikhonov model is introduced and a numerical solution is obtained. In order to demonstrate the effectiveness of the proposed method, we test our method on both synthetic scene and Middlebury datasets in Section IV. Finally, we conclude our work in Section V.
II. BACKGROUND A. MATHEMATICAL MODEL
In this paper, we propose to recover the high resolution depth image u h via solving the following energy function:
where f denotes the data fidelity function with u 0 being the observed depth image. The second term is a regularization term and µ is a parameter balancing both terms. The first term is designed to make the solution be consistent with the observed image after degradation. Similar to [24] , the data term in the proposed model is defined as follows:
where w ∈ {0, 1} indicates the availability of the depth value in the corresponding position and ⊂ R 2 is the image domain.
The regularization term encodes the prior information about the desired solution and solves the ill-posed nature of the super resolution problem [5] . Many regularization terms have been proposed for natural images in recent years. For example, Tikhonov regularization exploits the piecewise smooth property while total variation regularization favors piecewise constant results. More recently, sparsity, non-local similarity and some other properties are also exploited in [27] - [30] . In the following paragraphs, we will list some relevant regularization terms.
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B. TIKHONOV REGULARIZATION
The most well-known Tikhonov regularization [31] is defined as
where u is the restored image. The commonly used Tikhonov matrix is the first or second order derivative operator. Tikhonov regularization has been widely used in many scenes [32] , [33] due to its mathematical and computational simplicity. In spite of these advantages, Tikhonov regularization penalizes large gradients and favors smooth results, which is undesirable in some applications.
C. TOTAL VARIATION REGULARIZATION
In order to preserve sharp edges, many other regularization terms have been proposed. The most well-known one is total variation (TV) [34] , which is defined as:
Compared with Tikhonov regularization, the high variations of u in (4) is not over-penalized. Therefore, sparse gradients are allowed in the solutions and sharp edges can be preserved. However, it is known that the total variation regularization favors sparse gradients and leads to a piecewise constant solution, resulting staircasing artifacts in smooth regions [35] .
D. TOTAL GENERALIZED VARIATION REGULARIZATION
Total generalized variation (TGV) [36] , proposed by Bredies et al., is a generalization of total variation aiming to reduce staircasing artifacts by incorporating higher-order derivatives. The TGV assumes that the signal is piecewise polynomials. An order of k favors results which is a polynomial of degree less than k. The higher k is, the higher order smoothness of the solution will be. However, the computational cost will highly increase too. In many situations, an order of 2 produces visually appealing results. The primal definition of the second order TGV is formulated as:
where v is an auxiliary vector field, α 0 and α 1 are fixed positive parameters. ε (v) = (∇v + ∇v T )/2 denotes the symmetrized derivative. For a more detailed analysis and discussion of TGV, we refer the readers to [36] and references therein for more details. Due to the well performance of recovering signals allowing jump discontinuities while avoiding staircasing artifacts, the TGV regularization has been used in many applications [24] , [37] , [38] . Especially, in [24] , Ferstl et al. used the color guided total generalized variation regularization to recover piecewise affine surfaces.
III. SPATIALLY ADAPTIVE TTV-TIKHONOV MODEL
The above mentioned regularization terms utilize only a single image. However, in depth image upsampling, an auxiliary color image is usually applicable. Notice that discontinuities in depth image often coincide with color edges. Many color guided depth image super resolution methods have been proposed. In this section, a guided tensor total variation exploiting both the edge information in the guided image and the edge preserving property of total variation is first introduced and analyzed. However, using the color image to guide tensor total variation regularization directly suffers from the texture copying and staircasing artifacts. These artifacts are demonstrated and analyzed by using an analytic Chess scene later. After that, a fused edge map is proposed to solve these problems. Finally, the overall spatially adaptive tensor total variation-Tikhonov model is obtained and a numerical solution is derived to solve this convex but not differentiable problem.
A. TENSOR AND TENSOR TOTAL VARIATION
It has been observed that the color edges and depth discontinuities usually appear together at boundaries of objects. A high resolution color image provides more accurate edge information such as the location and direction than the low resolution depth one. In order to exploit such information from the guided image while preserving the depth discontinuities, we propose to use a guided tensor total variation regularization term defined as:
where T is a symmetric, positive definite diffusion tensor capturing local information such as edge direction and strength. Super resolution results of (b) using Tikhonov regularization; (c) using total variation regularization; (d) using color guided tensor total variation regularization; (e) using fused edge map guided tensor total variation regularization; and (f) using the spatially adaptive tensor total variation -Tikhonov regularization.
In this paper, the proposed diffusion tensor is defined as:
where θ + = ∇I H ∇I H 2 is the normalized direction of the image gradient and θ − is orthogonal to θ + . I H is the guided image and two parameters β, γ are used to adjust the magnitude and the sharpness of T , respectively. In the following we will analyze how this guided tensor total variation regularization aligns depth edges to color ones.
Generally, let λ 1 , λ 2 be the eigenvalues of T , with λ 1 ≥ λ 2 , and v 1 and v 2 are the corresponding unit eigenvectors. From (7), we have λ 1 = 1, λ 2 = exp (−β|∇I H | γ ), v 1 = θ − and v 2 = θ + . In Fig. 1 , we visualize T as an ellipse, where the semi-major axis and semi-minor axis is λ 1 and λ 2 . The directions of the semi-major and semi-minor axis are given by v 1 and v 2 , respectively. We find that the eigenvalues can describe local structure: λ 1 ≈ λ 2 in homogeneous regions, while λ 1 >> λ 2 at edge region and corner region.
In order to analyze the guided tensor total variation regularization, suppose n is an unit vector standing for an arbitrary 2D direction and ∇u = An where A is the amplitude of the gradient of u. Let ω ∈ ( −π, π] denotes the angle between n and v 1 . According to the eigendecomposition theorem, (6) can be expressed as
The above function implies that the value of tensor total variation is influenced by both the amplitude A and the angle ω. The minimum value is achieved for ω = ±π/2, which means a solution with the same direction as v 2 of the guided image is preferred. Thus edges in the recovered depth image are aligned to the guided ones. Besides, the value of TTV is also influenced by the minor eigenvalue of tensor T , reflecting the local geometry of the guided image.
B. ARTIFACTS ANALYSIS
In order to provide a more clearly analysis of different regularization terms, we make a synthetic Chess scene on which different regularization terms are applied. The Chess scene consists of a slant planes, a fronted planar plane and a curve plane. The synthesized view and the color image of the scene are shown in Fig. 2 . The depth image of this scene is shown in Fig. 3(a) . The Tikhonov regularization, TV regularization and color guided TTV regularization are adopted for comparison and the corresponding results are shown in Fig. 3(b) -(d). To clearly compare results of these methods, we plot the 200th line of the every resultant depth image. Especially, the magenta, red and green regions are enlarged to the top-left, top-right and bottom-left corner inside the figure, respectively, to offer a more intuitive comparison of different regularization terms.
We first compare discontinuities recovered by different regularization terms, especially the location and the sharpness. In Fig. 3(b) , the edge blurring artifacts appear at boundaries. On the contrary, in Fig. 3(c) , the sharpness of edges are better recovered due to the edge-preserving property of total variation regularization. Furthermore, by introducing the corresponding color image, a more accurate edge is recovered, as shown in the magenta region in Fig. 3(d) .
Although color guided tensor total variation regularization recovers more accurate and sharper discontinuities, some undesired artifacts still exist in the recovered depth image. In this paper we pay more attention to the staircasing artifacts and the texture copying artifacts. The staircasing artifacts [35] are shown in the red region in Fig. 3(c) , where the smooth depth becomes piecewise constant when using total variation. In these regions, the intensity also varies smoothly, (6) is degraded into the classic total variation and the staircasing artifacts appear in Fig. 3(d) . On the contrary, in Fig. 3(b) , Tikhonov regularization provides smooth results in these regions, which is further utilized in the proposed model. When color guided tensor total variation regularization is applied, the minor eigenvalues of the tensors are spatially varying and the tensor total variation is degraded into a spatially weighted total variation: lower weights are around color edges while higher weights are in smooth regions. In this way, a smooth solution with jumps at texture edges will be preferred, resulting the texture copying artifacts [39] . As shown in the green regions in Fig. 3(d) , the depth is changing smoothly while a texture edge exists. In this situation, a jump edge appears in the recovered depth image.
From the above analysis we find that the texture copying artifacts appear due to the incorrect guidance of color edges, thus using color edges to directly guide tensor is inappropriate. In order to suppress these artifacts, we propose to use a fused edge map to guide tensor instead of directly using color image. The fused edge map is calculated from both the color and the depth images. We hope this fused map is more similar to the true structure edges of depth image, eliminating texture edges. By using this map, the unmatched edges can be detected and texture copying artifacts will be eased. Furthermore, with the guidance of the fused edge map, smooth regions are also extracted, thus the Tikhonov regularization term can be enforced to alleviate the staircasing artifacts.
C. FUSED EDGE MAP
In this paper, the proposed fused edge map is generated as illustrated in Fig. 4 . First, a color edge image and a depth edge image are extracted. The color edge image E ch is obtained with Canny operator, while the depth edge image E dl is identified with a neighborhood-statistic scheme. Specifically, given a pixel p and its neighborhood N (p), p is regarded as an edge pixel if the difference between the maximum and minimum depth value in N (p) is greater than a predefined threshold. After that the E dl is upsampled to the same resolution of color image by using nearest interpolation. Finally, the fused edge map F is generated by fusing E dh and E ch .
From Fig. 4 we find that both E dh and E ch contain information of the latent discontinuities in real world. However, E dh provides more accurate information of the appearance of discontinuities but is lack of location information. On the VOLUME 5, 2017
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contrary, E ch has more accurate location information but also too many abundant useless texture edges. In order to utilize information of discontinuities from both the color image and the depth image, the fused edge map is derived according to the following rules:
Rule 1: Color edges and depth edges with similar directions are regarded as true edges and preserved in the fused edge map. Since color image introduces too many abundant edges, direction information is adopted to remove those fake edges in E ch . Supposing θ d and θ c are the directions of an edge pixel in E dh and E ch , if |θ d − θ c | is smaller than a predefined angle θ th , this pixel is regarded as an edge pixel in the fused depth map.
Rule 2: Color edges with no correspondent depth edges are regarded as fake edges and discarded in the fused edge map. This situation happens mostly due to the abundant texture in color image. Using these fake edges will result in the texture copying artifacts, as analyzed in III-B.
Rule 3: Depth edges with no correspondent color edges are disregarded in the fused edge map. The edges in low resolution depth images are more likely to be the true boundaries. However, these depth edges are disregarded since the accuracy of the location information degrades rapidly as the magnification increases.
Rule 4: Non-edge regions in both depth and color images are regarded as non-edge regions in the fused edge map.
Following the above rules, we obtain a binary fused edge map F where pixels in edge regions are set to 1 while pixels in non-edge regions are set to 0. From Fig. 4 we can find that most true edges are preserved exactly and many abundant texture edges are removed.
D. SPATIALLY ADAPTIVE TTV-TIKHONOV MODEL
After the fused edge map is obtained, we use this map to adaptive balance the tensor total variation regularization and Tikhonov regularization at different regions. Specifically, the high resolution depth image u h is obtained by
where the T F ∇u 1 is the fused edge map guided tensor total variation term and ∇u 2 2 is the Tikhonov regularization term. α 1 and α 2 are positive weights that balance TTV and Tikhonov regularization terms. T F ∇u is defined as
F u indicates the current pixel u in the fused edge map F. Compared with (6), for those texture edges, the original total variation is used thus the weights are equal in the local neighborhood and a smooth result is preferred. Then the texture copying artifacts can be alleviate. In order to suppress the staircasing artifacts, the Tikhonov regularization terms is imposed to non-edge regions. We use the fused edge map to separate edge regions and non-edge regions. For those edge regions, total variation is the dominant regularization thus edges can be preserved, for non-edge regions, the Tikhonov regularization strength the depth values to be smooth.
E. NUMERICAL SOLUTION
The proposed model is convex but not smooth, so simple minimization algorithms are not applicable. In order to solve such TV minimization problems, many methods are proposed in recent years [40] - [42] . In this paper, we use first order primal dual algorithm [43] to solve this problem. Applying the Legendre Fenchel transform to (9), we can reformulate it to the following convex-concave saddle point problem:
where p and q are dual variables. The feasible sets of these variables are defined by
Choosing steps σ p , σ q , τ u > 0 and setting initialization value p 0 , q 0 = 0,ū n = u n = u 0 . By iteratively updating primal and dual variables, this model can be solved as follows:
where (α 1 T F ∇) * and ( √ α 2 ∇) * have the adjointness property
The projection operator P p and the resolvent operator of F is defined as
In (9) we have F(
2 thus
We update the above iteration until a stopping criterion is reached or the iteration reaches a predefined number. In our method, the relaxation parameter θ is set to 1 during the iteration. The synthesize view using recovered depth image of (a) the groundtruth depth image; (b) using Tikhonov regularization; (c) using total variation regularization; (d) using color guided tensor total variation regularization; (e) using fused depth map guided tensor total variation regularization; and (f) using the spatially adaptive tensor total variationTikhonov regularization. 
IV. EXPERIMENTS
In order to demonstrate the effectiveness of our methods, we perform experiments with both synthetic scene and Middlebury datasets. We first compare the proposed adaptive regularization term with the classical regularization terms in synthetic Chess scene to demonstrate the superiority. Furthermore, extensive experiments on Middlebury datasets are used to test the proposed method with some state-of-theart algorithms.
A. SYNTHETIC SCENE
We use the Tikhonov regularization, total variation regularization, color guided tensor total variation, fused edge map guided tensor total variation, and the proposed method for depth image super resolution for the synthetic Chess scene and the results are illustrated in Fig. 3 . In order to give a clearly comparison of different super resolution methods, the synthesized views are shown in Fig. 5 .
It can be observed in Fig. 3(b) that the Tikhonov regularization favors smooth solutions, and surface inside objects are well recovered while the discontinuities are over-smoothed. Thus jagged artifacts appear in Fig. 5(b) . Due to the edge preserving property of the total variation, sharp discontinuities are better maintained but staircasing artifacts are introduced. Besides, note that without color images, the edges in the upsampled depth images are misaligned with color images, as shown in Fig. 5(c) .
When a color image is introduced, as analyzed in Section III-B, the location of edges in the interpolated image are well aligned to color images in Fig. 3(d) . However, [20] , (d) GF [18] , (e) JBFcv [13] , (f) NLM-WLS [22] , (g) TGV [24] , and (h) the proposed method.
in smooth regions with homogeneous colors, staircasing artifacts still exist. Moreover, for those regions where color edges are inconsistent with depth discontinuities, texture copying artifacts appear in Fig. 3(d) and Fig. 5(d) .
By introducing the fused edge map, texture edges in color images are eliminated thus texture copying artifacts can be effectively suppressed, as shown in Fig. 3(e) . However, in Fig. 5(e) , the staircasing artifacts still exist. In Fig. 3(f) , due to the well balance between Tikhonov regularization and tensor total variation regularization in different regions, the discontinuities are well preserved and the recovered surface inside objects changes smoothly.
B. MIDDLEBURY DATASETS
We also test our model on Middlebury datasets [44] . Three datasets Art, Books and Moebius are used for evaluation.
We compare the proposed methods with six state-of-the-art methods: Bilinear interpolation, MRF-based method [20] , guided image filtering (GF) [18] , joint bilateral filtering on cost volumes (JBFcv) [13] , the nonlocal means regularized weighted least square (NLM-WLS) [22] , total generalized variation (TGV) [24] . Since the original resolutions of depth image and color image are different, we crop and cut those input images to the same resolution. The low resolution depth images are downsampled from groundtruth depth image directly and three upsampling factors are tested in this paper. Table 1 shows the quantitative results of the three datasets in terms of Mean Absolute Difference (MAD). From this table we find that our method gives lower MAD, especially at small upsampling factors. Furthermore, another widely used metric to evaluate the quality of depth image in stereo matching [45] named the Percentage of Bad Pixels (PBP) is [20] . (d) GF [18] . (e) JBFcv [13] . (f) NLM-WLS [22] . (g) TGV [24] . (h) The proposed method.
adopted to evaluate different methods in this paper. Quantitative results in PBP of the proposed method and other methods are reported in Table 2 . Occasionally, the method in [24] yields lower PBP than the propose method. The reason lies in the fact that TGV favors piecewise affine solutions, which is quite appropriate for Books dataset. In contrast, the proposed method is more general and achieves better performance in most cases. Fig. 6 shows illustration of 4× upsampling results on Art. In order to show a more clearly comparison, the enlarged depth image and error maps of the given regions are also shown. In Fig. 6 , bilinear interpolation gives smooth results at boundaries. By introducing the auxiliary color image, sharper edges are recovered. Comparing those error maps in Fig. 6 , we find that the proposed method obtains results with more accurate edges due to the fused edge map and the edge preserving property of total variation.
We also give 8× upsampling results on Moebius in Fig. 7 . Compared with other methods, the proposed method recovers the sharpest strip and tablecloth.
V. CONCLUSION
In this paper, a spatially adaptive tensor total variationTikhonov regularization model is proposed to recover piecewise smooth depth image with sharp edges. In order to solve the convex but not differentiable model, a first order primal dual algorithm is adopted. Quantitative results show that the proposed method obtain high resolution depth image with lower percentage of bad pixels and mean absolute difference. Furthermore, the visual comparison demonstrates that the proposed method obtains sharper edges in the recovered depth images.
