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ON NIKOL’SKII INEQUALITIES FOR DOMAINS IN Rd
Z. DITZIAN AND A. PRYMAK
Abstract. Nikol’skii inequalities for various sets of functions, domains and weights will be
discussed. Much of the work is dedicated to the class of algebraic polynomials of total degree
n on a bounded convex domain D. That is, we study σ := σ(D, d) for which
‖P‖Lq(D) ≤ cnσ(
1
p
−
1
q
)‖P‖Lp(D), 0 < p ≤ q ≤ ∞,
where P is a polynomial of total degree n. We use geometric properties of the boundary of D to
determine σ(D, d) with the aid of comparison between domains. Computing the asymptotics of
the Christoffel function of various domains is crucial in our investigation. The methods will be
illustrated by the numerous examples in which the optimal σ(D, d) will be computed explicitly.
1. Introduction
Nikol’skii inequalities have many uses and were investigated in many articles (see [3], [4], [5],
[6], [9] and [10] for example). In most texts on approximation (see [2, Theorem 2.6, p. 102]
and [14, 4.3.6, p. 130] for example) one finds the classical cases of such inequalities given for
0 < p ≤ q ≤ ∞ by
(1.1) ‖P‖Lq[−1,1] ≤ cn2(
1
p
− 1
q
)‖P‖Lp[−1,1], P ∈ span {1, . . . , xn−1}
and
(1.2) ‖τ‖Lq [−pi,pi] ≤ cn(
1
p
− 1
q
)‖τ‖Lp[−pi,pi], τ ∈ span {eikx : |k| < n}.
In other investigations different sets of functions, different domains and different measures
were explored.
Our main goal will be to establish the relation between ‖P‖Lq(D) and ‖P‖Lp(D) for many
bounded domains in Rd where P ∈ Pn = Pn,d is the set of algebraic polynomials of total degree
≤ n. For this purpose we develop methods to study σ := σ(D, d) in relation to D and d for
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which
(1.3) ‖P‖Lq(D) ≤ cnσ(
1
p
− 1
q
)‖P‖Lp(D), 0 < p ≤ q ≤ ∞,
where P ∈ Pn. Here and elsewhere in this paper when p = q one has the obvious inequality.
We do not wish to exclude the correct case p = q.
On our way we will obtain results of more general form for different weights or sets of functions
which we use later. We hope these more general results will be useful in the future.
In Section 2 we obtain some general results relating Lp and Lq norms for some finite dimen-
sional space of functions. In Section 3 we describe the relation of Nikol’skii inequalities with
estimates of the Christoffel functions. In Section 4 we use the results on the unit ball and the
cube to deduce results on σ (see (1.3)) for many domains. In Section 5 we introduce the new
method of extension to obtain upper estimates for the behaviour of σ that fit more domains.
In Section 6 we obtain additional results to establish the lower estimate of σ. In Section 7 we
examine many examples in which we make use of Sections 2, 3 and 4. An effort is made to
establish sharp estimates of σ, that is, to show that for some polynomials P of total degree n,
some c1 and some p and q, p < q (mainly 2 and ∞),
‖P‖Lq(D) ≥ c1nσ(
1
p
− 1
q
)‖P‖Lp(D)
with σ = σ(D, d) of (1.3). The behavior of the Christoffel function on lα balls in R
d, 1 ≤ α ≤ ∞,
is computed in Section 8. Further applications of our technique are given in Section 9.
We will use the notation ϕ(n) ≈ ψ(n) to indicate that c−1ψ(n) ≤ ϕ(n) ≤ cψ(n) with some
positive c independent of n.
2. General results
In this section we obtain some general results. We begin with the following basic re-
sult/observation.
Theorem 2.1. Suppose D is a domain in Rd, µ a positive measure on D, and S a subspace
of essentially bounded functions on D. Suppose also that for some p, 0 < p < ∞, and some
M > 0,
(2.1) ‖f‖L∞(D,µ) ≤M‖f‖Lp(D,µ), for all f ∈ S.
Then, for any f ∈ S,
(2.2) ‖f‖L∞(D,µ) ≤Mp/q‖f‖Lq(D,µ) for 0 < q ≤ p
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and
(2.3) ‖f‖Lr(D,µ) ≤M (
1
q
− 1
r
)p‖f‖Lq(D,µ) for 0 < q ≤ p and r ≥ q,
where
(2.4)
‖f‖Lq(D,µ) =
(∫
D
|f |qdµ
)1/q
for 0 < q <∞ and ‖f‖L∞(D,µ) = inf
µ(A)=0
sup(|f(x)| : x ∈ D\A).
Proof. We have
‖f‖L∞(D,µ) ≤ M
(∫
D
|f |pdµ
)1/p
≤M‖f‖(p−q)/pL∞(D,µ)
(∫
D
|f |qdµ
)1/p
.
Therefore,
‖f‖q/pL∞(D,µ) ≤M
(∫
D
|f |qdµ
)1/p
,
which implies (2.2). Using (2.2), we now have
‖f‖Lr(D,µ) ≤ ‖f‖1−
q
r
L∞(D,µ)
‖f‖
q
r
Lq(D,µ)
≤M pq (1− qr )‖f‖Lq(D,µ).

Remark 2.2. In the above proof we used the condition (2.1) for a single and exactly the same
function f for which we obtained (2.2) and (2.3). Further discussion will often be relevant to the
validity of (2.1) for a certain subspace S, so we included the notation S here for convenience.
Remark 2.3. If µ is nonsingular and dµ = w(x)dx with a function w(x) > 0 a.e. in D,
‖f‖L∞(D,µ) = ‖f‖L∞(D) = ess supx∈D |f(x)|. One observes that when µ is an atomic measure on
D, that is µ(x) =
∑
µ({ξk})δξk(x) (where δξ is the point mass at ξ), ‖f‖L∞(D,µ) = sup |f(ξk)|
and ‖f‖Lp(D,µ) = (
∑ |f(ξk)|pµ({ξk}))1/p, 0 < p <∞, in which case Theorem 2.1 still applies.
Recall that Pn = Pn,d denotes the space of algebraic polynomials of total degree ≤ n in d
variables.
Corollary 2.4. Suppose D ⊂ Rd is a bounded domain, µ a finite positive measure on D and
suppose for some fixed n
(2.5) ‖ϕ‖L∞(D,µ) ≤ cnσ/p‖ϕ‖Lp(D,µ) for all ϕ ∈ Pn,
where c > 0 is independent of n. Then for 0 < q ≤ p and r ≥ q
(2.6) ‖ϕ‖Lr(D,µ) ≤ c1nσ(
1
q
− 1
r
)‖ϕ‖Lq(D,µ), ϕ ∈ Pn,
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where c1 = c1(c, r, q) is a positive constant depending only on c, r and q.
If in addition we assume (2.5) for all n, we have for 0 < q ≤ r ≤ ∞
(2.7) ‖ϕ‖Lr(D,µ) ≤ c2nσ(
1
q
− 1
r
)‖ϕ‖Lq(D,µ), ϕ ∈ Pn,
where c2 = c2(c, r, q) is a positive constant depending only on c, r and q.
Proof. The inequality (2.6) is an immediate corollary of Theorem 2.1 as the boundedness of D
guarantees that ϕ ∈ Pn is in L∞(D) or L∞(D, µ) and as µ is a finite measure on D, ϕ ∈ Pn
implies ϕ ∈ Ls(D, µ) for all 0 < s <∞.
To prove (2.7) we choose an integer s such that sp ≥ q (the case q = r =∞ is obvious). As
ϕ ∈ Pn implies ϕs ∈ Pns, we have
‖ϕs‖L∞(D,µ) ≤ c(ns)σ/p‖ϕs‖Lp(D,µ),
and hence
‖ϕ‖L∞(D,µ) ≤ c1/s(ns)σ/(ps)‖ϕ‖Lps(D,µ),
which implies (2.7) for r ≥ q. 
Remark 2.5. The above result remains valid if the sequence of polynomial subspaces {Pn} is
replaced with any sequence {Qn} of subspaces of L∞(D, µ) satisfying the property that ϕ ∈ Qn
implies ϕs ∈ Qns for all positive integers s. Useful examples of such sequences of subspaces
may include radial polynomials, even polynomials (of certain degree), and others.
We note that in applying Theorem 2.1 and Corollary 2.4, we usually set p = 2 or p = 1. We
also note that the requirement that (2.5) is valid for all polynomials of total degree n is not
crucial for deducing (2.6) but it is for the proof of (2.7).
It is already clear from Theorem 2.1 that if (2.1) is satisfied with smallest possible M > 0,
then
(2.8) ‖f‖L∞(D,µ) ≤ K‖f‖Lr(D,µ) for some r > p
implies K ≥Mp/r. In some cases K has to be substantially bigger as we see from the following
example.
Example 2.6. D = T = (−pi, pi] (the circle), w(x) = 1
2pi
(the Lebesgue measure normalized by
µ(T ) = 1), p = 2, r = 4,
S = span{ei2kx : k = 1, . . . , n}.
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Clearly ‖f‖L∞(T ) ≤ n1/2‖f‖L2(T ) for f ∈ S, so M = n1/2 (with p = 2). We choose f =∑n
k=1 e
i2kx, ‖f‖L∞(T ) = f(0) = n. However,
‖f‖4L4(T ) =
∫ pi
−pi
(ff)2dµ =
∫ pi
−pi
(
n+
∑
1≤k<j≤n
(
ei(2
k−2j)x + ei(2
j−2k)x
))2
dµ
= n2 +
n(n− 1)
2
· 2 = 2n2 − n,
and hence K of (2.8) satisfies K ≥ n/(2n2 − n)1/4 ≈ n1/2. For large n the value of K is much
bigger than M1/2 = n1/4.
The first author seems to remember vaguely that the above example (or a similar one) was
given to him by V. Totik during a coffee break in a conference in Banff about a decade ago.
This example answers negatively the problem posed in [1, p. 3244] (by choosing [a, b] = [−pi, pi]
and any fixed δ ∈ (0, pi)).
Remark 2.7. In Theorem 2.1 one can replace polynomials of (total) degree n and D ⊂ Rd by
trigonometric polynomials of (total) degree n and D ⊂ T d (the torus) or by spherical harmonic
polynomials of degree n and D ⊂ Sd−1 (the unit sphere in Rd). In the proof of (2.6) Pn can
be replaced by a subspace of Pn for which (2.5) is satisfied and for example we may choose to
deal with polynomials of degree n orthogonal to polynomials of degree k for some k < n.
3. Nikol’skii inequality and Christoffel function
In this section we establish relations between the Nikol’skii inequality and the Christoffel
function.
From now on, we consider only real-valued functions. For a bounded domain D, D ⊂ Rd, a
finite measure µ on D and a finite dimensional space S of bounded continuous functions on D,
the Christoffel function λ(S,D, µ,x) is given by
(3.1) λ(S,D, µ,x)−1 = C(S,D, µ,x) =
N∑
k=1
ϕk(x)
2, x ∈ D,
where {ϕk}Nk=1 is an orthonormal basis of S on D with respect to µ. Apriori, the Christoffel
function depends on the choice of the orthonormal basis of S, but we will show below that it
does not. This fact and some other basic results of this section are known, but as the proofs
are short, we include them for completeness. We also give them in a form and under conditions
we need.
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Note that we use N to denote the dimension of the space S. For spaces of polynomials of
degree n we normally have N ≈ ns with appropriate s.
Throughout this section we use the function C(S,D, µ,x) rather than λ(S,D, µ,x).
Asymptotics of the Christoffel function for different polynomial spaces have been studied in
various papers, see, for example [12] and references therein. However, known results are usually
concerned with the asymptotic behaviour of the Christoffel functions at a fixed point as the
degree n approaches infinity. For our problem, a different quantity is of importance, namely, the
order (with respect to n) of the maximum value of the function C(S,D, µ,x) over all x ∈ D.
The definition (3.1) can be extended to the situation when S is a finite dimensional space of
continuous functions on all Rd (but with the basis {ϕk}Nk=1 still orthonormal inD), in which case
C(S,D, µ,x) can be defined for all x ∈ Rd, not just for x ∈ D. In the following few statements
and proofs, the corresponding situation is treated in the parentheses. In particular, this is the
situation when S consists of polynomials (algebraic, trigonometric or spherical harmonics).
Theorem 3.1. Suppose D ⊂ Rd is a bounded domain, µ is a finite positive measure on D,
0 < µ(D) <∞, and S is a finite dimensional space of bounded continuous functions on D (or
on Rd). Then for f ∈ S and x ∈ D (or x ∈ Rd) we have
(3.2) C(S,D, µ,x)−1/2 = min
f∈S, |f(x)|=1
‖f‖L2(D,µ).
In particular, C(S,D, µ,x) does not depend on the choice of the orthonormal basis of S (on
D).
Proof. Let {ϕk}Nk=1 be an orthonormal basis of S on D (or of restrictions of functions from S
to D). We set f =
∑N
k=1 akϕk, ak ∈ R, and by the Parseval identity,
‖f‖L2(D,µ) =
( N∑
k=1
a2k
)1/2
.
Using the Cauchy-Schwartz inequality,
|f(x)| =
∣∣∣∣∣
N∑
k=1
akϕk(x)
∣∣∣∣∣ ≤ (
N∑
k=1
a2k
)1/2( N∑
k=1
ϕk(x)
2
)1/2
,
and hence
|f(x)| ≤ C(S,D, µ,x)1/2‖f‖L2(D,µ).
To show that the minimum in (3.2) is attained, select ak = ϕk(x), k = 1, . . . , N . As (3.2) is
valid for any orthonormal basis, C(S,D, µ,x) does not depend on the choice of that basis. 
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As a corollary of Theorem 3.1 and Theorem 2.1 we have:
Corollary 3.2. Under the conditions of Theorem 3.1 and setting
sup
x∈D
C(S,D, µ,x) =: C(S,D, µ)
for any f ∈ S, q ≤ 2 and r > q, we have
(3.3) ‖f‖Lr(D,µ) ≤ C(S,D, µ)(
1
q
− 1
r
)‖f‖Lq(D,µ).
For S = Pn a stronger corollary follows, as will be mentioned in Section 7.
The following elementary result (observation) will be useful.
Theorem 3.3. Suppose D1 ⊂ D2 ⊂ Rd are two bounded domains, S is a finite dimensional
space of bounded continuous functions on D2 (or on R
d) and µ a finite measure on D2. Then
for x ∈ D1 (or for x ∈ Rd)
(3.4) C(S,D1, µ,x) ≥ C(S,D2, µ,x).
Proof. For x ∈ D1 (or for x ∈ Rd) and f ∈ S we have
C(S,D2, µ,x)
−1/2 = min
f∈S, |f(x)|=1
‖f‖L2(D2,µ) ≥ min
f∈S, |f(x)|=1
‖f‖L2(D1,µ) = C(S,D1, µ,x)−1/2.

When µ is the Lebesgue measure (dµ = w(x)dx and w(x) = 1), we set the Christoffel function
as λ(S,D,x) = C(S,D,x)−1. This situation will be our primary focus for the remainder of the
paper.
Let Tx = x0+Ax be an affine transformation on R
d. In what follows, it will be understood
that det T = detA. In addition, whenever we refer to an affine transformation T on Rd, we
assume that it is non-degenerate, i.e., det T 6= 0. The space S of functions on D will be
naturally mapped to the space ST of functions on TD = x0 + AD, the image of D under T ,
by g(Tx) = f(x), where g ∈ ST and f ∈ S. We now track how the Christoffel function will
change under the affine transformation of the domain.
Theorem 3.4. For any affine transformation T on Rd, domain D ⊂ Rd, space S of functions
on D, x ∈ D (or x ∈ Rd), we have
(3.5) C(ST , TD, Tx) = C(S,D,x)| det T |−1.
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Proof. Clearly,
‖f(T ·)‖L2(TD) = ‖f(·)‖L2(D) · | detT |1/2,
which directly implies (3.5). 
While very simple, the above theorem will be used frequently. Note that the space of algebraic
polynomials is affine-invariant: PTn = Pn.
For convex bodies (convex compact sets with non-empty interior) D ⊂ Rd, we can show that
in order to compute the maximum value (up to a constant factor) of the Christoffel function
over D, it is sufficient to compute the maximum over the boundary ∂D of D. First we establish
a geometric lemma and then apply it in our context.
Lemma 3.5. Suppose D is a convex body in Rd. Then, for any x ∈ D there exists an affine
transformation T with | det T | ≥ 1
2d
such that
x ∈ T (∂D) and T (D) ⊂ D.
Proof. For any x ∈ D, consider any segment [y, z] containing x with y, z ∈ ∂D, y 6= z.
Without loss of generality, we can assume that λ := |x−y||z−y| ≥ 12 . Take T to be the homothety
with coefficient λ and center at y, i.e., T (·) = y + λ(· − y) = (1 − λ)y + λ(·). Clearly,
| detT | = λd ≥ 1
2d
. Also, x = T (z) ∈ T (∂D). Finally, as 0 < λ < 1 and y ∈ D, by convexity
of D, the image T (D) is a subset of D. 
Theorem 3.6. For any convex body D ⊂ Rd
max
x∈D
C(Pn, D,x) ≤ 2d max
x∈∂D
C(Pn, D,x).
Proof. Assume that the maximum on the left hand side is attained at a point x˜ ∈ D. Apply
Lemma 3.5 for x˜, let T be the resulting affine transformation. By Theorem 3.3,
max
x∈D
C(Pn, D,x) = C(Pn, D, x˜) ≤ C(Pn, T (D), x˜) ≤ max
x∈T (∂D)
C(Pn, T (D),x).
Theorem 3.4 implies
max
x∈T (∂D)
C(Pn, T (D),x) = | det T |−1 max
x∈∂D
C(Pn, D,x),
and the proof is complete. 
Further strengthening of Theorem 3.6 is possible allowing us to prove a similar inequality
with ∂D replaced by a smaller set (even one-point set for some domains), see Section 9.
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Remark 3.7. For some D we know that
max
x∈D
C(Pn, D,x) = max
x∈∂D
C(Pn, D,x).
For the unit Euclidean ball (or ellipsoid) the maximum is achieved at all points of the boundary
(see Theorem 4.1). For the cube (or its affine transformation) the maximum is achieved at all
vertices (see Theorem 4.4). Moreover, the proof of Theorem 4.2 implies maxx∈∂D C(Pn, D,x) ≥
c1(R)n
d+1 for any domain D, D ⊂ x0 + RBd2 (see (4.1)), and (4.4) of Theorem 4.1 implies for
any point x1 such that dist (x1, ∂D) ≥ r implies C(Pn, D,x1) ≤ c2(r)nd. Therefore, for n
large enough maxC(Pn, D,x) has to be attained at a point close to the boundary. This gives
credence to our conjecture below that maxx∈D C(Pn, D,x) = maxx∈∂D C(Pn, D,x) for any
convex domain D ⊂ Rd.
An extreme point of a convex set D ⊂ Rd is a point in D which does not lie in any open line
segment joining two points of D. Alternatively, y ∈ D is extreme if D \ {y} is convex.
Conjecture 3.8. For a convex compact set D ⊂ Rd, maxx∈D C(PN , D,x) is achieved at an
extreme point of D.
4. Christoffel function on the ball and the cube, and applications
Let
(4.1) Bd2 = {x = (x1, . . . , xd) ∈ Rd : ‖x‖2 = (x21 + · · ·+ x2d)1/2 ≤ 1}
be the unit Euclidean ball in Rd. (Later we will make use of the notation Bdα for the more
general lα unit balls.) The ball of radius r centered at x0 is x0 + rB
d
2 . We also define
C(S,D) := sup
x∈D
C(S,D,x).
Theorem 4.1. We have
C(Pn, Bd2) ≈ nd+1 and C(Pn, Bd2 ,x) = C(Pn, Bd2) for any x : ‖x‖2 = 1;(4.2)
C(Pn, Bd2 ,x) is an increasing function of ‖x‖2 when
1
2
≤ ‖x‖22 ≤ 1;(4.3)
C(Pn, Bd2 ,x) ≈ nd for ‖x‖2 < a < 1 with constants of equivalence depending on a.(4.4)
Proof. With λ = 1
2
, [3, Theorem 2.3] implies (4.2), and [3, Lemma 2.1 and (2.3)] yield (4.3). The
lower bound C(Pn, Bd2 ,x) ≥ c1nd for ‖x‖2 ≤ a < 1 is given in the proof of [3, Theorem 2.3].
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For the proof in the other direction, it is sufficient to show C(Pn, Bd2 , 0) ≤ c2nd, and use
Theorems 3.3 and 3.4 as x+ (1− a)Bd2 ⊂ Bd2 for ‖x‖2 ≤ a.
Using the orthonormal system P λ,dn,j,l given in [3, (2.1)] for λ =
1
2
, we note that
I :=
n∑
k=0
k−2j∑
j=0
dk−2j∑
l=1
(
P
( 1
2
,d)
k,j,l (0)
)2
=
⌊n
2
⌋∑
m=0
(
P
( 1
2
,d)
2m,m,1(0)
)2
as all the other terms contain ‖x‖2 to a positive power and hence are equal to zero at x = 0.
We now have
I = 2(d+3)/2
⌊n
2
⌋∑
m=0
(
P (0,(d−2)/2)m (−1)
)2 ≈ ⌊n2 ⌋∑
m=0
md−1 ≈ nd
as P
(0,(d−2)/2)
m (−1), the normalized Jacobi polynomials, satisfy P (0,(d−2)/2)m (−1) ≈ m(d−1)/2 which
is shown in [11, p. 168]. We note that in [11] the value at −1 is given in the proof, more precisely,
P
(0,(d−2)/2)
m (−1) =
(
m+(d−2)/2
m
)
for the orthogonal nonnormalized Jacobi polynomials, and the
normalization contributes an additional factor equivalent to m1/2, see [11, (4.3.3), p. 68]. 
Theorem 4.2. Suppose D ⊂ Rd is a compact set. Then
(4.5) C(Pn, D) = max
x∈D
C(Pn, D,x) ≥ cnd+1
and c depends only on the diameter of D.
Proof. By Theorem 4.1,
C(Pn, Bd2 ,x) = c1nd+1
for any x on the sphere ‖x‖2 = 1, and hence using Theorem 3.4,
C(Pn,x0 + rBd2 ,x) = cnd+1
for any x satisfying ‖x − x0‖2 = r. Clearly, D ⊂ x0 + rBd2 with r half the diameter of D.
There is x ∈ D such that ‖x− x0‖2 = r and hence for that x
C(Pn, D,x) ≥ cnd+1.
As polynomials are continuous and D is compact,
C(Pn, D) = sup
x∈D
C(Pn, D,x) = max
x∈D
C(Pn, D,x),
which concludes the proof. 
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Theorem 4.3. Suppose D ⊂ Rd, D is a compact set, and D ⊃ x1 + r1Bd2 . Then
C(Pn, D,x) ≤ c2nd+1 for x ∈ x1 + r1Bd2 .
If in addition D =
⋃
λ(xλ + rλB
d
2) and infλ rλ = r > 0, then
C(Pn, D) ≈ nd+1.
Proof. As Theorem 3.4 and [3] imply C(Pn,x1 + r1Bd2 ,x) ≤ cnd+1 for x ∈ x1 + r1Bd2 , (3.4)
implies the inequality. Theorem 4.2 and the first inequality imply the equivalence where the
constants of the equivalence depend on the diameter of D and on r. 
Theorem 4.4. Suppose Q = [−1, 1]d = Bd∞ is the cube in Rd. Then C(Pn, Q) ≈ n2d and
C(Pn, Q, (±1, . . . ,±1)) ≥ c(d)n2d.
Proof. Using [5, Theorem 6.6, pp. 119–120] with αi = βi = 0, we have C(Pn, Q) ≤ c1n2d.
Using [11, (7.32.2), p. 168], the one-dimensional orthonormal polynomials with weight w(x) = 1
(αi = βi = 0) each satisfies Pk(±1) ≥ c1k1/2 as it is shown that that the maximum occurs at
both −1 and 1 (whenever α = β ≥ −1
2
). Therefore,
C(Pn, Bd∞, (±1, . . . ,±1)) =
n∑
l=0
∏
∑d
i=1 ki=l
(Pki(±1))2
≥
d∏
i=1
 ⌊nd ⌋∑
ki=0
(Pki(±1))2
 ≥ cd d∏
i=1
⌊n
d
⌋∑
ki=0
ki
≥ cd1
d∏
i=1
c2
(n
d
)2
≥ c(d)n2d.
Hence, C(Pn, Bd∞) ≈ n2d. 
Theorem 4.5. Suppose for an affine transformation T on Rd and the cube Q = [−1, 1]d = Bd∞
a compact set D satisfies D ⊂ TQ and suppose further that x = T (1, . . . , 1) ∈ D. Then
C(Pn, D,x) ≥ c1n2d and C(Pn, D) ≥ c1n2d,
where c1 depends on det T and d.
Proof. Using Theorem 3.3, Theorem 3.4, and Theorem 4.4, we conclude that
C(Pn, D) ≥ C(Pn, D,x) ≥ C(Pn, TQ,x) = | detT |−1C(Pn, Q, (1, . . . , 1)) ≥ c1n2d.

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Theorem 4.6. For any convex body D ⊂ Rd we have
C(Pn, D) ≤ cn2d,
where c > 0 depends only on D and does not depend on n.
Proof. Since D has non-empty interior, there is a Euclidean ball B ⊂ D. For any x ∈ D, the
convex hull of {x} and B contains an affine image TQ of the cube Q = [−1, 1]d = Bd∞ with
T (1, . . . , 1) = x and | detT | > c1 for some c1 > 0 independent of x. Then by Theorem 3.3,
Theorem 3.4, and Theorem 4.4,
C(Pn, D,x) ≤ C(Pn, TQ,x) = | detT |−1C(Pn, Q, (1, . . . , 1)) ≤ cn2d,
and the proof is complete as x ∈ D was chosen arbitrarily. 
Some simple examples of applications of the above theorems in the context of Nikol’skii
inequalities are given in Section 7.
5. Upper estimate of C(Pn, D)
The quite elementary comparison result Theorem 3.3 used in conjunction with Theorem 3.4
will be extremely useful for lower and upper estimates of C(Pn, D). A simple illustration of this
idea is Theorem 4.3, where a Euclidian ball is inscribed into the domain. This may fail to work
near the boundary of a domain with large curvature. To remedy this, we will employ two more
ideas: affine transformations to “squeeze” the ball, and an “extension” that allows one to step
away slightly from the boundary of the domain. We begin with an estimate of C(Pn, Bd2 , vdn),
where the point vdn := (1 + n
−2/3, 0, . . . , 0) ∈ Rd is outside of the ball Bd2 .
Lemma 5.1. We have
C(Pn, Bd2 , vdn) ≤ cnd+1,
where c depends only on d.
Proof. Let Pn ∈ Pn be such that Pn(vdn) = 1 and C(Pn, Bd2 , vdn) = ‖Pn‖−2L2(Bd2 ). We claim that
‖Pn‖L∞(Bd2 ) ≥ 12 . Let y be the point on the segment joining x := (1, 0, . . . , 0) and vdn where
|Pn| attains maximum value. As Pn(vdn) = 1, we have |Pn(y)| =: M ≥ 1. If we assume
‖Pn‖L∞(Bd2 ) < 12 , then the largest value of |Pn| on the segment I joining −x and y is M , and
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it is attained at y. We apply Markov’s inequality on I for Pn and the mean value theorem to
obtain (note that the length of I is at most 2 + n−2/3 ≤ 7
3
)
|Pn(x)− Pn(y)| ≤ 7
6
n2|x− y|M ≤ 7
18
M <
1
2
M.
Hence, |Pn(x)| ≥ M/2 ≥ 1/2, which leads to a contradiction.
With Qn(·) := Pn(·)/‖Pn‖L∞(Bd2 ), and using Theorem 4.1, we conclude
C(Pn, Bd2 , vdn) = ‖Pn‖−2L2(Bd2 ) ≤ 4‖Qn‖
−2
L2(Bd2 )
≤ 4C(Pn, Bd2) ≤ cnd+1.

The following result is the core of our “extension” technique.
Theorem 5.2. Suppose D ⊂ Rd is a compact set, T is an affine transformation of Rd such
that TBd2 ⊂ D. Then
C(Pn, D, Tvdn) ≤ c| det T |−1nd+1
where c depends only on d.
Proof. The result follows immediately from Theorem 3.3, Lemma 5.1 and Theorem 3.4. 
According to the above theorem, the Christoffel function C(Pn, D,x) can be bounded from
above if the appropriate affine image of Bd2 can be inscribed into the domain, while mapping
vdn into x. This is applicable for any fixed n. Our next result provides a bound for all n if a
certain “cone”-type set (as in (5.1)) can be inscribed into the domain. Note that for s = 1 (5.1)
describes a right circular cone, while for s = 1/2 we obtain almost a spherical cap.
Theorem 5.3. Suppose D ⊂ Rd is a compact set, x ∈ D, the vector u ∈ Rd has unit length,
β1 and β2 are positive constants, s ∈ [12 , 1], and furthermore
(5.1) {x+ δu+ λδsv : δ ∈ [0, β1], λ ∈ [0, β2], v ∈ Rd, |v| = 1,u ⊥ v} ⊂ D.
Then
C(Pn, D,x) ≤ cn2+2s(d−1), n ≥ 1,
where c depends only on β1, β2, and d.
Proof. We need to construct an affine transformation T with not too small | detT | such that
Tvdn = x and TB
d
2 ⊂ D. The idea is that T maps the x1 axis to the line through x parallel
to u. More precisely, take T (·) = x + A(· − vdn), where the matrix A is decomposed as
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A = A2A1. Let A2 be any rotation of R
d mapping (−1, 0, . . . , 0) to u, and let A1(x1, . . . , xd) =
(β1
3
x1, µx2, . . . , µxd), where µ =
β2√
6
n−2s+1. We have Tvdn = x and
T (−1, 0, . . . , 0) = x+ (2 + n−2/3)β1
3
u,
where clearly (2 + n−2/3)1
3
< 1.
To check that TBd2 ⊂ D, we will use the condition (5.1). Note that
√
1− (1− t)2 ≤ √2t,
t ∈ [0, 2]. Therefore, any point of Bd2 with its first coordinate equal to 1− t is located at most√
2t away from (1 − t, 0, . . . , 0) in a direction orthogonal to (1, 0, . . . , 0). This fact and the
structure of T imply that it is sufficient to prove
µ
√
2t ≤ β2(t+ n−2/3)s, t > 0.
Indeed, since s ∈ [1/2, 1], we have
µ
√
2t =
β2√
3
n−2s+1t1/2 =
β2√
3
3s−1/2(n−2/3)s−1/2t1/2
≤ β2(max{n−2/3, t})(s−1/2)+1/2 ≤ β2(t+ n−2/3)s.
Finally, | detT | = β1
3
µd−1 = c1n(−2s+1)(d−1), and Theorem 5.2 yields
C(Pn, D, Tvdn) ≤ c2| detT |−1nd+1 ≤ cn(2s−1)(d−1)+d+1 = cn2+2s(d−1)
as required. 
Remark 5.4. If D is convex and we are interested in estimating C(Pn, D) from above, then
Theorem 3.6 (or Theorem 9.2) allows one to consider only the case when the point Tvdn in
Theorem 5.2 or the point x in Theorem 5.3 belongs to the boundary (or to a sharp subset, see
Definition 9.1) of D.
6. Lower estimate of C(Pn, D)
To obtain lower estimates of C(Pn, D) we construct examples of algebraic polynomials that
have uniform norm of constant order and a small L2 norm. The main ingredient of such exam-
ples will be good univariate polynomials constructed in Lemma 6.1. We thank Igor Shevchuk
for suggesting the reference [7], which contains useful technical details that allowed us to sim-
plify the proof of the lemma. We also note that this lemma can be obtained from the somewhat
stronger result [14, 5.6.25b, p. 250] proved in [13]. However, the article [13] is hard to access,
so we include our relatively short proof here.
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Lemma 6.1. Denote ρn(x) :=
1
n2
+ 1
n
√
1− x2. For any n,m ≥ 1 and y ∈ [−1, 1], there exists
a polynomial Pn = Pn,m,y of degree ≤ n such that
(6.1) Pn(y) = 1,
and
(6.2) |Pn(x)| ≤ c1
(
ρn(y)
ρn(y) + |x− y|
)m
, x ∈ [−1, 1],
where c1 > 0 depends only on m.
Proof. For k := ⌊ n
m
⌋ + 1, k ≥ 1 and (k − 1)m ≤ n < km. Let Tk(x) := cos(k arccos(x)) be the
Chebyshev polynomial of degree k, and let xj = cos(jpi/k), 0 ≤ j ≤ k, be the corresponding
Chebyshev partition of [−1, 1]. For any y ∈ [−1, 1], we can choose j, 0 ≤ j ≤ k, so that
y ∈ [xj , xj−1]. We will use the polynomial tj from [7, Lemma A.1, p. 1246] defined as
tj(x) :=
Tk(x)
x− x˜j (xj−1 − xj), x 6= x˜j , and tj(x˜j) := T
′
k(x˜j)(xj−1 − xj),
where x˜j = cos(j − 12)pik is the zero of Tk lying in [xj , xj−1]. Then by [7, Lemma A.1],
(6.3)
4
3
< |tj(x)| < 4, x ∈ [xj , xj−1].
We define now Pn = Pn,m,y:
Pn(x) :=
(
tj(x)
tj(y)
)m
, x ∈ [−1, 1].
Clearly, Pn is an algebraic polynomial of degree ≤ (k − 1)m ≤ n satisfying (6.1).
Straightforward arguments imply
ρn(x) ≈ ρk(x), x ∈ [−1, 1],
with constants of equivalence depending only on m. Therefore, to prove (6.2), it is sufficient to
show
(6.4) |tj(x)| ≤ c ρk(y)
ρk(y) + |x− y| , x ∈ [−1, 1],
with an absolute constant c. For (6.4), we use the fact that following (6.3), tj(y) ≥ 43 .
We will need the following useful estimates (see [7, (5.6)]):
(6.5) ρk(y) ≤ xj−1 − xj ≤ pi
2
2
ρk(y),
which are, in fact, valid for any choice of y ∈ [xj , xj−1].
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If x ∈ [xj , xj−1], then by (6.5) we have pi22 ρk(y) ≥ xj−1 − xj ≥ |x− y|, and by (6.3)
|tj(x)| ≤ 4 = c˜ 1
1 + pi
2
2
≤ c˜ ρk(y)
ρk(y) + |x− y| ,
and, therefore, (6.4) holds for such x. If x 6∈ [xj , xj−1], then by [7, (5.5)] we have |x − x˜j | ≥
1
4
(xj−1 − xj), and hence, by (6.5), 8|x − x˜j | ≥ 2ρk(y). Further, using (6.5) again, we get
|x− x˜j | ≥ |x− y|− |y− x˜j | ≥ |x− y|−ρk(y). So, 9|x− x˜j | ≥ ρk(y)+ |x− y|, and by |Tk(x)| ≤ 1
and (6.5), we conclude
|tj(x)| ≤ xj−1 − xj|x− x˜j | ≤
9pi2
2
· ρk(y)
ρk(y) + |x− y| ,
which completes the proof of (6.4) for all x. 
We will present two constructions.
First, we can obtain a lower estimate of C(Pn, D) in terms of parallel section functions of D.
For x,y ∈ Rd, we denote by x · y the dot product of x and y in Rd. For a unit vector ξ ∈ Rd
and a non-empty compact set D ⊂ Rd, we define the parallel section function as
AD,ξ(t) := Vold−1(D ∩ {x ∈ Rd : x · ξ = t+ h}),
where h ∈ R is the smallest h such that D ∩ {x ∈ Rd : x · ξ = t + h} 6= ∅, and Vold−1 is the
(d− 1)-dimensional Lebesgue measure.
Theorem 6.2. For any non-empty compact set D ⊂ Rd, unit vector ξ ∈ Rd, and n,m ≥ 1, we
have
(6.6) C(Pn, D) ≥ c
(∫ n−2
0
AD,ξ(t) dt+ n
−2m
∫ ∞
n−2
AD,ξ(t)t
−m dt
)−1
,
where c = cm,D > 0 depends only on m and D (in fact, only on the diameter of D), and does
not depend on n.
In particular, if AD,ξ(t) ≤Mtλ for some M > 0, λ < m− 1 and all t > 0, then
(6.7) C(Pn, D) ≥ cn2(1+λ)
where c may, in addition, depend on M and λ.
Proof. Let h ∈ R be from the definition of AD,ξ(t). Since D is bounded, we can choose b > 0
such that 0 ≤ x ·ξ−h ≤ 2b for any x ∈ D. Let Pn = Pn,m,1 be the polynomial from Lemma 6.1
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with y = 1 of degree ≤ n. Define Qn(x) := Pn(1− x·ξ−hb ). By (6.1), ‖Qn‖C(D) ≥ Pn(1) = 1, so
using (6.2), we proceed as follows:
C(Pn, D)−1 ≤ ‖Qn‖2L2(D) = ‖Q2n‖L1(D) =
∫ 2b
0
P 2n(1− tb−1)AD,ξ(t) dt
≤ c
∫ ∞
0
(
n−2
n−2 + t
)2m
AD,ξ(t) dt ≤ c
∫ ∞
0
(
n−2
n−2 + t
)m
AD,ξ(t) dt,
which implies (6.6). The inequality (6.7) follows as an immediate corollary. 
The use of the parallel section function will be illustrated in the proof of Theorem 8.1.
The second construction uses the tensor product of polynomials from Lemma 6.1.
Theorem 6.3. Let D ⊂ Rd be a compact set, y = (y1, . . . , yd) ∈ [−1, 1]d, T be an affine
transformation of Rd such that D ⊂ T ([−1, 1]d) and Ty ∈ D. Then
C(Pn, D, Ty) ≥ c| detT |−1ρ−1n (y1)ρ−1n (y2) . . . ρ−1n (yd)
where c > 0 depends only on d.
Proof. By Theorem 3.3 and Theorem 3.4,
C(Pn, D, Ty) ≥ C(Pn, T ([−1, 1]d), Ty) = | det T |−1C(Pn, [−1, 1]d,y).
Let n˜ = ⌊n/d⌋. Using Lemma 6.1 with m = 1, we define
Qn(x1, . . . , xd) = Pn˜,1,y1(x1)Pn˜,1,y2(x2) . . . Pn˜,1,yd(xd).
Then Qn is a polynomial of total degree ≤ n and Qn(y) = 1. Using (6.2), we have
‖Pn˜,1,y‖2L2([−1,1]) ≤ cρn˜(y).
Therefore,
C(Pn, [−1, 1]d,y)−1 ≤ ‖Qn‖2L2([−1,1]d) ≤ c′ρn˜(y1)ρn˜(y2) . . . ρn˜(yd) ≤ c˜ρn(y1)ρn(y2) . . . ρn(yd),
where in the last step we used ρn˜(t) ≤ c(d)ρn(t) for t ∈ [−1, 1]. 
A simple example can be the estimate C(Pn, Bd2) ≥ cnd+1. Take T to be the identity,
y = (1, 0, . . . , 0), the inequality follows by ρn(0) ≤ 2n−1 and ρn(1) = n−2. Another immediate
example is the lower bound of Theorem 4.4. More examples will be given later.
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7. Applications, some simple examples
In this section we use the results of Sections 2, 3, and 4 to find the power σ = σ(D) for many
domains D in the Nikol’skii inequality given by
‖ϕ‖Lq(D) ≤ cnσ(
1
p
− 1
q
)‖ϕ‖Lp(D), for ϕ ∈ Pn and 0 < p ≤ q ≤ ∞.
As is common in this type of question, we seek to determine σ in
(7.1) sup
ϕ∈Pn
‖ϕ‖L∞(D)/‖ϕ‖L2(D) ≈ nσ/2
with the constants of the equivalence (7.1) depending on D but not on n. Recall that by (2.7)
of Corollary 2.4, the Nikol’skii inequality for (p, q) = (2,∞) with some σ (determined in (7.1))
implies the Nikol’skii inequality for all (p, q), 0 < p ≤ q ≤ ∞, with the same σ.
The equivalence (7.1) implies that the power σ of (7.1) is the optimal σ of the Nikol’skii
inequality as it is achieved for p = 2 and q = ∞. In fact, (7.1) implies that it is achieved for
q =∞ and any p as supposing that for some σ1 < σ
‖ϕ‖L∞(D) ≤ cnσ1/p‖ϕ‖Lp(D)
contradicts (7.1) when we use Corollary 2.4.
We will also try to find x0 ∈ D such that
(7.2) sup
ϕ∈Pn
|ϕ(x0)|/‖ϕ‖L2(D) ≈ sup
ϕ∈Pn
‖ϕ‖L∞(D)/‖ϕ‖L2(D) ≈ nσ/2
where x0 does not depend on n. Of course, there is more than one possibility for x0 even when
‖ϕ‖L∞(D) of (7.1) is equal to |ϕ(x0)| of (7.2). In situations discussed here x0 does not depend
on n. We also find for various y ∈ D
(7.3) sup
ϕ∈Pn
|ϕ(y)|/‖ϕ‖L2(D) ≈ nσ1/2
with some σ1 < σ, and examples of such will be useful. The main tools in this section will
be the comparison with domains D1 and D2 where D1 ⊂ D ⊂ D2 (Theorem 3.3), estimates
for the unit ball (Theorem 4.1), the cube (Theorem 4.4), the effect of affine transformation of
various domains (Theorem 3.4) and the relation with the Christoffel function (Theorem 3.1).
In particular, note that C(Pn, D) ≈ nσ is equivalent to (7.1).
We first observe the situation for an interior point y of D.
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Observation 7.1. For domain D ⊂ Rd with diameter R and point y such that y + rBd2 ⊂ D
we have
sup
ϕ∈Pn
|ϕ(y)|/‖ϕ‖L2(D) ≈ nd/2
with the constants of equivalence depending only on r, R and d.
Proof. We use D1 = y + rB
d
2 , D2 = y + RB
d
2 , D1 ⊂ D ⊂ D2, (4.4) of Theorem 4.1, and
Theorem 3.4 to obtain supϕ∈Pn |ϕ(y)|/‖ϕ‖L2(Di) ≈ nd/2 for i = 1, 2, and this in turn implies
our equivalence. 
We now give a few examples using estimates on affine transformation of the cube.
Example 7.2. For D ⊂ R2 given by
D is
/
or D is
8
(star of David or five-pointed star), we have
sup
ϕ∈Pn
‖ϕ‖L∞(D)/‖ϕ‖L2(D) ≈ n2,
i.e. σ(D) = 4.
Proof. We use for any extreme point x ∈ D (a point that is not an interior point of a
segment with two different endpoints in D) two affine maps of the square (parallelograms),
D1 and D2, each containing x as its extreme point (vertex) with D1 ⊂ D ⊂ D2 and ob-
serve that on the square S (see [5, Th. 6.6] and Theorem 4.4) supϕ∈Pn |ϕ(x)|/‖ϕ‖L2(S) =
supϕ∈Pn ‖ϕ‖L∞(S)/‖ϕ‖L2(S) ≈ n2 for any extreme point (vertex) of S. 
Remark 7.3. The above example remains valid forD any polygon in R2 (not necessarily convex)
with exactly the same proof.
For the next example we recall that a (convex) polytope D in Rd is a convex hull of finitely
many points such that D has a non-empty interior. Sk is a k-face (0 < k < d) of a polytope D
if Sk = H ∩D for a supporting hyperplane H of D and Sk has dimension k.
Example 7.4. Suppose D ⊂ Rd is a polytope and x is any extreme point of D. Then
(7.4) sup
ϕ∈Pn
|ϕ(x)|/‖ϕ‖L2(D) ≈ sup
ϕ∈Pn
‖ϕ‖L∞(D)/‖ϕ‖L2(D) ≈ nd,
and the constants of the equivalences depend only on d and the diameter and shape of D.
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Suppose in addition that Sk is a k-face of D and y ∈ Sk satisfies (y + rBd2) ∩H ⊂ Sk (with
H of the definition of Sk), in other words, y is in the relative interior of Sk. Then
(7.5) sup
ϕ∈Pn
|ϕ(y)|/‖ϕ‖L2(D) ≈ nd−k/2
and the constants of the equivalence depend on r, D, k and d.
Proof. To prove (7.4) we use two affine maps of the cube, D1 and D2 which map (1, . . . , 1) to
x such that D1 ⊂ D ⊂ D2, and follow earlier considerations.
To prove (7.5) we first prove it on the cube [−1, 1]d. With no loss of generality we may choose
the corresponding Sk (a k-face of the cube) to be Sk = {(z1, . . . , zk,−1, . . . ,−1) : zi ∈ [−1, 1]}.
Hence, for y = (y1, . . . , yd) satisfying (y + rB
d
2) ∩ H ⊂ Sk (with H of the definition of Sk)
we have yi = −1 for i > k, and |yi| ≤ 1 − r for i ≤ k. The function C(Pn, [−1, 1]d,x) which
is given by
∑η
m=1Φm(x)
2, where {Φm}ηm=1 is any orthonormal basis of the space of algebraic
polynomials of total degree ≤ n on [−1, 1]d (of dimension η = (n+d
n
)
), satisfies for any y ∈ Rd
d∏
l=1
⌊n/d⌋∑
j=0
ϕj(yl)
2 ≤
η∑
m=1
Φm(y)
2 ≤
d∏
l=1
n∑
j=0
ϕj(yl)
2
where ϕj is the Legendre polynomial of degree j such that ‖ϕj‖L2[−1,1] = 1. We now note that
as |yi| ≤ 1− r for i ≤ k, Observation 7.1 implies
∑n
j=0 ϕj(yi)
2 ≈∑⌊n/d⌋j=0 ϕj(yi)2 ≈ n. For i > k
we use Theorem 4.4 to get
∑n
j=0 ϕj(−1)2 ≈
∑⌊n/d⌋
j=0 ϕj(−1)2 ≈ n2. The above implies (7.5) when
D is the cube [−1, 1]d and, using Theorem 3.4, it implies (7.5) for any affine transformation of
the cube.
To prove (7.5) for general polytopes, we define D1 as an affine map of the cube with first k
coordinates (after the mapping) being in Sk. The length of the first k coordinates of D1 is a
and y is the center of that face. We then have the other mapped coordinates to be inside the
polytope D. We now define D2 as a map of the d-dimensional cube with the first k coordinates
parallel to those of D1 but of length 2diam(D) and with y in the center of that face of D2. The
other coordinates of D2 are set to be perpendicular to the first k with size diam(D) and on the
side of D (so that D ⊂ D2). Earlier considerations now imply (7.5). 
Example 7.5. The cone D, the convex hull of ξ = (0, 0, 1) and {(x, y, z) : z = 0, x2 + y2 ≤ 1} =
B22 × {0}, satisfies
(7.6) sup
ϕ∈Pn
|ϕ(ξ)|/‖ϕ‖L2(D) ≈ sup
ϕ∈Pn
‖ϕ‖L∞(D)/‖ϕ‖L2(D) ≈ n3.
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Proof. We set D1 as the convex hull of (0, 0, 1), (0,±1, 0) and (±1, 0, 0) which satisfies D1 ⊂ D
and is a pyramid which is a polytope in R3. We set D2 as the convex hull of (0, 0, 1), (0,±
√
2, 0)
and (±√2, 0, 0) which satisfies D ⊂ D2, and D2 is also a polytope (pyramid) in R3. Using (7.4)
and earlier considerations, we have (7.6). 
Obviously, the relation (7.6) holds for any affine map of D in Example 7.5.
Example 7.6. For D half the disc i.e. D = {(x, y) : x2 + y2 ≤ 1, y ≥ 0}
(7.7) sup
ϕ∈Pn
|ϕ(±1, 0)|/‖ϕ‖L2(D) ≈ sup
ϕ∈Pn
‖ϕ‖L∞(D)/‖ϕ‖L2(D) ≈ n2.
For D quarter ball i.e. D = {(x, y, z) : x2 + y2 + z2 ≤ 1, y ≥ 0, z ≥ 0}
(7.8) sup
ϕ∈Pn
|ϕ(±1, 0, 0)|/‖ϕ‖L2(D) ≈ sup
ϕ∈Pn
‖ϕ‖L∞(D)/‖ϕ‖L2(D) ≈ n3.
Proof. To prove (7.7) we set D2 = {(x, y) : |x| ≤ 1, 0 ≤ y ≤ 1} = [−1, 1] × [0, 1] and
D1 = {(x, y) : 0 ≤ |x|+ y ≤ 1, y ≥ 0}.
To prove (7.8) we set D2 = {(x, y, z) : |x| ≤ 1, 0 ≤ y ≤ 1, 0 ≤ z ≤ 1} = [−1, 1]× [0, 1]× [0, 1]
and D1 = {(x, y) : 0 ≤ |x|+ y + z ≤ 1, y ≥ 0, z ≥ 0}.
As Di are polytopes in R
2 and R3, the results follow the usual considerations. 
For half the ball D = {(x, y, z) : x2 + y2 + z2 ≤ 1, z ≥ 0} the situation is more elaborate
and will be dealt with in Section 9 where the corresponding behaviour will be shown to be n5/2
(σ = 5).
Example 7.7. Suppose D = A × B = {(x,y) : x ∈ A ⊂ Rk, y ∈ B ⊂ Rl} such that
supϕ∈Pn,k ‖ϕ‖L∞(A)/‖ϕ‖L2(A) ≈ nσ1/2 and supϕ∈Pn,l ‖ϕ‖L∞(B)/‖ϕ‖L2(B) ≈ nσ2/2 where Pn,s is
the set of polynomials of degree n in s variables. Then
(7.9) sup
ϕ∈Pn,k+l
‖ϕ‖L∞(D)/‖ϕ‖L2(D) ≈ n(σ1+σ2)/2.
For the cylinder D = {(x, y, z) : x2 + y2 ≤ 1, 0 ≤ z ≤ 1} = B22 × [0, 1], the above implies
sup
ϕ∈Pn
|ϕ(ξ)|/‖ϕ‖L2(D) ≈ sup
ϕ∈Pn
‖ϕ‖L∞(D)/‖ϕ‖L2(D) ≈ n5/2,
where ξ = (x, y, z) is any point which satisfies x2 + y2 = 1 and z = 0 or z = 1.
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Proof. Let {Φj,n(x,y)} be any orthonormal basis of polynomials (over A×B) in k+ l variables
which are of total degree ≤ n. The inverse of the Christoffel function C(Pn, A × B, (x,y)) =∑
j Φj,n(x,y)
2 is independent of the choice of the orthonormal basis of Pn. Therefore,
(7.10) C(Pn/2,k, A,x)C(Pn/2,l, B,y) ≤ C(Pn,k+l, A× B, (x,y)) ≤ C(Pn,k, A,x)C(Pn,l, B,y).
This implies (7.9) using Theorem 3.1.
The implication on the cylinder follows, as on the disc, the supremum is achieved at any
point of the unit circle, and on the interval [0, 1] the supremum is achieved at 0 and 1 (see
Theorem 4.1 and Theorem 4.4). 
Observation 7.8. For domain D and affine transformation T Theorem 3.4 implies
(7.11) sup
ϕ∈Pn
|ϕ(ξ)|/‖ϕ‖L2(D) = | detT |−1/2 sup
ϕ∈Pn
|ϕ(T (ξ))|/‖ϕ‖L2(TD)
and for 0 < p ≤ q ≤ ∞ and ϕ ∈ Pn
‖ϕ‖Lq(D) ≤ c(p, q)nσ(
1
p
− 1
q
)‖ϕ‖Lp(D) ⇐⇒ ‖ϕ‖Lq(TD) ≤ c(p, q)| detT |
1
p
− 1
qnσ(
1
p
− 1
q
)‖ϕ‖Lp(TD).
Hence the transformation T influences the constant in front of nσ(
1
p
− 1
q
) but not the σ of the
Nikol’skii inequality (unless T depends on n). Moreover, if two points, ξ1 and ξ2, satisfy
sup
ϕ∈Pn
|ϕ(ξ1)|/‖ϕ‖L2(D) = sup
ϕ∈Pn
|ϕ(ξ2)|/‖ϕ‖L2(D),
the equality holds for Tξ1 and Tξ2 in relation to TD as well. The influence of the above on
“thin” sets can be illustrated by considering the triangle A given by (±1, 0) and (0,√3) and a
second triangle B given by (±1, 0) and (0, ε) for which the transformation TA = B yields
‖ϕ‖L∞(A) ≤ cn‖ϕ‖L2(A) implies ‖ϕ‖L∞(B) ≤ c
(√
3
ε
)1/2
n‖ϕ‖L2(B).
The equivalence (7.9) also yields the following: for µ1 = (1, 0), µ2 = (−1, 0) and µ3 = (0, ε),
we have
sup
ϕ∈Pn
|ϕ(µi)|/‖ϕ‖L2(B) = sup
ϕ∈Pn
|ϕ(µj)|/‖ϕ‖L2(B).
Theorem 7.9. Suppose D is a compact set in Rd such that the boundary ∂D is a (d − 1)-
dimensional C1 submanifold in Rd (in the sense of differential geometry), and suppose the
outward pointing unit normal vector n(x) for x ∈ ∂D satisfies the Lipschitz condition
|n(x)− n(y)| ≤ L|x− y|, x,y ∈ ∂D,
with some L > 0. Then C(Pn, D) ≈ nd+1.
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Proof. By the equivalence of (iii) and (v) in [15, Theorem 1], a ball of radius L−1 rolls freely
inside D (in the terminology of [15]). This immediately implies that for some family of centres
{xλ}λ ⊂ D, our set D is the union of the Euclidean balls of radius L−1 with those centres, i.e.,
D =
⋃
λ(xλ + L
−1Bd2) and, using Theorem 4.3, we complete the proof. 
We note that if D is a compact set in Rd such that the boundary ∂D is a (d−1)-dimensional
C2 submanifold in Rd, then the Lipschitz condition is satisfied, and the above theorem is
applicable. This will be applied in the next section for lα balls in R
d with 2 ≤ α <∞.
Let us give some other examples. For a torus in R3 given by
D :=
{
(x, y, z) :
(
R−
√
x2 + y2
)2
+ z2 ≤ r2
}
, 0 < r < R,
we have C(Pn, D) ≈ n4. For any convex bodyD in R2 with C2 boundary we get C(Pn, D) ≈ n3.
Moreover, the same is true even if the convexity requirement is dropped, for example, for smooth
“flower”-like domains such as D = {(r cos θ, r sin θ) : 0 ≤ r ≤ 2 + sin(10θ)}.
8. Computation of the Christoffel function on lα balls in R
d for 1 ≤ α ≤ ∞
We introduce the following notation for unit balls in Rd with respect to the lα metric:
Bdα := {x ∈ Rd : ‖x‖α = (|x1|α + · · ·+ |xd|α)
1
α ≤ 1}, 1 ≤ α <∞,
and when α =∞:
Bd∞ := {x ∈ Rd : ‖x‖∞ = max{|x1|, . . . , |xd|} ≤ 1} = [−1, 1]d.
Using the results from Sections 5, 6 and 7, we will prove the following theorem.
Theorem 8.1. For any d ≥ 2
C(Pn, Bdα) ≈ nσ and sup
ϕ∈Pn
‖ϕ‖L∞(Bdα)/‖ϕ‖L2(Bdα) ≈ nσ/2,
where
σ =

2 + 2
α
(d− 1), if 1 ≤ α ≤ 2,
d+ 1, if 2 ≤ α <∞,
2d, if α =∞.
Using Theorem 4.2 and Theorem 4.6, we have c1n
d+1 ≤ C(Pn, D) ≤ c2n2d for any convex
body D in Rd. Theorem 8.1 shows that the full range of powers σ between d + 1 and 2d in
C(Pn, D) ≈ nσ can be attained for convex bodies D in Rd.
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The non-trivial case in Theorem 8.1 is 1 < α < 2 due to the fact that the boundary of
Bdα is rather “narrow” near the point (1, 0, . . . , 0) or (0, . . . , 0, 1, 0, . . . , 0), and so one cannot
inscribe a Euclidean ball of any radius in Bdα containing the point (1, 0, . . . , 0). The following
two lemmas are needed for the upper estimate in the case 1 < α < 2.
Lemma 8.2. For any a ≥ 0, b ∈ R, and 1 ≤ α ≤ 2, the following inequality holds:
|a+ b|α − aα − αaα−1b ≤ 7|b|α.
Proof. If a ≤ 8
7
|b|, then
|a+ b|α − aα − αaα−1b ≤ (15
7
|b|)α + 0 + α(8
7
)α−1|b|α ≤ ((15
7
)2 + 2(8
7
)) ≤ 7|b|α.
Otherwise, |b| < 7
8
a, in particular, a + b > a/8 > 0. Consider f(t) = tα, t > 0. For some λ
between a+ b and a we have
f(a+ b) = f(a) + f ′(a)b+
f ′′(λ)
2
b2.
As λ > min{a+ b, a} > a/8 > |b|/7 and −1 ≤ α− 2 ≤ 0, we obtain
|a+ b|α − aα − αaα−1b = α(α− 1)
2
λα−2b2 ≤ α(α− 1)
2
( |b|
7
)α−2
|b|2 ≤ 7|b|α.

Lemma 8.3. Suppose 1 < α ≤ 2, d ≥ 2, and x ∈ ∂Bdα, and suppose further that u is the
outward normal vector for the surface ∂Bdα at the point x with v any unit vector from R
d
orthogonal to u. Then, for any δ ∈ (0, β1)
x− δu+ β2δ1/αv ∈ Bdα,
where β2 = β2(d) > 0 depends only on d, and β1 = β1(d, α) > 0 depends only on d and α. (The
proof yields that limα→1+ β1(d, α) = 0.)
Proof. The components of x, u, and v will be denoted xj , uj, and vj respectively, j = 1, . . . , d.
Without loss of generality we assume xj ≥ 0, j = 1, . . . , d. It is straightforward that
uj = γx
α−1
j , γ = (x
2(α−1)
1 + · · ·+ x2(α−1)d )−1/2.
There exists j such that xj ≥ 1/d, and hence, γ ≤ dα−1 =: γ1. We choose β2 := 12(7dγ1)−1/2,
which guarantees
(8.1) − αγ−1 + 7d(2β2)α < −γ−11 + 7d(7dγ1)−α/2 ≤ 0.
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Further, selecting β1 := (β2γ
−1
1 )
α/(α−1) ensures δγ < β2δ1/α, and hence
(8.2) | − δγxα−1j + β2δ1/αvj| ≤ δγ + β2δ1/α < 2β2δ1/α.
Using Lemma 8.2, (8.2), and (8.1), we conclude
d∑
j=1
|xj − δuj + β2δ1/αvj |α ≤
d∑
j=1
(
xαj + αx
α−1
j (−δuj + β2δ1/αvj) + 7
∣∣−δuj + β2δ1/αvj∣∣α)
=
d∑
j=1
xαj − αγδ
d∑
j=1
x
2(α−1)
j + β2αδ
1/αγ−1
d∑
j=1
ujvj
+ 7
d∑
j=1
∣∣−δγxα−1j + β2δ1/αvj∣∣α
= 1− αγ−1δ + 0 + 7
d∑
j=1
∣∣−δγxα−1j + β2δ1/αvj∣∣α
≤ 1− αγ−1δ + 7d(2β2)αδ ≤ 1,
which completes the proof. 
Proof of Theorem 8.1. If α = 1 or α = ∞, then Bdα is a polytope, so the result follows from
Example 7.4. For 2 ≤ α < ∞, since the univariate function t 7→ |t|α is twice continuously
differentiable, we have that the function (x1, . . . , xd−1) 7→ (1− |x1|α − · · · − |xd−1|α)1/α is twice
continuously differentiable on the interior of Bd−1α . Hence, the boundary of B
d
α is a C
2 surface,
so we can simply use Theorem 7.9.
Now assume 1 < α < 2. For the upper estimate, Theorem 3.6, Lemma 8.3 and Theorem 5.3
with s = 1
α
imply
C(Pn, Bdα) ≤ cn2+
2
α
(d−1).
For the lower estimate, we will use Theorem 6.2. First we compute and estimate the parallel
section function of Bdα for an appropriate ξ. Note that for fixed a ∈ (−1, 1), the section
Bdα ∩ {x ∈ Rd : x1 = a}
is exactly
(1− |a|α)1/αBd−1α
in Rd−1. Therefore, for t ∈ (0, 2), a = 1− t, ξ = (−1, 0, . . . , 0), we have
ABdα,ξ(t) = (1− |1− t|α)(d−1)/α Vold−1(Bd−1α ).
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As 1−|1− t|α ≤ α t, we obtain ABdα,ξ(t) ≤Mt(d−1)/α for any t > 0 with some M > 0 depending
only on d and α. Theorem 6.2 with λ = (d− 1)/α provides
C(Pn, Bdα) ≥ cn2+
2
α
(d−1),
as required. 
Remark 8.4. In fact, the lower estimate in the above proof implies that
C(Pn, Bdα) ≥ cn2+
2
α
(d−1), 0 < α < 1.
For 0 < α < 1 the set Bdα is not convex (see also Theorem 4.6). The “cusps” of B
d
α cause that
the power 2 + 2
α
(d− 1)→∞ as α→ 0+.
Remark 8.5. Remez-type inequalities can be used to derive Nikol’skii-type inequalities, see, e.g.
the general framework in [4]. In particular, it is possible to obtain appropriate upper bounds
on C(Pn, Bdα), 1 < α < 2, from the Remez inequality given in [8], if one establishes that Bdα
is a Cα-domain in terminology of [8]. Note that in the present paper we provide not only the
matching lower bounds, but also introduce the “ellipsoid with extension” technique of Section 5
for upper bounds which works in situations where the Cα-domain classification of [8] will lead
to a much weaker estimate. A non-trivial example of such a situation is given in the next
section.
9. Sharp subsets and further examples
We will present an improvement of Theorem 3.6 and illustrate its application.
Definition 9.1. For a compact set D ⊂ Rd, a set Ω ⊂ D is a sharp subset of D if there exists a
constant c > 0 such that for any x ∈ D there exists an affine transformation T with | detT | ≥ c,
satisfying
x ∈ T (Ω) and T (D) ⊂ D.
Trivially, D is always a sharp subset of D with c = 1 as it is enough to take T to be the
identity. We are, however, interested in rather “small” sharp subsets. For instance, it is not
hard to see that any vertex of a convex polytope is a sharp subset of that polytope. Another
example was given in Lemma 3.5, which states that for any convex body D the boundary ∂D is
a sharp subset of D with c = 2−d. Repeating the steps of the proof of Theorem 3.6, we obtain
the following:
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Theorem 9.2. Let Ω be a sharp subset of a compact set D ⊂ Rd. Then
max
x∈D
C(Pn, D,x) ≤ c−1max
x∈Ω
C(Pn, D,x),
where c is the constant from Definition 9.1.
Therefore, if we established that Ω is a sharp subset of D, then to compute the order of
maxx∈D C(Pn, D,x), it is sufficient to consider only x ∈ Ω.
Remark 9.3. If D is a convex body, then Lemma 3.5 allows one to restrict verification of the
condition from Definition 9.1 to x ∈ ∂D. Indeed, suppose for any x ∈ ∂D, there exists T
with | detT | ≥ c > 0, x ∈ T (Ω) and T (D) ⊂ D. Take any x˜ ∈ D and apply Lemma 3.5 to
obtain an affine transformation T1 with | det T1| ≥ 12d , x˜ ∈ T1(∂D) and T1(D) ⊂ D. We take
x := T−11 (x˜) ∈ ∂D, obtain the corresponding T , and consider the composition T2(·) := T1(T (·)).
Then | det T2| ≥ c2d , x˜ ∈ T2(Ω) and T2(D) ⊂ D, and therefore Ω is a sharp subset of D with
the constant c
2d
.
Let us introduce a notation for half the Euclidean ball:
Bd+ := {(x1, . . . , xd) ∈ Bd2 : xd ≥ 0}.
We have already considered B2+ in (7.7). Now we illustrate the application of Theorem 9.2 for
B3+.
Lemma 9.4. The set {(1, 0, 0)} is a sharp subset of B3+.
Proof. Taking into account Remark 9.3, we only consider x = (x1, x2, x3) ∈ ∂B3+.
First we suppose that x3 = 0. Then, by symmetry (rotating about the x3-axis), we can
assume x2 = 0 and x1 ∈ [0, 1]. We define T (·) = (−1, 0, 0) + 1+x12 ((·)− (−1, 0, 0)), which is the
homothety with coefficient 1+x1
2
∈ [1
2
, 1] and center at (−1, 0, 0). Clearly, T (1, 0, 0) = x and
T (B3+) ⊂ B3+, c ≥ 18 .
It remains to consider the case when x3 > 0. As before, by symmetry (rotating about x3-axis),
we can assume x2 = 0 and x1 =
√
1− x23 ∈ [0, 1). Then x1 = cosϕ and x3 = sinϕ for some
ϕ ∈ (0, pi
2
]. We define T = RH , whereH(·) = (1, 0, 0)+ 1
2
((·)−(1, 0, 0)) is the homothety with the
coefficient 1
2
and center at (1, 0, 0), and R(y1, y2, y3) = (y1 cosϕ− y3 sinϕ, 0, y1 sinϕ+ y3 cosϕ)
is the rotation counterclockwise by ϕ in the y1y3-plane. It is easy to see that T (1, 0, 0) = x and
T (B3+) ⊂ B3+ (as ϕ ∈ (0, pi/2]), c = 18 . 
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Remark 9.5. It is natural to expect that {(1, 0, . . . , 0)} is a sharp subset of Bdα, 1 < α < 2, but
we could neither prove this fact nor locate it in the literature. Computations in Lemma 8.3
would have been much simpler if we only needed to consider x = {(1, 0, . . . , 0)}. However,
establishing that {(1, 0, . . . , 0)} is a sharp subset of Bdα, 1 < α < 2, may, in fact, turn out to be
much harder than directly proving Lemma 8.3.
We continue with B3+. We can inscribe an appropriate ellipsoid with extension into B
3
+, as
shown below.
Lemma 9.6. Let D = {(x1, x2, x3) : x21 + x22 + x23 ≤ 1, x3 ≥ 0} be a half ball in R3. For
every n ≥ 1, there exists an affine transformation T on R3 with | detT | ≥ (160n)−1, such that
TB32 ⊂ D and Tv3n = (1, 0, 0).
Proof. We define T as follows:
T (x1, x2, x3) =
(
1− 1 +
n−2
3
− x1
2
,
x2
8
,
n−1x3
10
+
1 + n
−2
3
− x1
8
)
.
Then detA = 1
2
· 1
8
· n−1
10
, and clearly Tv3n = T (1 + n
−2/3, 0, 0) = (1, 0, 0). By convexity of
D, it remains to show that TB32 ⊂ D. Let (x1, x2, x3) ∈ B32 , i.e., x21 + x22 + x23 ≤ 1. Denote
(y1, y2, y3) = T (x1, x2, x3), and then we need to prove y3 ≥ 0 and y21 + y22 + y23 ≤ 1. Let
t := 1− x1 ∈ [0, 2]. For j = 2, 3, we obtain
|xj| ≤
√
1− x21 =
√
2t− t2 ≤
√
2t.
We also have
1 + n
−2
3
− x1
8
=
n−2
3
+ t
8
≥
√
n−2
3
t
4
=
n−1
√
2t
4
√
6
≥ n
−1√2t
10
.
The above two inequalities yield
0 ≤ −n
−1|x3|
10
+
n−1
√
2t
10
≤ y3 ≤ n
−1|x3|
10
+
n−2
3
+ t
8
<
n−2
3
+ t
4
,
in particular, y3 ≥ 0. The remaining inequality is obtained as follows:
y21 + y
2
2 + y
2
3 − 1 = −
(
n−2
3
+ t
)
+
1
4
(
n−2
3
+ t
)2
+
(x2
8
)2
+ y23
≤ −n
−2
3
− t + 1
4
(
n−2
3
+ t
)2
+
t
32
+
1
16
(
n−2
3
+ t
)2
≤ −n
−2
3
− 31
32
t+
15
16
(
n−2
3
+ t
)
= −n
−2
48
− t
32
< 0,
where in the last line n
−2
3
+ t < 3 was used. This completes the proof. 
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Now we are ready to compute the order of C(Pn, B3+).
Theorem 9.7.
C(Pn, B3+) ≈ n5 and sup
ϕ∈Pn
‖ϕ‖L∞(B3+)/‖ϕ‖L2(B3+) ≈ n5/2.
Proof. The previous lemma, Lemma 9.4, Theorem 9.2, and Theorem 5.2 immediately imply
C(Pn, B3+) ≤ cn5. For the lower estimate, use Theorem 6.3 with T (x1, x2, x3) = (x1, x2, x3 + 1)
and y = (1, 0,−1). Then C(Pn, B3+)−1 ≤ cρn(1)ρn(0)ρn(−1) ≤ c˜n−5. 
Remark 9.8. It is not hard to generalize the above approach to show that C(Pn, Bd+) ≈ nd+2
for d ≥ 4. To avoid technicalities we decided to restrict the exposition to d = 3, as this case is
sufficient to illustrate the method.
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