Introduction
A complex, cluttered environment is replete with cues, and deciding which of them go together can be at least as great a challenge as properly integrating the ones that do. Although human observers are often imperfect in such settings, they usually outperform machine-perception algorithms on tasks such as demarcating and identifying objects seen against a cluttered background, or following a conversation in a noisy crowd. This failure to build machines capable of matching human performance may be seen as a sign that the field of perceptual studies has not yet found the right way in which to analyze such complex situations. Indeed, one of the largest challenges to making a successful analysis of perception and cue integration in such contexts comes at the outset in setting up an appropriate model. In this chapter we will take some modest strides towards building new cue integration models with the expressive power necessary to capture at least some of these complex settings.
Setting up an appropriate model is, of course, only the first step. Solving the problems of grouping and integration efficiently is still challenging. Indeed, the apparent imperfections of observers might suggest that the problem is, in fact, very difficult in a fundamental sense. We will see that drawing exact inferences within our model is algorithmically complex in a precise quantitative sense, and requires resources in terms of computational hardware or time that grow unfeasibly large for moderate problem sizes. Thus the actual process of inference will require approximation in many real-world settings. We will introduce one very simple such approximation here.
The structure of model we choose will be based deliberately, but loosely, on the sort of spatial 'feature maps' that are seen in neural systems, particularly those involved in vision. This neuromorphic structure is important for at least two reasons. First, and most obvious, it might allow for connections to be built between perceptual modeling at a behavioral level, and the underlying neural function. Second, and perhaps more subtly, the structure of any approximation will very likely be determined by the structure of the representations used. Thus, even to describe human behavior alone we may very well have to construct our models along neurally plausible lines. Indeed we have argued elsewhere (Whiteley, 2008) that the phenomenon of visual attention may be understood as a mechanism that has evolved to refine perceptual approximations within a model such as the one described here.
Integrating two independent cues. In the simplest probabilistic formulation of cue integration, we begin by identifying a physical attribute or feature of the environment that an observer might wish to estimate from sensory data. Let us call this attribute a. It might be the size or location of an object, its slant or reflectance, its material or chemical composition, or its relationship to other objects in the environment. The observer now gathers sensory data, which we call s (the bold symbol representing a vector, or more generally a set). In their raw form these data are extremely numerous -they include the activity of billions of sensory receptors in the eye, ear, nose and throughout the body. For the purposes of analysis, however, we reduce these data to a smaller set of, often scalar, cues: c i . These are functions of the sensory input s, which together carry much or all of the information about the attribute which was present in the sensory data-in a sense, they act much like sufficient statistics in the theory of statistical inference 1 It is important to realize that the computation required to obtain the cue from the sensory activity might be rather involved. For example, the projected aspect ratio of an object might be a cue carrying information about its slant. That aspect ratio is not sensed directly by any of the observer's receptors, but must be computed from the retinal image by a part of the observer's sensory system which is able to extract the boundary of the object. In many cases, this computation of cues from the sensory input appears to introduce "internal noise" to the cue value. There are other cues for slant, for example the gradient in apparent size of texture elements along a surface, and these may be computed by different parts of the sensory system. We often choose to analyze cues which convey independent information about the value of the external attribute. In probabilistic terms, the distributions of the cue values are independent given the attribute value: P (c 1 , c 2 |a) = P (c 1 |a)P (c 2 |a) , (5.1) where these distributions capture both essential variation in the value of the cue due to uncontrolled aspects of the world, as well as the internal "noise" added by the nervous system. Then, armed with knowledge of the background or "prior" distribution of the attribute value, P (a), cue integration proceeds by Bayes' rule:
in many ways, a number of which are discussed at length in the other chapters of this book. Here, we will review two extensions which lay the groundwork for the more elaborately structured model that we will develop in the next section.
Linked attributes. In the first case, consider the situation where the computed value of a cue depends on more than one aspect of the external environment-that is, there are two separate attributes, a 1 and a 2 which combine to determine the value of a single cue. For example, the apparent aspect ratio of a surface depends not only on its slant but also on its true shape. Thus, a more complete analysis of the situation above would require that we consider both attributes a 1 , the slant as before and a 2 the veridical aspect ratio. The distribution for c 1 then depends on both, and, specifically, the prior on shapes a 2 may have a substantial impact on the effective likelihood function P (c 1 |a 1 ):
This influence on the interpretation of cues due to priors over the attributes in the environment is discussed extensively in Chapter 8. The situation is far from uncommon: color cues depend on both the reflectance of a surface and the color of the illuminant; spectral cues to sound location depend on both the position and spectrum of the source; otolithic cues to attitude depend on both head orientation and linear acceleration (this final example being of considerable importance to aeroplane pilots during take off).
Binding uncertainty. In the second case, the observer might extract two cues from the sensory input, but be unsure about whether they provide information about the same external attribute. This situation occurs most commonly when the two cues might have been derived from information about different objects. A simple example, considered in Chapter 2, is when both visual and acoustic information about location are available, but it is not known whether the light and sound came from the same place. In this case, the observer might consider the two possibilities separately. That is, estimates are formed simultaneously under two models m 1 and m 2 , each associated with a prior probability of being the true situation. In the first, there is only one object in one location, and both cues depend on it:
In the second, each cue derives from a different source, and therefore a different location.
Inference, for example about the location of the light source, is then performed by averaging over the two possible models:
Again, this same formal structure applies in more than one situation: examples include inference about the direction of object motion, where local motion cues might be assigned to one or more (possibly transparent) objects; and a host of auditory grouping phenomena, where sound energy must be sorted into auditory streams.
Multiple objects and clutter
A typical realistic environment contains many objects. Each of these is described by a number of different attributes or features, and in each case a number of different potential sensory cues provide information about the objects and their attributes. Extracting cues, and sorting out which one provides information about which attribute may be challenging. Worse, the attributes of one object may influence the interpretation of cues to another. An extreme example is the color of a light source, which affects the interpretation of reflectance cues for all of the surfaces around it. Perhaps less obviously, and yet possibly more commonly, aspects of the form of objects that are placed close to one another, particularly in the visual periphery, may be difficult to resolve even if a single object under the same viewing conditions is easily seen. This phenomenon is known as "crowding" (e.g. Levi, 2008) . We will refer to environments in which this sort of cue-interference takes place as "cluttered" (Baldassi et al., 2006; van den Berg et al., 2009 ).
At first glance, it might seem that the model-averaging approach described above (Eqs. 5.4-5.6) might be extended to describe inference with an arbitrary numbers of objects. For instance, one might first specify a prior over the number of objects present in the scene, where we define an 'object' rather loosely as a source of attributes that generate cues which need integrating. Conditioned on this number of objects one might then specify a distribution over the attributes that will be present, and conditioned on those a distribution over cues. In principle, the cues may provide information about a single attribute value associated with a single object (although we would not know which one); or may provide simultaneous information for more than one attribute, as in the aspect ratio example above; or indeed may provide simultaneous information about attributes for more than one object.
There are, however, a number of difficulties that would be encountered in attempting this approach.
1. First, as in the two-source example, the most natural way to approach inference within such a model structure would be to integrate cues separately for each possible number of objects, and then average the results of inference weighted by the probability of each model. Whilst not unreasonable when there are only two possibilities, this evaluation of different discrete hypotheses seems both behaviorally and neurally implausible when many different object numbers must be considered.
2. Second, closer examination of the model m 2 in our multimodal example, reveals that it does not just specify that there were two objects present. It also assigns the visual cue to one object's location attribute, and the auditory cue to the other's (that is, c 1 depends on a 1 and c 2 on a 2 ). In this simple case nothing would have been added by also considering the symmetric alternative where object 2 was the light source and object 1 the origin of the sound, but in the general case the mis-assignment of cues to object attributes may have substantial impact. Thus, either we must specify a separate model for each possible assignment of observed cues to objects, or we must consider all such assignments within a model of a given size. In either case, the computational resource needed to consider all possible assignments grows combinatorially in N obj .
same region of space, auditory cues if their onsets are simultaneous. In its simplest form, this model has no way of encoding such spatial or temporal information, and uncertainty about that information, alongside the cues.
In fact, this final point provides a basis on which to formulate an alternative model structure. Whilst much of the development below would apply to any sensory process-and indeed we will apply it to the multimodal location example below-it will prove more straightforward to focus our development on vision, where the preferred attribute is space.
Sensory maps. In the visual domain, objects, their attributes in the real world, the sensory input, and the low-or midlevel cues extracted from that sensory input are all distributed over visual space. It is therefore natural to replace the discrete attribute and cue values of the combinatorial model with functions of space. We will refer to these functions as 'maps'. Each map must represent both the presence and the values of attributes and cues at each possible location. Since a cluttered environment may contain spatially overlapping objects that possess multiple different attribute values, a simple function that indicates an attribute value at each point in space would be insufficient. For example, the estimated direction of local motion at a point in visual space may be an important cue to the movement of an extended object. However, a single function giving local motion direction would be unable to express the potential absence or indeed simultaneous presence of more than one local motion vector (as might occur for transparent objects; Sahani and Dayan 2003) . Instead, each feature map is a function of both location and attribute (when modeling physical features in the environment) or cue (when modeling internal feature representations) value. The value of the function indicates the 'strength' of the attribute or cue with that value at that location. Exactly what we mean by strength depends on the cue or attribute under consideration. For a local motion cue, the 'strength' may correspond to motion energy extracted from the visual input at a point in space. For a color attribute associated with the reflectance of a physical surface, the 'strength' may be the color saturation and what we we have called the attribute value may be the hue. In other settings, there may be no graded 'strength' variable. In this case, the feature map may be represented as a sum of Dirac deltas (or a binary-valued function if discretized). In many cases, the true attribute map will be sparse, with only a few values exhibiting any strength at a few locations, where objects are present. Cue maps, on the other hand, may often be dense, as the computation of a cue at each point in space may yield a non-zero value due to noise even when the corresponding attribute is absent.
It may be valuable at this point to review the roles of the variables involved in the model. The attribute functions represent the veridical value of object attributes at different points in space. Examples might include surface reflectance properties, depth, slant, and veridical motion. These attributes combine to generate sensory input, and this sensory input forms the basis for the computation of the cue (or sensory feature) maps. Examples of these latter maps would be luminance and color opponent information, binocular disparity, orientation and local (aperture-viewed) motion. Each of these can be found by local computations on the retinal images, and each provides a cue to the value of the corresponding attribute at corresponding points in space. Other types of cue involve non-local computation; for example, computing the apparent aspect ratio requires integration across an object's boundaries. These 'high-level' cues are difficult to handle within the framework we are developing, and will be considered only briefly in the final section.
In our discussion of simple cue integration, the perceived location of a flash or sound was a cue just like any other. In our new formulation, space plays a special role. Each sensory map provides information about the location of its associated cues. Thus a flash of light might result in a luminance cue map with a single 'bump' at the corresponding point in space. Information from these different maps must then be combined, with the encoded locations providing a strong signal as to which cues are most likely to go together. In some cases, this integration might be relatively involved. For example, by combining information about orientation and local motion energy across a region of space, one may estimate veridical local motion, resolving the so-called aperture problem. This might allow generalization of motion results such as those of Weiss et al. (2002) to cluttered environments with multiple moving objects (c.f. Weiss, 1998) .
Structuring the prior. In the scheme we have sketched, attributes and cues have both been replaced by map functions. But what of the distribution over the number of objects and their locations? Certainly, we could continue to use a 'nested' prior as in the multiple model case, in which the distribution is expressed hierarchically-first a distribution over the number of objects, and then, conditioned on that number, a distribution over their locations. However, it is possible to structure this prior in a way that is closer to the attribute and sensory cue maps. In this view, the priors over the number of objects and their locations are combined into a single distribution, known as a spatial point process-a probability distribution over sets of points in space. The number of points in a set drawn from this distribution would correspond to the number of objects, whilst the points themselves correspond to the object locations. Indeed, it is often convenient to represent a draw from a spatial point process as a sum of Dirac delta functions, and this would bring the object representation into essentially the same form as that of the attributes and cues. In practice, we will simulate models in which space has been discretized, and thus the prior will express a probability distribution over a binary vector.
Approximation. The sensory map representation has been chosen to make models of cue combination in cluttered scenes with multiple objects easier to express and analyze. Could it also resolve the combinatorial issues we raised when discussing the hierarchical object-based representation? Unfortunately, these problems are fundamental to the problem of grouping cues, and simply recasting the model does not allow us to escape them. What the representation does do is provide a framework within which it is easier to see how to make approximations (although see work by Lücke and Sahani (2008) for an example of the opposite approach, where a model expressed in terms of maps is approximated by iterating a small number of possible contributory objects). This point is a bit difficult to discuss in depth at the abstract level we have used to this point, but will be looked at in more detail below, once we have developed a more concrete (but simplified) model.
The Model
The previous section has outlined a general but still very abstract scheme for the representation of object locations, attributes and spatially-distributed cues in complex environments with multiple objects and cluttered cues. In this section, we will implement this scheme within a simple discretized model. While this will allow us to simulate some of the essential features of multi-object cue integration, our goal here is not to develop the best possible model within the framework-that is a matter for future research. Instead, we will keep the model (and the accompanying approximation) as simple as possible, with a view to illustrating the representational and modeling capabilities of the framework.
The model rests on a simple 'grid world' consisting of a single, discretized spatial dimension (x) and two discretized feature dimensions labeled α and β. For illustrative purposes, we may think of these as corresponding to orientation (α) and color (β). Fig. 5 .1 illustrates a single state of the grid world, and what the two 'attribute maps' that describe the grid world would look like for this state. Four spatial locations, labeled x 1 , x 2 , x 3 , and x 4 each take one value of orientation and color, indicated by the gray entries in the orientation feature map; a α (x, α), and color feature map; a β (x, β). Grayscale values indicate the strength of the attribute, so for orientation this corresponds to contrast and for color this corresponds to luminance. In Fig. 5 .1 all contrasts and luminances are equal, as indicated by the shared gray level of the 'on' entries in the maps. Below we describe a simple mathematical model for how states of the grid world produce noisy observations (corresponding to noisy sensory cue maps), and how inverse inference works back from these observations to an approximate posterior belief about the state of the world that caused them. We then show how simulated judgments made from this posterior mimic behavioral results observed in two different experiments. Fig. 5 .2 illustrates the generation of noisy observations in the model. The prior over objects is sparse, so that only a small number of objects-and therefore attributes-will be present at any one time. The location, orientation, and color of the objects present is encoded in a binary vector u. Each '1' element in this vector corresponds to an object with a particular location and pair of attribute values, as depicted in the 3D grid at the left of the figure-the vector in the mathematical model is formed by unwrapping this 3D grid into a long vector of pixels. Two rectangular projection matrices, P α and P β , can then be used to obtain two 2D representations, one for each feature type, as shown in the next panel of the figure. The corresponding rasterized vectors indicate the spatial locations of non-zero orientation values (u α ) and color values (u β ):
The binary vectors u α and u β thus indicate the location of the peaks in the attribute map functions. The amplitudes of these peaks -that is, the strength of the corresponding features -are each drawn independently from a zero-mean Gaussian distribution. Equivalently, we can view the attribute maps themselves 3 as drawn from zero-mean multivariate normal distributions with diagonal covariances U α and U β , whose diagonal elements are given by the vectors u α and u β :
The symbol ∼ means 'is distributed according to' and N (µ, Σ) is a normal or Gaussian distribution with mean µ and (co)variance Σ.) Thus, where there is no object with the corresponding attribute value-i.e. where there is a '0' entry in u α or u β -the value of the corresponding attribute map is zero, as generated by a zero mean, zero variance Gaussian. However, when there is such an object-i.e. there is a '1' entry in u α or u β -then the attribute value is drawn from a zero mean Gaussian with a variance of 1, thus generating a range of attribute strengths. Note that because the Gaussian is zero mean, high feature strengths may be represented by high positive or high negative values. This accords with neurally inspired representations of features in terms of a pair of opposing axes-for example a blue-yellow axis for color or a positive-negative polarity axis for orientation contrast.
The third panel in Fig. 5 .2 shows an example of attribute feature maps drawn from this distribution, a α and a β , where now gray represents 0. The relationship between these and the corresponding cue feature maps c is modeled very simply. Each attribute vector is multiplied by a corresponding weight matrix Λ, whose effect is to convolve the attribute map with a kernel. The Gaussian shape of kernel, as shown above the arrows linking a to c in Fig. 5 .2, is inspired by the typical form of a neuronal receptive field and has the effect of smearing out the sparse entries of a. These cue-maps are also affected by internal noise, which we model as an independent normally distributed perturbation with a (diagonal) covariance matrix Ψ. Thus, the mapping from attribute to cue maps can be written:
An example of observations generated by this process is shown in the rightmost panel of Fig. 5 .2. The cue space is taken to be higher dimensional (here represented by a finer discretization) than the attribute space. This transformation from a state of the world, a, to noisy observations, c, can be thought of as representing all the sources of stochasticity that render perceptual inference necessarily probabilistic -including noise in the external world, unreliable neural firing, and coarse response properties. It also mixes attribute values from nearby points in the same cue values, thus providing a very simple model of cue interference in a cluttered scene.
The model can be written more compactly by concatenating the two feature dimensions. First, attribute vectors are generated from binary feature-location vectors through zero mean Gaussians:
Second, observed cues are generated from the attribute functions, which are passed through a weight matrix to form the mean of a Gaussian with diagonal noise:
These equations represent a 'generative model' for noisy cue observations, expressed as an indirect prior on attribute feature maps p(a) = du p (a|u) p 0 (u), where p 0 is the sparse prior; and a simple likelihood term p (c|a). Perceptual inference involves inverting the generative model by Bayes' rule, to compute a posterior belief about the true attribute map given the noisy cues it generated:
Written this way, the operation seems no more difficult that of Eq. 5.2. Indeed, it might seem simpler because the vector form obscures the presence of multiple cues and attributes and the binding problem, thus subsuming both simple cue combination (Eq. 5.2) and the two extensions discussed in the Introduction to this chapter (Eqs. 5.3 and 5.6). Has the map-based formulation really resolved the computational difficulties of the combinatorial representation?
The answer, of course, is no. These combinatorial difficulties are fundamental to the multi-object problem. In the map formulation they manifest themselves in the difficulty of computing the integral over u (or the sum over its values in a discretized settings). The point-process prior embodies knowledge about the sparse distribution of objects made up of spatially co-located features, and thus may be highly structured. For example, in the simple discrete model, it may take the form of a mixture of sparse distributions each with a fixed number of objects present. Each setting of the object vector u induces a different Gaussian distribution of attribute vectors, and so the net prior distribution on a is a mixture of Gaussians. If the binary vector u is n entries long it has 2 n possible settings, giving a mixture of 2 n Gaussians-summing over each of these is indeed intractable.
Have we gained anything at all then? In fact, we have gained two things. First, by expressing all features as functions of space, we have avoided the need for an explicit search over all possible assignments of cues to objects-an operation that had added a further layer of combinatorial complexity to the non-spatial model. Second, as we will see in the next section, the current framework lends itself to a straightforward approximation.
Approximate inference
Many probabilistic models used in machine perception, or as the bases for models of biological perception, have led to intractable problems of inference. As a result, probabilists have devoted substantial effort to finding reliable, fast and accurate approximations to the exact inferential operation. Many different schemes of approximation have been proposed, each with its own advantages and disadvantages. In many cases, the theoretical basis for the approximations may be as involved as the development of the underlying models themselves-or, indeed, more so. As our goal in this chapter is to be illustrative rather than optimal, we will develop an approximation that is particularly simple but not particularly accurate. It is related, albeit distantly, to a family of powerful state-of-the-art approximation algorithms known as Expectation Propagation or EP (Minka, 2001) . A full application of EP with iterative refinement of the approximation may, in fact, be as good a deterministic approximation as would be available within the grid world model. On the other hand, our non-iterative version will be didactically helpful, but not at all optimal.
Our approach is to ignore the correlations in the prior, exploiting the Gaussian properties of the generative model to arrive at a Gaussian approximation. We start by noting that, conditioned on the value of u, a and c are jointly Gaussian with zero mean:
We could, in principle, find p(a|c) from the joint distribution over a and c obtained by integrating Eq. 5.14 with respect to the prior distribution on u. This integral, however, is the exponentially large mixture of zero-mean Gaussians we described above, with one Gaussian for each possible setting of u: 15) and is, of course, intractable. We therefore approximate the joint posterior by minimizing the Kullback-Leibler (KL) divergence between the true joint distribution above and a Gaussian approximation, q(·). This optimal approximating dis-tribution also has a zero mean, and can be found simply by replacing the covariance matrix U in the conditional distribution (Eq. 5.14) with its average under the prior. We write this average covariance matrix as U 0 , giving:
The covariance matrix U is diagonal, with '1' entries on the diagonal indicating the presence of a particular featurelocation combination, and '0' entries elsewhere. The average of each diagonal element under the prior will thus be a number between 0 and 1 equal to the marginal prior probability of generating that particular feature-location combination (i.e. the probability of the relevant entry on the diagonal of U 0 being 'on').
Eq. 5.16 is a joint normal distribution over a and c. To obtain the posterior distribution needed to model perceptual inference we must transform this into a conditional distribution on a given c. This involves some algebra, but is a standard operation of probabilistic calculus and the result can be found in tables of probabilistic identities 4 . The resulting posterior distribution is
We must emphasize again at this point that Eq. 5.17 is far from being an optimal approximation to Eq. 5.13. Nonetheless, we will use it below to successfully model behavior in a perceptual experiment involving very brief presentations of visual stimuli in which features are sometimes incorrectly bound. In the final section, we will briefly discuss the possibility that exactly this sort of crude approximation may underlie rapid inattentive perception, which is prone to perceptual errors; while more elaborate attentive processes may depend on refining the form of the approximation to match the particular stimulus or task.
Modeling behavior
We now turn to the question of how the framework developed above may be used to model data from two different behavioral experiments, both of which involve the combination of cues from multiple sources. As has been the case throughout the chapter, our goal here is purely didactic. The same data can be, and indeed have been, modeled just as successfully using simpler frameworks-these simpler frameworks were, however, tailored specifically to the particular experimental settings. By showing that similar results can be obtained from a more generic framework we hope to illustrate its power, and to be able to draw useful parallels between disparate phenomena. 4 The result we require is that if
Localizing simple cues
The first experiment we look at concerns a version of the "ventriloquist" effect. When presented simultaneously with a flash of light and a short burst of sound, observers often mislocate the source of the sound in a way that seems to be influenced by the location of the light. This phenomenon was studied by Körding et al. (2007) , who argued that the way in which the size of the effect falls off with the separation between the light and sound sources made it unlikely that this was a simple case of observers invariably combining visual and auditory cues to location. Instead, they developed a simple binding model of the type described in the introduction to this chapter, in which an ideal observer estimated the source of the sound, taking into account two possibilities: one, that the sound and light came from the same source, and the second that each originated independently of the other. The estimated location of the sound was then derived from the cues by weighting the effects of both models (Eq. 5.6).
The map-based framework that we have developed in the preceding sections may also be used to model these data, and in this section we will explore how. In fact, the model we will require here is considerably simpler to the one that we have laid out to this point, as we have no need to consider multiple different values of visual or auditory attributes. Each flash of light and burst of sound looks and sounds the same as any other. Thus, the only variable that we need keep track of is space. In this version of the model, then, the binary vector u extends only over space. A value of '1' indicates that a source (either visual, auditory, or both) is present at the corresponding location. In the simulations below, we choose a simple independent prior on the elements of u. As there is only one possible value for each attribute, the attribute-specific vectors, u α and u β , are identical to u in this case (that is, the projection matrices P α and P β are both identity matrices). The attribute maps, a α and a β , have the same dimensionality as u and indicate the "strength" (here, brightness or loudness) of the corresponding feature. To simulate the experiment within this model, we construct attribute maps that contain exactly one source each, positioned in the same way as the visual and auditory stimuli (see Fig. 5.3) . Körding et al. used 5 possible locations for the light and the sound, and so the dimension, D, of the attribute map vectors is taken to be 5. As the brightness and loudness of the stimuli used in the experiment did not vary, we can set the strength of a feature that is present to '1' without losing generality. Thus, the simulated attribute maps resemble source maps u. The difference is that although two sources, and therefore two '1's, might be needed in the source vector u, only one of these will appear in each of the corresponding visual and auditory attribute location vectors. The attribute value for the other source will be '0'. These attribute maps are then used to generate noisy cue maps as in the full model, now using one-dimensional Gaussian weights in the matrices Λ α and Λ β . The difference in accuracy between the auditory and visual localization systems is reflected in both different Gaussian extents within the weight matrices, and different degrees of noise (set by Ψ α and Ψ β ) in the cue maps.
We then simulate the observer's inferential process as follows. Based on the noisy cue-maps we construct a separate (marginal) posterior distribution over each attribute map, without specific reference to the structure of the experiment. That is, we do not assume during inference that u has either one or two non-zero entries, nor that a α and a β each contain exactly one non-zero attribute. The posterior is thus given by 18) with the corresponding expression for a β . For each setting of u, the conditional distributions of both the attribute and cue maps are Gaussian, and so the summand is straightforward to evaluate. Writing N (x; µ, Σ) for the multivariate normal pdf with mean µ and covariance matrix Σ as before, but now evaluated at x, we have:
as before. Thus, the posterior distribution over the attribute map is given by a mixture of 2 D (here 32) Gaussians. In this case, the small number of possible locations (and the fact that all lights and all sounds are identical) means that exact computation of this posterior is possible, and so we will not need to invoke the approximation scheme for these data.
We now have a modeling choice to make. How should this posterior distribution be translated into a reported location for the sound? The best justified approach would be to define a "cost" associated with each possible answer, and then choose the report that minimizes the expected cost under the calculated posterior. However, it is not obvious which the right cost function should be. Two obvious candidates might be a zero-one match-based cost, where the penalty for any error is the same; or a "squared-error" cost, where the penalty is related to the square of the distance between the report and the true source location. But it is hard to know which of these, or indeed the many other possible cost functions, observers might have employed-particularly as they were given no feedback about performance during the experiment. Thus, we make a slightly more ad hoc modeling choice here. We can easily find the mean of the posterior distribution on the attribute map: it is simply the average of the means of the Gaussians within the mixture, weighted by the proportions π(u). We take the reported location to be that associated with the peak of this mean function. A characteristic feature of the behavioral data that is difficult to capture in a simple cue-combination model is the way in which the relative bias in the reported sound location falls off as the true separation between the light and sound is increased. This is much easier to explain with a multiple object model, as pointed out by Körding et al. (see Fig. 5.4c) . In essence, the chance of mistakenly thinking that there was a single common source for both light and sound is reduced for larger separations, thus reducing the extent of the bias. The results from the present model also display this feature (Fig. 5.4d ).
As we said at the outset of this section, our goal in developing a model for these data was purely didactic. In this one experiment we do not expect the predictions of this type of model to differ substantially from that of the simple multiple objects model. The difference, of course, is in potential. Our cues and attributes are spatial maps rather than scalar location variables. This means the inferential model takes on a generic form, without specific reference to the fact that the experiment involved a single sound and light. (We did assume that there were only 5 possible source locations, although this was only a matter of convenience. Similar results are obtained carrying out inference over more possible locations.) As such, we have implicitly integrated over the possibility of any number (up to 5) of sources of each type being present. In practice, in these data this difference will be very small, as these other alternatives carry very little posterior probability. In principle, however, a similar model be used with no changes to handle a much more crowded environment.
Finally, before moving on to model a second experiment, it is worth reviewing some of the modeling choices we have made. First, we used a simple independent prior on the source locations (p(u)) with a high appearance probability. The experiment itself did not accord with this prior, and it is unlikely that observers' general experience would either. A more structured prior might therefore be preferable from a modeling standpoint, although determining the appropriate form would itself be something of a challenge. Second, the Gaussian distribution on attribute values, conditioned on the presence of the source, does not describe the current experiment well. In fact, about two-thirds of the objects in the experiment are associated with a 0 value of either loudness or luminance. The model, on the other hand, expects that most objects will exhibit both audible and visible attributes. It is thus arguable that a more appropriate model would include a conditional distribution over attribute values that was sparse, even when a corresponding object is present. Finally, as pointed out above, there are a number of ways in which the posterior distribution over attribute maps may be reduced to a single answer in the simulated experiment. In each case, one can see how to structure the model to more accurately reflect the experiment, and possible the observers' broader experience. However, the simple version we have described suffices to show how the general framework may be applied.
Localizing misbindings
A similar approach may be taken to model a related but slightly more elaborate experiment due to Hazeltine et al. (1997) , in which the reported location of an object was conditioned on the misbinding of two visual features. The study of visual feature misbinding or 'illusory conjunctions' dates to an experiment of Treisman and Schmidt (1982) who noted that observers asked to recall a briefly glimpsed display of colored letters would often report having seen one letter with the color of another. Despite some controversy (Donk, 1999; Prinzmetal et al., 2001; Donk, 2001 ) a number of similar experiments have elicited errors in binding judgments in a number of different ways (see e.g. Cohen and Ivry 1989; Ashby et al. 1996; Prinzmetal et al. 1986 as well as Hazeltine et al.) . In the experiment we seek to model observers briefly viewed a horizontal array of colored letters, followed by a masking display. They were asked to report the location of the green letter by pointing at the screen, and then to say whether that green letter was an 'O'. In half the trials, the green letter was indeed an O, in a quarter an O of another color appeared somewhere else in the display, and in the remaining quarter no Os were present. Hazeltine et al. were interested in trials where the green letter was misidentified as an O whilst an O of another color was present, and in whether the reported location of the green letter was displaced towards the location of the actual O, suggestive of an illusory conjunction in space (see Fig. 5 .6a). A second experiment yielded similar results when the roles of letter identity and color were reversed -subjects reporting the location of the letter O and then whether or not it was green -showing that the role of the two features was symmetric.
[ The model depends on the same sort of 'grid world' as before, this time exploiting the different feature dimensions as well as just location, but therefore requiring approximation. We consider 3 objects placed close together in the center of a field with 9 possible locations 5 , each with a different combination of 9 possible feature values. The simulation is illustrated in Fig. 5 .5, where the 3 different feature conjunctions are represented by the three white entries in each of the two u matrices at the far left. In this case the number of possible source configurations is 2 9×9×9 and exact inference is clearly intractable, despite the apparently modest size of the model. Therefore, inference was performed approximately, with posterior distributions over both feature maps, a α and a β , being inferred according to Eq. 5.17. The means of these posteriors (equal to the modes,â α andâ β , as the distribution is Gaussian) were used to make judgments. A particular discretized value of β (corresponding to "the letter is green" in the experiment) was taken to identify the target. We modeled the reported location of this target as the center of mass along the location dimension, x, for that target value (i.e. in a restricted region of the feature map, as indicated by the red horizontal box inâ β ). Each location within the α feature map (each column ofâ α ) was then weighted accorded to its value in the restricted region of the β map. We then summed the weighted map over space to obtain a marginal distribution over α, from which the highest mean feature strength could be selected. This perceived feature value was compared to the target value of α (corresponding to "is the green letter an O?") to yield a binary yes or no response.
We found the same displacement effect as reported by Hazeltine et al., illustrated in Fig. 5.6 . The plots in Fig. 5 .6 include data from trials where the target value of β is not co-located with the target value of α-i.e. , the green letter was not an O-and show the reported locations of the (green) target for both correct rejections (where the observer correctly says that the green letter was not an O; white circles), and false positives (where the observer incorrectly reports that the green letter was an O; black squares). The abscissae of the graphs are oriented so that the the 'distractor' letter (the O) was located to the right of the target on the plot, and so there is an attraction towards the location of the distractor when the observer incorrectly judges that both target feature values came from the same object. Thus, once again the simple model-this time with a simple approximation-is able to capture the essential features of the behavioral data. 
Final thoughts
In this chapter we have laid out one approach to describing the inferential problem encountered when integrating multiple different cues that may arise from many different objects. By switching representation from a set of discrete single-valued cues to a spatial representation based on attribute and cue 'maps' we were able to naturally model observers' behavior in some simple multi-object and multi-cue settings.
Whilst effective in these settings, the framework is still far from providing a complete description of perceptual inference and integration in cluttered scenes. A first clear shortcoming is that the model is tuned to a particular level of analysis, corresponding to what is often termed 'mid-level' perception, but cues must be integrated at all levels of perception. Second, while the framework makes it somewhat easier to phrase grouping and integration questions at this middle level, it cannot resolve the fundamental intractabilities associated with answering these questions. Thus, the identification of good approximate algorithms, and possibly of approximations that adapt to the task context, is an active area of research.
Object-based (high-level) cues. The framework we have developed here works best when the cues used for inference are inherently localized in space (in the visual case) or with respect to some other dimension of importance in grouping. We pointed out above that this is not true of all possible cues. For example, finding the apparent aspect ratio of an object requires a non-local computation over the object's boundary, and the resulting cue value is not uniquely identified with any particular position. However, whilst such non-locality is difficult to fit into the precise formulation we have developed, by itself it would not prove a fundamental obstacle to extension.
A more significant distinction may be drawn, on the other hand, between "high-level" cues, which can only be identified once a scene has already been parsed into objects, but which then provide information about the properties of those objects; and "mid-level" ones that require pre-segmentation computations on the sensory image, and which provide information which is helpful for the segmentation process itself as well as for the determination of object properties. As can be seen in the other chapters of this book, the integration of these high-level cues often seems to follow principles similar to those used at the lower levels. Despite this fact, their dependence on object segmentation makes it difficult to analyze them in parallel with the pre-segmentation cues. A model that incorporated both would be most naturally structured hierarchically, with the extraction and integration of these high-level cues being performed using the output of the mid-level processing modeled here. This is not to say that high-level cues cannot be integrated with mid-level ones, but that such integration is likely to occur either by the propagation of mid-level information to the higher levels or by constraint-based message passing between layers.
Approximation and attention. We argued that the combinatorial complexity of cue integration in a cluttered environment compels both human observers and machine-based algorithms to rely on approximations to optimal inference. The exact signatures of such approximation in behavior are not easy to tease out. In one sense, they should show up as suboptimality in perception. But whilst humans certainly appear to make 'mistakes' in perception, it is difficult to know whether these 'mistakes' arise from a mismatch between the stimulus and the observer's expectations, from a mismatch between the observer's goals and the expectations of the experimenter, or from a genuine sub-optimality of processing. On the other hand, one possible signature of this approximation process may come not from 'mistakes' as such, but from the phenomenon of sensory attention.
One way in which human observers appear to be suboptimal is in their inability to process or 'attend' to all aspects of a cluttered scene at once. Intriguingly, attention has often been linked to the problem of feature integration, and some of the largest behavioral and neural effects of attention are seen when stimuli are crowded. Sensory attention is often described as a response to a limitation of some resource. In such accounts, however, the questions of precisely what is that resource, and why it should be limited, often go unanswered.
The sort of analysis we have described here may suggest an answer to this question, as explored by Whiteley (2008) in her Ph. D. thesis. The limited resource is computational: it is the capacity to perform inference within combinatorially complex settings. To do so optimally would require either physical resources or time that would grow combinatorially in the number of possible objects that must be considered. Faced with limited physical systems and with the need to perceive and act rapidly, observers have evolved to approximate. However, a single fixed approximation of the sort that was considered here may not be ideal. A more refined approach would be to tailor the approximation to the job at hand: that is, to adjust it with both the current sensory environment and the current task set. Indeed, a number of different approximations may be attempted one after the other, to achieve a sort of serial search. In this view it is this process of adapting the approximation that is the effect of, and reason for, sensory attention. u ∼ sparse
The generative model of 'grid world' This schematic illustrates the generation of noisy observations, c, from an underlying state of the world, u, in the simple grid world in which simulations take place. The white squares in u α and u β indicate which feature-location pairs are 'on', and the strength of these features (for example, contrast for orientation and luminance for color) is generated from a zero-mean Gaussian distribution, producing attribute maps a α and a β . In the representations of the maps, gray indicates zero strength, and black and white indicate the extremes of an opponent axis. To generate noisy observed cues, a α and a β are multiplied by Gaussian weight matrices, Λ α and Λ β , which smear out the attribute map entries. One component of Λ is illustrated above the arrows that join a to c, and the matrix consists of one such component centered on each location-feature pair. Independent Gaussian noise, Ψ, then corrupts the cues c α and c β .
generation inference Figure 5 .3: Visual and auditory stimuli: example observations and inference. Generation of one simulated example of attribute and cue maps, each a function of space (x) alone, with the sound source at position 2 and light at position 4. Feature-presence maps (u) both reflect both sources, but for each feature (sound, α, or light, β) only one source has a non-zero attribute value (a). Cue maps (c) are more densely sampled and noisy. The auditory cue (c α ) is more extensively smeared and more noisy than the visual. Red arrows show the flow of dependence. Inference of attribute and source maps given the cues. The shaded maps represent the mean of the inferred distributions over each corresponding variable, where in each case the other two variables have been integrated or summed over (e.g. Eq. 5.19). Bidirectional red arrows reflect the interdependence of the estimates. Red arrowheads over the mean estimated attribute maps indicate the locations of the maxima, which correspond to the simulated reported locations. Thus, in this simulation, the sound source was mislocalized to the position of the light. Generation of one simulated example of attribute and cue maps. The attribute maps indicate three letters in the display, each with a unique combination of color (β) and letter identity (α), which generate smeared and noisy cue maps as in Fig. 5 .2. Inference of attribute maps, reported location and binding, given the noisy cues. Mean attribute maps (â) are estimated under the approximation of Eq. 5.17. The red box overâ β indicates the instructed color to be located ('green'); red arrowhead indicates the reported location (thresholded center-of-mass). The marginal false color map to the right ofâ α shows the summed attribute strength, weighted by the values ofâ β within the red box. The red arrowhead indicates the reported letter identity. In this simulation the green letter was mislocalized towards the left, and mis-associated with the identity of the leftmost letter. Observers were asked to locate the green letter, and then say if it was the letter O-trials shown here are those in which the green letter was not an O, but an O of another color was present in the display (at +28 pixels). Graphs show binned histograms of reported locations when observers incorrectly identified the green letter as an O (black squares) and when they correctly reported that it was not an O (white circles). The distribution of reported locations of misbound letters is displaced towards the location of the 'distractor' O. B, Results of the map-based model simulation, sorted and binned as in A. The distractor is at position 2. There is less dispersion in responses, but the bias in reported locations associated with misbinding is evident.
