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Wireless ad hoc networks (WAHNs) are a class of wireless networks that
do no rely on a pre-existing infrastructure. Due to the infrastructure-less
nature of WAHNs, the nodes themselves act as routers. A wireless mesh
network (WMN) is a special type of WAHN that consists of a network
of access points which are connected to each other through wireless links.
While a WAHN is typically formed in an ad hoc manner, when the wireless
devices come within communication range of each other, a WMN often has
a more planned configuration. Compared to infrastructure-based networks,
some of the advantages of WAHNs and WMNs include independence from
central network administration, scalability, rapid deployment, last mile con-
nectivity and cheaper network setup.
Power consumption is an important design criteria in WAHNs and WMNs,
least because it directly impacts the cost of network operation and main-
tenance. To add to this, the information and communication technology
(ICT) industry is already being labeled as a substantial contributor to the
total CO2 emissions on the planet. For this reason, green ICT has become a
critical issue world wide. Since routing is one of the core functions of multi-
hop networks like WAHNs and WMNs, significant research effort is being
made to design energy-efficient and power saving routing algorithms. This
thesis focuses on power-aware and energy-efficient routing in static WAHNs
and WMNs that aim to extend network connectivity through multi-hop
communication. Different transmission strategies are investigated for en-
ergy efficiency. These include point to point non-cooperative transmis-
sions, distributed beamforming and centralized beamforming. Then, several
power saving routing algorithms are proposed, each tailored for a specific
type of transmission strategy. The proposed algorithms aim to minimize
the end to end path power consumption while satisfying the signal to noise
ratio requirements of the destination and the relay nodes.
The performance of the proposed schemes is investigated thoroughly. Var-
ious figures of merit are used to highlight the efficiency of the proposed
5
algorithms. These include end-to-end power consumption, total hop count,
end-to-end delay and throughput. While most of the simulations are car-
ried out in MATLAB, some packet level simulations are also conducted
in OMNET++. The numerical and analytical investigations highlight the
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Over the last two decades, telecommunication networks have seen an explosive growth,
mainly due to the rapid advancements in wireless communications. A plethora of wire-
less technologies have emerged, including Wireless-Fidelity (WiFi), Bluetooth, ZigBee,
Ultra Wide Band (UWB), Worldwide Interoperability for Microwave Access (WiMax),
etc. These technologies are being supported by an ever increasing number of devices
such as laptops, tablets, smartphones, etc., allowing them to connect to a variety of
networks.
In general, wireless networks can be broadly categorized into infrastructure-based
networks and infrastructure-less networks. Examples of infrastructure-based networks
include Global System for Mobile Communications (GSM), Universal Mobile Telecom-
munications System (UMTS), Long Term Evolution (LTE) and Wireless Local Area
Networks (WLANs). All these standards are based on a fixed, wired, backbone infras-
tructure. Through this backbone network, the data traffic is routed over the internet.
Contrary to this, infrastructure-less networks do not rely on such a wired backbone
and are created when wireless devices communicate directly with one another, through
point-to-point connections. For example, wireless ad hoc networks (WAHNs) are de-
centralized wireless networks that do not rely on a pre-existing infrastructure. The
independence from a pre-established infrastructure is achieved by increasing the node
functionality. For example, a node in a WAHN directly forwards the data to the
other nodes, thus eradicating the need for routers or access points. Compared to
infrastructure-based networks, some of the advantages of WAHNs include indepen-
dence from central network administration, scalability, rapid deployment, last mile
connectivity and cheaper network setup. Some of the major utilization envisioned for




Different types of WAHNs include mobile ad hoc networks (MANETs), wireless
mesh networks (WMNs) and wireless sensor networks (WSNs). An example of a
MANET is shown in Figure 1.1(a), where the mobile terminals communicate with
each other over the wireless channel. Such a network can be used in battlefields or in
a disaster-hit area. Figure 1.1(b) illustrates an example of a WMN where the static
access points act as wireless routers while the mobile nodes are the mesh clients. Such
networks can be used to implement a rooftop network which provides last mile connec-
tivity to the residents in a neighborhood. As the data rate requirements increase, the
range of wireless network coverage is reduced, raising investment costs for building in-
frastructure with access points to cover service areas. WMNs are unique enablers that
can reduce this cost due to their flexible architecture. Finally, Figure 1.1(c) depicts an















Figure 1.1: Types of wireless ad hoc networks. The dashed lines represent the wireless
link between the terminals. (a) A mobile ad hoc network formed of seven mobile ter-
minals, (b) a wireless mesh network of access points and (c) a wireless sensor network.
WAHNs are purely distributed systems and routing is an important function of such
multi-hop networks. Due to the lack of dedicated routers and routing databases, the
often limited capabilities of the participating nodes and the frequent topology changes,
routing in WAHNs is a challenging task and a number of routing protocols for WAHNs
have been proposed in the past [1–5]. The works reported in [1–5] cover different as-
pects of routing in WAHNs, ranging from capacity and throughput maximizing routing
protocols to power-aware routing protocols.
1.1 Scope of the Work
The thesis focuses on power-aware and energy-efficient routing in static WAHNs that
aim to extend network connectivity through multi-hop communication. Specifically,
WMNs of wireless access points and WAHNs of randomly distributed nodes are taken
19
1. Introduction
into consideration. In such networks, power consumption is one of the key factors in
maintaining the cost of network operation. With the growing energy prices worldwide,
operators are increasingly concerned regarding the maintenance of these networks. Fur-
thermore, the information and communication technologies (ICT) industry is already
being labeled as a substantial contributor to the total CO2 emissions on the planet and
a significant portion of this is contributed by the wireless and mobile communications
industry. It has been shown in [6] that the CO2 footprint of ICT is 25% of the 2007 car-
bon footprint for cars worldwide. As another figure of merit, it is expected that in near
future, ICT related activities will account for 14% of the overall electrical energy con-
sumption worldwide [7]. In such circumstances, it comes as no surprise that green ICT
is attracting significant attention worldwide. For example, in Europe, EARTH (energy
aware radio and network technologies) [8] and the Green Radio program within UK’s
MOBILE VCE [9] are leading from the front in designing green radio architectures
and technologies. In Asia, Green-IT [10] from Japan is focused on developing energy
consumption metrics and energy efficiency standards for networking technologies. On
a more global scale, Green Touch [11] aims to deliver the architecture, specifications
and road map to increase network energy efficiency by a factor of 1000 as compared to
the levels in 2010.
Since routing is one of the basic functions of multi-hop networks like WAHNs and
WMNs, a lot of research effort is being made to design energy-efficient and power saving
routing algorithms for such networks [5, 12]. In this thesis, a cross-layer design approach
is adopted to design power-efficient routing algorithms. At the physical layer, different
energy-efficient transmission techniques are proposed and investigated. Based on these
techniques, several power saving routing algorithms are proposed at the network layer.
Each of these algorithms is tailored for a specific type of transmission strategy. The
algorithms are designed based on the transmission power consumption and the fixed
circuit power consumption.
The performance of the proposed schemes is investigated thoroughly. Various fig-
ures of merit such as end-to-end power consumption, total hop count, end-to-end delay
and throughput are used to evaluate the efficiency of the proposed algorithms. While
most of the simulations are carried out in MATLAB, some packet level simulations are
also conducted in OMNET++. The results show significant overall improvement in
the performance of routing algorithms, in terms of power consumption, as compared





The contributions of this thesis lead to the design of several power saving routing
algorithms for WMNs and WAHNs. Some key outcomes and findings of this work are
summarized below:
1. The first proposed algorithm is presented in chapter 3. Initially, the chapter high-
lights the impact of fading on existing power saving routing algorithms. Through
analysis, it is shown that the fading coefficients, due to their randomness, cannot
be incorporated directly into the existing power aware routing algorithms, hence,
the performance of these algorithms is susceptible to the impact of multipath
reflections. Two decision metrics are introduced, which can be used to select the
next hop destination. Using these metrics, a power-aware routing algorithm is
proposed. The algorithm is adaptive with realistic channel variations in terms of
multipath fading, and hence, is suitable for interconnecting the base station sub-
systems (BSS) in a cellular mesh network or interconnecting the randomly placed
nodes in an ad hoc network. Results show that the proposed routing algorithm
significantly reduces the power consumption as compared to the baseline routing
algorithm. Furthermore, this power saving is achieved while consuming almost
the same number of hops as the baseline routing scheme.
2. A distributed-beamforming based cooperative routing algorithm is presented in
chapter 4. The proposed power-aware cooperative routing (PACR) algorithm
finds an optimal route from the source to the destination by taking into consid-
eration the circuit power consumption of the cooperative communication. Unlike
the previous works, in PACR, the transmitting nodes cooperatively select the
next hop destination and the algorithm is distributed, i.e., it does not require
a pre-determined route from source to destination. The concept of supernode
with improved power efficiency is introduced to model a group of cooperating
base stations as a single node and this enables us to find the optimal distance for
cooperative transmission. Simulation results confirm PACR’s improved energy
saving potential over the baseline cooperative and non-cooperative routing algo-
rithms. This improved power saving is achieved by incorporating fewer number
of hops as compared to the baseline algorithms. PACR is suitable for macro and
micro cellular networks with cell radii ranging from 50m to 1500km.
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3. Power and interference aware routing is investigated in an underlay multi-hop
secondary network. Transmit beamforming is utilized in order to guarantee co-
existence of the secondary users with the primary nodes. Although beamforming
has been proposed in the past as a way to improve the capability of secondary
network nodes, the work presented in this thesis goes beyond previous attempts
by taking into account beamforming in the selection of relays in multi-hop con-
nections. A new cost metric is proposed which is used to design an optimized,
beamforming based routing algorithm with three-fold objective: to minimize the
end to end path power consumption; to minimize the co-channel interference
imposed within the secondary network and to minimize the number of primary
interference constraint violations. The proposed strategy is compared with previ-
ous work that adopted beamforming in the secondary network without changing
the path. The computer simulations are performed by combining a signal process-
ing tool, i.e., MATLAB, and a network simulator, i.e., OMNet++. Simulation
results from MATLAB confirm that the optimized routing algorithm outperforms
the original routing algorithm in terms of both, the interference generated within
the secondary network and the number of primary interference constraint viola-
tions. Furthermore, it is shown that for networks with a large number of primary
nodes, the optimized algorithm outperforms the baseline algorithm in terms of
power consumption. Finally, the simulations carried out in OMNet++ confirm
the improved throughput of the secondary network when no constraints from
primary nodes are imposed, while they highlight a trade off between coexistence
capability and secondary network performance when the presence of primary
nodes has to be taken into account.
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1.3 Thesis Outline
The rest of this thesis is organized as follows. Chapter 2 provides a literature review
of the works related to the proposed research topic. The aim is to provide a technical
background that is required to understand the problem area that is addressed in this
thesis. Based on various types of routing strategies and objectives, the chapter divides
power-aware routing protocols into different categories. While all these categories are
discussed in general, the chapter focuses specifically on the class of power-aware routing
protocols that are related to the work presented in this thesis.
After reviewing the related literature in Chapter 2, the main contributions of the
thesis are discussed in chapters 3, 4 and 5. Chapter 3 focuses on single antenna systems.
After analyzing the impact of fading on power saving routing algorithms, a new power
aware non-cooperative routing algorithm is proposed. Chapter 4 proposes a cooperative
routing algorithm which is based on distributed beamforming. Chapter 5 dwells upon
power and interference aware routing in a multi-hop, ad hoc cognitive radio network.





This chapter provides a detailed overview of the existing research works on power-aware
routing in WAHNs. Due to the absence of a fixed infrastructure, the nodes in a WAHN
communicate with each other through radio transmissions, either directly or indirectly
through relaying. Typically these nodes are battery powered and have limited energy
supplies. When a node runs out of battery, it ceases to function. Consequently, the
network is partitioned and communication is disrupted. Thus, power consumption
is one of the key factors that affect the overall performance of a WAHN. Even for
scenarios where power supply is not an issue, for example, rooftop networks that provide
last mile connectivity, the power consumption still maintains its importance as a key
performance metric for two reasons: firstly, it directly impacts the cost of operating the
network and secondly, it effects the environment due to the greenhouse gas emissions
that result from generating electricity [13]. Since routing is one of the core functions of
WAHNs, a lot of research effort has been made in the past to design power-aware and
energy efficient routing algorithms for such networks [5, 12, 14–20]. The remainder of
this chapter discusses these research contributions.
2.1 Introduction
As mentioned previously, developing power-aware routing protocols for ad hoc wireless
networks has been an extensive research area in recent years, and many protocols
have been proposed from a variety of perspectives. In [5], Li et al. survey a number of
contemporary research papers on energy aware routing in wireless ad hoc networks. The
authors broadly divide the power-aware routing protocols into two categories: activity-
based and connectivity-based protocols. Activity-based protocols address the issue of
power consumption as it relates to network activity, i.e., the actual transmission of data
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between nodes in the network. On the other hand, connectivity-based routing protocols
reduce power consumption while ensuring effective connectivity for the overall network.
In [12], the authors discuss the core requirements for routing in WMNs and present
complete descriptions of several routing schemes available in literature. Reference
[14] proposes five different matrices that can be used to classify power-aware routing
algorithms for mobile ad hoc networks. Important research papers related to different
layers of the protocol stack have been reviewed in [15], which also proposes several
metrics to study the performance of energy-efficient routing algorithms. These metrics
include: Energy consumed per packet; Time to network partition; Variance in power
levels across mobiles; Cost per packet and maximum mobile cost. In [16], Goldsmith
and Wicker discuss the design challenges of energy-efficient protocols in various layers
of the protocol stack. The authors show that cross layer design of these protocols is
imperative to meeting emerging application requirements, particularly when energy
is a limited resource. The study on WSNs in [17] classifies the routing techniques
based on the network structure into three categories: flat, hierarchical, and location-
based routing protocols. In flat routing, each node typically plays the same role and
sensor nodes collaborate to perform the sensing tasks. In hierarchical routing, higher
energy nodes are used to process and send the information, while low-energy nodes are
used to perform the sensing in the proximity of the target. Finally, in location based
routing, sensor nodes are addressed by means of their locations. Additionally, [17] also
studies the design trade-offs between energy and communication overhead savings in
each routing paradigm.
In [18], the authors study energy efficient multicasting in WAHNs with both,
omni-directional and directional antennas. The study divides energy-aware broad-
cast/multicast problem into two categories: the MEB/MEM (minimum energy broad-
cast/multicast) problem and the MLB/MLM (maximum lifetime broadcast/multicast)
problem. MEB/MEM minimizes the total transmission power consumption of all nodes
involved in the multicast session while MLB/MLM maximizes the operation time until
the battery depletion of the first node involved in the multicast session. Reference
[19] presents a few energy-efficient routing techniques for wireless multimedia sensor
networks. Further, a classification of the routing protocols for such networks is pre-
sented. The study is based on the energy efficient techniques combined with quality of
service (QoS) assurance for wireless multimedia sensor networks. In [20], Pantazis et
al. classify energy efficient routing protocols into four main schemes: Network structure
based; Communication model based; Topology based and reliability based routing . The
authors discuss the performance of different routing schemes in terms of advantages,
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drawbacks, scalability, mobility and robustness.
The current chapter builds on the above described works by extensively reviewing a
number of recent papers and categorizing known power-aware routing algorithms into
different classes as explained in the next section.
2.2 Classification of Power-aware Routing Algorithms
Generally, the power-aware routing algorithms can be classified into two main cate-
gories:
1. Non-cooperative routing algorithms.
2. Cooperative routing algorithms.
Non-cooperative Routing Algorithms
Non-cooperative routing algorithms are those algorithms in which the source and the
relay nodes individually select, and forward the data to, the next hop destination 1
(NHD). In such algorithms, all the radio transmissions are either point to point or
point to multipoint. The term non-cooperative here means that the network nodes
which are located in close vicinity to a transmitting node do not help the transmitter
in sending data towards the next hop destination.
Cooperative Routing Algorithms
Cooperative routing algorithms are those algorithms in which the source and the relay
nodes are helped by their neighboring nodes in transmitting the data towards the
next hop destination. These algorithms combine energy-efficient route selection at the
network layer with efficient transmission schemes at the physical layer.
Figure 2.1 illustrates a classification structure for different types of power-aware
routing algorithms for multi-hop wireless networks. As shown in the figure, the non-
cooperative energy efficient routing algorithms can be divided into three main cate-
gories: Broadcast/Multicast; Unicast and network structure and connectivity based
algorithms. In broadcast/multicast routing, data packets are efficiently distributed
among a set of listeners in multipoint networks. Such routing uses point to multipoint
transmissions at the physical layer. In unicast routing, at each hop along the route
towards the destination, the data is transmitted from a single transmitting node to a




































Figure 2.1: Classification of power-aware routing algorithms for wireless ad hoc networks.
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single receiving node. Unicast routing is further divided into progressive energy saving,
network lifetime maximizing and hybrid routing protocols. Progressive energy saving
routing algorithms minimize the energy consumption per packet as it progresses from
the source towards the destination. The goal of these algorithms is to find a routing
path with minimum energy consumption. One drawback of the progressive energy sav-
ing routing algorithms is the overuse of a small subset of nodes. Given their goal of
minimizing energy consumption, progressive energy saving routing algorithms do not
account for the fact that some nodes might be over utilized, resulting in rapid battery
drainage and ultimately, the partitioning of the network. Maximizing the network life
algorithms remove this drawback by consuming the node energy in a more balanced
manner, i.e., these algorithms distribute the traffic within the network such that no
specific group of nodes is over-utilized. Finally, the network structure and connectivity
based routing algorithms organize the network topology and structure such that the
energy consumption is minimized while maintaining effective network connectivity.
As shown in Figure 2.1, cooperative routing algorithms can be divided into two main
categories. Each of these two categories has already been defined above. As mentioned
previously, the main difference between the cooperative and non-cooperative routing
algorithms is the transmission strategy used at the physical layer. The next two sections
discuss the relevant research contributions for the non-cooperative and the cooperative
routing algorithms.
2.3 Non-cooperative Routing Algorithms
In this section, we survey a number of research works on non-cooperative power-aware
routing algorithms. Before we begin, it is imperative to explain the commonly used
power consumption model. The power consumption between two nodes, at a distance
d from one another, is given as P = βdα +C, where β is a constant which depends on
the receiver noise power, the receiver signal-to-noise-ratio (SNR) requirements and the
transmitter power amplifier efficiency. Moreover, α is the pathloss exponent and C is
power consumed by the radio electronics which depends on factors such as processing,
encoding, and decoding at each node [21–23].
2.3.1 Unicast
Unicast based energy efficient routing is a well investigated form of power-aware rout-
ing. As mentioned previously, it can be further divided into progressive energy saving
and network lifetime maximizing routing algorithms. There are also hybrid routing
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algorithms which try to minimize power consumption while maximizing the network
lifetime. Such hybrid algorithms will be discussed at the end of this subsection.
Progressive Energy Saving Routing Algorithms
As mentioned previously, these algorithms aim to minimize the energy consumption
per packet as it propagates from the source towards the destination. If nodes have
information about position and activity of all other nodes in the network, then the
optimal power saving algorithm, that minimizes the total energy per packet, can be
obtained by applying Dijkstra’s single source shortest weighted path algorithm. Each
edge weight is then set as u(d) = βdα + C, where d is the length of the edge.
In [21], Stojmenovic and Lin propose a location-aided power saving routing algo-
rithm for static wireless ad hoc networks. The authors assume that each node within
the network is aware of its own location, the location of each of its neighbors and the
location of the destination. This information can be obtained through global posi-
tioning system (GPS) services or using other so called location services [24]. Through
analysis, it is shown that for a source-destination pair denoted by S and D, respec-
tively, and separated by a distance d, direct transmission between S and D is optimal




, otherwise, the data should be routed with the help of intermediate
relay nodes. When transmitting a message, each originating node S (either the source
node or one of the intermediate nodes) will always select the NHD that minimizes the
total power needed for the transmission from S to D, which is approximated by
P (S,D) = βrα + C + sC(β(α− 1)/C)1/α + sβ(β(β(α− 1)/C)(1−α)/α, (2.1)
where r is the distance between S and the selected NHD while s is the distance between
the NHD and D. Numerical investigations carried out in [21] show that the proposed
distributed power efficient routing algorithm outperforms all known GPS-based algo-
rithms for different network sizes.
The work in [21] is extended in [22], where the authors study the fundamental
impact of localization errors in the design of energy-efficient geographic routing algo-
rithms. An in-depth analysis of the impact of location errors on geographic routing in
terms of energy efficiency is carried out. By incorporating location error statistics into
an objective function, the authors propose a new energy-efficient geographic routing al-
gorithm. First, the authors minimize (2.1) over the set v = {(r, s) : r > 0, s > 0, r+s ≥
d}. By modeling this problem as a multi-variable constrained optimization problem,
the authors show that the power is minimized when S, NHD and D are all collinear and
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this optimal location as LO, the proposed algorithm forwards data to a neighboring
node which has the minimum expected distance from LO. Extensive performance eval-
uations show that the proposal is robust to location errors, thus statistically minimizing





Figure 2.2: Selecting the best neighbor in localized routing protocols.
In [25], Kuruvila et al. propose two progress and location based power-aware routing
algorithms. The algorithms can be explained with the help of Figure 2.2. Let |SA| = r,
|SD| = d and |AD| = x, with x < d. The first algorithm, Power Progress Algorithm, is
based on the notion of proportional progress, i.e., the power used to make a portion of
the progress towards the destination. The source node S forwards its information to a
neighboring node A that minimizes the function (rα+C)/(d−x), where the numerator
represents the power consumed in transmitting from S to A while the denominator rep-
resents the portion of the progress made towards the destination. With similar advance
continuing, there would be d/(d−x) such steps, and the total cost for the whole route
would be (rα+C)d/(d−x). The second algorithm, called Iterative Power Progress Al-
gorithm, is an extension of the Power Progress algorithm. The algorithm is explained as
follows: At each hop, after selecting the node A as explained previously, the algorithm
finds a neighboring node B which satisfies (power(|SB|)+power(|BA|)) < power(|SA|)
and has the minimum (power(|SB|)+ power(|BA|)) measure. If such a node B exists,
then it replaces SA as the NHD. This process is iteratively repeated until no further
improvement is possible and node S forwards the message to the selected NHD. The
process is repeated at every hop until the final destination is reached.
Xue and Li [26] propose a distributed location-aided power-aware routing (LAPAR)
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algorithm. The algorithm is based on the notion of relay regions . The relay region of
a source node S and a relay node R is the set of destination nodes for which relaying
through R is more power efficient than transmitting directly from S [23]. In LAPAR,
the routing decisions are based on the information regarding a node’s neighbors and
the location of the destination node. If the destination node lies in a single neighbor’s
relay region, that neighbor is chosen as the NHD. If the destination node lies in the
intersection of relay regions for multiple neighbors, a greedy strategy is used to select
the NHD. Simulation results show that LAPAR adapts well to node mobility.
The Power-Aware Routing Optimization protocol (PARO) [27] reduces transmission
power by taking advantage of intermediate forwarding. Using PARO, one or more
intermediate nodes called redirectors elects to forward packets on behalf of source-
destination pairs, thus reducing the aggregate transmission power consumed by wireless
devices. PARO is applicable to a number of networking environments including sensor
networks, home networks and mobile ad hoc networks.
In [28], Ko and Vaidya propose location aided routing (LAR) protocol for mobile
ad hoc networks. In LAR, when node S wants to establish a route to node D, it
computes an expected zone for D based on available position information. If no such
information is available, LAR is reduced to simple flooding. If location information
is available (e.g., from a route that was established earlier), a request zone is defined
as the set of nodes that should forward the route discovery packet. The request zone
typically includes the expected zone. Two request zone types have been proposed in
[28]. The first is a rectangular geographic region. In this case, nodes will forward the
route discovery packet only if they are within that specific region. This type of request
zone is shown in Figure 2.3 (Redrawn from [28]). The second is defined by specifying
(estimated) destination coordinates plus the distance to the destination. In this case,
each forwarding node overwrites the distance field with its own current distance to the
destination. A node is allowed to forward the packet again only if it is at most some δ
(system parameter) farther away than the previous node.
In [29], Subbarao proposes the minimum power routing (MPR) algorithm, which
addresses both, reliability and power consumption issues. The algorithm is based on
channel inversion based power control. Each node transmits with just enough power
to ensure reliable communication. The transmit power for a link i − j, where i is





, where Eb is the desired
bit-energy-to-noise-density ratio at node j, hij is the channel coefficient which also
includes the interference for the link i − j and dij is the distance between i and j.
When calculating potential transmission costs for reliable message delivery, link error
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Figure 2.3: Example of request and expected zones in LAR.
rates are also taken into consideration.
In [30], Zimmerling et al. propose the minimum energy relay routing (MERR)
algorithm for linear wireless sensor networks. The MERR is based on the idea that
the distance between two nodes that transmit data is very closely related to the energy
consumed on the entire path. Each sensor seeks independently for that node within
its maximum transmission range whose distance is closest to the optimal distance dopt,
explained earlier in this section. Once all sensors have decided on their respective next
hop node, they adjust their transmission power to the lowest possible level such that
the radio signal can still be received by this node without any errors. In operation, a
sensor transmits always to its preassigned next-hop node, regardless of whether it is
data received from other upstream nodes or data obtained by its own sensor readings.
Maximizing Network Lifetime Routing Algorithms
One of the drawbacks associated with progressive energy saving routing algorithms is
the lack of consideration for the remaining battery power of the nodes participating
in the routing process. This results in the over-use of a subset of nodes which rapidly
drain out their batteries, resulting in possible partitioning of the network. This dis-
ables further information delivery even though there are many remaining nodes with
plenty of energy. To make up for this drawback, maximizing network lifetime protocols
consume the node energy in a more balanced manner. In [31], the authors consider
the problem of energy-aware routing with distributed energy replenishment. They pro-
vide an algorithm that achieves a logarithmic competitive ratio and is asymptotically
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optimal with respect to the number of nodes in the network.
The energy-aware temporarily ordered routing algorithm (E-TORA), proposed in
[32], selects routes according to the hop-count and the remaining energy of the network
nodes. The E-TORA mechanism is based on selecting the route that maximizes the
function f = ζ Emin
E
+ (1 − ζ) h
hmin
, where ζ is a constant between 0 and 1, Emin is the
minimal energy of the nodes on the route, E is the average energy of the nodes on the
route, h is the hop count of the route and hmin is the hop count of the shortest path.
Results show that E-TORA effectively balances the energy consumption of each node
and evidently, increases the lifetime of the network.
In [33, 34], Chang and Tassiulas propose distributed energy-efficient algorithms by
formulating the routing problem with the objective of maximizing the system lifetime
given the sets of origin and destination nodes and the information generation rates
at the origin nodes. A class of flow augmentation algorithms and a flow redirection
algorithm is proposed, which balance the energy consumption rates among the nodes in
proportion to their energy reserves. Through linear programming, the authors compute
the optimal achievable lifetime of the network and show that when there are multiple
power levels then the achievable lifetime is close to the optimal one most of the time.
Simulation results confirm that the proposed schemes maximize the network lifetime
by as much as 60% when compared with conventional minimum transmitted energy
routing.
The minimum battery cost routing (MBCR) algorithm, proposed in [35], utilizes
the technique of cost function to maximize the lifetime of the network. In MBCR,










and cti is the remaining battery capacity of the node i at time t.
The algorithm attempts to find the path which has the minimum battery cost, i.e.,
it selects Ri = min{Rj |j ∈ A}, where A is the set containing all possible routes. In
addition to MBCR, [35] also proposed the min-max battery cost routing (MMBCR)
algorithm. The algorithm is an extension to MBCR and it is based on the observation
that with the summation based cost function used in MBCR, the algorithm can still
select a route containing nodes with little remaining battery capacity. For example. if
the other nodes along the route have large remaining capacity. This issue is addressed





In [36], Yu et al. propose the geographic energy-aware routing (GEAR) algorithm
which utilizes energy-aware and geographically informed neighbor selection heuristics to
route a packet towards the target region. Two main characteristics of this protocol are:
1) When a closer neighbor to the destination exists, GEAR picks a NHD among all the
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neighbors that are closer to the destination. 2) If no such neighbor is available, GEAR
picks a NHD that minimizes some cost value of this neighbor. The main advantage of
the GEAR is that each node knows its own remaining energy level and its neighbors’
remaining energy levels through a simple neighbor hello protocol. Simulation results
carried out in [36] suggest that GEAR performs significantly better than the baseline,
non-energy-aware routing algorithm.
Singh et al. [14] propose to use a function f(A) = 1/g(A), where g(A) denotes the
remaining lifetime of node A (g(A) is normalized to be in the interval [0,1]) while f(A)
denotes node A’s reluctance to forward packets. Thus reluctance grows significantly
when lifetime approaches 0. The reluctance f(A) is used as a weight in a shortest
weighted path algorithm. The algorithm attempts to choose a path that minimizes
the sum of f(A) for nodes on the path. In [37], Mabrukh and Subbarao propose the
maximum survivability routing (MSR) algorithm which aims at preserving network
connectivity by choosing routing paths according to the remaining battery life of nodes
along the route towards the destination. In MSR, the cost function for a route R is
given as CR ≡ f(Ti, i ∈ R) = (
∑
i∈R(1/Ti)
η)1/η, where η ≥ 1 is a parameter while Ti
is an estimate of the remaining battery life. Ti is defined as the ratio of the node’s
remaining power and power draining rate.
In [21], Stojmenovic and Lin propose a cost aware localized algorithm which is based
on constant power for each transmission. The cost c(A) of a route from S to D via a
neighboring node A is given as c(A) = 1
g(A)
+ N , where g(A) denotes the remaining
lifetime of A while N is the cost of remaining path. N is assumed to be proportional to
the number of hops between A and D. The number of hops, in turn, is proportional to
the distance d = |AD|, and inversely proportional to the transmission radius R. Thus
N = td/R, where factor t is a constant which depends on the network conditions. The
cost c(A) of a route from S to D via A is thus estimated to be c(A) = f(A) + td/R. If
the destination is one of the neighbors of node S currently holding the packet then the
packet will be delivered to D. Otherwise, S will select one of its neighbors A which will
minimize c(A). The algorithm proceeds until the destination is reached, if possible, or
a node has no closer node to destination than itself.
Kim et al. [38] focus on MANETs. The authors are of the view that the battery’s
drain rate is a more useful metric than the remain capacity. Accordingly, the cost
function used in [38] for a node ni is given as Ci =
RBPi
DRi
, where RBPi is the residual
battery power and DRi is the battery’s drain rate. Each node computes its drain rate
based on changes in its energy level and adjusts its cost accordingly. The lifetime Lp
of a routing path P equals the minimum value of Ci over the entire path. The authors
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propose a minimum drain rate (MDR) mechanism which selects the path with the
highest lifetime value. Performance evaluation, carried out in ns-2, shows that MDR
can prolong the lifetime of both, network nodes and connections.
The distributed energy-aware routing algorithms proposed in [39] focus on max-
imizing the amount of information transmitted per energy unit while also balancing
energy usage among all network nodes. Notably, the authors propose two decision ma-




where Pij is the power required to transmit data from node i to node j while Ri and
Rj represent the residual energies of nodes i and j, respectively. The path which min-
imizes Dij is then selected to route the information. The second metric attempts to
find paths with more residual energy even though it may consume additional energy.






, where Wp and We are weights that can be used
to favor either of the two terms, Pmax is the maximum transmission power level while
Eoj and E
r
j , respectively, represent the initial energy level and residual energy level of
node j.
Hybrid Routing Algorithms
Hybrid routing algorithms attempt to find the minimum energy paths while maximizing
the network lifetime. Stojmenovic and Lin [21] propose two different ways to combine
power and cost metrics into a single power-cost metric, based on the product and sum of
two metrics, respectively. If the product is used, then the power-cost of sending message
from S to a neighbor A is equal to powercost(S,A) = f(A)u(r), where |AS| = r, f(A)
is a function of the remaining battery lifetime for node A and u(r) = βrα+C. The sum,
on the other hand, leads to powercost(S,A) = au(r)+bf(A), for suitably selected values
of a and b. In the proposed power-cost efficient routing algorithm, the node S currently
holding the message forwards it to a neighbor A that minimizes powercost(S,A). More
works based on hybrid routing algorithms can be found in [35, 40, 41].
2.3.2 Multicast/Broadcast Algorithms
Wireless ad hoc networks make extensive use of multicasting and broadcasting during
communication. Given the energy constraints placed on the networks nodes, designing
energy-efficient multicasting and broadcasting protocols in WAHNs has readily become
an active research area. In [42], Wan et al. propose the shortest path first (SPF)
multicast algorithm which is based on the Takahashi-Matsuyama Steiner tree heuristic
[43]. SPF maintains a directed tree rooted at the source node. The tree starts with the
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source node. At each iteration, a path to one of the desired destinations, which is not
already included into the tree, is added to the tree. The added path is the one which
consumes minimum power from one of the nodes already included in the tree. This
path is be found by collapsing the entire tree into one artificial node and then applying
the single-source shortest-path algorithm. The algorithm continues until all the desired
destinations are included in the tree. The authors in [42] also propose the minimum
incremental path first (MIPF) algorithm, which is similar to SPF except that the new
path included in the tree is the one with the least incremental power 1.
The broadcast incremental power (BIP) algorithm, presented in [44], is similar to
the Prims minimum spanning tree (MST) algorithm. BIP maintains a minimum-energy
broadcast tree rooted at the source node. The algorithm begins by searching for the
node which can be reached with minimum power by the source node. Once found,
this new node is added to the tree. The algorithm then repeatedly determines which
new node can be reached with minimum additional cost from the nodes already in
the tree and adds the new node into the tree. The algorithm continues until all the
nodes are included into the tree. The BIP algorithm can used be used for multicast
transmission as well, by eliminating the transmissions that are not required by the
multicast group. Another extension to BIP is presented in [45], where the authors
also take the residual battery level of a node into consideration. Similarly, in [46],
the authors propose the multicast incremental-decremental power (MIDP) algorithm
which is based on a broadcast tree instead of a multicast tree. The algorithm iteratively
reconstructs the broadcast tree by switching a tree arc with a non-tree arc to obtain
the maximal decremental power of the corresponding multicast tree. Finally, it prunes
the broadcast tree to be a multicast tree.
Leung et al. [47] propose the distributed minimum-energy multicast (DMEM) algo-
rithm which is a distributed minimum energy multicast algorithm with a set of localized
operations for wireless ad hoc networks. In these operations, each node requires only
the knowledge of and distances to all its neighboring nodes. In each iteration of DMEM,
all the network nodes, including the tree nodes and the non-tree nodes, perform a lo-
calized operation to find a new transmission power such that the tree topology still
holds while the tree power is reduced. Simulation results show that DMEM performs
better than MIDP for medium and large sized groups while MIDP is better for the
smaller sized groups.
In [48], Jiang et al. propose the energy-efficient multicasting routing protocol
1The incremental power of a path is defined as its total power minus the transmission power of
the first node in the tree.
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(E2MRP). Instead of one, E2MRP iteratively uses two route selection metrics. The
first metric minimizes the energy consumed per packet while the second one minimizes
the maximum node cost. The first cost function, i.e., the one that minimizes the energy








where Rk is the route consisting of the nodes n1, n2, ..., np, Pi,i+1 is the transmission
power from ni to ni+1 and d(ni, ni+1) is the inter-node distance. The cost for the second
metric, i.e., the one that minimizes the maximum node cost, is given as
Ci(Vi(t)) = ψ/Vi(t), (2.3)
where ψ is a constant and Vi(t) denotes the energy of ni at time t. Ci(Vi(t)) represents
the reluctance of ni to relay a packet. When a source node has multicasting data to
send, it floods a multicast request message. The destination nodes calculate the costs
of multiple routes, and select the route with the minimum cost as the multicasting
route. The relaying group is established after the destinations send back the reply
message.
Thus far, all the broadcast/multicast algorithms discussed in this survey were based
on nodes with omni-directional antennas. In [49] however, Hou et al. propose the max-
imum life-time routing for multicast with directional antennas (MLR-MD) algorithm.
Initially, MLR-MD algorithm starts with a single beam from the source covering all
multicast destination nodes. Then, it iteratively improves the lifetime performance
of the current solution by identifying the nodes with the smallest lifetime and revis-
ing routing topology as well as corresponding beam-forming behavior for an increased
network lifetime. The authors claim that the algorithm has strictly polynomial time
complexity. More detailed surveys on energy-efficient multicasting and broadcasting
can be found in [5, 18, 50].
2.3.3 Network Structure & Connectivity Based Routing Al-
gorithms
In WAHNs, the nodes are connected to each other through wireless links. As a nodes
transmission power is adjusted, the network topology changes accordingly. Moreover,
the radios utilized for communication consume power not only when operating (trans-
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mitting/receiving), but also when idle or listening. This idle energy consumption is,
over time, significant and cannot be ignored. Thus, these radios can be turned off to
save power. Yet another method to minimize power consumption is to assign a hierar-
chal structure to the network where nodes with high energy levels are selected as the
control nodes to maintain communication within a cluster of nodes. Thus, the network
structure and connectivity based routing algorithms alter network topology such that
energy consumption is minimized while maintaining effective network connectivity.
The low energy adaptive cluster hierarchy (LEACH) protocol proposed in [51] is a
clustering based hierarchal routing protocol. LEACH is divided into two phases. In
the first phase, the nodes arranged into clusters and the cluster heads are selected. The
cluster heads aggregate, compress and forward the data to the base station. During
each round, a stochastic algorithm is used by each node to determine whether or not it
should become a cluster head. Once a node becomes a cluster head in a given round,
it cannot become cluster head again for P subsequent rounds, where P is the desired
percentage of cluster heads. After P subsequent rounds, the probability of a node
becoming a cluster head in each round is 1/P. This rotation of cluster heads leads
to a balanced energy consumption to all the nodes and hence to a longer lifetime of
the network. In the second phase, the data is sent to the base stations. In order to
minimize the overhead, the duration of this second phase is kept longer than the the
first phase. Moreover, each node that is not a cluster head selects the closest cluster
head and joins that cluster. The cluster head creates a schedule for each node in its
cluster to transmit its data. Results show that LEACH provides the high performance
needed under the tight constraints of the wireless channel. Authors in [51] also propose
the LEACH-C which is a centralized LEACH protocol in that the base station forms
the node clusters.
In [52], Xu et al. propose the basic energy-conserving algorithm (BECA). BECA
attempts to turn off the radios of the nodes which are not sending, forwarding or
receiving any data. The algorithm is based on the flow diagram shown in Figure 2.4.
Initially, a node is assumed to be in the sleeping state. If there is any local information
that needs to be transmitted, the node goes into the active state. Otherwise, it waits
for Ts seconds before going into the listening state. Once in the listening state, the
node listens if there is any data to send or receive. After listening to Tl seconds, if
there is no data to send/receive, the node goes back to sleep state, otherwise, i.e., if
there is data to send/receive, the node goes into the active state. Once a node enters
the active state, it sends/receives the data and then waits in this state for Ta seconds.
If there is no further data to process, the node goes back into the sleeping state. If
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a receiver node is in the sleep state when a transmitter sends its data, the sender
repeatedly retransmits its message until the data is successfully delivered. Simulation
results confirm that BECA can achieve an energy saving of up to 40% as compared to










Figure 2.4: Radio states and state transitions in BECA.
Manjeshwar and Agrawal [53] propose the adaptive threshold sensitive energy ef-
ficient sensor network (APTEEN) algorithm for WSNs. APTEEN aims at capturing
periodic data collections and reacting to time critical events in an energy efficient man-
ner. A central base station organizes the nodes into clusters. Thereafter, the cluster
heads broadcast the required parameters such as 1) Attributes which consist of physi-
cal parameters which the user is interested in obtaining data about; 2) Hard and soft
thresholds which are the values of the attributes which can trigger a node to transmit
data; 3) TDMA schedule which assigns a slot to a node and 4) Count time which is the
maximum time period between two successive reports sent by a node. Following this
broadcast, the cluster heads perform data aggregation. APTEEN offers the added flex-
ibility of allowing the user to set the count time and threshold values for the attributes.
Energy consumption is controlled by the count time and the threshold values.
In [54], Lotf et al. propose the extending lifetime of cluster head (ELCH) protocol
which aims to extend the life of the network utilizing a hybrid protocol, which combines
the cluster architecture with multi-hop routing. In ELCH, the sensor nodes vote for
their neighbors in order to elect the most suitable cluster head. Initially, the nodes
elect the best cluster head and form the clusters accordingly. The clusters are formed
in a way that they consist of one cluster-head and some sensors. The sensors are chosen
based on their location. TDMA is used for each cluster member in each round. At
each selection round, each cluster-head maintains a table with maximum power for
each node within the cluster. After the above process is completed, the cluster heads
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form a multi-hop routing backbone. All the nodes pass their information to their local
cluster heads while the cluster heads forward the data to the sink through multi-hop
routing.
Reference [55] describes the development of an efficient routing protocol, named
scaling hierarchical power efficient routing (SHPER). The algorithm assumes the co-
existence of a static base station and a set of static homogeneous sensor nodes which
are randomly distributed within a delimited area of interest. The base station is lo-
cated far away from the sensor nodes. It is further assumed that the base station has
unlimited power supply while the network nodes are energy constrained. Thus, the
base station is able to transmit with high enough power to reach all nodes within the
sensor network. SPHER starts with a broadcast transmission in which the base station
transmits a TDMA schedule. In response to this, the sensor nodes advertise themselves
and the base station estimates the distance to each of the sensor nodes through this
advertisement. Following this, the base station selects the high energy nodes as cluster
heads informs all the nodes about cluster head IDs and their relateed threshold values.
Each cluster head finds the most energy efficient route towards the base station.
More works related to network structure and connectivity based algorithms can be
found in [5, 19, 20]
2.4 Cooperative Routing Algorithms
Cooperative routing is a relatively new paradigm in energy efficient routing with most of
the works starting in 2003/4. Energy efficient cooperative routing algorithms are truly
cross-layered algorithms as they attempt to simultaneously optimize the performance
of the physical and the network layer in terms of energy efficiency. The algorithms can
be classified into progressive energy saving and maximizing network lifetime routing
algorithms. We begin with a survey of progressive energy saving cooperative routing
algorithms.
2.4.1 Progressive Energy Saving Cooperative Routing Algo-
rithms
One of the pioneer works in progressive energy saving cooperative routing algorithms
was presented in [56]. A more detailed version of the same work was presented in [57].
In [56, 57], the authors utilize cooperative diversity at the PHY layer to design power
saving routing algorithms. Initially, the authors formulate the problem of minimizing
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the transmission power when a group of nodes transmits the same information simul-
taneously towards the destination. The sum power is minimized under the constraint
that the received SNR at the destination is larger than a minimum required threshold.
Then, the authors design a Dynamic Programming based optimal cooperative routing
algorithm. Through analytic derivations, it is shown that the optimal algorithm can
achieve energy saving gains of 39% and 56% in regular line and grid networks with a
large number of nodes, respectively. Following this, two sub-optimal algorithms are
proposed with polynomial complexity. The first sub-optimal algorithm, known as co-
operation along the minimum energy non-cooperative path (CAN-L), is a centralized
routing algorithm. CAN-L initially calculates the optimal non-cooperative route to-
wards the destination. Then, the last L nodes along the optimal non-cooperative route
cooperate to transmit data towards the next hop destination. The second algorithm,
called progressive cooperation (PC-L), finds the optimal non-cooperative route by com-
bining all or a subset of nodes in a reliable set into a single node, denoted by super
node, and finding the shortest non-cooperative route between the super node and the
destination. Through simulations, it is shown that these algorithms can achieve average
energy savings of about 50% in random networks, as compared to the non-cooperative
schemes. Building on the above described works, in [58], Li et al. present an integer
programming formulation of the minimum energy cooperative path problem towards
an optimal solution for static wireless networks where the locations of the nodes are
known a priori.
The minimum energy cooperative path problem is shown to be NP-complete in
[59, 60]. Further, the authors propose the cooperative shortest path (CSP) routing
algorithm to approximate the minimum energy path between the source and the des-
tination nodes. CSP uses the Dijkstra’s shortest path algorithm as the basic building
block and reflects the cooperative transmission properties in the relaxation procedure.
Assuming d[u] represents the estimated total cost of the cooperative shortest path
from the source node S to node u, at each hop, if d[v] > d[u] + Coop(uv), then
d[v] = d[u] + Coop(uv) and node u is selected as the predecessor to node v. The
rest of the algorithm follows a similar structure as Dijkstra’s algorithm. Through sim-
ulations, it is shown that the proposed CSP algorithm consistently outperforms the
non-cooperative shortest path algorithms under different network conditions. Finally,
the authors also discuss the distributed implementation of their proposed algorithm.
In [61], Sikora and Laneman analyze cooperative routing in linear wireless network for
both, power-limited and bandwidth-limited regimes.
In [62], Yang et al. investigate the cooperation efficiency of the multiple-relay
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channel when carrier-level synchronization is not available and all nodes use a decode-
forward scheme. The authors show that an optimal sequential path and a corresponding
power allocation policy always exists for every channel realization. Since the optimal
path, due to its complexity, cannot be implemented in practice, the authors propose
two heuristic algorithms, namely, cooperative routing along truncated non-cooperative
route (CTNCR) and source node expansion routing (SNER). CTNCR initially finds
the optimal non-cooperative path between the source and the destination. Then, the
algorithm sets the source node as the active node. Among the active node’s downstream
nodes, the one which requires the least power to decode the message successfully is
selected as the next hop destination while all other nodes are removed or truncated
from the path. The procedure continues until the destination is reached. The second
algorithm, i.e., SNER, divides the network into undecoded and decoded sets: the
undecoded set only has the source initially while the decoded set has the rest of the
nodes. In each iteration, one node that requires the least transmission power is added








Figure 2.5: Cooperative Transmission and Direct Transmission modes.
In [63], the authors investigate power-aware cooperative routing in networks with
flat quasi-static fading channels. The channel coefficients are assumed to be constant
during a complete frame, and may vary from a frame to another. Further, all the
channel terms are assumed to be independent of one another. The authors define two
modes of transmission, namely, direct transmission and cooperative transmission. The
two modes can be explained with the aid of Figure 2.5. In direct transmission, a node
x transmits non-cooperatively towards node z. In cooperative transmission, node x
transmits directly towards node z while node y overhears this transmission, i.e., due
to the broadcast nature of the wireless medium. If z does not decode the transmitted
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symbol successfully and y overhears it successfully, then y re-transmits the symbol in-
stead of x. If both y and z do not successfully receive the transmitted symbol, then x
re-transmits. The authors derive the transmission power required to minimize the over-
all power consumption of the cooperative transmission. Based on these transmission
modes, the authors design a distributed power efficient routing algorithm, namely, Min-
imum Power Cooperative Routing (MPCR). MPCR utilizes cooperative transmission
as a basic building block and uses Distributed Bellman-Ford shortest path algorithm
to calculate the optimal power-saving route. Theoretical analysis shows that in reg-
ular line and grid networks, MPCR can achieve power saving of 65.61% and 29.8%,
respectively. From simulation results, MPCR algorithm can have 37.64% power saving
in random networks compared to other cooperation-based routing algorithms.
Dehghan et al. [64] study the energy efficiency and throughput performance of
cooperative routing for wireless networks. The authors argue that while the energy
efficiency of cooperative beamforming has been extensively explored in literature, its
impact on network throughput has been overlooked. It is shown that although co-
operative routing is more efficient in terms of energy savings, however, it results in a
sharp reduction in network throughput as compared to non-cooperative routing. Vari-
ous reasons for this performance degradation are identified and solutions are proposed
that increase network throughput by exploring multi-beam cooperative beamforming
in which multiple nodes cooperatively beamform towards multiple destinations simul-
taneously [65].
2.4.2 Maximizing Network Lifetime Routing Algorithms
In [66], Zhou et al. adopt cooperative mutiple-input-single-output (MISO) based rout-
ing strategy for energy-constrained wireless sensor networks. Initially, the paper ana-
lyzes the physical layer energy consumption model of cooperative transmission in the
scenarios of one hop and hop-to-hop for energy-efficient routing in order to prolong
the network lifetime. Then, the authors propose a cluster based cooperative routing
algorithm. The proposed algorithm divides the network into clusters with the cluster
heads selected in a similar way as the LEACH algorithm described earlier in Section
2.3.3. Following this arrangement of the network, the algorithm consists of two phases.
In the first phase, the cluster heads of each cluster select the most suitable set of co-
operating nodes to participate in transmission from node i towards the cluster head j.
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where cij is the set of cooperating nodes used to transmit data from node i to cluster
head j while Emisobt t lj and E
miso
bt r lj respectively represent the transmission and circuit
energy consumption of a single cooperative MISO link from cooperating nodes l to
cluster head j. The set of cooperating nodes which minimizes (2.4) is selected. In the
second phase, a source node S calculates the shortest cost path towards its destination
D. While calculating the shortest path, the cost for a link i − j is calculated on
the basis of cooperative transmission from i to j. Simulation results show that the
proposed algorithm significantly prolongs the network lifetime as compared to the
non-cooperative routing algorithms for WSNs.
Space-time block-code encoded (STBC) cooperative transmission is investigated
in [67], where Li et al. study the cooperation overhead, synchronization and energy
efficiency of cooperative transmission. An analysis of the trade-off between transmis-
sion power consumption and the overhead and electronic circuit energy consumption is
presented. Further, the authors in [67] incorporate cooperative transmission into the
LEACH protocol proposed in [51] to improve its energy saving potential. Simulation
results suggest that LEACH with cooperative transmission can prolong the network
lifetime by 30%.
In [68], Pandana et al. propose a joint cooperative transmission and energy aware
routing algorithm to prolong the network lifetime. Initially, the authors propose a max-
imum lifetime power allocation scheme by re-deriving the minimum power allocation
problem proposed in [57]. The authors are of the view that the route with extremely
low residual energy node can be avoided by weighting the energy metric with the nor-
malized residual energy of each node. With this idea as a corner stone to their work,
the authors propose two centralized algorithms, namely, Centralized cooperative MTE-
n and Centralized cooperative FA(x1, x2, x3)-n. The MTE-n algorithm initially finds
the minimum energy cooperative path between the source and the destination nodes
by using the link cost for cooperative transmission as the weight for each edge. The
last n nodes along this minimum energy route are selected for cooperative transmis-
sion. At each hop, each cooperating node is allocated the optimal transmission power
required to maximize network lifetime. The FA-n algorithm is similar to MTE apart
from the first step, i.e., the algorithm begins by selecting the optimal route using the
flow augmentation (FA) algorithm presented in [34]. While the above two algorithms
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are centralized, their distributed counterparts are also presented in [68]. Simulation
results confirm that the proposed distributed algorithm significantly prolongs the net-
work lifetime as compared to the baseline non-cooperative routing algorithms.
2.5 Concluding Remarks
The chapter reviewed a plethora of energy-efficient and power-aware routing protocols
designed for wireless ad hoc networks. Based on the transmission techniques used at
the physical layer, this study broadly classified the power saving routing algorithms
into two main categories, i.e., non-cooperative and cooperative routing algorithms. The
algorithms belonging to each of these two categories were further divided into various
groups, based mainly on the routing techniques used at the network layer.
The remainder of this thesis focuses on progressive energy saving routing algorithms
for static wireless ad hoc and mesh networks that aim to extend network connectivity.
Example scenarios include wireless roof-top networks, setup to provide last mile con-
nectivity to residents of a neighborhood. Mostly, such networks have continuous energy
supply, so the network lifetime is not a critical issue. However, the cost of maintain-
ing and operating the network is directly related to the network power consumption.
Consequently, it is important to focus on progressive energy saving routing algorithms,




Since the existing energy efficient routing algorithms are fixed and unaware of the
channel fading dynamics, they may be suitable if the antennas at network nodes are
situated in very high altitudes and have highly directive links. Although, some physical
experimental results suggest that even in such scenarios the effect of fading may not be
negligible. Particularly in urban areas, the impact of fading cannot be ignored. Thus,
when deployed in real world scenarios, current energy efficient routing algorithms suf-
fer from severe performance degradation in terms of power consumption. This chapter
investigates the impact of fading on power saving routing algorithms and introduces
fading aware decision metrics that help the current node select the optimal next hop
destination. Then, using these metrics, a new power saving routing algorithm is pro-
posed that takes into account the fading effect. The algorithm is optimized based
on the location knowledge of the nodes and the localized channel condition of each
node. Simulation results confirm that the proposed algorithm outperforms the existing
well-known power saving routing algorithm.
3.1 Introduction
As mentioned previously, this research focuses mainly on the active energy saving
routing algorithms, i.e., the algorithms that minimize the power consumed per packet,
[21, 26, 27, 69]. All these active energy saving routing algorithms only use the dis-
tance between the network nodes as the metric to select the optimal route towards
the destination. Since these algorithms are unaware of the channel fading dynamics,
they may be suitable for cellular networks that have high base station (BS) towers
with highly directional transmissions. Although, some physical experiments suggest
that even in such scenarios, the effect of fading is not be negligible [70–72]. Particu-
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larly in urban environments, the impact of fading cannot be ignored. Thus, the above
mentioned routing algorithms suffer from severe performance degradation in terms of
power consumption, when implemented in a real environment.
In view of the above argument, this chapter focuses implicitly on the impact of the
characteristics of the physical (PHY) layer on the performance of the network layer.
The power-saving routing (PSR) algorithm, introduced in [21], is used as the baseline
routing scheme. PSR takes into account only the path loss component of the channel.
As shown later in the chapter, the fading coefficients cannot be incorporated directly
into PSR, due to their randomness, hence, the performance of the PSR algorithm is
susceptible to the impact of multipath reflections. Keeping this drawback in view, the
current chapter introduces two decision metrics which can be used to select the next hop
destination. Using these metrics, a new power-aware routing algorithm is proposed that
is adaptive with realistic channel variations in terms of multipath fading, and hence,
is suitable for interconnecting the base station subsystems (BSS) in a cellular mesh
networks or interconnecting the randomly placed nodes in an ad hoc network. Results
show that the proposed routing algorithm significantly reduces energy consumption as
compared to PSR. Furthermore, this power saving is achieved while consuming almost
the same number of hops as the baseline routing scheme.
The rest of the chapter is organized as follows. Section 3.2 describes the system
model in detail. Section 3.3 discusses PSR and analyzes the impact of fading on it.
A new power saving routing algorithm is proposed in Section 3.4 while the simulation
results are shown Section 3.5. Finally, the conclusions are drawn in Section 3.6.
3.2 System Model
This section derives the system model that is used throughout this chapter.
3.2.1 Network Architecture
Two different types of network are considered in this study. The first is a cellular
wireless mesh network, consisting of a large number of regularly distributed cellular
base stations. This scenario is shown in Figure 3.1, where the base station (BS) is
located at the center of each cell. The second network is a wireless ad hoc network
consisting of a set of randomly distributed nodes within a specified region, as shown in
Figure 3.2. It is assumed that each node or BS has an omnidirectional antenna. Notice
that in the following, the term node can refer to the nodes in the ad hoc network of
Figure 3.2 or the base stations in the wireless mesh network of Figure 3.1.
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Figure 3.2: An ad hoc wireless network.
3.2.2 Channel Model
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where hmn(t) represents the channel gain, Fmn(t) represents the Rician fading coefficient











where K denotes the ratio of deterministic-to-scattered power while Mp(t) represents
the statistically independent, unit variance, complex Gaussian random variable. Fur-





where α is the pathloss exponent, λ is the wavelength, do is the reference distance for
the antenna far field while dmn is the distance between the transmitter am and the
receiver zn.
3.2.3 Link Cost Model
This section formulates the link costs associated with the transmission of information
over a single hop. It is assumed that the power transmitted by node am is given by
Pm. The signal received by node zn, due to transmission from node am is given by
yn(t) = hmn(t)
√
Pmsn(t) + ηn(t), (3.4)
where hmn(t) represents the channel between nodes am and zn, sn(t) is the data symbol
intended for node zn and ηn(t) is the receiver noise with power Pη. To simplify notation,
the time arguments t are dropped. For successful decoding, it is assumed that the
receiver zn requires a minimum SNR of γn. With these assumptions, the point to point
transmission link cost is given as




3.2.4 System Power Consumption Model
The power consumption model plays an important role in the performance evaluation
of any power saving routing algorithm. This work utilizes the power consumption
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where Pt is the link cost explained in Section 3.2.3, µ is the power amplifier effi-
ciency and C is the incremental power consumed by the transmitter and receiver
radio electronics. C includes the energy consumed in computer processing and en-











The overall power, consumed by the whole system is equal to the summation of the
power consumed per hop.
3.3 The Baseline Routing Scheme
3.3.1 Power Saving Routing Algorithm
In this section, the baseline PSR algorithm [21] is described briefly. In PSR, it is
assumed that the source or the current node has knowledge about its own location,
the location of the destination and the location of each of its neighbors. A neighbor is
defined as a node that lies within the transmission range of the current node. Due to
the static nature of the network under consideration, the locations of the neighbors are
calculated only once, i.e., when the network is being setup. As far as the location of
the destination is concerned, it can be obtained by using the so called location service
[24]. The PSR algorithm attempts to find the existing network nodes which are closest
to the shortest path, in terms of Euclidean distance, from the current node to the
destination. Let us consider the scenario shown in Figure 3.2 where S is the source
node and D is the destination node. From the figure, let e = |SI|, f = |ID| and











intermediate forwarding node (IFN), labeled as I in Figure 3.2, is selected to minimize
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the function
u(e, f) = βeα + C + f(C(β(α− 1)/C)1/α (3.10)
+β(β(α− 1)/C)(1−α)/α),
over the set
v = {(e, f) : e > 0, f > 0, e+ f ≥ d}. (3.11)
This problem is modeled as a multi-variable constrained optimization problem to find
the minimal value of function u over the constrained set v of two variables, e and f ,








The minimum occurs when e+ f = d, i.e., S, I and D are all collinear. Thus, a virtual
node V is placed between S and D, at a distance dopt from S and the network node
which is located closest to this virtual node is selected as the next hop destination.
Once the location of the virtual node is calculated, node S selects the network node
which is located closest to this virtual node as the IFN and forwards the data to this
intermediate node. This process is shown in Figure 3.2, where it is assumed that,
without loss of generality, node I is the closest node to node V . Thus, S sends the
data to I and I forwards it to D. This process is repeated at the source and every
intermediate node until the final destination is reached.
3.3.2 Impact of Fading on Power Saving Routing Algorithm
As mentioned previously, the PSR algorithm is unaware of channel fading dynamics.
This means that |Fmn|
2 in (3.7) is considered to be 1, i.e., PSR assumes that there is
no fading. PSR is suitable for networks where the BS towers are at high altitude and
the communication is line of sight (LOS). For nodes with smaller antenna towers, the
impact of fading cannot be ignored. Thus, the route calculated by PSR is not optimal in
terms of power consumption. Due to the randomness of the fading process, the fading
coefficients cannot be predicted ahead of time. Additionally, the fading conditions
between the source node and each of its neighbors are also not the same. Due to this
randomness and unpredictability, the fading coefficients cannot be incorporated directly
in the route selection process of PSR. If an attempt is made to directly incorporate the
fading process parameters into PSR, the optimal distance equation of (3.12) becomes
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|FSI |2((α− 1)/|FID|2 + 1)
α
. (3.13)
From (3.13), it can be seen that the source base station will need to know the fading
process parameters for the next hop destination, before it actually selects the next
hop destination, which is not possible, since the fading coefficients are random and
vary from link to link. Hence, it is not possible to directly incorporate fading in the
power saving routing algorithm. To account for this fading loss, we propose a hybrid,
decentralized routing algorithm, as explained in the next section.
3.4 Adaptive Power-Aware Routing Algorithm
Based on the arguments provided in Section 3.3.2, the power-saving routing algorithm
is extended so that a base station can make a decision on the basis of locally available
information and the channel fading coefficients. The proposed algorithm attempts
to find the next hop destination that minimizes power consumption in the presence of
multipath fading, and then decides whether to use this next hop destination or transmit
directly to the final destination.
Referring to Figure 3.2, where S and D are the source and the destination nodes, re-
spectively, the proposed adaptive power-aware routing (APAR) algorithm is described
in three steps, as follows:
3.4.1 Step 1: Calculation of the optimal position for the vir-
tual node
Using the baseline power-saving routing algorithm [21], calculate the optimal position
for the next hop destination, i.e., the virtual node V at distance dopt from S.
3.4.2 Step 2: Finding the intermediate forwarding node
Select the optimal forwarding node IFN. The algorithm initially looks for two neighbor-
ing nodes which are located nearest to the virtual node V . For example, in Figure 3.2,
let the two nearest nodes be denoted by I and J . Furthermore, let us assume that the
channel gain between S and I is given by hSI while the gain between S and J is given
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by hSJ . Now, there are two metrics that can be used to choose between nodes I and J .
The first metric simply compares the channel gains, i.e.,





The above method selects the next hop destination as the node with better channel
condition. However, one also needs to ensure that the route calculated by APAR
remains close to the shortest path between the source and the destination. Since the
current node knows the location of the destination and the two candidates for the next
hop destination, it can easily calculate dID and dJD, the distances between I and D and
J and D, respectively. Then the algorithm decides between I and J based on the channel
condition and the remaining distance to destination, i.e.,





Thus, with the second metric, the algorithm compares the channel gain to remaining
distance ratios for the two nodes and selects the node with a higher value of this ratio
as the next hop destination.
3.4.3 Step 3: Decide whether to transmit directly or through
the intermediate node
In this step, the current node decides whether it should transmit its data directly to the
destination or forward it to an intermediate forwarding node. For example, suppose
that the node I is selected as the IFN, in Step 2. Let FSI , FID and FSD represent the
fading coefficients between SI, ID and SD, respectively. If the destination D is not a
neighbor of the node S, then S forwards the message to I. If D is a neighbor of S, then
the algorithm decides between direct and intermediate node forwarding as follows:
Assuming that the distance between S and D is d, S transmits to I if the following
54

































































See Appendix B for a detailed derivation of (3.14) and (3.15). Otherwise, S transmits
































































Unlike PSR, the above equations allow the current node to select between direct
and multi-hop relaying based on the fading conditions of the channel. Equations (3.14)-
(3.17) are derived based on a comparison between consumed powers by the direct path
and the forwarding intermediate node (See Appendix B). Although (3.14) is derived
for an idealistic scenario where it is assumed that S, I and D are all collinear, results
in Section 3.5 confirm that it can be used as a valid approximation for the threshold
point in deciding between transmitting directly to D and forwarding the data to I.
Due to the static nature of the network, the optimal route is calculated only once.
After the initial setup, each sending node only monitors the fading parameters for each
of the two nodes selected in Step 2 of the algorithm, i.e., nodes I and J . The proposed
adaptive power-aware routing algorithm is summarized in Algorithm 3.1 where the nth
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hop destination found during the routing process is denoted by BS(n).
Algorithm 3.1 Adaptive power-aware Routing Algorithm
Require: Wireless network, with source S, destination D and location of nodes.
1: Initialize n = 0.
2: BS(n)← S.
3: while BS(n) 6= D do
4: Find the virtual node position.
5: Find the optimal intermediate forwarding node IFN.
6: Decide whether BS(n+ 1) = D or BS(n+ 1) = IFN.
7: Send message to BS(n + 1).
8: Update route table.
9: n = n + 1.
10: end while
Note that the above algorithm is run only once for the whole route. In Step 8, the
algorithm saves the location of both, nodes I and J in the route table of each node.
3.5 Performance Evaluation
In this section, the proposed APAR algorithm is implemented in a wireless mesh net-
work of cellular base stations and an ad hoc network of randomly distributed wireless
nodes. The performance of APAR is compared against the PSR algorithm.
3.5.1 Simulation Setup
For experimental setup, a wireless mesh network with 110 base stations is considered,
as shown in Figure 3.1. It is assumed that each base station consumes 50nJ/bit of
energy [51],which includes their energy consumption due to signal processing, the noise
power is -101dBm. The traffic flow generated at the source is 100Kbps and the power
amplifier efficiency is 20%, i.e., µ = 0.2. The pathloss exponent is set equal to 2, i.e.,
α = 2. It is also assumed that the required received SNR for successful decoding at
each base station is at least 10dB. For the wireless ad hoc network, the network nodes
are randomly distributed within an area of 1500m by 1500m and all the simulation
results are averaged over 100000 iterations. Since this study is making a comparative
analysis and since the results in the next subsection show that both the proposed
and the baseline algorithms have similar number of hops, the impact of transmitter
and receiver equipment power consumption would be same for both the algorithms,
therefore, this power consumption is ignored in the simulations.
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3.5.2 Simulation Results
This section compares the performance of our proposed algorithm with PSR. Note that
in the following, when APAR uses the first metric to calculate the next hop destination,
i.e., when it simply compares the channel gains, we call it as APAR-M1. On the other
hand, when APAR compares the channel gain to remaining distance ratios to calculate
the next hop destination, we call it as APAR-M2. Furthermore, in this section, we





where PPSR represents the power consumed by PSR while PAPAR represents the power
consumed by APAR.
























Figure 3.3: Power saving relative to the baseline routing algorithm as a function of site
to site distance.
Figure 3.3 shows the power saving gains achieved by APAR-M1 and APAR-M2 as
compared to PSR, for the mesh network of Figure 3.1. For the site to site distance
varying from 500m to 3km, Figure 3.3 shows that both APAR-M1 and APAR-M2
outperform PSR, i.e., APAR-M1 and APAR-M2 achieve 52% to 67% and 53.5% to 70%
power saving gains, respectively, over PSR. Notice that for Figure 3.3, the K factor of
the Rician distribution is set equal to 3, i.e., the LOS component is 3 times stronger
than the non-LOS component. Note that although APAR-M2 performs better than
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APAR-M1, this performance improvement comes at the cost of increased computational
time. This result is illustrated later in this section.























Figure 3.4: Power saving relative to the baseline routing algorithm as a function of the
pathloss exponent with site to site distance equal to 500m.
Figure 3.4 demonstrates the achievable power saving gains as a function of pathloss
exponents. In this experiment, the Rician distribution was used with K factor equal 3
and the site to site distance was set to 500m. As shown in Figure 3.4, the proposed
APAR-M1 and APAR-M2 algorithms outperform PSR for all values of the pathloss
exponent by 57% to 59% and 57% to 70%, respectively. Figure 3.3 shows that the
power saving increases with an increasing site to site distance. Since the minimum site
to site distance is used for the experiment in Figure 3.4, it can be concluded that for
each value of the pathloss exponent, Figure 3.4 shows the minimum achievable power
saving gains.
Figure 3.5 shows that in channels with Rician distribution, the power saving gain
decreases as the K factor increases. This is due to the fact that with an increase in
the K factor, the line of sight component dominates the fading effect of the channel
and, hence, the performance of the proposed algorithm approaches that of the baseline
routing scheme.
Figure 3.6 depicts the power saving gains that can be achieved by the proposed
APAR algorithm in a wireless ad hoc network when the number of nodes varies from
100 to 700. It is shown that the proposed APAR-M1 and APAR-M2 algorithms,
respectively, achieve gains between 45% − 60% and 47% − 62.5%. Notice that the
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Figure 3.5: Power saving relative to the baseline routing algorithm as a function of the
K factor of the Rician Distribution with site to site distance equal to 500m.

























Figure 3.6: Power saving relative to the baseline routing algorithm as a function of the
number of nodes in the network.
power saving gain increases with an increasing number of network nodes. This is due
to the fact that with an increased node density, there is a higher probability that the
two IFN candidates selected by APAR are at a similar distance from the virtual node.
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Hence, which ever node the algorithm chooses as the next hop destination, the over all
calculated path remains almost the same, yet the node with better channel condition
is selected.
Although both APAR-M1 and APAR-M2 produce significant power savings, how-
ever, this power saving comes at the cost of increased computational complexity. Figure
3.7, illustrates the time consumed by the three routing algorithms, in calculating the
optimal route for an ad hoc network. Notice that time calculation is made by using the
tic-toc function in MATLAB, where the timer starts when the first packet is generated
at the source and it stops when this packet reaches the destination. As shown in the
figure, APAR-M1 and APAR-M2 take longer to calculate the optimal route, as com-
pared to PSR. However, this increase in delay is very small when compared with the
power savings that are achieved, e.g., with 700 nodes, APAR-M2 decreases the power
consumption by 66.5% at a cost of only 3.24% increase in time consumption.











































Figure 3.7: Time consumed in calculating route as a function of the number of nodes
in the network.
Finally, Table 3.1 shows the mean number of hops consumed by the baseline and the
proposed routing schemes, in an adhoc network. Since APAR-M1 and APAR-M2 have
PSR as the underlying routing algorithm, we see that all the algorithms use very similar
number of hops for each case. Furthermore, notice that as the number of network nodes
increases, the average hop counts of APAR-M1 and APAR-M2 approach that of PSR,
until they all become the same when the number of network nodes is 700. This further
proves our point in the last paragraph, i.e., with a larger number of network nodes, the
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Table 3.1: Mean Number of Hops
No. of Nodes 100 300 500 700
PSR 5 5 5 5
APAR-M1 4.83 4.91 4.91 5
APAR-M2 4.77 4.90 4.90 5
calculated paths remain almost the same.
3.6 Concluding Remarks
The chapter focused on power-aware routing in two different types of networks, i.e.,
a wireless mesh network of cellular base stations and an ad hoc network of randomly
placed nodes. The impact of fading on the baseline routing algorithm, i.e., PSR, was
investigated. By using the fading coefficients in a localized manner, two decision met-
rics were introduced that could be used to select the optimal intermediate forwarding
node. Then, a characteristic distance was derived which allowed the current node to
intelligently decide whether it should transmit directly towards the destination or for-
ward the message to an intermediate forwarding node. Using these metrics and the
derived characteristic distance, a new power saving routing algorithm, i.e., APAR, was
introduced. APAR was proposed in two categories, APAR-M1 and APAR-M2, where
the former utilized the first metric while the latter used the second metric to select
the next hop destination. Simulation results showed that, for a wireless mesh network,
APAR-M1 achieved a power saving gain ranging from 52% to 67% while APAR-M2
reduced the power consumption by 53.5% to 70%, both with respect to the baseline
routing algorithm. For an ad hoc wireless network with randomly placed nodes, simu-
lation results confirmed that APAR-M1 and APAR-M2, respectively, achieved a power
saving gain of 45% to 60% and 47% to 62.5% with respect to the baseline algorithm.
Furthermore, it was also shown that the proposed algorithms outperformed PSR under
different network conditions while consuming a very similar number of hops.
The simulation results and the analysis, carried out in the chapter, clearly highlight
the impact of the characteristics of the PHY layer on the routing decisions at the net-
work layer. To design power-aware routing algorithms, cross layer design issues should
be considered, i.e., the decisions at the routing layer should be made in conjunction
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with the PHY layer characteristics. This implies that better transmission techniques
should be used at the PHY layer. This chapter focused on a single-antenna systems
where point to point transmission was used to route the data between the source and
the destination. However, in the past, it has been shown that multi-antenna systems
achieve considerable transmission energy savings compared to single-antenna systems
by harvesting spatial diversity inherent in wireless networks. The next chapter focuses




Having investigated the impact of wireless channel on the performance of the power-
aware routing algorithms in the previous chapter, the rest of this thesis focuses on
the cross-layer designs for power-aware routing algorithms. Energy efficient transmis-
sion techniques are investigated and proposed and the power-aware routing algorithms
are tailored to perform optimally using such techniques. Among the many techniques
for reducing energy consumption, cooperative transmission has been recently studied
intensively. In cooperative transmission, spatially distributed single-antenna nodes co-
operate to achieve the so called distributed beamforming (DB). It is shown that DB can
achieve highly directional transmissions, resulting in significant power gains compared
to independent signal transmissions [65, 76]. This chapter investigates transmission
side diversity and energy-efficient routing in a wireless mesh network of cellular base
stations. The aim is to design a cooperative routing algorithm which takes the active
radio electronic power consumption into consideration when constructing the minimum
power route from source to destination. Initially, the properties of single hop cooper-
ative transmission are analyzed. By taking the radio electronics power consumption
into consideration, analytic expressions are derived that define the limitations of co-
operative transmission in terms of transmission distance. Based on these analysis, the
shortcomings of the existing power saving cooperative routing algorithms are high-
lighted. By introducing the concept of supernode with improved power efficiency, a
new power-aware cooperative routing algorithm is proposed. Simulation results show
a significant performance improvement over well known power saving routing schemes.
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4.1 Introduction
Multi-antenna systems have been recently studied intensively as an optimal transmis-
sion strategy in future wireless networks. By harvesting the spatial diversity inherent
in wireless networks, multi-antenna systems can achieve significant power savings as
compared to single antenna systems. However, it is not always possible to use mul-
tiple antennas at the transmitter and/or receiver, e.g., due to small size of sensor
nodes or due to costly analog circuitry. Nevertheless, through cooperation between
spatially distributed single-antenna nodes, DB can achieve highly directional transmis-
sions, resulting in significant power gains compared to independent signal transmis-
sions, [65, 67, 76, 77].
Recently, power saving cooperative routing algorithms have been studied in sev-
eral research articles, e.g., [57, 59, 62–64, 66, 68, 78]. In [66] and [68], energy-efficient
cooperative routing protocols have been proposed which maximize the network life-
time by balancing the distribution of data traffic over the entire nodes in the network.
Authors in [57] introduce two power saving cooperative routing algorithms of CAN-L
and PC-L that stand for cooperation along the minimum energy non-cooperative path
and progressive cooperation, respectively. Both of these algorithms work in a central-
ized manner and apply cooperative transmission over a non-cooperatively determined
shortest-path between the source and the destination nodes. In [63], Ibrahim et al.
proposed two cooperative routing algorithms, i.e., minimum power cooperative routing
(MPCR) and cooperation along the shortest non-cooperative path (CASNCP). The
former, calculates a cooperative link cost for each one of the outgoing links first and,
then, distributively implements the Bellman Ford shortest path algorithm [79] to find
the minimum power path between the source and the destination . While, the latter,
is mainly similar to CAN-L [57] with a variation in cooperative transmission strategy.
In [59], Li et al. proposed the cooperative shortest path (CSP) algorithm that uses
Dijkstra’s algorithm as the basic building block and utilizes cooperative transmission in
the relaxation procedure [80]. Furthermore, [62] introduces two power-saving coopera-
tive routing algorithms, namely, cooperative routing along truncated non-cooperative
route (CTNCR) and source node expansion routing (SNER). The former is again sim-
ilar to CAN-L with a variation in cooperative transmission strategy. While, the latter
is essentially a greedy algorithm similar to the Prim-Dijkstra spanning-tree algorithm
except that it stops whenever the destination is included in the tree. Generally, one
can broadly classify the existing energy-efficient cooperative routing algorithms in two
main categories of the network lifetime maximizing routing algorithms, i.e., [66, 68],
and the power-saving routing algorithms, i.e., [57, 59, 62–64, 78].
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The power-saving cooperative routing algorithms, reported in [57, 59, 62–64, 78],
show high energy saving gains ranging from 30% to 65% under different network con-
ditions. However, none of these algorithms takes into account the power consumption
of active radio electronics which can increase significantly as a result of cooperative
transmission by multiple nodes. Thus, these algorithms suffer from severe performance
degradation, in terms of energy efficiency, if the circuit power consumption is taken
into consideration.
In this chapter, a new power-aware cooperative routing (PACR) algorithm is pro-
posed which finds an optimal route from source to destination by taking into consid-
eration the circuit power consumption of the cooperative communication. Unlike the
older works, in PACR, the transmitting nodes cooperatively select the next hop desti-
nation and the algorithm is distributed, i.e., it does not require a predetermined route
from source to destination. The chapter also introduces the concept of supernode with
improved power efficiency to model a group of cooperating base stations as a single
node and this enables us to find the optimal transmission distance for cooperative
transmission. Simulation results confirm PACR’s improved energy saving potential
over the baseline cooperative routing algorithm, i.e., CAN-L [57] and the baseline non-
cooperative routing algorithm, i.e., power saving routing (PSR) [21]. Such improved
power saving is produced by incorporating fewer number of hops as compared to the
baseline algorithms. Reducing the hop count minimizes the overall circuit power con-
sumption of the route.
The rest of the chapter is organized as follows. Section 4.2 describes the system
model. An analysis of cooperative transmission is performed in Section 4.3. The
proposed cooperative routing algorithm is presented in Section 4.4. Simulation results
are shown in Section 4.5 while the conclusions are drawn in Section 4.6.
4.2 System Model
This section provides a detailed description of the network architecture, the channel
model, the link cost model and the overall system power consumption model.
4.2.1 Network Architecture
Consider a wireless mesh network consisting of a large number of cellular base stations,
where each BS has a single omni-directional antenna. Figure 4.1 shows this scenario
where a source BS sends data to a destination BS and the goal is to find a cooperative
route between source and the destination with minimum power consumption.
65
4. Power-Aware Cooperative Routing






















Figure 4.1: Wireless mesh network of base stations.
4.2.2 Channel Model
In the following, the set of source base stations is denoted by A = {a1, a2, ..., ai} and the
set of receiving base stations is denoted by Z = {z1, z2, ..., zr}. The channel between
base stations ai and zr is modeled by two parameters, its magnitude attenuation factor
hir and its phase delay θir. The magnitude attenuation factor of the channel, i.e., hir,











where λ is the wavelength, α is the path loss exponent, do is the reference distance for
the antenna far field and dir represents the distance between the two base stations.
4.2.3 Link Cost Model
This section formulates the link costs associated with the transmission of information
over a single hop. Three modes of transmission are distinguished, i.e., non-cooperative,
multicast and cooperative transmissions.
66
4. Power-Aware Cooperative Routing
Non-cooperative Link Cost
For non-cooperative transmission, there is a single transmitter and a single receiver.




Ptisr + nr, (4.3)
where Pti is the power transmitted by BS ai, sr is the data symbol and nr is the
receiver noise with power Pη. For successful decoding, it is assumed that the receiving
BS zr requires a minimum SNR of γr. With these assumptions, the non-cooperative
transmission link cost is given as





For multicast transmission, there is a single source base station ai and multiple des-
tination base stations z1, z2, ..., zr, where r is the total number of base stations that
will receive the multicast transmission. Assuming all the base stations have an omni-
directional antenna, the multicast transmission link cost can be defined as
LC(ai, Z) ≡ max [LC(ai, z1), LC(ai, z2), ..., LC(ai, zr)], (4.5)
where LC(ai, zj) is given by (4.4). In the work presented in this chapter, the current
base station multicasts the message to l − 1 neighboring base stations, where l is the
number of cooperating base stations.
Cooperative Link Cost
In cooperative transmission, there are multiple transmitters and a single receiver. The
transmitter set consists of l base stations that cooperatively transmit the same informa-
tion to a single destination base station zr. For the simplicity of analysis, it is assumed
that all the transmitters are perfectly synchronized for coherent reception at the re-
ceiver end and that there is no energy overhead associated with achieving this. This
assumption has been made for a fair comparison, since our baseline cooperative routing
algorithm does not take this factor into consideration. This type of synchronization
can be achieved by using the techniques provided in [81]. With these assumptions, the
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hjr|ωj|sr + nr, (4.6)
where hjr is the magnitude of the channel gain between the base stations aj and zr
and is given by (4.1) and ωj is the scaling factor proportional to the transmitted signal
power from the jth transmitter. The problem of optimal power allocation for the























The last equation is found by using the Lagrangian method [57, 59] (See Appendix C
for detailed derivation). Thus, the link cost for the cooperative transmission can be
calculated as















where A is the set of transmitting base stations a1, a2, ..., al.
4.2.4 System Power Consumption Model





where Pt is the transmission power, µpa is the transmitter power amplifier efficiency
and C is the increase in the circuit power consumed by the transmitter and the receiver
as a result of inter-BS message transfer. It is assumed that the increase in the radio
electronics power consumption at each base station is equal to E and this accounts for
factors such as processing, encoding, and decoding at each base station.
For non-cooperative transmission, C in (4.10) is equal to 2E, since there is one
transmitter and one receiver, each consuming E to operate radio electronics. Using
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(4.1), (4.2) and (4.4) in (4.10), one calculates the power consumption of a single hop








For multicast transmission, there is a single transmitter and l−1 receivers. Hence, using
C = lE and substituting from (4.1), (4.2) and (4.5) in (4.10), the power consumption




dαiR + lE, (4.13)
where diR is the distance between the transmitting base station and its farthest located
destination base station.
For cooperative transmission, there are l transmitters and a single receiver, there-











+ (l + 1)E. (4.14)
Appendix C outlines a detailed derivation of (4.14).
4.3 Analysis of Cooperative Transmission
In this section, the performance of single-hop cooperative transmission is analyzed.
Analytical expressions are derived that define the limitations of cooperative transmis-
sion. The analysis in this section serves as the basis for the proposed routing algorithm,
to be introduced later in the next section.
Consider a scenario where a set of l BSs coordinate to deliver a message to a
receiving BS r. Let dir, i = 1, ..., l, denote the distance between the ith coordinating
BS and the receiving BS r and without loss of generality, assume d1r < d2r < ... < dlr.
For fairness of comparison between cooperative and non-cooperative transmissions, it is
assumed that the distance between the transmitter and the receiver in non-cooperative
transmission is d1r, i.e., the smallest distance between l transmitters and the receiver
in the cooperative case.
Definition 4.1. The power saving gain of the cooperative transmission over a non-
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Lemma 4.1. In cooperative transmission of l adjacent nodes to a distant destination,



































Let △di = dir − d1r, for i = 1, ..., l, and assume
△
d1r
<< 1, where △ = max
i
(△di).
This reflects a scenario where the destination is far enough from the cooperating base
stations such that all the cooperating base stations appear to be at an equal distance
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Since △
d1r
<< 1, then △di
d1r

























An important observation from the above discussion is that the cooperative trans-
mission consumes the minimum power when all the cooperating base stations appear
to be at the same distance from the destination. Results in Lemma 4.1 confirm that
the largest upper bound on Gp can be achieved in the absence of circuit power con-
sumption, i.e., E = 0. In the presence of circuit power consumption, i.e., E 6= 0, the
upper-bound on Gp decreases with an increase in the number of cooperating nodes,
i.e., l.
Corollary 4.1. For cooperative transmission to outperform the non-cooperative trans-







Proof. If the condition is not satisfied, then the ρ factor takes negative values.
Corollary 4.1 outlines the limitations of cooperative transmission. It gives a lower
bound for the distance below which the cooperative transmission is outperformed by
the non-cooperative transmission. Since the current cooperative routing algorithms do
not take this bound into consideration, they suffer from severe performance degradation
when the circuit power consumption is taken into account. A discussion on the impact
of circuit power consumption on the performance of cooperative routing algorithms is
provided in the next section. Further, a demonstration of Lemma 4.1 and Corollary
4.1 is provided later in Section 4.5.2.
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4.4 Power-aware Cooperative Routing
4.4.1 The Baseline Algorithms
As mentioned earlier, the study in this chapter uses CAN-L [57] as the baseline coopera-
tive routing algorithm and PSR [21] as the baseline non-cooperative routing algorithm.
PSR has already been explained in detail in Chapter 3, Section 3.3. Therefore, this
subsection focuses mainly on CAN-L. In CAN-L, the last L nodes along the optimal
non-cooperative route transmit cooperatively towards the next hop destination. Since
CAN-L does not take the distance threshold of (4.20) into consideration while select-
ing the optimal next hop, it suffers from severe performance degradation, in terms of
power consumption, when the circuit power consumption is taken into account. Figure
4.2 highlights the impact of circuit power consumption on CAN-L. The figure demon-
strates the power consumption of CAN-L and PSR when they route the data between
the source-destination pair of Figure 4.1. It can be seen that as far as transmission
power is concerned, CAN-L outperforms PSR. However, when the overall system power
consumption (transmission power + circuit power) is taken into consideration, the non-
cooperative routing algorithm outperforms the cooperative one for a large range of BS
to BS distances. In fact, CAN-L outperforms PSR only when the inter-BS distance is
larger than 3900m. Thus, it is imperative that the cooperative routing algorithm takes
the circuit power consumption into consideration while calculating the optimal route
between the source and the destination.
4.4.2 The Proposed Algorithm
The proposed PACR algorithm is introduced in this section. The main assumption is
that each base station has knowledge about its own location, the location of its neigh-
bors, i.e., nodes within its transmission range, and the location of the destination. The
key idea behind the algorithm is that by translating the transmission power advantage,
offered by cooperative transmission, into distance, i.e., by increasing the transmission
distance, one can reduce the number of hops required to reach the destination. The
advantage of reducing the number of hops is that the circuit power consumption is
reduced.
PACR Algorithm
A source BS selects its l − 1 adjacent BSs, however, it does not transfer any data to
these BSs. Instead, it uses their location information to calculate an optimal distance
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Without Circuit Power Consumption
With Circuit Power Consumption
Figure 4.2: Power consumption versus the BS to BS distance. Figure highlights the
impact of circuit power consumption on CAN-L when α = 2, l = 3.

































Figure 4.3: Power consumption as a function of the distance traveled by the packet.
α = 2, l = 3.
for the next hop destination. This optimal distance depends on the distance between
the source and the destination, the active radio electronics power consumption and the
transmission power consumption of cooperative communication and it strikes a balance
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between the circuit power consumption and the transmission power consumption. The
distance is explained further with the aid of Figure 4.3 1. For the source-destination
pair of Figure 4.1, Figure 4.3 compares the power consumed by single hop cooperative
transmission with the progressive-power-consumption2 of PSR. It can be seen that
within a certain distance range, i.e., the area between the bold vertical lines, the system
power consumption of a single hop cooperative transmission is less than the system
power consumption of multi-hop non-cooperative routing. Thus, the optimal next hop
should be located within this distance range. In a nutshell, the optimal cooperative
routing algorithm should forward the data to a base station which is located within
this optimal distance range. For the experiment that produced Figure 4.3, the BS to






Figure 4.4: Possible choices for the optimal transmission distance for cooperative trans-
mission.
Consider the scenario shown in Figure 4.4 where three cooperating nodes need to
route the data towards the destination. As shown in the figure, there are three choices
for the optimal distance towards the next hop. It is obvious from the figure that the
optimal next hop should be calculated with respect to the location of the cooperating
1Note that Figure 4.3 is not a demonstration of Corollary 4.1 since this figure compares single-hop
cooperative transmission with multi-hop non-cooperative transmissions. On the other hand, Corollary
4.1 holds for single hop cooperative and non-cooperative transmissions.
2Progressive-power-consumption is the total power consumed after each hop along the route to-
wards the destination.
74











Figure 4.5: Calculating optimal distance for the next hop destination.
node which is located closest to the destination since this will ensure that the next
hop is selected along the shortest path, in terms of euclidean distance, towards the
destination. While it is simple to calculate the optimal distance for non-cooperative
transmission, as done in Section 3.3, i.e., (3.12), it is not straightforward to derive
this distance for cooperative transmission. To illustrate this point further, consider
Figure 4.5. As shown in the figure, dopt is calculated along the dashed line and to
calculate it for cooperative transmission, the cooperating nodes will be required to
share their distance information (black lines) for every point along the dashed line.
This will significantly increase the involved overhead. The solution is to model the
group of cooperating nodes as a single supernode and then use (3.12) so that it gives
the optimal distance for cooperative transmission.
To model a group of cooperating base stations as a single supernode, it is assumed
that each of the transmitting nodes adjusts its phase with respect to the supernode,
such that all the nodes appear to be at the same distance from the destination. The
supernode is modeled as follows:
Assuming equal power amplifier efficiency of µ for each transmitting BS and a target
SNR of γr at the destination, one can show, using (4.14), that the overall transmit power








where dkr, k = 1, · · · , l, is the distance from the kth transmitting BS to the destination
zr. Hence, the overall power consumption of the power amplifiers of l transmitting BSs
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Let us define a supernode located at the position of the closest transmitting BS to
the destination. Let this supernode be equivalent to the l cooperating BSs in terms of
maintaining the same target SNR, i.e, γr, at a given destination while consuming the
same power, i.e., Pc, with a power amplifier efficiency of µs. It is assumed without loss




2r ≤ · · · ≤
dαlr. Equating the total power consumption of l cooperative BSs from (4.22) with the






















It can be seen from (4.24) that the highest power amplifier efficiency of the su-
pernode is obtained when all of the l transmitting BSs are distant enough from the
destination BS so that they can be seen at the same distance as the closest node from
the destination, i.e., at d1r. Hence, the power amplifier efficiency of the supernode is
upper bound as µs ≤ lµ. Furthermore, as the distance between the destination BS and
the closest transmitting BS diminishes, i.e., d1r → 0, then µs → µ, which means that
the performance of the cooperative transmission reduces to that of the non-cooperative
one.







where β in (3.12) has been replaced by B/µpa, i.e., β = B/µpa. Using µpa = µs = lµ,
i.e., the condition where cooperation is most efficient, and C = (l + 1)E in (4.25), one







Thus, a virtual node V is placed between the supernode and the destination, at
a distance dopt from the supernode. The next hop (BS) destination is chosen as the
nearest hop to this virtual node. Let this next hop destination be denoted as BS(n),
i.e, the nth hop destination found during the routing process. Since the source BS
76
4. Power-Aware Cooperative Routing
knows the location of all its neighbors, and BS(n) will always be one of its neighbors,
so it can calculate the optimal non-cooperative route towards BS(n). If the multi-hop
non-cooperative transmission towards BS(n) consumes less power than the cooperative
transmission, the algorithm switches to non-cooperative transmission, otherwise, the
source BS broadcasts its data to its selected adjacent BSs and these BSs then transmit
cooperatively.
The aforementioned procedure is summarized in Algorithm 4.1.
Algorithm 4.1 power-aware Cooperative Routing Algorithm
Require: Wireless network, with source S, destination D and location of BSs.
1: Initialize n = 0.
2: BS(n)← S.
3: while BS(n) 6= D do
4: if D is a first tier neighbor of BS(n) then
5: BS(n + 1)← D
6: else
7: Select (l − 1) closest neighbors.
8: Find the virtual node position and select BS(n + 1).
9: Select between cooperative and non-cooperative transmission modes and trans-
mit accordingly.
10: end if
11: Update route table.
12: n = n + 1.
13: end while
4.5 Performance Evaluation
In this section, PACR is implemented in a wireless mesh network of cellular base
stations and its performance is compared with CAN-L [57] and PSR [21].
4.5.1 Simulation Setup
Table 4.1: System Parameters
l = 3, 4 α = 2, 4 γr = 10 dB
µpa = 20% f = 2.4 GHz E = 115.9 mW
Pη = −101 dBm
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For performance evaluation, a network of 400 base stations is considered with the
source and the destination base stations located on the opposite corners of the network,
as shown in Figure 4.1. For fairness of comparison, the experiments are also performed
for randomly selected source-destination pairs. For detailed analysis, the algorithms are
tested under a variety of conditions, i.e., α = 2, 4 and l = 3, 4. For α = 2, the BS to BS
distance varies from 800m to 4000m, while for α = 4, the inter-BS distances range from
100m to 1000m, reflecting the urban environment. The rest of the parameters used in
the simulations are outlined in Table 4.1. For the randomly selected source-destination
pairs, the results are averaged over 10000 iterations.
4.5.2 Simulation Results
This section presents the simulation results. Unless stated otherwise, all the results
shown in this section include transmission power consumption and the circuit power
consumption.
Figure 4.6 demonstrates the transmission power saving that is produced by single
hop cooperative transmission with respect to non-cooperative transmission when E =
0. As shown in the figure, the power saving increases with increasing transmission
distance, until it becomes saturated after a certain distance. This maximum power
saving is roughly equal to the previously derived upper bound on the power saving,
i.e., (4.19).
Figure 4.7 verifies the claim in Corollary 4.1 and the discussion made in Lemma
4.1. As discussed in Lemma 4.1, single-hop cooperative transmission consumes the
minimum power when all the cooperating base stations are equidistant from the desti-
nation. Realistically, it is difficult to have a practical scenario where all the cooperating
nodes are at the same distance from the destination. However, this result indicates
that the cooperating base stations should be as close to each other as possible, so
that they appear to be at a similar distance from the destination. For this reason, a
transmitting base station in PACR broadcasts its information to its nearest adjacent
BSs, so that the cooperating BSs are as close to each other as possible. Figure 4.7 also
shows that the cooperative transmission outperforms the non-cooperative transmis-
sion, in terms of power consumption, when the transmission distance is greater than
the distance threshold derived in Corollary 4.1. The figure also shows the locations of
the transmitting base stations when they are not equidistant from the destination.
Figure 4.8 and Figure 4.9, respectively, illustrate the effect of varying BS to BS
distances on the different routing algorithms for the scenario shown in Figure 4.1 and
for randomly selected source-destination pairs. The power consumption values for
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Figure 4.6: Power saving achieved by single-hop cooperative transmission as a function
of the transmission distance for α = 2, l = 3.






































Figure 4.7: Power consumption versus the transmission distance for α = 2, l = 3.
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PACR are calculated by adding the sums of the powers consumed by the cooperative
and the broadcast transmissions. It is shown that PACR outperforms both CAN-L
and PSR for the whole range of site to site distances. The power consumption values
in Figure 4.8 and Figure 4.9 correspond roughly to an energy saving of upto 12% over
PSR and between 15% - 50% over CAN-L.







































Figure 4.8: Power consumption of the routing algorithms versus the BS to BS distance
for α = 2, l = 3.
The results in Figure 4.8 are for rural environments with large cells and low pathloss
exponents. For urban environments, the inter-BS distances are smaller and the pathloss
exponents are relatively higher. Figure 4.10 demonstrates the energy consumption gain
(ECG) of PACR with respect to PSR and CAN-L for α = 4 and l = 4. It can be seen
that PACR produces a minimum power saving of around 30% over PSR and about 19%
over CAN-L. The figure also shows that the algorithm transmits non-cooperatively until
the BS to BS distance is 300m, after which, it switches to cooperative transmission.
This shows that the proposed algorithm intelligently switches between cooperative and
non-cooperative transmissions, depending on the specific scenario. More discussion
and results on this switching mechanism are included later in this section.
Figure 4.11 illustrates the effect of l on the cooperative routing algorithms. It is
shown that an increase in the number of cooperating base stations does not necessarily
improve the performance of cooperative transmission. This is due to the increased
circuit power consumption. As shown in the figure, both CAN-L and PACR consume
80
4. Power-Aware Cooperative Routing





































Figure 4.9: Power consumption of the routing algorithms versus the BS to BS distance
for α = 2, l = 3.































Figure 4.10: Power saving achieved by PACR as a function of the BS to BS distance
for α = 4, l = 4.
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more power with larger l. This is contrary to the findings in [57] and [59], which
conclude that increasing the number of cooperating nodes increases the power saving.









































Figure 4.11: Power consumption of the routing algorithms versus the BS to BS distance
for α = 2.
Fig. 4.12 demonstrates the switching mechanism that was incorporated into the
proposed algorithm. The figure shows the power consumption of PSR, PACR without
switching (PACRWO) and PACR with switching. PACRWO skips Step 9 in Algorithm
4.1, i.e., it always transmits cooperatively irrespective of the channel conditions. No-
tice how PACR with dynamic switching uses PSR as long as it performs better than
PACRWO and vice versa.
Finally, Table 4.2 shows the average number of hops required by PSR and PACR
to reach the destination for α = 2; l = 3. The averages are taken over 10000 randomly
generated source destination pairs. The hop count for PACR is calculated by adding
the total number of cooperative and broadcast transmissions. Notice that CAN-L
consumes the same number of hops as PSR, since it just transmits cooperatively over
the optimal non-cooperative route.
4.6 Concluding Remarks
In this chapter, a new power saving cooperative routing algorithm was proposed for
a wireless mesh network of cellular base stations. The main assumption was that all
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Figure 4.12: Power consumption versus the BS to BS distance for α = 4, l = 4.
Table 4.2: Mean Number of Hops
Inter-BS Distance 800 1300 1800 2300 2800 3000
PSR 6.38 9.67 12.90 17.86 17.87 18.00
PACR 5.16 7.45 9.70 10.70 12.42 12.53
the transmitters are perfectly synchronized for coherent reception at the receiver. By
taking the radio electronics power consumption into consideration, the performance
of single hop cooperative transmission was analyzed. As a result of this analysis, a
distance threshold was derived which could be used to decide whether to use coop-
erative or non-cooperative transmission, for a specific scenario. On the basis of this
distance threshold, the chapter emphasized on the inadequacies of the existing power
saving cooperative routing algorithms. Then, the novel concept of equivalent power
amplifier efficiency was introduced to model the group of cooperating base stations as
a single supernode and this enabled us to find an optimal location for the next hop
destination and to design a new power-aware cooperative routing algorithm. The pro-
posed PACR algorithm intelligently switches between cooperative and non-cooperative
transmissions, depending on the network parameters and conditions. Simulation results
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showed that increasing the number of cooperating base stations does not necessarily
guarantee reduced system power consumption. The results also confirmed that, de-
pending on the network conditions, PACR could achieve a power saving of between
15% to 50% over a baseline cooperative-routing scheme and upto 30% over a baseline
non-cooperative routing algorithm. Furthermore, this power saving was achieved while
consuming lesser number of hops as compared to the baseline routing algorithms.
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Chapter 5
Power-Aware Routing in Multihop
Cognitive Radio Networks
In all the work presented so far in this thesis, only the end to end power consumption
and the hop count of the optimal route were taken into consideration. This chapter,
in addition to the total power consumption of the route, focuses on the interference
generated within the network and its impact on the network throughput. To this end,
a multi-hop cognitive radio network scenario is considered. The study addresses the
problem of coexistence between a multi-hop secondary underlay network and a set of
primary receivers operating in the same region. Taking into account the positions of
the primary and the secondary nodes, a transmit beamforming strategy is introduced
and investigated. Using local information, the beamforming strategy is then used to
define a novel path optimization scheme that modifies a power saving path pre-selected
from the routing module. The path is modified based on a relay selection metric de-
signed so to improve both, the coexistence with primary receivers and the performance
of the secondary network. The proposed strategy is compared with a baseline solution
that does not adopt beamforming and with a strategy that applies beamforming on
each hop without modifying the original path. Computer simulations are performed
by combining a signal processing tool and a network simulator. Results show that
the proposed strategy is capable of improving coexistence with primary nodes, while
guaranteeing lower interference towards other secondary receivers. Furthermore, the
proposed strategy also outperforms the baseline algorithms in terms of power consump-
tion. Finally, packet level simulations highlight that potential trade-offs exist between
meeting coexistence constraints and maximizing secondary network performance.
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5.1 Introduction
Recently, the huge successes of wireless applications have lead to an exponential in-
crease in the demand to regulatory authorities for spectrum allocation. Consequently,
the spectrum has become an expensive entity, leading to a struggle between the pri-
vate, public and military sectors for the right to access the spectrum resource. Among
the various solutions that have been proposed to tackle this problem, cognitive radio
networks (CRN) have achieved the highest popularity. The more general concept of the
cognitive radios (CR) enables the primary and the secondary users to co-exist within
the same spectrum band, provided that the quality of service (QoS) requirements of the
primary users are not affected. The primary spectrum users allow spectrum access to
the secondary users as long as the interference generated within the secondary network
is less than a tolerable interference level for the primary users.
So far, most of the research on cognitive radios has been focused on single-hop
scenarios, tackling physical (PHY) layer and/or medium access control (MAC) layer
issues [82]. However, recent research finding have highlighted the potentials of multi-
hop cognitive radio networks [83]. The cognitive paradigm can be applied to different
scenarios of multi-hop wireless networks, one such scenario being the cognitive radio
ad hoc network which consists of CR nodes which communicate with each other in a
peer to peer fashion through ad hoc connections [84]. To fully realize the potential of
such networks, cross-layer design issues must be addressed, for example, the routing
decisions at the network layer should be made in conjunction with the PHY layer
characteristics.
In the above framework, the present work focuses on power and interference aware
routing in an underlay multi-hop secondary network. Transmit beamforming is utilized
in order guarantee coexistence with the primary nodes. Although beamforming has
been proposed in the past as a way to improve the capability of secondary network nodes
[85], [86], this work goes beyond previous attempts by taking into account beamforming
in the selection of relays in multi-hop connections. The proposed approach defines a
metric that, relying on position information available at local level, modifies the path
originally selected by Dijkstra’s shortest path routing algorithm so to improve network
performance while guaranteeing coexistence requirements. The proposed strategy is
compared with previous work that adopted beamforming in the secondary network
without changing the path. The computer simulations are performed by combining a
signal processing tool, i.e., MATLAB, and a network simulator, i.e., OMNet++.
The chapter is organized as follows. Section 5.2 introduces the transmit beamform-
ing strategy and investigates its performance for single hop scenarios. The path opti-
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Figure 5.1: Cognitive cellular network with one secondary cell within a primary cell.
mization strategy is described in Section 5.3. Finally, the performance of the proposed
routing strategy is evaluated in Section 5.4, while Section 5.5 draws the conclusions.
5.2 Transmit Beamforming
The transmit beamforming strategy is introduced and evaluated in this section. The
goal is to keep the interference imposed on the primary users by the secondary transmis-
sions within the allowed interference shaping margins (ISM) required by each primary
user while satisfying the QoS requirements of the secondary receivers.
5.2.1 System Model
Consider a system of K secondary users, a secondary BS, M primary users and a
primary BS. Figure 5.1 illustrates this scenario. In the figure, the BS at the center of
the larger cell is the primary BS, whereas the one at center of the smaller cell is the
secondary BS. The secondary user BS consists of a uniform linear array (ULA) with
N transmit antennas, while each receiver (primary or secondary) has a single receive
antenna. The ULA has a spacing of half a wavelength between adjacent antenna
elements.
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Let the beamforming weight vectors be denoted by wi ∈ C
N×1, where i represents





where the data symbol intended for the secondary user i is si. For the k
th secondary




hkwisi + nk, 1 ≤ k ≤ K, (5.2)
where hk ∈ C
1×N represents the spatial channel response vector between the secondary
base station and the kth secondary user, nk ∈ C represents complex AWGN with zero
mean and variance σ2k. The spatial channel response vector hk can be written as
hk = [hk,1 hk,2 . . . hk,N ], (5.3)
where hk,q, q ∈ [1 . . .N ], models the channel between the q
th element of the transmitting







where ∆ is the antenna element spacing, ζ is the carrier wavelength while θk is the
angle-of-departure (AoD) relative to the array antenna broadside; φ represents a small
deviation from θk with normal distribution, i.e., φ ∼ N(0, σ
2), where σ represents the
angular spread of local scatterers surrounding the receiver. Finally, A represents the
fading coefficient between the transmitter and the receiver while Lk is the distance
dependent pathloss. The channel response vector between the secondary BS and mth
primary user is denoted by hpm ∈ C
1×N .
5.2.2 Orthogonal Transmit Beamforming Strategy
The main concept behind OTBF is that the transmitted signals should be made or-
thogonal to each other to overcome co-channel interference among the users without
a need for further processing at the receiver ends. OTBF is applied in cognitive ra-
dio network environment based on specific constraints. These constraints would be in
terms of the interference margin for the primary users and the signal to interference
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plus noise ratio (SINR) requirements by the secondary users.
Instead of instantaneous channel state information, the second order statistics of
the channel state information (CSI) are used at the secondary BS, i.e., Rk = E[h
H
k hk],
1 ≤ k ≤ K and Rpm = E[h
H
pmhpm], 1 ≤ m ≤ M , where Rk and Rpm are the channel
autocorrelation matrices for the kth secondary mth primary user, respectively. Channel
ergodicity is assumed and the statistical average is obtained by averaging over sufficient










where h(ti) is a multiple-input single-output (MISO) channel vector at time ti.
Next, the OTBF strategy is formulated for a cognitive scenario with K secondary
users and M primary users. It is assumed that the secondary BS can pre-subtract the
interference caused by the primary BS in the secondary users by Dirty Paper Coding
(DPC), [87]. Applying DPC becomes a more realistic assumption, in particular, when
the secondary and primary BS, are located in a close vicinity such that the primary BS
information can be correctly revealed to the secondary BS via a reliable backhaul link.
The details of well researched area of DPC can be found in literature, e.g. [88, 89] and
its treatment is beyond the scope of this work. In the absence of a reliable backhaul
link, the interference caused by the primary BS is simply treated as additional noise on
the secondary users and it does not impact our formulations. Hence, in the following
formulations, the interference caused by the primary BS on the secondary users is
ignored.
The impinging directions of the secondary users can be estimated by the secondary
BS using the algorithm described in [90]. As shown in [90], the resolution of this
estimation depends on the number of antenna elements. In the Monte-Carlo simulation
carried out in this paper, we have modeled the inaccuracy in estimating the impinging
directions by allowing the angular direction of the users to be a uniformly distributed
random variable, that is, over ±δ of their nominal values.
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Minimum Transmit Power Beamforming Strategy







subject to SINRk ≥ γk, 1 ≤ k ≤ K,
K∑
k=1
Ikm ≤ ϕm, 1 ≤ m ≤M,
(5.6)
where ptk is the transmitted power from the secondary BS to the k
th secondary user,
SINRk denotes the SINR at the k
th secondary user with γk as its minimum desired
level, Ikm is the interference inflicted on the m
th primary user as a result of the trans-
mission by the secondary BS to the kth secondary user. The second constraint in (5.6)
models the interference shaping, wherein, ϕm is the upper limit on the allowed inter-
ference margin imposed by the mth primary user due to secondary transmission. The





where prk, Ik and σ
2
k are, respectively, the received signal power, multiuser interference
and noise variance at the secondary user k.








where the expectation is taken over the channel and the transmitted symbols statistics.
Since these random quantities are independent from one another and the average energy
of symbol constellation is normalized to unity, i.e., E
sk
[|sk|




where Rk = E
hk
[hHk hk].
Similarly, the average transmit power allocated to the kth user at the secondary BS
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≥ γk, 1 ≤ k ≤ K,
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k=1






j Rkwj is the overall multiuser interference in the secondary




Note also that the thresholds γk and ϕm in (5.10) can be different for different
users, and, hence, each secondary user can have its own SINR requirement and the
interference margin on a primary user.
Next, the non-convex optimization problem (5.10) is converted into a convex semi-
definite programming (SDP) problem solvable by the SeDuMi [91] solver. Defining
Fk = wkw
H






subject to tr[RkFk]− γk
∑
j 6=k





tr[RpmFk] ≤ ϕm, 1 ≤ m ≤M,
Fk = F
H
k  0, 1 ≤ k ≤ K.
(5.11)
Notice that the rotation property of the trace operator, i.e., tr[AB]=tr[BA], has been
used to arrive at wHk Rkwk = tr[Rkwkw
H
k ] = tr[RkFk]. As implied from the definition,
Fk is a Rank 1 and Hermitian positive semidefinite matrix. The latter condition on Fk
appears as an additional constraint in (5.11), but the former one, i.e., Rank 1 condition,
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which is a non-convex constraint [92–94], has been relaxed and excluded from (5.11)
to maintain the convexity of the problem. In a convex problem, the objective function
and the constraints must be convex and in such problem, a local minimum is also a
global minimum [95].
Next, to ensure that multiuser interference at each of the secondary users is directly
removed from the signal without any further processing, orthogonality of the transmit-
ted signals is enforced at the BS by setting
∑
j 6=k tr[RskFsj ] = 0 in (5.11). Finally, an







subject to tr[RkFk] ≥ γkσ
2
k
tr[RkFj ] = 0 j 6= k
K∑
k=1
tr[RpmFk] ≤ ϕm, 1 ≤ m ≤M,
Fk = F
H
k  0, 1 ≤ k ≤ K.
(5.12)
The problem (5.12) can be solved by the SeDuMi solver [91] to find Fk. However, to
obtain the optimal beamforming vectors wk, k = 1...K, one is mainly interested in Fk
solutions of (5.12) that are of Rank 1.
An OTBF beamforming vector wk is obtained by, first, finding a rank 1 feasible
Fk, as a solution to (5.12), and then, extracting the eigenvector associated to the only
nonzero eigenvalue, through the eigen decomposition of resulting Fk. Denoting this
single nonzero eigenvalue as λn,k and its corresponding eigenvector as en,k, one can
















5.2.3 Performance Evaluation of OTBF
This section evaluates the performance of OTBF for the scenario shown in Figure 5.1.
The SDP problem of (5.12) is implemented by using the SeDuMi solver under CVX
[95].
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Simulation Setup
For experimental set up, the secondary BS is assumed to be equipped with a uniform
linear antenna array with 8 antenna elements and a spacing of a half of a wavelength
between the adjacent elements. The number of secondary users is 2 and there is one
active primary user within the primary network. It is assumed that the primary user is
located in 10 degree angular position relative to the secondary BS antenna broadside.
While the first secondary user is considered to be at an angular position of 20 degrees,
the second secondary user is allowed to move between 25 and 50 degrees of angular
positions, all relative to the secondary BS antenna broadside. An angle spread of 2
degrees around the main angular position is assumed for all users. Furthermore, a fixed
noise variance of 0.01 is assumed at all users while different interference shaping margins
of ISM= 3dB, -3dB, -13dB and -16dB are used at the primary user. A minimum SINR
level of γk = 10dB is used for all the secondary users in the simulation setup.
Simulation Results
Figure 5.2 shows the performance of minimum transmit power strategy, i.e., (5.12), in
minimising the total transmit power at the secondary BS as a function of the angular
separation between the secondary users and the interference margin allowed by the
primary user. The results are shown for a uniform linear antenna array with 8 and 4
antenna elements. The curve without an ISM constraint is our benchmark curve. The
results for 4 antenna elements show that with angular separations of less than 6 and 8
degrees for ISM thresholds of -3dB, -13dB and -16dB, respectively, the users cannot be
resolved with finite transmission power. Whereas, with 8 antenna elements all user can
be resolved under the ISM thresholds. These results are also confirmed in Figure 5.3
in terms of satisfying the ISM thresholds at the primary users for 4, 6 and 8 antenna
elements. For instance, ISM = -16dB is always satisfied with 8 antenna elements,
whereas with 6 and 4 antenna elements this ISM threshold cannot be supported for
angular separations below 6 and 8 degrees, respectively.
Figure 5.4 shows that due to a reduced ISM on the primary user, i.e. from ISM =
3dB to ISM = -16dB, the solution to the optimization problem 5.12 shifts the beam
pattern of the secondary BS slightly to the right and increases the minimized objective
function value, i.e., the overall transmit power at the secondary BS. This increase in
the secondary BS transmit power can also be verified from Figure 5.2. The radiation
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Figure 5.2: Minimized transmit power at the secondary BS versus angular separation
between the secondary users as a function of allowed interference shaping margin by
the primary user.









































Figure 5.3: Interference imposed on the primary user versus angular separation between
the secondary users as a function of allowed interference shaping margin by the primary
user.
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power patterns in Figure 5.4 have been plotted using






where P (θ) represents the power radiated in the angular direction θ and h(θ) =
[1 ejpisin(θ) . . . ej(N−1)pisin(θ)]. A derivation of (5.14) is given in Appendix G. For our
plots, θ is varied from -90 to 90 Degrees. It is apparent from Figure 5.4 that, overall,
more transmit power is required by the secondary BS as we decrease the allowed inter-
ference margin at the primary user from 3dB to -16dB. However, although the overall
transmitted power increases for the smaller ISM, yet, it decreases in the location area
of the primary users, shown between the bold vertical lines in Figure 5.4.






























Primary User at 10 degrees
Secondary User 2
Secondary User 1
Figure 5.4: Overall secondary BS radiation pattern in azimuthal plane as a function of
allowed interference shaping margin by the primary user.
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D
S
Figure 5.5: An ad hoc network consisting of randomly distributed primary and sec-
ondary nodes.
5.3 Multi-hop Cognitive Radio Routing Schemes
with Hop-by-Hop Beamforming
5.3.1 The Network Architecture & System Model
Consider a multi-hop cognitive radio network where the primary and the secondary
nodes are randomly distributed within a specified region. The goal is to route the data
between the secondary source and destination nodes in an energy efficient manner
while minimizing the co-channel interference among the secondary nodes and keeping
the interference imposed on the primary users by the secondary transmissions within
the allowed ISMs required by each primary user. Figure 5.5 shows an example scenario
where the black circles represent the primary nodes while the gray circles represent
the secondary nodes. The secondary source and the destination nodes are also labeled
in the figure. In the following, the set of secondary transmitters is denoted by X =
{x1, x2, ..., xi} and the set of secondary receivers is denoted by Z = {z1, z2, ..., zk}.
It is assumed that each secondary node consists of a ULA with N transmit antennas
with an element spacing of half a wavelength. For reception, both the primary and
the secondary nodes utilize a single receive antenna. Thus, the considered scenario
forms a MISO communication link. Such scenario makes sense in a multi-hop network,
as the adoption of receive beamforming would make the implementation of broadcast
and flooding procedures overly complicated. In the considered scenario, the secondary
transmitter transmits to a single secondary receiver at a given time instance. Thus,
the orthogonality constraint in (5.12) is not required and the optimization problem is
modified such that it only satisfies the SNR requirement of secondary receiver. The
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subject to tr[RkFk] ≥ γkσ
2
k
tr[RpmFk] ≤ ϕm, 1 ≤ m ≤M,
Fk = F
H
k  0, 1 ≤ k ≤ K.
(5.15)
In the above problem, γk represents the minimum required SNR of the secondary
receiver zk while σ
2
k represents the receiver noise variance.
5.3.2 Multi-hop Position-Based Underlay Cognitive Radio Rout-
ing Concept
The availability at network nodes of position information on both neighboring nodes
in the secondary network and primary receivers allows for the introduction of position-
based optimization in the routing protocol, with the goal of guaranteeing the best
possible performance to the secondary network, while meeting the constraints imposed
by coexistence with primary receivers. In general, position information can be intro-
duced in two different ways in the operation of a routing protocol: either in the routing
algorithm (e.g. determining which nodes participate in the routing discovery process
based on their position, as in [28]), or in the routing metric, as proposed in [96], [97].
A detailed discussion of how position information can be used in the routing algorithm
for underlay cognitive radio networks is presented in [98], where a preliminary analysis
of the potential advantages of introducing a beamforming technique in a multi-hop
cognitive radio network is carried out. Note that in the analysis presented in [98]
beamforming was not taken into account at all in the selection of the end-to-end path,
but rather introduced when forwarding data packets along the selected path. In the
present work the idea of introducing beamforming in a multi-hop cognitive network is
taken a step farther by allowing limited modifications to the path selected at the rout-
ing layer based on the expected impact on neighboring secondary nodes and primary
receivers. Details on the proposed solution are provided in the following subsection.
5.3.3 The Proposed Algorithm
In this section, transmit beamforming is utilized to design a routing algorithm for a
multi-hop cognitive radio network. The objective of the algorithm is three-fold:
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1. To minimize the end to end transmission power consumption.
2. To minimize the co-channel interference imposed within the secondary network.
3. To minimize the number of primary interference constraint violations.
To achieve the goals set above, a centralized approach is adopted whereby the optimal
power saving route is initially calculated through Dijkstra’s algorithm [99] by using the







where hik is the channel coefficient between the transmitter and the receiver while
LC(xi, zk) represents the link cost between the transmitter xi and the receiver zk.
After this initial step, the algorithm modifies the selected route by using a new cost
metric which is introduced later in this section. To ensure that the modified route does
not deviate too much from the optimal power saving route, the cost metric is used only
on alternate hops, for example, for every odd numbered hop of the optimal route, the
hop destination is selected based on the proposed cost metric, while the destinations
of the even numbered hops remain unchanged.
Next, the cost metric is proposed which is used to select the node which is most
suitable to act as a relay. The proposed metric takes into account the potential impact
of the selection of a relay on the primary receivers and other secondary nodes, within
the transmission range of the source and the candidate relay node. In the following,
the source, relay and the destination nodes are referred to as S, R and D, respectively.
A terminal R will only be eligible as a relay if it meets all the following conditions:
1. S does not violate the interference constraint of any of the primary users when
it transmits data to R using beamforming;
2. R does not violate the interference constraint of any of the primary users when
it transmits data to D using beamforming;
3. The position of R is such that the distance between R and D, indicated as
distRD, is not larger than the distance from S to D, distSD. This condition
ensures physical connectivity between the selected relay and D and it ensures
that the algorithm remains loop free.
The above description translates into the cost Cost(S,D,R) associated to the
generic terminal R as a potential relay between S and D defined by eq.(5.17) where:
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1. NSk is the number of secondary terminals within the transmission range of terminal
k;
2. NPk is the number of primary receivers within the transmission range of terminal
k;
3. I(x, y, z) is the interference generated by x towards the generic receiver y (either
primary or secondary) when transmitting to z.
The candidate relay node which gives the minimum value for the above cost function
is selected as the next hop destination. Figure 5.6 shows an example scenario where the
nodes labeled as S and D are, respectively, the secondary source and destination nodes,
the black nodes labeled as P1,...,P3 are the primary nodes while the nodes labeled as
R1,...,R6 are the secondary candidate relay nodes. Among the candidate relay nodes,
R4 and R6 are not eligible to act as relays. R4 is rejected because S cannot transmit
to R4 without violating the interference constraint of P2 while the distance between S
and R6 is larger than the distance between S and D. The Dijkstra’s algorithm selects
R1 as the best option to act as a relay. However, it can be seen that if the data is
transmitted to R1, a lot of interference is exerted upon R3. On the other hand, if R3
is selected as the relay, then interference will be exerted upon R1 when R3 forwards
the data to D. Using the proposed cost metric, the best option in this case is to select
R2 as the relay.
As a final comment, it is worth noting that the relay selection metric is defined
so to operate at local level, without any interaction with the routing algorithm; this
allows, in theory, to combine the proposed path optimization approach with any routing
algorithm.
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Figure 5.6: Demonstration of the proposed cost metric.
5.4 Performance Evaluation
The performance of the proposed solution was evaluated by means of computer sim-
ulations executed by combining a signal processing tool (MATLAB) and a network
simulator (OMNeT++) as follows:
1. MATLAB was used to implement the transmit beamforming strategy and to
analyze the performance of the route optimization approach defined in Section
5.3.3 by measuring the interference generated towards each secondary node as
well as the average number of constraints set by primary receivers that are met.
2. OMNeT++ was used to test the proposed strategy in presence of actual packet
transmissions, moving from results generated in MATLAB.
Details on the implementation, the scenario considered during simulations, as well as
simulation results are presented in the following subsections.
5.4.1 Simulation scenario and setup
The MATLAB code was used to simulate a network of secondary nodes equipped
with a ULA with N = 8 antenna elements and a spacing between adjacent elements
d = 0.0625 m, corresponding to half a wavelength for a carrier frequency fc = 2.4 GHz,
and capable thus to perform DOA estimation and beamforming. An angular spread
φ = 2o was introduced around the exact angle for each measurement and taken into
account in the optimization procedure. A noise power Pn = −101dBm was assumed
at each receiver, while the pathloss exponent for propagation was set equal to α = 2.
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MATLAB was used to solve the optimization problem of (5.15) by taking advantage
of the SeDuMi solver provided by the cvx package [100], imposing an upper bound ϕm
on the allowed interference towards the primary nodes and a minimum SNR level of
γk = 10 dB for all the secondary nodes. The following steps were executed in MATLAB
for each run:
1. Generation of a topology composed of NS secondary nodes and NP primary nodes
randomly deployed in an area of Xmax = 50 m by Ymax = 50 m square meters;
2. Generation of Nconn connection requests in the secondary network with random
source and destination nodes, random duration uniformly distributed between
minDuration andmaxDuration and random delay from the previous connection
request from same source node uniformly distributed between minDelay and
maxDelay; then, for each connection request:
(a) Selection of the best path according to the minimum power routing strategy
defined in Section 5.3.3;
(b) Optimization of the path according to the proposed metric, defined again
in Section 5.3.3;
(c) Measurement of interference generated towards secondary nodes not in-
volved in the connection with and without optimization;
(d) Measurement of number of primaries for which the constraint on the maxi-
mum interference value is met with and without optimization;
3. Export to file of the data required by OMNeT++, consisting in:
(a) primary and secondary network topology;
(b) the list of the Nconn generated connection requests, including source, desti-
nation and duration;
(c) original and optimized paths for each connection;
(d) the reduction in the interference I(x, y, z) perceived in y guaranteed by the
introduction of beamforming in the link from x to z, for all x-z pairs involved
in any connection, for both original and optimized paths.
The inputs generated in MATLAB were used in a simulated secondary network built
in OMNeT++, with each secondary node characterized by the architecture shown in
Figure 5.7. With reference to such architecture, it should be noted that:
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Figure 5.7: Secondary node architecture implemented in OMNeT++.
• the mobility and clustering modules were not activated, as a static network with
flat organization was assumed in this work.
• the positioning module was configured so to provide perfect position information
about all network nodes.
• the application module for a generic node x was in charge of reading from
file connection requests having x as source, and generate for each connection
packets of size appPacketSize bits spaced in time by a constant delay set to
applicationRate/appPacketSize (modeling thus a Constant Bit Rate (CBR)
packet stream) for a time equal to the connection duration read from file;
• the routing module for a source node x, upon receiving from the application
module the first packet of a connection, was in charge of a) loading from file the
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corresponding end-to-end path determined in MATLAB, b) record such path in
each packet; the routing module of intermediate nodes took care of forwarding
the packet towards the destination by reading the next hop from the packet itself,
while the routing module of a destination node simply forwarded the packet to
the application module.
• the MAC module implemented a simple Aloha protocol without retransmission,
taking care of immediately forwarding packets received from the routing module
to the physical layer module and vice versa.
• the physical layer module had the responsibility of transmitting and receiving
packets taking into account path loss, propagation delays and interference gen-
erated by packet collisions.
The impact of interference, in particular, was modeled with an accuracy significantly
higher than that currently found in existing OMNeT++ frameworks, such as INET
[101] and MixiM [102], in order to ensure a correct analysis of the impact of the proposed
optimization on network performance. The simulator is in fact able to keep track of all
transmitted packets and, for each packet reception, determines the interference level
on a symbol by symbol basis (note that, as binary modulation was considered in all
simulations, in the following bits will be considered in place of symbols). Consecutive
bits subject to the same interference are grouped into so called bit regions: Figure 5.8
shows an example of packet reception where four different regions are identified due to
varying interference conditions.
Next, for each bit region the average Bit Error Probability (BEP) is evaluated by
adopting the Standard Gaussian Approximation for the interference power, and the
number of bit errors is randomly determined according to the BEP. Finally the total
number of bit errors generated is evaluated by summing up errors introduced in each bit
region, and compared with the maximum number of errors admitted for the packet as
determined by the adoption of a Reed-Solomon code with a coding rate RSrate = 0.835
(corresponding to a correction capability roughly equal to 10% of the packet bits) in
order to decide if the packet is correctly received or discarded.
The following steps were executed in OMNeT++ for each run:
1. Loading of primary and secondary network topologies from file;
2. Loading of connection requests from file and for each request:
(a) Generation of packets
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TimeBR1 BR2 BR3 BR4
Interfering packets
Packet being received
Figure 5.8: Example of bit region identification during a packet reception in OM-
NeT++; 4 Bit Regions (BR1 to BR4) are identified based on the variations in the set
of interfering packets.
(b) Forwarding of packets along the end-to-end path read from file;
(c) Measurement of end-to-end throughput and other relevant metrics.
3. Averaging of measured metrics.
Table 5.1 presents values assumed by the simulation parameters defined above.
5.4.2 Simulation Results
Matlab results
Figure 5.9 shows the average interference imposed on the secondary nodes when the
data is routed between the secondary source and destination nodes. To ensure conti-
nuity of the simulations, the constraint on primary interference is relaxed if the cost of
(5.17) is +∞ for all the secondary nodes within the transmission range of the trans-
mitter for a specific hop. As can be seen from the figure, the optimized routing with
beamforming, i.e., routing with the proposed cost metric, gives the best performance
in terms of interference imposed within the secondary network. As expected, routing
without beamforming gives the worst performance. Furthermore, it must be mentioned
here that to compare the performance of routing with beamforming and optimized
routing with beamforming, one must also consider the number of primary constraint
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Table 5.1: Simulation settings
Parameter Value(s)
Number of secondary nodes NS 50
Number of secondary nodes NP from 10 to 50
Number of connection requests per run Nconn 1000
Minimum connection duration minDuration 25 s
Maximum connection duration maxDuration 75 s
Min delay between connection requests minDelay 50 s (High Traffic) / 500 s
(Low Traffic)
Max delay between connection requests maxDelay 100 s (High Traffic) / 750 s
(Low Traffic)
Transmission rate at physical layer 1 Mb/s
Maximum transmission power for secondary nodes 1 µW
Application packet length appPacketSize 512 bits
Application source rate applicationRate 320 kbit/s
violations, since the primary interference constraint is relaxed when none of the secon-
daries is able to satisfy this constraint. To make this comparison, Figure 5.10 shows
the number of primary constraint violations for different number of primary nodes.
From Figure 5.9 and Figure 5.10, it can be seen that the difference in performance
between the optimized and non-optimized routing with beamforming in Figure 5.9 is
large when the corresponding difference in primary violations in Figure 5.10 is rela-
tively small, e.g., the performance when the number of primary nodes is 30. Otherwise,
when the difference in performance in Figure 5.9 is small, the difference in the number
of primary constraint violations is relatively large. In order to have a fair compar-
ison between the two, the number of primary constraint violations for routing with
beamforming and optimized routing with beamforming should forced to be the same.
Figure 5.11 shows the power consumption of the routing with beamforming and
optimized routing with beamforming algorithms. The first important observation from
the figure is that the power consumption increases as the number of primary users
increases. This result is related to the results presented in Section 5.2.3 where it was
shown that the minimized transmit power increases as the primary ISM constraint gets
tighter. As the number of primary nodes increases, the transmitting node is required
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Optimized Routing with Beamforming
Figure 5.9: Average total interference exerted upon the secondary nodes between source
and destination versus the total number of primary nodes within the network.






































Optimized Routing with Beamforming
Figure 5.10: Number of primary constraint violations versus the total number of pri-
mary nodes within the network.
to satisfy the ISM constraints of a larger number of primary users, resultantly, the con-
straints get tighter and the minimized transmit power per hop increases. Furthermore,
it can be seen that when the number of primaries is small, routing with beamforming
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Optimized Routing with Beamforming
Figure 5.11: Total power consumption of the routing algorithms versus the total num-
ber of primary nodes within the network.
consumes less power than optimized routing with beamforming, while optimized rout-
ing with beamforming consumes lesser power as the number of primaries becomes large.
An explanation for this behavior of the routing algorithms is as follows: As discussed
above, the transmit power increases when number of primary nodes increases. Conse-
quently, when the number of primaries is large, the cost metric of (5.17) is dependent
on the transmit power of the current node and the candidate relay node and the density
of the secondary nodes around them; on the other hand, when the number of primaries
is small, the density of the secondary nodes around the current node and candidate
relay node becomes the dominant factor in (5.17) since the transmit power remains
small for all the involved nodes. Since optimized routing with beamforming selects
the next hop which minimizes (5.17), it indirectly selects the nodes with less transmit
power when the number of primaries is large. Consequently, the power consumption
decreases when compared with the routing with beamforming algorithm, which just
transmits towards a pre-selected next hop.
OMNET++ results
OMNeT++ simulations considered the following four different scenarios, obtained by
varying the traffic load in the secondary network and the number of primary nodes:
• Low traffic, free network - Low traffic (obtained by setting the minDelay and
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maxDelay variables to the corresponding values in Table 5.1) and no primary
nodes;
• Low traffic, constrained network - Low traffic and NP = 10 primary nodes;
• High traffic, free network - High traffic (obtained by setting the minDelay and
maxDelay variables to the corresponding values in Table 5.1) and no primary
nodes;
• High traffic, constrained network - High traffic and NP = 10 primary nodes.
The throughput, defined as the ratio between end-to-end received packets and gener-
ated packets was measured in the four scenarios above for the three strategies previously
introduced in the paper:
• Routing without beamforming, where omni-directional antennas are considered;
• Routing with Beamforming, where beamforming is adopted for each hop, but the
path is not modified;
• Optimized Routing with Beamforming, where beamforming is adopted for each
hop, on a path optimized as proposed in Section 5.3.3.
Figure 5.12 present the throughput in the case of the Low traffic, free network scenario.
The Figure shows that in this scenario the optimization in the routing path leads to
an increase in throughput, as on each other hop the strategy is able to select the node
that provides the lowest amount of interference to neighboring nodes, thus increasing
the probability of correct packet reception throughout the network.
Moving to the Low traffic, constrained network scenario, Figure 5.13 shows that
the introduction of constraints determined by the presence of a significant number of
primaries has the impact of reversing the gap between the two BF-based strategies, due
to the fact that in several cases potential relays that would lead to lower interference
in the secondary network are discarded as they do not satisfy the hard constraint on
the level of interference towards one or more primary receivers. Figure 5.14 shows how
the throughput is affected in the High traffic, free network ; results show how for all
strategies performance is significantly reduced due to the higher number of collisions,
and the corresponding higher average value of the interference power during packet
reception.
Finally, Figure 5.15 shows results in the High traffic, constrained network, that
introduces again the presence of the primary nodes; interestingly, results highlight that
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Figure 5.12: Throughput in the Low traffic, free network scenario for the three consid-
ered routing strategies.






















Figure 5.13: Throughput in the Low traffic, constrained network scenario for the three
considered routing strategies.
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Figure 5.14: Throughput in the High traffic, free network scenario for the three con-
sidered routing strategies.
in this case the Optimized Routing with Beamforming leads to slightly worse results
compared to simple Routing with Beamforming. It should be note however that, as
shown by Figure 5.10, this comes together with a better coexistence capability with
primary receivers, highlighting the presence of a trade-off between coexistence and
secondary network performance. A fair comparison of the different routing strategies
would require to force all of them to meet to the same extent the requirements set by
the primary nodes.
5.5 Concluding Remarks
The chapter focused on transmit beamforming and routing in a multi-hop, ad hoc
cognitive radio network. After introducing and investigating a transmit beamform-
ing strategy, a new cost metric was proposed which was used to design an optimized,
beamforming based routing algorithm with three-fold objective: to minimize the end to
end path power consumption; to minimize the co-channel interference imposed within
the secondary network and to minimize the number of primary interference constraint
violations. To evaluate the performance of the proposed algorithms, two different simu-
lation platforms were combined, i.e., MATLAB and OMNet++. While MATLAB was
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Figure 5.15: Throughput in the High traffic, constrained network scenario for the three
considered routing strategies.
used to implement the transmit beamforming strategy and to analyze the performance
of the route optimization approach, OMNeT++ was utilized to test the proposed
strategy in presence of actual packet transmissions, moving from results generated in
MATLAB. Simulation results from MATLAB confirmed that the optimized routing al-
gorithm outperformed the original routing algorithm in terms of both, the interference
generated within the secondary network and the number of primary interference con-
straint violations. Furthermore, it was shown that for networks with a large number of
primary nodes, the optimized algorithm outperformed the baseline algorithm in terms
of power consumption. Finally, the simulations carried out in OMNet++ confirmed
the improved throughput of the secondary network when no constraints from primary
nodes are imposed, while they highlight a trade-of between coexistence capability and




Conclusions and Future Research
The thesis focused on energy-efficient routing in static wireless ad hoc networks. The
primary objective of this research was to design progressive energy saving routing algo-
rithms for WAHNs and WMNs. To this end, initially, various energy efficient transmis-
sion strategies were proposed and investigated. These strategies included single antenna
point-to-point transmissions, distributed beamforming, physical layer network coding
and centralized beamforming. Several power saving routing algorithms were proposed,
each tailored for a specific transmission strategy. The algorithms were designed based
on the transmission power consumption and the fixed circuit power consumption. The
power consumption was minimized under the constraint that the SNR requirements
of each hop destination must be satisfied. Through extensive simulations, the perfor-
mances of the proposed schemes were evaluated for different network scenarios. Various
figures of merit such as the end-to-end power consumption, hop count, end-to-end de-
lay and throughput were used to demonstrate the potential energy saving gains that
can be achieved by using the proposed algorithms.
The current chapter summarizes the contributions of this thesis and explores some
avenues for future research.
6.1 Thesis Summary
The introductory chapter discussed the scope of the work presented in this thesis and
highlighted the importance of the proposed research topic in context of green ICT.
Further, the contributions of this thesis were also outlined.
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6.1.1 Summary of Chapter 2
Chapter 2 provided a detailed background study on energy-efficient routing in wire-
less ad hoc networks. Based on the transmission strategy used at the physical layer,
the study divided the power-aware routing algorithms into two main categories, i.e.,
non-cooperative and cooperative routing algorithms. Non-cooperative routing algo-
rithms were further divided into unicast, multicast/broadcast and network structure
and connectivity based algorithms. Cooperative routing algorithms were classified into
progressive energy saving and maximizing the network lifetime routing algorithms.
Each of the above categories and sub-categories were discussed in detail.
6.1.2 Summary of Chapter 3
Non-cooperative energy-efficient routing was the focal point of Chapter 3. Initially, the
chapter highlighted the impact of fading on existing power saving routing algorithms.
Through analysis, it was shown that the fading coefficients, due to their randomness,
cannot be incorporated directly into the baseline routing algorithm, i.e., PSR [21]. Fol-
lowing this analysis, two power and fading-aware decision metrics were presented which
helped the source and the intermediate forwarding nodes in selecting the optimal next
hop destination. Based on the two decision metrics, a new distributed power-aware
non-cooperative routing algorithm, APAR, was proposed. APAR selects the optimal
next hop destination by using the location information and the localized channel con-
ditions of its neighboring nodes. Monte-Carlo simulations revealed that, depending on
the network conditions, the proposed algorithm can achieve a power saving of up to
70% as compared to PSR.
6.1.3 Summary of Chapter 4
Chapter 4 presented a power-aware cooperative routing algorithm based on distributed
beamforming. Initially, the impact of circuit power consumption on cooperative trans-
mission was investigated. The chapter derived an upper bound on the power saving
gains that can be achieved by using cooperative transmission, as compared to non-
cooperative point to point transmission. It was shown that the cooperative transmis-
sion outperforms the non-cooperative transmission, in terms of power consumption,
only when the smallest distance between the cooperating nodes and the destination
is larger than a minimum threshold. This threshold distance was derived analytically
and the analysis was verified through simulations conducted in MATLAB. Using the
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derived threshold distance, a new distributed power-aware cooperative routing algo-
rithm, PACR, was proposed. PACR was shown to outperform the baseline cooperative
[57] and the baseline non-cooperative [21] routing algorithms in terms of power con-
sumption. Further, this improved power saving was achieved while consuming lesser
number of hops as compared to the baseline routing algorithms.
6.1.4 Summary of Chapter 5
Chapter 6 focused on transmit beamforming and routing in a multi-hop, ad hoc cog-
nitive radio network. Initially, the chapter introduced and discussed the orthogonal
transmit beamforming strategy in context of cognitive radio networks. The perfor-
mance of OTBF was investigated for single-hop scenarios. Following this, a new,
beamforming based, optimized routing algorithm was proposed with three-fold objec-
tive: to minimize the end to end path power consumption; to minimize the co-channel
interference imposed within the secondary network and to minimize the number of
primary interference constraint violations. While MATLAB was used to implement
the transmit beamforming strategy and to analyze the performance of the route opti-
mization approach, OMNeT++ was utilized to test the proposed strategy in presence
of actual packet transmissions. Extensive simulations were used to demonstrate the
performance improvements achieved by using the proposed routing algorithm.
6.2 Avenues of Future Research
Continuing from the work presented in this thesis, the current section suggests direc-
tions for future research.
6.2.1 Robust Distributed Beamforming
The distributed beamforming strategy used in Chapter 4 works on the assumption
that the cooperative transmitters have very accurate channel state information about
each others’ channel towards the receiver. In reality, however, the obtained CSI is not
always accurate, e.g., due to location estimation errors. In such a case, distributed
beamforming fails since the signals that arrive at the receiver are not synchronized
or because the beamforming weights are not properly distributed among the coop-
erating nodes. Therefore, distributed beamforming should be made robust to such
errors. Particularly, making DB robust to location estimation errors is a challenging
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task since synchronizing the transmissions for coherent reception at multiple receivers,
from multiple transmitters, is not feasible [57]. Although the authors in [65] propose a
beamforming strategy in which multiple transmitters beamform towards multiple desti-
nations simultaneously, the work is valid only for scenarios where the destinations have
distinct locations. To make DB robust to location estimation errors, the beamforming
weights need to designed under the assumption that the destination could be located
anywhere within a certain small area, depending the extent of the error in location
estimation. Thus, the design of robust distributed beamforming remains an open and
challenging issue.
6.2.2 Turning off node radios
Nearly all the routing algorithms proposed in this thesis minimize the total hop count
of the energy-efficient routing path between the source and the destination. While this
research focused on minimizing the active energy consumption, the proposed algorithms
inherently create an opportunity to turn-off extra nodes that are not participating in
the routing process. Thus, there is room to explore the potential energy saving gains
that can be achieved through this turning-off of node radios.
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Impact of Fading on Power Saving
Routing Algorithm: derivation of
equation 3.13
The power-saving routing algorithm calculates an optimal desirable position for the
next hop destination, then forwards the packet to the node which is closest to this
position. From Fig. 3.2, let e = |SI|, f = |ID| and d = |SD|. To minimize the
power consumption from source to destination via intermediate node I, one needs to
minimize the function [21]
u(e, f) = βeα + C + f(C(β(α− 1)/c)1/α + β(β(α− 1)/C)(1−α)/α) (1)
over the constraint function e+ f ≥ d. If fading is incorporated in the above equation,














The problem can be stated as
minimize u(e, f)




where v(e, f) = e + f . The method of Lagrange multipliers can be used to solve this
optimization problem. Taking the partial derivatives of u(e, f) and v(e, f), w.r.t e and














∇v = (1, 1)
The minimum occurs when
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(α− 1)/C)(1−α)/α − λL = 0
where λL is the Lagrange multiplier. Solving the above two equations, we get the
optimal value for the distance between the source base station and desirable position
of the next hop destination, which is given as













Algorithm: derivation of equation
3.14
Let us assume that S,D and I in Fig. 3.2 are collinear, i.e., if the distance between
S and D is d, then |SI| = x and |ID| = d − x. Furthermore, it is assumed that if S
transmits directly to D, then the transmitted signal experiences multipath fading given
by |FSD|, otherwise, it experiences fading given by |FSI | for the first hop, and |FID| for
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The power consumed by intermediate node forwarding is less than the power consumed





















) + C < 0. (5)



































































If the denominator term in (7) is less than or equal to zero, then we have a special
case where multipath fading has a positive impact at the receiver SNR and it compen-
sates for the path loss. In such cases, it is always better to transmit directly, instead of
intermediate node forwarding. Furthermore, if FSD = FSI = FID = 1, then (7) reduces
to the condition in (3.9), which shows that the impact of fading can only be ignored if
FSD = FSI = FID = 1.
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Appendix C
Link Cost and System Power
Consumption Model for
Cooperative Transmission:
derivation of equations 4.8 and 4.14





























The reason for the equality constraint in (9) is that SNR is an increasing function of the
transmission power. Thus, when the equality is satisfied, the minimum transmission
power is achieved. Let us denote the objective and the constraint function by f(ω)
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and g(ω), respectively. The minimum is found by solving the function
∇f = λL∇g, (10)
where λL represents the lagrange multiplier. The lagrangian function can be written
as
L = f − λLg (11)
= ω21 + ...+ ω
2
l − λL(ω1h1r + ... + ωlhlr).
Taking the partial derivative of the above equation w.r.t wj, j = 1, ..., l, and equating




, j = 1, ..., l. (12)
By replacing the values for ωj, j = 1, ..., l, from (12) into the constraint equation in
















γrPη, j = 1, ..., l. (14)
From (4.9), for l cooperating base stations, the optimal power allocation for the jth











For l cooperating base stations, total transmission power required for cooperative trans-
mission is given by
Pt = |ω̂1|
2 + |ω̂2|
























































where B is given by (4.12). Now, for cooperative transmission, we have one receiver
base station and l transmitter base stations, giving us a total circuit power consumption
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Radiation Power Pattern P (θ)
The average radiated power P at the secondary BS in direction θ relative to the sec-
ondary BS antenna array broadside can be written as




















where h(θ) = [1 ejpisin(θ) . . . ej(N−1)pisin(θ)], and the expectation is taken over the trans-
mitted symbol distribution. Since the K transmitted streams are independent from





i ] = 1, ∀ i, therefore,














Using the rotational property of trace operator, (19) can be written as
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