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a b s t r a c t
Let INSn,p be the set of n×n irreducible non-powerful (generalized)
sign pattern matrices with period p, and let A ∈ INSn,p. In this
paper, we introduce a newparameter called the index ofmaximum
ambiguous density of A. Furthermore, the generalized index of
maximum ambiguous density of A, which generalizes the concept
of the index of maximum ambiguous density, is introduced.
Moreover, some bounds on these indices are obtained, and we
exhibit a system of gaps in the set of the index of maximum
ambiguous density for A ∈ INSn,p. Finally, the index and the gene-
ralized index of maximum ambiguous density for irreducible non-
powerful zero-symmetric sign pattern matrices are discussed.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The sign of a real number a, denoted by sgn(a), is defined to be 1,−1 or 0, according to a > 0, a < 0,
or a = 0. The sign pattern of a real matrix A, denoted by sgn(A), is the (0, 1,−1)-matrix obtained from
A by replacing each entry by its sign.
For a square sign pattern matrix A, notice that in the computations of the entries of the powers
Ak(k = 1, 2, . . .), the ambiguous sign may arise when a positive sign is added to a negative sign. So a
new symbol # has been introduced to denote the ambiguous sign [3], andwe call amatrixwith entries
from the set Γ = {0, 1,−1,#} a generalized sign pattern matrix.
The addition and multiplication involving the symbol # are defined as follows (the addition and
multiplication which do not involve # are obvious):
(−1)+ 1 = 1+ (−1) = #; a+ # = #+ a = # (for all a ∈ Γ );
0 · # = # · 0 = 0; b · # = # · b = # (for all b ∈ Γ \ {0}).
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From now on we assume that all the matrix operations considered in this paper are operations of
the matrices over the set Γ .
Definition 1.1 ([3]). Let A be a generalized sign pattern matrix of order n and A, A2, A3, · · · be the
sequence of powers of A. Suppose Al is the first power that is repeated in the sequence. Namely,
suppose l is the least positive integer such that there is a smallest positive integer p such thatAl = Al+p.
Then l is called the base of A denoted by l(A), and p is called the period of A denoted by p(A).
A sign pattern matrix A is reducible if there is a permutation pattern P such that PTAP =
(
B C
0 D
)
,
where B and D are non-empty and square. A sign pattern matrix A is said to be irreducible if it is not
reducible [5].
A square generalized sign patternmatrix A is called powerful if each power of A contains no# entry.
A is called non-powerful if A is not powerful [3].
A non-negative square matrix A is primitive if some power Ak > 0. For a generalized sign pattern
matrix A, we use |A| to denote the (0, 1)-matrix obtained from A by replacing each non-zero entry
by 1. For convenience, a square generalized sign pattern matrix A is called primitive if |A| is primitive.
A square irreducible sign pattern matrix A is called imprimitive if it is not primitive [9].
Let INSn, p denote the set of n × n irreducible non-powerful (generalized) sign pattern matrices
with period p.
Definition 1.2 ([4]). Let A ∈ INSn, 1 (namely, A is primitive) and let k be an integer with 1 ≤ k ≤ n.
The kth local base lA(k) is the smallest power of A for which there exist k rows each of whose entries
is ambiguous sign (i.e., #).
The index and the generalized index of maximum density for irreducible Boolean matrices are
investigated in many years (see [2,7]). Recently, Shao and You [9] studied the bases of irreducible
non-powerful sign pattern matrices.
Let A ∈ INSn, p. Inspired by the concept of the index of maximum density for irreducible Boolean
matrices, we introduce a new parameter called the index of maximum ambiguous density of A in
Section 3. Furthermore, we generalize the concept of the index of maximum ambiguous density to a
related parameter called the generalizedmaximum ambiguous density index of A in Section 4. At last,
the index and the generalized index of maximum ambiguous density for irreducible non-powerful
zero-symmetric sign pattern matrices are discussed.
2. Preliminaries
In this section, we introduce some definitions, notations and lemmas which are needed for
obtaining our main results.
It is known that if a sign pattern matrix A is irreducible with index of imprimitivity p (i.e., p =
p(|A|)), then A is permutation similar to a sign pattern matrix of the following block partitioned form
(called the ‘‘imprimitive normal form’’ of A):
QAQ T =

0 A1 0 · · · 0
0 0 A2 · · · 0
...
...
...
. . .
...
0 0 0 · · · Ap−1
Ap 0 0 · · · 0
 ,
where the zero blocks along the diagonal are square, and Q is a permutation sign pattern matrix. If
the block Ai is of size ni× ni+1 (i = 1, 2, . . . , p, where the subscripts are read mod p), then we denote
the ‘‘imprimitive normal form’’ of A as (n1, A1, n2, A2, . . . , np, Ap, n1), or simply (A1, . . . , Ap) in case
the sizes of the blocks need not be indicated explicitly (see [9] or [8]).
For convenience, define Aj+p = Aj for all j and define Ai(m) = AiAi+1 · · · Ai+m−1 to be the product of
m successive sign pattern matrices. Therefore, each block Ai contains no zero row and no zero column
(1 ≤ i ≤ p).
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Let m be a non-negative integer and Zi be a sign pattern matrix of the size ni × ni+1(i = 1,
2, . . . , p). Define (Z1, Z2, . . . , Zp)m to be the block partitioned sign pattern matrix (Aij)(i, j =
1, 2, . . . , p)with the blocks
Aij =
{
Zi, if j− i ≡ m(mod p),
0, otherwise.
It is easy to see from this definition that (A1, . . . , Ap)1 = (A1, . . . , Ap).
Using these notations together with the recursive computations, we have the following formula
for the power Am of A = (A1, . . . , Ap):
Am = (A1(m), A2(m), . . . , Ap(m))m.
We shall make use of the following lemmas in this paper.
Lemma 2.1 ([9]). Let X and Y be m× n and n× m generalized sign pattern matrices without zero rows
or zero columns. Then |l(XY )− l(YX)| ≤ 1.
Lemma 2.2 ([9]). Let A = (A1, . . . , Ap) be an irreducible sign pattern matrix of the ‘‘imprimitive normal
form’’ with index of imprimitivity p (i.e., p(|A|) = p). Then the following conditions are equivalent:
(1) A is not powerful.
(2) There exists some i such that Ai(p) is not powerful.
(3) For each j = 1, 2, . . . , p, Aj(p) is not powerful.
A generalized sign pattern matrix with all entries equal to # is denoted by #J .
Lemma 2.3 ([9]). Let A = (A1, . . . , Ap) ∈ INSn, p. Then
(1) There exists some positive integer k such that Ai(k) = #J for all i = 1, 2, . . . , p.
(2) If Ai(k) = #J for all i = 1, 2, . . . , p, then Ai(k+ 1) = #J for all i = 1, 2, . . . , p.
(3) p(A) = p and l(A) = min{k | Ai(k) = #J for all i = 1, 2, . . . , p}.
Remark 1. By Lemma 2.3, if A ∈ INSn, 1, then the base l(A) = min{k | Ak = #J}.
In addition, each Ai(p)(1 ≤ i ≤ p) is primitive and non-powerful.
Lemma 2.4 ([9]). Let A = (n1, A1, n2, A2, . . . , np, Ap, n1) ∈ INSn, p. Suppose 1 ≤ i1 < · · · < it ≤ p
and lij = l(Aij(p)) is the base of Aij(p)(1 ≤ j ≤ t). Then
l(A) ≤ p ·max{li1 , li2 , · · · , lit } + p− t.
Corollary 2.5 ([9]). Let A = (n1, A1, n2, A2, . . . , np, Ap, n1) ∈ INSn, p and let m = min{n1, n2, . . . , np}.
Then l(A) ≤ p[2(m− 1)2 +m+ 1] − 1.
Lemma 2.6 ([9]). Let A ∈ INSn, p and let n = pr+ s, where r = b npc and 0 ≤ s ≤ p−1(bxc is the largest
integer not exceeding x). Then
l(A) ≤ p[2(r − 1)2 + r] + s.
Let D1 be the digraph with the set V = {i | 1 ≤ i ≤ n} of vertices and the set E = {(i, i+ 1) | 1 ≤
i ≤ n− 1} ∪ {(n, 1), (n− 1, 1)} of arcs.
Lemma 2.7 ([9]). Let A ∈ INSn, 1 with D(A) as its associated digraph.
(1) l(A) ≤ 2n2 − 3n+ 2. Moreover, the equality holds if and only if D(A) is isomorphic to D1.
(2) For each integer k with 2n2− 4n+ 5 < k < 2n2− 3n+ 1, there is no sign pattern matrix A ∈ INSn, 1
such that l(A) = k.
Lemma 2.8 ([4]). Let A ∈ INSn, 1 with D(A) as its associated digraph. Then lA(k) ≤ 2n2 − 4n+ 2+ k for
1 ≤ k ≤ n. Moreover, the equality holds if and only if D(A) is isomorphic to D1.
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3. The index of maximum ambiguous density
Now let us give the definition of the index of maximum ambiguous density.
Definition 3.1. Let A ∈ INSn, p. The index of maximum ambiguous density of A is defined as the least
integer φ = φ(A) such that the number of ambiguous signs (i.e., #) in Aφ is maximized in all powers
of A.
Let A ∈ INSn, p. Denotemaximumambiguous density of A byβ(A) = maxm∈Z+ ‖Am‖#, where ‖M‖#
denotes the number of # in a generalized sign pattern matrixM . It follows that φ(A) = min{k ∈ Z+ |
‖Ak‖# = β(A)}.
Let Φn, p be the set of the indices of maximum ambiguous density φ(A) for A ∈ INSn, p. Let
φ(n, p) = max{φ(A) | A ∈ INSn, p}.
Remark 2. Let A = (A1, . . . , Ap) ∈ INSn, p. It follows from Lemma 2.3 that the index of maximum
ambiguous density of A (i.e., φ(A)) is well defined and finite.
It is easy to see that β(A) ≤ n2 and φ(A) ≤ l(A)+ p− 1.
Webeginwith the discussion on themaximumambiguous densityβ(A) and the index ofmaximum
ambiguous density φ(A) for A ∈ INSn, 1.
Lemma 3.2. If A ∈ INSn, 1 (namely, A is primitive), then
β(A) = n2 and φ(A) = l(A) = min{k | Ak = #J}.
Proof. Since A ∈ INSn, 1, it follows from Remark 1 that
p(A) = p = 1 and l(A) = min{k | Ak = #J}.
Moreover, by the definition of the index ofmaximum ambiguous density, it follows that β(A) = n2
and φ(A) = l(A) = min{k | Ak = #J}. 
Combining Lemmas 2.7 and 3.2, we have the following corollary.
Corollary 3.3. φ(n, 1) = 2n2 − 3n+ 2.
Therefore, the index ofmaximumambiguous density need to be studied for irreducible imprimitive
non-powerful sign pattern matrices mainly.
Lemma 3.4. Let A = (n1, A1, n2, . . . , np, Ap, n1) ∈ INSn, p. Denote
#B1 =

0 #J 0 · · · 0
0 0 #J · · · 0
...
...
...
. . .
...
0 0 0 · · · #J
#J 0 0 · · · 0
 , #B2 = (#B1)2 =

0 0 #J 0 · · · 0
0 0 0 #J · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · #J
#J 0 0 0 · · · 0
0 #J 0 0 · · · 0
 , . . . ,
#Bp−1 = (#B1)p−1 =

0 0 · · · 0 #J
#J 0 · · · 0 0
0 #J · · · 0 0
...
...
. . .
...
...
0 0 · · · #J 0
 , and #B0 =

#J 0 · · · 0
0 #J · · · 0
...
...
. . .
...
0 0 · · · #J
 ,
where each #Bj(j = 0, 1, . . . , p− 1) is an n× n generalized sign pattern matrix partitioned in the same
block form as A. Then the base of A is
l(A) = min{m ∈ Z+ | Am = #Bj, where m ≡ j(mod p), 0 ≤ j ≤ p− 1}.
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Proof. Ifm = tp+ j(0 ≤ j ≤ p− 1), Am = #Bj, then Am+p = #Bj · Ap = #Bj.
Hence Am = Am+p, and then l(A) ≤ m by Definition 1.1.
Conversely, let l = l(A), and l ≡ j(mod p)(0 ≤ j ≤ p− 1).
For t ≥ max1≤j≤p{l(Aj(p))}, we haveAtp = #B0. It follows thatAl = Al+tp = Al·#B0 = Aj·#B0 = #Bj.
Thus the equality is established. 
Lemma 3.5. Let A = (A1, . . . , Ap) ∈ INSn, p. Then
|l(Ai(p))− l(Aj(p))| ≤ 1, where i, j = 1, 2, . . . , p.
Proof. If i = j, then |l(Ai(p))− l(Aj(p))| = 0 < 1. Now suppose i < j.
Let X = Ai(j− i) and Y = Aj(p− j+ i). Thus Ai(p) = XY and Aj(p) = YX .
Combining Lemmas 2.1–2.3, |l(XY )− l(YX)| ≤ 1, the result is obtained. 
Lemma 3.6. Let A = (A1, . . . , Ap) ∈ INSn, p and let li = l(Ai(p)). Then
p(li − 1) < l(A) ≤ p(li + 1) for all i = 1, 2, . . . , p.
Proof. By Lemma 3.5, we have li + 1 ≥ max1≤j≤p lj for all i = 1, . . . , p. Thus Ap(li+1) = #B0. It
follows that l(A) ≤ p(li + 1). On the other hand, (Ai(p))li−1  #J , we have Ap(li−1)  #B0, and then
l(A) > p(li − 1). 
Let C =

0 1 0 · · · 0
0 0 1 · · · 0
.
.
.
.
.
.
.
.
.
. . .
.
.
.
0 0 0 · · · 1
1 0 0 · · · 0
 be a p × p circulant matrix. The cyclic period of a row vector
(n1, n2, . . . , np), denoted by τ(n1, n2, . . . , np), is defined as the least positive integer j such that
C j(n1, . . . , np)T = (n1, . . . , np)T. Clearly, τ(n1, . . . , np) | p.
Theorem 3.7. Suppose A = (n1, A1, n2, A2, . . . , np, Ap, n1) ∈ INSn, p. Then
β(A) = max
m∈Z+
‖Am‖# =
p∑
i=1
n2i ,
φ(A) = min{m ∈ Z+ | m ≥ l(A) and τ | m} = τ ·
⌈
l(A)
τ
⌉
,
where τ = τ(n1, n2, . . . , np), and dxe denotes the least integer not less than x.
Proof. Assume m ≡ j(mod p)(0 ≤ j ≤ p − 1). By Lemma 3.4, if m ≥ l(A), then Am = #Bj, and
‖Am‖# =∑pi=1 nini+j; if m < l(A), then Am  #Bj, and ‖Am‖# <∑pi=1 nini+j.
Since
∑p
i=1 n
2
i −
∑p
i=1 nini+j = 12
∑p
i=1(ni−ni+j)2 ≥ 0, then ‖Am‖# ≤
∑p
i=1 n
2
i , where the equality
holds if and only if ni = ni+j for all i = 1, 2, . . . , p, that is, C j(n1, n2, . . . , np)T = (n1, n2, . . . , np)T,
and then τ(n1, n2, . . . , np) | j. In particular, the above equality holds when j = p, and then β(A) =
maxm ‖Am‖# =∑pi=1 n2i .
Furthermore, note that τ(n1, n2, . . . , np) | p,m ≡ j(mod p), and
‖Am‖# =
p∑
i=1
n2i ⇔ m ≥ l(A) and
p∑
i=1
n2i =
p∑
i=1
nini+j
⇔ m ≥ l(A) and τ(n1, n2, . . . , np) | j
⇔ m ≥ l(A) and τ(n1, n2, . . . , np) | m.
Thus φ(A) = min{m ∈ Z+ | m ≥ l(A) and τ | m} = τ ·
⌈
l(A)
τ
⌉
. 
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Corollary 3.8. Suppose A = (n1, A1, n2, A2, . . . , np, Ap, n1) ∈ INSn, p and let m = min{n1, n2, . . . , np}.
Then φ(A) ≤ p · [2(m− 1)2 +m+ 1].
Proof. By Corollary 2.5, we have l(A) ≤ p[2(m− 1)2 +m+ 1] − 1. It follows from Theorem 3.7 that
φ(A) = τ ·
⌈
l(A)
τ
⌉
≤ p ·
⌈
l(A)
p
⌉
≤ p ·
⌈
p · [2(m− 1)2 +m+ 1] − 1
p
⌉
= p · [2(m− 1)2 +m+ 1]. 
Theorem 3.9. Let n = pr + s, where r = b npc and 0 ≤ s ≤ p− 1. Then
φ(n, p) ≤
{
p(2r2 − 3r + 2) (s = 0),
p(2r2 − 3r + 3) (1 ≤ s ≤ p− 1).
Proof. Let A ∈ INSn, p. By Theorem 3.7, it follows that
φ(A) = τ ·
⌈
l(A)
τ
⌉
≤ p ·
⌈
l(A)
p
⌉
, where τ = τ(n1, n2, . . . , np).
By Lemma 2.6, we have l(A) ≤ p[2(r − 1)2 + r] + s. Hence
φ(A) ≤ p ·
⌈
l(A)
p
⌉
≤
{
p(2r2 − 3r + 2) (s = 0),
p(2r2 − 3r + 3) (1 ≤ s ≤ p− 1). 
Secondly, we exhibit a system of ‘‘gaps’’ inΦn, p.
Lemma 3.10. For each integer n ≥ 1, Φn, 1 ⊆ Φn+1, 1.
Proof. Let A = (aij) ∈ INSn, 1 such that φ(A) = l(A) = t . Then At = #J .
Construct a primitive non-powerful sign pattern matrix B of order n + 1 such that B =(
A B1
B2 an+1, n+1
)
, where B1 is the same as the last column of A, and B2 is the same as the last row of
A, and an+1, n+1 = an, n.
It is easy to show that B t = #J , and then φ(B) = l(B) = t . Therefore, for each integer n ≥ 1,
Φn, 1 ⊆ Φn+1, 1. 
The following theorem establishes a relation between the gaps in Φn, 1 and the gaps in Φn, p, and
hence exhibits a system of gaps inΦn, p.
Theorem 3.11. Suppose n = pr+s, where r = b npc and 0 ≤ s ≤ p−1. If k 6∈ Φr, 1 for all k1 ≤ k ≤ k2,
then m 6∈ Φn, p for all k1p < m ≤ k2p.
Proof. Let k 6∈ Φr, 1 for all k1 ≤ k ≤ k2, and m ∈ Φn, p, where k1p < m ≤ k2p. Then m = φ(A) for
some A ∈ INSn, p. Without loss of generality, we may assume that A is in the imprimitive normal form
A = (n1, A1, n2, . . . , np, Ap, n1).
Since n1 + · · · + np = n = pr + s < p(r + 1), there exists some nj ≤ r .
Notice that Aj(p) = AjAj+1 · · · Aj+p−1 is primitive non-powerful of size nj × nj. Since nj ≤ r , by
Lemma 3.10, lj , l(Aj(p)) = φ(Aj(p)) ∈ Φnj, 1 ⊆ Φr, 1.
On the other hand, by Lemma 3.6, p(lj − 1) < m ≤ p(lj + 1). Therefore, p(lj − 1) < k2p and then
lj ≤ k2, k1p < p(lj + 1) and then k1 ≤ lj.
Thus k1 ≤ lj ≤ k2 and lj ∈ Φr, 1, which is a contradiction. 
Corollary 3.12. Suppose n = pr + s, where r = b npc ≥ 7 and 0 ≤ s ≤ p − 1. Then m 6∈ Φn, p for
all 2p(r2 − 2r + 3) < m ≤ pr(2r − 3).
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Proof. By Lemma 2.7, k 6∈ Φr, 1 for all 2r2 − 4r + 5 < k < 2r2 − 3r + 1. Denote k1 = 2r2 − 4r + 6
and k2 = 2r2−3r . It follows from Theorem 3.11 thatm 6∈ Φn, p for all k1p < m ≤ k2p. This completes
the proof. 
Remark 3. This corollary exhibits a system of ‘‘gaps’’ inΦn, p.
4. The generalized index of maximum ambiguous density
In this section, we introduce the generalized index of maximum ambiguous density, which are
generalizations of the index of maximum ambiguous density.
Let A ∈ INSn, p and V (A) = {1, 2, . . . , n}. Let β jA(i) denote the number of ambiguous signs
(i.e., #) in the ith row of Aj. If X ⊆ {1, 2, . . . , n} = V (A), we define β jA(X) :=
∑
i∈X β
j
A(i) and
βA(X) := maxj∈Z+{β jA(X)}.
Definition 4.1. The k-generalized maximum ambiguous density of A :
βA(k) := max|X |=k{βA(X)} (1 ≤ k ≤ n).
The k-generalized index of maximum ambiguous density of A:
φA(k) := min{m ∈ Z+ | there exists X ⊆ V (A) (|X | = k) such that βmA (X) = βA(k)}.
Moreover, we define φ(n, p, k) := max{φA(k) | A ∈ INSn, p} (1 ≤ k ≤ n).
Remark 4. Obviously, βA(n) = β(A), φA(n) = φ(A) and φ(n, p, n) = φ(n, p).
In addition, it follows from Lemma 2.3 that the k-generalized index of maximum ambiguous
density of A (i.e., φA(k)) is well defined and finite.
It is easy to see that βA(k) ≤ nk and φA(k) ≤ φA(n) = φ(A) ≤ l(A)+ p− 1.
Firstly, βA(k) and φA(k) are studied for A ∈ INSn, 1 (namely, A is primitive).
Lemma 4.2. Let k be an integer with 1 ≤ k ≤ n. If A ∈ INSn, 1, then
βA(k) = kn and φA(k) = lA(k).
Proof. Since A ∈ INSn, 1, it follows from Definition 1.2 that the kth local base lA(k) is the smallest
power of A for which there exist k rows each of whose entries is ambiguous sign (i.e., #).
Moreover, by the definition of k-generalized index of maximum ambiguous density, we have
βA(k) = kn and φA(k) = lA(k) immediately. 
Combining Lemmas 2.8 and 4.2, we have
Corollary 4.3. Let k be an integer with 1 ≤ k ≤ n. Then
φ(n, 1, k) = 2n2 − 4n+ 2+ k.
Note that the signed digraph S(A) for A ∈ INSn, p is a p-partite digraph with the partition (V1,
V2, . . . , Vp) and |Vi| = ni. The k-generalized maximum ambiguous density of A can be characterized
as follows.
Theorem 4.4. Let A = (n1, A1, n2, A2, . . . , np, Ap, n1) ∈ INSn, p. Denote the set of the multiset
{n1, n2, . . . , np} (since some ni may be equal) by {η1, η2, . . . , ηm} with η1 > η2 > · · · > ηm. Suppose
there are xi subsets which are ηi(i = 1, 2, . . . ,m) in the partition of S(A), where x1 + · · · + xm = p.
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Then
βA(k) =

kη1 (1 ≤ k ≤ x1η1),
i∑
j=1
xjη2j +
(
k−
i∑
j=1
xjηj
)
· ηi+1
(
1+
i∑
j=1
xjηj ≤ k ≤
i+1∑
j=1
xjηj
)
,
m−1∑
j=1
xjη2j +
(
k−
m−1∑
j=1
xjηj
)
· ηm
(
1+
m−1∑
j=1
xjηj ≤ k ≤ n
)
,
where 1 ≤ i ≤ m− 2. In particular, βA(n) =∑mj=1 xjη2j =∑pj=1 η2j = β(A).
Proof. Note that η1 > η2 > · · · > ηm and there are xi subsets which are ηi(i = 1, 2, . . . ,m) in
the partition of S(A). By the definition of k-generalized maximum ambiguous density, similarly as the
proof of Theorem 3.7, it is not difficult to obtain the desired results. 
Finally, the k-generalized index of maximum ambiguous density φ(n, p, k) with p > 1 is
investigated. (The case of p = 1 is settled in Corollary 4.3.)
Lemma 4.5. Let A = (A1, . . . , Ap) ∈ INSn, p. Let li = l(Ai(p)) be the base of Ai(p). Then for every
1 ≤ k ≤ n, φA(k) ≤ p · (max1≤i≤p{li}).
Proof. Let l = max1≤i≤p{li}. Since A = (A1, . . . , Ap) ∈ INSn, p, we have
Apl =

[A1(p)]l 0 · · · 0
0 [A2(p)]l · · · 0
...
...
. . .
...
0 0 · · · [Ap(p)]l
 =

#J 0 · · · 0
0 #J · · · 0
...
...
. . .
...
0 0 · · · #J
 .
By Theorem 4.4, it follows that φA(k) ≤ p · l ≤ p · (max1≤i≤p{li}). 
Lemma 4.6. Let A = (n1, A1, n2, A2, . . . , np, Ap, n1) ∈ INSn, p. Suppose there exist some integers i, j
such that ni = r and nj = max1≤m≤p{nm}, where 1 ≤ i, j ≤ p. Let t ≡ j− i(mod p). Let li(k) = lAi(p)(k)
be the kth local base of Ai(p). Then
φA(k) ≤ p · li(k)+ t ≤ p · (2r2 − 4r + 2+ k)+ t for 1 ≤ k ≤ r.
Proof. If there exists some integer i with 1 ≤ i ≤ p such that ni = r , by Remark 1, Ai(p) is primitive
non-powerful of order r . Note that
Ap·li(k) =

[A1(p)]li(k) 0 · · · 0
0 [A2(p)]li(k) · · · 0
...
...
. . .
...
0 0 · · · [Ap(p)]li(k)
 .
Consequently, there are k rows {i1, . . . , ik} in [Ai(p)]li(k) such that each of whose entries is
ambiguous sign (i.e., #). Let X = {i1, . . . , ik}with |X | = k(1 ≤ k ≤ r).
Considering Ap·li(k)+t , where t ≡ j− i(mod p) and nj = max1≤m≤p{nm}, we have βp·li(k)+tA (X) = knj.
By Theorem 4.4, βp·li(k)+tA (X) = βA(k).
It follows fromLemma2.8 that li(k) ≤ 2r2−4r+2+k (1 ≤ k ≤ r). Therefore, φA(k) ≤ p·li(k)+t ≤
p · (2r2 − 4r + 2+ k)+ t (1 ≤ k ≤ r). 
Let n = rp + s with 0 ≤ s ≤ p − 1 and r ≥ 0. Note that there is no primitive non-powerful sign
pattern matrix satisfying n ≤ p. Thus we exclude the trivial cases r = 0 and r = 1, s = 0.
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Theorem 4.7. Let n = rp and 1 ≤ i ≤ r (r ≥ 2). Then
φ(n, p, k) ≤ p · (2r2 − 4r + 2+ i), where p(i− 1)+ 1 ≤ k ≤ p · i.
Proof. Let A = (n1, A1, n2, A2, . . . , np, Ap, n1) ∈ INSn, p (p > 1).
Case 1. n1 = n2 = · · · = np = r . Let l = 2r2 − 4r + 2+ i (1 ≤ i ≤ r).
Note that
Apl =

[A1(p)]l 0 · · · 0
0 [A2(p)]l · · · 0
...
...
. . .
...
0 0 · · · [Ap(p)]l

and each Aj(p)(1 ≤ j ≤ p) is primitive non-powerful of order r . It follows from Lemma 2.8 that there
are i rows {u(j)1 , . . . , u(j)i } in each [Aj(p)]l(1 ≤ j ≤ p) such that each of whose entries is #.
Let X = ∪pj=1{u(j)1 , . . . , u(j)i }. Then |X | = p·i. Take Y ⊆ X with |Y | = k, where p(i−1)+1 ≤ k ≤ p·i.
Hence βplA (Y ) = kr .
By Theorem 4.4, we have βplA (Y ) = βA(k). It follows that
φA(k) ≤ p · l = p · (2r2 − 4r + 2+ i), where p(i− 1)+ 1 ≤ k ≤ p · i.
Case 2. There is some integer t such that nt ≤ r − 1.
Let lj = l(Aj(p))(1 ≤ j ≤ p). By Lemma 2.7, lt ≤ 2(r − 1)2 − 3(r − 1)+ 2.
It follows from Lemma 3.5 that lj ≤ lt + 1 ≤ 2r2 − 7r + 8(1 ≤ j ≤ p).
Since r ≥ 2, then 2r2 − 7r + 8 ≤ 2r2 − 4r + 2. By Lemma 4.5,
φA(k) ≤ p · (max
1≤j≤p
{lj}) ≤ p · (2r2 − 7r + 8) ≤ p · (2r2 − 4r + 2+ i).
Therefore, combining Cases 1 and 2, for n = rp and 1 ≤ i ≤ r (r ≥ 2),
φ(n, p, k) ≤ p · (2r2 − 4r + 2+ i), where p(i− 1)+ 1 ≤ k ≤ p · i. 
Theorem 4.8. Let n = rp+ s with 1 ≤ s ≤ p− 1 and r ≥ 1. Then
φ(n, p, k) ≤
{
p · (2r2 − 4r + 2+ k)+max{1, s− 1} (1 ≤ k ≤ r),
p · (2r2 − 3r + 3) (r + 1 ≤ k ≤ n).
Proof. Let A = (n1, A1, n2, A2, . . . , np, Ap, n1) ∈ INSn, p (p > 1). Let li = l(Ai(p)) be the base of
Ai(p)(1 ≤ i ≤ p).
Case 1.min1≤i≤p{ni} < r . Suppose nt = min1≤i≤p{ni} ≤ r − 1. Then r ≥ 2.
By Lemma 2.7, we have lt ≤ 2(r − 1)2 − 3(r − 1)+ 2 = 2r2 − 7r + 7.
It follows from Lemma 3.5 that li ≤ lt + 1 ≤ 2r2 − 7r + 8(1 ≤ i ≤ p).
Since r ≥ 2, then 2r2 − 7r + 8 ≤ 2r2 − 4r + 2. By Lemma 4.5,
φA(k) ≤ p · (max
1≤i≤p
{li}) ≤ p · (2r2 − 7r + 8)
≤
{
p · (2r2 − 4r + 2+ k)+max{1, s− 1} (1 ≤ k ≤ r),
p · (2r2 − 3r + 3) (r + 1 ≤ k ≤ n).
Case 2.min1≤i≤p{ni} = r .
Subcase 2.1. s = 1. Without loss of generality, we assume n1 = r + 1 and n2 = n3 = · · · = np = r .
Therefore, by Lemma 2.7, li ≤ 2r2 − 3r + 2(2 ≤ i ≤ p). And it follows from Lemma 3.5 that l1 ≤
li + 1 ≤ 2r2 − 3r + 3.
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Since np = r and n1 = max1≤i≤p{ni} = r + 1, 1 ≡ 1 − p(mod p), by Lemma 4.6, then for every
1 ≤ k ≤ r , φA(k) ≤ p · (2r2 − 4r + 2+ k)+ 1.
For every r + 1 ≤ k ≤ n, it follows from Lemma 4.5 that
φA(k) ≤ p · (max
1≤i≤p
{li}) ≤ p · (2r2 − 3r + 3).
Subcase 2.2. 2 ≤ s ≤ p − 1. Without loss of generality, we assume n1 = max1≤i≤p{ni} > np. It
is obvious that there exists an integer t with p − s + 2 ≤ t ≤ p, such that nt = r . (Otherwise,
np−s+2, . . . , np−1, np ≥ r + 1, then n1 ≥ np + 1 ≥ r + 2. It follows that n = ∑pi=1 ni ≥ rp + s + 1,
contracting that n = rp+ s.)
Hence lt ≤ 2r2 − 3r + 2 by Lemma 2.7. Thus li ≤ lt + 1 ≤ 2r2 − 3r + 3(1 ≤ i ≤ p) by Lemma 3.5.
Since nt = r and n1 = max1≤i≤p{ni}, 1 − t + p ≡ 1 − t(mod p), by Lemma 4.6, then for every
1 ≤ k ≤ r ,
φA(k) ≤ p · (2r2 − 4r + 2+ k)+ 1− t + p ≤ p · (2r2 − 4r + 2+ k)+ (s− 1).
For every r + 1 ≤ k ≤ n, by Lemma 4.5,
φA(k) ≤ p · (max
1≤i≤p
{li}) ≤ p · (2r2 − 3r + 3).
In conclusion, combining Cases 1 and 2, for n = rp+ swith 1 ≤ s ≤ p− 1,
φ(n, p, k) ≤
{
p · (2r2 − 4r + 2+ k)+max{1, s− 1} (1 ≤ k ≤ r),
p · (2r2 − 3r + 3) (r + 1 ≤ k ≤ n). 
Remark 5. Since φ(n, p) = φ(n, p, n), it is not difficult to check that the result of Theorem 3.9 can
be obtained by Theorems 4.7 and 4.8.
5. The index and the generalized index of maximum ambiguous density for irreducible non-
powerful zero-symmetric sign pattern matrices
A square generalized sign pattern matrix A is called zero-pattern-symmetric (abbreviated zero-
symmetric, or simply ZS) if |A| is symmetric (see [1]).
Let SISn, p denote the set of n× n irreducible non-powerful ZS (generalized) sign pattern matrices
with period p. Note that the period p = 1 or 2.
Combining the results in [1,6], we obtain the following lemma.
Lemma 5.1. Let l˜(k) = max{lA(k) | A ∈ SISn, 1, 1 ≤ k ≤ n}. Then
2n− 1 ≤ l˜(k) ≤ 2n.
By Lemmas 3.2, 4.2 and 5.1, it is easy to prove that
Corollary 5.2. Let A ∈ SISn, 1. Then for 1 ≤ k ≤ n,
βA(k) = nk and φA(k) ≤ 2n.
For A ∈ SISn, 2, the result below is a direct consequence of Theorem 4.4.
Theorem 5.3. Suppose A = (n1, A1, n2, A2, n1) ∈ SISn, 2 and n1 ≥ n2. Then
βA(k) =
{
kn1 (1 ≤ k ≤ n1),
n21 + (k− n1) · n2 (1+ n1 ≤ k ≤ n).
In particular, βA(n) = n21 + n22 = β(A).
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Theorem 5.4. Let A = (n1, A1, n2, A2, n1) ∈ SISn, 2 and m = min{n1, n2}. Then
(1) If n1 = n2, then φA(k) ≤ 4m (1 ≤ k ≤ n);
(2) If n1 6= n2, then φA(k) ≤
{
4m+ 1 (1 ≤ k ≤ m),
4m+ 2 (m+ 1 ≤ k ≤ n).
Proof. SinceA = (n1, A1, n2, A2, n1) ∈ SISn, 2,Ai(2) is an ni×ni primitive non-powerful ZS generalized
sign pattern matrix. Let li = l(Ai(2))(1 ≤ i ≤ 2).
(1) If n1 = n2 = m, therefore, by Lemma 5.1, we have l1 = l2 ≤ 2m.
For every 1 ≤ k ≤ n, by Lemma 4.5, we have
φA(k) ≤ 2 · (max{l1, l2}) ≤ 2 · (2m) = 4m.
(2) If n1 6= n2, without loss of generality, suppose n2 = m = min{n1, n2}.
Let li(k) = lAi(2)(k) be the kth local base of Ai(2)(1 ≤ i ≤ 2). Therefore, by Lemma 5.1, l2(k) ≤ 2m.
It follows from Lemma 3.5 that l1 ≤ l2 + 1 ≤ 2m+ 1.
Since n2 = m and n1 = min{n1, n2}, 1 ≡ −1 (mod 2), l2(k) ≤ 2m, by Lemma 4.6, for every
1 ≤ k ≤ m, we have φA(k) ≤ 2 · (2m)+ 1 = 4m+ 1.
For everym+ 1 ≤ k ≤ n, it follows from Lemma 4.5 that
φA(k) ≤ 2 · (max{l1, l2}) ≤ 2 · (2m+ 1) = 4m+ 2. 
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