The possibility of basing the security of cryptographic objects on the (minimal) assumption that NP ⊈ BPP is at the very heart of complexity-theoretic cryptography. Most known results along these lines are negative, showing that assuming widely believed complexity-theoretic conjectures, there are no reductions from an NP-hard problem to the task of breaking certain cryptographic schemes. We make progress along this line of inquiry by showing that the security of single-server single-round private information retrieval schemes cannot be based on NP-hardness, unless the polynomial hierarchy collapses. Our main technical contribution is in showing how to break the security of a PIR protocol given an SZK oracle. Our result is tight in terms of both the correctness and the privacy parameter of the PIR The possibility of basing the security of cryptographic objects on the (minimal) assumption that NP ⊈ BPP is at the very heart of complexity-theoretic cryptography. Somewhat more precisely, "basing primitive X on NP-hardness" means that there is a construction of primitive X and a probabilistic polynomial-time oracle algorithm (a reduction) R such that for every oracle A that "breaks the security of X",
Introduction

Our Techniques
The core of our proof is an attack against any single-server one-round PIR protocol given access to an SZK oracle. In particular, we show that given an oracle to the entropy difference (ED) problem, which is complete for SZK, one can break any single-server one-round PIR protocol. Once we have this result, the rest follows from a beautiful work of Mahmoody and Xiao [MX10] who show that BPP SZK ⊆ AM ∩ coAM. That is, if there is a reduction from deciding SAT to breaking single-server one-round PIR, then SAT ∈ BPP SZK and therefore, by [MX10] , SAT ∈ AM∩coAM. In turn, from the work of Boppana, Håstad and Zachos [BHZ87] , this means that the polynomial hierarchy collapses to the second level.
The intuition behind the attack against PIR protocols is simple. Assume that the database is uniformly random and the user's query is fixed. Let X be a random variable that denotes the database, and let A be a random variable that denotes the PIR answer (on input a query q from a user trying to retrieve the i-th bit). We have two observations.
1. The answer enables the user to learn the i-th bit. In other words, the mutual information between the i-th database bit X i and the answer A has to be large. Indeed, we show that if the PIR protocol is correct with probability 1 − ε, then this mutual information is at least 1 − h(ε), where h is the binary entropy function.
2. The answer does not contain a large amount of information about all the database entries. Indeed, the entropy of the answer is limited by its length which is much shorter than the size of the database. We show that for most indices j, the answer contains little information about the j-th bit, that is the mutual information between A and X j is small.
We then proceed as follows. Given the user's query q, an efficient adversary can construct a circuit sampling from joint distribution (X; A). Armed with the entropy difference ED oracle, the adversary can estimate I(X j ; A) for any index j. Since I(X i ; A) is close to 1 (where i is the index underlying the query q) and I(X j ; A) is small for most indices j, the adversary can predict i much better than random guessing. This breaks the security of PIR.
We refer the reader to Theorem 8 for the formal statement, and to Proposition 7 which shows that the parameters of Theorem 8 are tight. Brassard [Bra79] showed that one-way permutations cannot be based on NP-hardness. Subsequently, Goldreich and Goldwasser [GG98] , in the process of clarifying Brassard's work, showed that public-key encryption schemes that satisfy certain very special properties cannot be based on NP-hardness. In particular, one of their conditions require that it should be easy to certifying an invalid key as such.
Related Work
Akavia, Goldreich, Goldwasser and Moshkovitz [AGGM06] , and later Bogdanov and Brzuska [BB15] , showed that a special class of one-way functions called size-verifiable one-way functions cannot be based on NP-hardness. A size-verifiable one-way function, roughly speaking, is one in which the size of the set of pre-images can be efficiently approximated via an AM protocol.
Most recently, Bogdanov and Lee [BL13a] showed that (even simple) homomorphic encryption schemes cannot be based on NP-hardness. This includes additively homomorphic encryption as well as homomorphic encryption schemes that only support the majority function, as special cases. While PIR schemes can be constructed from additively homomorphic encryption, we are not aware of a way to use PIR to obtain any type of non-trivial homomorphic encryption scheme.
Several works have also explored the problem of basing average-case hardness on (worst case) NP-hardness, via restricted types of reductions, most notably non-adaptive reductions that make all its queries to the oracle simultaneously. The work of Feigenbaum and Fortnow, subsequently strengthened by Bogdanov and Trevisan [BT06] , show that there cannot be a non-adaptive reduction from (worst-case) SAT to the average-case hardness of any problem in NP, unless PH ⊆ Σ 2 (that is, the polynomial hierarchy collapses to the second level). In contrast, our results rule out even adaptive reductions (to much stronger primitives).
Definitions
Information Theory Background
A random variable X over a finite set S is defined by its probability mass function p X : S → [0, 1] such that ∑ x∈S p X (x) = 1. We use uppercase letters to denote random variables. The Shannon entropy of a random variable X, denoted H(X), is defined as
.
Let Bern(p) denote the Bernoulli distribution on {0, 1} which assigns a probability of p to 1 and 1 − p to 0. We will denote by h(p) = H(Bern(p)) = p log 2 1 p + (1 − p) log 2 1 1−p the Shannon entropy of the distribution Bern(p).
Let X and Y be two (possibly dependent) random variables. The conditional entropy of Y given
The mutual information between random variables X and Y is
which measures the information that X reveals about Y (and vice versa). In particular, if two random variables X, Y are independent, their mutual information is zero.
The conditional mutual information between random variables X and Y given Z, denoted I(X; Y |Z), is defined as
We will use without proof that entropy, conditional entropy, mutual information, conditional mutual information are non-negative.
We will need the following simple propositions.
Proposition 1. Let X ∼ Bern( 1 2 ) be a random variable uniformly distributed in {0, 1}, let N ∼ Bern(ε) be a noise that is independent from X, and letX = X ⊕ N be the noisy version of X. Then I(X; X) = 1 − h(ε). Moreover, for any random variable X ′ satisfying Pr[X ′ = X] ≥ 1 − ε,
Proof. Clearly, I(X; X) = H(X) − H(X|X) = 1 − h(ε). Furthermore, the random variableX = X ⊕ N minimizes the mutual information I(X; X) under the constraint that Pr[X = X] ≥ 1 − ε. In particular, we have
for any random variable X ′ satisfying Pr[X ′ = X] ≥ 1 − ε.
Proposition 2 (Conditioning decreases entropy). For any random variables X, Y, Z, it holds that H(X) ≥ H(X|Y ) ≥ H(X|Y Z).
In general, conditioning can increase or decrease mutual information, but when conditioning on an independent variable, mutual information increases.
Proposition 3 (Conditioning on independent variables increases mutual information). For random variables X, Y, Z such that Y and Z are independent,
Proposition 4 (Data processing for mutual information). Assume random variables X,
Proof. Since X and Z are independent conditional on Y (meaning I(X; Z|Y ) = 0), we have H(X|Y Z) = H(X|Y ). Thus
Proposition 5 (Chain rule for mutual information). For random variables X 1 , . . . , X n , Y , it holds that
Single-server One-round Private Information Retrieval
In a single-server private information retrieval (PIR) protocol, the database holds n bits of data x ∈ {0, 1} n . The user, given an index i ∈ [n], would like to retrieve the i-th bit from the server, without revealing any information about i. The user does so by generating a query based on i using a randomized algorithm; the server responds to the query with an answer. The user, given the answer and the randomness used to generate the query, should be able to learn the i-th bit x i .
We specialize our definitions to the case of single round protocols.
Definition 1 (Private information retrieval). A single-server one round private information retrieval (PIR) scheme is a tuple (Qry, Ans, Rec) of algorithms such that
• The query algorithm Qry is a probabilistic polynomial-time algorithm such that Qry(1 n , i)
Here, q is the PIR query and σ is the secret state of the user (which, without loss of generality, is the randomness used by the algorithm).
• The answer algorithm Ans is a probabilistic polynomial-time algorithm such that Ans(x, q) → a, where x ∈ {0, 1} n . Let ℓ denote the length of the answer, i.e. a ∈ {0, 1} ℓ .
• The reconstruction algorithm Rec is a probabilistic polynomial-time algorithm such that
Correctness.
A PIR scheme (Qry, Ans, Rec) is (1 − ε)-correct if for any x ∈ {0, 1} n and for any i, Pr
where the probability is taken over the random tapes of Qry, Ans, Rec. We call ϵ the error probability of the PIR scheme.
Privacy. The standard definition of computational privacy for PIR requires that the database cannot efficiently distinguish between queries for different indices. Formally, a PIR scheme is δ-
(Here and in the sequel, τ will denote the state that A 1 passes on to A 2 ).
The adversary in this privacy definition is interactive, which introduces difficulties in defining an oracle that breaks PIR. To make our task easier, we consider an alternative, non-interactive definition which is equivalent to (1).
We call a PIR scheme δ-GUESS-secure if for any probabilistic polynomial-time algorithm A, there exists a negligible function δ such that
These two definitions of privacy are equivalent up to a polynomial factor in n, as we show in the next proposition.
Proof. Assume that a probabilistic polynomial-time (p.p.t.) adversary algorithm A breaks δ 2privacy according to definition (2). We construct an adversary B = (B 1 , B 2 ) that breaks definition (1). The algorithm B 1 (1 n ) picks two random indices i 0 and i 1 and outputs i 0 , i 1 and τ = (i 0 , i 1 ), algorithm B 2 (1 n , q, τ = (i 0 , i 1 )) calls A(1 n , q) to get an index i, and outputs 0 if and only if i = i 0 .
Then,
Thus, (B 1 , B 2 ) breaks δ 2 n -privacy according to definition (1). In the other direction, assume that a p.p.t. adversary algorithm A = (A 1 , A 2 ) breaks δ 1 -privacy according to definition (1). We construct an adversary B that works as follows. B runs A 1 to get (i 0 , i 1 , τ ) ← A 1 (1 n ), gets a challenge query q and runs A 2 to get b ← A 2 (1 n , q, τ ). B simply outputs i b . Then, we have:
Thus, B breaks 2δ 1 -privacy according to definition (2).
Answer Communication Complexity.
We define the answer communication complexity of the PIR scheme to be the number of bits in the server's response to a PIR query. (This is denoted by ℓ in Definition 1). Similarly, we call the bit-length of the query as the query communication complexity, and their sum as the total communication complexity. In this work, we are interested in PIR protocols with a "small" answer communication complexity (regardless of their query communication complexity). Since our main result is a lower bound, this only makes it stronger. Typically, we are interested in PIR schemes with answer communication complexity ℓ = o(n). Otherwise, e.g. when ℓ = n, there is a trivial PIR protocol with perfect privacy, where the user sends nothing and the server sends the whole database x. The following proposition shows a tradeoff between the correctness error and answer communication complexity of perfectly private PIR schemes.
Proposition 7. There exists a PIR scheme with perfect information-theoretic privacy, error probability ε, and answer communication complexity ℓ = n · (1 − h(ε) + O(n −1/4 )).
Consider a PIR scheme where the user sends nothing and the server sends the whole database to the user, incurring an answer communication complexity of n bits. The query contains no information about the index i, and this achieves perfect privacy and correctness. The idea is that given the possibility of a correctness error of ε, the server can compress the database into ℓ < n bits, such that the user can still recover the database with at most ε error. This is a fundamental problem in information theory, called "lossy source coding" [Sha59] . Let X be a uniform random Bernoulli variable. Proposition 1 says that for any random variableX such that Pr[X = X] ≥ 1 − ε, I(X, X) ≥ 1 − h(ε). Therefore, to compress a random binary string and to recover the string from the lossy compression with (1 − ε) accuracy, the compression ratio need to be at least 1 − h(ε).
There exists a lossy source coding scheme almost achieves the information theoretical bound [Ari09, KU10], i.e., when ℓ = n·(1−h(ε)+O(n −1/4 )), there exists efficient algorithms E : {0, 1} n → {0, 1} ℓ and D : {0, 1} ℓ → {0, 1} n , such that for randomly chosen X ∈ {0, 1} n and for any index i ∈ [n], Pr
Therefore, if the server sends E(x) as the answer, then the PIR scheme achieves (1 − ε) correctness on a random database. Moreover, we can extend this to work for any database by the following scheme which has a query communication complexity of n bits and an answer communication complexity of ℓ bits.
• User sends a query m, which is a random string in {0, 1} n ;
• Server answers by a = E(m ⊕ x);
• User retrieves the whole database byx = D(a) ⊕ m.
Then for any database and any index i ∈ [n], Pr[
Reduction to breaking PIR. What does it mean for a reduction to decide a language L assuming that there is a p.p.t. adversary that breaks PIR? For any language L, we say L can be reduced to breaking the δ-GUESS-security of PIR scheme (Qry, Ans, Rec) if there exists a probabilistic polynomial-time oracle Turing machine (OTM) M such that for all x and for all "legal" oracles O PIR δ ,
where the probability is taken over the coins of the machine M and the oracle O PIR δ . We stress that M is allowed to make adaptive queries to the oracle.
By a legal δ-breaking oracle O PIR δ , we mean one that satifies
where the probability is taken over the coins used in the experiment, including those of Qry and O PIR δ .
Entropy Difference
Entropy Difference (ED) is a promise problem that is complete for SZK [GV99] . Entropy Difference is a promise problem defined as
where X and Y are distributions encoded as circuits which sample from them. We list a few elementary observations regarding the power of an oracle that decides the entropy difference problem.
First, given an entropy difference oracle, a polynomial-time algorithm can distinguish between two distributions X and Y such that either H(X) ≥ H(Y ) + 1 s or H(Y ) ≥ H(X) + 1 s for any polynomial function s. That is, one can solve the entropy difference problem up to any inversepolynomial precision. This can be done as follows: For distributions X, Y , we query the Entropy Difference oracle with (X 1 . . . . X 2s and Y , where X 1 , . . . , X 2s are independent copies of X. Therefore, a polynomial-time algorithm given Entropy Difference oracle can estimate H(X) to within any additive inverse-polynomial precision by binary search.
Finally, assume that X and Y are random variables encoded as a circuit which samples from their joint distributions. Then, a polynomial-time algorithm given an Entropy Difference oracle can also estimate the conditional entropy H(X|Y ), mutual information I(X; Y ) to any inversepolynomial precision. Here the precision is measured by absolute additive error.
PIR and NP-hardness
Theorem 8 (Main Theorem). Let Π = (Qry, Ans, Rec) be any (1 − ϵ)-correct PIR scheme with n-bit databases and answer communication complexity ℓ. Let L be any language. If 1. there exists a reduction from L to breaking the δ-privacy of Π in the sense of Equation (2); and 2. there is a polynomial p(n) such that
In particular, using the result of [BHZ87] , this tells us that unless the polynomial hierarchy collapses, there is no reduction from SAT to breaking the privacy of a PIR scheme with parameters as above.
We note that the bound in the lemma is tight. As Proposition 7 shows, there is in fact a perfectly (information-theoretically) private PIR protocol with a matching answer communication complexity of n · (1 − h(ε)) + o(n).
We prove our main theorem by combining the following two lemmas. The first lemma is our main ingredient, and says that if there is a reduction from deciding a language L to breaking a PIR scheme, and the PIR scheme has a low answer communication complexity, then L can be reduced to the entropy difference problem (defined in Section 2.3).
Lemma 9 (BPP O PIR δ ⊆ BPP ED ). Let Π = (Qry, Ans, Rec) be any (1 − ϵ)-correct PIR scheme with answer communication complexity ℓ and let L be any language. If there exists a reduction from L to δ-breaking the privacy of a PIR protocol such that
for some polynomial function p(n), then there exists a probabilistic polynomial time reduction from L to ED.
As noted in Proposition 7, this condition is tight as there exists a PIR scheme achieving perfect privacy (δ = 0) if ℓ ≈ n · (1 − h(ε) ).
The next lemma, originally shown in [MX10] and used in [BL13b] , states that any language decidable by a randomized oracle machine with access to an entropy difference oracle is in AM ∩ coAM.
Lemma 10 (BPP ED ⊆ AM ∩ coAM [MX10] ). For any language L, if there exists an OTM M such that for any oracle O solving entropy difference
then L ∈ AM ∩ coAM.
Proof of the Main Theorem
Assume that there exists a reduction from deciding a language L to breaking PIR with parameters as stated in Theorem 8. In other words, there is a reduction from L to δ-breaking PIR where
where the inequality is using the hypothesis in Theorem 8 that ℓ · (1 + δ) ≤ n · (1 − h(ε)) − 1/p(n). Then, by Lemma 9, there is a reduction from deciding L to solving the entropy difference problem ED. Combined with Lemma 10, we deduce that L ∈ AM ∩ coAM.
Proof of Lemma 9
We start with two claims that are central to our proof. The first claim says that because of (1 − ε)-correctness of the PIR scheme, the PIR answer a on a query q ← Qry(1 n , i) has to contain information about the i th bit of the database x i .
Claim. Let Π = (Qry, Ans, Rec) be a PIR scheme which is (1 − ε)-correct. Fix any index i ∈ [n]. Let X denote a random n-bit database; (Q, Σ) ← Qry(1 n , i); and A ← Ans(X, Q). Then,
Proof. Define the random variableX i ← Rec(A, Σ). Since the PIR scheme is (1 − ε)-correct,
Since X i is a uniform Bernoulli variable, we know from Proposition 1 that
As X i is independent from Q, we know from Proposition 3 that
Next, we claim that conditioning on Q, we have X i → A →X i , in other words, I(X i ;X i |A, Q) = 0. This is because when A and Q are given, one can sample a random Σ consistent with Q, then computeX i from Σ and A, with no knowledge of X i . Now, Proposition 4 (data processing inequality for mutual information) shows that I(A;
Combining what we have,
This completes the proof.
Claim. Let Π = (Qry, Ans, Rec) be a PIR scheme with an answer communication complexity of ℓ bits. Let X denote a random n-bit database; (Q, Σ) ← Qry(1 n , i); and A ← Ans(X, Q). Then, for any potential query q,
Proof. Recall that, by definition,
For any potential query q, the event Q = q is independent from X. In particular, for any index j, random variable X j is independent from X 1 . . . X j−1 given Q = q. So for any q,
where the first inequality is implied by the Proposition 3 and the second equality is Proposition 5 (chain rule for mutual information).
Equations (4) and (5) are the core of the proof of Lemma 9. Equation (4) shows that, when retrieving the i-th bit, the mutual information between X i and server's answer A is large. Equation (5) shows that, the sum of mutual information between each bit X j and server's answer A is bounded by the answer communication complexity. Therefore, if we could measure the mutual information by an Entropy Difference oracle, we would have a pretty good knowledge of i.
In particular, we proceed as follows. Assume language L can be solved by a probabilistic polynomial-time oracle Turing machine M given any oracle O PIR δ that breaks the δ-GUESS-security of the PIR scheme (Qry, Ans, Rec) where
Algorithm 1 Solving L given ED oracle on input x
2. Whenever M queries O PIR δ (q), do the following:
(a) For each index j = 1, . . . , n, use the entropy difference oracle to estimate
to 1 2n·p(n) precision. More precisely, construct a circuit C = C q,j such that Ans(x, q, r) ) and estimate the mutual information between the two components of C's output. Let µ j ∈ [0, 1] denote the estimation. 
Assuming q is generated from q ← Qry(1 n , i), then E[µ i ] = I(X i ; A|Q) ≥ 1 − h(ε 
Discussion and Open Questions
We show that any non-trivial single-server single-round PIR scheme can be broken in SZK. Since languages that can be decided with (adaptive) oracle access to SZK live in AM ∩ coAM, this shows that there cannot be a reduction from SAT to SZK, and therefore also from SAT to breaking single-server single-round PIR. The crucial underlying feature of single-round PIR schemes that we use is the ability to "rerandomize". By this, we mean that given a user query q for an index i, one can generate not just a single transcript, but the distribution over all transcripts where the database is uniformly random and the prefix of the transcript is q. This ability to generate a transcript distribution of the same index and random database allows the adversary to break a PIR scheme with an SZK oracle.
Indeed, this is reminiscent of the work of Bogdanov and Lee who show that breaking homomorphic encryption is not NP-hard [BL13b] . Their main contribution is to show that any homomorphic encryption (whose homomorphic evaluation process produces a ciphertext that is statistically close to a fresh encryption) can be turned into a (weakly) re-randomizable encryption scheme. Once this is done, an SZK oracle can be used to break the scheme in much the same way as we do.
A natural question arising from our work is to extend our results to multi-round PIR. The key technical difficulty that arises is in sampling a random "continuation" of a partial transcript. We conjecture that our lower bound can nevertheless be extended to the multi-round case, and leave this as an interesting open problem.
