The problem of crosstalk between different color bands was seemingly overlooked by existing color demosaicking algorithms. In this paper we propose a new joint demosaicking and decrosstalk technique that corrects channel crosstalks by adaptive least-squares inverse filtering. The new technique integrates the operations of deconvolution for crosstalk removal and interpolation for color demosaicking, and it introduces a general framework in which any spatially varying crosstalks and varying spatial-spectral correlations can be modeled and factored into the color reproduction. Simulation results show that the proposed technique is highly effective and capable to obtain both high color fidelity and sharp, clean spatial details.
INTRODUCTION
By interleaving different spectral samples CFA cameras sacrifice spatial resolution for color reproduction. An input image is downsampled in three or four color channels according to the chosen CFA mosaic (see [1] for a list of popular CFA mosaics in use). A color demosaicking process interpolates the downsampled image in all these channels and reconstructs a full color image at the resolution of the sensor array. One would expect that as the resolution of the sensor array increases, demosaicking algorithms will benefit from even higher spatial and spectral correlations and accordingly improve the fidelity of reconstructed images. However, there are two issues, which can, if improperly dealt with, disassociate the image fidelity from native sensor resolution.
The first issue is physical limits of imaging devices. Ultra-high spatial resolution means that the pixel size (i.e., the cross section of a sensor area) diminishes, and consequently the signal-to-noise ratio (SNR) of the acquired image decreases [2] . For CFA cameras the problem is further aggravated by a phenomenon called color crosstalk [1, 3] . As pixels in CFA are densely packed, optical and electronic interferences between channels (or color crosstalk) are inevitable. Photon leakages between pixels are caused by optical refraction and electron leakages by minority carriers. The closer the neighboring pixels get in geometry, the more severe the color crosstalk becomes. The second issue is that the high spectral correlation assumption, which was made by most demosaicking methods up to now, may not hold everywhere in a natural scene. Highly saturated colors of no or weak spectral correlation do exist and they are semantically important in visual perception and image understanding.
In the camera industry the removal of color crosstalk, called decrosstalk in this paper, is performed by adopting more sophisticated manufacturing techniques [3] [4] [5] , and/or by empirically chosen linear transforms. But these solutions are costly and cannot eliminate the crosstalk problem completely. Even when color crosstalk of a CFA camera is sufficiently small that spectral distortions become invisible to naked eyes, research on color decrosstalk for CFA cameras is still warranted. For many applications in medicine, sciences and space, the criterion of color reproduction is beyond merely meet the eyes. The highest spectral precision is sought as it directly affects the validity of many image analysis, classification and cognition tasks.
Color decrosstalk is more involved than the task of conventional image deconvolution, due to spatially interleaved downsampling of spectral bands by CFA. It appears that previous researchers of color demosaicking overlooked the issue of crosstalk. Recently, Hirakawa proposed a color correction technique that reverses the effect of color crosstalk by matrix inversion [1] . But this technique is a signal-independent linear operation in tandem with demosaicking. It is suboptimal when being coupled with locally adaptive demosaicking algorithms that employ spatially varying interpolators. In this work, we propose a joint demosaicking and decrosstalk technique that factors in color crosstalk when estimating missing spectral samples in CFA. Unlike in [1] color crosstalk is integrated into a process of model-based adaptive inverse filtering as a regularization term. To suppress the noises in decrosstalk and demosaicking while preserving spatially varying image structures, we perform maximal likelihood estimation, which is facilitated by a piecewise autoregressive (PAR) image model. The new joint demosaicking and decrosstalk technique is general in that any spatially varying channel crosstalk and varying spatial-spectral correlations can be modeled and accounted for in the color reproduction. Simulation results show that the proposed technique is highly effective and capable to obtain both high color fidelity and sharp, clean spatial details.
The rest of the paper is organized as follows. In section II we formulate the problem of color reproduction from CFA data contaminated by channel crosstalks. In section III we develop our joint model-based decrosstalk-demosaicking tech-nique, and then in section IV we discuss how to adapt the model to varying spectral correlations in the image space to prevent desaturation. Experimental results are reported in section V. Section VI concludes.
PROBLEM STATEMENT
For the purposes of decrosstalk and demosaicking let us consider the "true" color image x to be the one produced by an ideal camera of three noise-free sensor arrays of Dirac sampling, namely, x :
2 , the RGB tristimulus values at pixel location (m, n). Let y : Z 2 → R be the two-dimensional square lattice of sensor readings after x passes through CFA. The spatio-spectral downsampling process of CFA can be modeled as
T is the RGB coordinates of the recorded color at pixel location (m, n) (i.e., the color filtered through CFA). The function c :
is periodical, and it takes on values (1, 0, 0), (0, 1, 0), and (0, 0, 1) if the CFA consists of red, green and blue samples (e.g., the popular Bayer CFA). For general CFA designs, the components of c can be arbitrary values in normalized inter-
The term e(i, j) is an additive noise that is independent of image signal. Of the key role in (1) is the sensor crosstalk-convolution function (CCF) h : Z 2 → R. The CCF specifies the combined effect of optical diffraction and minority carrier. Optical diffraction refers to the phenomenon that at a high incidence angle of the light some photons stray away from the center of the pixel in question and get recorded by neighboring sensor(s) [?, 5] As such optical diffraction is location dependent. Minority carrier refers to the fact that electrons can escape from the target after the charge is collected [4] . A precise characterization of spatially varying h i,j is challenging and is being pursued by researchers in microelectronics and sensor technologies. In this paper we assume CCF to be known a prior and focus on the image restoration problem of recovering the true color image x from CFA data y.
MODEL-BASED JOINT DECROSSTALK-DEMOSAICKING
It follows from (1) that recovering the true color image x from CFA data y is an ill-posed inverse problem. The linear system of (1) is grossly underdetermined, with the number of unknowns being three times as many as the number of observed samples. To best resolve the uncertainty we seek to regulate the estimated color image x with as much prior preknowledge about x as possible. The common preknowledge used in color demosaicking is high spectral correlation among x r , x g , and x b , or the smoothness of the color dif- m, n) . While the assumption of low-pass d G,R and d G,B is supported by the fact that common scenes in nature comprise of pastoral colors, highly saturated colors do happen in many types of scenes (e.g., manmade signs/objects and plants/animals of vivid colors). In such cases spectral correlation becomes weak or nonexistent. Alternative and more salient regularization terms are therefore needed in solving (1) for x.
To impose stronger and more robust constraints on the solution of the inverse problem (1), we use a 2D piecewise autoregressive (PAR) model for each of R, G, and B bands.
For each color band k, the PAR model has parameters a k and support S k . The term k is a random perturbation independent of spatial location (i, j) and the image signal x k . The maximum likelihood estimate of true color image x from CFA data y to be computed by solving the following constrained linear least-square problem
where σ is the variance of the additive noise , and W is a moving local window. Now we turn to the PAR model parameters a k in (3), k ∈ {R, G, B}. Since each color band k is downsampled by CFA, the model parameters a k have to be estimated from missing data. This estimation problem is solved by the wellknown iterative EM algorithm. Specifically, initial estimates a (0) k are made and plugged in (3) to solve for x. The resulting estimated full resolution color imagex (0) is in turn used to reestimate a k , k ∈ {R, G, B}, and obtain improved estimate a (1) k , and so forth. The quality of the reconstructed color image largely depends on the initial condition a k can be determined using the results of a good color demosaicking algorithm, ignoring the CCF at the beginning. In this paper we use the PCSD algorithm [6] to generate an initial RGB image
, and then estimate a (0) k using the second-order statistics ofx k , k ∈ {R, G, B} as:
MODEL ADAPTATION TO VARYING SPECTRAL CORRELATIONS
As discussed in the previous section, the EM algorithm is applied to estimate the PAR model parameters and solve the ML problem (3). In the (t + 1) th iteration, the PAR model parameters a If high spectral correlation exists in window W , we make the PAR models for the R, G, and B bands the same, a = a R = a G = a B , and update the model parameters in the EM process as follows
In case of weak or no spectral correlation, we abandon the estimation scheme (5), and update the PAR parameters a (t) k using the data of band k image x (t−1) k only. In other words, each band uses a different PAR model that is independently estimated from the other bands,
To choose between the interband and intraband estimated PAR models, we need to classify the image signal in local window W into classes of strong and weak spectral correlation. But the correlations
} can only be estimated using the initially demosaicked image x (0) . The resulting estimates are unreliable in the areas of high color saturation and/or edges because x (0) is estimated on the premise of high spectral correlation in the first place. We seek for salient features extracted directly from the raw CFA data to build the classifier, and make two sets of measurements of CFA samples in local window W :
Then we use the sample variances σ 2 G,k of the two sets V G,k , k ∈ {R, B}, as class features. Here σ 2 G,k is an estimated variance of the color difference signal d G,k = x G − x k , and used as a proxy of ρ G,k , k ∈ {R, B}. Using two local features σ G,R and σ G,B , we can learn the conditional probability P (Y |s, σ G,R , σ G,B ) from a training set, Y being class label. Then the above decision problem can be solved by a maximum a posterior probability technique, or a minimum-risk Bayesian-type classifier.
In addition to their role in adapting the PAR parameters a k to spatially varying spectral correlations, σ 
where x ∈ N 3|W | is the vector of all color samples of local window W in a lexicographical order, and y ∈ N |W | is the vector of CFA samples in W . Matrix A(σ G,R , σ R,B , s) specifies the PAR model that is adapted to spatial and spectral correlations of x ∈ W as discussed above. The Lagrangian multiplier λ k , k ∈ {R, B}, is set to monotonically decrease as σ G,k increases.
SIMULATION RESULTS
Simulations are carried out to evaluate the performance of the proposed joint decrosstalk-demosaicking method. The CCF used in the simulation is a 2D Gaussian kernel with standard deviation of 0.4, and the noise is simulated by a Gaussian random noise with standard deviation of 0.01. This CCF is very close to the crosstalk kernel function given by experts on camera sensors [3] . Our joint decrosstalk-demosaicking technique is compared with the color correction method in [1], and with the method of performing decrosstalk (deconvolution) and demosaicking in tandem. In the separation approach, a CFA images is first deconvoluted by regularized least squares (RLS) method or the Lucy-Richardson (Lucy) method, with known CCF and noise power. Then the deconvoluted CFA image is demosaicked by the PCSD algorithm to reconstruct the color images. For the color correction method, the CFA image is first demosaicked by PCSD and then corrected with the color correction matrix in [1] .
The PSNR results of the reconstructed images in the RGB color space by different methods are listed in Table 1 . Among all the methods, the PCSD method operating on CFA data directly ignoring CCF has the lowest PSNR, which manifests the negative impacts of channel crosstalk. The separation methods and the method in [1] get higher PSNR than PCSD by trying to reverse the CCF, but they underperform the proposed technique on all test images. The gain made by the proposed technique over the second best method, the Lucy-PCSD method, is up to 5dB.
In Fig. 1 the desaturation effect caused by the crosstalk in CFA is clearly visible in the PCSD result. The Lucy-PCSD method, which performs a deconvolution of CFA prior to PCSD demosaicking, alleviates the problem of color desaturation to an extent but its color reproduction is visibly inferior to the proposed method. The colors reproduced by the proposed method appear more vibrant and indistinguishable from the original. Another noticeable difference between the proposed method and the Lucy-PCSD method is that the latter suffers from speckle color noises near edges while the former is immune from the problem. 
