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Abstract
Microgrids (MGs) are small-scale power systems containing storage elements,
loads and distributed generators that are interfaced with the electric network
via power electronic inverters. When an MG is in islanded mode, its dynamics
are no longer dominated by the main grid. Then, the inverters, driven by
digital processors that may exchange data over digital communication, must
act as voltage source inverters (VSIs) to take coordinated actions to ensure
power quality and supply.
The scope of this thesis is bounded to control strategies for active power
sharing and frequency regulation in islanded MGs. The focus is on the analysis
of prototype control policies when operating conditions are no longer ideal. In
particular, the thesis covers the effect that a) clock drifts of digital processors, b)
damage in power transmission lines, and c) failures in digital communications
have in control performance. The work is submitted as a compendium of
publications, including journal and international conference papers, where two
main areas of research can be distinguished.
The first area refers to the analysis of the effect that clock drifts have
on frequency regulation and active power sharing. VSI digital processors are
equipped with oscillators which run at not necessarily identical frequencies.
As consequence, the local clocks in the physically distributed inverters may
differ. This part, reported in two conference papers and one journal paper,
investigates state-of-the-art control policies when clocks of the computational
devices drift.
The contributions related to this part are a) the reformulation of existing
control policies in terms of clock drifts, b) the steady-state analysis of these
policies that offers analytical expressions to quantify the impact that drifts
have on frequency and active power equilibrium points, c) the closed-loop
model capable of accommodating all the policies, d) the stability analysis of
the equilibrium points, and e) the experimental results.
The second area copes with the analysis of the effect that electrical and
communication failures have on frequency regulation and active power sharing.
This investigation focuses on distributed/cooperative control policies where each
inverter control action is computed using both local measures and data received
from other inverters within the MG. This part, reported in one conference paper
and two journal papers, investigates two control policies when the considered
failures in terms of damage in power links and/or loss of communications
between inverters provoke partitions within the MG.
The contributions related to this part are a) the formulation of the MG as two
connected graphs corresponding to the electrical and communication networks
where both type of failures lead to disconnected electrical/communication
sub-graphs, named partitions, that co-exist within the MG, b) the closed-loop
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model integrating the Laplacian matrices of the two graphs, c) the stability
analysis that identifies which type of partitions may lead to MG instability, d)
the steady-state analysis that indicates how to compute the equilibrium points
for the case of stable dynamics, e) a new control strategy based on switched
control principles that avoids the instability scenario, and f) the experimental
results.
For the purpose of verifying the operational performance of the analytical
results, diverse experiments on a laboratory MG have been performed. The
outcomes obtained are discussed and analyzed in terms of the objectives sought.
Finally, conclusions and future research lines complete the thesis.
Resumen
Las microrredes (MRs) son sistemas de energía a pequeña escala que con-
tienen elementos de almacenamiento, cargas y generadores distribuidos, acopla-
dos a la red eléctrica a través de inversores de potencia. Cuando una MR
funciona en modo aislado, su dinámica no está dominada por la red principal.
Así, los inversores, comandados por procesadores digitales que pueden intercam-
biar información a través de comunicación digital, deben actuar como fuentes
de voltaje para ejecutar acciones coordinadas que garanticen el suministro de
energía.
Esta tesis se enmarca dentro de estrategias de control de última generación
para compartir potencia activa y regular frecuencia en MRs aisladas basadas
en inversores. Su enfoque se centra en analizar estas políticas cuando las condi-
ciones de operación no son ideales. En particular, el presente trabajo cubre el
efecto que a) desviaciones del reloj de los procesadores digitales, b) daños en
las líneas de transmisión de energía, y c) fallas en las comunicaciones digitales,
provocan en el rendimiento de control. El trabajo se presenta como un com-
pendio que incluye publicaciones de revistas y de conferencias internacionales,
donde se pueden distinguir dos temas principales de investigación.
El primer tema comprende el análisis del efecto que tienen las desviaciones de
reloj sobre la regulación de frecuencia y la compartición de potencia activa. Los
procesadores de los inversores están equipados con osciladores que funcionan
a frecuencias no necesariamente idénticas. Como consecuencia, los relojes
locales en los inversores distribuidos físicamente, pueden diferir. Esta parte,
descrita a través de dos artículos de conferencia y uno de revista, analiza el
comportamiento de las políticas de control cuando los relojes de los dispositivos
computacionales se desvían.
Las contribuciones relacionadas con esta parte son a) reformulación de las
políticas de control de última generación en términos de desviaciones de reloj,
b) análisis de estado estacionario de estas estrategias que ofrece expresiones
analíticas para cuantificar el impacto que las desviaciones de reloj tienen sobre
los puntos de equilibrio de frecuencia y potencia activa, c) modelo de lazo
cerrado adaptable a todas las políticas, d) análisis de estabilidad de los puntos
de equilibrio, y e) resultados experimentales.
El segundo tema hace frente al análisis del efecto que las fallas eléctri-
cas y de comunicaciones tienen sobre la regulación de frecuencia y el uso
compartido de potencia activa. Esta parte se centra en políticas de control
distribuido/cooperativo donde cada acción de control del inversor se calcula
utilizando medidas locales y datos recibidos de otros inversores de la MR.
Esta parte, descrita a través de un artículo de conferencia y dos de revista,
investiga dos políticas de control cuando particiones en la MR son provocadas
por daños en los enlaces de alimentación y/o por pérdida de comunicación
entre inversores.
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Las contribuciones relacionadas con esta parte son a) formulación de la
MR como dos grafos correspondientes a las redes eléctrica y de comunicación
donde ambos tipos de fallas conducen a sub-grafos eléctricos/comunicacionales
desconectados, llamados particiones, que coexisten dentro de la MR, b) modelo
de lazo cerrado que integra las matrices Laplacianas de los dos grafos, c) análisis
de estabilidad que identifica las particiones que pueden conducir a inestabilidad
en la MR, d) análisis de estado estacionario para calcular puntos de equilibrio
cuando la dinámica es estable, e) nueva estrategia basada en principios de
control conmutado para evitar el escenario de inestabilidad, y f) resultados
experimentales.
Con el fin de verificar el rendimiento operativo de los resultados analíticos,
se han realizado diversos experimentos sobre una microrred de laboratorio, los
mismos que se discuten en términos de los objetivos de la tesis. El trabajo
finaliza con las conclusiones y futuras líneas de investigación.
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1
Introduction
This chapter introduces key concepts related to islanded microgrids. First, the
focus is on control policies for active power sharing and frequency regulation.
Second, it is provided an explanation of the non-ideal operating conditions that
are analyzed such as clock drifts, damage in transmission lines, and loss of
communications. Third, a short description of the simulation and experimental
setup is presented. Then, the research motivations of the thesis are discussed,
leading to the formulation of the objectives. The thesis outline and publications
are also detailed, which allows presenting the thematic unity of the compendium.
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1.1 Background
1.1.1 Microgrids
The replacement of fossil fuels by various sources of renewable energy requires
strategies to facilitate their integration into the energy system. One potential
solution are microgrids (MGs) [1,2], which are expected to constitute a scalable
power system with a high service standard by adequately combining advanced
power electronics, information and communication technologies, and new control
and management strategies [3,4]. In essence an MG consists of a combination of
diverse distributed generation (DG) units, loads and storage systems managed
by fast acting power electronics. The MG is connected to the distribution
network through a single point of common coupling (PCC).
Microgrids have several specific features that make them differ from con-
ventional power systems [5]. First, they must be able to operate despite
intermittent behavior at the generators output and changes in loads. Second,
they should offer a plug-and-play and scalability functionality in order to
connect/disconnect the diverse units without reprogramming the control and
management system. And third, when the main power grid is not available,
they should operate independently, in islanded mode. The original definition
of MG focuses on its islanding capability to protect itself from outages and
interruptions, however, the concept and practice have evolved with an increased
emphasis on generation and load management. The advanced microgrid is
able to actively balance generation with demand, economically schedule and
dispatch its generation resources, and attain high reliability and resiliency.
The MG islanded operational mode is significantly more challenging than the
grid connected mode because the dynamics of the MG are no longer dominated
by the main grid [6]. Islanded mode requires the implementation of accurate
control mechanisms to achieve and maintain the demand-supply equilibrium,
where MG DG units play a key role [7].
DG units can be highly heterogeneous, and can generate variable frequency
AC power, e.g. wind turbines, or DC power, e.g. solar panels. The heterogeneity
of generated power is interfaced with the synchronous AC MG via power
electronic inverters (DC/AC or AC/AC converters). Inverters can be classified
as current-source inverters (CSIs) or voltage-source inverters (VSIs). CSIs must
be continuously synchronized with the grid via phase-locked loops and their
main goal is to inject current to the grid (according to the specified reference
power). VSIs do not need any external reference to stay synchronized with the
grid and they can be used to guarantee energy quality in islanded operation [8].
The thesis scope is focused on the MG islanded operation mode where
physically distributed VSIs take coordinated actions to ensure synchronization,
voltage regulation, power balance and load sharing [9, 10]. Within the wide
number of control objectives being addressed, the thesis focuses on active power
sharing and frequency restoration. Hence, the control objectives of the inverters
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are formulated in steady-state as follows:
• To provide accurate power sharingi, as in
Pi,ss =
PL∑n
j=1
(
mi
mj
) , (1.1)
where Pi,ss is the power supplied by each inverter in steady-state, PL is
the load power, and mi and mj are two parameters related to the rated
power of the inverters.
• To regulate the frequency of the MG in steady-state ωss to its nominal
value ω0, which can be expressed as
ωss = ω0. (1.2)
The achievement of these control objectives, that are often addressed using
hierarchical control schemes [11,12], increasingly relies on the digital compu-
tation and communications architecture that supports the MG operation [7].
The interdependency between the electrical network and the information and
communication technology (ICT) that makes the problems of reliability and
operation more complex than in the traditional grid, has been treated in
the literature. See [13] for a key contribution on interdependencies between
infrastructures, and [14] for a recent review.
Damage in electric lines, or failures and unexpected operation in ICT in-
frastructure negatively impact power systems [15]. The most severe electrical
failures are power outages because they disrupt the electricity supply for an
extended time resulting in the loss of critical services, e.g. [16–18]. Com-
plementary, ICT technologies can failii and they are also exposed to threats
such as denial-of-service attacks that paralyze data communications. Hence,
ICT behavior is no longer ideal and the operation of the power system may
be strongly affected. The goal of reliable approaches to control and manage
modern MGs is to ride-through electrical failures and ICT problems providing
graceful degradation of power quality but without causing loss of power supply
nor serious damage to hardware assets [19,20]. The thesis also covers non-ideal
operating conditions for the ICT infrastructure giving support to the control
approaches for active power sharing and frequency restoration. In particular,
the focus is on the analysis of prototype control approaches subject to clock
drifts of digital processors, damage in power transmission lines, and failures in
digital communications.
Figure 1.1 illustrates a generic scheme of an MG with all the key elements
that are covered in this thesis. The AC MG operates in islanded mode, and
iThe power provided by the inverter must be proportional to its power rating while
guaranteeing the supply of the load.
iiHardware behavior may not be as deterministic as assumed.
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Figure 1.1: Scheme of the inverter-based islanded microgrid
comprises two sets of elements. The first set is related to power generation and
supply, loads, and transmission lines (solid lines). From left to right, battery,
wind turbine, solar panel, synchronous generator, all interfaced through power
inverters, can be identified. The second set is related to computation technology
and digital communication network (dashed lines). There, microprocessors
that execute the control algorithms and exchange control data, and hardware
clocks that enable the timely operation, can be recognized.
1.1.2 Active power sharing and frequency regulation
Islanded MGs should meet certain required reliability and adequacy standards,
which demand all controllable units to be actively involved in maintaining the
system voltage and frequency within acceptable ranges. However, due to the
low system inertia and fast changes in both the output of distributed power
sources and loads, the MG frequency can experience large excursions and thus
easily deviates from nominal operating conditions [21], even when there are
sufficient frequency control reserves. Hence, it is challenging to control the
frequency around the nominal operating point [22].
Control strategies ranging from centralized to completely decentralized
have been proposed to address these challenges [10, 23–28], and some of them
have subsequently been aggregated into a hierarchical control architecture.
This control hierarchy consists of three levels, namely primary, secondary and
tertiary control.
The primary control is the first level in the control hierarchy and it is
used to interconnect VSIs working autonomously in parallel for regulation of
voltage frequency and amplitude. Its main goal is to compute the set-point
frequency ω∗i (t) and amplitude V ∗i (t) for each inverter current and voltage
internal control loops. For power sharing a common control approach is to
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apply the droop method [29–36], which is based on the principle that the
inverter frequency and amplitude can be used to control active and reactive
power flows for load sharing in MG islanded operation. This controller depends
only on local sensed variables and it is based on droppingiii the output-voltage
frequency and amplitude regarding the active and reactive power supplied by
the source, respectively. This causes the divergence of frequency and amplitude
with respect to their nominal values. Its basic formulation is given by
ω∗i (t) = ω0i −mpPi(t), (1.3)
V ∗i (t) = V0i − nqQi(t), (1.4)
where ω0i and V0i are the inverter nominal voltage frequency and amplitude,
Pi(t) and Qi(t) are the inverter output active and reactive power, mp and nq
are the proportional control gains. Equation (1.3) is called frequency droop
control and equation (1.4) is called voltage droop control. In the standard
definition of droop, control actions are done relative to desired set-points for
active and reactive power, P0i and Q0i respectively [29], which are determined
by long-term objectives, e.g. tertiary control. In (1.3)-(1.4) these power set-
points have been omitted but their inclusion would not alter the thesis results.
In addition, the measured rather than the normalized values for active and
reactive power are used because working with dimensionless values could hide
the real impact of the non ideal conditions affecting the supporting platform.
Hence, without loosing generality, all inverters are assumed to have the same
nominal power.
Both droop methods (1.3) and (1.4) introduce deviations in the frequency
and amplitude, to be corrected by the secondary control [37]. Since the thesis
investigation restricts the focus on frequency regulation and active power
sharing, the considered droop method is the frequency droop control (1.3), that
may be complemented with a corrective term for frequency restoration, thus
leading to different secondary control policies. The standard voltage droop
control (1.4) will not be further complemented but it is implemented in all the
simulations and experiments. By considering this policy on all the scenarios, a
common comparison framework is stablished for performance evaluation. In
addition, to solve the negative performance effect on droop-based control caused
by interconnecting mainly resistive line impedances [38], a popular approach
also included in the thesis set-up, is the virtual impedance technique [39].
However, it is not formalized explicitly because it does not play any significant
role in the problems being addressed.
Example 1. For illustrative purposes, Fig. 1.2 shows the operation of the
laboratory MG used in the thesis experiments when droop control (1.3) and (1.4)
is implemented. The experiment has the following pattern. At times t = 0, 10, 20
and 30 s, each inverter implementing the droop control is activated, respectively.
iiiDropping the output voltage emulates a conventional synchronous generator.
1.1. Background 7
0 20 40 60 80 100
Time (s)
  0
0.5
  1
1.5
  2
2.5
P 
(kW
) P1 P2 P3 P4
(a) Active power
  0  20  40  60  80 100
Time (s)
59.6
59.8
60
60.2
60.4
Fr
eq
ue
nc
y 
(H
z)
1 2 3 4
(b) Frequency
0 20 40 60 80 100
Time (s)
-0.4
-0.2
0
0.2
0.4
0.6
Q 
(kV
A)
Q1 Q2 Q3 Q4
(c) Reactive power
0 20 40 60 80 100
Time (s)
 0.5
0.75
   1
1.25
V 
(p.
u.)
V1 V2 V3 V4
(d) Voltage amplitude
Figure 1.2: System dynamics for droop-only control
The first generator starts and fixes MG frequency and voltage to feed loads with
an approximate power demand of 2.2 kW. The activation of the second, third
and fourth inverters is done by means of a phase-locked loop for synchronizing
them to the MG voltage phase, and also they start contributing to feed the loads.
Figure 1.2 shows the active power delivered by each inverter (sub-figure 1.2a),
as well as the frequencies (sub-figure 1.2b), reactive powers (sub-figure 1.2c)
and voltage amplitudes (sub-figure 1.2d). For illustrative purposes, the obtained
dynamics are assumed to be acceptable although some performance features
could be improved. As it can be observed, looking at the active power sub-figure,
after each inverter new connection, active power sharing is achieved with the
expected transient dynamics. In addition, looking at the frequency sub-figure, the
droop control introduces a deviation in frequency (sub-figure 1.2b). For the sake
of completeness, sub-figures 1.2c and 1.2d show the dynamics of the reactive
powers and voltage amplitudes. It is worth noting that at each connection, the
voltage transient dynamics (sub-figure 1.2d) exhibit a sag. These dynamics
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could be enhanced by a fine tuning of the control parameters and/or by a
smarter soft-start of each VSI. Additionally, the frequency droop observed in
sub-figure 1.2b could violate existing standards if a proper tuning of the droop
control strategy is not applied. However, the thesis contribution does not deal
with these issues and its focus on the system dynamics whenever non-ideal
conditions in the MG operation appear, once all inverters have been connected.
Secondary control is the highest hierarchical control level in MGs operating
in islanded mode and aims at guaranteeing that frequency and voltage deviations
are eliminated after every load or generation change inside the MG. Apart from
a few autonomous control approaches that avoid exchanging control data over
a communication network, e.g. [40–45], many existing solutions have considered
the use of some sort of communication channel among VSIs in order to meet
the frequency and voltage restoration goals, see [46–70] to name a few. In
general, the secondary control operates on a slower time frame as compared to
the primary control. This allows achieving a decoupling between primary and
secondary levels which helps easing the control designiv.
Although not considered in this thesis, tertiary control is a management
level in grid-connected operations and adjusts long term set-points for the
entire power system. It is responsible for coordinating the operation of multiple
MGs and for communicating needs or requirements from the host grid, see
e.g. [71–76] and references therein.
Among the great variety of cited works on control policies for active power
sharing and frequency restoration, this thesis selects several prototype methods
that are analyzed when non-ideal conditions arise. Some of them are based
on the hierarchical control approach and built on top of the frequency droop
method (1.3). They are termed as droop-based policies, and follow the equation
logics
ω∗i (t) = ω0i −mpPi(t) + δi(t), (1.5)
where δi(t) is a corrective term that operates as an integral-like control of
the frequency error, and its particular structure and operation determines the
ivThe difference in time frames also reduces the communication bandwidth since the
sampled measurements exchanged over the network are minimized, regardless of the different
traffic schemes that may apply, ranging from the one-to-all to the all-to-all.
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features of the complete control scheme, resulting in
Local integrals ω∗i (t) =ω0i −mpPi(t) + kIl
∫ t
0
(ω0i − ω∗i (t))dt, (1.6)
Centralized ω∗i (t) =ω0i −mpPi(t) + kIc
∫ t
0
(ω0m − ω∗m(t))dt, (1.7)
Decentralized ω∗i (t) =ω0i −mpPi(t) + kId
∫ t
0
(ω0i − ω∗m(t))dt, (1.8)
Averaging ω∗i (t) =ω0i −mpPi(t) + kIa
∫ t
0
(ω0i − ω∗a(t))dt, (1.9)
Consensus ω∗i (t) =ω0i −mpPi(t) + kc
∫ t
0
(ω0i − ω∗i (t) (1.10)
+ α (δa(t)− δi(t)))dt.
The first policy termed Local-integrals (1.6) is the straightforward extension
of the frequency droop (1.3) because each corrective term is an integral controller
of the frequency error locally computed at each VSI, not requiring the exchange
of control data. The next four policies rely on a communication infrastructure.
In the policy termed as Centralized (1.7) [11] the corrective term is only
calculated and sent by the MG central control unit (MGCC). This term is
the integral of the error between the nominal frequency ω0m and the MGCC
frequency ω∗m(t), which is then used by each VSI to apply the droop-based
control (1.5).
In the Decentralized control policy (1.8) (see the overview given in [55])
the frequency error between the nominal frequency and the one received from
MGCC, ω∗m(t), is locally integrated at each VSI.
In the Averaging control policy (1.9) (see [57] or [61] for DC MG) the
corrective term is calculated at each VSI using the averaged set-point frequency
computed as
ω∗a(t) =
1
n
n∑
j=1
ω∗j (t) (1.11)
where n− 1 frequencies have been received from the other MG VSIs.
The Consensus control policy (1.10) (see for example [58]) is characterized
by a correction term that considers the frequency error, ω0i − ω∗i (t), and the
correction term error, δa(t)− δi(t), where
δa(t) =
1
n
n∑
j=1
δj(t). (1.12)
Recent approaches propose different strategies for active power sharing and
frequency regulation where the hierarchical approach is avoided or where
modifications on the primary droop control are investigated, e.g. [77–81].
Thus, an additional policy named Droop-free [77] not following the hierarchical
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Table 1.1: Control policies in terms of communication features
Droop Local Central- Decen- Averag- Consen- Droop
integrals ized tralized ing sus free
(1.3) (1.6) (1.7) (1.8) (1.9) (1.10) (1.13)
Commu- no no yes yes yes yes yes
nication
Paradigm n.a. n.a. M/S M/S Coop. Coop. Coop.
structure is also selected. In this case, the nominal frequency is modified by a
proportional function of the inverter output active power Pi(t) and the rest
of n− 1 MG inverters active power Pj(t), provided that communications are
available. It has the form
ω∗i (t) = ω0i +m′p
n∑
j=1
ai,j(Pj(t)− Pi(t)), (1.13)
where m′p is the control gain and ai,j are communication weights as design
parameters to specify the connectivity structure of the MG.
Table 1.1 summarizes the analyzed policies in terms of whether they require
to exchange control data over a communication channel. Clearly, the first two
policies, droop-only and local integrals, do not require communications and the
concept of communication paradigm is not applicable (n.a.), while the rest of
policies require communications. Within them, the centralized and decentralized
policies follow a master/slave (M/S) communication paradigm characterized
by the fact that the integral of the frequency error is computed at the master
node or at each slave node, respectively. The three last policies, averaging,
consensus and droop-free follow a cooperative (coop.) communication paradigm
in the sense that all participating nodes do the same tasks.
Example 2. Again, for illustrative purposes, Fig. 1.3 shows the operation
of the laboratory MG used in the thesis when the droop-free control (1.13) is
implemented. The experiment has the same pattern as in Example 1. At times
t = 0, 10, 20 and 30 s, each inverter implementing the droop-free control is
activated, respectively; all inverters exchange control data among them.
Figure 1.3 shows the active power delivered by each inverter (sub-figure 1.3a),
as well as the frequencies (sub-figure 1.3b), reactive powers (sub-figure 1.3c)
and voltage amplitudes (sub-figure 1.3d). As outlined before, the obtained
dynamics are assumed to be acceptable although some performance features
could be improved. In this case, it can be observed that the droop-free control is
able to regulate the frequency at the set-point 60 Hz (sub-figure 1.3b) while all
inverters share the active power demand (sub-figure 1.3a).
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Figure 1.3: System dynamics for droop-free control
1.1.3 On the non-ideal operating conditions
The policies mentioned in Section 1.1.2 for frequency regulation and active
power sharing were originally designed considering ideal conditions. That is
to say, the logic of these control approaches is not affected by the way in
which the platform comprising computing/communication devices, communica-
tion network and power grid works. In a realistic world, ideal conditions no
longer hold and two sources of unpredictability arise. The first is related to
failures in either the power lines or in the substations. The second considers
failures in the communication network and/or unexpected operation of the
computing/communication platform.
Power line failures may be the initial event that triggers consequent failures
along the grid, which often leads to blackouts [16]. Power lines carry electric
flows, which cannot be freely determined but follow the laws of physics. Once
a power line fails, the energy flowing over the remaining lines is automatically
redistributed, and these changes can cause one or more operating lines to
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exceed their capacity. Power lines can carry excessive flows for some period
of time before they are heated up to a certain level and become inoperable.
Cascading failures can be initiated once one or more power lines fail. Hence,
fast and accurate detection and localization of power line outages are among
the most important monitoring tasks in power grids [82]. These failures occur
due to vegetation and climate, together with cyber-physical attacks [83,84].
Failures in the communication system can be understood as simple losses
of information exchange among nodes. But also communication failures can
be caused by sophisticate attacks on exchanged data leading to immediate
physical missbehavior of power systems [85, 86]. These attacks can be, for
example, in measurements to disrupt awareness of the situation, or in control
signals for components of the power grid, including generation units and loads.
Complementary, unexpected operation of the computing/communication
devices refers to the effect that inherent properties of the platformv may have
on the application performance. Each device is equipped with a hardware clock
which counts the events generated by its quartz oscillator. Since oscillators
work at slightly different frequenciesvi, events are generated at different rates,
creating an ever widening gap in perceived time, known as clock drift [87,88].
This situation leads to inaccurate and inefficient operation of many applications
and protocols [89].
In addition, whenever a digital network is placed within the control loop,
then the system is classified as a networked control system (NCS). All definitions
found in literature for NCSs have one key aspect in common: the time sensitive
information (reference and control inputs, plant outputs, etc.) is exchanged at
discrete time instants among the control system components (sensor, controller,
actuator) using a shared network [90]. The analysis and design of NCS usually
accounts for the set of inherent properties that these systems have, such as
message dropouts, time delays, and transmission intervals, to name a few,
see e.g. [91,92]. Finally, simply looking at the individual computing devices,
controllers are often implemented as one or several tasks on a microprocessorvii.
The CPU time can hence be viewed as shared resources for which the tasks
compete, and where quantization and task scheduling and allocation also
determine the application performance [93,94].
Existing literature has started to deal with these issues in terms of power
systems and specifically covering MGs, see for example [95–108] and references
therein. The thesis focus, not covered by the literature, is on the effect that
drifts and failures have in islanded MGs controlled by physically distributed
vFrom a platform point of view, MGs are distributed systems consisting of a collection
of physically dispersed computation devices, communicating with each other to accomplish
collective goals.
viClock drift is a change in rate that depends on the clock’s quality, sometimes on the
stability of the power source, on the ambient temperature, and on other subtle environmental
variables.
viiA microprocessor also runs tasks for other functions, e.g. communication and user
interfaces.
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voltage source inverters for active power sharing and frequency regulation.
The impact of clock drifts on frequency control and power sharing in MGs has
been recently investigated in [105,109–113]. The work in [109] shows that droop-
controlled VSI-based MGs are robust to clock drifts, although small steady-state
deviations in active power sharing are observed. An extension providing a
deeper modeling, analysis and experimental validation is presented in [105].
In [110] it is shown that local clock drifts in local integral controllers designed
for frequency regulation make the MG unstable, results that are illustrated
with simulations and reproduced in this thesis. The work done by [111]
provides a steady-state analysis of several distributed secondary frequency
control strategies with consideration to clock drifts, illustrated with simulation
results. In [112], and focusing in angle droop control, stabilizing controllers
based on consensus are derived to remove the negative effects that drifts have
on frequency control and power sharing. Simulation results are also used to
corroborate the control proposal. Finally, [113] analyses the impact of clock
drifts on secondary control schemes that do not exchange control data.
The considered failures cover damage in power links and/or loss of communi-
cations between nodes in such a way that the MG is partitioned. The analytical
method adopted in this thesis is based on a widely used modeling approach
where both electrical and communication networks are represented by two
graphs whose Laplacian matrices provide the characterization of electrical and
communication connectivities. See e.g. [58,62,63,79,114–117] for MG control
approaches where the electrical network is modeled as a graph. It is important
to note the majority assume lossless networks, while the approach presented
in this thesis does not use this assumption. And see e.g. [58, 63–66, 77, 118]
for MG control approaches where the communication network is modeled as a
graph.
None of the previous works have evaluated partitions of the considered
graphs. Specific control policies such as consensus algorithms with changing
graphs in terms of switching topologies or connectivity robustness have been
previously considered, see [119] for a generic study, or [63, 65, 120] for an
analysis with application to MGs. Only in [77] it is studied the resiliency of the
droop-free control to a single communication link failure when it does not alter
the connectivity of the communication graph, and in [121] it is presented a
robust secondary control to restore the voltage and frequency to their nominal
values with a novel feature that ensures the performance continuity during a
communication failure. However, the double partitioned scenario covered in this
thesis leading to disconnected electrical/communication sub-graphs, named
partitions, that co-exist within the MG, has not been previously reported.
Hence, an electrical partition generates isolated sub-MGs that are controlled by
a single cooperative control algorithm. A communication partition results in
several cooperative control algorithms working in parallel on the same physical
MG.
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1.1.4 Modeling
The main actors considered in this thesis require a proper modeling effort in
order to obtain valid theoretical results. Both electrical and communication
networks are modeled as graphs, where nodes correspond to VSIs interfacing
DGs. Nodes actively control frequency, voltage and power, and they may
exchange control data over a communication channel. Hence, satisfactory
control solutions require the development of model-based controller design
techniques that often may go beyond the classical simplified linearized models,
i.e. the so-called small-signal models, that may not capture fundamental aspects
of the problem [122–126].
Regarding control analysis, it is interesting to note that MG modeling can be
categorized into two classes. The first focuses on applications involving several
inverter-based DG units but the model is restricted to individual generators.
Hence, both current and power flows among different units are not considered
explicitly. The second includes electrical network interactions but the derived
model is often based on linearization. The problem of determining which model
is appropriate for a specific control analysis and design can not be established
in general because any model involves certain assumptions.
When control solutions are based on the exchange of control data, modeling
approaches can also be divided into two classes. The first one considers the
exchanged control data as a perturbation in the local closed-loop control, while
the second class includes the interaction of the exchanged control data.
The modeling approach based on graph theory developed in this thesis makes
use of several existing strategies, but always tries to capture all the significant
interactions in both electrical and communication domains. The MG electrical
network is a generic connected grid with inverter-based DG units in charge of
the control of frequency and voltage, as well as loads are modeled by balanced
three-phase constant impedances. Still, graph-based models developed from
first principles describing dynamics of the power electronics inverters, as well
as the network interactions, become complex. This calls for the development
of reduced-order models that capture the relevant dynamics of higher order
models with a lower dimensional state-space while not compromising modeling
fidelity. To do so, the Kron reduction [127–130] is performed by eliminating
the graph nodes in which the current does not enter or leave, which allows
obtaining a lower dimensional dynamically-equivalent model described by
ordinary differential equations.
The reduced electrical network is modeled as a connected undirected graph
Ge = {Ne, Ee} where the ne nodes Ne represent DGs interfaced with VSIs and
edges Ee ⊆ Ne ×Ne represent the power lines. Nodes are characterized by a
phase angle θi and a voltage amplitude vi. Edges represent line admittances
between nodes i and j as yij = gij + jbij ∈ C+, where gij ∈ R+ is the
conductance and bij ∈ R+ is the susceptance. The electrical network is
represented by the symmetric bus admittance matrix Y ∈ Cne×Cne , where the
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off-diagonal elements are Yij = Yji = −yij for each edge {i, j} ∈ Ee, and the
diagonal elements are given by Yii =
∑ne
i=1 yij . It is assumed that the reduced
MG is connected. For balanced AC microgrids, the active power injected by
each ith node of the n-node MG is described using the power flow equation as
pi(t) = giiv2i (t)+
n∑
j=1,j 6=i
[gij cos(θi(t)− θj(t)) + bij sin(θi(t)− θj(t))] vj(t)vi(t),
(1.14)
or simplified to
pi(t) = v2
n∑
j=1
gij + v2
n∑
j=1
bij(θi(t)− θj(t)) (1.15)
by assuming that nodes phase angles are similar and voltages are constant and
equal, as often adopted in power systems modeling, e.g. [131], and also in MG
modeling, e.g. [132].
The communication network can also be represented by a connected undi-
rected graph Gc = {Nc, Ec} where the nc nodes Nc represent VSIs that im-
plement particular control policies for frequency regulation and active power
sharing, and edges Ec ⊆ Nc ×Nc represent communication links. The graph
is characterized by the adjacency matrix of Gc whose elements aij will permit
to specify existence of communication in the implemented control solution. In
particular, aij = aji = 1 if VSI nodes i and j can exchange their information
and aij = 0 otherwise. It is considered that nodes in the electrical and commu-
nication graph are the same, i.e. Ne ≡ Nc, hence ne = nc = n, which is the
habitual situation in MGs, e.g. [133].
The last actor playing a key role in the analysis of MGs under non-ideal
conditions is time. Each control algorithm is implemented by each inverterviii
in local time coordinates ti given by local clocks. Let the time progression at
each VSI be defined as a function of the global time, specifically, let ti ∈ R+
denote the local times at each inverter and let t ∈ R+ denote the global time.
Hence, VSIs local times can be described by
ti = dit (1.16)
where di is the drift rate of the ith VSI local clock. Note that in the local time
definition (1.16), the clock offsetix is explicitly omitted. This is done on purpose
because although not all clocks are initially synchronized, the phase-locked
loop connection of each VSI allows to adjust the phase of the generated signals.
viiiA VSI microprocessor uses local measures and possibly data received from other VSIs to
compute the control action.
ixAn offset is the difference from local time ti to global time t, i.e. t0,i is not the same for
all VSIs.
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Figure 1.4: Scheme of the laboratory MG
Table 1.2: Nominal values of the laboratory MG components
Symbol Description Nominal value
v Grid voltage (rms line-to-line)
√
3 110 V
ω0 Grid frequency at no load 2pi60 rad/s
Z1 Line impedance 1 0.75Ω@90◦
Z2 Line impedance 2 0.30Ω@90◦
Z3 Line impedance 3 0.30Ω@90◦
T1 Transformer impedance 0.62Ω@37.01◦
T2 Transformer impedance 0.62Ω@37.01◦
T3 Transformer impedance 1.31Ω@9.87◦
T4 Transformer impedance 1.31Ω@9.87◦
Zv Virtual impedance 3.76Ω@90◦
PG Nominal global load power 1.5 kW
ZG Global load impedance 22Ω@0◦
PL1,L2 Nominal local load power 0.5 kW
ZL1,L2 Local load impedances 88Ω@0◦
1.1.5 Experimental setup and simulation
The MG equipment used in the thesis experiments is located in the laboratory
of the Power and Control Electronics Systems Research Group (SEPIC) at
the School of Engineering (EPSEVG) of the Technical University of Catalonia
(UPC), in Vilanova i la Geltrú, whose extended description can be found
in [134]. It is worth mentioning that the growing interest in MG research has
lead to several publications describing MG laboratory setups for research and
educational purposes such as [134–143]
The experimental setup is a low-power three-phase small-scale laboratory
microgrid, schematically illustrated in Fig. 1.4. The values of the components
are listed in Table 1.2. The system is composed by four generation nodes G1,2,3,4
in which the power generation of distributed energy sources is emulated. Each
generation node consists of a 2 kVA three-phase full-bridge IGBT power inverter
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MTLCBI0060F12IXHF from GUASCH and a damped LCL output filter. For
the energy supply an AMREL SPS-800-12 DC power source is used. The tested
controller strategy (enabled with virtual impedance Zv) of each inverter is
implemented on a dual-core Texas Instruments Concerto board. It consists
in a C28 floating point digital signal processor (DSP) that implements the
control algorithms, and an ARM M3 processor that is used for communication
purposes, both using a hardware clock that has a drift rate upper bounded by
1.00002 [144], that is, each inverter clock accuracy error is lower than ±20 parts
per million (ppm). The MG uses the User Datagram Protocol over a switched
Ethernet to allow communication among the four inverters. In the diagram, the
circle with small arrows at the bottom represent the Ethernet switch that has
a point-to-point ethernet cable to each generator (M3 processor). Three-phase
inductances in series with resistors are implemented to emulate the wires of
the distributed lines, termed as Z1,2,3. The diagram also includes isolation
transformers T1,2,3,4 connected at the output of each inverter. The MG feeds
a global load with impedance ZG and two local loads with impedance ZL1
and ZL2. Single-phase resistive heaters are used as loads, connected in wye
configuration with a floating neutral node. The scheme in Fig. 1.4 also includes
two interruptors a and b in the form of electronic relays governed by a digital
board. Interruptor a is used to connect or disconnect the local load ZL1 while
b allows the electrical partitioning of the MG. The communication partitioning
is performed at the Ethernet switch by disabling specific communication ports.
The main components of the laboratory MG are shown in Fig. 1.5. In
particular, the MG is organized in four shelfs, see the left picture of Fig. 1.5,
each one containing an inverter and both control and sensing boards, detailed
in the right picture of Fig. 1.5.
The simulation of the laboratory MG has been created to imitate the
electrical components (generators, loads, transmission lines, etc.) and their
interactions, as well as the computing components (processors, clocks, digital
network) and their interactions. In fact, the MG simulation is a networked
computing system that implements a control application, namely active power
sharing and frequency regulation, that requires closing feedback control loops
over a communication network. Hence, it puts together multi-disciplines such
as computational science, communication network, and control theory.
Diverse methods to simulate MGs can be found in the literature, ranging
from approaches more focused on the power electronics part, to co-design
approaches covering both power electronics and computing systems, e.g. see
recent results [145–151] and references therein. In this thesis, it is used a
co-simulation approach based on Simscape Power Systems Matlab toolbox [152]
and Truetime Matlab toolbox [153]. Simscape is focused on the modeling and
simulation of electronic, mechatronic, and electrical power systems. Truetime
facilitates the simulation of the temporal behavior of networked multitasking
realtime kernels executing controller tasks in charge of controlling processes
that are modeled as ordinary Simulink blocks.
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Figure 1.5: Four generators laboratory MG
Figure 1.6: Simscape Power Systems and TrueTime simulation set-up
The main simulation setup for the laboratory MG is shown in Fig. 1.6,
following the same scheme previously given in Figure 1.4. The main actors are
the four generation units, each one having the structure shown in Figure 1.7.
Each generation unit contains a Truetime kernel as well as a controlled voltage
source. The kernel simulates the execution of the control algorithms under
analysis. It allows to specify a clock drift, as well as it permits a networked
operation over a TrueTime network.
Example 3. For comparative and validation purposes of the simulation setup,
Figures 1.8 and 1.9 show the simulated system dynamics for the case of droop
control (1.3) and droop-free control (1.13), respectively. These two figures should
be compared to the equivalent experiments previously shown in Figures 1.2
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Figure 1.7: Generation unit in the simulation setup
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Figure 1.8: Simulation of system dynamics for only droop control
and 1.3.
Like in the experimental result, the droop method only achieves active power
sharing at the expenses of introducing a deviation in frequency. However, the
droop-free control is able to guarantee active power sharing while keeping the
frequency at its set-point. Small differences between the experiments and the
simulation set-up are due to unmodeled dynamics and/or different control set-
tings that have been introduced to obtain better responses in terms of illustrating
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Figure 1.9: Simulation of system dynamics for droop-free control
the thesis results. For example, looking at the droop policy, the induced fre-
quency deviation in the simulation (sub-figure 1.8b) is by far much more larger
than in the experiments (sub-figure1.2b). This difference is mainly caused by
the droop control gain, which in the simulation is mp = 0.01 mrad/(Ws) while
in the experiments is mp = 0.001 mrad/(Ws). In addition, the simulation time
is half of the experimental time, and therefore, VSIs become active every 5 s
instead of every 10 s.
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Figure 1.10: System dynamics for droop method and local integrals control due to
drifts
1.2 Research motivations
As identified in Section 1.1.2, active power sharing and frequency regulation in
islanded MGs can be achieved following a great variety of control approaches.
Table 1.1 summarized these prototype policies, classifying them in terms of
whether they require communications for control purposes, and also considering
the communication paradigm that they follow. Complementary, two non-ideal
conditions that have a negative impact into the MG operation were identified
in Section 1.1.3. One refers to the drift that exists in any clock and provoke
different timing in MG VSIs, and the other involves the partitions that can
affect an MG transmission line or can cause loss of communications among
VSIs.
The effect that clock drifts have on different policies, has been identified
in previous works using theory and/or simulated/experimental results [105,
109–111]. Main conclusions say that the primary control based on the droop
method (1.3) is robust to drifts while local integrals (1.6) is a secondary control
approach very sensitive to drifts because it leads the MG to instability. The
alarming conclusions in [110] for the local integrals control strategy triggers
the need for analyzing what is the impact of clock drifts on other existing
secondary control policies.
In order to quickly assess this impact, simulations were carried out for
all the polices listed in Table 1.1 using the following imposed drift rates
di = {1.000, 1.0001, 0.999, 1.0002} on the four VSIs Truetime kernels executing
the evaluated control algorithms. Note that these drift rates can be slightly
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Table 1.3: Control parameters for all policies
Symbol Description Value
mp Proportional gain of frequency droop 0.01
kIl Integral gain of local integrals 0.7
kIc Integral gain of centralized 1.2
kId Integral gain of decentralized 1.2
kIa Integral gain of averaging 0.7
kc Integral gain of consensus 15
α Proportional gain of consensus 18
m′p Gain for coupling powers of droop-free 0.001
aij Connectivity parameters of droop-free 1
{Tr, Tp} Times for freq. restoration and power sharing {2.5, 2.5} s
{kmin, kmax} Filter gains of local frequency restoration {0.25, 4}
ωc Filter cut-off freq. of local frequency restoration 3.77 rad/s
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Figure 1.11: System dynamics for M/S control policies due to drifts
higher than ones found in the experimental setup because Concerto clocks have
a drift rate upper bounded by 1.00002 [144]. However, they are magnified for
illustrative purposes. In each simulation run, all the VSI start sequentially
every 5 s, executing only the droop control policy. At time t = 17.5 s each
secondary control policy starts executing (including the droop-free control).
In addition, up to time t = 25 s clocks are ideal, from this time instant, the
imposed drift rates start taking effect and both active power and frequency
exhibit different dynamics. The control parameters for the tested policies
droop method (1.3), local integrals (1.6), centralized (1.7), decentralized (1.8),
averaging (1.9), consensus (1.10) and droop-free (1.13) are given in Table 1.3,
which also includes parameters that will be introduced later in this document.
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(a) Averaging control
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(b) Consensus control
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(c) Droop-free control
Figure 1.12: System dynamics for cooperative control policies due to drifts
Figure 1.10 reproduces the existing results in the literature that cover
the impact of clock drifts on the control problem of active power sharing
and frequency regulation in the cases of droop method (sub-figure 1.10a) and
local integrals secondary policy (sub-figure 1.10b). As it can be observed, the
droop method exhibits a small (or negligible) deviation in its active power and
frequency steady-state values while the case of local integrals is completely
different and active power dynamics become unstable. Note that the frequency
restoration in the local integrals policy appears from time t = 17.5 s, when
integral actions are applied.
This type of simulation also applies to the rest of policies in Table 1.1,
which are characterized by the use of different communication schemes for the
exchange of control data. Figure 1.11 shows the results that correspond to the
case of M/S control policies, i.e. centralized (1.7) and decentralized (1.8) in
sub-figures 1.11a and 1.11b respectively. Figure 1.12 shows the results for the
case of cooperative control policies, i.e. averaging (1.9), consensus (1.10) and
droop-free (1.13) in sub-figures 1.12a, 1.12b and 1.12c respectively. As it can
be observed, all policies exhibit small deviations in the steady-state values of
active power and frequency; the exact values depend on the control parameters
that characterize each method. But more important, none of these policies
lead the MG to instability like the local integrals control policy did (recall
sub-figure 1.10b).
Therefore, although the conclusions of the simulation study of the communication-
based secondary control policies are not as alarming as in the local integrals
control policy, the identified deviations in active power and frequency steady-
state values motivate a thorough analysis. It is surprising that some policies
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cause instability while other do not (at least for a given set of control parame-
ters). And it is of interest to be able to predict the steady-state deviations in
terms of the control parameters characterizing each policy and in terms of the
clock drifts. Hence, for completeness, the study should include a theoretical
study covering both stability and steady-state analyzes, and an experimental
evaluation, for all the policies listed in Table 1.1.
From an electrical point of view, uncertainty in terms of the impact of
failures in lines and transformers, large fluctuations of load consumption, and
renewable power generation, have been largely analyzed for MGs in the power
systems community, see e.g. [154,155] and references therein. In addition, MGs
may suffer full blackouts when confronted with unexpected disruptions due
to man-made faults or natural disasters. How to quickly restore the power
supply of microgrids by making use of local distributed energy resources (DERs)
is therefore a practical issue to help microgrids ride through full blackouts,
see e.g. [156, 157] and references therein. In the end, control approaches for
frequency restoration and active power sharing considering both properties and
constraints in communications have also been addressed, e.g. [106,158].
Taking into account failures in the transmission lines and/or loss of com-
munications that lead to partitions in the MG, three main scenarios can be
identified: only failures in the electrical network, only failures in the com-
munication network, or a combination of both type of failures. Regarding
Table 1.1, failures in the electrical network could be analyzed for all policies
while failures affecting communications should be analyzed for those policies
based on data exchange. However, partitions in the electrical network when
the control algorithm is local (case of droop method and local integrals) are
not relevant because this is the same as analyzing two separate stable MGs.
Indeed, after the electrical decoupling of the partition happens, power flows
can not be transferred among the isolated MGs. It is important to point out
that cascading failures could occur if each sub-microgrid supply-demand would
not be able to reach the equilibrium. However, this thesis assumes that MG
capacity has been dimensioned as well as control gains have been designed
such that this equilibrium can be always reached for all the analyzed policies.
Hence, after the electrical partition occurs, each sub-MG will reach different
steady-state equilibrium points for both droop and local integrals depending on
DGs and loads.
In order to assess this impact, simulations were carried out for the algo-
rithms based on communications in Table 1.1. In particular, they covered
centralized (1.7), decentralized (1.8), averaging (1.9), consensus (1.10) and
droop-free (1.13) control policies. In each simulation run, all the VSI start
sequentially every 5 s, executing only droop control with ideal clocks. At time
t = 15 s drifts start affecting, what is different than the cases previously shown
in Figures 1.10 to 1.12, where clock drifts started to introduce small deviations
at time t = 25 s. Then, each secondary control policy including the droop-free
control starts executing at time t = 17.5 s. Up to time t = 25 s the MG is not
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(a) Centralized
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(b) Decentralized
Figure 1.13: System dynamics for M/S control policies due to partitions
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(a) Averaging
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(b) Consensus
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(c) Droop-free control
Figure 1.14: System dynamics for cooperative control policies due to partitions
affected by failures, however, as of this moment an electrical failure occurs (by
opening Switch 1 in the simulation setup of Figure 1.6), leading to an electrical
scenario where two separate sub-MGs co-exist, one with generation units 1 and
2 feeding a local load, and the other with generation units 3 and 4 feeding the
global load. And on top of this scenario, at time t = 35 s a communication
failure occurs, leading to connectivity that depends on the particular policy.
Figure 1.13 shows the simulation results that correspond to the case of the
M/S centralized (1.7) and decentralized (1.8) control policies, sub-figures 1.13a
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and 1.13b respectively. For these simulations, the communication partition is
such where generation unit 1 acting as master can communicate with unit 3
and vice-versa, and where generation units 2 and 4 work in isolationx. Hence,
only one M/S control algorithm exists in terms of communications between
generation units 1 and 3. From the beginning, both policies exhibit a small
deviation in their active power and frequency steady-state values due to drifts.
After the electrical partition at time t = 25 s, active power steady state values
achieve different equilibrium points depending on the loads that each sub-MG
supplies. However, after the communication partition that occurs on top of the
drift effect and of the electrical partition at time t = 35 s, different dynamics
depending on the analyzed policy can be observed. For the centralized, the
dynamics are stable but the steady-state values depend on the particular
generation and load units involved in each sub-MG. The M/S scheme of the
sub-MG composed by generation units 1 and 3 that still can communicate is
affected by the electrical partition that impairs the power exchange between
these units. Generation units 2 and 4 work in isolation, and since they do not
receive the corrective term δi(t) sent by the master, they only apply the primary
droop control. Hence, for the centralized, active power and frequency steady-
state values depend on the electrical and communication configurations after
partitions have occurred. The case of the decentralized policy is different. After
the electrical partition at time t = 25 s, diverse steady-state values for frequency
and active power are reached. However, after the communication partition, the
active power dynamics start diverging, exhibiting unstable behavior.
Figure 1.14 shows the simulation results that correspond to the case of
the cooperative control policies averaging (1.9), consensus (1.10) and droop-
free (1.13), sub-figures 1.14a, 1.14b and 1.14c respectively. For these simulations,
the communication partition is such that generation unit 1 can communicate
with unit 3 and vice-versa, and where generation unit 2 can communicate with
unit 4 and vice-versa. Hence, two cooperative control algorithms coexist in
terms of communications, one with generation units 1 and 3, and the other
with generation units 2 and 4. As it can be observed, all policies exhibits the
same type of dynamics. From the beginning, all policies show small deviations
in their active power and frequency steady-state values due to drift. After the
electrical partition at time t = 25 s occurs, active power steady-state values
achieve different equilibrium points depending on the loads attached. However,
after the communication partition at time t = 35 s, the active power dynamics
become unstable.
Considering this preliminary simulation analysis covering electrical and
communication partitions, it can be concluded that the communication-based
secondary control policies are very sensitive to partitions. It is again surprising
that some policies cause instability while other do not, at least for a given
set of control parameters. And it is also of interest to analyze why some
xDo not receive nor send information from/to master unit.
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dynamics are unstable, and to predict the steady-state deviations in terms of
both control parameters and electrical network topology, whenever stability is
guaranteed. Hence, for completeness, the study should include a theoretical
study covering both stability and steady-state analyzes, and an experimental
evaluation, covering all the policies listed in Table 1.1.
In addition, looking at both non-ideal conditions, it is also required to
design novel control strategies able to guarantee stability regardless of drifts and
partitions. Control policies suffering instability are mainly found in Figures 1.13
and 1.14, which is the case of communication-based control policies that being
subject to drifts and to any electrical partition, suffer a communication partition.
Different is the case shown in Figure 1.10, and in particular for the local integrals
method subject to drifts (sub-figure 1.10b). For this situation, two alternative
solutions have been developed recently in [44] and [45] that permit to achieve
frequency regulation and power sharing with a high degree of accuracy even
in presence of clock drifts. Therefore, new proposals are required for the
communication-based control policies.
In order to solve some of the challenges posed in this section and by
considering the discussion and the preliminary simulation results above, the
objectives of this doctoral thesis are detailed in next section.
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1.3 Objectives
Taking as baseline the control policies for active power sharing and frequency
regulation in islanded MGs, those summarized in Table 1.1, two main objectives
are given for this thesis according to the described non-ideal conditions:
1. To analyze the impact of clock drifts.
2. To analyze the impact of electrical and communication partitions.
Each main objective includes the following set of specific objectives:
a. To simulate each policy.
b. To make a theoretical analysis that includes
i. To develop an MG closed-loop model capable of accommodating all
the policies.
ii. To develop a stability analysis that permits assessing which control
policies are stable and which are unstable.
iii. To develop a steady-state analysis of the stable policies for quan-
tifying by analytical expressions the impact that the considered
non-ideal conditions has on frequency and active power equilibrium
points.
c. To validate the simulation and theoretical results with experimental ones.
d. To develop new control strategies for avoiding the instability scenarios
identified in the simulation analysis, and in particular, in Figures 1.13
and 1.14.
1.4. Thesis outline 29
1.4 Thesis outline
The thesis structure is as follows
• Chapter 1: provides an overview of microgrids, with special emphasis
on control policies for active power sharing and frequency regulation as
well as on non-ideal conditions in the MG electrical and computational
parts that may affect its operation; then, the motivation for the research
carried out in this work is explained, objectives are summarized, and the
thematic unity of the thesis is described.
• Chapter 2: presents the first contribution, which is a conference paper
that covers the impact of clock drifts in the performance of islanded
MGs governed by the consensus algorithm for active power sharing and
frequency restoration.
• Chapter 3: presents the second contribution, which is also a conference
paper that covers the impact of clock drifts in the performance of islanded
MGs when they are governed by the averaging control policy.
• Chapter 4: presents the third contribution, which is a journal paper
that generalizes the previous results of the two conference papers. It
covers the analysis of the impact of clock drifts in the performance of
islanded MGs governed by the prototype (and common) policies for active
power sharing and frequency restoration.
• Chapter 5: presents the fourth contribution, which is a conference paper
that starts the study of the impact of communication partitions in the
performance of islanded MGs governed by the consensus algorithm.
• Chapter 6: presents the fifth contribution, which is a journal paper that
borrowing the preliminary results of the previous conference paper, covers
the impact of electrical and communication partitions in the performance
of islanded MGs when they are governed by the consensus algorithm.
• Chapter 7: presents the sixth contribution, which is a journal paper
that complements the previous journal paper by covering the analysis of
the impact of electrical and communication partitions in the performance
of islanded MGs governed by the droop-free algorithm; a new control
strategy based on switched control principles is also proposed.
• Chapter 8: summarizes the thesis contributions and analyzes their
relation with the thesis objectives; it provides a discussion of the obtained
results.
• Chapter 9: presents the thesis conclusions and identifies topics for
future research.
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• Appendix A: presents a journal paper that is not part of the thesis
compendium but permits a more complete understanding of the thesis
work.
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1.5 Publications
The following are the journal and conference papers included in the thesis
compendium:
• Chapter 2: C. X. Rosero, P. Martí, M. Velasco, M. Castilla, J. Miret
and A. Camacho, "Consensus for active power sharing and frequency
restoration in islanded microgrids subject to drifting clocks," in 2017
IEEE 26th International Symposium on Industrial Electronics (ISIE), pp.
70-75, Edinburgh, June 2017. Short identification: IEEE ISIE17
• Chapter 3: C. X. Rosero, H. Carrasco, M. Velasco and P. Martí, "Im-
pact of clock drifts on active power sharing and frequency regulation in
distributed-averaging secondary control for islanded microgrids," in 2017
IEEE International Autumn Meeting on Power, Electronics and Com-
puting (ROPEC), pp. 1-6, Mexico, November 2017. Short identification:
IEEE ROPEC17
• Chapter 4: P. Martí, J. Torres-Martínez, C. X. Rosero, M. Velasco, J.
Miret and M. Castilla, "Analysis of the effect of clock drifts on frequency
regulation and power sharing in inverter-based islanded microgrids," in
IEEE Transactions on Power Electronics, vol. 33, no. 12, pp. 10363-
10379, December 2018. Short identification: IEEE TPEL18
• Chapter 5: C. X. Rosero, M. Velasco and P. Martí, "Analysis of
consensus-based active power sharing with respect to network topol-
ogy in islanded microgrids," in IECON 2017 - 43rd Annual Conference
of the IEEE Industrial Electronics Society, pp. 115-120, Xina, November
2017. Short identification: IEEE IECON17
• Chapter 6: C. X. Rosero, M. Velasco, P. Martí, A. Camacho, J. Miret
and M. Castilla, "Analysis of consensus-based islanded microgrids subject
to unexpected electrical and communication partitions," in IEEE Trans-
actions on Smart Grid, vol. 10, no. 5, pp. 5125-5135, September 2019.
Short identification: IEEE TSG19
• Chapter 7: C. X. Rosero, M. Velasco, P. Martí, A. Camacho, J. Miret
and M. Castilla, "Active power sharing and frequency regulation in droop-
free control for islanded microgrids under electrical and communication
failures," in IEEE Transactions on Industrial Electronics, in press, 2019.
Short identification: IEEE TIE19
A contribution that was made simultaneously during the thesis and that
has not been included in the compendium is the following:
• J. M. Rey, C. X. Rosero, M. Velasco, P. Martí, J. Miret and M. Castilla,
"Local frequency restoration for droop-controlled parallel inverters in
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islanded microgrids," in IEEE Transactions on Energy Conversion, vol.
34, no. 3, pp. 1232-1241, September 2019.
It appears at Appendix A.
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Table 1.4: Topics covered in this thesis
Droop Local Central- Decen- Averag- Consen- Droop
integrals ized tralized ing sus free
(1.3) (1.6) (1.7) (1.8) (1.9) (1.10) (1.13)
Commu-
nication n.a. n.a. M/S M/S Coop. Coop. Coop.
paradigm
Drift sim. √ √ √ √ √ √ √
Drift the. √ √ √ √ √ √ √
Drift exp. √ √ √ √ √ √ √
Part. sim. n.a. n.a. x x x √ x
Part. the. n.a. n.a. √ √
Part. exp. n.a. n.a. √ √
1.6 Thematic unity of the thesis
The thesis is submitted as a compendium of publications that includes three
journal and three international conference papers. They constitute the main
chapters and contain the thesis contributions. The scope is islanded MGs where
physically distributed VSIs are in charge of enforcing active power sharing
and frequency regulation following diverse control strategies, summarized in
Table 1.1. The problem to be solved is the analysis of these policies when
electrical or computational conditions are not ideal as often assumed in the
literature. In particular, the non-ideal conditions covered are clock drifts and
communication and electrical failures that lead to MG partitions.
All publications contribute in this argumentation line. Chapters 2, 3 and
4, that correspond to two conference papers and one journal paper, cover
the analysis of clock drifts in the performance for the set of control policies.
Chapters 5, 6 and 7, that correspond to one conference paper and two journal
papers, cover the analysis of partitions in the performance only for consensus
and droop-free control.
Table 1.4, built from Table 1.1, summarizes the topics covered by all
publications included in this thesis and detailed in Section 1.5. It includes
six new raws, three corresponding to the analysis of drifts, from simulation
(labeled as Drift sim.), theoretical (Drift the.) and experimental (Drift exp.)
points of view, and three more corresponding to the analysis of partitions,
also from simulation (Part. sim.), theoretical (Part. the.) and experimental
(Part. exp.) points of view. Cells with "
√
" means that the work has been done
and more important, that it has been published; cells with "x" means that the
work is included in this document; empty cells means that the work has not
been published nor included in this document because it is being saved for near
future publications. In addition, "n.a." means not applicable. Thus, Table 1.4
provides a picture of the thematic unity of the thesis that has been reported in
the publications gathered in this compendium.
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Table 1.5: Topics covered by all publications included in the compendium
P1-Conf. P2-Conf. P3-Jour. P4-Conf. P5-Jour. P6-Jour.
IEEE IEEE IEEE IEEE IEEE IEEE
ISIE17 ROPEC17 TPEL18 IECON17 TSG19 TIE19
(1.3) (1.6) (1.7) (1.8) (1.9) (1.10)
Problem Drift Drift Drift Part. Part. Part.
Sim. √ √ √ √
Th-CLM √ √ √
Th-ST √ √ √
Th-SS √ √ √ √ √ √
Exp. √ √ √
Policies Consen- Averag- All Consen- Consen- Droop
sus ing sus sus free
Contrib. A A A A A A/P
Table 1.5 provides a complementary view where the publications that form
part of the thesis compendium (table horizontal axis) are characterized by the
table vertical axis in terms of a) the topic covered, i.e., drifts or partitions, b)
the methodological analysis that was applied, i.e. simulation, theoreticalxi and
experimental, and c) the control policies being analyzed among those listed in
Tables 1.1 and 1.4. An additional raw is included to characterize the type of
contributionxii.
xiThe theoretical analysis, as detailed in the thesis objectives in Section 1.3, is divided into
closed-loop model (Th-CLM), stability analysis (Th-ST), and steady-state analysis (Th-SS).
xiiThe contribution can be in terms of whether an analysis (A) is developed only, or if new
proposals (P) are also presented.
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Analysis and conclusions

8
Analysis of results
This chapter summarizes the contributions of the work, analyzes their relation
with the objectives of the doctoral thesis and discusses the obtained results.
Summary
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . 109
8.2 Impact of drifts . . . . . . . . . . . . . . . . . . . . . . 109
8.3 Impact of partitions . . . . . . . . . . . . . . . . . . . . 111
8.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 114

8.1 Introduction
As mentioned in Chapter 1, the thesis scope is islanded MGs where the operation
of control algorithms for active power sharing and frequency restoration are
affected by non-ideal conditions like drifts in processors clocks, and/or failures
in transmission lines and communication links.
The thesis main objectives, listed in Section 1.3, included the simulation,
theoretical and experimental analysis of the droop (1.3), local integrals (1.6),
centralized (1.7), decentralized (1.8), averaging (1.9), consensus (1.10) and droop-
free (1.13) policies subject to drifts and partitions, as well as the design of new
proposals aimed at solving those possible problems identified in the analysis
part.
8.2 Impact of drifts
All the thesis objectives related to the clock drifts analysis have been covered
by publications P1 (IEEE ISIE17), P2 (IEEE ROPEC17) and P3 (IEEE
TPEL18) as indicated by Tables 1.4 and 1.5. The main results, corroborated
by the simulation, theoretical and experimental analyzes, and reproduced in
Figures 1.10 to 1.12, can be summarized as follows:
• All the policies listed in Table 1.1 suffer a small deviation in the steady-
state frequency value and this deviation provokes a small deviation in the
steady-state active power value. This happens on every inverter for all
the policies except for the case of the local integrals, where active powers
become unstable.
• For all the stable policies, the deviation in frequency and active power
values caused by the clock drifts present in the laboratory hardware, can
be considered as negligible.
• Clock drifts always alter the counting of time in VSI hardware. Paper
P3 (IEEE TPEL18) presents an exact characterization of
– the closed-loop model accommodating each stable policy derived
from the power flow equations (1.14), the drift characterization (1.16)
and the particular policy (droop method (1.3), centralized (1.7),
decentralized (1.8), averaging (1.9), consensus (1.10) and droop-
free (1.13)),
– the steady-state frequency and active power values for stable policies
in terms of the involved control parameters and drift rates,
– the stability of the equilibrium points of each stable policy as a
function of the clock drifts given by the application of multiple-
input/multiple-output robust control techniques where the MG is
treated as a system with uncertainty given by each drift rate.
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• The application of a standard clock synchronization protocol does not
remove the identified active power and frequency steady-state deviations.
In addition, its application does not solve the instability exhibited by the
local integrals policy.
The only objective not covered by the set of publications included in this
compendium refers to the design of new proposals to minimize or eliminate the
negative effects that clock drifts have in active power sharing and frequency
regulation. However, the objective has been covered in the sense that a new
control proposal has been presented in [45], which is a publication that has
not ben included in the compendium but it has been added as Appendix A.
The control proposal specifies the corrective term δi in (1.5) that should act as
an integral-like control of the frequency error, avoiding the integral operator
but using a tunable time-varying first-order filter, which can be written in the
Laplace domain as
ω∗i (s) = ω0i(s)−mpPi(s) +
k¯ωc
s+ ωc
(ω0i(s)− ω∗i (s)) (8.1)
where ωc is the filter cut-off frequency and k¯ its time varying gain. Its operation
using both an event-detector and a time-driven protocol specifies that, at every
noticeable change in active power, k¯ will take first a small value to ensure active
power sharing and then a higher value to recover frequency. The replacement
of the local integral policy for the local time-varying filter (8.1) has been shown
to be robust to drifts. For example, Figure 8.1 shows its application to be
compared with the case of local integrals policy, subject to drifts. In the plotted
simulations, droop control is applied at each inverter start-up, which occurs
sequentially every 5 s. At time t = 17.5 s, the secondary control policy runs,
which refers to the local integrals (1.6) in sub-figure 8.1a and to the local
time-varying filter (8.1) in sub-figure 8.1b, and at time t = 25 s, clock drifts
start acting. As previously seen, the active powers in the local integrals policy
become unstable, while with the application of the local time-varying filter
the instability problem disappears at the expenses of introducing a (negligible)
deviation in active power steady-state values and a controllable deviation in
frequency. Hence, although the proposal solves the problem for the local control
case, its theoretical analysis with emphasis on the drift problem has not been
completely addressed.
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(b) Local time-varying filters
Figure 8.1: System dynamics for local control policies in the presence of drifts
8.3 Impact of partitions
The thesis objectives related to the partitions analysis have been covered by
publications P4 (IEEE IECON17), P5 (IEEE TSG19) and P6 (IEEE TIE19)
as indicated in Tables 1.4 and 1.5. The main results, corroborated by the
simulation, theoretical and experimental analyzes, and reproduced in sub-
figures 1.14b and 1.14c, refer only to the consensus (1.10) and droop-free (1.13)
control policies which are based on communicationsi. Recall that from all
policies under study and listed in Table 1.1, the partition analysis does not apply
to droop and local integrals methods because they do not use communications.
Then, the main contributions can be summarized as follows:
• Electrical partitions constraint the energy flows, and electrical subnet-
works reach active power sharing and frequency regulation. The steady-
state values of power and frequency depend on both the load at each
partition and the communication scheme. If the newly reached active
power values are beyond rated powers, VSIs will trip due to the over-
current situation that could occur.
• Communication partitions constraint the exchange of information required
by the frequency regulation task performed by the secondary control
policy. This impairment leads to unstable dynamics that may imply a
cascaded failure of VSIs because of the over-current situation.
iThe rest of the policies that also use data exchange such as centralized (1.7), decentral-
ized (1.8) and averaging (1.9), have been covered by the simulation analysis presented in
Figures 1.13 and 1.14.
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• Papers P5 (IEEE TSG19) and P6 (IEEE TIE19), for the consensus and
droop-free control policies, respectively, present an exact characterization
of
– the closed-loop model derived from the power flow equation (1.15)
that also includes the Laplacian matrices of the electrical and commu-
nication graphs to characterize the MG electrical and communication
connections,
– the steady-state frequency and active power expressions for stable
scenarios in terms of the involved control parameters,
– the stability study that is based on the zero eigenvalue analysis:
system stability under each partition scenario is characterized ac-
cording to the "role" that each new zero eigenvalue in the Laplacian
matrices has in terms of whether it becomes an integrator for each
model input/output relation.
• For the droop-free method in paper P6 (IEEE TIE19), a new control
proposal is presented to avoid the instability problem caused by the
communication partition. This is based on a switched control policy
implemented at each VSI that ensures a graceful degradation of the
faulty (partitioned) MGii. The new control policy is based on disabling
the application of droop-free control upon detection of a communication
failure (leading to a partition) and then switching to frequency droop
control. And once the communication is re-established, droop-free control
is activated again. This new policy could be applied to all the com-
munication based policies that also become unstable in the occurrence
of communication partitions, that is, decentralized and averaging. This
would require a proper analysis extending paper P6 theoretical results
and corroborating them with new experimental ones.
For illustrative purposes, Figure 8.2 shows the application of the presented
switched control policy. In the simulations, droop control applies at each inverter
start-up, which occurs sequentially every 5 s with ideal clocks. At time t = 15
s, clock drifts start applying. Then, at time t = 17.5 s, the secondary control
policy applies, which refers to the droop-free in sub-figure 8.2a and to the
switched control policy in sub-figure 8.2b, and at time t = 25 s a communication
partition occurs. As previously seen, the active powers in the droop-free
policy become unstable when the partition occurs, while with the application
of the switched control the instability problem disappears at the expenses
of introducing a graceful degradation. In particular, when a communication
failure occurs at t = 25 s, droop-free control is disabled and frequency droop
control is activated which guarantees active power sharing while an unavoidable
iiOtherwise, the application of load shedding techniques may require disconnection of
loads.
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(b) Switched control policy
Figure 8.2: System dynamics for droop-free control policy and the proposed switched
control policy in the presence of drifts and a communication partition
frequency deviation appears. Whenever the communication is re-established,
at t = 35 s, frequency droop is disabled and droop-free control is restored to
also regulate frequency.
The only objectives not covered by the set of publications included in this
compendium refers to the theoretical and experimental analysis of the central-
ized (1.7), decentralized (1.8) and averaging (1.9) control policies. Simulations
have been provided in Figures 1.13 and 1.14 and indicate that apart from the
centralized that is robust to partitions, the two remaining policies decentralized
and averaging, suffer from the same problems that arise for consensus and
droop-free control policies. That is, when a communication partition occurs,
active power dynamics become unstable.
Apart from the switched control policy suggested in paper P6, the application
of a modification of the local time-varying filter (8.1) to the communication-
based policies is also a promising strategy that has been tested in simulation.
As an example, taking the decentralized (1.8) policy, the integral operator
could be simply replaced by the time-varying filter but keeping the frequency
error computation as mandated by the original decentralized method, that is,
using the frequency sent by the master node. The adaptation could be named
decentralized time-varying filter.
For illustrative purposes, Figure 8.3 shows the application of the decentral-
ized time-varying filter to be compared to the case of the decentralized policy,
both subject to drifts and communication partitions. In the plotted simulations,
droop control applies at each inverter start-up, which occurs sequentially every
5 s, with ideal clocks. At time t = 15 s, clock drifts start applying. Then, at
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(b) Dec. time-varying filters
Figure 8.3: System dynamics for decentralized policies in the presence of drifts and
a communication partition
time t = 17.5 s, the secondary control policy runs, which refers to the decen-
tralized (1.8) in sub-figure 8.3a and to the decentralized local time-varying
filter (8.1) in sub-figure 8.3b, and at time t = 25 s a communication partition
occurs. The active powers in the decentalized policy become unstable when the
partition occurs, while with the application of the decentralized time-varying
filter the instability problem disappears at the expenses of introducing a (negli-
gible) deviation in active power steady-state values and a controllable deviation
in frequency.
Figure 8.3 opens the door to replace the integral operator by the time-
varying filter in all the failing communication-based policies, in order to analyze
if the instability problem always disappears. Hence, thorough simulation,
theoretical and experimental analyzes are required.
8.4 Discussion
Table 8.1 summarizes the thesis objectives and specifies whether they have
been published. In the papers column, "thesis" refers to this document. Hence,
simulation analysis for several scenarios, or new proposals for the drift problem
case have not been published yet. Also, both theoretical and experimental
analyzes, as well as new proposals for the partitions problem, have not been
published yet.
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Table 8.1: Thesis objectives versus published results
Problem Objective Objective Policies Papers
description
Drifts 1a Simulation All P1, P2, thesis
1b Theoretical All P1, P2, P3
1c Experimental All P3
1d New proposals All Thesis
Partitions 1a Simulation All P4, P5, thesis
1b Theoretical Consensus/droop-free P4, P5, P6
1c Experimental Consensus/droop-free P6
1d New proposals Droop-free P6
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9
Conclusions and future
work
This chapter presents the thesis conclusions and identifies open research chal-
lenges.
Summary
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9.1 Conclusions
The focus of the thesis is the analysis of islanded MGs where the physically
distributed VSIs implementing control algorithms to achieve active power
sharing and frequency regulation, are faced to non-ideal conditions in both
computing platform and electrical configuration. These conditions can be
divided into two problems: clock drifts and partitions. The problem of clock
drifts is known in distributed computing systems and its consequence is that
the progress of the time available to each local algorithm at each hardware, is
slightly different. This may have several impacts on the cooperative objective
demanded to all local algorithms. The problem of partitions has two faces. One
refers to the loss of communications among VSIs that impairs the exchange
of the control data required for distributed control algorithms. The other one
refers to failures in transmission lines that restrict the number of paths available
for carrying power flows. The considered communication and electrical failures
create partitions that may impact the operation of the control algorithms. In
this context, the thesis main conclusions are listed below:
• The existing literature provides a wide range of control policies for VSIs
in islanded MGs that have been developed for guaranteeing active power
sharing and frequency regulation. In general, all of them consider ideal
conditions and only a few of them have been tested or even analyzed
in terms of non-ideal conditions. For those control policies using data
exchange the most common non-ideal conditions being examined are
communication delays and dropouts. In addition, the problem of trans-
mission lines failures has been also covered mainly from the blackouts
management point of view, but not specifically for the control goals being
considered in this thesis.
• Clock drifts alter the steady-state active power and frequency values
achieved by the analyzed policies. In general, all policies attain acceptable
equilibrium points except for the local integrals method that becomes
unstable and therefore is discarded for real deployment. Looking at the
stable policies, the deviation of the frequency with respect to its set-point
and the inaccuracy in active power sharing are both negligible. This
positive conclusion must be taken carefully because the combination of
clock drifts with other non-ideal conditions could make the analyzed
policies dangerous for MG stability, as further explained next.
• Electrical and communication partitions provoke large deviations in the
steady-state values of active power and frequency. Hence, power sharing
is lost and frequency restoration is inaccurate. When electrical partitions
occur, electrically isolated MGs co-exist and power flows can not be
transferred among them. Cascading failures could take place if each
sub-microgrid supply-demand would not be able to reach the equilibrium.
119
Then, if equilibrium can be achieved (which is the scenario assumed in
this thesis), each isolated MG will reach different steady-state equilibrium
points depending on the loads, generators, and particular control policy.
When communication partitions occur, several control sub-algorithms
working in parallel start acting on a single electrical MG. In this scenario
two key aspects have been identified thanks to the theoretical analysis:
– Assuming ideal conditions, the occurrence of a single communication
partition implies changing the equilibrium points and therefore
loosing active power sharing and exact frequency restoration. Each
sub-algorithm drives its part of the MG to specific steady-state
equilibrium points for frequency and active power sharing.
– Removing the assumption of ideal conditions, that is, for example
with the presence of clock drifts, the occurrence of a single com-
munication partition drives the MG to instability. Other non-ideal
conditions that generate the same problem are measurement errors,
measurement noise, or quantization errors. This result is alarming
because in the real world, the assumption of ideal conditions does not
hold and communication partitions will put the MG into risk. This
theoretical result has been corroborated by the simulation analysis,
as well as by the experimental results.
• The MG instability caused by drifts and communication partitions can
be avoided by designing novel control policies that include this problem
within their performance specifications. One of the sources of instability is
the use of the integral operator, which is present in many control policies
because it has the known appealing property of avoiding steady-state
errors. However, when integrators work in parallel, known problems
including instability are likely to occur. The local-integrals policy fails
due to the unavoidable clock drifts. The secondary control policy based
on communications except for the centralized one, also fail because
when communication partitions occur, the set of resulting control sub-
algorithms working in parallel behave like a set of “local-integrals”. And
having integrators working in parallel trying to eliminate an error that
is different for each of them causes instability. Two control approaches
have been suggested to solve this problem:
– To replace the integral operator by a time-varying first-order filter
with the capacity to work like a standard first order filter or like
almost an integrator whenever required. This solution has been
successfully applied for the communication-less local integrals and for
the communication-based decentralized secondary control policies.
In both cases, the instability problem is avoided at the expense of
introducing small deviations with respect to the desired steady state
values of active power and frequency.
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– To design a switched control policy that permits alternating between
a particular secondary control policy and the droop method. The
MG control is based on a secondary control policy but when a
communication partition occurs, the secondary control policy is
disabled and only droop control actuates. When communications
are restored, the secondary control policy becomes again active. This
approach, that has been fully covered for the case of the droop-free
method, avoids the instability by accepting a graceful degradation
in terms of frequency deviation during the time interval where
communications are not available, because during this time only the
droop method works.
9.2 Future work
The following research topics deserve future work:
• The analytical and experimental analysis for the case of partitions should
be extended to all communication-based secondary control policies. The
thesis has only covered consensus and droop-free control policies, and cen-
tralized, decentralized and averaging should be also analyzed. Preliminary
results have been already obtained with the simulation analysis presented
in this document.
• The case of multiple partitions should be deeply analyzed because the
geometry of the partitioned electrical and communication graphs may
provide additional results in terms of stability and in terms of characteri-
zation of the equilibrium points of both active power and frequency, as
long as they exist.
• Considering the design of new proposals, three approaches are identified
for future research:
– To further investigate the replacement of the integral operator by
other integrator-like operators.
– To further investigate the switching strategy and apply different
policies according to different scenarios.
– To design new policies being robust to the non-ideal conditions.
The goal for all of them would be to avoid the instability problems while
providing different degrees of performance improvement.
• The thesis has focused on drifts and partitions. Additional non-ideal
conditions could be included in the analysis.
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