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Zusammenfassung  I 
Zusammenfassung 
Obwohl heute noch keine automatisierten Fahrzeuge flächendeckend im Straßenverkehr zu finden 
sind, werden moderne Fahrzeuge vermehrt mit Fahrerassistenzsystemen ausgestattet, um bereits so 
eine Steigerung der Sicherheit, aber auch des Komforts zu erreichen. Bis zu seiner Einführung trifft 
das automatisierte Fahren auf Hürden, welche insbesondere die Freigabe der automatisierten Fahr-
zeuge betreffen. Die Freigabe benötigt, ebenfalls zur Absicherung der Automobilhersteller, einen 
umfassenden Sicherheitsnachweis. Dieser Nachweis erfordert Feldversuche und deren anschließen-
den Auswertung, sodass Aussagen zum Sicherheitspotenzial einer automatisierten Fahrt getroffen 
werden können. Um den Aufwand der Realfahrten, welcher durch Feldversuche verursacht wird, zu 
senken, wird ein Teil der Realfahrten durch Sicherheitsnachweise in Simulationsumgebungen ersetzt. 
Diese Simulationsumgebungen bilden nicht nur das Fahrzeug und die Umgebung virtuell ab, sondern 
modellieren auch die erforderlichen Sensoren. Aus diesem Grund wurde am Fachgebiet für Fahr-
zeugtechnik an der Technischen Universität Darmstadt ein Radarsensormodell entwickelt und in der 
Simulationssoftware Virtual Test Drive von Vires implementiert. Dieses Modell erzeugt mithilfe ei-
nes Raytracing-Verfahrens synthetische Rohdaten und extrahiert hieraus einzelne Detektionen. Die 
zeitliche Nachverfolgung dieser Einzeldetektionen, dem sogenannten Tracking, ermöglicht, Detekti-
onen zu Objekten zusammenzufassen. Beim FZD steht der Radarsensor eines Automobilzulieferers 
zur Verfügung, welcher allerdings keinen Einblick in die genaue Funktionsweise des Tracking-Mo-
duls erlaubt, sodass eine Anpassung dieses Moduls zur zusätzlichen Verarbeitung von synthetischen 
Rohdaten nicht möglich ist. Ziel dieser Masterthesis ist es daher, einen Algorithmus zur Radar-Ob-
jekterkennung und Tracking zu implementieren, welcher in der Lage ist sowohl Mess- als auch Si-
mulationsdaten derart zu verarbeiten, dass eine Objektliste ausgegeben wird.  
Im theoretischen Teil der Arbeit werden zunächst die Grundlagen der Radarsensorik zusammenge-
fasst (2) und anschließend eine Anforderungsanalyse der geplanten Implementierung (3) vorgenom-
men. Darauffolgend wird der Stand der Technik zu Tracking-Algorithmen vorgestellt sowie deren 
Anwendung auf die vorhandenen Radardaten analysiert, was eine Auswahl der zu implementierenden 
Methoden ermöglicht (4). Ausgehend davon werden die Systemarchitektur (5) beschrieben und an-
schließend die implementierten Methoden (6) erläutert. Die Evaluierung des Tracking-Algorithmus 
(7) erfolgt mit einem Vergleich zur Industrielösung und einer Untersuchung der Übertragbarkeit der 
Ergebnisse zwischen Simulations- und Messdaten. Dabei wird insbesondere auf Unterschiede in der 
Positions-, Geschwindigkeits- und Gierwinkelschätzung eingegangen. Dabei wird deutlich, dass der 
implementierte Tracking-Algorithmus teilweise, insbesondere in der Gierwinkelschätzung, bessere 
Ergebnisse erzielt. Die Arbeit schließt mit einer Ergebnisdiskussion und einem Ausblick auf mögli-
che Weiterentwicklungen (8) ab. 
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1. Einleitung  1 
1 Einleitung 
Die Vision des unfallfreien Fahrens ist gegenwärtig ein wesentlicher Antrieb für die fortschreitende 
Automatisierung von Fahrzeugen.1 Diese Automatisierung beinhaltet unter anderem den Einsatz von 
Objekt-Tracking-Systemen in modernen Fahrzeugen. Im folgenden Kapitel wird daher zur Einfüh-
rung in die Thematik der Radar-Objekterkennung und des Trackings die Motivation (1.1) zur For-
schung auf diesem Gebiet dargelegt. Durch die Konkretisierung der Aufgabenstellung (1.2) wird an-
schließend der Rahmen dieser Masterthesis erläutert, sodass darauffolgend auf die Methodik des Vor-
gehens (1.3) zur Bearbeitung der Aufgabenstellung eingegangen wird.  
1.1 Motivation 
Laut der Weltgesundheitsorganisation starben im Jahr 2010 1,24 Millionen Menschen durch Ver-
kehrsunfälle weltweit. Im Jahr 2016 stieg diese Zahl sogar auf 1,35 Millionen Menschen.2 Ohne Er-
höhung der Verkehrssicherheit wird dabei von einer weiteren Zunahme der Zahl der Unfalltoten aus-
gegangen.3 Da Fehler menschlicher FahrerInnen den Großteil aller Verkehrsunfälle verursachen,4 
kann eine Automatisierung von Fahrzeugen und die damit einhergehende Eliminierung des mensch-
lichen Faktors im Straßenverkehr die Zahl der Unfalltoten um bis zu 90 Prozent senken.5  
Neben dieser unfallvermeidenden Wirkung und einer erhöhten Sicherheit im Verkehrssystem stellen 
automatisierte Fahrzeuge auch weiteren Nutzen für FahrerInnen und Umwelt dar. Speziell vollauto-
matisierte Fahrzeuge bieten hier persönliche Nutzeffekte hinsichtlich eines neuen Fahrvergnügens. 
Beispielweise kann die Fahrtzeit insbesondere in Stausituationen produktiv gestaltet werden.1 Lang-
fristige positive Wirkungen auf die Umwelt kann automatisiertes Fahren durch eine verbesserte Stra-
ßenauslastung und sinkenden Emissionen pro Fahrzeug erzielen. Dabei wird das Potenzial einer Op-
timierung des Verkehrsflusses unter anderem mit einer Kapazitätserhöhung um etwa 80 Prozent auf 
Autobahnabschnitten mit rein automatisiertem Verkehr geschätzt.6  
Allerdings trifft das automatisierte Fahren bis zu seiner Einführung ebenso auf Hürden. So zeigte im 
Jahr 2019 eine internationale Befragung von Autofahrern und Autofahrerinnen aus Deutschland, 
Großbritannien, den USA, China, Südkorea und Japan zwar eine prinzipielle Offenheit gegenüber 
dem automatisierten Fahren, jedoch wird diese Einstellung bei einer großen Zahl der Befragten von 
Angst begleitet, da an der sicheren Funktionsweise der Technologie gezweifelt wird. Insbesondere 
änderte sich nach dem Bekanntwerden von ersten Unfällen in Zusammenhang mit automatisierten 
Fahrzeugen die Einstellung bei 20 Prozent der Befragten ins Negative.7 Somit ist zur Bewältigung 
 
1 Maurer, M.: Motivatoren in der Forschung (2015), S. 4. 
2 World Health Organization: Global Status Report on Road Safety (2018), S. 4. 
3 World Health Organization: Road safety laws addressing key risk factors (2013). 
4 National Highway Traffic Security Administration: Critical Reasons for Crashes (2018), S. 2. 
5 Chan, C.-Y.: Impacts of automated driving systems (2017), S. 214. 
6 Friedrich, B.: Effizienzgewinn durch autonomes Fahren (2015), S. 346.  
7 Audi AG: The Pulse of Autonomous Driving (2019), S. 18–24. 
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dieser Nutzerbedenken und ebenso zur Absicherung der Automobilhersteller ein Sicherheitsnachweis 
für automatisierte Fahrzeuge unerlässlich.  
Mittels Feldversuche und der anschließenden Auswertung auf Basis der dort gesammelten Daten-
mengen können dabei Aussagen zur Informationsverarbeitung und somit zum Leistungs- und Sicher-
heitspotential einer automatisierten Fahrt getroffen werden. Aktuelle Testmethoden für Fahrer- Fahr-
zeug-Systeme verursachen bei der Anwendung auf fahrerlose Fahrzeuge jedoch einen überhöhten 
Arbeits-, Zeit- und ökonomischen Aufwand, d.h. um den speziellen Anforderungen eines fahrerlosen 
Fahrzeuges gerecht zu werden, müssen umfangreichere Feldversuche durchgeführt werden. Bei-
spielsweise werden für den Sicherheitsnachweis eines Autobahnpiloten mehr als 6 Milliarden Kilo-
metern an Testfahrten auf öffentlichen Straßen benötigt.8a Da dieser Test für jede Systemmodifikation 
erneut durchzuführen ist und die Zahl der benötigten Testkilometer in den nächsten Jahrzehnten dabei 
zusätzlich steigen wird,9 stellt dieser Sicherheitsnachweis unter Realfahrten auf öffentlichen Straßen 
einen nicht vertretbaren Aufwand dar.10 
Um diesen Aufwand zu senken, können Sicherheitsnachweise in Simulationsumgebungen einen Teil 
der Realfahrten ersetzten. Neben den ökonomischen Vorteilen bieten Tests in Simulationsumgebun-
gen insbesondere eine höhere Reproduzierbarkeit und Variierbarkeit. Dabei ist zwischen mehreren 
Abstraktionsstufen zu unterscheiden. Je mehr Komponenten des Fahrzeuges und der Umgebung vir-
tuell abgebildet werden, desto größer ist die Abstraktion. Die höchste Abstraktionsstufe stellt das 
Konzept Software in the Loop (SiL) dar, bei dem sowohl das Fahrzeug als auch die Umgebung vir-
tuell modelliert werden, sodass diese Methode in frühen Entwicklungsphasen Einsatz findet. Die 
nächste Stufe beschreibt das Konzept Hardware in the Loop (HiL), welches die zuvor getestete Soft-
ware auf der jeweiligen Hardware in einer virtuellen Umgebung prüft. Der niedrigste Abstraktions-
grad repräsentiert das Konzept Vehicle in the Loop (ViL), bei dem das Gesamtfahrzeug in einer vir-
tuellen Umgebung getestet wird. Je nach Simulationsart ist es daher nötig, Sensoren in Form von 
Modellen abzubilden.8b 
Aus diesem Grund wurde am Fachgebiet für Fahrzeugtechnik (FZD) an der Technischen Universität 
Darmstadt (TUD) ein Radarsensormodell entwickelt und in der Simulationssoftware Virtual Test 
Drive (VTD) von Vires implementiert. Dieses Modell erzeugt synthetische Rohdaten und extrahiert 
hieraus einzelne Detektionen. Über eine zeitliche Nachverfolgung dieser Einzeldetektionen, dem so-
genannten Tracking, ist es möglich, Detektionen zu Objekten zusammenzufassen. Zusätzlich steht 
beim FZD ein Serienradarsensor eines Automobilzulieferers zur Verfügung, welcher allerdings kei-
nen Einblick in die genaue Funktionsweise des Trackingmoduls erlaubt. Inhalt dieser Masterthesis ist 
es daher eine Datenverarbeitungskette zu implementieren, die sowohl aus realen als auch aus synthe-
tischen Daten Objekte extrahiert und als Objektliste ausgibt. 
 
8 Wachenfeld, W.; Winner, H.: Die Freigabe des autonomen Fahrens (2015), a: S. 458; b: S. 461f. 
9 Der Referenzwert zur Berechnung der Teststrecke, welcher das Unfallrisiko beschreibt, sinkt mit zunehmender Verkehrssicherheit, 
sodass die zu fahrenden Testkilometer steigen. 
10 Winner, H.; Wolf, G.: Quo Vadis, FAS? (2015), S. 669. 
 
1. Einleitung  3 
1.2 Konkretisierung der Aufgabenstellung 
Im Rahmen dieser Masterthesis ist ein Algorithmus zur Radar-Objekterkennung und Tracking zu 
implementieren, welcher in der Lage ist sowohl Mess- als auch Simulationsdaten derart zu verarbei-
ten, dass eine Objektliste ausgegeben wird. Vor der Implementierung ist eine umfassende Literatur-
recherche über den Stand der Technik von Radar-Objekterkennungs- und Trackingverfahren durch-
zuführen. Die aus der Übersicht gewonnen Methoden für die einzelnen Schritte des Trackings werden 
bezüglich der Anwendung innerhalb dieser Arbeit bewertet und ausgewählt. Zusätzlich ist eine Ein-
arbeitung in die Funktionsweise des Radarsensormodells sowie der Simulationsumgebung obligato-
risch. Der implementierte Tracking-Algorithmus muss dabei in der Lage sein, auftretende Ambigui-
täten des verwendeten Radarsensormodells und des realen Radarsensors aufzulösen. Zur Verifikation 
des implementierten Verfahrens sind Testszenarien zu definieren, welche zum einen die Leistung des 
implementierten Algorithmus identifizieren und zum anderen die Übertragbarkeit von Mess- und Si-
mulationsergebnissen durch deren Vergleich ermöglicht. Als Referenz zur Leistungsverbesserung gilt 
der am FZD vorhandene Radarsensor. 
1.3 Methodik des Vorgehens 
Das Vorgehen zur Bearbeitung ist in folgender Abbildung dargestellt und beginnt, wie bereits in Ka-
pitel 1.2 erwähnt, mit einer Einarbeitung in die Thematik der Objekterkennung und des Trackings. 
Diese Einarbeitung umfasst eine Literaturrecherche zum Stand der Technik von Objekterkennungs- 
und Trackingverfahren als auch eine Einarbeitung in das vorhandene Sensormodell und dessen Si-
mulationsumgebung in Vires VTD.  
 
Abbildung 1-1: Darstellung der Methodik des Vorgehens 
Eine anschließende Anforderungsanalyse an den zu implementierenden Algorithmus und die Defini-
tion von Referenzszenarien geben die Grundlage zur Bewertung der Verfahren aus der gewonnenen 
Übersicht und einer anschließenden Auswahl zur Implementierung. Zur Bewertung werden in den 
Anforderungen unter anderem die Eingabe- und Ausgabedaten des Algorithmus definiert als auch 
                 
                  
                 
           
                        
              
                 
                             
                                 
               
              
             
          
                       
 
1. Einleitung  4 
Kriterien bezüglich der Komplexität, der Implementierbarkeit innerhalb dieser Arbeit und der Leis-
tungsverbesserung im Vergleich zum vorhandenen Radarsensor festgelegt.  
Das ausgewählte Verfahren wird nachfolgend implementiert und mit ersten Simulations- und Mess-
daten iterativ optimiert und abschließend verifiziert. Neben den Simulationsdaten stehen dazu Mess-
daten bereits durchgeführter realer Testfahrten in einer Datenbank am Fachgebiet zur Verfügung. Bei 
Bedarf werden weitere Messdaten aufgenommen. 
Um den Algorithmus nach der Verifikation zu bewerten, werden die zuvor definierten Referenzsze-
narien verwendet, welche die Grenzen des Verfahrens hervorheben und zusätzlich eine Analyse der 
Leistungsverbesserung zu dem vorhandenen Radarsensor erlauben. Während des gesamten Imple-
mentierungs- und Verifikationsprozesses sowie für eine abschließende Bewertung des implementier-
ten Verfahrens erfolgt laufend ein Abgleich mit den zuvor definierten Anforderungen.  
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2 Grundlagen  
Um eine Grundlage für das Verständnis von Tracking-Algorithmen zu schaffen, welche auf Sensor-
daten basieren, wird nachfolgend auf die Radarsensorik (2.1) eingegangen. Neben den Aufgaben 
(2.1.1), des Aufbaus (2.1.2) und der Messprinzipien für die einzelnen Messgrößen (2.1.3) werden 
auch die für diese Arbeit relevante Schritte in der Signalverarbeitungskette (2.1.4) und die daraus 
resultierenden Mehrdeutigkeiten der Messgrößen (2.1.5) erläutert. Das Kapitel schließt mit einer Be-
schreibung des am FZD entwickelten Radarsensormodells (2.2) und der darin verwendeten Methoden 
ab. 
2.1 Radarsensorik 
               ,                         K         ü  „                           “    ,       
ursprünglich zu Militärzwecken entwickelt und während des zweiten Weltkrieges auf dem Gebiet der 
Ortungstechnik eingesetzt. Die anschließende kontinuierliche Weiterentwicklung ermöglichte den 
außermilitärischen Einsatz unter anderem in der Luft- und Seefahrt als auch im Straßen- und Schie-
nenverkehr. Nach jahrzehntelanger Forschung konnte so im Jahr 1998 erstmals ein Fahrzeug mit einer 
radarbasierten adaptiven Geschwindigkeitsregelung (engl.: Adaptive Cruise Control, ACC) auf den 
Markt gebracht werden. Wenige Jahre später folgte die Entwicklung der automatischen Notbremse 
und der Fahrstreifenwechselassistenz.11 
2.1.1 Aufgaben 
Zu den Aufgaben des Radarsensors gehört primär die Entdeckung von Objekten, welche sich in ihren 
elektromagnetischen Eigenschaften von denen des Ausbreitungsmediums unterscheiden. Aus der 
Entdeckung eines Objekts folgt die Bestimmung der Objektparameter, also der Entfernung, der Rich-
tung und der Relativgeschwindigkeit. Weiterhin kann aus der Rückstrahlintensität auf die Größe des 
Objektes oder dessen Beschaffenheit geschlossen werden. Als weitere Aufgabe des Radarsensors ist 
die Zielverfolgung zu nennen, bei der die Position eines einzelnen Objektes fortlaufend überwacht 
wird.12 Diese zeitliche Nachverfolgung nennt sich Tracking und stellt den Kern dieser Arbeit dar, 
sodass im weiteren Verlauf der Arbeit näher auf diese Thematik eingegangen wird. 
  
 
11 Winner, H.: Radarsensorik (2015), S. 260. 
12 Detlefsen, J.: Radartechnik (1989), S. 1. 
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2.1.2 Aufbau 
Der am häufigsten verwendete Radarsensortyp ist ein Pulsradar, welcher in Abbildung 2-1 dargestellt 
ist. 
 
Abbildung 2-1: Prinzip des Pulsradars13 
Ein Sender erzeugt hierbei Trägerpulse (etwa 1 µs) elektromagnetischer Wellen, welche über die 
Sende-Empfangs-Weiche auf die Antenne gelangen und von ihr mit hoher Richtwirkung abgestrahlt 
werden (Beleuchtung). Treffen diese Wellen auf ein Objekt, wird ein Teil der Energie zum Radar 
reflektiert (Echo) und bildet das Streufeld, das von der Antenne empfangen wird. Von dort gelangt 
das empfangene Echo über die Sende-Empfangs-Weiche zum Empfänger, welcher das Empfangssig-
nal rauscharm verstärkt und dem Signalprozessor zur Ermittlung der Objektparameter und Unterdrü-
ckung von Störsignalen, dem sogenannten Clutter, zuleitet.13 
Die Richtwirkung der Strahlung wird durch eine antennenabhängige Bündelung erreicht, d.h. die 
Wellen, die den Sensor verlassen, weisen nicht die gleiche Intensität in alle Raumrichtungen auf, wie 
es bei einer isotropen Kugelwelle der Fall wäre. Die Kenngröße der Bündelung ist der sogenannte 
direktive Antennengewinn 𝐺D, welcher proportional zur Bündelung der Strahlen ist. Er beschreibt 
das Verhältnis zwischen der Intensität 𝑃(𝛼, 𝜗)𝑚𝑎𝑥 im Raumwinkel der stärksten Abstrahlung und 
dem Wert 
𝑃total
4𝜋
 eines homogenen Kugelstrahlers gleicher Gesamtleistung14 
 
𝑃total = ∬𝑃(𝛼, 𝜗)𝑑𝜙𝑑𝜗. (2-1) 
Hierbei ist 𝛼 der Azimutwinkel in der horizontalen Ebene, während 𝜗 der Elevationswinkel in der 
vertikalen Ebene ist. 
2.1.3 Messgrößen und Messprinzipien 
Zur Ermittlung der Objektparameter werden unterschiedliche Informationen aus dem empfangenen 
Echo extrahiert. Die ausgesendete und empfangene Welle ist dabei nur Träger der Information. Die 
Information selbst, welche z.B. für die Messung der Entfernung benötigt wird, muss der Trägerwelle 
 
13 Ludloff, A.: Handbuch Radar (1993), S. 1–2. 
14 Winner, H.: Radarsensorik (2015), S. 260. 
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sendeseitig aufmoduliert und empfangsseitig demoduliert werden. Diese Modulation und Demodula-
tion ermöglichen die Wiedererkennung einer empfangenen Welle und den daraus resultierenden Nut-
zen eines Zeitbezugs zur Messung der Laufzeit. Zur Modulation der Welle stehen die drei Variablen 
der harmonischen Wellenfunktion Amplitude 𝐴, Frequenz 𝑓0 und Phase 𝜙 zur Verfügung. Radarsys-
teme im Automobil nutzen Amplituden- sowie Frequenzmodulationen. Das aufmodulierte Signal 
kann dabei beispielsweise ein Puls oder Sinussignal sein, welches in der folgenden Abbildung für 
beide Modulationsarten dargestellt ist.15a Im weiteren Verlauf wird auf die Ermittlung der einzelnen 
Messgrößen eines Radarsensors eingegangen. 
 
Abbildung 2-2: Idealisierte Darstellung einer Amplituden- und Frequenzmodulation.; links: Aufmodulation eines Puls-
signals; rechts: Aufmodulation eines Sinussignals15a 
2.1.3.1 Entfernung 
Der am Fachgebiet vorliegende Radarsensor basiert auf dem Pulskompressionsverfahren. Daher wird 
die Entfernungsmessung dieses Radarsystem erläutert. Beim Pulskompressionsverfahren, welches 
auch Chirp-Sequence-Modulation heißt, wird die Frequenz des gesendeten Signals in aufeinanderfol-
genden Rampen kontinuierlich variiert.15b Die Frequenzrampen eines Sende- und Empfangssignals 
sind in Abbildung 2-3 beispielhaft dargestellt. Darin ist neben der Rampensteigung 𝑚 auch die Dif-
ferenzfrequenz ∆𝑓 zwischen Empfangs- und Sendesignal zu erkennen. Diese Differenzfrequenz liegt 
bei  
 ∆𝑓 =  𝑚 ⋅ ∆𝑡 (2-2) 
wobei ∆𝑡 die vergangene Zeit zwischen dem Senden und Empfangen des Signals, der sogenannten 
„ ime of flight“, ist. Diese Größe lässt sich mit der Entfernung zum Ziel 𝑟 und der Lichtgeschwindig-
keit 𝑐 auch wie folgt ausdrücken: 
 
15 Winner, H.: Radarsensorik (2015), a: S. 264; b: S. 270. 
 
2. Grundlagen  8 
 
∆𝑡 =
2𝑟
𝑐
 (2-3) 
Setzt man nun die Gleichung (2-2) in (2-3) ein und löst nach 𝑟 auf, ergibt sich für die Entfernung zum 
Ziel  
 
𝑟 =
∆𝑓
2𝑚
𝑐 (2-4) 
Mit der gemessenen Differenzfrequenz ∆𝑓 und der bekannten Rampensteigen 𝑚 lässt sich so die 
Entfernung zum Ziel berechnen.16 
 
Abbildung 2-3: Frequenzrampen eines Pulskompressionsradars17 
2.1.3.2 Radiale Relativgeschwindigkeit 
Die radiale Relativgeschwindigkeit wird über den Dopplereffekt berechnet, da die ausgesendete 
elektromagnetische Welle eine Frequenzverschiebung erfährt, sobald es auf ein Objekt trifft, das sich 
relativ zum Radarsensor bewegt. Diese Frequenzverschiebung ergibt sich durch die Änderung der 
Phasenverzögerung infolge einer wachsenden oder sinkenden Entfernung zum Objekt. Die Frequenz-
verschiebung 𝑓dop ist proportional zur radialen Relativgeschwindigkeit ?̇? und zum Kehrwert der Wel-
lenlänge 𝜆 und lässt sich ausdrücken durch: 
 
𝑓dop = −
2?̇?
𝜆
 (2-5) 
Die Frequenz der empfangenen Welle ergibt sich damit aus der Trägerfrequenz 𝑓0 der gesendeten 
Welle und der Dopplerfrequenz zu18  
 
16 Andrew Stove, G.: Obstacle detection radar for cars (1991), S. 237. 
17 nach Winner, H.: Radarsensorik (2015), S. 277, Abbildung 17.17. 
18 Winner, H.: Radarsensorik (2015), S. 264. 
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𝑓 = 𝑓0 + 𝑓dop = 𝑓0 −
2?̇?
𝜆
 (2-6) 
Obwohl für die einzelnen Rampen des Pulskompressionsradars eine Frequenzverschiebung aus der 
Dopplerfrequenz erfolgt, ist diese aufgrund der kurzen Dauer der Rampen zur Entfernungsmessung 
vernachlässigbar. Es gibt damit innerhalb einer Rampendauer eine eindeutige Zuordnung von Entfer-
nung zur Differenzfrequenz. Die Dopplerfrequenz wird aus den komplexen Amplituden aufeinander-
folgender Rampen bestimmt.19a 
2.1.3.3 Richtung 
Die Richtung des erfassten Objekts in der horizontalen Ebene wird durch den Azimutwinkel angege-
ben. Um diesen Winkel zu bestimmen, stehen unterschiedliche Verfahren zur Verfügung.  
Eine Methode stellt das Scanning dar. Hierbei wird die Antenne innerhalb eine Mess- und Auswer-
tezyklus mechanisch über den gesamten azimutalen Erfassungsbereich geschwenkt. Zwar weist diese 
Methode aufgrund ihrer hohen Genauigkeit einen Vorteil gegenüber anderen Verfahren auf, aller-
dings verschlechtert sich die Trennschärfe für die Dopplerauswertung aufgrund der kurzen Messdauer 
der einzelnen Winkelsegmente, sodass die Relativgeschwindigkeitsmessung ungenauer ist als die ei-
ner Mehrstrahlanordnung bei gleicher Messzeit. Einen weiteren Nachteil stellt die mechanische 
Strahlablenkeinheit selbst aufgrund ihrer verschleißenden Bewegung dar.19b 
Das Monopulsverfahren hingegen besteht aus einer starren Antennenanordnung. Dabei werden zwei 
Empfangsantennen so positioniert, dass sie horizontal um einen Faktor 𝛤 der Wellenlänge 𝜆 verscho-
ben sind. Dadurch trifft das reflektierte Signal nicht gleichzeitig, sondern zeitlich versetzt auf die 
Empfangsantennen. Dieser Versatz resultiert in einer Phasenverschiebung 𝛥𝜙 in den Empfangssig-
nalen beider Antennen, welcher abhängig vom Azimutwinkel 𝛼 ist. Durch Umformen der Beziehung 
 𝛥𝜙 = 2𝜋𝛤𝜆 ⋅ sin(𝛼) (2-7) 
wird der Azimutwinkel ermittelt. Um die Eindeutigkeit einer Phasenverschiebung zu gewährleisten, 
muss allerdings der maximale Winkelmessbereich in Abhängigkeit des Antennenabstands 𝛤𝜆 auf  
2𝜋𝛤𝜆 ⋅ sin (𝛼max) <
𝜋
2
 beschränkt werden, wobei 𝛼max den maximalen Azimutwinkel darstellt.
19c 
Um diese Einschränkung des Winkelmessbereichs im Monopulsverfahren zu verbessern, werden so-
genannte Mehrstrahler genutzt. Dabei wird durch den Einsatz von Antennen unterschiedlicher An-
tennencharakteristiken verschiedene Winkelbereiche abgedeckt. Planar-Antennen-Arrays sind eine 
Art von Mehrstrahlern. Diese Variante nutzt statt Stabantennen eine Anordnung von mehreren Sende- 
und Empfangsantennenflächen, den sogenannten Patches, welche die Bautiefe des Sensors erheblich 
verkleinern. Durch die kontinuierliche Ansteuerung der Antennenelemente bei angepasster Pha-
sendifferenz lässt sich ein elektronisch schwenkbares Scanning ermöglichen, bei dem die Nachteile 
eines mechanischen Scannings wegfallen.19d Der Radarsensor des Automobilzulieferers, welcher am 
Fachgebiet vorliegt, basiert auf dieser Methode der Planar-Antennen-Arrays.  
 
19 Winner, H.: Radarsensorik (2015), a: S. 277–278; b: S. 280-281; c: S. 281-282; d: S. 283-284. 
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2.1.3.4 Rückstrahlintensität 
Die Rückstrahlintensität eines erfassten Objekts gibt die Leistung des Empfangssignals an, welche 
nach der Reflexion am Ziel vom Sensor aufgenommen wird. Die aufgenommene Leistung hängt da-
bei von mehreren Faktoren ab, welche nachfolgend zur Radargleichung zusammengefasst werden. 
Zum einen unterliegen elektromagnetische Wellen einer atmosphärischen, witterungsabhängigen 
Dämpfung. Der Verlust durch atmosphärische Dämpfung ist proportional zur Entfernung 𝑟 zum Ob-
jekt und wirkt mit dem Faktor 10
−2𝑘𝑟
1000  auf die Empfangsleistung. Der Faktor 𝑘 ist die witterungsab-
hängige Absorption, welche allerdings in vielen Fällen so gering ist, dass sie überwiegend vernach-
lässigt wird.20a 
Die Leistungsdichte der vom Sensor ausgesendeten Strahlung an einem Punkt mit dem Abstand 𝑟 
lässt sich in Abhängigkeit des Antennengewinns 𝐺S in Richtung der Strahlung und der Gesamtleis-
tung 𝑃total des Sensors mit der folgenden Beziehung angeben:
21 
 𝑃total ⋅ 𝐺S
4𝜋 ⋅ 𝑟2
 (2-8) 
Die Strahlung mit dieser Leistungsdichte wird nun von einem Objekt mit dem Radarquerschnitt 𝜎 
aufgenommen und in alle Raumrichtungen reflektiert. Der Radarquerschnitt (engl.: Radar Cross Sec-
tion, RCS) eines Objekts entspricht der Querschnittsfläche eines hypothetischen, isotropen Kugelre-
flektors, der in einer Entfernung 𝑟 den gleichen Anteil der Strahlung zum Radar zurückreflektiert wie 
das erfasste Objekt.22 Damit wird die Leistungsdichte des Echos am Radar zu23 
 𝑃total ⋅ 𝐺S
4𝜋 ⋅ 𝑟2
 ⋅
𝜎
4𝜋 ⋅ 𝑟2
 (2-9) 
An der Empfangsantenne wirkt nun, analog zum Antennengewinn der Sendeantenne, eine Antennen-
verstärkung 𝐺E auf die aufgenommene Strahlung.
24 
Der Einfluss von Interferenz aufgrund von Mehrwegeausbreitung und der damit verbundenen Ände-
rungen der Signalleistung durch konstruktive oder destruktive Interferenz wird mit einem Schüttel-
faktor 𝑉mp
2 , wobei 0 ≤ 𝑉mp ≤ 2, berücksichtigt. 
Die Radargleichung für die Empfangsleistung 𝑃E ergibt sich damit aus den genannten Faktoren zu
20b  
 
𝑃E = 
10
−2𝑘𝑟
1000  ⋅ 𝜎𝜆2 ⋅ 𝐺S ⋅ 𝐺𝐸 ⋅ 𝑉mp
2 ⋅ 𝑃total
(4𝜋)3 ⋅ 𝑟4
  (2-10) 
 
 
20 Winner, H.: Radarsensorik (2015), a: S. 262; b: S. 263. 
21 Skolnik, M. I.: Introduction to radar systems (1980), S. 3. 
22 Rezende, M. C. et al.: Radar Cross Section Measurements (2002), S. 24. 
23 Ludloff, A.: Handbuch Radar (1993), S. 2–3. 
24 Richards, M. A.: Radar signal processing (2005), S. 13. 
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2.1.4 Signalverarbeitung 
Die einzelnen Schritte der Signalverarbeitung im Radarsensor erfolgen für verschiedene Modulati-
ons- und Atennenkonzepte stets in der gleichen Abfolge, welche in Abbildung 2-4 dargestellt ist. 
Begonnen wird dabei bei der Strahlformung und Modulation der auszusendeten Signale. Empfangene 
Signale unterlaufen anschließend einer Vorverarbeitung und Digitalisierung zur Datenerfassung und 
Identifikation der Phasenverschiebungen. Um aus den erfassten Phasenverschiebungen die einzelnen 
Messgrößen zu ermitteln, wird eine Spektralanalyse per Fouriertransformation durchgeführt. Auf die-
ser Grundlage erfolgt die Extraktion der Detektionen aus allen Empfangssignalen. Rauschen und Sig-
nalstörungen werden so weitestgehend gefiltert. Die weitere Verarbeitung der Detektionen innerhalb 
eines Radarsensors ist nicht festgelegt und kann auf unterschiedliche Weise erfolgen. Möglich ist hier 
die Verarbeitung in Form einer Bündelung, dem Zusammenfassen von Detektionen, die zu einem 
Objekt gehören, und des Trackings, der zeitlichen Nachverfolgung von Objektdetektionen.25 Nach-
folgend wird auf die Schritte der Spektralanalyse und der Detektionsextraktion näher eingegangen, 
da der Tracking-Algorithmus an diesem Punkt der Signalverarbeitungskette ansetzt. 
 
Abbildung 2-4: Signlverarbeitungskette eines Radarsensors 
2.1.4.1 Spektralanalyse 
Um die Frequenzverschiebungen des Empfangssignals zur Bestimmung der Objektparameter zu iden-
tifizieren, wird das Empfangssignal aus dem Zeitbereich mithilfe einer Fouriertransformation in den 
Frequenzbereich überführt. Da das Empfangssignal nicht als kontinuierlicher Verlauf vorliegt, son-
dern mit einer diskreten Abtastrate erfasst wird, wird eine schnelle Fouriertransformation (engl.: Fast 
Fourier Transformation, FFT) auf das Signal im Zeitbereich angewendet. In Abbildung 2-5 ist das 
Ergebnis einer schnellen Fouriertransformation beispielhaft dargestellt. Nach der Transformation lie-
gen die Frequenzanteile des Empfangssignals ℎ(𝑡) als Spektrallinien in 𝐹{ℎ(𝑡)} vor, welche aufgrund 
deren Periodizität im positiven und negativen Bereich auftreten. Deren Betrag entspricht dabei der 
Amplitude des jeweiligen Frequenzanteils.26  
 
25 Winner, H.: Radarsensorik (2015), S. 291. 
26 Detlefsen, J.: Radartechnik (1989), 121f. 
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Abbildung 2-5: Überführung des Empfangssignals aus dem Zeitbereich (links) in den Frequenzbereich (rechts) 
Damit beim verwendeten Pulskompressionsradar die drei Messgrößen, Entfernung, Relativgeschwin-
digkeit und Azimutwinkel, bestimmt werden können, wird eine mehrdimensionale FFT durchgeführt, 
bei der drei FFT aufeinander folgen. Die erste FFT identifiziert hierbei die Differenzfrequenz zwi-
schen den gesendeten und empfangenen Frequenzrampen. Mit der eindeutigen Zuordnung der Diffe-
renzfrequenz einer Rampe zu einer Entfernung des reflektierenden Objekts wird das Ergebnis als 
entsprechender Entfernungsbin dargestellt, die in Abbildung 2-6 als graue Zellen dargestellt sind.27a 
Die Größe eines Bins bzw. Zelle bestimmt der Trennfähigkeit des Sensors für den jeweiligen Objekt-
parameter.27b 
Mit den Werten der ersten FFT bestimmt die Anwendung einer zweiten FFT die Dopplerfrequenz der 
gesamten Rampenfolge. Das Ergebnis dieser zwei FFT wird als zweidimensionales Datenfeld ver-
standen, bei dem die Messdaten einzelner Rampen (Differenzfrequenz) die Spalten und die einer 
Rampenfolge (Dopplerfrequenz) die Zeilen bilden.27a 
Die dritte FTT bestimmt aus der ermittelten Phasenverschiebung an den Empfangsantennen den Azi-
mutwinkel des Empfangssignals und stellt diesen ebenfalls als Bin dar. Fasst man nun die Darstel-
lungen der Ergebnisse aller FFT zusammen, lassen sich diese als ein Zellvolumen in einem dreidi-
mensionalen Würfel, dem Radarwürfel, visualisieren.27b 
 
27 Winner, H.: Radarsensorik (2015), a: S. 278; b: S. 288. 
ℎ(𝑡)
𝑡
𝐹{ℎ 𝑡 }
𝑓
FFT…
0
 
2. Grundlagen  13 
 
Abbildung 2-6: Dreidimensionaler FFT mit Bindarstellung28 
2.1.4.2 Detektion 
Die im Radarwürfel enthaltenen Informationen ergeben sich nicht nur aus Objekten, die tatsächlich 
im Sichtfeld des Sensors vorhanden sind, sondern zusätzlich aus Rauschen oder Störsignalen. Um 
aus dieser Menge an Informationen, die der Radarwürfel liefert, relevante Reflexionen zu extrahieren, 
werden in den gemessenen Datenreihen nach besonderen Merkmalen gesucht. Dies erfolgt durch den 
Vergleich der Leistungswerte der Reflexionen mit einem definierten Schwellenwert. Liegt der Leis-
tungswert einer Reflexion unter dem definierten Schwellenwert, wird die Reflexion auf dieser Ver-
arbeitungsebene gefiltert, während eine Reflexion mit einem höheren Leistungswert als Detektion 
klassifiziert wird.  
Dieser Schwellenwert ergibt sich aus einem Schwellenalgorithmus, der möglichst alle Leistungs-
werte, die von realen Objekten stammen, findet, aber unempfindlich gegenüber Leistungswerten, die 
durch Rauschen oder Signalstörungen entstanden sind, ist. Die Schwierigkeit in diesem Schritt der 
Signalverarbeitung liegt in den stark unterschiedlichen Leistungswerten unterschiedlicher Objekte 
bzw. desselben Objekts zu verschiedenen Zeiten je nach Entfernung und Orientierung.29a Eine Me-
thode, welche hier Anwendung findet, ist die Verwendung der sogenannten Constant False-Alarm 
 
28 Linnhoff, C.: Masterthesis, Entwicklung eines Radar-Sensormodells (2018), S. 16. 
29 Winner, H.: Radarsensorik (2015), a: S. 292; b: S. 278. 
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Rate (CFAR). Hierbei wird für jeden Zyklus ein adaptiver Schwellenwert ermittelt, welcher das ak-
tuelle Rauschen und den Einfluss von Störsignalen berücksichtigt.30 
2.1.5 Mehrdeutigkeiten 
Die Auflösung der Entfernungs- und Dopplerbins des Radarwürfels und damit der maximale Wer-
tebereich dieser Messgrößen werden durch die Abtastfrequenz 𝑓s und der Chirpfolgefrequenz 
𝑛R
𝑇M
 be-
stimmt. Die Chirpfolgefrequenz ergibt sich aus der Anzahl der Rampen 𝑛R eines Zyklus und der 
Messzeit 𝑇M. Die maximale Entfernung ist somit durch die Beziehung  
 𝑟max =
𝜋𝑐
4𝑚
𝑓s (2-11) 
festgelegt, wobei 𝑐 die Lichtgeschwindigkeit darstellt und 𝑚 die Steigung einer Frequenzrampe des 
ausgesendeten Signals ist.  
Die maximal messbare Relativgeschwindigkeit ergibt sich aus der Chirpfolgefrequenz und der Trä-
gerfrequenz 𝑓0 zu
29b 
 |𝑟|̇ max =
𝑛R
𝑇M
⋅
𝑐
4𝑓0
 (2-12) 
Besteht die Rampenfolge aus 𝑛R = 512 Rampen bei einer Messzeit von 𝑇M = 20 ms liegt die maxi-
mal messbare Relativgeschwindigkeit bei einer Trägerfrequenz von 𝑓0 = 77 GHz bei |𝑟|̇max =
24,92
m
s
.31 Da die auftretenden Relativgeschwindigkeiten im Straßenverkehr diesen Wertebereich 
überschreiten und das Vergrößern der Rampenzahl mit einem kleineren Entfernungsmessbereich ver-
bunden ist, wird der Wertebereich auf Kosten von Mehrdeutigkeiten künstlich vergrößert.32 Diese 
Mehrdeutigkeiten entstehen bei Relativgeschwindigkeiten, deren zugehörige Dopplerfrequenz größer 
ist als die halbe Chirpfolgefrequenz und somit der entsprechende Dopplerbin im einfachen Wertebe-
reich der FFT nicht direkt abgebildet werden kann.33 Dieser erweiterte Wertebereich wird am Rand 
des eindeutigen Wertebereichs fortgeführt und überlappt den eindeutigen Wertebereich. Folglich be-
steht ein FFT mit Relativgeschwindigkeiten, die den eindeutigen Messbereich übersteigen, aus meh-
reren übereinanderliegenden Wertebereichen, wie in Abbildung 2-7 anschaulich dargestellt ist. Dies 
hat zur Folge, dass für einen Dopplerbin die Zugehörigkeit zum Wertebereich nicht eindeutig erkenn-
bar ist. Beispielsweise wird bei einem errechneten Dopplerbin von 550 bei nur 512 vorhandenen Bins 
im Eindeutigkeitsbereich ein Dopplerbin von (550 – 512) = 28 ausgegeben. Für die Detektion mit 
diesem Dopplerbin kommen für einen Zyklus damit zwei unterschiedliche Relativgeschwindigkeiten 
in Frage, da nach der FFT nur der Wert 28 bekannt ist.  
 
30 Rohling, H.: Radar CFAR Thresholding in Clutter and Multiple Target Situations (1983), S. 608. 
31 Die Zahlenwerte entsprechen den technischen Eigenschaften des am Fachgebiet genutzten Radarsensor. 
32 Pirttilä, J. et al.: A Proposed Solution to the Range–Doppler Dilemma (2005), S. 1375. 
33 M. Kronauge et al.: Radar target detection and Doppler ambiguity resolution (2010), S. 1. 
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Abbildung 2-7: Erweitern des eindeutigen FFT Wertebereichs und die damit verbundene Mehrdeutigkeit34 
Um diese Mehrdeutigkeit aufzulösen, wird die Messzeit 𝑇M von Zyklus zu Zyklus leicht variiert. 
Daraus ergeben sich leicht unterschiedliche Auflösungen ∆?̇? =
𝑐
2𝑓0𝑇M
 der einzelnen Dopplerbins für 
aufeinanderfolgende Zyklen.35 Nach dem Chinesischen Restsatz lässt sich die Mehrdeutigkeit so mit-
hilfe von Daten aus aufeinanderfolgenden Zyklen auflösen: Innerhalb eines Zyklus werden für einen 
Dopplerbin Hypothesen für unterschiedliche Relativgeschwindigkeiten aufgestellt. Diese werden mit 
den Hypothesen der darauffolgenden Zyklen verglichen. Bei übereinstimmenden Hypothesen von 
mindestens zwei konsekutiven Messungen ist die Mehrdeutigkeit aufgelöst und die zur Detektion 
gehörenden Relativgeschwindigkeit eindeutig bestimmt.36  
Der Messbereich des Azimutwinkels ist ebenfalls mehrdeutig, welche durch eine Variation der Azi-
mutauflösung gelöst wird. Der Eindeutigkeitsbereich der Azimutwinkel ist bei dem hier verwendeten 
Radarsensor und Radarsensormodell allerdings so groß, dass mehrdeutige Messdaten bei relativ be-
wegten Objekten nur vereinzelt auftreten.  
 
34 Linnhoff, C.: Masterthesis, Entwicklung eines Radar-Sensormodells (2018), S. 19. 
35 Winner, H.: Radarsensorik (2015), S. 278. 
36 M. Kronauge et al.: Radar target detection and Doppler ambiguity resolution (2010), S. 1. 
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2.2 Radarmodell 
Das im Folgenden beschriebene Radarmodell wurde am FZD entwickelt und wird dort aktuell für 
weitere Forschungsarbeiten genutzt. Die genannten Funktionsweisen beziehen sich spezifisch auf 
dieses Radarmodell und basieren damit maßgeblich auf der Arbeit von Linnhoff.37  
Das genutzte Radarmodell erzeugt synthetische Radardaten für Fahrsimulationen in der Simulations-
software VTD. Die ausgegebenen Objektparameter entsprechen den Radardaten in der Signalverar-
beitungskette nach der Fouriertransformation. Damit liegen am Ausgang des Radarmodells für De-
tektionen Fourierbins zur radialen Entfernung, der radialen Relativgeschwindigkeit und dem Azimut-
winkel sowie die Empfangsleistung vor.  
Die innerhalb dieser Arbeit genutzten synthetischen Radardaten werden ausgehend von einem Sensor 
mit den gleichen technischen Eigenschaften, die der am Fachgebiet genutzten Industrielösung zu-
grunde liegen. Damit sind die maximal messbare Entfernung auf 𝑟max = 200 m und der maximale 
Betrag des Azimutwinkels auf |𝛼|max = 13° beschränkt, wie in Abbildung 2-8 dargestellt ist. Der 
Wertebereich der detektierbaren radialen Relativgeschwindigkeiten liegt zwischen ?̇?min = −400
km
h
 
und ?̇?max = 200
km
h
. 
 
 
 
 
 
 
 
 
Raytracing 
Das Radarmodell basiert auf einem Raytracing-Ansatz. Das Raytracing (engl. Strahlverfolgung) ist 
ein Bildsyntheseverfahren, bei dem aus einer dreidimensionalen Szene ein zweidimensionales Bild 
erzeugt wird. Dabei ist die Blickrichtung und Position des Beobachters entscheidend, um sichtbare 
und verdeckte Objekte als diese identifizieren zu können. Die Grundidee des Raytracings ist die Ver-
folgung von Lichtstrahlen einer Lichtquelle, welche an Oberflächen reflektiert werden und so zu einer 
virtuellen Kamera gelangen (Forward-Raytracing). Da von einer Lichtquelle allerdings nicht alle aus-
gesendeten Strahlen ihren Weg zur Kamera finden, stellt dies eine sehr rechenaufwändige Methode 
dar. Eine Optimierung bietet das sogenannte Backward-Raytracing, welches in Abbildung 2-9 darge-
stellt ist. Hierbei werden von der virtuellen Kamera Strahlen ausgesendet, welche auf ihrem Weg 
durch den Raum zur Lichtquelle hin verfolgt werden. Jeder dieser Strahlen bildet dabei einen 
 
37 Linnhoff, C.: Masterthesis, Entwicklung eines Radar-Sensormodells (2018). 
Abbildung 2-8: Sichtbereich des Radarsensors und des Radarmodells 
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Bildpixel.38 Bei der Simulation eines Radarsensors entspricht der Sensor sowohl der Lichtquelle als 
auch der Kamera, da ausgesendete Strahlen auch vom Sensor empfangen werden.  
 
Abbildung 2-9: Backward-Raytracing39 
Im Radarmodell wird für das Raytracing die O   X™ Raytracing-Engine von NVIDIA® verwendet, 
welche in der Simulationssoftware VTD bereits integriert ist. O   X™ erstellt die Strahlen einzeln, 
welche aus einem Ursprung, einer Richtung und einer Typenbezeichnung bestehen und sendet diese 
anschließend aus. Trifft ein Strahl auf ein Objekt werden im sogenannten Hitprogramm die Informa-
tionen des Schnittpunkts, also des getroffenen Objekts, in Form einer Szenengraphstruktur gespei-
chert. Diese enthält nicht nur Informationen zu den Objekten selbst, sondern auch zu den Beziehun-
gen der Objekte untereinander. Die räumliche Anordnung der Szene wird so festgehalten. Die gespei-
cherten Informationen stammen zum einen aus dem Raytracer, wie die Strahllänge und dem Emp-
fangswinkel, und zum anderen aus der Simulationsumgebung VTD, woraus die Objektgeschwindig-
keit und die Reflexionseigenschaften extrahiert werden. 
Durch globale Puffer haben andere Programmteile Zugriff auf die Informationen der Szenengraph-
struktur und können diese nutzen. Diese Programmteile erfassen die gespeicherten Szeneninformati-
onen und verarbeiten sie zur finalen Form der Ausgabedaten des Radarmodells weiter.  
  
 
38 Glassner, A. S.: An Introduction to Ray tracing (1989), S. 5-9. 
39 Linnhoff, C.: Masterthesis, Entwicklung eines Radar-Sensormodells (2018), S. 21. 
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3 Anforderungsanalyse 
Im folgenden Kapitel werden zunächst Begriffe, welche im Rahmen dieser Arbeit verwendet werden, 
zum einheitlichen Gebrauch abgegrenzt und definiert (3.1). Dazu gehören Begriffsdefinitionen sowie 
die Definition der genutzten Koordinatensysteme für den weiteren Verlauf dieser Arbeit. Ausgehend 
davon werden die Anforderungen (3.2) an den zu implementierenden Tracking-Algorithmus abgelei-
tet, welche zum späteren Zeitpunkt als Grundlage für die Identifikation geeigneter Referenzszenarien 
zur abschließenden Verifikation dienen. 
3.1 Definition 
Der folgende Abschnitt veranschaulicht das Fahrzeug- sowie Sensorkoordinatensystem. Für reale als 
auch synthetische Messungen stimmen diese überein.  
3.1.1 Fahrzeugkoordinatensystem 
Das im Rahmen dieser Arbeit genutzte Fahrzeugkoordinatensystem ist ein kartesisches Koordinaten-
system und hat seinen Ursprung in der Mitte der Egofahrzeugfront, an welcher der Radarsensor mon-
tiert ist. Damit liegt die x-Achse auf Höhe der Fahrzeuglängsachse, während die y-Achse auf einer 
Ebene mit dem entferntesten Punkt der Fahrzeugfront liegt.40 Blickt man als hypothetischer Fahrer in 
Fahrtrichtung, zeigt die x-Achse nach vorne, die y-Achse nach links und die z-Achse nach oben.  
 
 
 
 
 
 
3.1.2 Sensorkoordinatensysteme 
Beim Sensorkoordinatensystem ist zwischen dem polaren und kartesischen System zu unterscheiden. 
Die Ausgabedaten des Radarsensors basieren auf einem polaren Koordinatensystem, welches in Ab-
bildung 3-2 beispielhaft dargestellt ist. Die Entfernung und ebenfalls die Relativgeschwindigkeit ent-
sprechen damit den radialen Anteilen. Die Orientierung des kartesischen Koordinatensystems ist ana-
log zum Fahrzeugkoordinatensystem. Aufgrund der Einbauposition des Sensors am Testfahrzeug des 
FZDs liegt der Ursprung beider Sensorkoordinatensysteme bei 𝑥ego = 0,18 m. 
 
 
40 In VTD liegt der Ursprung des Fahrzeugkoordinatensystems 3,585 m vor dem Mittelpunkt der Fahrzeughinterachse. 
Abbildung 3-1: Fahrzeugkoordinatensystem 
 
𝑦ego 
𝑥ego 
𝑧ego 
Fahrtrichtung 
EGO 
 
3. Anforderungsanalyse  19 
 
 
 
 
 
 
 
 
 
3.1.3 Objekt 
Ein Objekt beschreibt innerhalb dieser Arbeit ein Element der Fahrszene, welches vom Sensor erfasst, 
als mindestens eine Detektion ausgegeben und anschließend vom Tracking-Algorithmus als relevant 
für das Egofahrzeug klassifiziert wurde. Die Relevanz beschränkt sich hierbei nicht auf das aktuelle 
Fahrmanöver des Egofahrzeuges, sodass beispielsweise bei einer Folgefahrt nur Fahrzeuge auf dem 
eigenen Fahrstreifen als Objekt erkannt werden, sondern umfasst ebenso umliegende Objekte, die 
nicht direkt an der Fahrsituation beteiligt sind. Ziel der Klassifikation ist damit aus den Detektionen 
Objekte zu extrahieren, welche eine Kollision verursachen, wenn das Egofahrzeug und dieses Objekt 
aufeinandertreffen. Dazu gehören statische Objekte, z.B. parkende Fahrzeuge am Fahrbahnrand, und 
dynamische Objekte wie Fahrzeuge auf der Fahrbahn, aber auch Fußgänger auf dem Gehweg, inso-
fern diese im Sichtbereich des Sensors liegen. Ziel ist es, Straßenreflexionen oder Vegetation am 
Fahrbahnrand nicht als Objekte zu erkennen.  
3.1.4 Tracking 
Der folgende Abschnitt zum Tracking dient als erste Definition. Eine detaillierte Beschreibung der 
Thematik erfolgt im Kapitel 4. Das Tracking beschreibt die zeitliche Nachverfolgung von Einzelde-
tektionen, welche zu Objekten zusammengefasst werden. Dazu werden die Zustände erkannter Ob-
jekte prädiziert und anschließend mit Detektionen aus dem Sensor des darauffolgenden Messzyklus 
verglichen. Stimmen die prädizierten Zustände mit den Detektionen überein, werden die Detektionen 
dem zuvor erkannten Objekt zugewiesen.41 Alle vom Tracking-Algorithmus erkannten Objekte und 
ihre Zustände werden in einer Objektliste gespeichert und ausgegeben. Auf die Objektliste und ihren 
Inhalt wird in Kapitel 5 näher eingegangen. 
 
41 Granström, K. et al.: Introduction to Extended Object Tracking (2016), S. 1. 
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Abbildung 3-2: Polares (links) und kartesisches (rechts) Sensorkoordinatensystem 
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3.2 Ableitung der Anforderungen 
Die Anforderungen an den zu implementierenden Tracking-Algorithmus ergeben sich einerseits aus 
der Betrachtung üblicher Fahrszenarien, wie sie im Stadtverkehr aber auch außerorts auftreten, ande-
rerseits aus dem Verwendungszweck dieses Trackers42. Die Zahl der Objekte, welche sich im Sicht-
feld des Sensors aufhalten, ist in solchen Szenarien weder initial bekannt noch bleibt diese zu jeder 
Zeit konstant. Objekte können in das Sichtfeld eintreten und es genauso verlassen. Zusätzlich können 
sie innerhalb des Sichtfelds von weiteren Objekten verdeckt werden. Daher ist für den Tracker fest-
zulegen, dass dieser eine initial unbekannte Anzahl von Objekten verfolgen muss. Ausgehend davon 
müssen das Eintreten und Verschwinden von Objekten im Sichtfeld, durch das Generieren neuer Ob-
jekte und das Löschen alter Objekte berücksichtigt werden. Da mit dem Tracking-Algorithmus syn-
thetische sowie reale Radarsensordaten43 verwendet werden, müssen beide Datenarten derart verar-
beitet werden, dass eine Objektliste ausgegeben wird. In der nachfolgenden Tabelle sind alle Anfor-
derungen zusammenfassend gelistet. Zur Prüfung der Anforderungen werden geeignete Verifikati-
onsmethoden definiert, welche ebenfalls in der nachfolgenden Tabelle zu finden sind.  
Tabelle 1: Anforderungen an den zu implementierenden Tracking-Algorithmus 
Nr. Anforderung 
1 Der Tracker verarbeitet sowohl Mess- als auch Simulationsdaten und erkennt anhand von 
Detektionen Objekte und verfolgt diese. 
 
Verifikationsmethode: Radardaten des gleichen Szenarios werden als Mess- und Simulati-
onsdaten als Eingangsgröße im Algorithmus genutzt und die Ausgangsgrößen verglichen. 
2 Für jedes verfolgte Objekt sind anhand der Detektionen geschätzte kinematische und geo-
metrische Eigenschaften sowie die geschätzte Objektposition bekannt und werden in der Ob-
jektliste ausgegeben. 
 
Verifikationsmethode: Die Ausgangsgröße des Algorithmus nach Verarbeitung der Sensor-
daten eines Szenarios wird mit Realdaten der Zielobjekte desselben Szenarios verglichen. 
3 Der Tracker verfolgt eine unbekannte Anzahl von Objekten. 
 
Verifikationsmethode: Zwei Szenarien mit einer unterschiedlichen Zahl an Zielobjekten 
werden vom Tracking-Algorithmus verarbeitet. 
4 Der Tracker erkennt Elemente, welches in das Sichtfeld des Sensors eintreten, anhand er-
zeugter Detektionen nach spätestens fünf Messzyklen als neue Objekte. 
 
Verifikationsmethode: Szenarien, in denen Zielobjekte in das Sensorsichtfeld eintreten, 
werden verarbeitet und die zugehörige Objektlisten untersucht. 
5 Der Tracker löscht Objekte, welche sich nicht mehr im Sichtfeld des Sensors aufhalten, nach 
zehn Messzyklen. 
 
Verifikationsmethode: Szenarien, in denen Zielobjekte das Sensorsichtfeld verlassen, wer-
den verarbeitet und die zugehörige Objektlisten untersucht. 
 
42 Tracker und Tracking-Algorithmus werden im weiteren Verlauf der Arbeit synonym verwendet. 
43 Synthetische und reale Radarsensordaten werden im weiteren Verlauf der Arbeit jeweils als Simulations- und Messdaten bezeichnet. 
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4 Tracking-Algorithmen 
Tracking-Algorithmen wurden ursprünglich für Anwendungen entwickelt, welche vom Sensor weit 
entfernte Objekte betrachten, wie es in der Luftraumüberwachung beispielsweise der Fall ist. Mitt-
lerweile sind Trackingverfahren eine Schlüsseltechnologie in Robotik- und Überwachungssystemen 
sowie in Automobilanwendungen, insbesondere im Bereich des automatisierten Fahrens.44 Der Inhalt 
dieser Arbeit beschränkt sich auf Tracking-Algorithmen auf Basis von Radarsensordaten für Auto-
mobilanwendungen. Im Verlauf dieses Kapitels wird eine Einführung in das Tracking gegeben (4.1), 
welche einen Überblick der probabilistischen Grundlagen gibt. Anschließend folgt die Definition ver-
schiedener  
Tracking-Arten (4.2). Die allgemeine Systemarchitektur eines Tracking-Algorithmus wird dargestellt 
(4.3), sodass dieses Kapitel mit der Erläuterung und der Auswahl unterschiedlicher Methoden zur 
Implementierung des Algorithmus (4.4 - 4.7) abschließt. 
4.1 Einführung in das Tracking 
Unter Tracking wird die Identifikation des zeitlichen Zusammenhangs separater Sensormessdaten zu 
quasikontinuierlichen Spuren einzelner Objekte verstanden. Die Schritte der Detektionsextraktion 
und Bündelung eines Radarsensors, welche in Kapitel 2.1.4 mit der Signalverarbeitungskette vorge-
stellt wurden, ergeben Objekthypothesen, welche nur für den aktuellen Zyklus gültig sind. Im Tra-
cking-Algorithmus erfolgt nun die Assoziation zu Objekthypothesen vorheriger Messzyklen.45 Dazu 
werden die vorherigen Zustände der Objekthypothesen für den aktuellen Messzyklus prädiziert, so-
dass durch unterschiedliche Assoziationsmethoden eine Zuordnung der Messdaten erfolgen kann. Die 
Objektzustände beschreiben in der Regel Position und Geschwindigkeit des Objektes, können zusätz-
lich aber auch die Orientierung oder Objektdimensionen abdecken. Herausforderungen im Tracking 
sind durch die unbekannte Zahl an Objekten und deren genauso unbekannten Bewegungen gegeben. 
Zusätzlich unterliegt das Tracking-Ergebnis dabei folgenden drei Unsicherheiten:46 
1. Zustandsunsicherheit: Die Zustandsunsicherheit beschreibt die Unsicherheit in den physika-
lischen Messgrößen des Sensors und ist eine direkte Folge der bei Sensoren nicht vermeidba-
ren Messfehlern, welche auch unter Messrauschen bekannt sind. 
2. Existenzunsicherheit: Die Existenzunsicherheit beschreibt die Unsicherheit, ob ein von der 
Sensorik erfasstes Objekt47 tatsächlich real vorhanden ist. Diese Unsicherheit ergibt sich unter 
anderem aufgrund von Störsignalen, welche Detektionen ohne ein vorhandenes Objekt dar-
stellen. 
 
44 Granström, K. et al.: Introduction to Extended Object Tracking (2016), S. 1. 
45 Winner, H.: Radarsensorik (2015), S. 293. 
46 Dietmayer, K.: Prädiktion von maschineller Wahrnehmungsleistung beim automatisierten Fahren (2015), 425f. 
47 „O j   “   t hier als erfasstes Element im Sensorfeld zu verstehen, dessen Relevanz für das Egofahrzeug noch nicht identifiziert ist. 
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3. Klassenunsicherheit: Mit Klassenunsicherheit ist die Unsicherheit bezüglich der korrekten 
Zuordnung gemeint, welche sich aus den verwendeten Verfahren zur Datenassoziation im 
Tracking-Algorithmus ergibt. 
Für Applikationen, welche auf einer Umfeldsensorik basieren, ist es daher notwendig, diese Unsi-
cherheiten und Objektbewegungen zuverlässig zu erkennen und, wenn möglich, prädizieren zu kön-
nen. Dafür eignet sich die nachfolgende Herleitung des Satz von Bayes unter Anwendung auf Tra-
cking-Algorithmen, welcher der Arbeit von Challa, S. et al. entnommen ist.48 Der Ursprung dessen 
ist die von Thomas Bayes im Jahr 1763 vorgestellte Bayes-Gleichung zur Berechnung von bedingten 
Wahrscheinlichkeiten:  
 
𝑝(𝑥|𝑦) =
𝑝(𝑦|𝑥)𝑝(𝑥)
𝑝(𝑦)
 (4-1) 
Mit 𝑝(𝑥|𝑦) wird die Wahrscheinlichkeit ausgedrückt, dass Ereignis 𝑥 eintritt, wenn zuvor Ereignis 𝑦 
eingetreten ist. Für 𝑝(𝑦|𝑥) gilt die umgekehrte Ereignisreihenfolge. Die Größen 𝑝(𝑦) und 𝑝(𝑥) be-
schreiben jeweils die totalen Wahrscheinlichkeiten für das Eintreten der einzelnen Ereignisse.  
Wendet man die Bayes-Gleichung nun auf das Tracking-Problem an, sind 𝑥 der zu schätzende Ob-
jektzustand und 𝑦 die zu diesem Objekt gehörende Messwerte, die der Sensor liefert. Da der Zustand 
𝑥 nicht bekannt ist und Unsicherheiten unterliegt, wird das Wissen über diese Größe als eine Wahr-
scheinlichkeitsdichtefunktion 𝑝(𝑥) ausgedrückt. Dieses Wissen 𝑝(𝑥) kann mit jedem Messzyklus 
konsekutiv aktualisiert werden, da durch weitere Sensordaten 𝑦 sich der Umfang an Informationen 
über umliegende Objekte erhöht. Die Aktualisierung dieser Wahrscheinlichkeitsdichtefunktion des 
Objektzustands erfolgt unter Anwendung des Satz von Bayes, welcher die bedingte Wahrscheinlich-
keitsdichtefunktion 𝑝(𝑥|𝑦) liefert – die sogenannte A-posteriori-Wahrscheinlichkeit für den Objekt-
zustand 𝑥, nachdem die Größen 𝑦 gemessen wurden. Diese ergibt sich aus der Multiplikation der A-
priori-Wahrscheinlichkeit 𝑝(𝑥) mit der bedingten Wahrscheinlichkeit 𝑝(𝑦|𝑥). Die Größe 𝑝(𝑦|𝑥) ist 
die sogenannte Likelihood-Funktion, welche die Wahrscheinlichkeit beschreibt, dass die Messwerte 
𝑦 detektiert werden, wenn der Objektzustand 𝑥 gilt. Die totale Wahrscheinlichkeit 𝑝(𝑦) dient zum 
Normieren des Wertes. 
Die Gleichung (4-1) lässt sich für einen Zeitpunkt 𝑘 nun wie folgt ausdrücken: 
 
𝑝(𝑺𝑘|𝒚𝑘) =
𝑝(𝒚𝑘|𝑺𝑘)𝑝(𝑺𝑘)
𝑝(𝒚𝑘)
 (4-2) 
Dabei ist 𝑺𝑘 ein Vektor, welcher aller bisher geschätzten Objektzustände bis zum Zeitpunkt 𝑘 enthält. 
𝒚𝑘 enthält analog alle Messdaten und lässt sich schreiben als 𝒚𝑘 = (𝒚1, 𝒚2, … , 𝒚𝑘) = (𝒚
𝑘−1, 𝒚𝑘), wo-
bei 𝒚𝑖 die Messung zum Zeitpunkt 𝑖 beschreibt. Mit der Gleichung (4-2) würde die A-posteriori-
Wahrscheinlichkeit für 𝑺𝑘 unter Berücksichtigung aller bisherigen Zustände bis zum Zeitpunkt 𝑘 
berechnet werden. Dies entspricht allerdings nicht der Realität, da folgenden Annahmen gelten: 
 
48 Challa, S. et al.: Fundamentals of Object Tracking (2011), S. 5–9. 
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▪ Messdaten 𝒚𝑘−1 zum Zeitpunkt 𝑘 − 1 sind unabhängig von Objektzuständen 𝑺𝑘 zum Zeit-
punkt ≥ 𝑘, 
▪ Messdaten 𝒚𝑘 sind unabhängig von Messdaten 𝒚
𝑘−1 vorheriger Zeitpunkte ≤ 𝑘 − 1  ,  
▪ Messdaten 𝒚𝑘 sind unabhängig von Objektzuständen 𝑺
𝑘−1 vorheriger Zeitpunkte ≤ 𝑘 − 1, 
Mit diesen Annahmen lässt sich (4-2) zur rekursiven Bayes-Schätzung umformen: 
 
𝑝(𝑺𝑘|𝒚𝑘) =
𝑝(𝒚𝑘|𝑺𝑘)
𝑝(𝒚𝑘|𝒚𝑘−1)
𝑝(𝑺𝑘|𝑺𝑘−1)𝑝(𝑺
𝑘−1|𝒚𝑘−1) (4-3) 
Um nun die A-posteriori-Wahrscheinlichkeit 𝑝(𝑺𝑘|𝒚
𝑘) für einen Objektzustand 𝑺𝑘 zum Zeitpunkt 𝑘 
zu ermitteln, wird die Gleichung (4-3) nach jedem Objektzustand 𝑺𝑖 integriert. Daraus folgt die be-
dingte Zustandswahrscheinlichkeit in (4-4). 
 
𝑝(𝑺𝑘|𝒚
𝑘) =
1
𝑝(𝒚𝑘|𝒚𝑘−1)
𝑝(𝒚𝑘|𝑺𝑘)∫ 𝑝(𝑺𝑘|𝑺𝑘−1)𝑝(𝑺𝑘−1|𝒚
𝑘−1)
𝑺𝑘−1
𝑑𝑺𝑘−1 (4-4) 
Das Integral ist als Chapman-Kolmogorov-Gleichung bekannt und liefert den prädizierten Objektzu-
stand 𝑺𝑘 unter Berücksichtigung aller Messdaten 𝒚
𝑘−1 bis zum Zeitpunkt 𝑘 − 1 und dem Objektzu-
stand 𝑺𝑘−1 zum Zeitpunkt 𝑘 − 1. Sobald mit einem neuen Zyklus die Messdaten 𝒚
𝑘 vorhanden sind, 
kann der zuvor prädizierte Objektzustand mit der Likelihood-Funktion 𝑝(𝒚𝑘|𝑺𝑘) korrigiert und durch 
𝑝(𝒚𝑘|𝒚
𝑘−1) erneut normiert werden. Das Lösen dieser rekursiven Funktion ist der Kern aller Tra-
cking-Algorithmen.49  
Zur Anwendung des Satz-von-Bayes auf Objektzustände und Messdaten werden zuvor das Bewe-
gungs- und Sensormodell des Tracking-Problems aufgestellt. Dadurch wird problemspezifisches Mo-
dellwissen über Bewegungseinschränkungen, Vorzugsrichtungen und weitere vorhandene Objektin-
formationen in die Zustandsschätzung eingebracht.50 Der Zustand 𝑺 eines erfassten Objekts wird in 
der Regel durch Größen wie Position, Geschwindigkeit, Beschleunigung oder weitere kinematische 
Eigenschaften beschrieben.49 Das Bewegungsmodell ergibt sich damit aus einer zeitvarianten Funk-
tion, welche die Zustandsänderung zwischen zwei konsekutiven Messzyklen schätzt und ebenfalls 
unter dem Namen Zustandsübergangsfunktion bekannt ist. Da diese Schätzung nicht exakt ist und 
Modellfehler existieren, wird eine Störgröße, das Modellrauschen, hinzugefügt. Das Bewegungsmo-
dell ergibt sich nachfolgend zu:  
 𝑺𝑘 = 𝑓(𝑺𝑘−1, 𝒗𝑘) (4-5) 
𝑓(.) stellt dabei die Zustandsübergangsfunktion dar, welche linear oder nicht-linear sein kann, wäh-
rend 𝒗𝑘 das Modellrauschen beschreibt.  
Das Sensormodell hingegen gibt an, wie Messdaten und Zustandsgrößen zusammenhängen und er-
möglicht so die Berechnung der Likelihood-Funktion. Eine prädizierte Zustandsschätzung 𝑺𝑘 kann 
so mit nun vorhandenen Messdaten aktualisiert werden. Damit ergibt sich das Sensormodell aus einer 
 
49 Challa, S. et al.: Fundamentals of Object Tracking (2011), S. 16. 
50 Munz, M.: Zustands- und Existenzschätzung für die Fahrzeugumfelderkennung (2011), S. 13. 
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Messfunktion ℎ(𝑺𝑘). Kann eine Zustandsgröße beispielsweise direkt gemessen werden, ist ℎ(. ) eine 
Eins-zu-eins-Abbildung.  
Da Fehler in Messdaten nicht auszuschließen sind, enthält das Sensormodell ebenfalls eine Störgröße 
und ergibt sich zu 
 𝒚𝑘 = ℎ(𝑺𝑘, 𝒘𝑘), (4-6) 
wobei 𝒘𝑘 das Sensorrauschen abbildet.
51a  
Die Berechnung der A-posteriori-Wahrscheinlichkeit in (4-4) lässt sich damit unter Berücksichtigung 
von Bewegungs- und Sensormodell in zwei Schritte unterteilen – dem Prädiktions- und dem Innova-
tionsschritt. Der Prädiktionsschritt der Objektzustände unter Berücksichtigung des Bewegungsmodell 
in (4-5) geschieht in der in (4-4) enthaltenen Chapman-Kolmogorov-Gleichung. Die darauffolgende 
Innovation, welche die Prädiktion aktualisiert bzw. korrigiert, geschieht durch Einbringen der Like-
lihood-Funktion 𝑝(𝒚𝑘|𝑺𝑘), welche das Sensormodell aus (4-6) nutzt. Die Likelihood-Funktion ist in 
(4-4) der Chapman-Kolmogorov-Gleichung vorangestellt.  
Dieses Schätzverfahren durch Prädiktion und Innovation ist als allgemeiner Bayes-Filter bekannt und 
bildet die Grundlage für alle heute üblichen Methoden der stochastischen Zustandsschätzung. Dieser 
Filter ist in seiner allgemeinen Form allerdings nicht effizient zu implementieren.51b Daher werden in 
Kapitel 4.7. unterschiedliche Anwendungen von Filtern unter Einordnung in der Systemarchitektur 
eines Tracking-Algorithmus erläutert. 
4.2  Tracking-Arten 
Alle Tracking-Probleme lassen sich in insgesamt fünf Untergruppen aufteilen, welche die Wahl der 
Methoden für die einzelnen Schritte im Tracking-Algorithmus einschränkt. Diese Gruppen sind nicht 
alle gegensätzlich, da unterschiedliche Aspekte betrachtet werden wie einerseits die Zahl der zu tra-
ckenden Objekte und andererseits deren geometrische Ausdehnung. 
Hinsichtlich der Objektzahl gibt es das sogenannte Single-Object Tracking und Multi-Object Tra-
cking. Single-Object Tracking (SOT) nutzt die Annahme, dass zu jeder Zeit genau ein Objekt im 
Sichtfeld des Sensors vorhanden ist, während Multi-Object-Tracking (MOT) kein Wissen über die 
Zahl der Objekte hat. Damit beschreibt MOT ein signifikant komplexeres Problem, da die Zahl der 
hypothetischen Datenassoziationen, also die Zuordnung von Messdaten zu prädizierten Objektzu-
ständen, nicht auf ein zu trackendes Objekt beschränkt ist.52  
Bezüglich der geometrischen Ausdehnung der Objekte, lassen sich Tracking-Probleme in Point-Ob-
ject Tracking (POT), Extended-Object Tracking (EOT) und Group-Object Tracking (GOT) einteilen. 
POT unterliegt der Annahme, dass jedes Objekt maximal eine Detektion pro Messzyklus erzeugt und 
damit nur eine Auflösungszelle durch das Objekt besetzt ist, wohingegen EOT annimmt, dass ein 
Objekt mehrere Detektionen pro Zyklus erzeugt und so mehrere Auflösungszellen belegt. So können 
 
51 Dietmayer, K.: Prädiktion von maschineller Wahrnehmungsleistung beim automatisierten Fahren (2015), a: S. 427–428; b: S. 428. 
52 Granström, K.; Svensson, L.: Introduction to Single-Object Tracking (2019). 
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die Objektdimensionen abgeschätzt werden, währen im POT keine Informationen dazu vorliegen. 
GOT erweitert das EOT-Konzept und fasst Objekte ähnlicher Zustände zu einer einzigen Entität zu-
sammen. Damit werden die zur Entität gehörenden Subobjekte nicht einzeln verfolgt, sondern als 
Gruppe. Die Wahl zwischen diesen drei Tracking-Arten hängt damit primär von den vorliegenden 
Sensoreigenschaften, insbesondere dem Auflösungsvermögen ab.53 
Da mit dem zu implementierenden Tracking-Algorithmus Fahrsituationen mit einer unbekannten An-
zahl an Verkehrsteilnehmern verarbeitet werden, liegt der Fokus im weiteren Verlauf der Arbeit auf 
Multi-Object-Tracking. Hinsichtlich der Objektdimensionen gilt das Auflösungsvermögen der ver-
wendeten Radarsensoren als Einschränkungen. Werden mehrere Detektionen von einem Objekt er-
zeugt, können dieser zur Schätzung der Objektdimensionen genutzt werden, allerdings ist dies nicht 
kontinuierlich der Fall, sodass der zu implementierende Tracking-Algorithmus weder der Annahme 
des POT noch der Annahme des EOT entspricht. Die Methode zur Schätzung der Objektdimensionen 
ist in Kapitel 6.6.5 dargestellt. 
4.3 Systemarchitektur 
Um aus Sensordaten eine Objektliste auszugeben, folgt ein Tracking-Algorithmus den in Abbildung 
4-1 dargestellten Schritten. Dieses Kapitel erläutert die abgebildeten Schritte und stellt anschließend 
unterschiedliche Methoden zur Umsetzung jedes einzelnen Schrittes vor. Da der zu entwickelnde 
Algorithmus auf Sensordaten in Form von Detektionen aus der Signalverarbeitungskette basiert, wer-
den diese hier als Eingangsdaten gezeigt.  
 
Abbildung 4-1: Systemarchitektur eines Tracking-Algorithmus54 
Bevor der Tracking-Algorithmus die Detektionen verarbeitet, besteht die Möglichkeit einen optiona-
len Schritt zur Filterung der Radarsignle durchzuführen. So können Reflexionen, die von keinem 
Objekt stammen, wie beispielsweise Straßenreflexionen, anhand der Signalleistung entfernt werden.  
Ist die Datenvorverarbeitung abgeschlossen erfolgt das Clustering. Hier werden Mehrfachreflexio-
nen, die von einem Objekt stammen zum sogenannten Cluster zusammengefasst. Das Clustering 
sucht dabei nach Ähnlichkeiten zwischen einzelnen Detektionen einer Messung und fasst diese zu-
sammen, sodass der Algorithmus im weiteren Verlauf nicht jede Einzeldetektion verarbeiten muss.54 
Im nächsten Schritt der Datenassoziation werden die zuvor gebildeten Cluster bereits bestehenden 
Tracks von erfassten Objekten vorheriger Zyklen zugeordnet. Dazu werden die Distanzen zwischen 
 
53 Granström, K. et al.: Introduction to Extended Object Tracking (2016), S. 3. 
54 Manjunath, A. et al.: Radar Based Object Tracking (2018), S. 2. 
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Cluster und Objekt berechnet. Liegen diese unter einem zuvor definierten Schwellenwert, ordnet die 
Datenassoziation sie dem entsprechenden Objekt zu.55 
Das Track-Management verwaltet die einzelnen Objekte. Ein Track kann unterschiedliche Status ha-
ben, welche sich aus dem Ergebnis der Datenassoziation des aktuellen Zyklus und vorherigen Zyklen 
ergibt. Wurde einem Objekt beispielsweise keine Detektion zugeordnet, wird dieser Track auf die 
Löschung vorbereitet und schließlich gelöscht, falls in einer vorher festgelegten Zahl von konsekuti-
ven Messungen ebenfalls keine Datenassoziation erfolgte. Genauso erfolgt hier die Initiierung von 
neuen Tracks aus Detektionen, die keinem Objekt zugeordnet werden konnten.56 
Erfolgte für einen prädizierten Objektzustand eine Datenassoziation, wird mit diesen neu vorliegen-
den Messdaten die Prädiktion korrigiert. Kapitel 4.1 stellte diesen Schritt als sogenannte Innovation 
bereits vor. Unterschiedliche Filtermethoden, wie das Kalman Filter oder das Partikel-Filter, ermög-
lichen diesen Schritt unter Verwendung des zuvor definierten Bewegungs- und Sensormodell. Der 
korrigierte Objektzustand wird daraufhin zur Prädiktion und in der Datenassoziation des kommenden 
Zyklus verwendet und ebenfalls in der Objektliste ausgegeben.57 
4.4 Clustering 
Wenn bekannt ist, dass von einem Objekt mehr als eine Detektion empfangen werden kann, bietet 
das Clustern die Möglichkeit diese Mehrfachdetektionen zusammen zu fassen und so den Rechen-
aufwand im Schritt der Datenassoziation zu minimieren. Dies ist insbesondere im Extended-Object 
Tracking vorteilhaft. Unterschiedliche Ansätze werden unter anderem von Hammarstrand et al.58, 
Broßeit et al.59 und Kellner et al.60 vorgestellt.  
Hammarstrand et al. berücksichtigen dabei die Karosserieform und seine Reflexionseigenschaften. 
Ein Radarsensor erhält demnach eine Vielzahl seiner Reflexionen von sogenannten Reflexionszen-
tren, welche unter anderem an den Radkästen oder im Scheinwerferbereich liegen. In Abbildung 4-2 
sind die Reflexionszentren und ihre konischen Sichtbarkeitsbereiche dargestellt. Eine Reflexion kann 
demnach nur empfangen werden, wenn der Radarsensor sich im jeweiligen Sichtbarkeitsbereich be-
findet und ein Punkt des Reflexionszentrums auf der Normalenfläche zu den Radarstrahlen liegt. 
 
55 Danielsson, L.: Diss., Tracking and radar sensor modelling (2010), S. 59. 
56 Hyun, E.; Lee, J.-H.: Track Management Table, S. 2. 
57 Challa, S. et al.: Fundamentals of Object Tracking (2011), S. 22. 
58 Hammarstrand, L. et al.: Extended Object Tracking using a Radar Resolution Model (2012). 
59 Broßeit, P. et al.: Shape Estimation for Extended Object Tracking. 
60 Kellner, D. et al.: Grid-based DBSCAN for clustering (2012). 
 
4. Tracking-Algorithmen  27 
 
Abbildung 4-2: Reflexionszentren an einer Fahrzeugkarosserie58 
Ein weiterer A                  ß         .          .                                        „O  -
entated Bounding-  x“, indem die Unsicherheiten der Messdaten integriert werden. Die Form des 
Objekts wird aus den Mehrfachreflexionen extrahiert und konsekutiv aktualisiert. Die Aktualisierung 
erfolgt unter Berücksichtigung der Korrelation zwischen Positions- und Größenänderung der 
Bounding-Box. Untersuchungen dieser probabilistischen Methode durch die Autoren zeigten, dass 
ein mittleres Abweichungsquadrat (engl.: Root Mean Square Error) für die Position kleiner als 0,1 m 
und für die Orientierung kleiner als 1,7° erreichbar ist. 
Kellner et al. zeigen in ihrer Arbeit eine Abwandlung des Density-based spatial Clustering of Appli-
cations with Noise Algorithmus (DBSCAN) für Extended-Object Tracking, welcher erstmals von 
Ester et al.61 vorgestellt wurde. Der DBSCAN-Algorithmus untersucht Reflexion hinsichtlich zwei 
Parameter, Entfernung und Azimutwinkel, um aus diesen Mehrfachreflexionen zusammenzufassen. 
Diese Methode zeichnet sich durch seine Berücksichtigung von Störsignalen aus, d.h. Reflexionen 
werden entweder einem Cluster zugeordnet oder als Rauschen klassifiziert und so nicht als relevantes 
Objekt eingestuft. Da die Entfernungs- und Azimutwinkelauflösung des Sensors konstant sind, nimmt 
die erreichbare Dichte der Reflexionen mit der Entfernung stark ab. Ein Fahrzeug in 𝑟 = 3 m erzeugt 
damit eine deutlich höhere Zahl an Reflexionen als das gleiche Fahrzeug in 𝑟 = 80 m wie in Abbil-
dung 4-3 beispielhaft dargestellt ist. Kellner et al. erweiterten diese Methode zum Grid-based 
DBSCAN auf Basis eines hochauflösenden Radarsensors. Hierbei werden statt der Entfernung und 
des Azimutwinkels die bereits umgerechneten x- und y-Positionen im kartesischen Koordinatensys-
tem genutzt. Weitere im Algorithmus genutzte Parameter, wie der Suchradius, werden für jeden Punkt 
im kartesischen Koordinatensystem individuell berechnet. Diese integrierte Abhängigkeit führt zu 
einem genaueren Clusterergebnis bezüglich der Vernachlässigung von Störsignalen, der Trennfähig-
keit von Objekten und der geschätzten Objektorientierung. 
 
61 Ester, M. et al.: DBSCAN for discovering clusters (1996). 
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Abbildung 4-3: Unterschiedliche Reflexionsdichte eines Fahrzeugs in Abhängigkeit der Entfernung in kartesischen Ko-
ordinaten (oben) und im Azimutwinkel-Entfernungs-Gitter (unten)62 
Alle bisherigen genannten Clusterverfahren liefern zusätzliche Informationen aufgrund der ermittel-
ten Objektform und -orientierung, erfordern dafür aber eine Vielzahl an Reflexionen pro Objekt und 
sind damit nur für Tracking-Algorithmen geeignet, welche Eingangsdaten aus einem hochauflösen-
den63 Radarsensor erhalten. Da dies mit dem beim FZD vorhandenen Radarsensor nicht der Fall ist, 
sind diese Clusterverfahren innerhalb dieser Arbeit nicht umsetzbar. 
Eine Methode, welche effektiv bei einer kleineren Anzahl an Reflexionen pro Objekt ist, bietet der 
sogenannte k-Means-Algorithmus. Dieser fasst Reflexionen ähnlicher Position und Geschwindigkeit 
zu einem Cluster zusammen. Die Ähnlichkeit wird über einen zuvor festgelegten Schwellenwert ent-
schieden. Aus den zugeordneten Reflexionen wird über deren Mittelwert der Objektzustand ermit-
telt.64 Aufgrund der geringeren Zahl and Reflexionen ist diese Methode mit einem geringen Rechen-
aufwand verbunden, ermittelt allerdings keine Informationen zur Objektform und -orientierung. Die 
Zahl der vorhandenen Objekte muss beim k-Means-Algorithmus vor Anwendung bekannt sein, so-
dass diese Methode für den Einsatz von komplexen Fahrsituation mit variierender Objektzahl nicht 
geeignet ist und so als Clusterverfahren innerhalb dieser Arbeit nicht umsetzbar ist.  
Das für den zu implementierenden Tracking-Algorithmus genutzte Clusterverfahren basiert auf einer 
Implementierung von Ackermann65, welcher ein rekursives Verfahren zur Generierung einer unbe-
kannten Zahl von Clustern nutzt. Mit diesem Verfahren werden Detektionen nicht nur aufgrund ihrer 
Position zusammengefasst, sondern zusätzlich anhand ihrer Relativgeschwindigkeit unterschieden. 
So wird sichergestellt, dass das Clustering beispielsweise Detektionen von zwei entgegengesetzt fah-
renden Objekten nicht zusammengefasst, wenn sie die gleiche Entfernung zum Egofahrzeug haben. 
 
62 Kellner, D. et al.: Grid-based DBSCAN for clustering (2012), S. 366. 
63 Als hochauflösend sind hier Sensoren gemeint, welche stets mehr als eine Detektion pro Objekt liefern. 
64 Wood, T. M.: Diss., Random Finite Sets (2011), S. 86–87. 
65 Stefan Ackermann: Masterthesis, Systematische Untersuchung von Radar Tracking-Algorithmen (2017), S. 40–41. 
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Um Ähnlichkeiten in der Position und Relativgeschwindigkeit der Reflexionen zu ermitteln, werden 
vor Schwellenwerte definiert. Eine detaillierte Erläuterung dieses Verfahrens ist in Kapitel 6.3 gege-
ben. 
4.5 Datenassoziation 
Die Datenassoziation ordnet die Messdaten prädizierten Objektezuständen zu. Die Herausforderung 
im Multi-Object Tracking liegt in der Zuordnung von Messdaten zu Objekten, deren prädizierten 
Zustände so nah beieinander liegen, dass sich die Suchbereiche überschneiden. Ein solches Beispiel 
ist in Abbildung 4-4 dargestellt. Darauf sind die prädizierten Objektzustände ?̂?k|k−1
1 und ?̂?k|k−1
2  und 
die zum aktuellen Messzyklus gehörenden Messwerte 𝒚k
𝑖  mit 𝑖 = [1,2, … ,7] zu sehen. Der Messwert 
𝒚k
6 liegt dabei in beiden Suchbereichen. Eine eindeutige Zuordnung ist damit nicht direkt möglich. 
 
Abbildung 4-4: Mögliches Szenario zur Datenassoziation mit prädizierten Objektzuständen und Messdaten66 
4.5.1 Probabilistic Data Association und Erweiterungen 
Eine Methode zur Datenassoziation, welche alle Messwerte, die in den Suchbereich eines Objekts 
fallen, berücksichtigt, wurde 1975 von Bar-Shalom und Tse unter dem Namen Probabilistic Data 
Association (PDA)67 vorgestellt und wenige Jahre später zur Joint Probabilistic Data Association 
(JPDA)68 weiterentwickelt.  
Die Grundidee beider Methoden ist die Gewichtung aller Messdaten im Suchbereich. Dazu werden 
Zugehörigkeitswahrscheinlichkeiten der Messwerte zu den Objekten unter Berücksichtigung der Un-
sicherheiten im Bewegungs- und Sensormodell ermittelt. Der Unterschied zwischen beiden Metho-
den liegt in der Zahl der Objekte, welche verfolgt werden kann. Das PDA geht dabei von nur einem 
 
66 Danielsson, L.: Diss., Tracking and radar sensor modelling (2010), S. 62. 
67 Bar-Shalom, Y.; Tse, E.: Tracking in a Cluttered Environment With Probabilistic Data Association (1975). 
68 Fortmann, T. et al.: Sonar tracking of multiple targets using joint probabilistic data association (1983). 
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Objekt im Sichtfeld des Sensors aus, sodass die Anwendung im Multi-Object Tracking nicht emp-
fohlen ist, da insbesondere Objekte, deren Trajektorien sich kreuzen, nicht effektiv verarbeitet wer-
den. Bei einer Implementierung wäre damit nicht ausgeschlossen, dass ein Messwert mehreren Ob-
jekten zugeordnet wird.  
Das JPDA hingegen betrachtet mehrere zu verfolgende Objekte und den gegenseitigen Einfluss der 
Messwerte, sodass für eine Zuordnung die größte gemeinsame Zugehörigkeitswahrscheinlichkeit ge-
nutzt wird. Bei der Anwendung dieser Methode wird allerdings vorausgesetzt, dass die Zahl der Ob-
jekte stets bekannt ist.69 Somit ist dieses Verfahren zur Anwendung bei komplexeren Fahrsituationen 
mit einer variierenden Zahl an Objekten nicht umzusetzen. Eine Erweiterung dieses Verfahren bietet 
das Joint Integrated Data Association (JIPDA), welches von Mušicki und Evans vorgestellt wurde.70 
Diese Methode integriert die Existenzwahrscheinlichkeiten der Objekte und aktualisiert diese konse-
kutiv, während das JPDA diese ungeachtet lässt und von keiner Unsicherheit der Existenz ausgeht. 
Die Berechnung aller Zugehörigkeitswahrscheinlichkeiten erfordert das Aufstellen eines Hypothe-
senbaums, welcher mit steigender Objekt- und Clusterzahl wächst und so einen erhöhten Rechenauf-
wand mit sich zieht.71 
4.5.2 Multiple-Hypothesis Tracking 
Einen ähnlichen probabilistischen Ansatz liefert Reid mit dem sogenannten Multiple-Hypothesis Tra-
cking (MHT). Hier ergeben sich die Zugehörigkeitswahrscheinlichkeiten der Messwerte nicht aus-
schließlich aus dem aktuellen Zyklus, sondern werden mit jedem Zyklus konsekutiv aktualisiert. Die 
Entscheidung der Datenassoziation findet damit verzögert statt.72 Das Verfahren lässt sich mit einem 
Hypothesenbaum anschaulich darstellen, der mit jedem Zyklus um eine Knotenebene erweitert wird. 
Das MHT betrachtet für alle Messwerte je Zyklus drei Wahrscheinlichkeiten, die je einen Ast des 
Hypothesenbaums darstellen:73 
1. Die Messdaten gehören zu einem verfolgten Objekt. 
2. Die Messdaten gehören zu einem neuen Objekt. 
3. Die Messdaten gehören zu keinem Objekt. 
Fällt die Wahrscheinlichkeit einer Hypothese unter einen zuvor definierten Schwellenwert, wird die 
Hypothese aussortiert und nicht mehr weitergeführt.74 Im Sinne der Vollständigkeit der Assoziationen 
stellt das MHT-Verfahren eine optimale Methode dar und ist damit stabiler bezüglich Fehlklassifika-
tionen. Allerdings resultiert das konsekutive Aufstellen und Aktualisieren der Hypothesen in einem 
sehr rechenaufwendigen Verfahren, da die Anzahl der Hypothesen exponentiell steigt. Zusätzlich ist, 
 
69 Bar-Shalom, Y. et al.: The Probabilistic Data Association Filter (2009), 91. 
70 Musicki, D.; Evans, R.: Joint integrated probabilistic data association: JIPDA (2004). 
71 Schuster, M.: Diss., Multiple Object Tracking using JIPDA (2017), S. 27. 
72 Reid, D.: An algorithm for tracking multiple targets (1979). 
73 Liu, F.: Diss., Objektverfolgung durch Sensordatenfusion (2009), S. 46. 
74 Kim, C. et al.: Multiple Hypothesis Tracking Revisited (2015 - 2015), S. 4700. 
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im Vergleich zu den restlichen genannten Verfahren, die Implementierung signifikant komplexer und 
     „bis zu sechs Personenmonate“ dauern.75 
4.5.3 Nearest Neighbor und Global Nearest Neighbor 
Die folgende Methode betrachtet im Gegensatz zu bisher genannten Verfahren nicht alle möglichen 
Hypothesen der Zugehörigkeitswahrscheinlichkeiten, sondern nur diejenige mit der größten Wahr-
scheinlichkeit, und ist daher unter dem Namen Nearest Neighbor (NN) bekannt. Dieses Verfahren 
ordnet den Objekten die Messwerte mit der geringsten Distanz zu. Die Wahl der Berechnungsme-
thode, ob euklidische Distanz oder Mahalanobis-Distanz, ist nicht festgelegt. Da diese Methode jedes 
Objekt separat betrachtet und so nur die lokale optimale Assoziation untersucht, besteht die Möglich-
keit, dass ein Messwert mehreren Objekten zugeordnet wird. Um ein globales Optimum der Assozi-
ation zu erreichen, empfiehlt sich die Verwendung des Verfahrens Global Nearest Neighbor (GNN). 
Hier werden alle vorhandenen Distanzen simultan betrachtet und Mehrfachzuordnungen vermieden.76 
Die unterschiedlichen Ergebnisse beider Verfahren sind in Abbildung 4-5 dargestellt. Das NN-Ver-
fahren ist links, das GNN-Verfahren rechts dargestellt. Man erkennt, dass im GNN-Verfahren keine 
Mehrfachzuordnung des Messwertes 𝒚k
2 erfolgte. Durch das Betrachten einer einzelnen Hypothese je 
Objekt, sind das NN- und GNN-Verfahren sehr recheneffizient und effektiv in simplen Szenarien mit 
einem hohen Signal-Rausch-Verhältnis. Bei komplexeren Szenarien besteht durch die Vernachlässi-
gung der Unsicherheiten die Möglichkeit von Fehlklassifikationen.77 
 
Abbildung 4-5: Unterschiedliche Ergebnisse der Datenassoziation nach den Verfahren des Nearest Neighbor (links) und 
Global Nearest Neighbor (rechts)78 
 
75 Blackman, S.; Popoli, R.: Design of tracking systems (1999), S. 373., nach Wood, T. M.: Diss., Random Finite Sets (2011), S. 37. 
76 Wood, T. M.: Diss., Random Finite Sets (2011), S. 38. 
77 Liu, F.: Diss., Objektverfolgung durch Sensordatenfusion (2009), S. 46. 
78 Danielsson, L.: Diss., Tracking and radar sensor modelling (2010), S. 64. 
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4.5.4 Random Finite Sets 
Ein anderer Ansatz basiert auf Random Finite Sets (RFS), welcher erstmals von Mahler79 vorgestellt 
wurde. RFS fassen die gesamte beobachtete Situation bzw. Objekte und Messwerte als jeweils indi-
viduelle Zustände auf. Das Problem der Datenassoziation wird damit umgangen, da die Zustände 
mathematisch mithilfe der Finite Set Statistics zusammengeführt werden. Die Zahl der Objekte und 
deren Zustände werden so mit Berücksichtigung bedingter Wahrscheinlichkeiten aus den Messdaten 
ermittelt.80 Anwendung fanden RFSs in Implementierungen von Probability Hypothesis Density Fil-
ter (PHD) durch Mahler81 oder Multi-Target Multi-Bernoulli Filter durch Vo et al.82 Aufgrund der 
Komplexität des Verfahrens eignen sich RFS aktuell nicht für Echtzeitanwendung. Dieses Problem 
wird in neueren Implementierungen von Hu et al.83 und Reuter et al.84 optimiert. 
Zusammenfassend ist festzuhalten, dass die Verfahren PDA, JPDA und JPDA sich durch ihre Be-
rücksichtigung von Fehlklassifikation auszeichnen, wobei allerdings die Objektzahl zu Beginn be-
kannt sein muss. Dieses Problem ist beim MHT nicht vorhanden. Dieses Verfahren ist jedoch auf-
grund der relativ niedrigen Rentabilität bezüglich des Implementierungsaufwands als Datenassozia-
tionsmethode für den zu implementierenden Algorithmus nicht geeignet. Ein ähnliches Ergebnis lie-
fern die Random Finite Sets. Durch das Umgehen der Datenassoziation liefert diese Methode stabile 
Tracking-Ergebnisse. Die Anwendung der Finite Set Statistics und der damit verbundenen Komple-
xität sind im Rahmen dieser Arbeit allerdings nicht umzusetzen. Das NN- und GNN-Verfahren zeich-
nen sich durch eine niedrige Komplexität und hoher Rentabilität bezüglich des Implementierungsauf-
wands sowie hoher Recheneffizienz aus. Daher eignen sich beide Verfahren zur Implementierung 
innerhalb dieser Arbeit. Um Mehrfachzuordnung zu vermeiden, wird das GNN-Verfahren zu Daten-
assoziation für den zu entwickelnden Tracking-Algorithmus ausgewählt. 
4.6 Track-Management 
Das Track-Management verwaltet die Status der verfolgten Objekte. Neue Objekte befinden sich in 
der Initiierungsphase, bevor sie nach einigen Zyklen und erfolgreich zugeordneten Messdaten als 
betätigtes Objekt klassifiziert werden. Analog verläuft die Löschung von Objekten. Wird dem Objekt 
kein Messwert zugeordnet, erfolgt keine Aktualisierung des Objektzustands durch Sensordaten. Der 
Objektzustand basiert dann ausschließlich auf der Prädiktion. Erfolg für einige Zyklen keine Daten-
assoziation, wird das Objekt schließlich gelöscht.  
 
79 Mahler, R.P.S.: "Statistics 101" for multisensor, multitarget data fusion (2004). 
80 Clark, D. E.: Diss., Tracking with the Probability Hypothesis Density Filter (2006), S. 11. 
81 Mahler, R.P.S.: Multitarget bayes filtering via first-order multitarget moments (2003). 
82 Vo, B.-T. et al.: The Cardinality Balanced Multi-Target Multi-Bernoulli Filter and Its Implementations (2009). 
83 Hu, B. et al.: Random Finite Set Based Bayesian Filtering with OpenCL in a Heterogeneous Platform (2017). 
84 Reuter, S. et al.: Real-Time Multi-Object Tracking using Random Finite Sets (2013). 
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Abbildung 4-6: Mögliche Zustandsänderung von verfolgten Objekten85a 
Es gibt zwei Ansätze zur Umsetzung des Track-Management. Der erste Ansatz betrachtet dabei die 
Zahl der erfolgten oder nicht erfolgten Datenassoziationen vorheriger Messzyklen und wird als His-
tory-based bezeichnet. Eine Methode dieses Ansatzes ist das m/N-Verfahren. Ein Objekt wird als 
bestätigt angesehen, wenn in den letzten 𝑁 Messungen insgesamt 𝑚 Datenassoziationen erfolgten.86 
Hyun et al.85b stellt eine weitere History-based Methode vor, welcher das Track-Management auf 
Basis eines Zustandsautomaten umsetzt. Im Gegensatz zum m/N-Verfahren wird hier ein Objekt be-
stätigt, wenn eine Datenassoziation in jedem konsekutiven Zyklus der Initiierungsphase erfolgte. Die 
Bedingungen zur Objektbestätigung sind demnach strenger als in der m/N-Methode. 
Der zweite Ansatz zum Track-Management ist eine probabilistische Methode und unter dem Namen 
Score-based oder Sequential Probability Ratio Test bekannt. Zur Bestätigung und Löschung der Ob-
jekte wird die Wahrscheinlichkeit, dass das Objekt real existiert, aus der Detektionswahrscheinlich-
keit, der Wahrscheinlichkeit eines Störsignals und weiteren probabilistischen Kennzahlen ermittelt.86 
Aus dieser Wahrscheinlichkeit ergibt sich der logarithmische Score eines Objekts. Mit dem Vergleich 
zu zuvor definierten Schwellenwerten erfolgt dann die Zustandsänderung. Eine Implementierung die-
ser Methode wird von Li et al.87 vorgestellt. 
Aufgrund der Kompatibilität des GNN-Verfahrens zur Datenassoziation mit History-based Ansätzen, 
da beide Methoden nicht auf probabilistischen Ansätzen basieren, wird für den zu implementierenden 
Algorithmus das m/N-Verfahren zum Track-Management genutzt. Um die Initiierung von Objekten 
bei bereits einer fehlenden Datenassoziation nicht abzubrechen und so ein instabileres Tracking-Er-
gebnis zu erhalten, wird auf die Umsetzung des Zustandsautomaten nach Hyun et al. verzichtet. 
 
85 Hyun, E.; Lee, J.-H.: Track Management Table, a: S. 2; b: -. 
86 Blanding, W. R. et al.: Multisensor Track Management for Targets with Fluctuating SNR (2009), S. 1275. 
87 Li, X. R. et al.: SPRT-Based track confirmation and rejection (2002). 
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4.7 Prädiktion und Innovation 
Im Schritt der Prädiktion erfolgt die Vorhersage der Objektzustände, des aktuellen Zyklus für den 
nächsten Zyklus mithilfe des zuvor definierten Bewegungsmodells. Der prädizierte Zustand wird an-
schließend zur Datenassoziation genutzt und bei erfolgter Zuordnung von Messwerten mit diesen 
korrigiert. Diese Korrektur bzw. Filterung nutzt das zuvor definierte Sensormodell und wird als In-
novation beschrieben. Je nach genutztem Filter und Bewegungsmodell erfolgt die Prädiktion und 
Innovation auf unterschiedliche Weise. Die folgenden Abschnitte beschreiben die verschiedenen Be-
wegungsmodelle und stellen anschließend unterschiedliche Filteransätze vor.  
4.7.1 Bewegungsmodelle zur Prädiktion 
Bewegungsmodelle können entweder eine linear oder nicht-lineare Objektbewegung annehmen. Ein 
Beispiel für die lineare Bewegung ist das sogenannte Constant Velocity Model. Nicht-lineare Objekt-
bewegungen wie Beschleunigungen werden zur Prädiktion zwischen zwei Zyklen vernachlässigt. Der 
Zustandsvektor eines Objekts besteht in diesem Modell aus vier Parametern:  
 𝒙 = [𝑥   𝑦   ?̇?   ?̇?]T (4-7) 
Die Objektposition im Fahrzeugkoordinatensystem wird durch 𝑥 und 𝑦 angeben. Die Objektge-
schwindigkeit durch ?̇? und ?̇?. Die Prädiktion für den Zeitpunkt 𝑘 ergibt sich aus  
 𝒙𝑘 = 𝑭𝒙𝑘−1 + 𝒗𝑘 . (4-8) 
Die Unsicherheiten der Bewegung, also das Modellrauschen, wird mit 𝒗𝑘 eingebracht. Die Zustand-
sübergangsmatrix 𝑭 beschreibt dabei die Zustandsänderung des Objekts. Im Constant Velocity Model 
lautet diese: 
 
𝑭 =  [
1 0 𝑇 0
0 1 0 𝑇
0 0 1 0
0 0 0 1
], (4-9) 
wobei 𝑇 die Zykluszeit ist.88a 
Ein weiteres Beispiel ist das Constant Acceleration Model. Hierbei handelt es sich um ein nicht-
lineares Bewegungsmodell, da Objektbeschleunigungen berücksichtigt werden. Mit dem Zustands-
vektor 𝒙 = [𝑥   𝑦   ?̇?   ?̇?   ?̈?   ?̈?]T, wobei ?̈? und ?̈? die Beschleunigungen darstellen, ergibt sich die Zu-
standsübergangsmatrix nach (4-8) zu:88b 
 
88 Pietzsch, S.: Diss., Sensordatenfusion zur Erfassung komplexer Fahrzeugumgebungen (2015), a: S. 50–51; b: S. 51-52. 
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Ein weiteres Bewegungsmodell ist das nicht-lineare Constant Turn Model, welches die Gierrate des 
Objekts zur Berechnung der Zustandsänderung nutzt. Die Gierrate wird als konstant angenommen. 
Der Zustandsvektor lautet damit 𝒙 = [𝑥   𝑦   ?̇?   ?̇?   ?̇?]T, wobei ?̇? die Gierrate des Objekts darstellt. 
Die Gleichungen zum Zustandsübergang werden an dieser Stelle nicht explizit erwähnt.89 
Alle genannten Bewegungsmodelle beschreiben jeweils eine isolierte Bewegung. Verkehrsteilneh-
mer führen in der Realität allerdings nur selten eine einzige Bewegungsart durch. Aufgrund dessen 
gibt es Ansätze, die mehrere Bewegungsmodelle miteinander vereinen wie das Interacting Multiple-
Model (IMM). Dabei wird der Übergang zwischen den Bewegungsmodellen mit Markow-Ketten ge-
regelt. Die Ergebnisse der einzelnen Bewegungsmodelle werden so gewichtet und zusammengefasst. 
Eine finale Zustandsprädiktion ergibt sich damit aus allen Bewegungsmodellen.90 Kim und Hong 
zeigen die Implementierung eines IMM mit dem Unscented Kalman Filter.91 Neben dem Vorteil der 
realitätsnahen Zustandsprädiktion liegt der Nachteil dieser Methode in der erhöhten Komplexität 
durch die Nutzung von Übergangswahrscheinlichkeiten. 
4.7.2 Filtermethoden 
Obwohl die Bayes-Gleichung aus (4-4) sich rekursiv berechnen lässt, ist sie aufgrund der Integral-
funktion nicht zur Implementierung geeignet. Um dennoch das Ergebnis der Bayes-Gleichung abzu-
schätzen, wurden unterschiedliche Annäherungsverfahren entwickelt, welche nachfolgend vorgestellt 
werden.92 
Kalman Filter 
Eines der Annäherungsverfahren ist das sogenannte Kalman Filter, welches ein weit verbreiteter Fil-
teransatz für Tracking-Probleme ist. Diese Methode wird bei linearen Bewegungen und gaußförmi-
gen Rauschen eingesetzt. Die genutzte Messmatrix des Sensormodells, also der Zusammenhang zwi-
schen Zustandsvektor und Sensordaten, ist ebenfalls linear. Das Kalman Filter nutzt das zuvor defi-
nierte Bewegungsmodell zur Zustandsprädiktion. Mit jedem Zyklus wird ebenfalls die Kovarianz 
jedes einzelnen Zustands aus dem Rauschen des Bewegungsmodells prädiziert und konsekutiv aktu-
alisiert.  
 
89 Schuster, M.: Diss., Multiple Object Tracking using JIPDA (2017), S. 196. 
90 P. Blom, H.: An efficient filter for abruptly changing systems (1984 - 1984). 
91 Kim, Y.-S.; Hong, K.-S.: An IMM algorithm with federated information mode-matched filters for AGV (2007). 
92 Liu, F.: Diss., Objektverfolgung durch Sensordatenfusion (2009), S. 33. 
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Im Korrekturschritt des prädizierten Objektzustands wird aus der jeweiligen Kovarianz und dem Rau-
schen des Sensormodells der sogenannte Kalman Gain ermittelt. Dieser Faktor bestimmt den Einfluss 
der Messdaten auf den prädizierten Objektzustand. Je größer dieser Einfluss ist, desto größer ist der 
Einfluss der Messdaten und die Dynamik des Systems steigt. Sinkt der Faktor, ist das System stabiler 
gegenüber Ausreißer in den Messdaten.93 Ist das genutzte Bewegungs- oder Sensormodell nicht li-
near, ist diese Methode nicht geeignet.  
Um das Problem des Kalman Filters für nicht-lineare Anwendungen zu umgehen, wurden mehrere 
Erweiterungen entwickelt. Die Bekanntesten sind hier das Extended Kalman Filter (EKF), das Un-
scented Kalman Filter (UKF) sowie das Partikel-Filter (PF)  
Extended Kalman Filter  
Das EKF ist eine direkte Erweiterung des Kalman-Filters, da Beide die gleiche Struktur besitzen. 
Zusätzlich wird Rauschen hier ebenfalls als gaußförmig angenommen. Der Einsatz eines EKF bei 
nicht-linearen Problemen wird durch die Linearisierung des Bewegungs- und Sensormodells mithilfe 
einer Taylor-Approximation erster Ordnung ermöglicht. Die Zustandsübergangs- und Messmatrix 
ergeben sich aus den Jacobi-Matrizen der zuvor definierten nicht-linearen Zustandsübergangs- und 
Messfunktion 𝑓(𝑺𝑘−1) und ℎ(𝑺𝑘): 
 
𝑭𝑘 = [
𝜕𝑓(𝑺𝑘−1)
𝜕(𝑺𝑘−1)
]
?̅?𝑘−1|𝑘−1
, 
𝑯𝑘 = [
𝜕ℎ(𝑺𝑘)
𝜕(𝑺𝑘)
]
?̅?𝑘|𝑘−1
 
(4-11) 
?̅?𝑘−1|𝑘−1 bzw. ?̅?𝑘|𝑘−1 stellen die Arbeitspunkte, die Zustandsschätzung des vorherigen Zyklus, der 
Linearisierung dar. Die restlichen Schritte des EKF sind analog zum linearen Kalman-Filter. Das EKF 
eignet sich besonders für Probleme deren Nicht-Linearität nicht hoch ist. Dies muss je nach Problem 
individuell entschieden werden.94  
Unscented Kalman Filter 
Das Unscented Kalman Filter kann ebenfalls für nicht-lineare Probleme verwendet werden. Aller-
dings erfolgt hier keine Linearisierung der Modelle um einen Arbeitspunkt. Die Verteilung der vor-
herigen Zustandsschätzung wird durch Zustandsproben, den sogenannten Sigma-Punkten, approxi-
miert, um eine genauere Prädiktion als das EKF zu erzielen.95  
Die Zahl 𝑁 der benötigten Sigma-Punkte ergibt sich aus der Dimension 𝑛 der Zustände zu  
𝑁 = 2𝑛 + 1. Die Berechnung der Sigma-Punkte erfolgt aus den vorherigen Zustandsschätzungen und 
deren Kovarianzen. Die Punkte werden anschließend gewichtet und durch das nicht-lineare Bewe-
gungsmodell transformiert. Die transformierten Punkte ergeben eine neue abgeschätzte 
 
93 Thrun, S. et al.: Probabilistic robotics (2010), S. 43. 
94 Liu, F.: Diss., Objektverfolgung durch Sensordatenfusion (2009), S. 35–36. 
95 Julier, S. J.; Uhlmann, J. K.: New extension of the Kalman filter to nonlinear systems (1997), S. 186. 
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Zustandsverteilung, aus welcher der prädizierte Zustand ermittelt wird. Das UKF vergleicht mithilfe 
der Messfunktion des Sensormodells die zu erwartenden Messgrößen aus der Zustandsprädiktionen 
mit den tatsächlichen Sensordaten. Hieraus folgt die Korrektur der prädizierten Zustände und deren 
Kovarianzen.96 
Partikel-Filter 
Eine weitere Filtermethode ist das Partikel-Filter (PF). Dieses Verfahren basiert auf der numerischen 
Berechnung, des Integrals aus (4-4). Dabei werden, ähnlich dem UKF, die Approximation durch aus-
gewählte Zustandsproben erreicht, den sogenannten Partikeln. Das PF verarbeitet diese mithilfe der 
Monte-Carlo-Methode. Der Unterschied des PFs zum UKF liegt in der Anzahl und Auswahl der Par-
tikel. Während das UKF nur eine Approximation zweiter Ordnung erzielt, approximiert das PF die 
Nichtlinearität vollständig durch eine sehr große Anzahl von Partikeln. Zusätzlich wird hier beliebig 
geformtes Rauschen angenommen. Daher stellt das PF zwar eine optimale Lösung zur Zustandsschät-
zung dar, erfordert allerdings eine hohe Rechenleistung aufgrund der großen Zahl an Partikeln.97a 
Probability Hypothesis Density Filter 
Erfolgt die Lösung des Tracking-Problems durch den Einsatz von Random Finite Sets, werden Pro-
bability Hypothesis Density Filter verwendet, wie in Kapitel 4.5.4 erstmals erwähnt wurde. Das PHD-
Filter basiert auf der rekursiven Berechnung der Wahrscheinlichkeitsdichten der verfolgten Objekte. 
Die Wahrscheinlichkeiten werden demnach nicht für jeden Zyklus neu berechnet, sondern konsekutiv 
aktualisiert. Das Verfahren stellt damit eine recheneffiziente Methode dar. Allerdings ist diese Me-
thode nur effektiv in Szenarien mit hoher Detektionswahrscheinlichkeit.97b Aufgrund dessen wurde 
das PHD-Filter von Mahler zum Cardinalized-PHD-Filter (CPHD) weiterentwickelt, welches die De-
tektionswahrscheinlichkeit berücksichtigt.98 Erweiterungen des PHD-Filters stellen unter anderem 
Granström et al. als Gaussian-Mixture-PHD-Filter vor. Die Autoren zeigen eine Methode, welche 
nicht das gesamte Set an Messdaten zur Zustandsschätzung nutzt, sondern mit der Betrachtung aus-
gewählter Subsets eine effektive Abschätzung der Zustände erfolgt.99 Eine weitere Abwandlung des 
PHD-Filters liefert Lundquist et al. Hier wird die Umsetzung eines CPHD-Filters als Gamma-Gaus-
sian-Inverse-Wishart-Implementierung gezeigt. Diese Erweiterung erzielt genauere Ergebnisse als 
ein PHD-Filter bezüglich der Objektzahlschätzung und der Trennfähigkeit von nah beieinander lie-
genden Objekten.100 Eine Alternative zum PHD-Filter stellt das Multi-Bernoulli-Verfahren dar. Im-
plementierungen von Beard et al. konnten im Vergleich zum CPHD-Filter genauere Ergebnisse in 
der Abschätzung der Objektzahl erzielen und ermöglichten eine höhere Kontinuität der Objektverfol-
gung.101 
 
96 Wan, E. A.; van der Merwe, R.: The unscented Kalman filter for nonlinear estimation (2000), S. 155. 
97 Schuster, M.: Diss., Multiple Object Tracking using JIPDA (2017), a: S. 12; b: S.19-20. 
98 Mahler, R.: PHD filters of higher order in target number (2007). 
99 Granstrom, K. et al.: Extended Target Tracking using a Gaussian-Mixture PHD Filter (2012). 
100 Lundquist, C. et al.: An Extended CPHD Filter and GGIW Implementation (2013). 
101 Beard, M. et al.: Multiple Extended Target Tracking With Labeled Random Finite Sets (2016). 
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Mit den genannten Verfahren zur Zustandsprädiktion und -innovation wurde eine Übersicht zu den 
geläufigen Filtermethoden gegeben. Da die Messwerte des Sensors und die Größen der Objektzu-
stände im Rahmen dieser Arbeit keinen linearen Zusammenhang haben, wird ein Filter implementiert, 
welcher ein nicht-lineares Sensormodell verarbeitet wie beispielsweise das EKF, UKF oder das Par-
tikel-Filter. Aufgrund der erforderlichen hohen Rechenleistung des PFs wird auf die Umsetzung die-
ser Methode verzichtet. Mit der Zykluszeit des vorliegenden Sensors ist die Nicht-Linearität des Tra-
cking-Problems bezüglich der Objektbewegung relativ gering. Im Extremfall einer hohen relativen 
Objektbeschleunigung in von 𝑎rel,x =  5
m
s2
, beträgt die Differenz in der Positionsschätzung zu einer 
angenommenen konstanten Geschwindigkeit zwischen zwei Zyklen bei ∆𝑥 = 𝑎rel,x ⋅
𝑇2
2
= 0,013 m. 
Aus diesem Grund wird für die Implementierung des Filters ein Extended Kalman Filter gewählt. 
4.8 Zusammenfassung 
Mit den theoretischen Grundlagen und den genannten Verfahren zur Implementierung wurde in die-
sem Kapitel eine umfassende Übersicht über gängige Methoden zum Lösen des Tracking-Problems 
geliefert. Für den zu entwickelnden Algorithmus wird das Global Nearest Neighbor Verfahren für 
den Schritt der Datenassoziation aufgrund seiner geringen Komplexität und hoher Recheneffizienz 
gewählt. Das Track-Management erfolgt auf Basis des m/N-Verfahrens. Zusätzlich erfolgt die Im-
plementierung eines Extended Kalman Filters, um das nicht-lineare Sensormodell umzusetzen. Die 
zu implementierenden Methoden wurden nach den Kriterien der Komplexität, Implementierbarkeit 
innerhalb dieser Arbeit, Recheneffizienz und der erreichbaren Leistungsverbesserung ausgewählt Der 
weitere Verlauf dieser Arbeit erläutert die Schritte in der Entwicklung des Algorithmus bzw. in der 
Implementierung der genannten Methoden und stellt diese anschaulich dar.  
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5 Systemarchitektur 
Im folgenden Kapitel wird die Systemarchitektur des entwickelten Algorithmus dargestellt. Dabei 
werden auf alle benötigten Schritte zur Verarbeitung der Eingangsdaten bis hin zur finalen Objektliste 
und deren Ein- und Ausgabedaten eingegangen.  
 
Abbildung 5-1: Systemarchitektur des entwickelten Algorithmus 
Abbildung 5-1 zeigt die Systemarchitektur des gesamten Tracking-Algorithmus. Die Struktur ist gül-
tig für synthetische sowie reale Eingangsdaten. Deren strukturelle Verarbeitung erfolgt demnach ana-
log. Abgerundete Rechtecke in der Abbildung stellen Daten und deren Variablenname dar. Blöcke 
mit spitzen Ecken sind Funktionen, welche diese Parameter verarbeiten. Auf der linken Seite sind die 
Eingangsdaten abgebildet, während auf der rechten Seite die Ausgangsdaten stehen. Alle Schritte mit 
Ausnahme der Datenvorverarbeitung liegen in einer Programmierschleife (engl.: Loop), welche für 
jeden Zyklus ausgeführt wird. Innerhalb dieser Schleife liegt der Tracking-Algorithmus. Hier erkennt 
man die allgemeine Systemarchitektur, welche in Kapitel 4.3 vorgestellt wurde. Alle konstanten Grö-
ßen, wie z.B. Schwellenwerte, Sensorauflösung oder Filterparameter, sind in ParameterData ge-
speichert. Diese Variable wird durch die entsprechenden Zuweisungen in einer Parameterdatei 
(initParameterData) initiiert. Die gewählten Werte der Parameter sind in Anhang A darge-
stellt. 
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Als Eingangsdaten werden Radarsensordaten sowie die Kinematikdaten des Egofahrzeugs benötigt. 
Die Kinematikdaten werden bei realen Eingangsdaten mit Hilfe einer Hardware im Egofahrzeug er-
fasst, welche unter anderem Positions- und Geschwindigkeitsdaten auf Basis von GPS-Daten und 
Inertialsensoren ermittelt. Für synthetische Daten werden diese Größen direkt aus der Simulations-
software abgegriffen. Benötigt werden die absolute Geschwindigkeit des Egofahrzeugs sowie dessen 
Gierrate. Der Radarsensor liefert als Eingangsgröße die Bin-Daten zur Entfernung, zum Azimutwin-
kel und zur radialen Relativgeschwindigkeit102 der Detektionen sowie die Leistung des empfangenen 
Signals. 
Die Vorverarbeitung (engl.: Preprocessing) der Eingangsdaten liest zum einen die Dateien 
unter dem im Hauptskript angegebenen Ordnerpfad aus und passt zum anderen deren Struktur für die 
weitere Verarbeitung an. Dabei wird anhand des Dateiformats automatisiert erkannt, ob es sich bei 
den Eingangsdaten um Simulations- oder Messdaten handelt, sodass das Preprocessing entsprechend 
abläuft. Ist das Preprocessing abgeschlossen, werden die Rohdaten des Sensors sowie Egokinematik-
daten der gesamten Simulation bzw. Messung ausgegeben. Die Zyklen werden sequentiell in der 
Schleife verarbeitet. Diese Ausgangsdaten sind in der Abbildung als die Variablen SensorDa-
taRaw und EgoData angegeben. 
Die Verarbeitung der Daten erfolgt aufgrund der Berechnung der Dopplergeschwindigkeit aus den 
Bin-Daten nicht für jeden Zyklus separat, sondern mithilfe der Daten von insgesamt fünf Zyklen. 
Diese fünf Zyklen bestehen aus den zwei vorherigen, den zwei kommenden Zyklen sowie dem aktu-
ellen Zyklus. Im Puffer (engl.: Buffer) werden diese Daten zwischengespeichert und für die 
kommende Verarbeitung in der Variable SensorDataHistory an den Algorithmus innerhalb 
der Tracking-Schleife übergeben. Das Ergebnis jeder Tracking-Schleife hat demnach einen Verzug 
von zwei Zyklen, d.h. die Ergebnisse von beispielsweise Zyklus 14 liegen erst in Zyklus 16 vor. Da 
ein Zyklus eine Zeit von 𝑇 = 0,072 s hat, verursacht das Puffern einen Verzug von 2𝑇 = 0,144 s.  
Die nächste Funktion Clutter Filter filtert die Detektionen hinsichtlich ihrer Empfangsleis-
tung. Da diese Größe dem Abstandsgesetz für Strahlenausbreitung unterliegt, wird für die Filterung 
die abstandskompensierte Leistung errechnet und mit einem zuvor definierten Schwellenwert vergli-
chen. Liegt der Leistungswert unter diesem Schwellenwert, wird diese Detektion als Störsignal, Re-
flexion der Straßenoberfläche oder Vegetation am Fahrbahnrand klassifiziert und in der weiteren 
Verarbeitung nicht mehr betrachtet. Die gefilterten Detektionen sind in SensorDataHistory-
Filtered zu finden.  
Anschließend erfolgt im Block Coordinate Transformation and Velocity Calcu-
lation die Koordinatentransformation in kartesische Koordinaten sowie die Errechnung der Dopp-
lergeschwindigkeit. Da die polaren Größen der Entfernung und des Azimutwinkels in Bin-Daten vor-
liegen, werden diese zuerst mit der jeweiligen Auflösung eines Bins multipliziert. Mithilfe des Azi-
mutwinkels und der radialen Entfernung werden nun die Entfernungen in x- und y-Richtung des 
 
102 Radiale Relativgeschwindigkeit und Dopplergeschwindigkeit werden zum Zweck der Ausdruckskürzung innerhalb dieser Arbeit 
synonym verwendet. 
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kartesischen Fahrzeugkoordinatensystems berechnet. Zusätzlich wird die Dopplergeschwindigkeit 
ermittelt. Die kartesischen Koordinaten sowie die errechnete Dopplergeschwindigkeit sind in Sen-
sorDataProcessed gespeichert. 
Das Clustering des Tracking-Algorithmus nutzt die kartesischen Größen aus SensorData-
Processed sowie die Dopplerbins des aktuellen Zyklus aus SensorDataHistoryFiltered. 
Die zusammengefassten Detektionen werden in der Variable ClusterData abgelegt. Ist der durch-
laufene Zyklus nicht der erste bzw. wurden bereits Objekte verfolgt, wird auf Basis dieser Daten, 
welche in TrackData gespeichert sind, in der Funktion Prediction and Data Associa-
tion die Prädiktion durchgeführt. Um die Bewegungen des Egofahrzeuges zwischen dem aktuellen 
und dem letzten Zyklus für die Prädiktion zu berücksichtigen, erfolgt hier eine Eigenbewegungskom-
pensation mithilfe der Daten aus EgoData. Die Funktion ordnet anschließend die Cluster den prä-
dizierten Zuständen zu. Man erkennt hier einen Unterschied zur vorgestellten Systemarchitektur in 
Kapitel 4.3. Im entwickelten Algorithmus sind die Schritte der Prädiktion und der Datenassoziation 
aus Programmiergründen in einer Funktion zusammengefasst, damit die Prädiktion der Zustände 
nicht bereits im vorherigen Zyklus erfolgt und im anschließenden Zyklus der Datenassoziation über-
geben werden muss. Da sich hier nur der Zeitpunkt der Prädiktion, aber nicht die prädizierten Zu-
stände unterscheiden, hat diese Abwandlung keinen Einfluss auf das Tracking-Ergebnis. 
Die Ergebnisse der Datenassoziation werden im Track Management interpretiert und dement-
sprechend die Statusänderungen der Objekte durchgeführt. Die Funktion legt damit fest, welche Ob-
jekte in diesem Zyklus gelöscht werden und damit keine Korrektur des prädizierten Zustands benöti-
gen. In Abhängigkeit des neuen Status erfolgt damit der Korrekturschritt des Filters in der Funktion 
Filtering.  
Die darauffolgende Funktion Track Initiation and Deletion untersucht die Zustände der 
korrigierten Objekte auf Duplikate. Duplikate können durch Mehrfachreflexionen eines Objektes ent-
stehen, welche im Clustering aufgrund des definierten Schwellenwerts nicht zusammengefasst wur-
den, durch den Korrekturschritt im Filter aber ähnlichere Zustände aufweisen. Die Funktion errechnet 
die Differenzen der Geschwindigkeiten und Positionen aller Objekte zueinander und vergleich diese 
mit einem definierten Schwellenwert. Liegen diese unter dem Schwellenwert, werden die zugehöri-
gen Objekte als Duplikate klassifiziert, von denen nur das älteste Objekt behalten wird. Zusätzlich 
erfolgt in dieser Funktion die Initiierung neuer Tracks aus allen Clustern, die keinem Objekt zuge-
wiesen wurden. 
Die finalen Zustände aller Objekte in diesem Zyklus sind in der Variable TrackData gespeichert 
und werden für jeden Zyklus in die Objektliste geschrieben. Nach der Verarbeitung aller Zyklen, liegt 
die finale Objektliste in der Variable ObjectList. Hier stellt jede Spalte einen Zyklus dar, während 
jede Zeile im Verlauf der Mess- oder Simulationsdaten zu genau einem Objekt gehört. 
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Die Objektliste enthält für ein verfolgtes Objekt 
▪ den Status (Initiierungsphase, bestätigte Phase oder Löschphase),  
▪ die Entfernung, jeweils in x- und y-Richtung des Fahrzeugkoordinatensystem, 
▪ die relative Geschwindigkeit, jeweils in x- und y-Richtung des Fahrzeugkoordinatensystem, 
▪ die Dopplergeschwindigkeit, 
▪ den Gierwinkel, 
▪ die geschätzten Breite und Länge sowie 
▪ die Eckpunkte der geschätzten Bounding-Box. 
Unsicherheiten wie die im Kapitel 4.1 erläuterten Zustands-, Existenz- oder Klassenunsicherheit wer-
den in der Objektliste nicht ausgegeben, da diese mit dem implementierten GNN-Verfahren zur Da-
tenassoziation nicht berechnet werden. Zusätzlich zur Objektliste besteht die Möglichkeit, die Visu-
alisierung zu aktivieren, welche für jeden Zyklus die Ergebnisse des Tracking-Algorithmus darstellt. 
Eine beispielhafte Darstellung ist in Anhang B gegeben. 
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6 Implementierung 
Nachfolgend werden die implementierten Methoden einzelner Module des Tracking-Algorithmus ge-
nannt und erläutert. Die Reihenfolge orientiert sich dabei aus der in Kapitel 5 vorgestellten Systemar-
chitektur. Es wird zu Beginn auf die Methode zur Filterung der Detektionen (6.1) eingegangen. An-
schließend erfolgt die Darstellung zur Umrechnung der Bin-Daten in polare und kartesische Koordi-
naten (6.2). Die Erläuterung der implementierten Methoden im Clustering (6.3), in der Datenassozi-
ation (6.4) und das Umsetzen des Track-Management (6.5) sind in den darauffolgenden Abschnitten 
zu finden. Eine umfassende Beschreibung der implementierten Verfahren zur Prädiktion und Filte-
rung (6.6) folgt im Anschluss. Das Kapitel schließt mit der Darstellung der Methode zur Löschung 
von Duplikaten (6.7) ab. 
Die Implementierung des Algorithmus wird in MathWorks MATLAB R2018b erstellt und nutzt ver-
einzelt zur Verfügung gestellte Programmcodes. Diese finden sich wieder 
▪ in der Datenvorverarbeitung: natsortfiles.m103 und readNPY.m104 
▪ im Clustering: Clustering.m105 
▪ im Extenden Kalman Filter: EKFprediction.m und EKFcorrection.m106 
▪ in der Bestimmung der Kovarianzen im EKF: GOSPA.m107 
GOSPA steht hier für Generalized Optimal Sub-Pattern Assignment, welches eine Metrik zur Bewer-
tung von Multi-Object-Tracking-Algorithmen darstellt. Diese Metrik betrachtet neben der Genauig-
keit der Zustandsschätzung der verfolgten Objekte auch die Schätzung der Objektzahl. 
6.1 Filterung der Detektionen 
Zur Filterung der Detektionen von u.a. Störsignalen, Straßenreflexionen oder Reflexionen der Fahr-
bahnrandbepflanzung wird ein Schwellenwert für die empfangene Signalleistung definiert. Das Vor-
gehen zur Ermittlung dieses Wertes ist nachfolgend beschrieben. Das Szenario, welches für die Mess-
daten genutzt wurde, ist in Abbildung 6-1 dargestellt.108 Das Objekt 𝑇t0 stellt das Zielfahrzeug zum 
Startzeitpunkt 𝑡0 dar. Die Anfangspositon liegt bei 𝑟0 = 18 m und 𝛼0 = 0. Dieses Fahrzeug 
beschleunigt von 𝑣rel,t0 = 0 auf etwa. 𝑣rel,t1 = 30
m
s
 und durchfährt dabei den gesamten Sichtbereich 
des Sensors in x-Richtung.  
 
103 Cobeldick, S.: Natural-Order Filename Sort (2019). 
104 Kwik Team: NPY-Matlab (2018). 
105 Stefan Ackermann: Masterthesis, Systematische Untersuchung von Radar Tracking-Algorithmen (2017). 
106 Cao, Y.: Learning the Extended Kalman Filter (2008). 
107 Rahmathullah, A. S. et al.: GOSPA (2018). 
108 Dieses Szenario wurde mit einem BMW i3 ausgeführt. Objekte mit anderer Form reflektieren andere Signalleistungen. Der defi-
nierte Schwellenwert garantiert daher keine effektive Filterung für alle Objektarten. 
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Abbildung 6-1: Szenario zur Messung der Signalleistung 
Mit den erfassten Detektionen werden so die Unterschiede in den Signalleistungen irrelevanter 
Detektionen und Detetkionen von Objekten für den gesamten Entfernungsbereich des Sensors 
ermittelt. Die empfangene Signalleistung ist eine Verstärkungsangabe und wird daher logarithmiert 
und in Dezibel angegeben. Die Größe unterliegt zudem dem Abstandsgesetz und ist damit antipro-
portional zur Entfernung der Detektion. Dieser Effekt ist in Abbildung 6-2 im oberen Diagramm zu 
sehen. Mit steigender Entfernung sinkt die reflektierte Leistung des Objekts. Da das Zielfahrzeug in 
diesem Szenario das einzige dynamische Objekt im Sichtbereich des Sensors war, lassen sich dessen 
Detektionen anhand der Dopplergeschwindigkeit eindeutig von den restlichen Detektionen unter-
scheiden. Auf den ersten Blick bietet sich hier ein Schwellenwert von 𝑃log = −40 dB an, welcher als 
rote Linie im oberen Diagramm eingezeichnet ist. Betrachtet man allerdings die Wertebereiche der 
Signalleistung des Objekts, liegt dieser bei etwa [-50,-10], der Wertebereich der Störsignale bei etwa 
[-75,-40]. Da sich die Wertebereiche überschneiden, lässt für die reine Signalleistung kein effektiver 
Schwellenwert definieren. Die Größe wird daher mit folgender Formel abstandskompensiert 
 𝑃comp,log = 10 log10(𝑃 ⋅ 𝑟
3) (6-1) 
 𝑃comp,log = 𝑃log + 10log10(𝑟
3) (6-2) 
𝑃 𝑖st die reine Signalleistung vor der Logarithmierung, 𝑟 die jeweilige Entfernung der Detektion und 
𝑃comp,log beschreibt die abstandskompensierte Leistung. Mithilfe der Logarithmengesetze lässt sich 
(6-1) umformen zu (6-2), sodass der bereits vorhandene Wert der logarithmischen Signalleistung in 
dB verwendet werden kann. Die so berechnete abstandskompensierte Leistung ist in Abbildung 6-2 
im unteren Diagramm abgebildet.  
𝑇t1EGO
𝑟t1 = 200 m 
𝛼t0 = 0𝑇t0
𝑟t0 = 18 m 
𝛼t1 = 0° 
𝑣rel,t0 = 0 𝑣rel,t1 = 30
m
s
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Abbildung 6-2: Vergleich der abstandskompensierten Signalleistung zur reinen Signalleistung über die Entfernung 
Man erkennt hier im Vergleich zur Signalleistung im oberen Diagramm keinen stetigen Abfall der 
Leistung mit steigender Entfernung, sodass die Überschneidung der genannten Wertebereiche kleiner 
ausfällt. Ein Großteil der abstandskompensierten Signalleistungen der Störsignale liegt unter 
𝑃comp,log = 0. Obwohl einige Werte von Störsignalen über diesem Wert liegen, wird 𝑃comp,log = 0 
als Schwellenwert gewählt, um einen Kompromiss zwischen der Filterung von Störsignalen und der 
Gewährleistung der Verarbeitung von Objektdetektionen zu erreichen. Radarsensordaten, deren ab-
standskompensierte Signalleistung unter 𝑃comp,log = 0 liegt werden damit im weiteren Verlauf der 
Algorithmus nicht mehr betrachtet. 
6.2 Umrechnung der Bin-Daten in radiale und kartesische Koordinaten 
Nachfolgend wird die Umrechnung der aus dem Radarsensor enthaltenen Bin-Daten in radiale und 
kartesische Koordinaten erläutert.  
Entfernungs- und Azimutwinkelbin 
Die Entfernungsberechnung in radiale Koordinaten stellt die simpelste Umrechnung der Bin-Daten 
dar, da zum einen die Bin-Daten keine Mehrdeutigkeiten aufweisen und zum anderen der Wertebe-
reich der Entfernung ausschließlich positiv ist. Um die radiale Entfernung 𝑟 zu berechnen, wird der 
Entfernungsbin 𝑟bin mit der Auflösung der Entfernung ∆𝑟 multipliziert: 
 𝑟 = 𝑟bin ⋅  ∆𝑟 (6-3) 
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Aus dieser radialen Entfernung lassen sich die kartesischen Entfernungen im Fahrzeugkoordinaten-
system ermitteln. Dazu wird der eindeutige Azimutwinkel 𝛼 benötigt, welcher aus der bekannten 
Auflösung ∆𝛼 des Azimutwinkelbins 𝛼bin errechnet wird. Da die nachfolgende Formel die Eindeu-
tigkeit des Azimutwinkels voraussetzt, ist diese nur innerhalb des Eindeutigkeitsintervalls gültig, und 
lautet analog zu (6-3): 
 𝛼 = 𝛼bin ⋅ ∆𝛼 (6-4) 
Die kartesischen Entfernungen 𝑥 und 𝑦 ergeben sich dann aus 
 𝑥 = 𝑟 ⋅ cos(𝛼) (6-5) 
 𝑦 = 𝑟 ⋅ sin(𝛼) (6-6) 
Dopplerbin 
Zur Auflösung der Mehrdeutigkeiten im Dopplerbin stehen mehrere Verfahren wie beispielsweise 
der chinesische Restwertsatz zur Verfügung. Grundsätzlich ist auch hier das Vorgehen 
 ?̇? = ?̇?bin ⋅  ∆?̇?, (6-7) 
bei dem ?̇? die Dopplergeschwindigkeit, ?̇?bin den Dopplerbin und ∆?̇? die Auflösung des Dopplerbins 
darstellen. 
6.3 Clustering 
Das Clustering zur Zusammenfassung von mehreren Detektionen eines Objekts ist in zwei Phasen 
unterteilt und erfolgt auf Basis der Entfernungen im kartesischen Fahrzeugkoordinatensystem und 
den zugehörigen Dopplerbins. Die erste Phase teilt die Detektionen des Zyklus anhand von Ähnlich-
keiten in der Position und der Dopplerbins in Cluster auf. Die zweite Phase ergänzt Geschwindigkei-
ten für Detektionen, denen in der ersten Berechnung der Dopplergeschwindigkeit kein Wert eindeutig 
zugewiesen werden konnte. Diese Ergänzung erfolgt durch den Vergleich der potenziellen Doppler-
geschwindigkeit des Dopplerbins mit bestätigten Geschwindigkeiten der restlichen Detektionen des 
entsprechenden Clusters. Mithilfe dieser Methode wird die Betrachtung von Detektionen, welche an-
sonsten durch die alleinige Berechnung der Geschwindigkeiten verworfen worden wären, ermöglicht. 
Die detaillierte Vorgehensweise beider Methoden ist nachfolgend beschrieben. 
Die erste Phase berechnet für einen Zyklus die euklidischen Distanzen sowie die Unterschiede der 
Dopplerbins aller Detektionen zueinander. Diese Größen liegen in einer symmetrischen Matrix, des-
sen Spalten- bzw. Zeilenzahl sich aus der Zahl der vorliegenden Detektionen ergibt. Die errechneten 
Werte der Matrix werden anschließend mit jeweils definierten Schwellenwerten verglichen. Diese 
sind innerhalb dieser Arbeit für die euklidische Distanz bei 𝑑max = 5 m sowie bei ∆?̇?bin,max = 20 für 
die Differenz der Dopplerbins festgelegt. Liegen die euklidische Distanz und die Differenz der Dopp-
lerbins zweier Detektionen unter diesen Schwellenwerten, werden diese Detektionen als zusammen-
hängend angenommen. Eine anschließende rekursive Funktion gruppiert alle zusammenhängenden 
Detektionen zu einzelnen Clustern. Dabei müssen in einem Cluster nicht alle Detektionen zueinander 
zusammenhängend sein, sondern der Kontakt einer Detektion zu mindestens einer weiteren reicht 
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hier aus. Abbildung 6-3 zeigt ein Beispiel dafür. Die euklidischen Distanzen sind auf den Pfeilen 
zwischen den Detektionen 1 bis 4 in Metern vermerkt. Die Dopplerbins der Detektionen finden sich 
auf der rechten Seite. 
ccccccc 
Abbildung 6-3: Euklidische Distanzen zwischen Detektionen und deren Dopplerbins 
Die erwähnten symmetrischen Matrizen, welche die Entfernung 𝑑 und die Differenzen der Dopp-
lerbins zueinander ∆?̇?bin enthalten, lauten für dieses Beispiel wie folgt: 
 
𝑑 = [
0 2 4 5
2 0 3 8
4 3 0 8
5 8 8 0
] , ∆?̇?bin = [
0 40 20 10
40 0 50 20
20 50 0 30
10 20 30 0
] (6-8) 
Dabei beschreibt der Eintrag in beispielsweise Zeile 2 und Spalte 3 die euklidische Distanz bzw. die 
Differenz der Dopplerbins der Detektionen mit der Nummer 2 und 3. Werden diese beiden Matrizen 
nun mit den Schwellenwerten 𝑑max = 5 m und ∆?̇?bin,max = 20 verglichen, ergeben sich die binären 
Matrizen: 
 
𝑑01 = [
0 1 1 1
1 0 1 0
1 1 0 0
1 0 0 0
] , ∆?̇?bin
01 = [
0 0 1 1
0 0 0 1
1 0 0 0
1 1 0 0
] (6-9) 
Eine 1 bedeutet dabei, dass der Wert der Matrix 𝑑 bzw. ∆?̇?bin an dieser Stelle unter dem jeweiligen 
Schwellenwert liegt. Da beide Bedingungen der euklidischen Distanz und der Differenz der Dopp-
lerbins erfüllt sein müssen, folgt die Verknüpfung der binären Matrizen zu 𝑑01 ∩ ∆?̇?bin
01 : 
 
𝑑01 ∩ ∆?̇?bin
01 = [
0 0 1 1
0 0 0 0
1 0 0 0
1 0 0 0
] (6-10) 
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44 ?̇?bin,1 = 420 
?̇?bin,2 = 390 
?̇?bin,3 = 440 
?̇?bin,4 = 410 
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Aus dieser Matrix lässt sich ableiten, dass die Detektion 1 mit den Detektionen 3 und 4 zusammen-
hängt, während die Detektionen 3 und 4 untereinander nicht zusammenhängend sind. Da der Kontakt 
zu nur einer Detektion in einem Cluster ausreicht, wird das erste Cluster durch die Detektionen 1, 3 
und 4 gebildet., wie in Abbildung 6-4 dargestellt ist Das zweite Cluster besteht nur aus Detektion 2. 
Die erste Phase des Clusterings ist damit abgeschlossen. 
 
Abbildung 6-4: Finale Clusterzuordnung 
Die zweite Phase des Clusterings betrachtet Detektionen, denen keine errechnete Dopplergeschwin-
digkeit zugeordnet werden konnte. Die Methode beruht auf der Annahme, dass mehrere Detektionen 
eines Objekts ähnliche Dopplergeschwindigkeiten besitzen und damit mit dem gleichen Wert für 𝑖hyp 
berechnet werden können. Beispielsweise besitzt Detektion 3 keinen errechneten Dopplerwert für 
den zugehörigen Dopplerbin ?̇?bin,3 = 440. Daher werden die hypothetischen Dopplergeschwindig-
keiten dieser Detektion, also die Geschwindigkeiten aller Hypothesen, mit den eindeutig zugewiese-
nen Geschwindigkeiten der restlichen Detektionen des Clusters verglichen. Liegt die Differenz einer 
der hypothetischen Geschwindigkeit zu den errechneten Geschwindigkeiten unter dem Schwellen-
wert von ∆?̇?max = 2
m
s
,                         G                                      . Die Ge-
schwindigkeiten aller Hypothesen für den Dopplerbin ?̇?bin,3 = 440 und die errechneten Geschwin-
digkeiten ?̇?1     ?̇?4 für die restlichen Detektionen des Clusters lauten wie folgt: 
Tabelle 2: Potenzielle Dopplergeschwindigkeiten der Detektion 3 im Vergleich zu errechneten Dopplergeschwindigkei-
ten der restlichen Detektionen 1 und 4 
Wertebereich Hypothesennummer ?̇? für ?̇?bin,3 = 440    /   ?̇?1  ?̇?4 
positiv 
𝑖hyp = 1 7,22 - - 
𝑖hyp = 2 58,58 60,58 61,58 
negativ 𝑖hyp = 1 -44,13 - - 
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𝑖hyp = 2 -95,49 - - 
𝑖hyp = 3 -146,84 - - 
Hier ist zu erkennen, dass die Geschwindigkeit zur Hypothesennummer 𝑖hyp = 2 aus dem positiven 
Wertebereich die Bedingung zum Schwellenwert ∆?̇?max = 2
m
s
 erfüllt. Damit erfolgt hier die Zuord-
nung der Dopplergeschwindigkeit ?̇?3 = 58,58
m
s
 der Detektion 3. 
Kann einer Detektion mit dieser Methode ebenfalls keine Geschwindigkeit zugeordnet werden, oder 
besteht ein Cluster nur aus Detektionen ohne zuvor errechneten Werten, werden diese verworfen und 
im weiteren Verlauf des Tracking-Algorithmus nicht betrachtet.  
6.4 Datenassoziation 
Der Schritt der Datenassoziation ordnet mit Betrachtung der Positionen und Dopplergeschwindigkei-
ten die gebildeten Cluster den prädizierten Objektzuständen. Die Differenz zwischen diesen Größen 
wird als Innovation bezeichnet.109 Die Referenz der verglichenen Positionen des Clusters und des 
Objekts ist hierbei der geometrische Schwerpunkt der geschätzten Bounding-Box. In Kapitel 6.6.5 ist 
die Methode zur Schätzung einer Bounding-Box um einzelne Detektionen eines Clusters oder eines 
Objekts dargestellt. Der geometrische Schwerpunkt wird zur Datenassoziation dem arithmetischen 
Mittel der einzelnen Detektionspositionen vorgezogen, da die Verteilung der erfassten Detektionen 
um ein Objekt in der Regel nicht gleichförmig ist. Die Berechnung des arithmetischen Mittels liefert 
daher nicht den Mittelpunkt des Objekts. bzw. des Clusters.109  
Innerhalb eines Zyklus werden die Innovationen der Geschwindigkeit 𝐼dop und der Position 𝐼pos für 
jedes Cluster zu allen prädizierten Objektzuständen berechnet. Die Innovationen eines Clusters zu 
einem Objekt ergeben sich dabei aus 
 𝐼pos = (𝑥obj − 𝑥clust)
2
+ (𝑦obj − 𝑦clust)
2
 (6-11) 
 𝐼dop = (?̇?obj − ?̇?clust)
2
, (6-12) 
wobei 𝑥obj und 𝑦obj die Entfernungen des Objekts in x- und y-Richtung des Fahrzeugkoordinaten-
system sind. Analog dazu sind die Entfernungen 𝑥clust und 𝑦clust des Clusters. Die Dopplergeschwin-
digkeiten des Objekts und des Clusters werden jeweils durch ?̇?obj und ?̇?clust beschrieben. Die Zuord-
nung eines Clusters zu einem Objekt erfolgt nun, wenn die jeweiligen Innovationen beide unter den 
zuvor definierten Schwellenwerten von 𝐼pos,max = 9 m
2 und 𝐼dop,max = 9
m2
S2
 liegen und die Summe 
der Innovationen zu diesem Objekt das Minimum aller erreichten Innovationen dieses Clusters ist. 
Liegen die Innovationen eines Clusters also zu mehreren Objekten unter diesen Schwellenwerten, 
wird das Cluster nur mit dem Objekt assoziiert, zu dem die Summe der Innovationen am geringsten 
ist. Mehrfachzuordnungen, wie sie in 4.5 vorgestellt wurden, sind damit ausgeschlossen. Einem 
 
109 Gosala, N. B.; Meng, X.: An RLS-Based Instantaneous Velocity Estimator for Extended Radar Tracking (2020), S. 2. 
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Objekt können allerdings mehrere Cluster zugeordnet werden. Dies ist beispielsweise im Fall von 
langen Objekten erforderlich. Die Definition der Schwellenwerte basiert auf der Arbeit von Gosala 
und Meng, welche die Implementierung eines Tracking-Algorithmus für Echtzeitanwendungen vor-
stellen.110 
6.5 Track-Management 
Das Track-Management des implementierten Algorithmus verwaltet die Status der Objekttracks. Je 
nach Phase kann ein Track vier verschiedene Status besitzen. Die Phasen lauten wie folgt: 
▪ Inaktive Phase (Idle): Unter der jeweiligen Track-ID ist kein Objekt vorhanden. 
▪ Initiierungsphase (Initiation): Ein neues Objekt wurde initiiert. In den folgenden Zyklen wird 
geprüft, ob es sich um ein reales Objekt oder Geisterobjekt handelt. Ein Geisterobjekt entsteht 
beispielsweise durch nicht gefilterte Störsignale oder Straßenreflexionen. 
▪ Bestätigte Phase (Confirmation): Ein zuvor initiiertes Objekt wurde über eine bestimmte Zahl 
von Zyklen erfolgreich verfolgt und befindet sich daher nun in der bestätigten Phase.  
▪ Löschphase (Deletion): Ein bestätigtes Objekt wurde verloren. Erfolgt für dieses Objekt in 
den weiteren Zyklen ebenfalls keine Datenassoziation, wird dieses Objekt gelöscht. 
Der Übergang von der Initiierungs- in die bestätigte Phase erfolgt auf Basis des m/N-Verfahrens, 
welches in Kapitel 4.6 vorgestellt wurde. Dabei gilt ein Objekt als bestätigt, sobald innerhalb von 𝑁 
Zyklen mindestens 𝑚 Datenassoziationen zu diesem Objekt erfolgten. Alle Status und deren Über-
gänge sind in Abbildung 6-5 dargestellt. Dabei stellen die steil dargestellten Parameter die Bedingung 
für diesen Übergang dar, während die kursiv geschriebenen Parameter eine Aktion beschreiben, wie 
zum Beispiel die Hochzählung eines bestimmten Parameters. Die Bedeutung der genutzten Parameter 
in der Abbildung und deren Wertebereiche bzw. Schwellenwerte für Statusübergänge sind in Tabelle 
3 gelistet. Dabei ist der Parameter InitCount der Größe 𝑁 sowie DACount der Größe 𝑚 des m/N-
Verfahren gleichzusetzen. 
Tabelle 3: Genutzte Variablen für Statusübergänge 
 
110 Gosala, N. B.; Meng, X.: An RLS-Based Instantaneous Velocity Estimator for Extended Radar Tracking (2020), S. 3. 
Variable Wertebereich Schwellen-
wert 
Bedeutung 
DA {0,1} - 1 = Erfolgreiche Datenassoziation; 
0 = Keine Datenassoziation mit Cluster 
InitCount {0,1,3,4,5} 5 Zähler für alle Zyklen in der Initiierungs-
phase 
DACount {0,1,2,3} 3 Zähler für Zyklen in der Initiierungsphase 
mit erfolgreicher Datenassoziation 
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Abbildung 6-5: Statusübergänge der Objekttracks 
Aus der Abbildung ist zu erkennen, dass, sobald ein neues Objekt aus einem nicht zugeordneten 
Cluster verfolgt wird, eine nicht belegte Track-ID aus der inaktiven Phase (Idle) in die Initiierungs-
phase übergeht. Die Parameter InitCount und DACount werden innerhalb dieser Phase genutzt, um 
den nächsten Status dieses Objekts zu entscheiden. Erfolgen in den kommenden fünf Zyklen drei 
Datenassoziationen, geht dieses Objekt in die bestätigte Phase über. Wird die Bedingung nicht erfüllt, 
war die Initiierung nicht erfolgreich und die zugehörige Track-ID geht erneut in die inaktive Phase 
über. Einen Sonderfall stellt ein Objekt dar, dessen kartesischen Geschwindigkeiten bei der Initiie-
rung nicht bestimmt waren und daher mit der Zuordnung eines Clusters im darauffolgenden Zyklus 
bestimmt werden müssen. Erfolgt im ersten Zyklus der Initiierungsphase allerdings keine Datenasso-
ziation wird das Objekt direkt verworfen, da die kartesischen Geschwindigkeiten nicht bestimmt wer-
den können, welche für eine zweite Prädiktion benötigt werden. Die Methode der initialen Prädiktion 
ist in Kapitel 6.6.1 erläutert. 
Befindet sich ein Objekt in der bestätigten Phase, bleibt dieses bestehen, solang erfolgreiche Daten-
assoziationen erfolgen. Geschieht dies nicht, geht das Objekt mit der ersten nicht erfolgten Datenas-
soziation in die Löschphase über.  
Die Löschphase nutzt den Parameter MissedDACount. Dieser wird mit jeder konsekutiven nicht er-
folgten Datenassoziation hochgezählt. Können in den nächsten 10 konsekutiven Zyklen diesem Ob-
jekt kein Cluster zugeordnet werden, wird es gelöscht und die Track-ID geht in die inaktive Phase 
über. Erfolgt allerdings eine Datenassoziation, wird das Objekt erneut bestätigt und der Zähler 
MissedDACount zurückgesetzt. Diese neue Bestätigung ist damit unabhängig von den vorherigen 
Status.  
Idle
Deletion
Initiation
Confirmation
New Object
InitCount = 0
DACount = 0
DA = 0 || DA = 1
InitCount < 5
DACount < 3
→ InitCount++
→ DACount ++, only for DA = 1
DA = 1
InitCount <= 5
DACount >= 3
DA = 0 || DA = 1
InitCount >= 5
DACount < 3
DA = 1
DA = 0
→ MissedDACount = 1
DA = 1
DA = 0
MissedDACount < 10
→ MissedDACount++
DA = 0
MissedDACount >= 10
MissedDACount {1, …,10} 10 Zähler für konsekutive Zyklen ohne erfolg-
reiche Datenassoziation 
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6.6 Prädiktion und Filterung 
Für die erste Prädiktion und Filterung eines Objektzustände wird zwischen folgenden Fällen unter-
schieden: 
1. Bei der Initiierung des Objekts ist nur die Dopplergeschwindigkeit bekannt. 
2. Bei der Initiierung des Objekts sind die kartesischen Geschwindigkeiten bekannt.  
Die kartesischen Geschwindigkeiten eines Objektes können bei der Initiierung bekannt sein, sofern 
mehrere Detektionen im entsprechenden Cluster vorhanden sind, welche die Anwendung der Instant-
Velocity-Estimation erlauben. Kapitel 6.6.4.1 erläutert diese Methode. Das detaillierte Vorgehen ist 
an dieser Stelle für die Prädiktion nicht relevant, sodass nachfolgend nur auf die zwei genannten Fälle 
eingegangen wird.  
Für Objekte des ersten Falls erfolgt die initiale Prädiktion und Filterung. Für Objekte des zweiten 
Falls werden die Prädiktion und Filterung mit dem Extended Kalman Filter durchgeführt. Beide Me-
thoden sind jeweils in den nächsten Abschnitten erläutert.  
6.6.1 Initiale Prädiktion und Filterung 
Die Prädiktion eines Objektes, für das nur die Dopplergeschwindigkeit bekannt ist, kann nicht mit 
dem Extended Kalman Filter erfolgen. Dieses benötigt zur Prädiktion der Richtung kartesische Ge-
schwindigkeiten. Da mit der Dopplergeschwindigkeit nur der radiale Anteil der relativen Geschwin-
digkeit bekannt ist, ist in diesem Prädiktionsvorgehen der geschätzte zurückgelegte Weg des Objekts 
mit einer größeren Unsicherheit behaftet als im EKF. Aus diesen Gründen erfolgt mit dieser Methode 
keine Prädiktion auf einen spezifischen Punkt, sondern auf einen definierten Suchbereich in Form 
eines Halbkreises. Mit dem Vorzeichen der Dopplergeschwindigkeit und dem Azimutwinkel lässt 
sich die Richtung des Objekts auf einen Bereich mit einem Öffnungswinkel von 180° begrenzen. In 
Abbildung 6-6 ist für zwei beispielhafte Objekte mit der zur relativen Geschwindigkeit 𝑣𝑖,rel (dem 
Sensor unbekannt) gehörenden Dopplergeschwindigkeit ?̇?𝑖 und dem Azimutwinkel 𝛼𝑖 dieser Suchbe-
reich grau hinterlegt dargestellt. Die Sekante durch den Kreismittelpunkt zur Begrenzung des Halb-
kreises liegt stets orthogonal zur Richtung des Entfernungsvektors, sodass der Schnittwinkel mit der 
y-Achse gleich dem Azimutwinkel ist. Ist die Dopplergeschwindigkeit positiv, entspricht der Such-
bereich der Kreishälfte, welche vom Koordinatenursprung weg zeigt. Bei negativer Dopplerge-
schwindigkeit wird die Kreishälfte genutzt, welche zum Koordinatenursprung zeigt. Der Radius die-
ses Halbkreises und damit die Begrenzung des Suchbereichs ∆𝑟pred orientieren sich an der Doppler-
geschwindigkeit. Da diese, wie in Abbildung 6-6 zu sehen ist, nur den radialen Anteil der relativen 
Geschwindigkeit beschreibt, wird sie mit dem Faktor 2,5 multipliziert, und ergibt sich aus 
 ∆𝑟𝑖,pred = 2,5|?̇?| ⋅ 𝑇. (6-13) 
𝑇 ist die Zykluszeit, sodass ∆𝑟pred die geschätzte zurückgelegte Entfernung zwischen zwei konseku-
tiven Zyklen angibt. 
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Abbildung 6-6: Resultierender Suchbereich der initialen Prädiktion 
Dieser Suchbereich wird zur Datenassoziation genutzt. Liegt ein Cluster innerhalb dieses Suchbe-
reichs, wird sie dem entsprechenden Objekt zugeordnet.  
Die Filterung dieser Zuordnung nach einer initialen Prädiktion erfolgt ebenfalls abweichend vom 
EKF. Da keine spezifische Prädiktion erfolgte, kann diese nicht korrigiert werden, wie es beim EKF 
der Fall ist. Daher wird die Position des zugeordneten Clusters ohne Korrektur als Objektzustand 
angenommen. Besitzt dieses Cluster bereits die kartesischen Geschwindigkeiten, werden diese eben-
falls als Objektzustand übernommen. Sind die kartesischen Geschwindigkeiten allerdings nicht be-
kannt, erfolgt an dieser Stelle deren Bestimmung unter Betrachtung des initialen Objektzustands und 
des zugeordneten Clusters, wie in Kapitel 6.6.4 beschrieben wird. Die nun errechneten Geschwindig-
keiten werden dem aktuellen Objektzustand hinzugefügt. Daraus lässt sich schließen, dass die initiale 
Prädiktion maximal einmal vorgenommen wird. Alle weiteren Prädiktionen dieses Objekts erfolgen 
mit dem EKF. 
6.6.2 Prädiktion und Filterung mit dem Extended-Kalman-Filter 
Das Extended Kalman Filter führt die Prädiktion und Filterung eines Objekts, dessen kartesischen 
Geschwindigkeiten bekannt sind, durch. Dieser nutzt zur Prädiktion die sogenannte Zustandsüber-
gangsfunktion 𝑓(𝑺). Innerhalb dieser Arbeit wird das Constant Velocity Model als Bewegungsmodell 
genutzt. Untersuchungen im Verlauf der Arbeit zum Constant Turn Rate Model haben ergeben, dass 
die Unsicherheiten aus der Schätzung der kartesischen Geschwindigkeit und der Gierrate mit jedem 
Zyklus einer Objektverfolgung wachsen, sodass das Constant Velocity Model hier stabilere Ergeb-
nisse liefert. Die Besonderheit des EKFs ist, dass nicht nur der Objektzustand 𝑺𝑘 prädiziert wird, 
sondern auch dessen Kovarianzmatrix 𝑷𝑘. Der Zustandsvektor 𝑺𝑘 besteht aus den Positionen 𝑥 und 
𝑦 sowie aus den Geschwindigkeiten 𝑣x und 𝑣y des Objekts im kartesischen Fahrzeugkoordinatensys-
tem und lautet: 
𝑦
𝑥
𝛼1
?̇?1
∆𝑟1, red
𝑣1,rel
𝛼2
∆𝑟2, red
?̇?2
𝑣2,rel
𝛼1
?̇?1  0 ?̇?2 < 0
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𝑺𝑘 = [
𝑥
𝑦
𝑣rel,x
𝑣rel,y
], (6-14) 
Die Prädiktion der Zustandskovarianz basiert auf der Prozesskovarianz 𝑸,die das Rauschen des Be-
wegungsmodells beschreibt, und der Linearisierung der Zustandsübergangsfunktion. Die Linearisie-
rung erfolgt durch die Jacobi-Matrix 𝑱f von 𝑓(𝑆𝑘), sodass die Prädiktionsschritte für den Zyklus 𝑘 
lauten: 
 𝑺𝑘 = 𝑓(𝑺𝑘−1), (6-15) 
 𝑷𝑘 = 𝑱f 𝑷𝑘−1 𝑱f
𝑇 + 𝑸,  (6-16) 
Die Zustandsübergangsfunktion 𝑓(𝑆) des Constant Velocity Model lautet dabei: 
 
𝑓(𝑺) = [
𝑥 + 𝑣rel,𝑥 ⋅ 𝑇
𝑦 + 𝑣rel,y ⋅ 𝑇 
𝑣rel,x
𝑣rel,y
]  (6-17) 
Nach einer erfolgten Datenassoziation mit den prädizierten Größen, wie sie in Kapitel 6.4 beschrieben 
ist, folgt deren Korrektur. Dazu wird für jeden Zyklus der sogenannte Kalman Gain berechnet, wel-
cher sich aus der Zustandskovarianz 𝑷𝑘, der Messkovarianz 𝑹 und der linearisierten Messfunktion 
ℎ(𝑺) ergibt. Die Linearisierung erfolgt hier ebenfalls durch die Jacobi-Matrix 𝑱h von ℎ(𝑺𝑘). Die Be-
rechnugn des Kalman Gains 𝑲𝑘 für den Zyklus 𝑘 lautet wie folgt: 
 𝑲𝑘 = 𝑷𝑘 𝑱ℎ 
𝑇 (𝑱ℎ 𝑷𝑘 𝑱ℎ
𝑇 + 𝑹)−1 (6-18) 
Der prädizierte Objektzustand 𝑆𝑘 und die Zustandskovarianz 𝑷𝑘 werden korrigiert mit: 
 𝑺𝑘 = 𝑺𝑘 +𝑲𝑘(𝒚𝑘 − ℎ(𝑺𝑘)) (6-19) 
 𝑷𝑘 = (𝑬 − 𝑲𝑘 𝑱h)𝑷𝑘 (6-20) 
𝒚𝑘 beschreibt dabei den Messvektor des zugeordneten Messwerts aus der erfolgten Datenassozia-
tion.111 Der Messvektor beinhaltet die Ausgangsgrößen des Radarsensors und lautet 
 
𝒚𝑘 = [
𝑟
𝛼
?̇?
], (6-21) 
wobei 𝑟 die radiale Entfernung, 𝛼 den Azimutwinkel und ?̇? die Dopplergeschwindigkeit beschreiben. 
Der Term 𝑦𝑘 − ℎ(𝑆𝑘) in (6-19) berechnet die Differenz der Prädiktion zum Messwert. Dazu muss die 
Prädiktion mithilfe eines Vektors ausgedrückt werden, welcher analog zum Messwert ist. Dazu wird 
die Messfunktion 𝒉(𝑆) genutzt, welche lautet: 
 
111 Challa, S. et al.: Fundamentals of Object Tracking (2011), S. 36. 
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ℎ(𝑺) =
[
 
 
 
 
 √𝑥
2 + 𝑦2
arctan (
𝑦
𝑥
)
√𝑣rel,x
2 + 𝑣rel,y
2 ⋅ cos (arctan (
𝑦
𝑥
) − arctan 2(𝑣rel,y, 𝑣rel,x))]
 
 
 
 
 
= [
𝑟
𝛼
?̇?
] (6-22) 
Dabei entspricht arctan 2(𝑣rel,y, 𝑣rel,x) dem Gierwinkel des Objekts, da mit der Differenz des Gier- 
und Azimutwinkels die trigonometrische Beziehung zwischen der Relativ- und der Dopplergeschwin-
digkeit hergestellt wird. Diese Beziehung ist im folgenden Kapitel in Abbildung 6-8 verdeutlicht. 
In der Gleichung (6-18) ist zu erkennen, dass 𝑲 proportional zur Zustandskovarianz 𝑷 und antipro-
portional zur Messkovarianz 𝑹 ist. Das bedeutet, dass der Kalman Gain mit steigender Unsicherheit 
des Zustandes 𝑷 wächst, sodass im Korrekturschritt die Differenz zwischen Prädiktion und zugeord-
netem Messwert einen höheren Einfluss hat. Der zugeordnete Messwert wird damit höher gewichtet 
als die Prädiktion. Der umgekehrte Fall tritt ein bei einer hohen Messkovarianz 𝑹, also einem hohen 
Sensorrauschen, sodass die Prädiktion höher gewichtet ist. Die korrigierte Größe 𝑺𝑘 aus (6-19) ist 
damit der Objektzustand für den aktuellen Zyklus 𝑘 und wird im kommenden Zyklus erneut prädiziert 
und zur Datenassoziation genutzt.  
Die Prozesskovarianzmatrix 𝑸 beschreibt, wie bereits erwähnt, die Unsicherheiten im Bewegungs-
modell, d.h. 𝑸 gibt an, welche Sprünge in der Bewegung eines Modells zwischen zwei Zyklen auf-
treten können. Diese werden durch Beschleunigungen oder andere Störgrößen, wie z.B. Seitenwind, 
verursacht. Die Prozesskovarianz ergibt sich damit aus einer möglichen Störgröße 𝜎𝑎
2 und der Zyk-
luszeit 𝑇 zu: 113  
 
𝑸 = 𝜎𝑎
2 ⋅
[
 
 
 
 
 
 
 
 
𝑇4
4
0
𝑇3
2
0
0
𝑇4
4
0
𝑇3
2
𝑇3
2
0 𝑇2 0
0
𝑇3
2
0 𝑇2]
 
 
 
 
 
 
 
 
 (6-23) 
Die Messkovarianz 𝑹 beschreibt das Sensorrauschen und wird in Abhängigkeit der Sensorgenauig-
keiten 𝜎𝑟 , 𝜎𝛼 und 𝜎?̇? gewählt.
112,113 
 
𝑹 =  [
𝑘𝑟 ⋅ 𝜎𝑟
2 0 0
0 𝑘𝛼 ⋅ 𝜎𝛼
2 0
0 0 𝑘?̇? ⋅ 𝜎?̇?
2
] (6-24) 
Die Faktoren 𝑘𝑟, 𝑘𝛼 und 𝑘?̇? der Messkovarianz sowie die Größe 𝜎𝑎 der Prozesskovarianz wurden 
innerhalb dieser Arbeit mit der Auswertung von jeweils 417 unterschiedlichen 
 
112 Diese sind im Datenblatt des genutzten Sensors für jeden Messwert vorzufinden.  
113 Balzer, P.: Das Kalman-Filter (2016). 
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Parameterkombinationen für fünf verschiedene Szenarien bestimmt. Die Szenarien umfassten Ab-
läufe mit konstanten Geschwindigkeiten und beschleunigten Bewegungen sowie Gierbewegungen 
der Objekte. Die Auswertung erfolgte mit der GOSPA-Metrik für Tracking-Algorithmen. Diese Met-
rik bewertet ein Tracking-Ergebnis hinsichtlich der Genauigkeit der Positions- und Geschwindig-
keitsschätzung und der geschätzten Zahl von Objekten zu jedem Zyklus.114 Die Wertebereiche der zu 
definierenden Größen wurden mithilfe von stichprobenartiger Auswertung auf zehn diskrete Werte 
beschränkt, welche in Tabelle 4 zu finden sind. Daraus wurde nicht jede Parameterkombination ge-
testet, da die Zahl aller möglichen Variationen aus den Wertenbereichen bei 104 pro Szenario liegt 
und damit den zeitlichen Rahmen dieser Arbeit übersteigt. Die Kombinationen wurden stattdessen so 
beschränkt, dass nur ein Parameter innerhalb seines Wertebereichs variiert wird, während die restli-
chen Größen einen festen Wert behalten. Dieser feste Wert ist einmal der Niedrigste und einmal der 
Höchste des jeweiligen Wertebereichs. Ausnahme ist die Größe 𝜎𝑎, welche für jede Variation eben-
falls vollständig durchvariiert wurde, da die gesamte Prozesskovarianzmatrix auf dieser einen Größe 
basiert und damit eine Variation einen nicht vernachlässigbaren Einfluss auf das EKF hat. Die Ergeb-
nisse der 417 Parametervariationen pro Szenario wurden so zusammengefasst, dass die Kombination 
mit dem insgesamt besten Ergebnis identifiziert wurde. Diese finalen Werte der Parameter sind eben-
falls in der nachfolgenden Tabelle zu finden. Eingesetzt in 𝑸 und 𝑹 aus (6-23) und (6-24) ergeben 
sie die endgültige Form der Prozesskovarianz- und Messkovarianzmatrix des genutzten Extended 
Kalman Filters. 
  
 
114 Rahmathullah, A. S. et al.: Generalized optimal sub-pattern assignment metric (2017). 
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Tabelle 4: Gewählte Wertebereiche und finale Werte der Parameter des EKF 
Parameter Wertebereich Finaler Wert nach Auswertung 
𝜎𝑎 {1, 2, 3, 4, 5} 2 
𝑘𝑟 {1, 2, 3, 4, 5, 6, 7, 9, 10} 1 
𝑘𝛼 {1, 2, 3, 4, 5, 6, 7, 9, 10} 1 
𝑘?̇? {1,10,50,100,200,300,500,700,800,1000}⋅ 1000 
6.6.3 Eigenbewegungskompensation 
Da das Egofahrzeug in der Regel ebenfalls in Bewegung ist, berücksichtigt eine Eigenbewegungs-
kompensation der prädizierten Objektzustände die Kinematik des Egofahrzeugs zwischen zwei 
Messzyklen. Die Eigenbewegungskompensation erfolgt durch eine einfache Koordinatentransforma-
tion der prädizierten Werte, sodass das Fahrzeugkoordinatensystem vom Zeitpunkt 𝑘 − 1 in das ak-
tuelle Fahrzeugkoordinatensystem zum Zeitpunkt 𝑘 transformiert wird. Die zugehörige Transforma-
tion ergibt sich lediglich aus einer Rotation. Eine Translation ist nicht notwendig, da die Geschwin-
digkeiten der Objekte bereits als Relativgeschwindigkeiten angegeben werden. Die Transformations-
matrix lautet mit der Gierrate ?̇?𝑒𝑔𝑜 des Egofahrzeugs: 
 
𝑇rot
k|k−1
=
[
 
 
 
 
 
 cos (?̇?𝑒𝑔𝑜 ⋅ 𝑇) sin (?̇?𝑒𝑔𝑜 ⋅ 𝑇) 0 0
−sin (?̇?𝑒𝑔𝑜 ⋅ 𝑇) cos (?̇?𝑒𝑔𝑜 ⋅ 𝑇) 0 0
0 0 cos (?̇?𝑒𝑔𝑜 ⋅ 𝑇) sin (?̇?𝑒𝑔𝑜 ⋅ 𝑇)
0 0 − sin (?̇?𝑒𝑔𝑜 ⋅ 𝑇) cos (?̇?𝑒𝑔𝑜 ⋅ 𝑇)]
 
 
 
 
 
 
 (6-25) 
?̇?𝑒𝑔𝑜 ⋅ 𝑇 beschreibt mit der Zykluszeit 𝑇 die Rotation des Egofahrzeuges zwischen den konsekutiven Zyklen 
𝑘 − 1 und 𝑘. Die eigenbewegungskompensierten Prädiktionen ergeben sich damit aus: 
 𝑺𝑘
k = 𝑻rot
k|k−1
 𝑺𝑘
k−1 (6-26) 
𝑺𝑘
k und 𝑺𝑘
k−1 beschreiben dabei beide die gleiche Prädiktion, jedoch ausgedrückt in unterschiedlichen Koor-
dinatensystemen. 
6.6.4 Schätzung der kartesischen Geschwindigkeiten 
Die Schätzung der kartesischen Geschwindigkeiten und damit des Gierwinkels ist Bestandteil der 
Filterung der Objektzustände. Dazu sind im Tracking-Algorithmus zwei unterschiedliche Methoden 
implementiert, welche nachfolgend erläutert werden. Im Anschluss daran werden die Kriterien zur 
Methodenwahl dargestellt. 
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6.6.4.1 Methode 1: Instantaneous Velocity Estimation 
Die erste Methode des Instantaenous Velocity Estimation (IVE) basiert auf der Annahme, dass alle 
Detektionen desselben Objekts mit ihrer jeweiligen Dopplergeschwindigkeit den radialen Anteil der 
gleichen relativen Geschwindigkeit angeben.115 Dieser radiale Anteil variiert je nach Azimutwinkel 
der Detektion. Damit lässt sich die Dopplergeschwindigkeit ?̇? als Ausdruck der kartesischen Kompo-
nenten 𝑣rel,x, 𝑣rel,y und des Azimutwinkel 𝛼 formulieren: 
 ?̇? = 𝑣rel,x ⋅ cos(𝛼) + 𝑣rel,y ⋅ sin(𝛼) (6-27) 
Diese Beziehung ist in Abbildung 6-7 dargestellt. Darin ist die relative Geschwindigkeit 𝑣rel einer 
Detektion mit dem Azimutwinkel 𝛼 aufgeteilt in seine Komponenten 𝑣rel,x und  𝑣rel,y. Die Anteile  
𝑣rel,x ⋅ cos(𝛼) und 𝑣rel,y ⋅ sin(𝛼) sind in ?̇? farbig hinterlegt und zeigen damit den Zusammenhang 
dieser Größen. Da 𝑣rel,x und 𝑣rel,y in der Gleichung (6-27) zwei Unbekannte sind, lässt sich diese 
nicht einfach lösen, sodass ein lineares Gleichungssystem mit mindestens zwei Gleichungen aufge-
stellt wird, welches die kartesischen Geschwindigkeiten liefert. Je Detektion ergibt sich eine Glei-
chung, sodass für 𝑛 Detektionen gilt:116 
 ?̇?1 = 𝑣rel,x ⋅ cos(𝛼1) + 𝑣rel,y ⋅ sin(𝛼1) 
?̇?2 = 𝑣rel,x ⋅ cos(𝛼2) + 𝑣rel,y ⋅ sin(𝛼2) 
… 
?̇?𝑛 = 𝑣rel,x ⋅ cos(𝛼𝑛) + 𝑣rel,y ⋅ sin(𝛼𝑛) 
(6-28) 
 
Abbildung 6-7: Darstellung der Beziehung zwischen Dopplergeschwindigkeit und den kartesischen Komponenten der 
relativen Geschwindigkeit 
 
115 Da kein hochauflösender Radarsensor genutzt wird, können minimale Abweichungen zwischen den relativen Geschwindigkeiten 
der Detektionen vernachlässigt werden. 
116 Gosala, N. B.; Meng, X.: An RLS-Based Instantaneous Velocity Estimator for Extended Radar Tracking (2020), S. 3–4. 
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Das in (6-28) beschriebene Gleichungssystem findet nicht nur in der Filterung Verwendung, sondern 
auch in der Bestimmung der kartesischen Geschwindigkeiten von Clustern vor der Datenassoziation. 
Sind im Cluster mehr als eine Detektion vorhanden, wird geprüft, ob diese Methode für dieses Cluster 
anwendbar ist. Zum einen wird der Rang des aufgestellten Gleichungssystem geprüft, welcher min-
destens 2 betragen muss. Zum anderen wird der Einfluss der Abweichungen in der relativen Ge-
schwindigkeit der Detektionen betrachtet. Sind die Abweichungen zu hoch, versagt die Methode und 
liefert fehlerhafte Ergebnisse. Die Identifikation des Einflusses erfolgt durch eine paarweise Prüfung 
der Detektionen. Das Gleichungssystem wird auf alle Paarkombinationen angewendet, sodass an-
schließend die Ergebnisse der kartesischen Geschwindigkeiten untereinander verglichen werden. Fin-
den sich hier Ausreißer, versagt die Methode und wird nicht auf das Cluster angewendet. Die karte-
sischen Geschwindigkeiten bleiben unbestimmt.  
In der Filterung der Objektzustände findet die Bestimmung der kartesischen Geschwindigkeiten des 
zugeordneten Clusters statt, sofern diese nicht, wie oben beschrieben, bereits bestimmt werden konn-
ten. Nach einer erfolgten Datenassoziation stehen mehr Informationen zur Verfügung, sodass die eine 
Detektion des zugeordneten Clusters durch den vorhandenen Objektzustand ergänzt wird. Die Infor-
mationen des vorherigen Zyklus werden damit mit den Detektionen des aktuellen Zyklus verknüpft. 
Um den Objektzustand in (6-28) zu integrieren, wird dieser zunächst mithilfe der Messfunktion 𝒉(𝑆) 
als Messwert abgebildet, sodass der Azimutwinkel und die Dopplergeschwindigkeit bekannt werden. 
Aus diesen Größen und denen des Clusters wird das Gleichungssystem aus (6-28) aufgesetzt und 
nach 𝑣x und  𝑣y aufgelöst, sofern der Rang des Gleichungssystem gleich 2 ist.  
Vorteil dieser Methode ist die Unabhängigkeit der Detektionen von einem Referenzpunkt am Objekt. 
Allerdings treten bei kleineren Abweichungen hohe Fehler in der Berechnung auf, sodass als Alter-
native die folgende Methode genutzt wird. 
6.6.4.2 Methode 2: Gierwinkelschätzung aus Positionsänderung 
Die zweite Methode zur Bestimmung der kartesischen Geschwindigkeiten basiert auf der Schätzung 
des Gierwinkels anhand der Positionsänderung zwischen dem zugeordneten Cluster des aktuellen 
Zyklus und dem Objektzustand des vorherigen Zyklus. Dazu werden die Mittelpunkte beider 
Bounding-Boxen als Referenz genutzt. Wie die Bounding-Boxen geschätzt werden, ist in Kapitel 
6.6.5 erläutert. Der Gierwinkel ist dabei der Winkel zwischen der x-Achse des Fahrzeugkoordinaten-
system und dem Vektor der euklidischen Distanz, welcher die Positionsänderung angibt. Im Gegen-
satz zur Instantaneous Velocity Estimation ist diese Methode nicht unabhängig von einem Referenz-
punkt am Objekt. Da dieser aber nicht für alle Detektionen übereinstimmt, entstehen so Ungenauig-
keiten in den Ergebnissen dieser Methode.  
Ein Beispiel ist in Abbildung 6-8 dargestellt. Zu sehen sind nummerierte Markierungen (1 und 2) für 
die Objektposition (𝑥t0|𝑦t0) zum Zeitpunkt 𝑡0 und für die Bounding-Box-Position (𝑥t1|𝑦t1) des Clus-
ters zum Zeitpunkt 𝑡1. Der Gierwinkel ist mit jeweils 𝜑𝑖 eingezeichnet. 
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Abbildung 6-8: Gierwinkel 𝜑 aus Positionsänderung 
Der Gierwinkel 𝜑1 ergibt sich dann aus: 
 𝜑1 = arctan2((𝑦𝑡1 − 𝑦𝑡0), (𝑥𝑡1 − 𝑥𝑡0)) (6-29) 
Daraus lässt sich mithilfe der Dopplergeschwindigkeit ?̇?𝑡1 und des Azimutwinkels 𝛼1 die kartesischen 
Geschwindigkeiten 𝑣1,x und  𝑣1,y ermitteln: 
 
𝑣1,rel = 
?̇?𝑡1
cos(𝜑1 − 𝛼1)
 (6-30) 
 𝑣1,rel,𝑥 = 𝑣1,rel ⋅ cos(𝜑1) (6-31) 
 𝑣1,rel,𝑦 = 𝑣1,rel ⋅ sin(𝜑1) (6-32) 
Setzt man (6-30) in jeweils (6-31) und (6-32) ein, folgen die finalen Formeln zu den kartesischen 
Geschwindigkeiten: 
 
𝑣1,rel,𝑥 = ?̇?𝑡1 ⋅
cos(𝜑1)
cos(𝜑1 − 𝛼1)
 (6-33) 
 
𝑣1,rel,𝑦 = ?̇?𝑡1 ⋅
sin(𝜑1)
cos(𝜑1 − 𝛼1)
 (6-34) 
Diese Geschwindigkeiten werden dem Cluster zugordnet und als Objektzustand übernommen. 
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6.6.4.3 Kriterien zur Methodenwahl 
Die Wahl der Methode zur Berechnung der kartesischen Geschwindigkeiten basiert auf zwei Punkten, 
welche im Ablaufdiagramm in Abbildung 6-9 dargestellt sind. An erster Stelle wird geprüft, ob die 
Methode Instantaneous Velocity Estimation auf die Zusammensetzung der Detektionen anwendbar 
ist. Dazu wurde die Prüfweise in 6.6.4.1 erläutert. Ist diese nicht anwendbar, erfolgt die Anwendung 
der zweiten Methode der Gierwinkelschätzung anhand der Positionsänderung. Sind allerdings beide 
Methoden akzeptabel, werden beide Methoden auf die Detektionen angewandt und das Ergebnis mit 
dem kleineren Wert für 𝑣𝑦 gewählt. Da durch das Verknüpfen zweier Zeitpunkte beide Methoden 
fehleranfällig sind, insbesondere in der Berechnung der y-Komponente der kartesischen Geschwin-
digkeiten, wird hier das Wertepaar genutzt, welches durch einen niedrigeren Wert für 𝑣y plausibler 
scheint. Fehler in der Berechnung der Geschwindigkeiten sind hier allerdings dennoch nicht auszu-
schließen. 
 
Abbildung 6-9: Ablaufdiagramm zur Wahl der Berechnungsmethode 
6.6.5 Schätzung der Bounding-Box 
Die Position eines Objekts oder Clusters ist der Mittelpunkt der Bounding-Box, welche um die ent-
sprechenden Detektionen gelegt wird. Zum einen sollen Bounding-Box Informationen über die Di-
mensionen des detektierten Objekts liefern und zum anderen die Position des Objekts näher spezifi-
zieren. Dabei wird je nach Konstellation der Detektionen unterschiedlich vorgegangen. Bei Konstel-
lationen aus nur einer Detektion gibt es keinerlei Anhaltspunkte über die Objektdimensionen. Daher 
wird innerhalb dieser Arbeit eine Mindestgröße der Objekte angenommen, welche bei einer Breite 
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von 180 cm und einer Länge von 430 cm liegt.117 Objekte wie Fußgänger oder Zweiradfahrer werden 
damit überdimensioniert. Allerdings ist hinsichtlich einer allgemeinen Einschätzung er Fahrsituation 
eine Überdimensionierung der Verkehrsteilnehmer einer Unterdimensionierung vorzuziehen, um die 
Kollisionsgefahr zu veringern. Diese Mindestmaße werden an der einen vorhandenen Detektion so 
angelegt, dass diese in der Fahrzeuglängsachse sitzt und mit dem Fahrzeugheck abschließt, wie es in 
der Abbildung 6-10 am mittleren Objekt zu sehen ist.  
 
Abbildung 6-10: Beispielhafte Schätzung der Bounding-Box 
Sind mehrere Detektionen vorhanden, wird geprüft, ob die Distanzen in x- und y-Richtung durch die 
Verteilung der Detektionen die genannten Mindestmaße erreicht. Ist dies in beide Richtungen der 
Fall, legt die Methode eine Bounding-Box so um die Detektionen, dass alle von dieser umschlossen 
werden. Erreicht die Verteilung der Detektionen nur die Mindestbreite, nicht aber die Mindestlänge, 
wird eine Bounding-Box mit der erfassten Objektbreite und der definierten Mindestlänge um die De-
tektionen gelegt. Die dem Egofahrzeug nächste Detektion schließt dabei mit dem Fahrzeugheck ab.  
Erreicht die Verteilung der Detektionen nicht die definierte Mindestbreite, folgt die Prüfung des la-
teralen Wertebereichs der Detektionen. Liegen alle Detektionen im positiven y-Bereich, wird die De-
tektion mit dem kleinsten y-Wort als rechte Außenkante der Bounding-Box angenommen. Dieses 
Beispiel ist in der Abbildung auf der linken Seite zu sehen. Befinden sich alle Detektionen wiederum 
im negativen y-Bereich, wird die Detektion mit dem größten y-Wert, die also dem Egofahrzeug am 
nächsten ist, als linke Außenkante der Bounding Box angenommen. Befinden sich die Detektionen 
sowohl im positiven und als auch negativen y-Bereich, wird mithilfe des Mittelwerts aller y-Punkte 
die Verteilung der Detektionen ermittelt. Befindet sich nun die Detektionen mit dem maximalen y-
Wert näher am Mittelwert als die Detektion mit dem minimalen y-Wert, wird der maximale y-Wert 
 
117 Diese Maße orientieren sich an einem Kompaktklassewagen. 
𝑦
𝑥
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als linke Außenkante der Bounding-Box angenommen. Liegt die Detektion mit dem minimalen y-
Wert näher am Mittelwert, wird dieser als rechte Außenkante der Bounding-Box angenommen. Die-
ses Beispiel wird in der Abbildung am rechten Objekt gezeigt. 
Die Mittelpunkte der geschätzten Bounding-Boxen für Cluster und Objekte, werden jeweils als Re-
ferenzpunkt zur Datenassoziation, zur Schätzung des Gierwinkels sowie zur Löschung von Duplika-
ten genutzt  
6.7 Löschung von Duplikaten 
Die Klassifikation mehrerer Objekte als Duplikate erfolgt, sobald ihre Positionen weniger als 
∆𝑑 = 2 m voneinander entfernt sind sowie ihre relativen kartesischen Geschwindigkeiten sich um 
weniger als ∆𝑣rel,x = 2 
m
s
 und ∆𝑣rel,y = 2 
m
s
 voneinander unterscheiden. Finden sich innerhalb eines 
Zyklus Duplikate, wird davon ausgegangen, dass diese das gleiche Objekt verfolgen, sodass die Ob-
jekte mit der kürzeren Lebenszeit gelöscht werden.  
6.8 Zusammenfassung 
Dieses Kapitel beschreibt umfassend die implementierten Methoden des Tracking-Algorithmus. 
Dazu wurde zu Beginn das Verfahren zur Filterung der Detektionen mithilfe der abstandskompen-
sierten Signalleistung vorgestellt. So werden Detektionen, denen keine Relevanz zugeschrieben wird, 
für den weiteren Verlauf im Tracking-Algorithmus vernachlässigt. Anschließend folgte die Umrech-
nung der Bin-Daten der gefilterten Detektionen in polare und kartesische Koordinaten. Dazu wurden 
die einzelnen Umrechnungsverfahren für die Entfernung, den Azimutwinkel und insbesondere für die 
Dopplergeschwindigkeit aufgezeigt. Während die Umrechnung der Entfernung und des Azimutwin-
kel als simpel einzustufen sind, stellt die Berechnung der Dopplergeschwindigkeit aufgrund der 
Mehrdeutigkeiten der Fouriertransformation ein komplexeres Verfahren dar. Da der Tracking-Algo-
rithmus hier auf die Werte der kommenden Zyklen zurückgreift, erzeugt das implementierte Berech-
nungsverfahren einen Verzug von zwei Zyklen. 
Des Weiteren folgte in diesem Kapitel die Erläuterung der Clustering-Methode, welche in zwei Pha-
sen geteilt ist. Dieses basiert nicht auf bereits errechneten Dopplergeschwindigkeiten, sondern be-
rücksichtigt die Dopplerbins. Daher können an dieser Stelle nach erfolgter Zusammenfassung Lücken 
aus der Berechnung des Dopplergeschwindigkeit gefüllt werden. Die Clustering-Methode verwirft 
damit Detektionen, denen auch hier keine Geschwindigkeit zugeordnet werden konnte, für den wei-
teren Verlauf des Tracking-Algorithmus. Auf das Verfahren der Datenassoziation, welches auf der 
Methode des Global Nearest Neighbor basiert, wurde anschließend eingegangen. Erfolgte in der Da-
tenassoziation die Zuordnung eines Clusters zu einem Objekt, passt das Track-Management den Sta-
tus des Objektes an. Die dazu implementierte Methode wird anhand eines Schaubildes, welches die 
Zustandsübergänge graphisch darstellt, erläutert. Die umfassende Beschreibung der nächsten 
Schritte, die Prädiktion und Filterung, folgte anschließend. Dabei wird in diesen Schritten zwischen 
zwei Prädiktions- und Filterungsarten unterschieden. In Abhängigkeit der kartesischen Geschwindig-
keiten erfolgt entweder eine initiale Prädiktion und Filterung oder eine Prädiktion und Filterung auf 
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Basis des Extended Kalman Filter, welches das Constant Velocity Model nutzt. Die initiale Prädiktion 
resultiert in einem Prädiktionsbereich, während die Prädiktion des EKF eine diskrete Angabe macht. 
Zusätzlich wurden in diesem Abschnitt die Methoden zur Bestimmung der kartesischen Geschwin-
digkeiten nach der ersten Datenassoziation erläutert. Dabei folgen je nach Detektionskonstellation 
die Anwendung zweier unterschiedlicher Verfahren. Da die Datenassoziation und Filterung Objekt- 
und Clusterpositionen anhand der zugehörigen Bounding-Box verwenden, schließt das Kapitel mit 
der Schätzung der Bounding-Box und anschließend mit der Löschung von Objektduplikaten ab. 
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7 Evaluierung 
In diesem Kapitel erfolgt die Evaluierung des implementieren Tracking-Algorithmus. Dazu werden 
zuerst die Grundlagen zur Leistungsbewertung von Trackern dargestellt und auf die verwendeten 
Kriterien (7.1) eingegangen. Im Anschluss folgen die Ergebnisse der Identifikation der Leistungsfä-
higkeit mit Referenz zur Industrielösung (7.2). Das Kapitel schließt mit dem Vergleich der Tracking-
Ergebnisse zwischen Simulations- und Messdaten (7.3) ab, um die Übertragbarkeit der Ergebnisse zu 
untersuchen. 
7.1 Leistungsbewertung von Tracking-Algorithmen 
Die Leistungsbewertung von Tracking-Algorithmen erfolgt anhand mehrerer Kriterien. Diese lassen 
sich unterteilen in solche, die zum einen den zeitlichen Verlauf des Tracking-Algorithmus betrachten 
und zum anderen in jene, die Genauigkeit des Tracking-Ergebnis bewerten. Zusätzlich betrachtet die 
Leistungsbewertung die Kontinuität der Object-Tracks.118 Im weiteren Verlauf werden die einzelnen 
Kriterien näher erläutert. 
Zeitliche Kriterien 
Die zeitlichen Kriterien zur Bewertung eines Tracking-Algorithmus beziehen sich auf die Zeitspanne, 
die nötig ist, um entweder ein neues Objekt zu initiieren oder ein verschwundenes Objekt zu löschen. 
Die benötigte Zeitspanne für beide Fälle unterliegt jeweils einem Zielkonflikt: 
▪ Ein neues Objekt soll so schnell wie möglich erkannt werden. Allerdings soll gleichzeitig die 
Initiierung von Geisterobjekten, den „False-Positives“, vermieden werden.  
▪ Ein verschwundenes Objekt soll so schnell wie möglich gelöscht werden. Allerdings soll der 
Einfluss von vereinzelten fehlenden Messungen, den „False-Negatives“, durch Messfehler o-
der Verdeckung minimiert werden.  
Diese Zielkonflikte werden in der Implementierung des Track-Management berücksichtigt. Hier wird 
der Status eines Objekts im Verlauf mehrerer konsekutiver Zyklen betrachtet, bevor es entweder be-
stätigt oder gelöscht wird.  
Genauigkeit der Ergebnisse 
Die Genauigkeit der Ergebnisse bewertet die Positions- und Geschwindigkeitsschätzung der verfolg-
ten Objekte. Dabei werden die geschätzten Objektzustände mit den realen Zuständen der verfolgten 
Objekte verglichen. Ungenauigkeiten ergeben sich unter anderem durch Messfehler des Sensors und 
Unsicherheiten in der Schätzung der kartesischen Geschwindigkeiten. Zusätzlich werden Ungenau-
igkeiten durch das Bewegungsmodell und die dort getroffenen Annahmen, wie beispielsweise eine 
konstante Geschwindigkeit, sowie durch die festgelegten Kovarianzen des Extended Kalman Filters 
verursacht. Um die Genauigkeit beider Größen zu bewerten, wird der Fehler als euklidische Distanz 
 
118 Ristic, B. et al.: A Metric for Performance Evaluation of Multi-Target Tracking Algorithms (2011), S. 3453. 
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zwischen der geschätzten und realen Position bzw. zwischen den geschätzten und realen kartesischen 
Geschwindigkeiten gemessen. Die Genauigkeit der Ergebnisse hat Einfluss auf die Trennfähigkeit 
zweier Objekte durch den Tracking-Algorithmus. Um die Trennfähigkeit zu bewerten, werden die 
benötigte laterale Distanz und die Geschwindigkeitsdifferenz zwischen zwei Zielobjekten zur sepa-
raten Verfolgung identifiziert. 
Kontinuität der Objekttracks 
Neben dem zeitlichen Verlauf bezüglich der Initiierung und Löschung von Objekten und der Genau-
igkeit der Ergebnisse wird die Stetigkeit der Objekttrajektorien betrachtet. Dabei wird eine kontinu-
ierliche Objektverfolgung angestrebt, sodass die geschätzten Zustände zu jedem Zyklus bekannt sind. 
Zusätzlich soll eine Umbenennung der Tracks, also ein Wechsel der Track-ID, vermieden werden. 
Lücken in der Verfolgung entstehen durch fehlerhafte Löschung von Objekten oder Fehler in der 
Datenassoziation, z.B. das Vertauschen von Objekten. 
7.2 Vergleich der Leistungsfähigkeit mit der Industrielösung 
Der Vergleich der Leistungsfähigkeit des implementierten Tracking-Algorithmus mit der am Fach-
gebiet vorliegenden Industrielösung erfolgt auf Basis mehrerer Referenzszenarien. Diese Referenz-
szenarien prüfen unterschiedliche Kriterien der Leistungsbewertung. Da die Industrielösung nur reale 
Messdaten verarbeitet, wird in diesem Abschnitt der Leistungsvergleich nur mit dieser Art von Daten 
durchgeführt.  
Um die geschätzten Zustände beider Tracker mit realen Daten vergleichen zu können, stehen die 
tatsächlichen Kinematik- und Positionsdaten des Zielfahrzeuges zur Verfügung. Dieses wurde dazu 
mit einer Hardware ausgestattet ist, welche in der Lage ist, diese Größen mithilfe von GPS-Daten und 
Inertialsensoren zu ermitteln. 
7.2.1 Initiierung und Löschung von Objekten 
Zur Initiierung und Löschung von Objekten werden die Zeitspannen von der ersten Detektion des 
Objekts durch den Sensor bis zur Initialisierung und Bestätigung der Objekte durch den Tracker be-
trachtet. Da für die Industrielösung nur die finale Objektliste vorhanden ist, ist hier keine Unterschei-
dung zwischen initiierten und bestätigten Objekten möglich. Daher wird lediglich die Zeitspanne 
zwischen Detektion und vorhandenem Objekt, ob initiiert oder bestätigt ist unbekannt, identifiziert. 
In den Referenzszenarien für die zeitlichen Kriterien wird ein Objekt verfolgt, dass zum einen in das 
Sensorfeld eintritt und zum anderen das Sensorfeld verlässt. Die Initiierung und Löschung der Ob-
jekte erfolgt damit am Rande des Sensorfeldes. In der nachfolgenden Tabelle sind die Szenarienver-
läufe aus Sicht des Egofahrzeuges zusammengefasst. 
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Tabelle 5: Szenarienverläufe zur Bewertung der Track-Initiierung 
Nr. Verlauf 
1 Das Zielfahrzeug tritt von der rechten Seite in das Sensorsichtfeld, fährt dabei in positive 
y-Richtung und macht anschließend eine Linkskurve. 
2, 3, 4 Das Zielfahrzeug tritt von der linken Seite in das Sensorsichtfeld, fährt dabei in negative 
y-Richtung und macht anschließend eine Rechtskurve. 
5, 6, 7, 
8, 9 
Das Zielfahrzeug tritt von der linken Seite in das Sensorsichtfeld, fährt dabei in negative 
y-Richtung und macht anschließend eine Linkskurve. 
10 Das Zielfahrzeug überholt das Egofahrzeug von links, fährt dabei in positive x-Richtung 
und tritt auf der linken Seite in das Sensorsichtfeld. 
In Abbildung 7-1 sind die unterschiedlichen Zeitspannen von der ersten Detektion bis zur Objekter-
kennung beider Tracker gegenübergestellt. Dazu ist an der y-Achse die jeweilige Messung gelistet, 
für die jeweils die drei Größen ermittelt werden. Der blaue Balken beschreibt die Zeitspanne der 
Objekterkennung durch die Industrielösung, der orangene Balken die Zeitspanne bis zur Initiierung 
und der graue Balken die Zeitspanne bis zur Bestätigung des Objekts durch den implementieren Tra-
cking-Algorithmus. Die Zeitspanne bis zur Bestätigung des Objekts wird ab der ersten Detektion 
gemessen, sodass die Initiierungsphase hier ebenfalls vorhanden ist. Ist für eine Messung kein oran-
gener Balken sichtbar, liegt das daran, dass ein Objekt mit der ersten Detektion initiiert wird.  
 
Abbildung 7-1: Vergleich der Zeitspannen bis zur Objekterkennung beider Tracker 
Die Zeitspannen beider Tracker fallen je nach Messung unterschiedlich aus. Für die Industrielösung 
(blau) ist zu sagen, dass in 7 von 10 Messungen das Objekt zwei Zyklen nach der ersten Detektion 
verfolgt wird. Ist dies nicht der Fall, beginnt die Objektverfolgung nach 8 bzw. 9 Zyklen. Die Zeit-
spanne des eigenen Trackers hingegen schwankt stärker. Während die Zeitspanne bis zur Initialisie-
rung (orange) bei 9 von 10 Messungen zwischen null und zwei Zyklen liegt, variiert die Zeitspanne 
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bis zur Bestätigung (grau) zwischen 3 und 6 Zyklen. In 8 Fällen erfolgte die Bestätigung drei Zyklen 
nach der Initiierung. Szenario 10 sticht durch seine langen Zeitspannen von 8 und 11 Zyklen für den 
eigenen Tracker hervor. Die Unterschiede in den Zeitspannen z.B. für die Industrielösung in Szenario 
8 und 9 mit jeweils 9 und 2 Zyklen sind nicht auf unterschiedliches Objektverhalten zurückzuführen, 
da diese Messdaten zwei Aufnahmen der gleichen Objekttrajektorien sind. Damit ist an dieser Stelle 
nicht genau geklärt, was die Ursachen für diese Abweichungen sind. Grundlegend ist aber der Trend 
zu erkennen, dass die Initiierung durch den eigenen Tracker genauso schnell oder schneller als die 
Objekterkennung der Industrielösung erfolgt. Die Bestätigung des Objekts durch den eigenen Tracker 
erfolgt allerdings erst nach einigen vergangenen Zyklen.  
Analog dazu wurden die Zeitspannen für die Löschung der Objekte beim Austritt aus dem Sensor-
sichtfeld identifiziert. Hierzu eigneten sich allerdings nur vier Messungen, da der Tracker der Indust-
rielösung nicht nur auf den Detektionen des Fernbereichssensor, wie er in Kapitel 2.2 dargestellt ist, 
sondern auch auf den Detektionen des Nahbereichssensors basiert. Somit hat das Verlassen des Sen-
sorbereichs, auf dessen Basis diese Tracking-Algorithmus entwickelt wurde, keinen Einfluss auf den 
Tracker der Industrielösung. In der nachfolgenden Tabelle sind die Verläufe der verwendeten Szena-
rien zusammengefasst. 
Tabelle 6: Szenarienverläufe zur Bewertung der Track-Löschung 
Nr. Verlauf 
1 Das Zielfahrzeug kommt dem Egofahrzeug entgegen, fährt dabei in negative x-Richtung 
und verlässt das Sensorsichtfeld auf der linken Seite. 
2, 3 Das Zielfahrzeug fährt in negative y-Richtung und verlasst das Sensorsichtfeld auf der 
rechten Seite. 
4 Das Zielfahrzeug fährt in positive y-Richtung und verlasst das Sensorsichtfeld auf der 
linken Seite. 
In Abbildung 7-2 sind die Ergebnisse der Szenarien dargestellt. Die Balken geben die Zeitspanne 
zwischen der letzten Detektion bis zur Löschung des Objekts an. Zu sehen ist, dass die Löschung der 
Objekte durch die Industrielösung nach einer unterschiedlichen Zahl an Zyklen erfolgt, welche zwi-
schen 5 und 9 liegt. Die Löschung durch den eigenen Tracker variiert nur leicht und liegt für diese 
Zeitspanne zwischen 8 und 9 Zyklen. Da die Ergebnisse auf einer so kleinen Zahl von Messdaten 
basiert, lässt sich hier keine allgemeingültige Aussage treffen, allerdings deuten sie darauf hin, dass 
die Löschung der Objekte durch die Industrielösung früher erfolgt als durch den eigenen Tracker. 
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Abbildung 7-2:Vergleich der Zeitspannen bis zur Objektlöschung beider Tracker 
Setzt man die identifizierten Zeitspannen beider Zustandsänderungen in Relation zu möglichen Re-
lativgeschwindigkeiten, lässt sich für die Objektbestätigung in den vorhandenen Messdaten sagen, 
dass im Extremfall 11 Zyklen seit der ersten Detektion (Szenario 10) und damit 0,79 Sekunden ver-
gangen sind.119 Hätte das verfolgte Objekt nun eine Relativgeschwindigkeit von 𝑣rel,x = −111
m
s
, 
welches die maximal detektierbare Geschwindigkeit ist, befände es sich nach 0,79 Sekunden bereits 
∆𝑥 = 88 m näher am Egofahrzeug. Da die gesamte Länge des Sensorsichtfelds hier in weniger als 2 
Sekunden durchfahren wäre und jeder vergangene Zyklus eine Annäherung von ∆𝑥 = 8 m bedeutet, 
ist in diesem Fall eine frühestmögliche Bestätigung des Objekts anzustreben. Rechnet man nicht mit 
dem Extremfall, sondern mit den restlichen ermittelten Werten von 3 bis 6 Zyklen bis zur Bestätigung, 
ergeben sich bei einer Geschwindigkeit von 𝑣rel,x = −111
m
s
 Annäherungen von ∆𝑥 = 24 m bei 3 
Zyklen und ∆𝑥 = 48 m bei 6 Zyklen. Für 𝑣rel,x = −55
m
s
 liegen diese Werte bei jeweils ∆𝑥 = 12 m 
und ∆𝑥 = 24 m. Diese Werte stellen eine Situation dar, die weniger kritisch ist als der gezeigte Ext-
remfall. Die benötigten Zyklen bis zur Bestätigung des Objekts lassen sich durch Parametervariatio-
nen im Track-Management beeinflussen. Daher ist bei der Entwicklung des Tracking-Algorithmus 
vorab das Anwendungsgebiet des Trackers zu definieren, oder das Track-Management adaptiv zu 
gestalten. So werden bei niedrigen Geschwindigkeiten, wie z.B. im Stadtverkehr, Objekte zu späteren 
Zyklen bestätigt als bei hohen Geschwindigkeiten. Diesen kritischen Situationen steht die Objektlö-
schung gegenüber. Eine verzögerte Löschung, wies es bei der Industrielösung und dem eigenen Tra-
cker der Fall ist, ist einer fehlerhaften früheren Löschung vorzuziehen. So wird die Kollisionsgefahr, 
welche von einer möglichen Trajektoriengenerierung für das Egofahrzeug basierend auf den falschen 
Tracking-Ergebnissen ausgehen würde, reduziert. 
 
119 Bei einer Zykluszeit von 0,072 Sekunden. 
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7.2.2 Geschwindigkeitsschätzung 
Die Geschwindigkeitsschätzung ist Teil des Extended Kalman Filters. Die Referenzszenarien werden 
daher zwecks einer umfassenden Bewertung des Filters, so gewählt, dass aus funktionaler Sicht nicht 
nur der Bereich innerhalb der definierten Annahmen, sondern auch die Grenzbereiche und Bereiche 
darüber hinaus abgedeckt sind. Da die Prädiktion des EKF auf dem Constant Velocity Model basiert, 
werden an dieser Stelle Messdaten ausgewertet, die zum einen eine annähernd konstante Geschwin-
digkeit und zum anderen eine beschleunigte Bewegung beinhalten. In Tabelle 7 ist die Kinematik der 
verwendeten Szenarien zusammengefasst 
Tabelle 7: Szenarien zur Auswertung der Geschwindigkeitschätzung 
Nr. Szenario Relative Geschwindigkeit Relative Beschleunigung 
1 Konstante Geschwindigkeit -0,5 – 1 m/s -2 – 2 m/s2 
2 Beschleunigtes Ziel -7 – 7 m/s -3 – 4 m/s2 
3 Beschleunigtes Ziel 0 – 33 m/s 0 – 5 m/s2 
Das erste verwendete Szenario weist eine annähernd konstante Geschwindigkeit auf, während das 
zweite Szenario einen größeren Geschwindigkeits- und auch Beschleunigungsbereich abdeckt. Das 
dritte Szenario mit einer hohen Beschleunigung von bis zu 5 m/ s2 wird genutzt, um das Verhalten 
des Filters, welches eine konstante Geschwindigkeit annimmt, zu untersuchen. Ziel ist hier, mit einer 
ausreichenden Korrektur der prädizierten Werte durch das Filter das Zielfahrzeug kontinuierlich zu 
verfolgen. Das Zielfahrzeug fährt in jedem Szenario stets mit einem Azimutwinkel von 𝛼 = 0 in 
Richtung der x-Achse des Fahrzeugkoordinatensystems. Daher wird zusätzlich zur Geschwindig-
keitsschätzung im folgenden Kapitel auch der longitudinale und laterale Abstand untersucht. Ziel ist 
ebenfalls, diesen Abstand auch bei hohen Relativgeschwindigkeiten ausreichend gut einzuschätzen, 
um eine potentielle Trajektorienplanung anhand der Tracking-Ergebnisse zu ermöglichen.  
Die beschriebenen Szenarien dieses und der nachfolgenden Kapitel wurden insgesamt dreimal durch-
geführt und als Messdaten aufgenommen. Die im Anschluss diskutierten Ergebnisse sind qualitativ 
in allen Durchläufen zu erkennen. Zur Darstellung in den Diagrammen wurde jeweils das Szenario 
gewählt, in dem die beschriebenen Ergebnisse der Evaluierung am deutlichsten zu sehen sind. 
In Abbildung 7-3 (oben) sind die Ergebnisse der Geschwindigkeitsschätzung des eigenen, implemen-
tierten Trackers sowie der dem FZD vorliegenden Industrielösung dargestellt. Zu sehen ist die ge-
schätzte Relativgeschwindigkeit 𝑣rel,x im Verlauf der Messzyklen 𝑡mess. Zusätzlich ist die longitudi-
nale Relativgeschwindigkeit des realen Objekts aufgetragen. Während der geschätzte Geschwindig-
keitsbereich der Industrielösung sich wie die reale Geschwindigkeit ebenfalls auf -0,4 m/s und 1 m/s 
beschränkt, ist deutlich zu erkennen, dass die Geschwindigkeiten des implementierten Trackers stark 
zwischen -0,75 m/s und 1,5 m/s schwanken. Während nur der mittlere Verlauf der Schätzung sich 
dem Verlauf der realen Geschwindigkeit anpasst, ist die Schätzung der Industrielösung insgesamt 
deutlich stabiler. Dies lässt sich auch in der Darstellung des Fehlers in Abbildung 7-3 (unten) erken-
nen. Der generierte Fehler durch die Industrielösung liegt bei unter |∆𝑣rel,x| = 0,1
m
s
, während der 
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eigene Tracker bei konstanteren Geschwindigkeitsverläufen bei unter |∆𝑣rel,x| = 0,5
m
s
 liegt und ver-
einzelt bis zu etwa |∆𝑣rel,x| = 0,8
m
s
 groß wird. Der Fehler in der Geschwindigkeitsschätzung des 
eigenen Trackers wird durch Ungenauigkeiten in der Berechnung der kartesischen Geschwindigkei-
ten und der anschließenden Filterung der prädizierten Zustände erzeugt. 
 
Abbildung 7-3: Vergleich der geschätzten Relativgeschwindigkeiten zwischen implementierten Tracker und der Indust-
rielösung für Szenario 1 
Die Ergebnisse einer beschleunigten Fahrt sind nachfolgend zu finden. In Abbildung 7-4 sind die 
geschätzten Relativgeschwindigkeiten von Messdaten mit einer mittleren Beschleunigung dargestellt. 
Am Verlauf der realen Geschwindigkeit ist zu erkennen, dass das Zielfahrzeug zuerst von etwa 
𝑣rel,𝑥 = 6
m
s
 auf 𝑣rel,𝑥 = −6 
m
s
 abbremst und anschließend erneut auf 𝑣rel,𝑥 = 6
m
s
 beschleunigt bis 
es anschließend eine konstante Relativgeschwindigkeit von etwa 𝑣rel,𝑥 = 0 aufweist. Dieses Szenario 
verdeutlicht die unterschiedlichen Schätzungen bei beschleunigter Bewegung zwischen der Indust-
rielösung und dem eigenen Tracker. Die Industrielösung weist bei der Geschwindigkeitsschätzung 
einer beschleunigten Bewegung (𝑡mess = 0 bis 𝑡mess = 600) nicht die gleiche Genauigkeit auf wie 
bei einer konstanten Geschwindigkeit (𝑡mess = 600 bis 𝑡mess = 1000). Die Unterschiede zwischen 
beiden Trackern ist damit bei beschleunigter Bewegung kleiner als bei einer konstanten Geschwin-
digkeit, wie in Abbildung 7-4 unten zu sehen ist. Die Schwächen der Industrielösung bei 
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beschleunigter Bewegung werden insbesondere daran deutlich, dass das verfolgte Zielfahrzeug nicht 
kontinuierlich verfolgt wird, sondern an der Stelle der größten Beschleunigung kurzzeitig verloren 
geht und einen Fehler von bis zu |∆𝑣rel,x| = 3,3
m
s
 erzeugt (rote Kreismarkierungen). Die Fehler wäh-
rend der beschleunigten Bewegung werden bei beiden Trackern durch die Trägheit des Filters verur-
sacht. Diese Trägheit erzeugt einen zeitlichen Verzug in der Geschwindigkeitsschätzung, welche ins-
besondere zwischen den Zyklen 𝑡mess = 250 und 𝑡mess = 500 zu erkennen ist.  
 
Abbildung 7-4: Vergleich der geschätzten Relativgeschwindigkeiten zwischen implementierten Tracker und der Indust-
rielösung für Szenario 2 
Dieser Trägheitseffekt ist für das Szenario 3 in Abbildung 7-5 (oben) deutlicher zu sehen. Das Ziel-
fahrzeug beschleunigt aus dem Stand auf etwa 𝑣rel,x = 33
m
s
 mit einer Beschleunigung von bis zu 
𝑎rel,x = 5
m
s2
. Durch die monoton ansteigende Geschwindigkeit insbesondere zwischen den Zyklen 
𝑡mess = 40 und 𝑡mess = 90 schwankt der Fehler der Schätzung beider Tracker weniger als im Ver-
gleich zur steigenden und fallenden Geschwindigkeit der vorherigen Szenarien. Dabei steigt in die-
sem Bereich der Fehler des eigenen Trackers auf etwa |∆𝑣rel,x| = 2,7
m
s
, während der Fehler der In-
dustrielösung nur auf etwa |∆𝑣rel,x| = 1,3
m
s
 steigt. Dies bedeutet, dass die Dynamik des eigenen Tra-
ckers auf Geschwindigkeitsänderungen zu reagieren geringer ist als die der Industrielösung. 
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Abbildung 7-5: Vergleich der geschätzten Relativgeschwindigkeiten zwischen implementierten Tracker und der Indust-
rielösung für Szenario 3 
Dieser Trägheitseffekt des eigenen Trackers lässt sich ebenfalls in Abbildung 7-6 anhand der größe-
ren Fehler, welche in Abhängigkeit der relativen longitudinalen Beschleunigung aufgetragen sind, 
erkennen. Zusätzlich wird deutlich, dass für beide Tracker der Fehler der Schätzung mit noch höherer 
Beschleunigung wächst. Dazu wurden in Abbildung 7-6 jeweils eine Regressionsgerade eingefügt, 
um die unterschiedlichen Steigungen der Fehler je nach Tracker zu verdeutlichen. 
 
Abbildung 7-6: Fehler in der longitudinalen Geschwindigkeitsschätzung in Abhängigkeit der Beschleunigung für Szenario 3 
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Analog zum Vergleich der longitudinalen Relativgeschwindigkeiten folgt die Gegenüberstellung der 
lateralen Geschwindigkeitsschätzungen. In Abbildung 7-7 sind die Schätzungen beider Tracker der 
lateralen Relativgeschwindigkeit 𝑣rel,y sowie die erzeugten Fehler |∆𝑣rel,y| über den zeitlichen Ver-
lauf für das Szenario 2 dargestellt. Da das Verhalten der Geschwindigkeitsschätzung für die Szenarien 
1 und 3 keine neuen Informationen liefert, wird auf die Darstellungen der zugehörigen Diagramme 
an dieser Stelle verzichtet. Der unteren Abbildung ist zu entnehmen, dass, während das Zielfahrzeug 
sich durchgehend mit etwa 𝑣rel,y = 0 fortbewegt, die Schätzungen beider Tracker von diesem Wert 
abweichen. Die Industrielösung erreicht dabei einen Fehler von bis zu |∆𝑣rel,y| =  1
m
s
, während der 
Fehler des eigenen Trackers höher liegt und bis zu |∆𝑣rel,y| =  2,5
m
s
 groß wird. Geht das verfolgte 
Objekt verloren (𝑡mess = 425) kann der Fehler bis zu jeweils |∆𝑣rel,y| =  4,5
m
s
 und  
|∆𝑣rel,y| =  3,5
m
s
groß werden. Allerdings wird vorher schon ein neues Objekt initiiert, sodass dieser 
große Fehler aufgrund der fortgeführten Prädiktion eines Objekts in der Löschphase entsteht. Die 
genaue Methode der Industrielösung zur Berechnung der kartesischen Geschwindigkeit 𝑣rel,y ist nicht 
bekannt, jedoch fällt auf, dass die Fehler beider Tracker annähernd zu den gleichen Zeitpunkten 
wachsen, wie in den Zyklen 𝑡mess = 700 bis 𝑡mess = 1000, obwohl die reale Geschwindigkeit des 
Objekts nicht stark variiert. 
 
Abbildung 7-7: Vergleich der geschätzten lateralen Relativgeschwindigkeiten zwischen implementierten Tracker und 
der Industrielösung für Szenario 2 
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7.2.3 Positionsschätzung 
Die Fehler in der longitudinalen Geschwindigkeitsschätzung führen zu Ungenauigkeiten in der Posi-
tionsschätzung der Zielfahrzeuge. Die Differenz wurde jeweils wie folgt berechnet und bezieht sich 
jeweils auf den nächsten Punkt der Positionsschätzung zum Egofahrzeug (in diesen Szenarien ist dies 
das Fahrzeugheck) 
 ∆𝑥 = 𝑥track − 𝑥real (7-1) 
wobei 𝑥track die geschätzte longitudinale Position im Tracker und 𝑥real die reale Position darstellt. 
Diese Größe wird vorzeichenbehaftet dargestellt, um zu erkennen, ob der jeweilige Tracker das Ziel-
fahrzeug näher oder entfernter vom Egofahrzeug schätzt. Im folgenden Abschnitt sind die Szenarien 
1-3 beschrieben, welche ebenfalls im vorherigen Kapitel der Geschwindigkeitsschätzung beschrieben 
und ausgewertet wurden. Aus Abbildung 7-8 (a) für da Szenario 1 ist zu erkennen, dass trotz des 
höheren Fehlers in der Geschwindigkeitsschätzung durch den eigenen Tracker, dieser nicht zwingend 
eine höhere Differenz in der Positionsschätzung generiert. Die Industrielösung schätzt das Zielfahr-
zeug bei einer annähernd konstanten Geschwindigkeit grundlegend mehr als ∆𝑥 = 0,4 m zu weit, 
während die Schätzung des eigenen Trackers genauer ist und hier zwischen ∆𝑥 = 0 und ∆𝑥 = 0,6 m 
abweicht, und vereinzelt auf bis zu ∆𝑥 = 0,9 m steigt. Bei leicht beschleunigten Bewegungen, wie in 
Szenario 2, schwanken die Werte der Positionsschätzungen beider Tracker mehr, sodass höhere Dif-
ferenzen erzeugt werden, wie in Abbildung 7-8 (b) zu sehen ist. Während die Differenz der Positi-
onsschätzung durch den eigenen Tracker zwischen ∆𝑥 = 0 und ∆𝑥 = 1 m liegt, schwankt die Diffe-
renz der Industrielösung zwischen ∆𝑥 = −0,75 m und ∆𝑥 = 1,5 m. Die Ausschläge aufgrund der 
hohen Beschleunigung bei 𝑡mess = 425 reichen jeweils bis zu ∆𝑥 = −1 m für den eigenen Tracker 
und ∆𝑥 = 4 m für die Industrielösung. Dabei schätzt der Tracker der Industrielösung das Zielfahr-
zeug entfernter, wenn es sich annähert, und näher, wenn es sich entfernt. Hier ist erneut ein Träg-
heitseffekt zu erkennen, sodass die größte Differenz in der Positionsschätzung zeitlich versetzt zum 
größten Fehler in der Geschwindigkeitsschätzung auftritt. Dieser Effekt ist in Abbildung 7-8 (c) für 
das Szenario 3 deutlich zu erkennen. Der Zyklus mit dem größten Fehler in der Positionsschätzung 
ist mithilfe der roten Markierung (Linie) hervorgehoben und liegt bei etwa 𝑡mess = 90. Der größte 
Fehler in der Positionsschätzung tritt allerdings versetzt erst kurz nach 𝑡mess = 120 auf (roter Kreis) 
und liegt für beide Tracker bei ca. ∆𝑥 = −1,5 m – das Zielfahrzeug wird zu nah geschätzt. Damit ist 
festzulegen, dass der Fehler in der Positionsschätzung mit dem Fehler in der Geschwindigkeitsschät-
zung mit einem zeitlichen Verzug steigt. Allerdings unterscheidet sich der Einfluss der Fehler in der 
Geschwindigkeit auf die Positionsschätzung je nach Tracker, da im Vergleich ein höherer Fehler des 
einen Trackers in der Geschwindigkeit nicht zwingend einen höheren Fehler in der Position bedeutet.  
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(a): Differenz in der longitudinalen Positionsschätzung für Szenario 1 
 
  (b): Differenz in der longitudinalen Positionsschätzung für Szenario 2  
 
 (c): Differenz in der longitudinalen Positionsschätzung für Szenario 3 
Abbildung 7-8: Vergleich der Differenzen in der longitudinalen Positionsschätzung für Szenario 1 bis 3 
Zusätzlich zur longitudinalen Positionsschätzung sind in Abbildung 7-9 die Differenzen der lateralen 
Positionsschätzung für die Szenarien 1 bis 3 dargestellt. Die Referenzpunkte beziehen sich jeweils 
auf den Mittelpunkt der Fahrzeuglängsachse und werden analog zu (7-1) berechnet. Die Ergebnisse 
der Positionsschätzung der Industrielösung sind für alle drei Szenarien nahezu identisch. Die erzeugte 
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Differenz liegt grundlegend zwischen ∆𝑦 = 0 und ∆𝑦 = 0,5 m – vereinzelt werden größere Fehler 
erzeugt, deren Ursache nicht bekannt ist. Die Differenzen des eigenen Trackers sind betragsmäßig 
größer und liegen zwischen ∆𝑦 = −2 m und ∆𝑦 = 1 m für alle drei Szenarien. Zu erkennen ist hier, 
wie der Fehler mit der Beschleunigung des Zielfahrzeuges sinkt, welches in den Zyklen 𝑡mess = 40 
𝑡mess = 80 in Abbildung 7-9 (c) zu erkennen ist. Im Mittel beträgt die Differenz hier ∆𝑦 = 0, wäh-
rend die Differenz einer annähernd konstanten Fahrt in Abbildung 7-9 (a) und (b) im Mittel bei etwa 
∆𝑦 = −0,5 liegt. Der steigende Fehler in Abbildung 7-9 (c) zwischen den Zyklen 𝑡mess = 80 und 
𝑡mess = 180 ist vielmehr auf die steigende Entfernung zurückzuführen als auf die Abnahme der Be-
schleunigung. Die Unterschiede in der Positionsschätzung beider Tracker ist zum einen auf Unge-
nauigkeiten in der Geschwindigkeitsschätzung zurückzuführen, aber auch auf die Schätzung der 
Bounding-Box. Diese ist insbesondere, bei wenigen Detektionen für ein Objekt, deren Verteilung nur 
ungenügend Informationen über die Objektdimensionen liefert, instabil. 
(a): Differenz in der lateralen Positionsschätzung für Szenario 1 
(b): Differenz in der lateralen Positionsschätzung für Szenario 2 
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(c): Differenz in der lateralen Positionsschätzung für Szenario 3 
Abbildung 7-9: Vergleich der Differenzen in der lateralen Positionsschätzung für Szenario 1 bis 3 
Die Bewertung der Positionsschätzung beider Tracker erfolgte zusätzlich mit einer Kurvenfahrt. Hier 
ist für die Fahrstreifenzuweisung des Zielfahrzeugs in einer möglichen Trajektorienplanung des Eg-
ofahrzeugs neben der longitudinalen auch die laterale Schätzung ausschlaggebend. Beide Richtungen 
der Schätzungen werden damit in einem Beispiel vereint. In dem ausgewählten Szenario fährt das 
Zielfahrzeug bei 𝑥 = 55 m mit 𝑣 = 30
m
s
 in negative y-Richtung des Fahrzeugkoordiatensystems in 
das Sichtfeld des Sensors ein und macht anschließend eine Rechtskurve, sodass es in Richtung der 
negativen x-Achse auf das Egofahrzeug zufährt. Dieses Szenario wurde dreimal durchgeführt und 
aufgenommen. Die Trajektorien des Zielfahrzeuges (Reales Objekt) sind in Abbildung 7-10 darge-
stellt. Zusätzlich sind die Verläufe der Positionsschätzungen der drei Durchläufe sowie die Fahrbahn 
mit zwei Fahrstreifen abgebildet. Das Zielfahrzeug befindet sich auf dem inneren Fahrstreifen der 
Kurve.  
Betrachtet man den gesamten Verlauf der Positionsschätzungen, ist zu sehen, dass die Industrielösung 
einen glatteren Verlauf ausgibt, während die Schätzung des eigenen Trackers stärker schwankt. Im 
ersten Abschnitt der Trajektorie des realen Objekts von 𝑥 = 55 m bis etwa 𝑥 = 50 m ist für beide 
Tracker zu sehen, dass die Systeme den Eintrittspunkt des Zielfahrzeugs in das Sensorsichtfeld feh-
lerbehaftet schätzen. Der eigene Tracker weist dabei eine Differenz von etwa ∆𝑦 = −2,7 m auf, wäh-
rend die Industrielösung bei nur etwa ∆𝑦 = −1 m liegt. Allerdings verfolgt dieser Tracker für zwei 
Durchläufe zwei Objekte für das gleiche Zielfahrzeug, welches an der Zahl der blauen Graphen im 
Eintrittsbereich von 𝑥 = 55 m bis etwa 𝑥 = 50 m zu erkennen ist. Beide Objekte werden kurzzeitig 
verfolgt, bis bei etwa 𝑥 = 50 m eins dieser Objekte gelöscht wird. Die Bedingungen für eine Objekt-
löschung im Tracker der Industrielösung sind nicht bekannt. In diesem ersten Abschnitt ist die Posi-
tionsschätzung der Industrielösung genauer, während der eigene Tracker mit dem genannten Fehler 
das Zielobjekt teilweise auf dem Egofahrstreifen annimmt.  
Im anschließenden zweiten Abschnitt nähert sich die Positionsschätzung des eigenen Trackers dem 
realen Trajektorienverlauf an, sodass die Differenz der lateralen Schätzung im Mittel etwa ∆𝑦 =
0,5 m beträgt. Die Schätzung der Industrielösung hingegen weist für zwei Durchläufe bis etwa 𝑥 =
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30 m eine höhere Differenz von etwa ∆𝑦 = −1,5 m auf, sodass bei einer Fahrstreifenbreite von 3,5 
m Teile des Fahrzeuges auf dem eigenen Fahrstreifen angenommen werden. Diese Schätzung wird 
im weiteren Verlauf genauer und nähert sich ebenfalls einer Differenz von ∆𝑦 = 0,5 m an. Abschlie-
ßend lässt sich zu diesem Kurvenszenario sagen, dass trotz des kleineren Fehlers in der lateralen 
Positionsschätzung der vorherigen Szenarien, dieser Fehler nicht notwendigerweise auch in Szena-
rien, in denen sich die reale laterale Entfernung ändert, kleiner ist. 
 
Abbildung 7-10: Vergleich der Positionsschätzung für eine Kurvenfahrt und Darstellung der lateralen Differenz  
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7.2.4 Gierwinkelschätzung 
Der geschätzte Gierwinkel ergibt sich im eigenen Tracker aus beiden kartesischen Geschwindigkei-
ten. Für diesen Vergleich wird eine Slalomfahrt des Zielfahrzeuges gewählt. Das Zielfahrzeug bewegt 
sich mit etwa 𝑣rel = 11
m
s
 , wobei die Slalomtrajektorie sich über die gesamte Fahrbahnbreite von 20 
m erstreckt. In Abbildung 7-11 sind im oberen Diagramm der Gierwinkel des realen Objekts sowie 
die geschätzten Gierwinkel der Industrielösung und des eigenen Trackers im Verlauf des Szenarios 
abgebildet. Zusätzlich finden sich im unteren Diagramm die Differenzen beider Tracker. Man erkennt 
analog zur Geschwindigkeits- und Positionsschätzung einen Unterschied in der Stabilität der Schät-
zung beider Tracker. Die Industrielösung weist einen deutlich glatteren Verlauf der Schätzung auf, 
während der eigene Tracker kontinuierlich innerhalb eines Bereichs von etwa 10° um den realen Wert 
schwankt. Die erzeugten Differenzen unterscheiden sich damit ebenfalls. Die Differenzen zeigen auf-
grund der Trägheit beider Systeme einen periodischen Verlauf zwischen ∆𝜑 = ±20° für den Tracker 
der Industrielösung und zwischen 𝜑 = ±10° für den eigenen Tracker. Dieser Fehler wird durch eine 
Phasenverschiebung der geschätzten Gierwinkel zum realen Wert erzeugt, wie im oberen Diagramm 
für beide Systeme zu erkennen ist. Diese Phasenverschiebung beträgt für die Industrielösung durch-
schnittlich etwa ∆𝑡mess = 13 und für den eigenen Tracker etwa ∆𝑡mess = 5. Zusätzlich erzeugt die 
Trägheit der Industrielösung nicht nur eine Phasenverschiebung, sondern auch eine Erhöhung der 
Amplitude des geschätzten Gierwinkels um etwa 5°. Dieser Effekt ist beim eigenen Tracker nicht zu 
beobachten. Im oberen sowie im unteren Diagramm ist für die Industrielösung in jeder Periode eine 
zweite Linie vorhanden, welche beispielhaft mit der roten Kreismarkierung hervorgehoben ist. Diese 
zweite Linie deutet auf ein zweites initiiertes Objekt, sodass simultan zwei Objekte verfolgt werden 
bei einem Zielfahrzeug. Eine nicht erfolgreiche Datenassoziation zum ersten Objekt kann der Grund 
hierfür sein. Das zweite initiierte Objekt wird jedoch kurz drauf wieder gelöscht, sodass nur noch das 
ursprünglich generierte Objekt vorhanden ist. Dieses zweite Objekt wird stets am Punkt der größten 
Gierrate und damit der größten Differenz des geschätzten Gierwinkels des ersten Objekts initiiert.  
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Abbildung 7-11: Vergleich des geschätzten Gierwinkels 𝜑 zwischen implementierten Tracker und der Industrielösung 
für eine Slalomfahrt 
 
Abbildung 7-12: Vergleich der Fehler in der Gierwinkelschätzung |∆𝜑| in Abhängigkeit der Gierrate ?̇? 
Dieser Zusammenhang ist ebenfalls in Abbildung 7-12 zu erkennen, in der der Fehler in der Gierwin-
kelschätzung |∆𝜑| in Abhängigkeit der Gierrate ?̇? aufgetragen ist. Für beide Tracker lässt sich ein 
höherer Fehler mit höherer Gierrate erkennen, wobei für die Industrielösung dieser Effekt aufgrund 
der Trägheit deutlich ausgeprägter ist.  
∆𝜑 
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7.2.5 Bounding-Box-Schätzung 
Die Bounding-Box eines Objekts ist abhängig von der Position und des Gierwinkels des Fahrzeuges 
sowie von den bekannten Fahrzeugdimensionen. Um die Schätzung der Bounding-Box beider Tra-
cker zu vergleichen wird ein Szenario mit drei Fahrsteifen verwendet, bei dem die äußeren Fahrstrei-
fen durch je ein statisches Fahrzeug belegt ist. Damit sind zwei Zielfahrzeuge vorhanden. Das Ego-
fahrzeug nähert sich auf dem mittleren Fahrstreifen den beiden Zielfahrzeugen, ähnlich einer Ampel-
situation. Das Ziel dieses Szenarios ist die Bounding-Box des jeweiligen Fahrzeuges so genau zu 
schätzen, dass nur die äußeren Fahrstreifen als belegt und der Egofahrstreifen als vollständig frei 
angenommen wird. Die Positionsschätzung beider Zielfahrzeuge relativ zum jeweiligen Fahrstreifen 
ist in Abbildung 7-13 dargestellt. Da sich nur das Egofahrzeug bewegt, schwankt dessen relative 
Position zum mittleren Fahrstreifen sowie zu beiden Zielfahrzeugen. Diese Schwankungen erkennt 
man am geschwungenen Verlauf der Fahrbahn und der Darstellung der Position der realen Objekte. 
Der Referenzpunkt der dargestellten geschätzten Position ist die Mitte der Bounding-Box.  
In der Abbildung ist deutlich zu sehen, dass die Positionsschätzung der Industrielösung stabiler ver-
läuft als die des eigenen Trackers. Während die Industrielösung die Position stets im zugehörigen 
Fahrstreifen schätzt, ergeben sich für den eigenen Tracker durch die Schwankungen Schätzungen, 
welche in die benachbarten Fahrstreifen ausschlagen. 
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Abbildung 7-13: Schätzung der kartesischen Entfernungen zweier Zielfahrzeuge zur Bewertung der Bounding-Box-
Schätzung 
Die zugehörigen Gierwinkel für die Objekte sind in Abbildung 7-14 über die relative Entfernung in 
x-Richtung aufgetragen. Während die Industrielösung den Gierwinkel für statisch klassifizierte Ob-
jekte fest auf 𝜑 =  0 setzt, der eigene Tracker vereinzelt Ausschläge bis zu  
𝜑 =  100° aufweist. Der reale Winkel liegt bei 𝜑 = −180°, da sich das Egofahrzeug auf die Zielob-
jekte zubewegt. Für die Darstellung der Bounding-Box macht es allerdings keinen Unterschied, ob 
der Winkel bei ±180° oder 0° liegt. 
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Abbildung 7-14: Vergleich der Gierwinkelschätzung der statischen Zielfahrzeuge aufgetragen über die relative Entfer-
nung in x-Richtung 
Aus den errechneten Gierwinkeln, der Positionsschätzungen sowie den geschätzten Objektdimensio-
nen ergeben sich unter Anwendung der in Kapitel 6.6.5 vorgestellten Methode die Schätzungen der 
Bounding-Boxen, welche für das Szenario beispielhaft in Abbildung 7-15 dargestellt sind. Man er-
kennt die drei Fahrstreifen sowie zwei gelbe (Industrielösung) und zwei grüne (eigener Tracker) 
Bounding-Boxen mit ihrer entsprechenden Track-ID. Beide Tracker weisen in diesem Schritt des 
Tracking-Algorithmus noch Defizite auf. Während die Schätzung der Industrielösung bezüglich der 
Richtung der Bounding-Box genauer ist, ist die geschätzte Größe der Bounding-Box des eigenen 
Trackers genauer. Dies liegt daran, dass dieser Tracker eine Mindestgröße der Bounding-Box bzw. 
der Objekte annimmt, um Objekte mit nur einer Detektion nicht deutlich zu unterdimensionieren. Die 
ungenauere Bestimmung des Gierwinkels des eigenen Trackers und die damit verbundene Drehung 
der Bounding-Box hat zur Folge, dass der eigene Fahrstreifen als teilweise belegt angenommen wird 
und so eine mögliche Trajektorienplanung beeinflusst. 
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----------------- 
Abbildung 7-15: Beispielhafter Vergleich der geschätzten Bounding-Boxen beider Tracker 
7.2.6 Trennfähigkeit 
Die Trennfähigkeit der Tracking-Algorithmen von mindestens zwei Objekten wird anhand der im 
Clustering genutzten Größen, der Position und der Geschwindigkeit, getestet. Mit einer Variation der 
Grenzwerte zu diesen Parametern wird das Ergebnis der Trennfähigkeit beeinflusst. Im ersten ver-
wendeten Szenario bewegen sich zwei Fahrzeuge mit einer definierten lateralen Distanz und der glei-
chen Geschwindigkeit vom Egofahrzeug weg, also in positive x-Richtung. Eine laterale Bewegung 
findet nicht statt. Im Verlauf des Szenarios beschleunigt ein Fahrzeug, während die laterale Distanz 
nicht variiert. Ziel ist es, bei identischer Geschwindigkeit und geringer Distanz beide Zielfahrzeuge 
zunächst als nur ein Objekt wahrzunehmen und zu verfolgen und, sobald die Geschwindigkeit des 
einen Fahrzeuges variiert, jedes Zielfahrzeug als eigenes Objekt zu erfassen. So wird der benötigte 
Geschwindigkeitsunterschied zwischen zwei Objekten zur getrennten Verfolgung identifiziert. Ana-
log wird das zweite Szenario gestaltet, bei dem die Geschwindigkeit identisch bleibt, während sich 
die laterale Distanz erhöht. Damit wird die benötigte Distanz zwischen zwei Objekten zur getrennten 
Verfolgung identifiziert. 
In Abbildung 7-16 sieht man die longitudinale Geschwindigkeitsschätzung im zeitlichen Verlauf für 
das Szenario, welches den nötigen Geschwindigkeitsunterschied zwischen zwei Objekten zur ge-
trennten Verfolgung identifiziert. Damit haben die Objekte eine unveränderte laterale Distanz wäh-
rend des Szenarios. Für beide Tracker ist zu erkennen, dass jeweils nur ein Objekt verfolgt wird 
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während die Zielfahrzeuge eine annähernd identische Geschwindigkeit besitzen. Bezüglich dieser 
Größe ist die Trennfähigkeit des eigenen Trackers größer, da dieser zwei Objekte mit einer Geschwin-
digkeitsdifferenz von mindestens etwa ∆𝑣rel,x = 2,7
m
s
 getrennt verfolgt, während die Industrielösung 
eine Differenz von etwa ∆𝑣rel,x = 3,2
m
s
 benötigt bei identischer lateraler Geschwindigkeit. 
 
Abbildung 7-16: Longitudinale Geschwindigkeitsschätzung zur Bewertung der Trennfähigkeit der Tracker 
In Abbildung 7-17 ist die Positionsschätzung zweier Objekte mit annähernd identischer Geschwin-
digkeit sowie ihre realen Positionen dargestellt. Die Fahrzeuge haben zu Beginn bei einer Entfernung 
von 𝑥 = 120 m eine laterale Distanz von ∆𝑦 = 3 m. Beide fahren in negative x-Richtung auf das 
Egofahrzeug zu und beginnen ab einer Distanz von etwa 𝑥 = 80 m kontinuierlich auseinanderzudrif-
ten. Beide Tracker verfolgen bei ∆𝑦 = 3 m mindestens ein Objekt. Für die Industrielösung fällt auf, 
dass kontinuierlich das Objekt 1 verfolgt wird und vereinzelt ein weiteres Objekt 2. Der Unterschied 
beider Zielfahrzeuge ist für die Industrielösung demnach vereinzelt groß genug, um beide Objekte 
getrennt zu verfolgen. Der eigene Tracker hingegen verfolgt bis etwa 𝑥 = 55 m nur ein Objekt. Die 
Positionsschätzung beider Tracker schwankt hier deutlich mehr als in den Szenarien der vorherigen 
Kapitel, da Detektionen und damit Informationen zweier Fahrzeuge in einem Objekt zusammenge-
fasst werden. Im markierten Abschnitt (roter Kreis) ist zu erkennen, dass die Industrielösung bei be-
reits einer kleineren lateralen Distanz (∆𝑦 = 4,7 m) zwischen den Zielfahrzeugen zwei Objekte ver-
folgt als der eigene Tracker (∆𝑦 = 6,2 m). Damit ist die Trennfähigkeit der Industrielösung bezüglich 
dieser Größe größer. 
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Abbildung 7-17: Positionsschätzung zweier Fahrzeuge zur Bewertung der Trennfähigkeit der Tracker 
7.2.7 Kontinuität 
Um die Kontinuität beider Tracker zu bewerten wird ein Szenario verwendet, welches eine dynami-
sche sowie statische Zielverfolgung beinhaltet. Dabei fährt das Zielfahrzeug mit variierender Rela-
tivgeschwindigkeit stets mit einem Azimutwinkel von 𝛼 = 0 vor dem Egofahrzeug, wie in der fol-
genden Abbildung dargestellt ist. 
 
Abbildung 7-18: Szenario zur Evaluierung der Track-Kontinuität 
Der zeitliche Verlauf der longitudinalen Relativgeschwindigkeit ist in Abbildung 7-19 dargestellt. 
Darin ist zu sehen, dass die longitudinale Relativgeschwindigkeit variiert, sodass sich diese im posi-
tiven sowie negativen Bereich befindet. Ab einem Zyklus von etwa 𝑡mess = 240 kommen das Ziel- 
und Egofahrzeug beide zum Stehen, sodass eine Relativgeschwindigkeit von 𝑣rel,x = 0 vorhanden 
ist, bis das Zielfahrzeug ab etwa 𝑡mess = 310 wieder beschleunigt. Das Szenario ist damit in drei 
Phasen unterteilt. Ziel dieses Szenarios, ist über alle Phasen hinweg eine kontinuierliche Objektver-
folgung abzulegen ohne Wechsel der Track-ID.  
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Abbildung 7-19: Vergleich der Trackfragmentierung eines verfolgten Objekts anhand der longitudinalen Geschwindig-
keitsschätzung 
Zusätzlich zur realen Relativgeschwindigkeit ist in der Abbildung die Geschwindigkeitsschätzung 
beider Tracker vorhanden. Für jedes erzeugte Objekt wird die Schätzung als eigenes Trackfragment 
angegeben, welches der Legende zu entnehmen ist. Bereits auf den ersten Blick ist zu erkennen, dass 
weder für die Industrielösung noch für den eigenen Tracker eine kontinuierliche Objektverfolgung 
erfolgte. Während die Industrielösung auf insgesamt vier verfolgte Objekte kommt, liegt diese Zahl 
für den eigenen Tracker bei sechs. Für die Industrielösung ist zusätzlich zu erkennen, dass dieser 
Tracker größere Lücken zwischen den verfolgten Objekten erzeugt, wie beispielsweise zwischen  
𝑡mess = 180 und 𝑡mess = 225. In diesem Abschnitt erfolgt die Objektverfolgung nur durch den ei-
genen Tracker (rote Kreismarkierung). Ein weiterer Unterschied ist in der Verfolgung des statischen 
Objekts zwischen 𝑡mess = 235 und 𝑡mess = 310 zu erkennen. Die geschätzte Geschwindigkeit durch 
die Industrielösung liegt für statisch klassifizierte Objekte fest bei 𝑣rel,x = 0. Eine tatsächliche Schät-
zung findet nicht statt, wie es beim eigenen Tracker der Fall ist. Allein aufgrund der Klassifizierung 
als statisches Objekt, welches nur innerhalb der Industrielösung erfolgt, findet ein Wechsel der Ob-
jektbezeichnung bzw. der Track-ID statt, da es dazu zwei unterschiedliche Objektlisten gibt. Daraus 
folgt, dass die Industrielösung zwar weniger Objekte verfolgt, allerdings auch größere Lücken zwi-
schen den Trackfragmenten liegen. Zusätzlich ist eine Fragmentierung in der Verfolgung durch die 
Industrielösung aufgrund eines statischen Objekts nicht zu umgehen, während die kontinuierliche 
Verfolgung eines Objekts, welches zwischen einem dynamischen und statischen Zustand wechselt, 
im eigenen Tracker möglich ist. 
7.3 Vergleich der Ergebnisse zwischen Messung und Simulation 
Um die Übertragbarkeit der Tracking-Ergebnisse von Messung und Simulationen zu identifizieren, 
wurden aus vorhandenen Messdaten die Trajektorien des Zielfahrzeugs extrahiert und so konvertiert, 
dass diese in der Simulationssoftware als Trajektorie vorgegeben wurden. Auf diese Weise werden 
Detektionen des realen Radarsensors sowie des Radarsensormodells durch das gleiche Szenario er-
zeugt. Da das Tracking-Ergebnis, insbesondere das Clustering und die Filterung, hauptsächlich auf 
den Geschwindigkeiten und Positionen der vorliegenden Radardetektionen erfolgt, werden diese Grö-
ßen der Messung und Simulation gegenübergestellt. Dazu folgt der Vergleich der Ergebnisse der 
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Geschwindigkeits-, der Positions- sowie der Gierwinkelschätzung. Zusätzlich erfolgt eine Gegen-
überstellung der Trennfähigkeiten auf Basis beider Eingangsdaten.  
In Abbildung 7-20 sind die Ergebnisse der Geschwindigkeitsschätzungen auf Basis von Mess- und 
Simulationsdaten über den zeitlichen Verlauf dargestellt. Als Referenzen sind zusätzlich die tatsäch-
lichen Geschwindigkeiten des realen Objektes aus den Messdaten und des Simulationsobjekt aus den 
Simulationsdaten vorhanden. Das Zielfahrzeug fährt dabei mit einem Azimutwinkel von 𝛼 = 0 vor 
dem Egofahrzeug und variiert laufend seine longitudinale Relativgeschwindigkeit 𝑣rel,x. Die laterale 
Relativgeschwindigkeit liegt bei 𝑣rel,𝑦 = 0. Die tatsächliche Geschwindigkeit in beiden Datentypen 
unterscheidet sich nur minimal, sodass ein direkter Vergleich beider Tracking-Ergebnisse zulässig 
ist. Der Abbildung ist zu entnehmen, dass für beide Geschwindigkeitskomponenten 𝑣rel,x (oben) und 
𝑣rel,𝑦 (unten) die Geschwindigkeitsschätzungen sich nur minimal unterscheiden. Dabei ist zu erken-
nen, dass über den gesamten Simulationsverlauf nicht nur ein Objekt verfolgt wird, sondern der Tra-
cker vereinzelt ein zweites Objekt im unmittelbaren Umkreis des Zielfahrzeugs initiiert und kurzzei-
tig verfolg. Diese Ausschläge sind in der longitudinalen sowie lateralen Geschwindigkeitsschätzung 
zu erkennen (rote Kreismarkierungen). Der Grund für diese weitere Initiierung sind zusätzliche De-
tektionen am Zielfahrzeug mit einer stark abweichenden Dopplergeschwindigkeit als der realen 
Dopplergeschwindigkeit. Diese sind nicht kontinuierlich vorhanden, sodass das zusätzliche Objekt 
fortlaufend initiiert und gelöscht wird. Die genaue Ursache dieser Detektionen in den Simulationsda-
ten wurde innerhalb dieser Arbeit aus zeitlichen Gründen nicht eindeutig geklärt und ist für eine Wei-
terentwicklung des Tracking-Algorithmus zu untersuchen. 
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Abbildung 7-20: Vergleich der Geschwindigkeitsschätzung zu Mess- sowie Simulationsdaten 
Um die Geschwindigkeitskomponenten nicht nur separat zu betrachten, wird zusätzlich der Gierwin-
kel beider Tracking-Ergebnisse untersucht. Dazu wird das Slalomszenario, welches in Kapitel 7.2.4 
vorgestellt wurde, genutzt. In Abbildung 7-21 (oben) ist der Vergleich der Gierwinkelschätzung über 
den zeitlichen Verlauf dargestellt. Die tatsächlichen Gierwinkel 𝜑 des realen Objekts sowie des Si-
mulationsobjekts stimmen unter Vernachlässigung von vereinzelten, minimalen Abweichungen über-
ein. Ebenso stimmen die Gierwinkelschätzungen auf Basis beider Datentypen annähernd überein. 
Vereinzelt ist die Schätzung auf Basis von Simulationsdaten weniger träge, welches in den Zyklen 
800-900 und 1000-1100 zu erkennen ist. Das lässt sich ebenfalls im Vergleich der Differenzen in der 
Abbildung (unten) daran erkennen, dass in diesen Intervallen die größte Amplitude der Differenz auf 
Basis von Simulationsdaten geringer ist. Unterscheidungen, welche das Tracking-Ergebnis beeinflus-
sen, treten allerdings nicht auf. 
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Abbildung 7-21: Vergleich der Gierwinkelschätzung zu Mess- sowie Simulationsdaten 
Neben der Geschwindigkeitsschätzung beeinflusst die Positionsschätzung das Tracking-Ergebnis. In 
Abbildung 7-22 sind daher die Ergebnisse einer Positionsschätzung für beide Datentypen dargestellt. 
Im linken Diagramm ist die Trajektorie des realen und Simulationsobjekt abgebildet, während im 
rechten Diagramm die Differenz in der lateralen Positionsschätzung über die longitudinale Entfer-
nung aufgetragen ist. Die laterale Positionsschätzung wird für dieses Szenario hervorgehoben, da 
diese entscheidend ist für die Fahrstreifenzurordnung und damit einer möglichen Trajektorienplanung 
des Egofahrzeuges, welches sich auf dem äußeren Fahrstreifen befindet. Die Trajektorie des realen 
Objekts und des Simulationsobjekts stimmen hier vollständig überein. Die Positionsschätzung auf 
Basis der Simulationsdaten ist hier genauer, insbesondere im Kurvenbereich. Die erzeugte Differenz 
liegt im Kurvenbereich bei ∆𝑦 =  −1,25 m und ist damit betragsmäßig über einen Meter kleiner als 
die Differenz auf Basis der Messdaten. Jedoch wird auch im Tracking-Verlauf der Simulationsdaten 
der Egofahrstreifen vereinzelt als teilweise belegt angenommen, da der Fehler in der Posititonsschät-
zung dort zu groß wird. 
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Abbildung 7-22: Vergleich der Positionsschätzung zu Mess- sowie Simulationsdaten 
Die Positions- und Geschwindigkeitsschätzung beeinflussen das Tracking-Ergebnis unter anderem 
durch die darauf basierende Trennfähigkeit des Trackers. Dazu werden erneut die Szenarien betrach-
tet, welche in Kapitel 7.2.6 vorgestellt wurden. Es wird untersucht, ab welcher lateralen Distanz und 
ab welcher Geschwindigkeitsdifferenz zwei Zielfahrzeuge als einzelne Objekte verfolgt werden. 
Dazu sind in Abbildung 7-23 die Positionsschätzung auf Basis beider Datentypen dargestellt. Aus 
Gründen der Übersichtlichkeit wird hier auf die Abbildung der tatsächlichen Positionen beider Da-
tentypen verzichtet. Diese wurden abgeglichen und stimmen überein, sodass nur die Positionen des 
realen Objekts zu sehen sind. Es ist zu erkennen, dass für beide Datentypen bei einer lateralen Distanz 
von ∆𝑦 =  3 m nur ein Objekt verfolgt wird. Die Zielfahrzeuge werden demnach nicht getrennt. Eine 
Trennung der Objekte findet bei den Messdaten erst ab ∆𝑦 =  5 m, bei den Simulationsdaten ab ∆𝑦 =
 5,6 m statt. Die Trennfähigkeit bei beiden Datentypen befindet sich damit in der gleichen Größen-
ordnung, wie an dem identifizierten Wert in Kapitel 7.2.6 (∆𝑦 =  5,8 m) zu erkennen ist. 
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Abbildung 7-23: Vergleich der Trennfähigkeit mit Variation der lateralen Distanz zu Mess- sowie Simulationsdaten 
Neben der Trennfähigkeit anhand der Distanz wird die Trennfähigkeit anhand der Geschwindigkeits-
differenz für beide Datentypen untersucht. Dazu sind in Abbildung 7-24 die Ergebnisse der Ge-
schwindigkeitsschätzungen als zeitlicher Verlauf dargestellt. Hier ist eine deutliche Unterscheidung 
beider Tracking-Ergebnisse zu finden. Während der Tracker auf Basis der Messdaten bis etwa  
𝑡 = 450 beide Zielfahrzeuge als nur ein Objekt verfolgt, zeigt der Tracker auf Basis der Simulations-
daten hier ein anderes Verhalten. Jede separate Linie steht hier für ein initiiertes und kurzzeitig ver-
folgtes Objekt. Dabei liegen die zugeordneten Geschwindigkeiten zwischen 𝑣rel,x = −1
m
s
 und 
𝑣rel,x = 21
m
s
, wie in der Abbildung zu erkennen ist. Eine kontinuierliche Objektverfolgung findet bis 
dahin nicht statt. Ab 𝑡 = 450 ist der Abbildung zu entnehmen, dass nun zwei Objekte getrennt ver-
folgt werden, allerdings zusätzlich weitere Objektinitiierungen und kurzeitige -verfolgungen vorkom-
men.  
 
Abbildung 7-24: Vergleich der Trennfähigkeit mit Variation der Relativgeschwindigkeit zu Mess- sowie Simulationsda-
ten 
Dieses Verhalten des Trackers auf Basis der Simulationsdaten ist auf Unterschiede in den zugewie-
senen Dopplergeschwindigkeiten zu den Detektionen zurückzuführen. In Abbildung 7-25 sind dazu 
die Dopplergeschwindigkeiten zum einen der Messdaten und zum anderen der Simulationsdaten dar-
gestellt. Während die Dopplergeschwindigkeiten in den Messdaten durch den Verlauf bei etwa  
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?̇? = 0 und dem anschließenden Anstieg plausibel sind, scheinen die Simulationsdaten einen Großteil 
an Detektionen zu enthalten, deren Ursprung zwar die Zielfahrzeuge sind, die zugewiesenen Dopp-
lergeschwindigkeiten allerdings nicht mit der tatsächlichen radialen Relativgeschwindigkeit überein-
stimmt. Der Ursprung der Detektionen kann zum einen an der Position, welche hier nicht dargestellt 
ist, sowie am qualitativen Verlauf, welcher mit der realen Geschwindigkeit insbesondere ab 𝑡 = 450 
übereinstimmt, festgemacht werden. Die Egogeschwindigkeit beträgt 𝑣ego = 10
m
s
, sodass die Werte 
bei ?̇? = −10
m
s
 durch Detektionen statischer Objekte erzeugt werden (Straßenreflexionen, Vegetation 
etc.). Zusätzlich ist zu erkennen, dass ab 𝑡 = 450                      „             ä   “        -
geschwindigkeit entspricht (rote Kreismarkierung). Die Ursache dieser Dopplergeschwindigkeiten 
wurde aus zeitlichen Gründen innerhalb dieser Arbeit nicht eindeutig geklärt und ist für eine Weiter-
entwicklung des Tracking-Algorithmus zu untersuchen. 
 
Abbildung 7-25: Vergleich der Dopplergeschwindigkeiten des realen Radarsensor sowie des Radarsensormodells 
Abschließend ist zusammenzufassen, dass die Ergebnisse des Trackers von Simulations- und Mess-
daten grundsätzlich übertragbar sind, sofern sich die Detektionen beider Datentypen nicht schwer-
wiegend unterscheiden. 
7.4 Zusammenfassung 
Dieses Kapitel betrachtet die Evaluierung des Tracking-Algorithmus. Dazu wurde die Leistungsfä-
higkeit des Trackers mithilfe von Messdaten mit einer am FZD vorliegenden Industrielösung vergli-
chen, indem zeitliche Kriterien des Track-Management, die Geschwindigkeits-, Positions- und Gier-
winkelschätzung sowie die Trennfähigkeit beider Tracker untersucht wurden. Eine Bewertung der 
Ergebnisse zu den zeitlichen Kriterien der Trackinitiierung und -löschung kann aufgrund des 
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Zielkonflikts zur Vermeidung von sowohl False-Positives als auch False-Negatives nur mit Blick auf 
das Anwendungsgebiet und den dort auftretenden Geschwindigkeiten getroffen werden. Zusätzlich 
ist der zugewiesene Status der Objekte in der Industrielösung nicht bekannt, sodass keine Unterschei-
              „         “      „    ä    “            .              ,            kannten Objekte durch 
die Industrielösung grundsätzlich bereits zu einem früheren Zyklus verfolgt werden, als der eigene 
implementierte Tracke dieser als bestätigte Objekte einstuft. Diese Eigenschaft lässt sich aber nur mit 
Blick auf das Anwendungsgebiet des Tracking-Algorithmus bewerten. Befindet sich das Egofahrzeug 
in einer Umgebung wie beispielsweise auf einer Autobahn ist die frühe Erkennung von Objekten 
aufgrund der hohen Geschwindigkeiten vorteilhafter. Fährt das Egofahrzeug allerdings innerorts auf 
langsam befahrenen Straßen, wird durch eine spätere Erkennung von Objekten eine geringere Zahl 
von False-Positives angestrebt. Die False-Positives wären in diesem Fall Störsignale, welche als Ob-
jekt klassifiziert und verfolgt werden. Daher kann ohne Relation zum Anwendungsgebiet innerhalb 
dieser Arbeit keine wertende Aussage zu den zeitlichen Kriterien beider Tracking-Algorithmen ge-
troffen werden. 
Zum Vergleich der Geschwindigkeitsschätzung beider Tracker wurden Szenarien mit annähernd kon-
stanten Geschwindigkeiten und auch beschleunigten Bewegungen untersucht. Hier wurde deutlich, 
dass der implementierte Tracker grundsätzlich einen höheren Fehler erzeugt als die Industrielösung. 
Dieser Fehler wird durch starke Schwankungen in den Schätzungen und der Trägheit des Trackers 
ausgelöst. Die Industrielösung gibt stabilere Verläufe in der Schätzung der Geschwindigkeiten und 
verursacht durch eine geringere Trägheit insbesondere bei beschleunigten Bewegungen einen gerin-
geren Fehler. Grundsätzlich steigt der Fehler in der Schätzung mit der Beschleunigung des Zielfahr-
zeuges in beiden Trackern. Zusätzlich ist die laterale Relativgeschwindigkeit bei beiden Trackern mit 
einem höheren Fehler belastet als die longitudinale. Im eigenen Tracker liegt die Ursache dafür in 
den Berechnungsmethoden der kartesischen Geschwindigkeiten. Die laterale Geschwindigkeit ist hier 
bei Ungenauigkeiten in den Eingangsdaten der Berechnungsmethoden fehleranfälliger als die lon-
gitudinale Geschwindigkeit.  
Ähnliches Verhalten ist im Vergleich der Positionsschätzung beider Tracker festzustellen. Dazu wur-
den die longitudinale und laterale Schätzung zuerst separat betrachtet. Der Verlauf des eigenen Tra-
ckers ist instabiler als die Industrielösung für beide Richtungen. Allerdings bedeutet dies, trotz des 
höheren Fehlers in der Geschwindigkeitsschätzung, nicht notwendigerweise einen größeren Fehler in 
der Position. Insbesondere bei konstanten Geschwindigkeiten ist die Positionsschätzung des eigenen 
Trackers genauer. Nach der separaten Betrachtung wurde ein Kurvenszenario untersucht, in dem das 
Zielfahrzeug auf dem inneren Fahrstreifen dem Egofahrzeug entgegenkommt. Die laterale Positions-
schätzung beider Tracker war an dieser Stelle nicht genau genug, um eine eindeutige Fahrstreifenzu-
weisung des Zielfahrzeugs zu gewährleisten. Der Egofahrstreifen wurde damit nicht als komplett frei 
angenommen.  
Die Untersuchung der Gierwinkelschätzung erfolgte mithilfe einer Slalomfahrt des Zielfahrzeuges. 
Ebenfalls fällt hier ein instabilerer Verlauf des eigenen Trackers zum Gierwinkel auf. Allerdings er-
zeugt die Trägheit Industrielösung einen periodischen Fehler, welcher bis zu 20° groß wird, während 
der Fehler des implementierten Trackers hier lediglich auf bis zu 10° steigt. 
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Unterschiedliches Verhalten findet sich ebenfalls in der Schätzung der Bounding-Boxen wieder. 
Während die Industrielösung keine Mindestmaße der Objekte und damit der Bounding-Box annimmt, 
arbeitet der eigene Tracker mit diesen. Dies hat zur Folge, dass die verfolgten Objekte durch die 
Industrielösung grundsätzlich unterdimensioniert sind. Die Konsequenz der Verwendung von Min-
destmaßen ist allerdings eine mögliche Überdimensionierung von Objekten wie Fahrradfahrer oder 
Fußgänger, welches im Sinne einer erhöhten Fahrtsicherheit nicht grundsätzlich negativ zu bewerten 
ist. Ein weiteres Defizit des eigenen Trackers sind hier Fehler in der Gierwinkelschätzung, welche 
die Orientierung der Bounding-Box beeinflussen. Durch eine fehlerhafte Orientierung in Kombina-
tion mit den definierten Mindestmaßen der Bounding-Box, kann nicht nur der Fahrstreifen des Ziel-
fahrzeug, sondern auch der Egofahrstreifen fälschlicherweise als belegt angenommen werden. 
Ebenso wurde basierend auf der Positions- und Geschwindigkeitsschätzung die Trennfähigkeiten bei-
der Tracker verglichen. Während für die Trennung zweier Objekte beim implementierten Tracker 
eine geringere Geschwindigkeitsdifferenz nötig ist, trennt die Industrielösung zwei Objekte bei einer 
geringeren Distanz.  
Als letztes Kriterium betrachtet die Evaluierung die Kontinuität der Objektverfolgung. Dazu wurde 
ein Szenario gewählt, dessen Zielfahrzeug zunächst eine gewisse Relativgeschwindigkeit aufweist 
und anschließend gleich dem Egofahrzeug kurzzeitig zum Stehen kommt, bevor es wieder beschleu-
nigt. Weder der eigene Tracker noch die Industrielösung haben das Zielfahrzeug als ein Objekt kon-
tinuierlich verfolgt. Es ist bekannt, dass die Industrielösung grundsätzlich zwischen statischen und 
dynamischen Objekten unterscheidet, da je Objekttyp eine Objektliste ausgegeben wird. Daher ist 
eine kontinuierliche Verfolgung für Szenarien dieser Art durch die Industrielösung nicht möglich, 
während mit einer genaueren Positions- und Geschwindigkeitsbestimmung eine kontinuierliche Ver-
folgung durch den eigenen Tracker möglich ist. 
Zusammenfassend lässt sich damit sagen, dass die Industrielösung stabilere Schätzungen der Objekt-
zustände liefert, diese aber insbesondere bezüglich der Positionsbestimmung und der Schätzung der 
Objektdimensionen nicht notwendigerweise genauer sind. Des Weiteren erfolgte die Untersuchung 
der Übertragbarkeit der Tracking-Ergebnisse zwischen Simulations- und Messdaten. Die Übertrag-
barkeit ist gewährleistet, sofern sich die Detektionen des realen Radarsensors und des Radarsensor-
modells nicht grundlegend unterscheiden. 
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8 Fazit und Ausblick 
In dieser Arbeit ist ein Tracking-Algorithmus zur Verarbeitung von Radarsensordaten entwickelt 
worden. Der Tracker ermöglicht die zeitliche Nachverfolgung von Einzeldetektionen und gibt für 
sowohl synthetische als auch reale Radardaten eine Objektliste aus. Zur Datenassoziation der zusam-
mengefassten Detektionen wird die Methode des Global Nearest Neighbor eingesetzt, die Prädiktion 
und Filterung übernimmt ein Extended Kalman Filter.  
Die synthetischen Radardaten werden von einem Radarsensormodell, welches am Fachgebiet für 
Fahrzeugtechnik der Technischen Universität Darmstadt entwickelt wurde, geliefert. Am Ausgang 
dieses Modells liegen Radardaten vor, die sich den Daten eines realen Radars nach den Fouriertrans-
formationen annähern. Damit geben diese Auskunft zur Entfernung, zum Azimutwinkel und zur ra-
dialen Relativgeschwindigkeit der Detektionen. Am Eingang des Tracking-Algorithmus liegen diese 
Radardaten als Bin-Werte vor. Die erhaltenen Detektionen werden vom Tracking-Algorithmus zu-
nächst anhand der Empfangsleistung gefiltert, um Störsignale zu eliminieren. Anschließend findet 
eine Transformation der Entfernung und des Azimutwinkels in kartesische Koordinaten statt. Zusätz-
lich erfolgt die Bestimmung der Dopplergeschwindigkeiten unter simultaner Betrachtung von fünf 
Zyklen zur Auflösung der Mehrdeutigkeiten. Diese Betrachtung von zukünftigen Zyklen verursacht 
einen Verzug im gesamten Tracking-Algorithmus von zwei Zyklen. Zusammengefasste Mehrfachre-
flexionen eines Objekts werden als Cluster vorhandenen Objekten mit Hilfe des Globals Nearest 
Neighbor, welches die Distanz und Geschwindigkeitsdifferenz zwischen Cluster und Objektprädik-
tion betrachtet, zugeordnet. Die Korrektur der prädizierten Objektzustände erfolgt anschließend mit 
einem Extended Kalman Filter, welches den Objektzustand des nächsten Zyklus durch ein Constant 
Velocity Model prädiziert. Für die initiale Bestimmung der kartesischen Geschwindigkeiten werden 
zwei unterschiedliche Methoden eingesetzt. Die Methode zur Instantaneous Velocity Estimation oder 
die Berechnung auf Basis des Gierwinkels, welcher anhand der Positionsänderung geschätzt wird. 
Die Auswahl der Methode basiert auf unterschiedlichen Kriterien. 
Die Evaluierung des implementierten Trackers erfolgte mithilfe von realen Messdaten im Vergleich 
zur Industrielösung, welche im vorliegenden realen Radarsensor als Tracking-Modul integriert ist. 
Dazu wurden zeitliche Kriterien des Track-Management, die Geschwindigkeits-, Positions- und Gier-
winkelschätzung sowie die Trennfähigkeit beider Tracker untersucht. Eine Bewertung der Ergebnisse 
zu den zeitlichen Kriterien der Track-Initiierung und Track-Löschung kann aufgrund des Zielkon-
flikts zur Vermeidung von sowohl False-Positives als auch False-Negatives nur mit Blick auf das 
Anwendungsgebiet und den dort auftretenden Geschwindigkeiten getroffen werden. Im Vergleich der 
Geschwindigkeits- und Positionsschätzung wurde deutlich, dass der innerhalb dieser Arbeit imple-
mentierte Tracker gegenüber der Industrielösung einen grundsätzlich höheren Fehler erzeugt. Dieser 
wird durch stärkere Schwankungen in der Schätzung und der Trägheit des Trackers verursacht. Die 
Industrielösung läuft damit stabiler. Allerdings erzeugt auch dieser bei der Positionsschätzung einen 
lateralen Fehler, welcher groß genug ist, um in einer Kurvenfahrt eine eindeutige Fahrstreifenzuwei-
sung des Zielfahrzeugs zu verhindern. Damit wird der Egofahrstreifen des Egofahrzeuges als teil-
weise belegt angenommen. Eine Ausnahme ist hier die Positionsschätzung eines Zielfahrzeuges mit 
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annähernd konstanter Geschwindigkeit, welche durch den implementierten Tracking-Algorithmus 
gegenüber der Industrielösung genauer ist. Grundsätzlich ist zu sagen, dass die erzeugten Fehler in 
der Geschwindigkeits- und Positionsschätzung bei beiden Trackern mit höherer Beschleunigung des 
Zielfahrzeuges steigen. Die Gierwinkelschätzung des implementierten Trackers weist ebenfalls einen 
geringeren Fehler gegenüber der Industrielösung auf. Dies ist auf die größere Trägheit der Industrie-
lösung in der Schätzung dieser Größe zurückzuführen, welche einen periodischen Fehler von bis zu 
20° erzeugt, während der Fehler des implementierten Trackers nur auf bis zu 10° steigt. Die unter-
suchte Trennfähigkeit beider Tracker weist ebenfalls Unterschiede auf. Während für die Trennung 
zweier Objekte beim implementierten Tracker eine geringere Geschwindigkeitsdifferenz nötig ist, 
trennt die Industrielösung zwei Objekte bei einer geringeren Distanz. Zusammenfassend ist mit den 
Ergebnissen der Evaluierung zu sagen, dass die Industrielösung stabilere Schätzungen der Objektzu-
stände liefert, diese aber insbesondere bezüglich der Positionsbestimmung und der Schätzung der 
Objektdimensionen nicht grundsätzlich genauer sind. 
Die Übertragbarkeit der Tracking-Ergebnisse von Simulations- und Messdaten wurde durch den Ver-
gleich gleicher Szenarien, welche als Mess- und Simulationsdaten vorliegen, überprüft. Die Ergeb-
nisse beider Tracking-Ergebnisse stimmen mit minimalen Abweichungen überein, insofern die realen 
als auch synthetischen Radardaten plausible Detektionswerte beinhalten. Die Übertragbarkeit ist da-
mit gewährleistet, sofern sich die Detektionen des realen Radarsensors und des Radarsensormodells 
nicht schwerwiegend unterscheiden. 
Für Weiterentwicklungen des Tracking-Algorithmus besteht die Möglichkeit den Extended Kalman 
Filter durch ein komplexes Interacting Multiple-Model Filter zu erweitern. Damit lassen sich mehrere 
Bewegungsmodelle, wie das bereits genutzte Constant Velocity Model, das Constant Acceleration 
Model und das Constant Turn Rate Model, vereinen und adaptiv nutzen. Zwischen den Bewegungs-
modellen wird mithilfe von Übergangswahrscheinlichkeiten basierend auf der bisherigen Objektbe-
wegung gewechselt. Eine genauere Objektverfolgung mit beschleunigten Geschwindigkeiten und bei 
Gierbewegungen ist damit möglich.120 Eine weitere Anpassung des Tracking-Algorithmus stellt die 
Justierung der genutzten Filterparameter dar. Aus zeitlichen Gründen wurde innerhalb dieser Arbeit 
der getestete Wertebereich aller Parameter beschränkt. Mit einer Erweiterung der getesteten Parame-
tervariationen und einer Feinjustierung des Filters kann die Schätzung der Objektzustände stabiler 
erfolgen, welches ebenfalls eine genauere Positions- und Geschwindigkeitsschätzung begünstigt.  
Zur genaueren Bestimmung der kartesischen Geschwindigkeiten sind mehrere Detektionen eines Ob-
jektes innerhalb eines Zyklus notwendig. So kann die Methode der Instantaneous Velocity Estimation 
genutzt werden, ohne die Detektionen zweier Zyklen zu verknüpfen und dadurch Ungenauigkeiten 
zu verursachen. Eine größere Zahl an Detektionen eines Objektes wird durch das Herabsetzen der 
Leistungsschwelle erreicht, sodass mehr Empfangssignale mit niedrigerer Leistung ebenfalls als De-
tektion am Ausgang des Sensors vorhanden sind. Sind von einem Objekt damit stets mehrere 
 
120 Ming-yang, D. et al.: The interacting multiple model algorithm based on adaptive Markov transition probability (2017 - 2017). 
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Detektionen im gesamten Sensorfeld vorhanden, kann bereits für jedes Cluster die kartesischen Ge-
schwindigkeiten bestimmt werden.  
Eine adaptive Gestaltung des Track-Management bietet eine weitere Entwicklungsmöglichkeit. Je 
nach Umgebung des Egofahrzeuges variieren die benötigten Zyklen zur Bestätigung oder Löschung 
eines Objektes. Damit wird die Reaktionszeit für potenzielle automatisierte Manöver auf Basis des 
Tracking-Ergebnis den auftretenden Relativgeschwindigkeiten in der Umgebung angepasst. Für eine 
Anwendung im Straßenverkehr außerdem die Echtzeitfähigkeit des Tracking-Algorithmus nötig. 
Diese wird durch Optimierung der Rechenzeit u.a. durch Anpassungen im Code erreicht.  
Mit der Erreichung einer Echtzeitfähigkeit und einer genaueren Bestimmung der Objektzustände lie-
fert der Tracking-Algorithmus die Grundlage einer nachgestellten Trajektoriengenerierung des Egof-
ahrzeuges. Diese wird unter anderem in autonomen Fahrzeugen genutzt, um die Manöver der aktuel-
len Situation, welche sich aus den verfolgten Objekten und der Egokinematik ergibt, anzupassen. 
Durch die Übertragbarkeit der Tracking-Ergebnisse von Simulationsdaten auf Messdaten lassen sich 
Erweiterungen des Tracking-Algorithmus und ebenso eine nachgestellte Trajektoriengenerierung 
ebenfalls mit Hilfe von synthetischen Radardaten verifizieren und validieren. 
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Anhang A: Parameterdatei 
Tabelle 8: Genutzte Parameter innerhalb des Tracking-Algorithmus wie Schwellenwerte oder Mindestmaße 
Parametername Wert Bedeutung 
minVehicleWidthThreshold_m 1,8 m Mindestbreite Bounding-Box 
minVehicleLengthThreshold_m 4,3 m Mindestlänge Bounding-Box 
PowerRangeCompensatedTh-
reshold_dBm3 
0 dBm3 Grenzwert zur Filterung von Störsignale 
DopplerThreshold_m_s 
 
1 m/s Grenzwert in der Dopplerberechnung (maxi-
                        „      “ klassifizier-
ten Werten) 
RangeRateThreshold_check 
 
20 m/s Grenzwert in der Dopplerberechnung: Maxi-
male Differenz zwischen bestimmter Doppler-
geschwindigkeit und Entfernungsänderung der 
gleich klassifizierten Werten) 
maxNumTracks 
 
100 Maximale Zahl von Objekten im selben Zyklus  
ClusterThresholdDistance_m 
 
5 m Grenzwert zum Clustering (maximale euklidi-
sche Distanz der Detektionen) 
ClusterThresholdDopplerBin 
 
20 Grenzwert zum Clustering (maximale Differenz 
der Dopplerbins der Detektionen) 
ClusterThresholdDopplerVelE-
stimation_m_s 
 
2 m/s Grenzwert zum Clustern (maximale Differenz 
zwischen Dopplergeschwindigkeiten, um die-
sen in Clustser zu ergänzen) 
InnovationPosThreshold_m2 
 
9 m2 Grenzwert zur Datenassoziation (maximale euk-
lidische Distanz zwischen Cluster und Objekt) 
InnovationDopplerVelTh-
reshold_m2_s2 
 
9 m2 Grenzwert zur Datenassoziation (maximale Dif-
ferenz in Dopplergeschwindigkeit zwischen 
Cluster und Objekt) 
maxTrackCountInit 
 
5 Maximale Zahl an Zyklen in der Initiierungs-
phase 
minTrackCountInit 
 
3 Minimale Zahl an erfolgten Datenassoziation 
zur Bestätigung 
maxTrackCountDelet 
 
10 Maximale Zahl an Zyklen in der Löschphase 
TrackThresholdCenter_m 
 
2 m Grenzwert zur Track-Löschung 
TrackThresholdVrel_m_s 
 
2 m/s Grenzwert zur Track-Löschung 
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Anhang B: Visualisierung 
Bei aktivierter Visualisierung wird in einem Plot-Fenster der aktuelle Stand des Tracking-Algorith-
mus dargestellt und mit jedem Zyklus aktualisiert, wie in der folgenden Abbildung beispielhaft zu 
sehen ist. Zu sehen sind außerdem die Sichtbereiche des Fern- und Nahbereichssensor. Aktuell sind 
allerdings nur Daten des Fernbereichssensor vorhanden. Visualisiert werden zum einen alle Detekti-
onen des Sensors und zum anderen die verfolgten Objekte inklusive ihrer Track-ID. Die Detektionen 
sind jeweils punktförmig dargestellt und je nach zugehöriger abstandskompensierter Leistung einge-
färbt. Die Objekte haben eine Unterschiedliche Darstellung je nach ihrem aktuellen Status. Ist ein 
Objekt in der Initiierungsphase wird es als graues gefülltes Quadrat visualisiert, in der Löschphase 
als ein blaues ungefülltes Quadrat. Ist ein Objekt bestätigt, wird die Bounding-Box in grün angezeigt. 
 
Abbildung C-1: Beispielhafte Darstellung der Visualisierung zum implementierten Tracking-Algorithmus 
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Anhang C: Soll- und Ist-Zeitplan 
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