The manuscript proposes a novel approach to uncover pattern from a huge chunk of data with minimal time consumption. The goal of the manuscript is to build a robust predictive model to handle big data in patient data. The manuscript follows a master-slave approach. The training data is divided into n number of chunks and processed. The data involves 32,96,168 row vectors and each row vector holds 14 attributes. The model is given a row vector with 14 attributes whether the system could predict the target class by linear modeling. From the experimentation done in single master and four slave setup, we infer that the system could fit a linear model in 1800 seconds. A comparative study has been made on training the huge chunk of data in a standalone device and in master-slave devices. From the experimental analysis, we infer that the training time of the proposed approach has been reduced by more than half since the proposed approach divides the huge chunk of data into independent chunks and computation is done at multiple nodes.
Introduction
In the real world scenario we create and consume data, thus the data grows exponentially day by day. The challenge lies in extracting meaningful pattern form the data and classify or predict the outcome. For this task, machine learning algorithms are used. The data might be numerical, image, video etc.. the data in whatever form it is has many challenges such as noise, dimension, and size of data etc... Handling huge volume of data is still a research problem. Since the size of data grows exponentially, handling big data is challenging. In the manuscript, an approach has been proposed to handle big data and uncover the pattern with minimum time. The feature vector is of 14 dimensions. The attributes in the data include age,gender,chestpain,Rest SBP,Cholesterol,Fasting Blood Sugar>120,Rest ECG,Max HR,Exercing,ST by Exercise,Slope Peakex CST,Major Vessels Colored,Thalamus, Hypertension (ie) each row vector has eleven attributes. All the eleven attributes influence the ground yield of patient data. Hence the ground yield acts as target class here. The data has been partitioned with 75% of the row vector for training and 25% of the row vector for predicting the ground yield. The data can be analyzed for its suitability to RAM and inferred that Big datasets are often larger than the size of the RAM that is available to researchers using their operating software. Basic functions like lm and glm store multiple copies of the data within the workspace. Thus, even if the original data set is smaller than the allocated RAM, once multiple copies of the data are stored (via an lm function, for example), R will quickly run out of memory There is a present an estimating algorithm to fit linear and generalized linear models not involving the QR decomposition [2] [11] . For large data sets, comparisons with respect to the well-known lm() and glm(), as well as to biglm() and bigglm() from the package biglm, show that the proposed functions speed up computation while preserving numerical stability and accuracy. Apache Hadoop and R software are used to develop an analytic platform that stores big data (using open source Apache Hadoop) and perform statistical analysis (using open source R software) [3] . Due to the limitations of vertical scaling of the computer unit, data storage is handled by several machines and so analysis becomes distributed over all these machines. The application of wireless sensors and sensor networks applied in patient data and food production for environmental monitoring, precision patient data, M2M-based machine and process control, building and facility automation and RFIDbased traceability systems over patient data [4] [12] . Statistical methods and statistical analysis, to determine the relationship between selected independent variables and the dependent variable can be used [5] . Using Chow tests the significance of individual factors on can be analyzed. Temperature and other sensors can also be used for patient monitoring [6] . The sensors work using feedback control mechanism. It has a centralized unit that regulates the flow of water based on the current temperature and moisture quotient.. A simulation program that works using octave is developed for validation [7] [13].. The application connects farmers, control system and communication unit. The proposed approach uses GSM network on considering its widespread coverage. OPAIMS, an open-architecture precision data information monitoring system is proposed [8] [14]. It consists of a two-tiered sensor network and an information service platform. The sensors have many low tire nodes that capture and send data [9] . This removes data redundancy and duplicity in communication [10] . Section 2 illustrates the workflow of the predictive model. In Section 3 discusses the linear regression algorithm and its role in prediction. Section 4 elaborates handling big data, the technology used and comparatively analyses the time complexity of the standalone machine and master-slave computing device and section 5 concludes the manuscript.
Proposed Framework
The Framework involves creating a master system with four slaves. As shown in the figure1. Through spark, the slaves are connected to the master.
A master terminal is created and through spark four slave terminals are connected to the master as shown in Fig 2. Once the handshake between the master and slave is enabled, the data is divided into 33 chunks and then the creation of linear model begin [15] . The linear modeling algorithm used in our approach is shown below as Algorithm 1.
biglm () creates a linear model object that uses only P 2 memory for P variables. It can be updated with more data and this allows linear Regression on data sets larger than memory [11] . Load the data into the master device and divide the data into chunks. Provide the Chunk size. Apply biglm with the separated chunks of data. Then update the upcoming chunks of data with the result from t he Previous chunk. Iterate the step till the last chunk. As a result, a biglm model is created and then given to test bed for predicting the Outcome.
3.Dataset Details:
The dataset consists of 3296168-row vectors for experiment 1 and 9000000 for experiment 2. The total number of attributes in the dataset is 11. The names of the attributes are PH, Total Productive Maintenance, Soil properties, GN, G.WT, grWT, HecWeight, Ground Hardness, Protein, Sediment, glue content. The target class for the dataset is ground yield. Table 1 shows the dataset used for experimentation. Biglm is used when the regression for data too large to fit in memory. Regression establishes a relationship between dependent variable (Y) and one or more independent variables (X) using a best fit straight line (also known as regression line). It is represented by an equation
Algorithm 1: Working of biglm ( )
a is an intercept, b is the slope of the line and e is error term. This equation can be used to predict the value of target variable based on given predictor variable(s) [16] . Since the given data has more than one independent variables the regression is said to be multiple linear regression has. Getting this best fit line in a regression model is accomplished by Least Square Method. It is the most common method used for fitting a regression line. It calculates the best-fit line for the observed data by minimizing the sum of the squares of the vertical deviations from each data point to the line. Because the deviations are first squared, when added, there is no canceling out between positive and negative values. 
Experimental Results and Discussion
A comparative analysis has been made with the master-slave set up and stand-alone machine. The Table 2 below discusses the environment of cluster setup in spark and standalone machine for the dataset that holds 32,96,168 row vectors. The Table 3 below discusses the environment of cluster setup in Spark and standalone machine for the dataset that holds 90,00,000 row vectors.
The time taken for execution is measured for every chunk updating in both stand-alone machine and master-Slave device which works with Spark R. The processing time has been measured in mili seconds as shown in Fig 3. The performance of the system is tested with the variation number of processors as shown in Fig 4. On increasing the count of processor the running time reduces. In the figure given below 
Conclusion
Time is considered as one of the major factors that influence Knowledge extraction process. An attempt has been made to Minimize the running time of the system by means of a distributed environment. Biglm processes the data by splitting into chunks and updates them till the last chunk. From the expe rimental analysis, we infer that the running time in a distributed framework is triple times faster than the standalone machine which comes to a conclusion that distributed framework for an patient data. 
