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A synchronizing word for a given synchronizing DFA is called minimal if none of its proper
factors is synchronizing. We characterize the class of synchronizing automata having only
finitely many minimal synchronizing words (the class of such automata is denoted by FG).
Using this characterization we prove that any such automaton possesses a synchronizing
word of length at most 3n− 5. We also prove that checking whether a given DFAA is in FG
is co-NP-hard and provide an algorithm for this problemwhich is exponential in the number
of statesA .
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
A synchronizing automaton A = 〈Q , , δ〉 is a deterministic and complete finite-state automaton (DFA) possessing a
synchronizing word, that is a word w which takes all states of A to a particular one: δ(q,w) = δ(q′,w) for all q, q′ ∈ Q . By
SynA we denote the language of all words synchronizing A .
Over the past 40 years synchronizing automata and especially shortest synchronizing words have been widely studied,
motivated mostly by the famous Cˇerný conjecture [8] which states that any n-state synchronizing automaton possesses a
synchronizingword of length atmost (n−1)2. This conjecture has beenproved for a large number of classes of synchronizing
automata, nevertheless in general it remains one of the most longstanding open problems in automata theory. For more
details see the surveys [3,7,9].
In this paper we deal with minimal synchronizing words which in some sense generalize the notion of a shortest syn-
chronizing word. Namely, a synchronizing word is calledminimal if none of its proper factors is synchronizing. It is obvious
that the language SynA of all synchronizing words is a two-sided ideal generated by the language Syn
min
A of all minimal
synchronizing words: SynA = ∗ SynminA ∗. Thus it is rather natural to consider the class of synchronizing automata
whose language of synchronizing words is a finitely generated ideal. The class of such automata is denoted by FG. In Sec-
tion 3 we give a characterization of this class. Moreover using the characterization we prove in Section 5 that the shortest
synchronizing word for such automata has length at most 3n − 5.
Example 1. Let  = {a, b} and consider the minimal automaton A recognizing the language L = ∗aba∗ (see Fig.1.)
It is easy to see that A is synchronizing, and SynA = L, thus SynminA = {aba}, so A ∈ FG. Analogously for any w ∈ ∗
the minimal automaton recognizing ∗w∗ is in FG. Moreover it is well-known that this automaton has n = |w| + 1
states, hence its minimal synchronizing word is of length n− 1. Clearly, in general, the minimal automaton recognizing the
language ∗M∗ for a finite languageM belongs to FG.
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Fig. 1. AutomatonA recognizing L = ∗aba∗ .
Another natural question arising in this context is whether testing A ∈ FG is decidable. An easy argument shows that
the answer is “yes”. Indeed, in general, for a given language L, we can consider the set Lmin of its minimal words. It is the set
of words from L such that none of its proper factors belongs to L. It is not hard to see that Lmin = L \ (∗L+ ∪+L∗).
In particular, if L is a two-sided ideal this expression reduces to:
Lmin = L \ (L ∪ L) = (L \ L) \ L. (1)
Observe that if L is a regular language then clearly Lmin is also a regular language. If L is represented by an n-state DFA A,
then the language (L\L) is recognized by a DFAwith n+1 states obtained fromA by adding a sink state (if there were no
such states inA) and redirecting to the sink state all the transitions outgoing fromfinal states. The languageL is recognized
by an (n + 1)-state DFA obtained from A by adding a new initial state and transitions labeled by all the letters from this
state to the old initial one. Then it is easy to see that the language Lmin can be recognized by an automaton with O(n2)
states, and it is easy to see that checking finiteness of Lmin takes O(n4) operations. The language of synchronizing words of
a given automaton A is well known to be regular (it is recognized by the power automaton P(A ) with Q as an initial state
and singletons as terminal ones). Thus the language SynA of an n-state synchronizing automaton A is recognized by an
automaton with at most 2n states. Hence by (1) the language SynminA is regular and checking whether A ∈ FG takes O(24n)
operations. Therefore one may ask whether checking finiteness of the language of minimal synchronizing words is indeed
a hard task and if there are better algorithms than the naive one. We formally state the FINITENESS problem:
• Input: A synchronizing DFA A = 〈Q , , δ〉.
• Question: Is the language SynminA finite?
Our characterization gives rise to another algorithm for solving FINITENESSwhich is a slight improvement of the naive
one. It is discussed in Section 3. Furthermore in Section 7 we show that FINITENESS is co-NP-hard. So the problem is not
likely to have a polynomial time algorithm. Gawrychowski [1] has shown that this problem is in PSPACE, but we are not
aware whether it belongs to some lower complexity class.
2. Preliminaries
We fix a synchronizing DFA A = 〈Q , , δ〉. The action of the transition function δ can naturally be extended to the free
monoid∗. This extensionwill still be denoted by δ. For convenience for each v ∈ ∗ and q ∈ Q wewillwrite q · v = δ(q, v)
and put S · v = {q · v | q ∈ S} for any S ⊆ Q . A subset S of Q is called reachable if there is a word v ∈ ∗ with S = Q · v.
Given a subset S of Q by Fix(S)we denote the set of all words fixing S:
Fix(S) = {w ∈ ∗ | S ·w = S}.
By Syn(S)we denote the set of all words bringing S to a singleton:
Syn(S) = {w ∈ ∗ | |S ·w| = 1}.
In this notations we have SynA = Syn(Q). Besides SynA is contained in Syn(S) for any S.
Lemma 1. Given a word w ∈ ∗ there exists an integer β ≥ 0 such that the set m(w) = Q ·wβ is fixed by w. Moreover m(w)
is the largest subset of Q with this property.
Proof. Consider the sets Q ·wα ⊆ Q for any α ≥ 0. Since the number of subsets of Q is finite, there are β ≥ 0 and γ > 0
such that Q ·wβ = Q ·wβ+γ . It is easy to see that
Q ·wβ ⊇ Q ·wβ+1 ⊇ · · · ⊇ Q ·wβ+γ = Q ·wβ.
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Hence all inclusions are in fact equalities and in particular Q ·wβ+1 = Q ·wβ , so the set Q ·wβ is fixed by the word w. On
the other hand take any S ⊆ Q fixed by w, then applying w we obtain
S = S ·w ⊆ Q ·w, . . . , S = S ·wβ ⊆ Q ·wβ,
som(w) is the largest subset fixed by the word w. 
Given a word w, the subsetm(w) of Q from the previous Lemma is called the maximal fixed set with respect to w.
Let k(w) be the least integer with the property Q ·wk(w) = m(w). Then we have the following
Lemma 2. Given a word w ∈ ∗
k(w) ≤ |Q | − |m(w)|.
Proof. We have |Q ·wβ+1| < |Q ·wβ | for any 0 ≤ β < k(w). Indeed, suppose |Q ·wβ+1| = |Q ·wβ | for some 0 ≤ β <
k(w). SinceQ ·wβ+1 ⊆ Q ·wβ wehaveQ ·wβ+1 = Q ·wβ , henceQ ·wβ ⊆ m(w). On the other hand,m(w) = Q ·wk(w) ⊆
Q ·wβ , thusm(w) = Q ·wβ , which is a contradiction with the choice of k(w). Therefore |Q | > |Q ·w| > · · · > |Q ·wk(w)|,
and |Q ·wk(w)| ≤ |Q | − k(w), hence k(w) ≤ |Q | − |m(w)|. 
Lemma 3. Given a word w ∈ ∗ and α ∈ N
m(wα) = m(w).
Proof. Obviously wα ∈ Fix(m(w)) for any α ∈ N, hence m(w) ⊆ m(wα). Conversely, by Lemma 1 m(wα) = Q ·wαβ for
some β ≥ 0. Sincem(wα) is fixed bywα , we have |m(wα) ·wα| = |m(wα)| in particular; thus |m(wα) ·w| = |m(wα)| and
hence |Q ·wαβ+1| = |Q ·wαβ |. On the other hand, Q ·wαβ+1 ⊆ Q ·wαβ , thus Q ·wαβ+1 = Q ·wαβ , so m(wα) is fixed by
w as well, andm(wα) ⊆ m(w). Thereforem(wα) = m(w). 
3. Characterization of the class FG
In this section we characterize synchronizing automata having only finitely manyminimal synchronizing words in terms
of properties of their power automata.
Theorem 1. Given a synchronizing DFA A = 〈Q , , δ〉 the following are equivalent:
(i) A ∈ FG
(ii) for any reachable subset S ⊆ Q such that 1 < |S| < |Q |, for each w ∈ Fix(S)
Syn(S) = Syn(m(w)).
Proof. (i) ⇒ (ii). Let S be a reachable subset of Q with 1 < |S| < |Q |. If Fix(S) = ∅ then there is nothing to prove, so we
can assume that Fix(S) = ∅ and take an arbitrary w ∈ Fix(S). Note that the inclusion Syn(m(w)) ⊆ Syn(S) is always true.
Indeed, the set S is contained in the maximal fixed set m(w), and all the words synchronizing the set m(w) synchronize
also S. In case Syn(S) = SynA we have SynA ⊆ Syn(m(w)) ⊆ SynA , therefore Syn(S) = Syn(m(w)). Suppose now that
Syn(S) = SynA . It means that there exists a word v which brings the set S to a singleton, but does not synchronize the
whole automaton. On the other hand, since the set S is reachable there exists a word u such that S = Q · u. Consider now
the infinite sequence of words uwiv for i ≥ 0. Note that these words are synchronizing, and since the language SynminA is
finite, among them there can be only a finite number of minimal synchronizing words. Since Q · uwi = S for any i ≥ 0, all
minimal synchronizing words always contain a prefix of v as a suffix. Note also that if all the minimal synchronizing words
in the given sequence would start with some suffix of u, then there would be an infinite sequence of minimal synchronizing
words u′′i wiv′i where u = u′iu′′i , v = v′iv′′i for i = 0, 1, 2 . . . Therefore there exists a positive integer β such that the word
wβv is synchronizing (not necessarily minimal, see Fig.2).
By Lemma1we can chooseβ such thatQ ·wβ = m(w). Then theword v brings this set to a singleton. Thus if the language
SynminA is finite then Syn(S) ⊆ Syn(m(w)). Since the opposite inclusion always holds true, we have Syn(S) = Syn(m(w)).
(ii) ⇒ (i). Arguing by contradiction suppose that the condition (ii) holds, but the language SynminA is infinite. Since this
language is regular, applying the pumping lemma we have that any long enough word in SynminA can be factorized as uwv so
that w = 1 (where 1 denotes the empty word) and uwαv is in SynminA for any integer α ≥ 0. If u = 1 then wαv ∈ SynminA
for all α ≥ 0. In particular for α = 0 we obtain that the word v is synchronizing, but this means that the words wαv do not
belong to SynminA , a contradiction. Analogously we get a contradiction in case v = 1. Thus we may assume that both u and v
are non-emptywords. Consider setsQ · uwα forα ≥ 0. Since uwαv is minimal synchronizing, we have 1 < |Q · uwα| < |Q |.
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Fig. 2. Finite sequence of minimal synchronizing words.
Since the number of subsets of Q is finite there are integers α0 ≥ 0 and γ > 0 such that Q · uwα0 = Q · uwα0+γ . Put
S = Q · uwα0 . This set is fixed by wγ , so by (ii) we have Syn(S) = Syn(m(wγ )), withm(wγ ) = Q ·(wγ )β for some β ≥ 0.
Since v ∈ Syn(S) we have v ∈ Syn(m(wγ )), so |Q ·wγβv| = 1. Therefore the word wγβv is synchronizing and for α > γβ
the word uwαv does not belong to the language SynminA , again a contradiction. Thus the language Syn
min
A is finite. 
Corollary 1. Let A = 〈Q , , δ〉 be a synchronizing automaton such that there is a letter a ∈  with Q · a = Q and there are
no letters b ∈  with |Q · b| = 1. Then SynminA is infinite.
Proof. Consider the shortest synchronizing word w for the automaton A . Since no letter is synchronizing we have w = xv
with x ∈ , v ∈ +, and 1 < |Q · x| < Q . Since a is a permutation letter it is clear that aα ∈ Fix(Q · x) for some positive
integer α. On the other hand Q · aα = Q , hence m(aα) = Q . Note that Syn(Q · x) = Syn(Q) since v is in Syn(Q · x) but
not in Syn(Q) = SynA (otherwise it would be a shorter synchronizing word). Thus by Theorem 1 the language SynminA is
infinite. 
4. Algorithm for the FINITENESS problem
Theorem 1 gives rise to the algorithm FinCheck slightly better than the straight-forward one presented in Section 1 for
the FINITENESS problem. Actually Theorem 1 says that for a given reachable subset S of Q for all the wordsw ∈ Fix(S)we
must check whether Syn(S) = Syn(m(w)). The problem is that the set Fix(S) might be infinite. On the other hand there
are only finitely many subsets of Q of the form m(w) for all w ∈ Fix(S). So for a given S we can check the property of
Theorem 1 for all the subsets T of Q containing S with Fix(S) ∩ Fix(T) = ∅. Indeed, obviously among such subsets there
are those of the formm(w) for all possiblew. So if Syn(S) = Syn(T) for all such T , then the condition of the theorem holds.
If Syn(S) = Syn(T) for some T ⊇ S, then it does not hold form(w) either,w ∈ Fix(S) ∩ Fix(T) = ∅, since T ⊆ m(w). Now
we present the algorithm.
FinCheck(A ):
1 From the DFA A = 〈Q , , δ〉 construct its power automaton P(A )
consisting only of subsets reachable from Q.
2 For each state S of P(A ) do:
2.1 For each state T of P(A ) with S ⊆ T do:
2.2 If Fix(T) ∩ Fix(S) = ∅, then
2.3 If Syn(T) = Syn(S), then exit and return NO
3 Otherwise exit and return YES
We now analyze the cost of this algorithm. Let n be the number of states in an input automaton A , then the subset
construction can be performed in O(2n) operations. Step 2 consists of two nested loops and two checking procedures. It is
easy to see that the language Syn(S) is recognized by the automatonASyn(S) = 〈QSyn(S), , δ, S, σ 〉with the state setQSyn(S)
consisting of all subsets S′ of Q with |S′| ≤ |S|, with S as the initial state, and the set of final states σ consisting of singletons.
The language Fix(S) is recognized by the automaton AFix(S) = 〈QFix(S), , δ, S, {S}〉, where QFix(S) consists of all S′ ⊆ Q
with |S′| = |S|. Clearly ASyn(S) and AFix(S) can be obtained from the power automaton P(A ) using O(2n) operations.
Since Syn(T) is always contained in Syn(S), checking condition 2.3 is equivalent to checking emptiness of the language
Syn(S) \ Syn(T). Construction of an automaton recognizing this language takes
∑
j≤|S|
(
n
j
) ∑
k≤|T|
(
n
k
)
operations in the worst case. Hence checking Syn(S) \ Syn(T) = ∅ takes
O
⎛
⎝∑
j≤|S|
(
n
j
) ∑
k≤|T|
(
n
k
)⎞⎠
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operations. Analogously, construction of an automaton recognizing the language Fix(T) ∩ Fix(S) takes in the worst case(
n
|S|
)(
n
|T|
)
operations, therefore checking emptiness of this language can be performed in timeO
((
n
|S|
)(
n
|T|
))
. Thus procedures
2.2 and 2.3 take O
(∑
j≤|S|
(
n
j
)∑
k≤|T|
(
n
k
))
operations, and Step 2 can be performed in time
∑
S⊆Q
∑
S⊆T
O
⎛
⎝∑
j≤|S|
(
n
j
) ∑
k≤|T|
(
n
k
)⎞⎠ ≤ O
⎛
⎝∑
S⊆Q
∑
S⊆T
22n
⎞
⎠
= O
⎛
⎝22n n∑
k=1
(
n
k
)
2n−k
⎞
⎠ = O(22n3n).
Thus we get the following result:
Theorem 2. Let n be the number of states of a synchronizing automaton A . The algorithm FinCheck(A ) checks finiteness of the
language SynminA in time O(12
n).
5. Upper bound on the length of shortest synchronizing words for the class FG
Using the characterization from the previous section here we prove a linear upper bound on the length of shortest
synchronizing words for the class FG.
Recall that the deficiency of a word w ∈ ∗ with respect to a given automaton A = 〈Q , , δ〉 is the difference df(w) =
|Q | − |Q ·w|. We make use of the following result from [5] (see also [2]):
Theorem 3. Given a synchronizing automaton A = 〈Q , , δ〉 and the words u, v ∈ + such that df(u) = df(v) = k > 1,
there exists a word τ , with |τ | ≤ k + 1, such that df(uτv) > k.
Theorem 4. Let A = 〈Q , , δ〉 ∈ FG with |Q | = n. Then A possesses a synchronizing word of length at most 3n − 5.
Proof. Takeanya ∈ . ByCorollary1, ifaacts as apermutationon the state setQ , then there exists a synchronizing letterb, so
the statementof the theoremtriviallyholds. Thuswecanassumethata is not apermutation letter, thusQ · ak(a) = m(a)  Q .
Suppose first that |m(a)| = 1. Then 1 = |m(a)| = |Q · ak(a)| and by Lemma 2, k(a) ≤ n − |m(a)| = n − 1 ≤ 3n − 5 for
n ≥ 2.
Now suppose that |m(a)| > 1, and consider non-singleton subsets ofm(a) reachable fromm(a):
Reach(a) = {S ⊆ m(a) | S = m(a) · u, u ∈ ∗, |S| > 1}.
Obviouslym(a) ∈ Reach(a), so Reach(a) is not empty. Also note that for any S ∈ Reach(a) it holds
Syn(S) = Syn(m(a)). (2)
Indeed, since S ⊆ m(a) we have aα ∈ Fix(S) for some α ∈ N. Then since A ∈ FG applying Theorem 1 and Lemma 3
we get Syn(S) = Syn(m(aα)) = Syn(m(a)). Now let H = Q · ak(a)u be an element of Reach(a) of minimal cardinality
and let k′ = n − |H| = df(ak(a)u). Since |H| > 1 we have k′ ≤ n − 2. Since A is synchronizing, there exists a word
of deficiency n − 1, therefore by Theorem 3 there is a word τ with |τ | ≤ k′ + 1 such that df(ak(a)uτak(a)u) > k′, i.e.
|Q · ak(a)uτak(a)u| < |H|. Next we prove that the word ak(a)uτak(a)uaka is synchronizing. Indeed, suppose on the contrary
that |Q · ak(a)uτak(a)uak(a)| > 1. It is easy to see thatQ · ak(a)uτak(a)uak(a) ⊆ m(a), henceQ · ak(a)uτak(a)uak(a) ∈ Reach(a).
However the inequality
|Q · ak(a)uτak(a)uak(a)| ≤ |Q · ak(a)uτak(a)u| < |H|
contradicts the choice ofH. In fact even the word ak(a)uτak(a) is synchronizing. Indeed, consider the set S = Q · ak(a)uτak(a).
If |S| > 1 then S ∈ Reach(a), hence uak(a) ∈ Syn(S) = Syn(m(a)), so 1 = |m(a) · uak(a)| = |H · ak(a)|. But by the choice of
H we have |H · ak(a)| = |H| > 1, which is a contradiction.
Thus
τak(a) ∈ Syn(Q · ak(a)u) = Syn(H) = Syn(m(a)) = Syn(Q · ak(a)),
hence the word ak(a)τak(a) is synchronizing and |ak(a)τak(a)| ≤ 2k(a) + k′ + 1 ≤ 2(n − 2) + n − 1 = 3n − 5. 
Remark 1. Under conditions of the Theorem4 if k = min
a∈ k(a) then there is a synchronizingwordof length atmost 2k+n−1.
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6. Maximal length of minimal synchronizing words
Since automata in FG have only finitely many minimal synchronizing words, it is rather natural to consider the length
	(A ) of the longest minimal synchronizing word. This quantity gives rise to the trivial upper bound ||	(A ) for the number
of elements in SynminA . In this section we give an upper bound for 	(A ).
Theorem 5. Let A ∈ FG and let N be the number of non-singleton states of its power automaton P(A ) consisting of only
reachable subsets. Then the length of any minimal synchronizing word is at most N2 − N + 1.
Proof. Let us show that any synchronizing word w for the automaton A of length greater than N(N − 1) + 1 . For this
purpose we consider the action of all non-empty prefixes w[1 · · · i] of the word w on the state set Q :
Qi = Q ·w[1 · · · i], 1 ≤ i ≤ |w|.
If Qi0 = Q for some 1 ≤ i0 < |w|, then the wordw is not minimal synchronizing, since its proper suffixw[i0 + 1 · · · |w|] is
synchronizing. From the other hand |Q|w|| = |Q ·w| = 1. If |Qi0 | = 1 for some 1 ≤ i0 < |w|, then again the word w is not
minimal synchronizing, since its properprefixw[1 · · · i0] is synchronizing.Hence it remains to consider the case, inwhich the
set Q does not appear among the subsets of the form Qi, and all the subsets Qi (except for Q|w|) are not singletons. Then there
can be only N different subsets of the form Qi. From the other hand the number of such subsets equals |w| > N(N − 1)+ 1.
It is not hard to see that there exists a subset S ⊆ Q , 1 < |S| < |Q |, appearing among the subsets Qi at least N + 1 times:
S = Qi0 = Qi1 = · · · = Qim ,m ≥ N.
For 0 ≤ j ≤ m − 1 consider words tj = w[ij + 1 · · · ij+1] and subsets H0 = Q , Hj = Hj−1 · tj−1. Note that there are more
than N such subsets. Since tj ∈ Fix(S) for all 0 ≤ j ≤ m − 1, we have S ⊆ Hj . Thus all the subsets of the form Hj are not
singletons, therefore among them there can be at most N different subsets. So we have Hk = H	 for some 0 ≤ k < 	 ≤ m,
and the word u = tk · · · t	−1 ∈ Fix(Hk). Besides, u ∈ Fix(S) as a product of words from Fix(S). Since A ∈ FG, by Theorem
1 we have Syn(S) = Syn(m(u)) = Syn(Hk). The word v = w[i	 + 1 · · · |w|] ∈ Syn(S), hence v ∈ Syn(Hk). Thus the word
t0t1 · · · t	−1v = w[i0 + 1 · · · |w|] is a proper suffix of the wordw and it synchronizes the automatonA , sow is not minimal
synchronizing. 
Obviously if n is the number of states of a finitely generated synchronizing automaton, then N ≤ 2n − n − 1. Thus we
get the following corollary:
Corollary 2. Given a synchronizing automaton A ∈ FG with n states, 	(A ) ≤ (2n − n − 1)2 − 2n − n.
7. Co-NP-hardness
In this section we prove that the FINITENESS problem for a given DFA is co-NP-hard. To prove the result we introduce
an auxiliary problem which we refer to as REACHABILITY. Formally:
Input: A DFA A = 〈Q , , δ〉 and a subset H ⊆ Q .
Question: Is there a word w ∈ ∗ such that Q ·w = H?
The proof proceeds in two stages. First we show that any instance from a particular set I of instances of REACHABILITY
can be polynomially reduced to an instance of the complement of FINITENESS. Nextwe complete the proof by polynomially
reducing any instance of SAT to an instance of REACHABILITY belonging to I.
In our reductions we essentially make use of a particular class of automata, called nilpotent automata. This notion was
introduced by Perles et al. in 1962 under the name of definite table [4]. Later such automata were studied by Rystsov in [6] in
view of Cˇerný’s conjecture. In the present paper we use the definition from [6]. Namely, we say that a DFAA = 〈Q , , δ〉 is
nilpotent if there is a state s ∈ Q and a positive integer n such for any word w ∈ ∗ of length at least n it holds Q ·w = {s}.
Obviously any nilpotent automaton is synchronizing with a sink state, i.e. the state fixed by all the letters of the alphabet
(s in the definition). In the following lemma we state without proof some simple properties of nilpotent automata.
Lemma 4. Let A = 〈Q , , δ〉 be a DFA with a unique sink state.
(1) If A is nilpotent, then for any word w ∈ + there exists a positive integer m such that Q ·wm = {s}.
(2) A is nilpotent iff there are no cycles or loops passing through non-sink states.
Next we introduce a particular subclass of nilpotent automata and a particular set I of instances of REACHABILITY.
Consider a nilpotent automaton A = 〈Q , , δ〉 with a sink state s and a non-empty set TA of states t satisfying the
following conditions:
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Fig. 3. AutomatonA ′ .
• t · = s;
• if there exists a word w such that Q ·w = {s, t}, then there exists such a word of length at least 2.
We denote this class of automata byN . Note that the language SynminA is finite for everyA ∈ N . It is an easy consequence
of Theorem 1 and Lemma 4.
The set I is defined as follows:
I = {(A ,H) | A ∈ N ,H = {s, t}, t ∈ TA }.
Thenextpropositionpolynomially reducesany instanceofREACHABILITYbelonging to I toan instanceof thecomplement
of FINITENESS.
Proposition 1. Let (A ,H) ∈ I be an instance of REACHABILITY, with A = 〈Q , , δ〉 and H = {s, t}, t ∈ TA . Then there is a
synchronizing automaton A ′ such that the language Synmin
A ′ is infinite if and only if there exists w ∈ + such that Q ·w = H.
Proof. Given an automaton A = 〈Q , , δ〉 ∈ N with H = {s, t}, t ∈ TA , we modify it to obtain a new automaton
A ′ = 〈Q ′, ′, δ′〉 with Q ′ = Q ∪ {p1, p2}, ′ =  ∪ {c}, where c is a new symbol, and the following transition function
(Fig.3):
δ′(q, x) = δ(q, x) for all x ∈  and q ∈ Q ,
let G = Q \ {s, t}, then δ′(G, c) = {p1},
δ′(p1, c) = p1, δ′(p1, x) = p2 for all x ∈ ,
δ′(p2, y) = s for all y ∈ ′, and
δ′(t, c) = t, δ′(s, c) = s.
Suppose there existsw ∈ + such that Q ·w = {s, t}. By the choice ofA there is such a word of length at least 2. Hence
the image Q ′ ·w is equal to {s, t}, and so this set is reachable also in A ′. Since {s, t} · c = {s, t}, then c ∈ Fix({s, t}) and
easily m(c) = {p1, s, t}. On the other hand, if we take any a ∈ , then {s, t} · a = {s} but {p1, s, t} · a = {p2, s}. Hence
Syn({s, t}) = Syn({p1, s, t}), thus by the Theorem 1, the language SynminA ′ is infinite.
Conversely, if the language Synmin
A ′ is infinite then by Theorem 1 there is a reachable subset S ⊆ Q ′ with 1 < |S| < |Q ′|
and a word u ∈ Fix(S) over  ∪ {c} such that Syn(m(u))  Syn(S).
Suppose first u ∈ +. Since A is nilpotent, by Lemma 4 there is an integer n such that Q · un = {s}. Then it is clear that
Q ′ · un+1 = {s}. Thus by Lemma 1we havem(u) = {s}, and S ⊆ m(u) = {s}, so |S| = 1, which is a contradiction. Therefore
we may assume that u contains a factor of c+. Since Q ′ · c = {p1, s, t}, then if u contains a factor of +, it is not difficult to
see that Q ′ · u2 = {s}which again leads to a contradiction S ⊆ m(u) = {s}. Thus we have u = cβ for some positive integer
β > 0, and som(u) = {p1, s, t}. Observe that, since s is a sink state, then any reachable subset S ⊆ Q ′ contains s. Therefore,
since |S| ≥ 2, S = m(u) (otherwise Syn(m(u)) = Syn(S)) and s ∈ S, we have only two possibilities for S: either S = {s, t}
or S = {p1, s}.
Case 1. Let S = {s, t}. Let v ∈ ( ∪ c)+ be a word such that Q ′ · v = {s, t}. If c does not appear in v then Q ′ · v = {s, t}
implies also Q · v = {s, t} and we are done. Suppose v contains c, so v = wcαw′ with w ∈ ∗, α > 0, w′ ∈ ( ∪ c)∗.
If Q ·w = {s, t}, then either t is not in Q ·w or Q ·w contains a state different from both s and t. In the first case by the
construction of A ′ we get that t /∈ Q ′ · v, which is impossible. In the other case we get Q ′ ·wcα = {p1, s, t}, however there
is no w′ ∈ ( ∪ c)∗ such that {p1, s, t} ·w′ = {s, t}, which is again impossible. Thus Q ·w = {s, t}.
Case 2. Let S = {p1, s}. We prove that in this case Syn(m(u)) = Syn(S)which contradicts the initial assumption. Clearly
it is enough to show that Syn({p1, s}) ⊆ Syn({p1, s, t}). Consider a word z ∈ Syn({p1, s}). Since c fixes both {p1, s} and{p1, s, t}, we can assume that z starts with a letter a ∈ , so z = az′. Then {p1, s} · a = {p2, s} = {p1, s, t} · a, thus{p1, s} · z = {p1, s, t} · z, i.e. z ∈ Syn({p1, s, t}). 
In the sequel we polynomially reduce an instance of SAT to an instance of REACHABILITY belonging to I. To this end we
present another auxiliary construction. Recall that a cartesian product of n deterministic finite automata Ai = 〈Qi, , δi〉 is
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Fig. 4. Automaton An .
Fig. 5. Automaton Bn .
a DFA ×ni=1Ai = 〈Q , , δ〉 with Q = Q1 × Q2 × · · · × Qn, and a transition function δ : Q ×  → Q defined component-
wise
δ((q1, q2, . . . , qn), a) = (δ1(q1, a), δ2(q2, a), . . . , δn(qn, a)).
Clearly this action extends in a natural way to the free monoid ∗. It is not difficult to check that the following statement
holds
Lemma 5. Let A1, . . . ,Am be nilpotent automata over a fixed alphabet with the sink states q1, . . . , qm respectively. Then their
cartesian product ×mi=1Ai is also nilpotent, and q = (q1, . . . , qm) is its sink state.
Next we fix a positive integer n ≥ 2 and for each such n construct two particular nilpotent automata over the alphabet
n = {a1, b1, . . . , an, bn}.
For convenience let γi = {ai, bi} (in the sequel γi will correspond to the two possible values for the ith variable). Consider
an automaton An = 〈QA, n, δA〉 with QA = {0, 1, . . . , n, s1} and the transition function defined as follows (Fig.4):
i · γi+1 = i + 1 for 0 ≤ i ≤ n − 1,
i · (n \ γi+1) = s1 for 0 ≤ i ≤ n − 1,
n ·n = s1, s1 ·n = s1.
Next let Bn = 〈QB, n, δB〉 with QB = {0, 1, . . . , n} and the following transition rules (Fig.5): i ·n = i + 1 for
0 ≤ i ≤ n − 1 and n ·n = n.
Now we construct their cartesian product Vn = An × Bn which has (n + 2)(n + 1) states and will serve as a gadget
encoding the correct assignment of the values to variables. The following proposition establishes themain properties of this
automaton.
Proposition 2. The automaton Vn = An × Bn = 〈QA,B, n, δA,B〉 is nilpotent with the sink state s = (s1, n) and the state
t = (n, n) satisfies t ·n = s. Moreover QA,B ·w = {s, t} if and only if w = x1 · · · xn with xi ∈ γi.
Proof. By Lemma 5 Vn is nilpotent with the sink state s = (s1, n). The state t = (n, n) satisfies t ·n = s.
Suppose that QA,B ·w = {s, t} = {s1, n} × {n}. It is obvious that for any word w it holds QA,B ·w = QA ·w × QB ·w.
Thus we have QA ·w = {s1, n} and QB ·w = {n}. An inspection on the automaton Bn shows that QB ·w = {n} if and only if|w| ≥ n. Suppose thatw = xjw′ for some xj ∈ γj , then by the definition of the automaton An, we get QA · xj = {s1, j}. Hence,
not to ‘kill’ the state j and to lead it till the state n, we must havew = xjxj+1 · · · xn, xi ∈ γi for all i ≥ j. Combining this with
the condition |w| ≥ nwe get j = 1, i.e. w = x1 · · · xn with xi ∈ γi for all i ≥ 1.
Conversely, let w = x1 · · · xn with xi ∈ γi. An easy computation shows that QA ·w = {s1, n} and QB ·w = {n}. Thus{s, t} = {s1, n} × {n} = QA ·w × QB ·w = QA,B ·w = {s, t}. 
Let an instance of SAT consist ofm clauses χ = {C1, . . . , Cm} over n variables X1, . . . , Xn. Without loss of generality we
can assume n ≥ 2.
Next for each xi ∈ γi = {ai, bi}, 1 ≤ i ≤ n we define χ(xi) = {Ci1 , . . . , Cik} to be the subset of χ consisting of clauses
which contain positive literal Xi if xi = ai, and of clauses containing negative literal¬Xi if xi = bi. Without loss of generality
we can assume that χ(ai) ∩ χ(bi) = ∅, otherwise the common clause Ck ∈ χ(ai) ∩ χ(bi) would contain both Xi and¬Xi, and so it would be trivially satisfied. Moreover we can assume that all such subsets are non-empty. Indeed if some
χ(ai) = ∅, then all the clauses contain only negative literal ¬Xi, hence we can put Xi = 0 and reduce the problem to one
with less variables.
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Fig. 6. Automaton C (C1, C2, C3) for C1 = ¬X2 ∨ X3, C2 = X3 ∨ X1, C3 = X2 ∨ ¬X1 ∨ ¬X3.
We say that the set {x1, . . . , xn} with xi ∈ γi for i = 1, . . . , n is a satisfiable assignment for χ if and only if
n⋃
i=1
χ(xi) = χ.
With these definitions, it is clear that to a satisfiable assignment {x1, . . . , xn} corresponds a satisfiable assignment for the
Boolean formula ∧mi=1Ci given by Xi = 1 if xi = ai, and Xi = 0 if xi = bi, and vice versa.
We now define a nilpotent automaton C (C1, . . . , Cm) = 〈QC, n, δC〉 associated to the clauses C1, . . . , Cm. This automa-
ton is a gadget which chooses satisfiable assignments from all possible ones. This automaton hasm(n + 1) + 1 states with
QC = χ1 ∪χ2 ∪ · · · ∪χn ∪χ ∪{s′}where χ i = {Ci1, . . . , Cim} for i = 1, . . . , n are copies of χ = {C1, . . . , Cm}. We denote
by χ i(xk) the subset of χ
i which is the corresponding copy of χ(xk). The action of δC on QC is defined as follows. For each
1 ≤ i ≤ n − 1, each 1 ≤ j ≤ m, and Cij ∈ χ i we have
if Cij ∈ χ i(ai) then Cij · ai = s′, and Cij ·(n \ {ai}) = Ci+1j ∈ χ i+1,
if Cij ∈ χ i(bi) then Cij · bi = s′ and Cij ·(n \ {bi}) = Ci+1j ∈ χ i+1,
if Cij ∈ χ i \ (χ i(ai) ∪ χ i(bi)) then Cij ·n = Ci+1j ∈ χ i+1,
if Cnj ∈ χn(an) then Cnj · an = s′ and Cnj ·(n \ {an}) = Cj ∈ χ ,
if Cnj ∈ χn(bn) then Cnj · bn = s′ and Cnj ·(n \ {bn}) = Cj ∈ χ ,
if Cnj ∈ χn \ (χn(an) ∪ χn(bn)) then Cnj ·n = Cj ∈ χ ,
χ ·n = s′ and s′ ·n = s′.
An example of such an automaton for χ = {C1 = ¬X2 ∨ X3, C2 = X3 ∨ X1, C3 = X2 ∨ ¬X1 ∨ ¬X3} is shown in Fig.6.
Clearly C (C1, . . . , Cm) is nilpotent with the sink state s
′. The next lemma describes themain properties of the automaton
C (C1, . . . , Cm).
Lemma 6. Let C (C1, . . . , Cm) = 〈QC, n, δC〉 be constructed as above and w = x1 · · · xn ∈ +n be a word with xi ∈ γi for
i = 1, . . . , n, then QC ·w = {s′} if and only if {x1, . . . , xn} is a satisfiable assignment.
Proof. Observe that any word of length n brings all the states (probably except for χ1) of the automaton C (C1, . . . , Cm) to
s′. Consider the image of the set χ1 under the action of the word w:
χ1 · x1 = {s′} ∪ χ2 \ χ2(x1)
χ1 · x1x2 = {s′} ∪ χ3 \ (χ3(x1) ∪ χ3(x2))
...
χ1 · x1x2 · · · xn−1 = {s′} ∪ χn \ (χn(x1) ∪ χn(x2) ∪ . . . ∪ χn(xn−1))
χ1 · x1x2 · · · xn = {s′} ∪ χ \ (χ(x1) ∪ χ(x2) ∪ · · · ∪ χ(xn)).
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Hence
QC ·w = {s′} ∪ χ \ (χ(x1) ∪ χ(x2) ∪ · · · ∪ χ(xn)). (3)
Suppose {x1, . . . , xn} is a satisfiable assignment for the clauses C1, . . . , Cm, whence⋃ni=1 χ(xi) = χ and so, by equation (3),
we get QC ·w = {s′}. Conversely, suppose QC ·w = {s′}, then, since s′ /∈ χ , from equation (3) we deduce that χ \ (χ(x1) ∪
χ(x2) ∪ · · · ∪ χ(xn)) = ∅, which implies that⋃ni=1 χ(xi) = χ . 
Proposition 3. Let C1, . . . , Cm be clauses over n ≥ 2 variables. The automaton A = Vn × C (C1, . . . , Cm) = 〈Q , n, δ〉
belongs to N . Moreover, putting s = (s, s′), t = (t, s′), and H = {s, t}, we have (A ,H) ∈ I and there is a word w ∈ +n such
that Q ·w = H if and only if the Boolean formula ∧mi=1Ci is satisfiable.
Proof. By Lemma 5, the automaton A = 〈Q , n, δ〉 is nilpotent since both Vn and C (C1, . . . , Cm) are nilpotent automata.
Moreover, with the notation of Proposition 2, s = (s, s′) is the sink state for A and since t ·n = s and s′ ·n = s′, we
obtain that the state t = (t, s′) satisfies t ·n = s.
Let us first prove that Q ·w = H = {s, t} if and only if ∧mi=1Ci is satisfiable. Since {s, t} = {s, t} × {s′}, then Q ·w =
QA,B ·w × QC ·w. Thus Q ·w = H if and only if QA,B ·w = {s, t} and QC ·w = {s′}. On the other hand, by Proposition 2,
QA,B ·w = {s, t} if and only if w = x1 · · · xn with xi ∈ γi for i = 1, . . . , n and, by Lemma 6, QC ·w = {s′} if and only if{x1, . . . , xn} is a satisfiable assignment.
Now we prove that TA is not empty. The word w from the previous argument satisfies Q ·w = {s, t}. Moreover since
n ≥ 2 we have |w| ≥ 2. So t ∈ TA , hence A ∈ N . 
Now we are ready to state the main result of this section.
Theorem 6. The problem FINITENESS is co-NP-hard.
Proof. Let {C1, . . . , Cm} be an instance of SATwith X1, . . . , Xn variables, n ≥ 2. Combining Propositions 1 and 3 we obtain
the automaton A ′ = 〈Q ′, n, δ′〉 over an alphabet with 2n + 1 symbols and having (n + 1)(n + 2)(m(n + 1) + 1) + 2
states, such that Synmin
A ′ is infinite if and only if ∧mi=1Ci is satisfiable. 
8. Co-NP-hardness in case of a constant alphabet
Note that in our reduction the size of the alphabet is not constant and depends on the input. In this section we give a
proof of our co-NP-hardness result for an alphabet Δ of a fixed size |Δ| > 2.
To this purpose we encode the letters of the alphabetn in words of length n over the binary alphabet = {a, b} in the
following way:
ϕ(ai) = aibn−i, ϕ(bi) = bian−i
and modify automata An, Bn, C (C1, . . . , Cm) in order to obtain automata A˜n B˜n and C˜ (C1, . . . , Cm) over the binary alphabet,
preserving their initial properties essential for the proof of Theorem 7. Namely, between each pair i, i + 1 of states in the
automaton An (0 ≤ i < n) we add 2(n − 1) new states and transitions so that the following property holds:
i · u =
{
i + 1 if u = ϕ(xi+1),
s1, otherwise.
The new automaton has 2n2 − n + 2 states. For an example of such a construction see Fig.7 (new states are shown as
small filled nodes, and transitions from new states to s1 are not shown).
The automaton B˜n has n
2 + 1 states with i · = i + 1 for 0 ≤ i < n2 and n2 · = n2. Then it is easy to check that the
cartesian product V˜n = A˜n × B˜n satisfies a statement analogous to the Proposition 2.
Proposition 4. The automaton V˜n = A˜n × B˜n = 〈Q˜A,B, Δ, δ˜A,B〉 is nilpotent with the sink state s = (s1, n2), and the state
t = (n, n2) satisfies t ·Δ = s. Moreover Q˜A,B ·w = {s, t} if and only if w = ϕ(x1x2 · · · xn) with xi ∈ γi.
To modify automaton Cn(C1, . . . , Cm), we add 2(n − 1) new states between each pair of states of the form Cij , Ci+1j
(1 ≤ i ≤ n−1) and Cn−1j , Cj , for 1 ≤ j ≤ m, and the transitions are defined so that for each 1 ≤ i ≤ n−1 the state Cij in the
new automaton C˜ (C1, . . . , Cm) goes to C
i+1
j with u = ϕ(xi) if and only if Cij · xi = Ci+1j in the old automaton, and to s′ with
all the other words u. Analogously, C
n−1
j in C˜ (C1, . . . , Cm) goes to Cj with u = ϕ(xn−1) if and only if Cn−1j · xn−1 = Cj in
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Fig. 7. A˜3.
Fig. 8. The automaton C˜ (C1, C2, C3).
C (C1 . . . , Cm). The application of all the otherwords results in s
′. The automaton C˜ (C1, C2, C3) obtained from the automaton
on Fig.6 is shown on Fig.8 (the transitions not shown lead to s′).
The constructed automaton has (2n2 − n + 1)m + 1 states. A statement analogous to Lemma 6 holds:
Lemma 7. The word w = ϕ(x1 · · · xn) with xi ∈ γi for i = 1, . . . , n synchronizes the automaton C˜ (C1, . . . , Cm) if and only if{x1, . . . , xn} satisfies χ .
Thus the automaton ˜A = V˜n × C˜ (C1, . . . , Cm) satisfies properties analogous to Proposition 3. Combining this with
Proposition 1 we obtain the automaton ˜A ′ over the 3-lettered alphabet′ = {a, b, c}with (2n2 − n + 2)(n2 + 1)((2n2 −
n + 1)m + 1) + 2 = (n6m) states such that the language Synmin
A˜ ′ is infinite if and only if ∧mi=1Ci is satisfiable. It results in
the following theorem:
Theorem 7. The problem FINITENESS is co-NP-hard for all automata over a constant alphabet Δ, |Δ| > 2.
9. Open problems
Theorem 4 shows that every n-state finitely generated synchronizing automaton has a synchronizing word of length at
most 3n − 5. On the other hand, as discussed in the introduction, there are examples of automata in FG having shortest
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synchronizing words of length n − 1. We are interested in finding a series of finitely generated synchronizing automata
whose shortest synchronizing word has length exactly 3n − 5 or proving that this length is always not greater than n − 1.
We have proved that the FINITENESS problem is co-NP-hard in case of at least 3-letter alphabet. What about the
complexity of this problem in case of a binary alphabet? Another interesting question concerns the precise complexity class
of FINITENESS. In particular, is it PSPACE-complete?
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