Abstract. The main goal of the paper is to prove the existence of the universal cover for RCD * (K, N )-spaces. This generalizes earlier work of [43, 44] on the existence of universal covers for Ricci limit spaces. As a result, we also obtain several structure results on the (revised) fundamental group of RCD * (K, N )-spaces. These are the first topological results for RCD * (K, N )-spaces without extra structural-topological assumptions (such as semi-local simple connectedness).
Introduction
One of the most classical and fundamental problems in geometry is to study the relation between curvature and topology. An excellent example of such an interplay is the celebrated Gauss-Bonnet Theorem which relates the total integral of the Gauss curvature with the Euler characteristic of a closed surface.
One of the simplest topological invariants of a topological space is the fundamental group, which encodes the information about non-contractible closed loops. While the sectional curvature controls more than the fundamental group (in fact, as proved by Gromov [29] , sectional curvature bounds give information on all Betti numbers) and scalar curvature does not give any control on the fundamental group when the dimension is at least 4 (see [9] ), Ricci curvature controls the fundamental group very well, see e.g. [35, 36, 19, 32, 6] , see also [49, 50] . A key technical point in all of these papers is that, in order to get information on the fundamental group, one works on the universal cover of the manifold; more generally, one could say that the principle behind such works is that understanding the fundamental group of a manifold is equivalent to understand the geometry of its universal cover.
For topological manifolds, the existence and uniqueness of a universal cover are well known facts. Moreover, for Riemannian manifolds, one can endow the universal cover with a Riemannian metric so that the covering map is a local isometry; in this way, the curvature assumptions on the base are inherited automatically by the cover. Extending such fundamental facts to more general spaces presents two problems:
(1) A priori the universal cover may not exist (see Remark 2.2 for more details). ( 2) The curvature condition may not be local (see the discussion below).
In [43, 44] , C. Sormani and the second named author developed a general strategy for showing the existence of a universal cover for complete proper length spaces satisfying appropriate regularity and geometric assumptions. One of their main achievements was to prove the existence of a universal cover for the Gromov-Hausdorff limits of manifolds with Ricci curvature uniformly bounded from below (see also [8] for a more general notion of covering space, called uniform universal cover). The goal of the present paper is to extend such results to the so called RCD * (K, N )-spaces; in the next paragraph we recall some basics facts about such spaces.
1.1. Lower Ricci curvature bounds for metric measure spaces. While lower sectional curvature bounds are a property of the distance and make perfect sense in the framework of metric spaces, the natural setting being provided by the celebrated Alexandrov geometry, Ricci curvature lower bounds involve the interplay of distance and volume. The natural framework is indeed given by metric measure spaces (X, d, m), where (X, d) is a complete and separable metric space and m is a reference measure that plays the role of the volume measure in a non-smooth setting. By using tools of optimal transportation, Lott-Villani [31] and Sturm [46] - [47] , introduced the so called CD(K, N )-condition which corresponds to the non-smooth analog for a metric measure space to have Ricci curvature bounded below by K and dimension bounded above by N . Two fundamental properties of such condition are the compatibility with the smooth counterpart (i.e. a smooth Riemannian manifold satisfies the CD(K, N )-condition if and only if it has actually Ricci ≥ K and dimension ≤ N ) and the stability with respect to measured Gromov Hausdorff convergence (to this purpose see also [25] ). Despite remarkable partial results (see for instance [10] , [12] , [14] , [38] ) it is still unclear if the CD(K, N )-condition satisfies a local-to-global property under mild regularity assumptions (e.g. essential non-branching) when K = 0 and N < ∞. To this aim, Bacher and Sturm [7] introduced an apriori weaker curvature condition called reduced curvature condition and denoted by CD * (K, N ) which instead satisfies the local-to-global property Theorem 1.2 (Theorem 3.5). Let (X, d, m) be an RCD * (K, N )-space for some K > 0 and N ∈ (1, ∞). Then the revised fundamental groupπ 1 (X) is finite.
Let us mention that the above result was proved in [7] for non-branching CD * (K, N )-spaces under the extra assumption of semi-local simple connectedness; recall that the extra assumption of semi-local simply connectedness ensures automatically the existence of a simply connected universal cover, so that the fundamental group π 1 (X) and the revised fundamental groupπ 1 (X) coincide.
On the other hand both the semi-local simple connectedness and the non-branching assumptions are not stable under mGH-convergence, while the RCD * (K, N ) condition is.
A second application is the extension to compact RCD * (0, N )-spaces of a celebrated result of Cheeger-Gromoll [19] about the fundamental group of a compact manifold with non-negative Ricci curvature. The extension seems new even for Ricci-limit spaces. Then the revised fundamental groupπ 1 (X) contains a finite normal subgroup ψ ⊳π 1 (X) such thatπ 1 (X)/ψ is a finite group extended by Z ⊕ . . . ⊕ Z k times and the universal cover (X,d,m) splits isomorphically as m.m.s. as
where
Let us mention that the proof follows the main steps of [19] (a fundamental tool is the Splitting Theorem 2.16 which was proved by Cheeger-Gromoll [19] for smooth manifolds, by Cheeger-Colding [15] for Ricci limits, and by Gigli [24] in the RCD * (0, N ) setting) but in a few technical points the arguments are slightly adjusted to the non-smooth setting. A remarkable consequence of the previous result is the following rigidity statement; to this aim denote by ⌊N ⌋ the integer part of a real number N ∈ (1, ∞).
If the revised fundamental groupπ 1 (X) contains ⌊N ⌋ independent generators of infinite order, then (X, d, m) is isomorphic as m.m.s. to an N -dimensional flat Riemannian manifold, i.e. there exists a covering space (X,d,m) of (X, d, m) which is isomorphic as m.m.s. to a flat torus
A third application is the extension to RCD * (0, N )-spaces of Milnor's result [36] about the polynomial growth of finitely generated subgroups of the fundamental group of a non-compact manifold with non-negative Ricci curvature.
any finitely generated subgroup of the revised fundamental groupπ 1 (X) has polynomial growth of degree at most N .
Building on the proof of the last result, one can extend to RCD * (0, N )-spaces also Anderson's Theorem [6] about maximal volume growth and finiteness of the revised fundamental group. Theorem 1.6 (Theorem 4.10). Let (X, d, m) be an RCD * (0, N )-space for some N ∈ (1, ∞) and assume that it has Euclidean volume growth, i.e. lim inf r→+∞ m(B x 0 (r))/r N = C X > 0. Then the revised fundamental group is finite. More precisely, it holds
where (X,d,m) is the universal cover of (X, d, m) andx ∈X is a fixed reference point.
A last application is the extension to RCD * (0, N )-spaces of a result of Sormani [42] , about loops at infinity. In order to state it, recall that a length space (X, d) has the loop to infinity property if the following holds: for any element g ∈π 1 (X, x 0 ) and any compact subset K ⊂⊂ X, g has a representative loop of the form σ • γ • σ −1 where γ is a loop in X \ K and σ is a curve from x 0 to X \ K.
(1, ∞). Then either X has the loops at infinity property or the universal cover (X, dX, mX ) splits isomorphically as metric measure space, i.e. it is isomorphic to a product
Let us stress that the ones above are the first topological results on RCD * (K, N )-spaces without additional assumptions; nevertheless let us mention that in [7] and [33] , under the additional nonbranching and semi-local simple connectedness assumptions (the last one automatically ensuring the existence of a simply connected universal cover), interesting results about the fundamental group have been achieved.
Remark 1.8 (Open problems).
We stated a number of applications of Theorem 1.1, but we do not expect of having given an exhaustive list; for instance we expect (some of ) the results proved by ShenSormani [40] and Sormani [41] to be extendable to RCD * (K, N ) spaces. Another question which would be interesting to investigate is the existence (or not) of the universal cover for a (essentially) non-branching CD * (K, N ) space, since such a condition satisfies the local-to-global property (see [7] and [13] ).
The paper is organized as follows. In Section 2 we review the basic definitions and properties of the various covering spaces and of spaces with lower Ricci curvature bounds which we will need throughout the paper. In Section 3 we prove the main Theorem 1.1 in the case where the space (X, d) is compact and we establish the fist two applications (Theorem 1.2, Theorem 1.3). The proof in the compact case presents almost all the geometric ideas but is slightly less technical than the corresponding noncompact one, this is the main reason we decided to present both. Finally in Section 4 we prove Theorem 1.1 in full generality and discuss the applications above.
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Preliminaries
Throughout the paper (X, d) will be a complete and separable metric space. We will also always assume (X, d) to be geodesic (i.e. any couple of points is joined by a length minimizing geodesic; actually any proper complete length space is geodesic) and proper (i.e. closed metric balls are compact; the properness actually, even if not assumed, will follow in any case by the CD * (K, N ) condition, i.e. from the lower bounds on the Ricci curvature and the upper bounds on the dimension). We will endow the metric space (X, d) with a σ-finite Borel positive measure m; the triple (X, d, m) will be called metric measure space, m.m.s. for short. In order to avoid trivialities we will always assume m(X) > 0. Y → X such that for every point x ∈ X there exists a neighborhood U x ⊂ X with the following property:
is the disjoint union of open subsets of Y each of which is mapped homeomorphically onto U x via π. We say that a connected metric space (X, dX ) is a universal cover for (X, d X ) if (X, dX) is a covering space for (X, d X ) with the following property: for any other covering space (Y, d Y ) of (X, d X ) there exists a continuous map f :X → Y such that the triangle made with the projection maps onto X commutes.
Given x ∈ X, we denote with π 1 (X, x) the fundamental group of X based at x. Recall that a metric space (X, d) is said semi-locally simply connected (or semi-locally one connected) if for all x ∈ X there is a neighborhood U x of x such that any curve in U x is contractible in X, i.e. π 1 (U x , x) → π 1 (X, x) is trivial (cf. [45, p. 78] , [34, p. 142] ). This is weaker than saying that U x is simply connected. If a space has a universal cover, then we can consider the revised fundamental group introduced in [43] , which is not as fine as the standard fundamental group but still can give interesting topological information in many situations. First of all we denote by G(Y, X) the group of deck transforms (or self equivalences) of a cover π : Y → X. This is by definition the group of homeomorphisms h : (1) Let π : Y → X be a covering and fix p ∈ X. Then, for any fixedp ∈ π −1 (p) ⊂ Y , there is a natural surjection Ψp : π 1 (X, p) → G(Y, X) defined as follows.
Note that given [γ] ∈ π 1 (X, p), we can lift the loop γ to a curve based atp in the cover Y . This defines an action of [γ] on π −1 (p) ⊂ Y which can be extended uniquely to a deck transform. This map is surjective when Y is path connected because given any h ∈ G(Y, X) we can joinp to h(p) by a curve which can be projected to the base space giving an element of π 1 (X, p). The kernel H p of Ψp : π 1 (X, p) → G(Y, X), consists of those elements of the fundamental group π 1 (X, p), whose representative loops are still closed when they are lifted to the cover. (2)π 1 (X) is canonically isomorphic to π 1 (X, p)/H p , where H p is the kernel of Ψp : , given an open covering U of X, there exists a covering spaceX U such that π 1 (X U ,p) is isomorphic to π 1 (X, U , p), wherep ∈ π −1 (p) and π 1 (X, U , p) is the normal subgroup of π 1 (X, p) generated by homotopy classes of closed paths having a representative of the form α −1 • β • α, where β is a closed path lying in some element of U and α is a path from p to β(0). In the following, π 1 (X U ,p) will be called covering group and will be identified with the normal subgroup π 1 (X, U , p) ⊂ π 1 (X, p).
We also mention that, given a length space (X, d), if the universal coverX exists, then it is obtained as covering spaceX U associated to a suitable open cover U of X satisfying the following property: for every x ∈ X there exists U x ∈ U such that U x is lifted homeomorphically by any covering space of (X, d).
We now recall the notion of δ-cover introduced in [43] . Such objects are a sort of filter at scale δ for the first fundamental group and are useful in order to investigate the existence of the universal cover. Indeed since in the paper we do not want to assume semi-local simply connectedness of the spaces, the first non trivial issue in studying the fundamental group is exactly the existence or not of a universal cover. Definition 2.5 (δ-cover). Let (X, d) be a length metric space and fix δ > 0. The δ-cover of X, denoted byX δ , is defined to beX U δ , where U δ is the open cover of X consisting of all the balls of radius δ. The covering group π 1 (X U δ ,p) will be denoted with π 1 (X, δ, p) ⊂ π 1 (X, p), and the group of deck transformations ofX δ will be denoted by G(X, δ) = π 1 (X, p)/π 1 (X, δ, p). Remark 2.6.
( Then X admits a universal cover if and only if the δ-covers of X stabilize for small δ, i.e. if there exists δ 0 > 0 such thatX δ is isometric toX δ 0 for every δ ∈ (0, δ 0 ]; moreover, in this case, the universal cover is isometric toX δ 0 .
For non-compact length spaces, the universal cover may not be a δ-cover since loops could be homotopic to arbitrary small one at infinity. A simple example is a cylinder with one side pinched to a cusp. A natural way is to consider bigger and bigger balls. On the other hand, the universal cover of a ball may not exist even if the universal cover of the whole space exists. Also one would like to stay away from the boundaries of balls. For this purpose, the second author and C. Sormani introduced relative δ-covers [44] .
We will use the following convention. Open balls are denoted by B R (x) while closed balls are denoted by B(x, R) all with intrinsic metric.
Definition 2.8 (Relative δ-cover). Suppose X is a length space, x ∈ X and 0 < r < R. Let
, where B(x, r) is a closed ball, is called a relative δ-cover of B(x, r) and is denoted byB(x, r, R) δ .
We will make use of the following simple lemmas from [44] .
Lemma 2.9. The restricted metric on B(p, R) from X is the same as the intrinsic metric on B(p, 2R + ǫ) restricted to B(p, R) for any ǫ > 0. Namely,
is an isometry on balls of radius δ/3.
Instead of Theorem 2.7 which was the key to prove the existence of the universal cover for a compact length space, for non-compact spaces the key role will be played by the following result [44, Lemma 2.4, Theorem 2.5]. See [21] for a description of the universal cover.
Theorem 2.11. Let (X, d) be a length space and assume that there is x ∈ X with the following property: for all r > 0, there exists R ≥ r, such thatB(x, r, R) δ stabilizes for all δ sufficiently small. Then (X, d) admits a universal coverX.
2.2.
Lift of metric measure spaces. In this short section we briefly recall how to lift the metricmeasure structures of the space (X, d, m) to a covering spaceX U associated to an open cover U of X (so in particular to a δ coverX δ ); let us mention that a similar construction for the universal cover was performed in [7] . First of all if (X, d) is a locally compact length space then the covering spaceX U inherits the locally-compact length structure of the base X in the following way. Denote with π :X U → X the projection map and let us call "admissible" a curveγ inX U if and only if its composition with π is a continuous curve in (X, d). The length LX U (γ) of an admissible curve
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inX U is set to be the length of π •γ with respect to the length structure in (X, d). For two points x,ỹ ∈X U we define the associated distance dX U (x,ỹ) to be the infimum of lengths of admissible curves inX U connecting them:
It is readily checked thatπ :
) is a local isometry. In order to construct a lift of the measure m toX U let us consider the familỹ
The familyΣ U is clearly stable under intersections, therefore the smallest σ-algebra σ(Σ U ) containingΣ U coincides with the Borel σ-algebra B(X U ) according to the local compactness of (X U , dX
We can then define a function mX
and extend it in a unique way to a measure mX
is called the U -covering space or simply the U -lift of the metric measure space (X, d, m).
RCD
* (K, N )-spaces. In this section we quickly recall those basic definitions and properties of spaces with lower Ricci curvature bounds that we will need later on. We denote by P(X) the space of Borel probability measures on the complete and separable metric space (X, d) and by P 2 (X) ⊂ P(X) the subspace consisting of all the probability measures with finite second moment.
For µ 0 , µ 1 ∈ P 2 (X) the quadratic transportation distance W 2 (µ 0 , µ 1 ) is defined by
where the infimum is taken over all γ ∈ P(X × X) with µ 0 and µ 1 as the first and the second marginal.
Assuming the space (X, d) to be geodesic, then the space (P 2 (X), W 2 ) is also geodesic. We denote by Geo(X) the space of (constant speed minimizing) geodesics on (X, d) endowed with the sup distance, and by e t : Geo(X) → X, t ∈ [0, 1], the evaluation maps defined by e t (γ) := γ t . It turns out that any geodesic (µ t ) ∈ Geo(P 2 (X)) can be lifted to a measure π ∈ P(Geo(X)), so that (e t ) # π = µ t for all t ∈ [0, 1]. Given µ 0 , µ 1 ∈ P 2 (X), we denote by OptGeo(µ 0 , µ 1 ) the space of all π ∈ P(Geo(X)) for which (e 0 , e 1 ) # π realizes the minimum in (2.4). If (X, d) is geodesic, then the set OptGeo(µ 0 , µ 1 ) is non-empty for any µ 0 , µ 1 ∈ P 2 (X).
We turn to the formulation of the CD * (K, N ) condition, coming from [7] , to which we also refer for a detailed discussion of its relation with the CD(K, N ) condition (see also [10] and [14] ). Here let just mention that the CD * (K, N ) condition is a priori weaker than the CD(K, N ), and the two coincide for K = 0. On the other hand most of the comparison theorems hold already in sharp form in (essentially non-branching) CD * (K, N )-spaces (Bishop-Gromov volume comparison [14] , Lévy-Gromov isoperimetric inequality [11] , Brunn-Minkowski inequality [12] ), and moreover (nonbranching) CD * (K, N ) satisfies the local-to-global property, a fact which is still not completely understood for (non-branching) CD(K, N ) despite remarkable partial results (see for instance [10] , [12] , [14] , [38] ).
Definition 2.12 (Curvature dimension bounds). Let K ∈ R and N ∈ [1, ∞). We say that a m.m.s.
with support bounded and contained in spt(m) there exists a measure π ∈ OptGeo(µ 0 , µ 1 ) such that for every t ∈ [0, 1] and N ′ ≥ N we have
where for any t ∈ [0, 1] we have written (e t ) ♯ π = ρ t m + µ s t with µ s t ⊥ m.
, hence it is not restrictive to assume that spt(m) = X, a hypothesis that we shall always implicitly do from now on. On CD * (K, N )-spaces a natural version of the Bishop-Gromov volume growth estimate holds (see [7, Theorem 6 .2] and [14] ), however we will use just the following weaker statements:
For K = 0 the following more explicit bound holds
One crucial property of the CD * (K, N ) condition is the stability under measured Gromov Hausdorff convergence of m.m.s., so that Ricci limit spaces are CD * (K, N ). Moreover, on the one hand it is possibile to see that Finsler manifolds are allowed as CD * (K, N )-space while on the other hand from the work of Cheeger-Colding [16] , [17] , [18] it was understood that purely Finsler structures never appear as Ricci limit spaces. Inspired by this fact, in [3] , Ambrosio-Gigli-Savaré proposed a strengthening of the CD condition in order to enforce, in some weak sense, a Riemannian-like behavior of spaces with a curvature-dimension bound (to be precise in [3] it was analyzed the case of strong-CD(K, ∞) spaces endowed with a probability reference measure m; the axiomatization has been then simplified and generalized in [2] to allow CD(K, ∞)-spaces endowed with a σ-finite reference measure); the finite dimensional refinement led to the so called RCD
for N ∈ (1, ∞). Such a strengthening consists in requiring that the space (X, d, m) is such that the Sobolev space W 1,2 (X, d, m) is Hilbert, a condition we shall refer to as 'infinitesimal Hilbertianity'. It is out of the scope of this note to provide full details about the definition of W 1,2 (X, d, m) and its relevance in connection with Ricci curvature lower bounds. We will instead be satisfied in recalling the definition and few crucial properties which are relevant for our discussion: the stability under convergence of m.m.s. (see [25] and references therein), the Abresh-Gromoll Inequality ( [27] and [37, Theorem 3.7, Corollary 3.8]), the Splitting Theorem (see [24] ), and the a.e. infinitesimal regularity (see [26] and [37] ). We also wish to mention that the RCD * (K, N ) condition is equivalent to the N -dimensional Bochner inequality, as proved independently in [22] and [4] . First of all recall that on a m.m.s. there is a canonical notion of 'modulus of the differential of a function' f , called weak upper differential and denoted with |Df | w ; with this object one defines the Cheeger energy
is by definition the space of L 2 (X, m) functions having finite Cheeger energy, and it is endowed with the natural norm f 2 
Now we state a few fundamental properties of RCD * (K, N ) spaces. First of all, on RCD * (K, N )-spaces a natural version of the Abresch-Gromoll inequality [1] holds (see [27] and [37, Theorem 3.7, Corollary 3.8]). Here let us just recall the following statement which is a particular case of [37, Corollary 3.8] and will be enough for our purposes.
Theorem 2.15 (Abresch-Gromoll Inequality). Given K ∈ R and N ∈ (1, +∞) there exist α(N ) ∈ (0, 1) and C(K, N ) > 0 with the following properties. Given (X, d, m) an RCD * (K, N )-space, fix p, q ∈ X with d p,q := d(p, q) ≤ 1 and let γ be a constant speed minimizing geodesic from p to q.
is the so called excess function associated to p, q.
Another fundamental property of RCD * (0, N )-spaces is the extension of the celebrated CheegerGromoll Splitting Theorem [19] proved in [24] (let us also mention that for Ricci limit spaces the Splitting Theorem was established by Cheeger-Colding [15] ).
and a singleton if N < 2.
Here, by 'line', we intend an isometric embedding of R. In the paper we will need also the existence of an infinitesimally regular point, i.e. a point where the tangent cone is unique and isometric to R n , n ≤ N . The a.e. infinitesimal regularity was settled for Ricci-limit spaces by Cheeger-Colding [16] , [17] , [18] ; for an RCD * (K, N )-space (X, d, m), it was proved in [26] that for ma.e. x ∈ X there exists a blow-up sequence converging to a Euclidean space. The m-a.e. uniqueness of the blow-up limit, together with the rectifiability of an RCD * (K, N )-space, was then established in [37] . More precisely the following holds (actually the result in full strength proved in [26] , [37] is more precise as it includes also the convergence of the rescaled measures, but here let state this shorter version which will suffice for the present work). ∞) . Then m-a.e. x ∈ X is a regular point, i.e. for m-a.e. x ∈ X there exists n = n(x) ∈ [1, N ] ∩ N such that, for any sequence r i ↓ 0, the rescaled pointed metric spaces (X, r
converge in the pointed Gromov-Hausdorff sense to the pointed Euclidean space
We end the section with the next lemma which will be useful in the sequel.
Proof. From the construction of the metric-measure structure (X U , dX 3. Compact RCD * (K, N )-spaces admit a universal cover
The goal of this section is to prove the following result.
Then there exists δ 0 > 0 such thatX δ is isometric toX δ 0 , for all δ ≤ δ 0 ; in particular, in virtue of Theorem 2.7, (X, d) admits a universal cover.
In order to prove Theorem 3.1, we first establish the following result roughly saying that the topology of X stabilizes in a small neighborhood of a regular point. Theorem 3.2. Let (X, d, m) be an RCD * (K, N ) space for some K ∈ R, N ∈ (1, ∞) and let x ∈ X be a regular point. Then there exists r x > 0 such that B rx (x) lifts isometrically toX δ for all δ > 0.
Remark 3.3. It is always true that for every x ∈ X we can find r x,δ > 0 such that B r x,δ (x) lifts isometrically toX δ ; the non-trivial content of Theorem 3.2 is that if x is a regular point, the radius r x,δ > 0 does not depend on δ. • first we argue directly on X without the need to go back and forth to the smooth approximations, • the second and more important simplification is that we can consider directly a minimizing geodesic on the δ-coverX δ and argue via the Abresch-Gromoll excess estimate (2.8), while in the Ricci-limit case the approximation by geodesics in the smooth approximating manifolds prevented to use directly Abresch-Gromoll excess estimate and the authors had to go though the so called Uniform Cut Lemma, see [43, Lemma 4.6] and [41, Lemma 7] .
Proof
Now letγ i ⊂X δ i be a minimizing geodesic fromx i to g ixi . By using (3.1) and imitating the proof of the Halfway Lemma [41, Lemma 5], we infer that
. By Gromov compactness and by the fact that x is a regular point, we can choose a subsequence of these i such that the rescaled pointed spaces (X,
where of course B 10d i (0 k ) ⊂ R k is a Euclidean metric ball. Now the intuitive idea is that the curves γ i are closed based geodesic loops in X shrinking towards x, so we can find corresponding closed curves in the tangent cone R k which are "almost closed based geodesic loops" ; but since R k has no closed based geodesic loop, we expect to get a contradiction. In order to make a rigorous proof we need to make quantitative statements, to this aim we are going to use the Abresch-Gromoll inequality (2.8).
Let S ∈ (0, 1) be a fixed positive number that in the end of the proof will be chosen small enough. Denote with A r,R (0 k ) := B R (0 k ) \ B r (0 k ) the annulus in R k centered at the origin with radii r, R. From (3.2), we get that there exist
We now lift the points x andx i to the δ i -coverX δ i as follows. Recall from the beginning of the proof that the curveγ i ⊂X δ i goes fromx i throughγ i (1/2) to g ixi , and lifts the closed loop γ i . Let σ i ⊂ X be a minimizing geodesic from γ i (1/2) tox i and lift it to a minimizing geodesicσ i ⊂X δ i going fromγ i (1/2) to some pointx i ∈X δ i such that π i (x i ) =x i and
By our choice ofx i in (3.3) we get
Combining (3.5) and (3.4) we infer that for large i it holdsx i ∈ B 3Sd i (γ (1/2) ). Therefore by applying the Abresch-Gromoll excess estimate (2.8) we get
On the other hand the definition of excess together with (3.1) and (3.6) implies
The combination of (3.7) and (3.8) gives
which is clearly a contradiction for S ∈ (0,S), whereS =S(K, N ) =
1/α(N )
.
In order to get Theorem 3.1, inspired by the work of Sormani and the second author [43] , the idea is to use Theorem 3.2 combined with Bishop-Gromov's relative volume comparison theorem onX δ and a packing argument to show thatX δ stabilize everywhere.
Proof of Theorem 3.1.
If the δ-coversX δ do not stabilize, then we can find a sequence {δ i } i∈N such that
Let us fix a regular point x ∈ X and a liftingx i ∈ π −1 i (x) ⊂X δ i . The condition that G(X, δ i ) are distinct roughly means that for every i ∈ N we can find y i ∈ X such that B δ i−1 (y i ) contains a non-contractible loop based at y i which is unwrapped by the δ i -coverX δ i . More precisely for every i ∈ N there exist y i ∈ X and g i ∈ G(X, δ i ) such that the following holds:
calledγ i ⊂X δ i a minimizing geodesic fromỹ i to g iỹi , then γ i := π i (γ i ) ⊂ B δ i−1 (y i ) is a closed loop based at y i representing g i , (4) γ i ⊂ B δ i−1 (y i ) is half-way minimizing, in particular
. . , j − 1, then there exist g 1 , . . . , g j−1 ∈ G(X, δ j ) distinct deck transformations ofX δ j satisfying the above conditions. For every j ∈ N and i = 1, . . . , j − 1, denote with π i j :X δ j →X δ i the covering map and letỹ i j ∈ (π i j ) −1 (ỹ i ) ⊂X δ j be such that
Notice also that, since g i is non trivial both in the deck transformations ofX δ i and ofX δ j , we have
Combining then (3.10), (3.11), (3.12) and (3.13) we get
where we also used that dXδ j (g iỹi , g ixi ) = dXδ j (x i ,ỹ i ), as the deck transformations are isometries. Since by construction x ∈ X is a regular point, in virtue of Theorem 3.2 we can find r 0 > 0 such that the ball B r 0 (x) is lifted to a family of pairwise disjoint balls B r 0 (hx j ) ⊂X δ j , h ∈ G(X, δ j ), each of which is isometric to B r 0 (x); moreover (3.14) implies that
But now recall that (X δ j , dXδ j , mXδ j ) is an RCD * (K, N )-space by Lemma 2.18 and therefore by Bishop-Gromov relative volume comparison (2.6) we obtain
for some C X,r 0 > 0. Since the balls B r 0 (g ixj ) are pairwise disjoint and contained in B 4 diam(X)+r 0 (x j ), we get
which gives a contradiction for j large.
Applications to the revised fundamental group of a compact RCD
The following result was proved in [7] for non-branching CD * (K, N )-spaces under the extra assumption of semi-local simply connectedness; recall that the extra assumption of semi-local simply connectedness ensures automatically the existence of a simply connected universal cover, so that the fundamental group π 1 (X) and the revised fundamental groupπ 1 (X) coincide. On the other hand both the semi-local simply connectedness and the non-branching assumptions are not stable under mGH-convergence, while the RCD * (K, N ) condition is. 
Proof. First of all, by Theorem 3.1 we know that if (X, d, m) is a compact RCD * (0, N )-space for some N ∈ (1, ∞) then it admits a universal cover (X, dX , mX ) which is also an RCD
Moreover, by definition, the group of deck transformations G(X, X) is isomorphic as group to the revised fundamental groupπ 1 (X). We prove the result by subsequent steps.
Step 1: (X,d,m) splits isomorphically as m.m.s. as (
In particular any automorphism T of (X,d,m) as m.m.s., can be written as a product T = (T 1 , T 2 ) where T 1 is an automophism of (X, dX, mX ) and T 2 is an automorphism of (
IfX is compact we can just set k = 0 andX :=X; so we can assumeX to be non-compact. Fix a fundamental domainX 0 ⊂X, i.e. a subset ofX which is locally isometric and in bijection with X via the projection map π :X → X, and a reference pointx 0 ∈X 0 . Note that, in particular, X 0 is pre-compact, as X is compact by assumption. SinceX is non-compact we can find two sequences (p j ) j∈N , (q j ) j∈N ⊂X such thatd(p j ,q j ) → ∞. LetC j ⊂X be a length minimizing geodesic joiningp j withq j and notice that, up to acting onC j with the isometry induced by a suitable element of the deck transformations G(X, X), we can assume that the mid-point ofC j is contained inX 0 . SinceX is proper (recall that, by Theorem 3.1, (X,d,m) is an RCD * (0, N )-space), by using Ascoli-Arzelá Theorem we infer that for every R > 0 we can find a sub-sequence of j's such thatC j ∩ Bx 0 (R) converge uniformly to a length minimizing geodesicC R ∞ ⊂ Bx 0 (R) such that the midpoint ofC R ∞ is contained in the closure ofX 0 . Considering now a sequence R i → ∞, via a diagonal argument, we then get the existence of a lineC ∞ ⊂X, i.e. a curve defined on (−∞, ∞) which is length-minimizing on every sub-interval (a, b) with −∞ < a < b < +∞. Applying now the Splitting Theorem 2.16 we infer that (X,d,m) splits isomorphically as m.m.s.
we can just setX :=X ′ and k = 1.
If insteadX ′ is not compact we can argue analogously as above:
→ ∞ and letC ′ j ⊂X ′ be a length minimizing geodesic joining them; up to acting with the isometries induced by deck transfomations G(X, X) and with the isometries induced by the translations along the R factor in the isometric splittingX =X ′ × R, we can assume that (C ′ j (1/2), t 0 ) ∈X ′ 0 , for some fixed t 0 ∈ R. In particular the mid-points ofC ′ j are contained in a fixed compact subset inX ′ and we can then repeat the above diagonal argument producing a line iñ X ′ . As above, in virtue of the Splitting Theorem 2.16 we infer that (X,d,m) splits isomorphically as m.m.s. as (
X ′′ is compact we can just setX :=X ′ and k = 2, otherwise we repeat the procedure above toX ′′ . Since the Hausdorff dimension of an RCD * (0, N ) space is at most N , the iteration can be repeated at most N times; the claim is thus proved. The splitting of the group of automorphisms follows by the splitting of the group of isometries which was proved in the smooth setting by Cheeger-Gromoll [19] ; for a proof in the non-smooth setting see for instance [39, Proposition 1].
Step 2: Called πX :X →X the projection on the first coordinate with respect to the splitting X ≃X × R k , we claim that (πX ) * (G(X, X)) is finite.
We first claim that the projection of the fundamental domainX 0 has positive measure inX, namely
Indeed if by contradiction it holds mX(πX (X 0 )) = 0, since from Step 1 we know thatX 0 ⊂ πX(X 0 ) × R ⊂X as m.m.s., it would follow thatm(X 0 ) = 0. But sinceX 0 ⊂X is a fundamental domain this would imply m(X) =m(X 0 ) = 0, contradicting that m(X) > 0. This concludes the proof of (3.17). Now by Step 1 we know thatX is a compact RCD * (0, N − k) space, in particular it has finite volume. Since the elements of (πX ) * (G(X, X)) act onX by isomorphisms of m.m.s., if by contradiction (πX ) * (G(X, X)) was infinite it would follow thatX contains infinitely many isomorphic copies of πX(X 0 ) and therefore (3.17) would forceX to have infinite volume; contradiction.
Step 3: Called π R k :X → R k the projection on the second coordinate with respect to the splittingX ≃X × R k and denoted by G R k := (π R k ) * (G(X, X)), we claim that G R k contains a normal rank k free abelian subgroup of finite index.
By the product structure ofX, it follows that the action of G R k := (π R k ) * (G(X, X)) on R k is by uniform and discrete isometries. Bieberbach Theorem (see for instance [20, Section 1.1] and references therein) implies then that G R k contains a normal free abelian subgroup of finite index and of rank l ≤ k. Moreover, from the construction above we have that
Since by Step 1 we know thatX 0 is compact, it follows that R k G R k is compact too and therefore l = k as desired.
Step 4: Conclusion of the proof.
From
Step 3 we know that G R k := (π R k ) * (G(X, X)) is a finite group extended by Z k . The projection map π R k :X → R k induces the short exact sequence of groups
SinceX is an isometric splittingX × R k and since the deck transformations G(X, X) are isometries which preserve such a splitting structure, it follows that Ker ((π R k ) * ) ≃ (πX) * (G(X, X)) which is finite by Step 2. Denoting ψ := Ker ((π R k ) * ) , the thesis follows. The goal of the present section is to prove the following result. The proof will be in the same spirit of the arguments of Theorem 3.1, but slightly more complicated since here we have to deal with relative δ-covers instead of simply δ-covers. This is indeed the main reason why we decided to present both proofs, so that the reader interested to get the geometric ideas can just read the proof of Theorem 3.1.
Remark 4.2. In [44] , the analogous result is shown for Gromov-Hausdorff limits of manifolds M n with Ricci curvature uniformly bounded from below. The proof in [44] is much more involved as the authors had to construct a measure for the limit δ-cover; indeed it was not clear the existence of a measure satisfying Bishop-Gromov comparison on the relative δ-covers of the limit spaces, property which is used in a crucial way in the proof.
Remark 4.3. When (X, d) is semi-locally simply connected, the universal cover of X can be obtained as Gromov-Hausdorff limit of universal cover of larger and larger balls, see [21, Proposition 1.2]. Since here we do not want to assume this extra hypothesis we will argue differently.
We need the following local stability of relative δ-cover at regular points, which is the corresponding result of [44, Theorem 3.13] proved there for limit spaces, compare also with Theorem 3.2.
and let x ∈ X be a regular point. Then for any 100 ≤ 10r ≤R there exists r x (r,R) > 0, such that for all δ > 0, B(x, r x ) lifts isometrically toB(x,r,R) δ .
The proof of Theorem 4.4 uses the Abresch-Gromoll Excess estimate (2.8) on the relative δ cover as in Theorem 3.2 except that now our covers have boundary. By choosing r x ≤ 1, all points and curves involved in the proof of Theorem 3.2 lie in B(x, 4), far away from the boundary ∂B(x,r), and similarly for the cover. By Lemma 2.9, the restricted distance on B(x, 4) from B(x,r) and from X are the same. So the proof of Theorem 3.2 can be repeated verbatim.
Now we prove stability of relative δ-covers for all points.
and x ∈ X one of the following two statements holds true: I: There exists δ x,R depending on X, x, R such that
II. For all R ′ < R there exists δ x,R,R ′ depending on X, x, R, R ′ such that
The proof should be compared with [44, Theorem 3.15] , the main difference is that here we do not need to go to the limit cover; this is a quite useful simplification in the arguments.
Proof. Suppose neither I nor II holds. Then there exists x, R and δ i ↓ 0 such thatB(x, R) δ i are all distinct. Up to extracting a subsequence, we can assume that δ 1 ≤ R/10, δ i > 10δ i+1 and all B(x, R) δ i and G(x, R, δ i ) are distinct. In particular there are non-trivial elements of G(x, R, δ i ) which are trivial in G(x, R, δ i−1 ). Thus, for every i ∈ N, we can find x i ∈ B(x, R) such that B x i (δ i−1 ) contains a non-contractible loop, C i , which lifts non-trivially inB(x, R) δ i .
In fact we can choose x 1 to be the point closest to x such that B x 1 (R/10) contains a noncontractible loop and then choose δ 1 ∈ (0, R/10] as small as possible such that B x 1 (R/10) contains a loop C 1 which lifts non-trivially toB(x, R) δ 1 . We can then choose iteratively x j to be the point closest to x such that B x j (δ j−1 /10) contains a non-contractible loop. Then set δ j ∈ (0, δ j−1 /10] as small as possible so that B x j (δ j ) contains a loop C j which lifts non-trivially toB(x, R) δ j . Note that by construction d B(x,R) (x, x j ) is a non-decreasing sequence.
Since RCD * (K, N ) spaces are proper for N < ∞, we can find a sub-sequence of the x i converging to some point x ∞ in B(x, R). There are two possibilities: either x ∞ ∈ ∂B(x, R) or x ∞ ∈ B x (R). If x ∞ ∈ ∂B(x, R), then for any 0 < R ′ < R, we know that there exists N 1 sufficiently large such that d B(x,R) (x, x j ) > R ′ + (R − R ′ )/2 for all j ≥ N 1 . Moreover it is clear that δ (j−1)/10 < (R − R ′ )/2 for all j ≥ N 2 , for some N 2 ≥ N 1 . By the choice of the sequence of x j , it follows that if C is a loop contained in B(x ′ , δ) where δ ≤ δ (N 2 −1)/10 and B(x ′ , δ) ∩ B(x, R ′ ) is nonempty, then C is contractible in B(x, R). Thus
This implies Case II which we have assumed to be false. Therefore x ∞ is not in the boundary of B(x, R), and we proceed to find a contradiction.
LetR > 0 be defined such that B(x ∞ ,R) ⊂ B(x, R) and letr =R/10 > 0. Clearly, up to throwing away finitely many j, we can assume that the loops C j are contained in B(x ∞ ,r/6) for every j ∈ N. Since by construction C j are contained in B x j (δ j−1 ), they lift as closed curves tõ B(x ∞ ,r,R) δ i for every i < j. On the other hand, as they lift non-trivially toB(x, R) δ j , they also lift non-trivially toB(x ∞ ,r,R) δ j .
Since without loss of generality we can assume C j to be half-way minimizing, there exists g j non-trivial in G(x ∞ ,r,R, δ j ) such that
Let α j be the projection of the minimal curve from g jxj tox j . Then L(α j ) < 2δ j−1 <r/6 and
The loop α j represents an element g j of π 1 (B(x ∞ ,r)) which is mapped non-trivially into G(x ∞ ,r,R, δ j ) and trivially into G(x ∞ ,r,R, δ i ) for every i < j. Furthermore, for any q ∈ B(x ∞ ,r), letting q ∈B(x ∞ ,r,R) δ j be the lift of q closest tox j and lettingx i ∈B(x ∞ ,r,R) δ j be the lift of x i closest toq, we have
Therefore, for any j ∈ N, there are j − 1 distinct elements in G(x ∞ ,r,R) δ j satisfying
On the other hand we claim that the total number of elements in G(x ∞ ,r,R) δ of δ-length ≤ 5r is uniformly bounded for all δ in terms of the geometry of B(x ∞ ,r). To show this claim, let us look at the lift of a regular point p ∈ B(x ∞ ,r) in the cover B(x ∞ ,r,R) δ/2 . In virtue of Theorem 4.4, we can find a δ p > 0 such that the ball of radius δ p about p is isometrically lifted to disjoint balls of radius δ p inB(x ∞ ,r,R) δ . Let
and denote with N ≥ j − 1 the number of distinct elements in G(x ∞ ,r,R) δ of δ-length ≤ 5r. Note that gB(p, δ 0 ) is contained in B(p, 5r +δ 0 ) ⊂B(x ∞ ,r,R) δ for all g ∈ G(x ∞ ,r,R) δ with l(g, δ) ≤ 5r.
Hence there are N + 1 isometric disjoint balls of radius δ 0 contained in a ball of radius 5r + δ 0 iñ B(x ∞ ,r,R) δ . Here we have included the center ball as well. Since 5r + δ 0 <R −r, the ball B(q, 5r + δ 0 ) does not touch the boundary ofB(x ∞ ,r,R) δ . Therefore (2.6) holds on B(q, 5r + δ 0 ) and we get
which gives us a contradiction for j large enough.
Proof of Theorem 4.1 The existence of a universal coverX follows by the combination of Theorem 2.11 with Theorem 4.5 (note that if Case I holds in Theorem 4.5 we can just take r = R in Theorem 2.11). Using the construction of Section 2.2 we can lift the metric d and the measure m to a metricd and a measurem onX, so that the universal cover is a metric measure space (X,d,m). We now claim that (X,d,m) is an RCD * (K, N ) space. To prove such claim we observe that the universal cover (X,d) is constructed as covering spaceX U associated to an open cover U of X with the property that for every x ∈ X there exists U x ∈ U such that U x is lifted homeomorphically to any covering space of (X, Milnor's result [36] about the polynomial growth of finitely generated subgroups of the fundamental group of a non-compact manifold with non-negative Ricci curvature, for the extension to Ricci-limits see [44] . The idea is to use the polynomial volume growth in the universal cover ensured by the curvature condition in order to get information on the growth of the revised fundamental group. Let us start with some preliminary notions.
Let G be a finitely generated group: G = g 1 , . . . , g n . We define the r-neighborhood with respect to the set of generators g := {g 1 , . . . , g n } as
, with α j ∈ {1, . . . , n}, for j = 1, . . . , k, and is isomorphic to the group of deck transformations G(X, X). Let G 0 := g 1 , . . . , g n be a finitely generated subgroup of G(X, X). Fix a reference point x 0 ∈ X and fix a liftx 0 ∈X, i.e. π(x 0 ) = x 0 . Each g i can be represented by a loop C i based at x 0 of length L i ; then the liftsC i starting atx 0 are curves inX with final pointC i (L i ) = g i (x 0 ). Let
Then, for every distinct g, g ′ ∈ G 0 it holds g(Bx 0 (ε))∩g ′ (Bx 0 (ε)) = ∅; moreover g∈Ug(r) g(Bx 0 (ε)) ⊂ Bx 0 (rL + ε), where of course g := {g 1 , . . . , g n }. It follows that
and therefore, by using (2.7), we infer
One of the most striking results about groups of polynomial growth is the following theorem by Gromov.
Theorem 4.8 (Gromov [30] ). A group has polynomial growth if and only if it is almost nilpotent, i.e. it contains a nilpotent subgroup of finite index.
Combining Theorem 4.7 with Theorem 4.8, we get the following corollary. 
Proof. Thanks to Theorem 4.1, we know that (X, d, m) admits a universal cover (X,d,m) which is an RCD * (0, N )-space too. Moreover by the very definition, the revised fundamental groupπ 1 (X) is isomorphic to the group of deck transformations G(X, X). LetĜ = g 1 , . . . , g n be a finitely generated subgroup of G(X, X), set g := {g 1 , . . . , g n } the fixed system of generators and let (X,d,m) be the covering space of X such thatπ :X →X has covering groupĜ; in other words setX =X/Ĝ. The goal is to show that there is a uniform upper bound on |Ĝ|.
Step 1.Ĝ is finite. Fix a reference point x 0 ∈ X and fix liftsx 0 ∈X,x 0 ∈X. LetXĜ ⊂X be a fundamental domain for the action ofĜ such thatx 0 ∈XĜ; since by constructionπ :X →X is locally an isomorphism of m.m.s. and is injective onXĜ, it follows that m(Bx 0 (r)) =m(Bx 0 (r) ∩XĜ), for all r ≥ 0. which proves thatĜ is finite.
Step 2. |Ĝ| ≤m(B 1 (x))/C X . Since by Step 1 we know thatĜ is finite, there exists R = RĜ > 0 such that B gx 0 (r) ⊂ Bx 0 (r + R), for all r > 0 and for all g ∈Ĝ. Recall that, by assumption, for large r we have m(B x 0 (r)) ≥ C X r N . SinceX is a covering space of X, a fortiori it must hold thatm(Bx 0 (r)) ≥ C X r N . Thus |Ĝ| C X r N ≤ CX(r + R) N , for r > 1 large enough, which yields
Therefore, there is a uniform bound (depending just on X andX) on the order of finitely generated subgroupsĜ of G(X, X), and thus |G(X, X)| ≤ CX/C X .
4.1.3. Extension of Sormani's Theorem to RCD * (0, N )-spaces. Finally, we say that a length space (X, d) has the loop to infinity property if the following holds: for any element g ∈π 1 (X, x 0 ) and any compact subset K ⊂⊂ X, g has a representative loop of the form σ • γ • σ −1 where γ is a loop in X \ K and σ is a curve from x 0 to X \ K. We can then extend to RCD * (0, N )-spaces the loop to infinity property of manifolds with nonnegative Ricci proved by Sormani [42] , and extended to Ricci limits in [44] . has the loops at infinity property or the universal cover (X, dX , mX) splits isomorphically as metric measure space, i.e. it is isomorphic to a product (Y × R, d Y ×R , m Y ×R ).
Proof. We show that if X does not have the loops at infinity property then the universal coverX must contain a line; since (X, dX, mX ) is an RCD * (0, N )-space, the thesis will then follow by the Splitting Theorem 2.16.
Step 1. X contains a ray, i.e. an isometric immersion γ : [0, ∞) → X; set x 0 := γ(0). Fix a reference point x 0 ∈ X. Since by assumption X is not compact, there exist x k ⊂ X such that d(x 0 , x n ) → ∞. Let γ n : [0, d(x 0 , x n )] be a length minimizing geodesic joining x 0 with x n . Since X is proper, by using Ascoli-Arzelá Theorem we infer that for every R > 0 we can find a sub-sequence of n's such that γ n ([0, d(x 0 , x n )]) ∩ Bx 0 (R) converge uniformly to a length minimizing geodesic γ R : [0, R] → X with γ R (0) = x 0 . Considering now a sequence R j → ∞, via a diagonal argument, we finally obtain a ray γ : [0, ∞) → X based at x 0 .
Step 2. We can find unit speed minimal geodesicsσ i (t) : [−r i , r i ] →X, such that r i → +∞ and σ i (0) are contained in a pre-compact subset ofX.
If X does not have the loops at infinity property then there exists 1 = g ∈π 1 (X, x 0 ) and a compact subset K ⊂⊂ X such that, called C a loop based at x 0 representing g, no closed geodesic contained in X \ K can be homotopic to C along the ray γ constructed in Step 1. Let R 0 > 0 so that K ⊂ B x 0 (R 0 ), and let r i ≥ R 0 with r i → +∞. By assumption, any loop based at γ(r i ) which is homotopic to C along γ must intersect K. Let (X,d,m) be the universal cover of (X, d, m) given by Theorem 4.1, and letC be a lift of C going fromx 0 to gx 0 . Since g = 1, clearly it holdsx 0 = gx 0 . Letγ be the lift of γ toX starting at x 0 and let gγ be the lift starting at gx 0 . Observe that ifC i is a length minimizing geodesic from γ(r i ) to gγ(r i ), then the projection C i := π(C i ) is a loop based at γ(r i ) which is homotopic to C along γ. Thus there exists t i such that C i (t i ) ∈ K.
Denote with L i := LX(C i ) = L X (C i ) =d(γ(r i ), gγ(r i )) and letK be the lift of K to the fundamental domain of X inX such thatx 0 ∈K. As K is compact, clearly the liftK is precompact. Since by construction C i (t i ) ∈ K, for every i ∈ N we can find g i ∈ G(X, X) such that g iCi (t i ) ∈K. Observe that
and that L i − t i =d(gγ(r i ),C i (t i )) ≥ d(γ(r i ), C i (t i )) ≥ r i − R 0 .
Thus, the curvesσ i (t) := g iCi (t − t i ) are unit speed minimal geodesics defined on [−r i + R 0 , r i − R 0 ] and such thatσ i (0) ∈K; since r i → +∞, up to renaming r i with r i − R 0 , the claim follows.
Step 3. Conclusion. Sinceσ i (0) are contained in a pre-compact subset ofX, up to subsequences, we can assume thatσ i (0) →x 1 ∈X. SinceX is proper, by using Ascoli-Arzelá Theorem we infer that for every R > 1 we can find a sub-sequence of i's such thatσ i ([−r i , r i ]) ∩ B R (x 1 ) converge uniformly to a length minimizing geodesicσ R : [−(R − 1), (R − 1)] →X withσ R (0) =x 1 . Considering now a sequence R j → ∞, via a diagonal argument, we finally obtain a line, i.e. an isometric immersioñ σ : R →X.
