Actuaries manage risk, and asset price volatility is the most fundamental parameter in models of risk management. This study utilizes recent advances in econometric theory to decompose total asset price volatility into a smooth, continuous component and a discrete (jump) component. We analyze a data set that consists of high-frequency tick-by-tick data for all stocks in the S&P 100 Index, as well as similar futures contract data on three U.S. equity indexes and three U.S. Treasury securities during the period 1999-2005. We find that discrete jumps contribute between 15% and 25% of total asset risk for all equity index futures, and between 45% and 75% of total risk for Treasury bond futures. Jumps occur roughly once every five trading days for equity index futures, and slightly more frequently for Treasury bond futures. For the S&P 100 component stocks, on days when a jump occurs, the absolute jump is between 80% and 90% of the total absolute return for that day. We also demonstrate that, in the cross section of individual stocks, the average jump beta is significantly lower than the average continuous beta. Cross-correlations within the bond and stock markets are significantly higher on days when jumps occur, but stockbond correlations are relatively constant regardless of whether or not a jump occurs. We conclude with a discussion of the implications of our findings for risk management.
INTRODUCTION
Actuaries manage risk, and asset price volatility is the most fundamental element of risk management. Therefore, actuaries must understand asset price volatility. Beginning with Merton (1976) , financial economists have modeled price volatility as a combination of a smooth and continuous process, along with a much less persistent jump process (e.g., the jump-diffusion model). A thorough understanding of both the continuous and jump components of volatility is required to manage risk effectively.
Until recently it has been difficult for actuaries and financial economists to separate jumps from the underlying diffusion process when estimating parameters in a jump-diffusion model, in part because the actual jump is not readily observable from the time-series data of the underlying asset returns. Most jump parameter estimates are based on numerical simulations, since direct estimates are difficult to obtain in all but a few special cases (Aït-Sahalia 2004) . Tauchen and Zhou (2006) note that ''the main message from the empirical literature seems to be that jumps are very important in asset pricing, but the estimation of jump parameters and the pricing of jump risk are not easy to implement.'' This poses a serious practical challenge to actuaries and other risk managers.
This study examines the distributional properties of jumps for a large sample of U.S. stocks, stock index futures contracts, and U.S. Treasury Bond futures contracts by utilizing econometric techniques recently developed by Anderson, Bollerslev, and Diebold (2007) , Barndorff-Nielsen and Shephard (2004) , and Tauchen and Zhou (2006) . These studies have demonstrated that by using high-frequency trade-by-trade data, one can effectively separate the continuous and jump components of the underlying price process. They demonstrate that one can accurately estimate the total volatility and the volatility of the underlying continuous-time process with measures they call the ''Realized Volatility'' (RV) and ''Bi-power Variation'' (BV) measures, respectively. The difference between these two measures provides an unbiased estimate of the jump component of prices.
Several recent papers have applied these techniques to limited sets of high-frequency data. Anderson, Bollerslev, and Diebold (2007) apply their methodology to a single exchange rate time series, a single futures contract, and a single U.S. Treasury bond. Tauchen and Zhou (2006) examine the S&P 500 Index, a U.S. Treasury bond futures contract, Microsoft stock, and the Brazilian reais. Thus, the first contribution of the current study is to apply these newly developed estimation techniques to a broad cross section of data, examining for the first time the variations in jump risk across a large number of assets. Specifically, we decompose total volatility into its continuous and discrete components for every stock in the S&P 100 Index, for three U.S. equity index futures, and for the 30-, 10-, and 2-year U.S. Treasury futures.
In addition, we further decompose each of the volatility components into their systematic and nonsystematic constituents. The importance of systematic risk has been well understood since the advent of the Capital Asset Pricing Model (Sharpe 1964) . By regressing excess returns for an individual asset on the excess returns of the market, one can estimate in principle the asset's systematic risk, measured by the regression beta. Historically, however, the estimation of systematic risk has been done exclusively at the level of total risk. To our knowledge, ours is the first empirical study to decompose jump risk into its systematic and nonsystematic parts.
The difference between continuous betas and jump betas has important implications for risk management: with a total beta, one knows only the average level of systematic risk. However, given an asset's continuous and jump betas, one can explicitly calculate the asset's systematic risk conditional on whether or not the market experiences a jump. This is important for risk managers: if an asset behaves differently during a severe market downturn than it does at other times, this information offers the potential to significantly improve on calculations such as Value at Risk (VAR). Moreover, if assets are combined in a well-diversified portfolio, then the asset's systematic jump risk is more relevant than the asset's total jump risk. This highlights the importance of decomposing total jump risk into its systematic and nonsystematic components.
Specifically, we find that jump betas are significantly lower than continuous betas, which indicates that stocks co-move with the market much less on days when the market experiences a jump. The average stock in our sample has a total beta of 0.68. The average continuous beta is 0.80, but the average jump beta is only 0.29. We also demonstrate that jumps account for 80-90% of total daily return on days when jumps occur, so the jump beta is the most relevant measure of co-movement with the market on days when the market experiences a jump.
We also study the correlation between different asset classes. Although asset cross-correlations have been previously examined, the added contribution of our study is that we can calculate not only unconditional correlations between stock and bond index futures, but also the correlations between the continuous and jump components. We find that the correlation between one stock index and another stock index is significantly higher on jump days than nonjump days, and bond-bond correlations also differ significantly between jump and nonjump days. However, stock-bond correlations are relatively constant regardless of whether a jump has occurred. In addition, continuous returns are more strongly correlated than jumps, both within and across asset classes. This suggests that asset allocation models that utilize stock-bond cross-correlations may be more robust to the presence of asset price jumps than models that rely on estimates of cross-correlations within stock and bond markets.
The rest of the article is organized as follows. Section 2 discusses the empirical methodology used to identify statistically significant jumps. Section 3 describes the data, Section 4 presents our empirical results, and Section 5 concludes.
JUMP DETECTION METHODOLOGY
This section describes the empirical methodology utilized for this study, which is developed in Anderson, Bollerslev, and Diebold (2007) , Barndorff-Nielsen and Shephard (2004) , and Tauchen and Zhou (2006) . Let p(t) denote the time-t logarithmic price of the asset. The continuous-time jump diffusion process traditionally used in asset pricing is usually expressed as a stochastic differential equation:
where (t) is a continuous and locally bounded variation process, (t) is a stochastic volatility process, and W(t) denotes standard Brownian motion. The counting process dq(t) ϭ 1 corresponds to a jump at time t and dq(t) ϭ 0 otherwise, and (t) and is a measure of the size of the jump, conditional on a jump occurring. The quadratic variation for the cumulative return process,
In the absence of jumps, the second term on the right-hand side disappears, and the quadratic variation simply equals the integrated (continuous) volatility.
Let the discretely sampled ⌬-period returns be denoted by r t,⌬ ϵ p(t) Ϫ p(t Ϫ ⌬), and define the daily realized volatility by the summation corresponding to 1/⌬ high-frequency intradaily squared returns,
For notational simplicity and without loss of generality, 1/⌬ is assumed to be an integer. Then, as shown by Andersen and Bollerslev (1998) , by the theory of quadratic variation the realized volatility converges uniformly in probability to the increment in the quadratic variation process defined above, as the sampling frequency of the underlying returns increases; that is,
In the absence of jumps, the realized volatility consistently estimates the integrated volatility. Define the standardized realized bi-power variation measure,
where ϭ Then, as the sampling frequency increases,
Thus, the contribution to the quadratic variation process due to discontinuities (i.e., jumps) can be consistently estimated by
This is the fundamental insight upon which the estimation of the jump processes in this research is based.
Following Tauchen and Zhou (2006) we define the ratio statistic 
Based on the simulation and Monte Carlo experiments of Tauchen and Zhou (2006) , we choose a 0.999 level of significance for the identification of jumps. Under this assumption, jumps occur on all days for which ͉ZJ t ͉ Ͼ 3.0, though for robustness we also report results for threshold values of 2.0 and 4.0. We assume that at most one jump occurs per day, and calculate the actual jump magnitude as J t ϭ sign(r t ) ϫ where I t is an indicator variable equal to one if a jump occurs,
DATA
We collect intraday high-frequency bid-and-ask quote data both for individual stocks and for stock and bond index futures contracts. The individual stock data cover the component stocks of the S&P 100 Index as of July 1, 2006, and are taken from the NYSE's Trade and Quote (TAQ) database for the sixyear sample period January 1, 1999-December 31, 2005. We use only quotes from NYSE, AMEX, and NASDAQ exchanges.
3 Two component firms, United Postal Service and Goldman Sachs, went public during the sample period, and therefore we have quote data from the IPO date through the end of the sample period. Twelve firms in the S&P 100 Index changed tickers during our sample period, mostly resulting from merger and acquisition activity, which required us to obtain TAQ data for both tickers. In our regression analysis, we use the S&P 500 Index futures contract as a proxy for the market portfolio.
We mitigate the degree of bid-ask bounce in our sample data by using the bid-ask midpoint for each transaction. Our initial analysis of the TAQ quotes data revealed a number of erroneous quotes in the database, and we therefore apply a number of filters to eliminate these bad observations. First, we require that the offer/bid ratio be less than 1.10 for the quote to be included. 4 Second, we utilize a sandwich filter that eliminates quotations that are 10% or further in absolute value from surrounding quotes on both sides. The latter filter eliminates the following type of erroneous quote sequence: a first quote that is immediately followed by a significantly higher (or lower) second quote that is subsequently followed by a third quote that is consistent with the first quote in the sequence. 5 Visual inspection of several firms revealed a number of these spurious quotes ''sandwiched'' between two otherwise consistent quotes, and our filter eliminates the erroneous quote. Without this filter, our estimation model might incorrectly identify a significant jump when prices jump to the erroneous quote and then jump back to the correct price.
Daily tick-by-tick quote data for the stock and bond futures contracts are obtained from the Institute for Financial Markets. 6 The stock index futures include the Dow 30, Russell 2000, and S&P 500, while the bond data are obtained for 2-, 10-, and 30-Year U.S. Treasury futures.
For each investment instrument, we include only quotes during regular trading hours and segment each trading day into five-minute intervals; we then calculate interval price returns using the midpoint of the bid-offer spread. We calculate the price return for an interval at time t as log(midpoint t / midpoint tϪ1 ). For the first trading interval of each day, we utilize the opening daily midpoint quote and calculate the first interval return using the midpoint quote calculated at the end of the first interval.
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Since trading hours vary across instruments, the number of five-minute intervals calculated each day for each instrument is different.
8 Some trading days in our sample period do not contain the full number of intervals as a result of holiday-shortened trading, temporary stoppages in trading, or other miscellaneous reasons. After creating the five-minute intervals for each of the component stocks, we eliminate any daily interval with a five-minute return greater than 50% in an attempt to control for stock splits. Table 1 presents cross-sectional summary statistics for realized volatility and bi-power variation for all 99 individual firms in our sample. In addition, we report the average realized volatility and bi-power variation for the S&P 500, Dow Jones Industrial Average, and Russell 2000 equity indexes; and the 2-, 10-, and 30-year U.S. Treasury Securities.
EMPIRICAL RESULTS

Empirical Properties of the Data
The realized volatility (RV) approximates the total daily return variance, while the bi-power variation (BV) estimates the variance due to the continuous return component. We also report the square root of each of these variables, which can be interpreted as standard deviations. For individual stocks, we report the square root of each cross-sectional variance summary measure. Values for RV 1/2 range from 0.16% for the two-year Treasury bond to 1.42% for the Russell 2000 Index. Not surprisingly, the volatility levels are significantly higher for individual stocks than for the equity indices.
The ratio of bi-power variation to realized volatility (BV/RV), or the square root of this ratio, has been used elsewhere in the literature to measure the fraction of total volatility generated by the continuous return component (Tauchen and Zhou 2006) . From panel a one observes that, for the equity indexes, roughly 70-80% of unconditional return variance is due to the continuous component of returns. The percentage is similar for 10-and 30-year bonds, but for 2-year bonds only about 44% of total variance is attributable to the continuous return component. Interestingly, the continuous return component is largest among individual stocks, where approximately 90% of total return variance is attributable to continuous returns.
In panel b total returns are decomposed into their jump and continuous components, and the sample variances are calculated for each. Total risk is calculated as the variance of total daily returns.
9 Continuous risk is calculated as the variance of daily continuous returns, where the daily continuous return is equal to the total daily return minus the daily jump return. Jump risk is the variance of daily jump returns, calculated using both jump and non-jump days. 10 The percentage of total risk attributable to jumps is calculated as the jump variance divided by the total variance. The results of Panel b in Table  1 indicate that, unconditionally, jumps contribute between 15% to 25% of the total variance for the equity indexes, 5% and 10% of total variance for individual stocks, and anywhere from 45% and 75% of the total variance for bonds. Table 2 , panel a, reports detailed statistics on the distribution of jumps across all firms and indexes in our sample. The jump frequency, defined as the number of days with a jump divided by the total number of days in the sample, varies considerably across firms, from a low of 7.7% for Exxon-Mobil to a high of 26.6% for Lucent Technologies and Comcast. In the stock futures market, jumps occur on 31% of trading days for the Dow, 33.5% of trading days for the S&P 500 Index, and 51% of the trading Notes: Jump days are identified, and jump magnitudes calculated, according to the methodology described in the text, using 5-minute returns over the 1999-2005 sample period. Panel (a) includes all jumps. Panel (b) includes only jumps that occur on days of high realized volatility, defined to be days on which an asset's realized volatility is above that asset's median realized volatility calculated over the entire sample period.
days for the Russell 2000 Index. Approximately 40% of trading days experience a jump in the 10-and 30-year bond markets, and the 2-year Treasury experiences price jumps on 70% of trading days. The average jump size is not significantly different from zero in either stock or bond futures markets. The absolute jump size provides a feel for the magnitude of jumps when they occur. Recall that on days when a jump occurs, the jump size is calculated as the square root of the difference between realized volatility and the bi-power variation measure. For stock indexes, the average absolute jump size ranges from 72 basis points for the Dow to 86 basis points for the Russell 2000. Average absolute bond jumps are smaller, ranging from 10 basis points for the 2-year bond to 42 basis points on the 30-year bond. The average absolute jump size is highest among individual stocks, with a mean (median) absolute jump of 1.39% (1.36%). Collectively, the summary statistics for individual stock jumps suggest that the jumps are relatively symmetrically distributed.
While Table 1 reported the relative contributions of jumps and continuous returns to unconditional risk, Table 2 breaks down total risk conditional upon a jump occurring. On days when jumps occur, jumps contribute about 59% of total risk for individual stocks (2.75%/4.65%), and the jump contribution is above 50% for all individual stocks in the sample. For stock indexes, about 40-45% of total return variance is attributable to jumps on days when jumps occur, and the percentage is even higher for bonds. These results suggest that even when jump risk is relatively small on an unconditional basis, jumps can have a significant impact on volatility on days when they actually occur.
The methodology we use to identify statistically significant jumps does not require the jump to be economically large. Indeed, jumps as small as 10 basis points are not uncommon if the realized volatility is particularly low on a given day. This is because the methodology we use identifies jumps by ''looking'' for five-minute returns that are abnormally large when compared to the other five-minute returns on the same day. On days when the average five-minute return is very small, we may identify jumps that are statistically, but not economically, significant.
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To try to isolate economically meaningful jumps, panel b repeats the calculations in panel a using only those jumps that occur on high realized volatility days. We define a day to be a high-volatility day for a particular asset if the asset's realized volatility that day is above that asset's median realized volatility calculated over the entire sample period. Jumps occur slightly more frequently on highvolatility days, as can be seen by comparing the frequencies in panels a and b. The percentage of total risk attributable to jumps is slightly higher in panel b, but the percentages are fairly robust to whether or not we eliminate jumps on days of low volatility.
Because the market is simply the aggregation of individual stocks, it is interesting to ask what factors drive market jumps. To shed light on this question, panel c examines the distributional properties of jumps on days when the market experiences a jump, where the S&P 500 futures contract is used as a market proxy. The results suggest that individual stocks are no more likely to experience jumps on days when the market jumps; and the average absolute jump size for individual stocks is roughly the same, regardless of whether or not the market experiences a jump (1.3895% vs. 1.3858% in panel a).
Thus, it appears that market jumps are not driven by either more or larger jumps among individual stocks.
What drives market jumps is an increased correlation in the jumps of individual stocks. On the 1,175 sample days when the market does not experience a jump, on average 49% of stocks experience a positive jump and 51% have a negative jump, and these averages are not statistically different from 50%. Thus, the direction of individual firm jumps appears random on these days. However, on days when the market experiences a positive jump, 60.2% of individual stocks also experience a positive jump; on days when the market has a negative jump, 62.2% of stocks have negative jumps. Both of these percentages are statistically different from 50% at all standard significance levels. In addition, there is a strong positive correlation (0.56, p-value Ͻ 0.001) between average absolute market jump size and average absolute firm jump size, indicating that on days when the market experiences a particularly large jump, the average jump is larger for individual firms as well.
Decomposing Systematic Risk into Continuous and Jump Components
The distinction between systematic and nonsystematic risk has been explicitly recognized at least since Sharpe (1964) , and jumps have been explicitly recognized in stochastic volatility and option pricing models for many years (Merton 1976; Bates 1991) . To date, little work has examined the systematic and nonsystematic characteristics of jumps (for a recent theoretical exception, see Baek 2006) . This section develops an empirical methodology that decomposes total jump risk into systematic and nonsystematic components.
It is common to express daily returns for an asset in terms of a factor model. Without loss of generality, consider the standard single-factor model (such as the CAPM) for the returns of asset i:
Equation (4.1) does not distinguish between the continuous and jump components of total return, but does decompose total return into systematic (␤ i R M ) and nonsystematic (␣ i ϩ ε it ) components. Any 11 More specifically, the idea behind the estimation methodology is that the realized volatility (RV) includes volatility from both the continuous and jump processes and is estimated by summing squared returns. The bi-power variation (BV) measure captures only the continuous component and is estimated by summing the product of absolute return times lagged absolute return. The difference of the RV and BV terms reveals the relative contribution of jumps toward the day's total realized volatility. If prices move very little on a given day, it is frequently the case that there are multiple five-minute intervals with a return of 0%. On such days the BV measure will be particularly small relative to RV (since BV involves products of lagged five-minute returns), and this can produce very large z-statistics even when an economically meaningful jump does not occur. Intuitively, the methodology identifies a day as having a significant jump when there are numerous runs of 0% returns, because any nonzero return is ''large'' relative to the surrounding 0% returns. Such days are eliminated by looking only at days with high absolute volatility. market jump is embedded in R M , while any nonsystematic jump unique to firm i is included in the error term.
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In this section we further decompose each stock's systematic risk into its continuous and jump components. 13 This decomposition is interesting because standard factor models of risk implicitly assume that an asset's systematic risk is uncorrelated with jumps in the market (i.e., that the asset's beta does not change on days when the market experiences a jump). To our knowledge, the validity of this assumption has never been tested.
We first generalize equation (4.1) by decomposing each firm's total systematic risk into its continuous and jump components: 
Here, J Mt is the signed magnitude of the jump return for the market. The single-factor model is nested in equation (4.2) and corresponds to the special case of ␤ 1i ϭ ␤ 2i . Table 3 reports cross-sectional summary statistics on the estimated parameters from both equations (4.1) and (4.2).
The top half of Table 3 compares each firm's total beta with its continuous and jump betas. The total beta is estimated by regressing total daily returns for each stock on the total daily return for the S&P 500 market index and corresponds to a standard single-index model regression. The continuous and jump betas are estimated according to equation (4.2). For each firm we calculate the difference between the continuous and jump betas and report sample statistics on this difference.
The average total beta for the firms in our sample is about 0.68, which suggests that these stocks have, on average, about 68% of the systematic risk possessed by the average stock. The average continuous beta is 0.80, while the average jump beta is only 0.29; this difference between the average continuous and jump beta (0.51) is statistically significant at the 1% level. The significantly lower jump 12 Although it would be interesting to explore jump and nonjump sensitivities to standard multifactor models, we are unable to obtain highfrequency data on these factors, which limits our analysis to a single-factor model. 13 It is assumed that all jump risk for the diversified market indexes is systematic. beta relative to the continuous beta indicates that returns on individual stocks are most strongly correlated with market returns on days when the market does not experience a jump. 
Decomposing Nonsystematic Risk into Continuous and Jump Components
The error term in equation (4.2), it , contains all nonsystematic risk (both continuous and jump). This section explicitly decomposes the total nonsystematic risk into its two components. Noting that the nonsystematic jump for firm i is estimated by (J it Ϫ J Mt ), we define the nonsystematic continuouŝ ␤ 2i return component as the residual from equation (4.2) minus the nonsystematic jump:
Thus, the methodology outlined above allows one to decompose the total return into its continuous and jump components, and in turn express each of these as the combination of a systematic and nonsystematic component. We define total risk as the variance of total daily returns. The systematic risk can be decomposed into continuous and jump components as follows: systematic continuous (jump) risk is equal to the squared continuous (jump) beta times the variance of continuous (jump) The bottom half of Table 3 decomposes unconditional total risk into the four components just described. For the average stock in our sample, three-fourths of the total stock variance is continuous nonsystematic risk, while an additional 9% of total risk is nonsystematic jump risk. Thus, nearly 85% of total return variance is attributable to firm-specific factors.
15 Interestingly, most jump risk is nonsystematic, with systematic jump risk contributing less than 1% of total return variance. This would suggest that accounting for jump risk is most important in a nondiversified context where nonsystematic risk is present.
Regime-Dependent Correlations across Asset Markets
Most investment and risk-management strategies depend on the correlations across different classes of assets. It is natural to ask whether such correlations are affected by the presence of a jump in financial markets. Table 4 reports cross-correlations between total daily returns for the three stock index and three bond futures contracts. Because the absolute jump size is considerably larger for stocks than for bonds (Table 2) , we divide our sample based upon the presence or absence of jumps in the equity market. Panel a reports correlations on days when no jump occurs for the S&P 500 futures contract, and Panel b reports correlations on days when the S&P 500 futures contract experiences a jump. Panel c reports differences and indicates which correlations differ significantly between jump and nonjump days.
We find that stock-stock correlations are significantly higher on days when the equity market experiences a jump, while correlations between the 2-year Treasury bond and the 10-and 30-year Treasury bond are significantly lower. The 10-year-30-year Treasury bond correlation is also significantly higher.
14 The average beta is low for several reasons. First, the sample contains the largest capitalization stocks in the market, and large-cap stock portfolios often have betas less than one. It is also low because we are using intraday returns. Including overnight returns for firms and the market yields an average beta of 0.87. However, since the jump estimation methodology is not suited to incorporate overnight returns, we utilize intraday returns for both the individual stocks and the market proxy. 15 These statistics decompose total variance, and not standard deviation, into its component parts because the variance components are additive while the standard deviation components are not. As a rough check, we note that our result that 85% of total risk is nonsystematic is roughly consistent with the well-documented empirical fact that the average U.S. stock has an annual return standard deviation of about 40% while the annual return standard deviation for the market is about 20%. Using variances, this translates into approximately 20 2 /40 2 ϭ 25% of total risk attributable to systematic factors. Table reports Table reports Moreover, the stock-bond correlations appear relatively stable in the presence of jumps, with none of the differences significant at either the 1% or 5% levels. Thus, while intra-asset correlations seem dependent on the presence of a jump, inter-asset correlations do not. Table 5 breaks down the total daily return into continuous and jump components and examines separately the cross-asset correlation for each. Panel a reports correlations for the continuous portion of returns, and panel b reports jump correlations. Panel c reports the absolute difference between continuous and jump correlations and indicates whether the difference is statistically different than zero. Jump correlations are almost uniformly weaker, as indicated by the positive absolute differences in panel c, and the differences between continuous and jump correlations are statistically significant for all but the Russell 2000-30-year Treasury bond correlation. In addition, many of the jump correlations between stock index and Treasury bond futures in panel b are themselves not significantly different from zero (significance levels omitted for brevity, but available upon request). Taken together, the results of Table 5 tell us that the majority of asset correlation is driven by the underlying continuous return components, and that jumps appear relatively uncorrelated, particularly when looking across different asset classes.
Robustness Checks
We examine the robustness of our results across several dimensions. First, we have repeated our analysis excluding returns in the first and last 15 minutes of the trading day; the jump distribution statistics are reported in Appendix Table 6 . The average jump frequency for individual stocks is 6.07%, versus 12.069% when the first and last 15 minutes are included (Table 2) . Thus, it appears that approximately half of the daily jumps are concentrated in the first or last 15 minutes of trading. The average absolute jump size and daily return are slightly smaller when these returns are omitted, but the distributional properties are generally similar to the more general results reported in Table 2 , which suggests that although a large percentage of jumps occur in the first and last 15 minutes of trading, these jumps are not materially different from the other jumps occurring throughout the day. Second, to examine the sensitivity of our results to our choice of the significance level, we repeat the analysis in Table 2 for ZJ t ϭ 2.0 and ZJ t ϭ 4.0. The results are reported in Appendix Tables 7 and 8 . Relative to the choice of ZJ t ϭ 3.0, the jump frequency is slightly higher when ZJ t ϭ 2.0 (13.892%), and much lower when ZJ t ϭ 4.0 (2.888%). Absolute jump sizes are lower under ZJ t ϭ 2.0 and slightly higher under ZJ t ϭ 4.0.
Appendix Table 9 reports the variance decomposition for each of the three robustness specifications. Although the actual numbers differ in each specification, the qualitative results are similar: approximately 75-80% of total variance is attributable to nonsystematic continuous risk, and 15-20% of the remaining variance comes from systematic continuous risk. Nonsystematic jump risk contributes between 3% and 8% of total variance, and systematic jump risk is less than 1% of total variance in all cases.
CONCLUSION
This study utilizes recently developed econometric techniques to separate the jump return component from the underlying continuous diffusion process. We estimate and examine the distributional properties of jump risk across a large number of assets. Our results suggest that jumps contribute between 15% and 25% of the total unconditional intraday return variance for equity indexes, and between 45% and 75% of the total unconditional intraday return variance for Treasury securities. Conditional on a jump occurring, jumps contribute at least 50% of total intraday return volatility for individual stocks; slightly less for stock indexes; and slightly more for bond indexes. In addition, jumps contribute between 80% and 90% of the total absolute intraday return on days when jumps occur.
When applied to the component stocks of the S&P 100 Index, our jump detection methodology indicates that the mean continuous beta and the mean jump beta differ significantly in the cross section. Specifically, the average continuous beta (0.80) is nearly three times the average jump beta (0.29), which indicates that intraday returns on individual stocks are most strongly correlated with market returns on days when the market does not experience a jump.
For the average stock in our sample, three-fourths of the total stock variance is continuous nonsystematic risk, while an additional 9% of total risk is nonsystematic jump risk. Thus, nearly 85% of total return variance is attributable to firm-specific factors. Most jump risk is nonsystematic, with systematic jump risk contributing less than 1% of total return variance.
We find that stock-stock correlations are significantly higher on days when the equity market experiences a jump. In contrast, the stock-bond correlations appear relatively stable in the presence of jumps. Thus, while intra-asset correlations seem dependent on the presence of a jump, inter-asset correlations do not. In addition, we find that the majority of asset correlation is driven by the underlying continuous return component, and that jumps appear relatively uncorrelated, particularly when looking across different asset classes. On days of high realized volatility, jumps contribute between 70% and 80% of the total absolute daily return.
Oftentimes actuaries are concerned about the stochastic behavior of long-horizon market returns as they relate to the long-horizon nature of insurance liabilities. While our analysis of the distributional properties of high-frequency returns does not lend itself to long-horizon actuarial applications, our findings do have at least two important implications for risk management. First, most jump risk is nonsystematic, which suggests that accounting for jump risk is most critical in a nondiversified context (such as hedging individual securities) where nonsystematic risk is present. Thus, for actuaries managing diversified portfolios, our results suggest that the majority of jump risk in individual securities is diversified away. At the same time, some of the jump risk does aggregate, and therefore our results related to jump distributions at the market level are more broadly relevant for actuaries managing investment portfolios.
We also find that jump betas are substantially lower than continuous betas. This finding has implications for actuarial risk management practices such as the calculation of Value at Risk (VaR), which estimates the probability of a portfolio return falling below a critical threshold. VaR may be calculated over various time horizons, and the most direct application of our results is to short-horizon VaR calculations. Such calculations are most important for days on which the market experiences a downward jump, and yet our results indicate that it is precisely on such jump days that individual asset betas are lower. Failure to account for this property of stock returns may cause actuaries to overestimate the risk of the underlying portfolio, and therefore overestimate their portfolio's Value at Risk. This could explain the results of Perignon, Deng, and Wang (2006) , who find evidence of substantial conservatism bias in the VaR estimates of the six largest Canadian commercial banks. Notes: Jump days are identified, and jump magnitudes calculated, according to the methodology described in the text, using 5-minute returns over the 1999-2005 sample period. Panel (a) includes all jumps. Panel (b) includes only jumps that occur on days of high realized volatility, defined to be days on which an asset's realized volatility is above that asset's median realized volatility calculated over the entire sample period. Notes: Jump days are identified, and jump magnitudes calculated, according to the methodology described in the text, using 5-minute returns over the 1999-2005 sample period. Panel (a) includes all jumps. Panel (b) includes only jumps that occur on days of high realized volatility, defined to be days on which an asset's realized volatility is above that asset's median realized volatility calculated over the entire sample period. Notes: Jump days are identified, and jump magnitudes calculated, according to the methodology described in the text, using 5-minute returns over the 1999-2005 sample period. Panel (a) includes all jumps. Panel (b) includes only jumps that occur on days of high realized volatility, defined to be days on which an asset's realized volatility is above that asset's median realized volatility calculated over the entire sample period. Note: Jumps for individual equities are decomposed into their systematic and nonsystematic jump components.
APPENDIX
