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Abstract
We discuss asymptotics of the number of states of Boson gas whose Hamiltonian
is given by a positive elliptic pseudo-differential operator of order one on a compact
manifold. We obtain an asymptotic formula for the average of the number of states.
Furthermore, when the operator has integer eigenvalues and the periodic orbits of pe-
riod less than 2pi of the classical mechanics form clean submanifolds of lower dimensions,
we give an asymptotic formula for the number of states itself. This is regarded as an
analogue of the Meinardus theorem on asymptotics of the number of partitions of a pos-
itive integer. We use the Meinardus saddle point method of obtaining the asymptotics
of the number of partitions, combined with a theorem due to Duistermaat-Guillemin
and other authors on the singularities of the trace of the wave operators.
1 Introduction
The subject on asymptotics of the number of partitions p(E) of a positive integer E is one
of the main topics in classical analytic number theory, and there are many results in this
area since the celebrated work of Hardy-Ramanujan ([HR2]) appeared. As a simplest form
of their theorem, one has
p(E) ∼ 1
4E
√
3
eπ(
2E
3 )
1/2
, E →∞. (1)
There are many other works on the asymptotics of p(E) or its variants. For example, after
Hardy-Ramanujan’s work, Rademacher ([Ra]) gives an expansion of p(E) in a convergent
series. See [An], [EL], [Ri1], [Ri2] for some of them.
∗Research partially supported by JSPS Grant-in-Aid for Scientific Research (No. 18740089, No. 21740117).
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The problem which we are going to address here is on asymptotic behavior of the number
of states of Boson gas which is, as in the title, regarded as a spectral analogue of the number
of partitions.
In this section, we explain the problem which we consider in this paper, and we state the
main results after we give some accounts on the motivation for the problem. The method we
use to obtain asymptotics of the number of states of Boson gas is Meinardus’ suddle point
method ([An], [Me]) for obtaining asymptotic formula of the number of partitions. This
method has some applications to mathematical physics, such as finding asymptotic growth
of the state density for p-branes ([Ac], [BKZ], [EORBZ]). We review, also in this section,
Meinardus’ theorem and explain roughly the method.
1.1 A problem in quantum statistics
Let P be a first order strictly positive elliptic pseudo-differential operator of order one on
a compact connected smooth manifold M of dimension n with principal symbol 0 < p ∈
C∞(T ∗M \ 0). For each positive integer N , consider the operator
PN =
N∑
i=1
I ⊗ · · · ⊗ I ⊗
(i)
P ⊗I ⊗ · · · ⊗ I (2)
on the L2-space L2(MN ) on the N -fold product space MN = M × · · · ×M (N -times). We
have the natural action of the symmetric goup SN on L
2(MN ), and this action commutes
with the operator PN . Therefore, the operator PN can be restricted to the symmetric and
anti-symmetric subspaces HNS , HNA (see Section 2 for the precise definition). The restrictions
PNB = P
N |HNS and PNF = PN |HNA are regarded as the Hamiltonian for the system of N -
particles consisting of Boson and Fermion, respectively, each particle of which is dominated
by the Hamiltonian P , and it is assumed that there are no interaction among each particle.
In this paper, we restrict our attention to the systems of Boson. Let Spec(PNB ) denote
the spectrum of the Bose Hamiltonian, PNB . It is easy to see that Spec(P
N
B ) = Spec(P
N),
and hence Spec(PNB ) consists of eigenvalues of finite multiplicities. But the multiplicities of
each eigenvalues of the Bose Hamiltonian PNB are different from that of P
N . Denote the
multiplicity of the eigenvalue E ∈ Spec(PNB ) by Ω(N,E). The quantity Ω(N,E) is naturally
regarded as a number of states of N -Boson system in the energy E.
Natural question here is to find asymptotic formulas for Ω(N,E) when E and N get large
and E and N are related by a relation, like E/N ∼ const. But, it seems to be difficult to
find them. Thus, it would be also natural to consider the asymptotics as N → ∞ of the
density of states, which in this case would be given by∑
E′∈Spec(PNB )
Ω(N,E ′)δE′ or more specifically
∑
E′∈[E,E+eN ]
Ω(N,E ′)
with a suitable sequence eN > 0, however it is not so transparent how to choose eN . These
two problems would be rather natural in physical points of view, because it is important to
consider systems consisting of large but finite number of particles. Although there are some
works (see [Ec]) in this direction, it seems to be hard to resolve.
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Thus, the next natural quantity to consider is to take an “average” of the quantity
Ω(N,E) in the number of particles, N . So, we define
Ω(E) =
∑
N≥1
Ω(N,E), E ∈ Γ(P ), Ω(0) = 1, (3)
where we set
Γ(P ) = {0} ∪
⋃
N≥1
Spec(PNB ) ⊂ R≥0. (4)
It is easy to see that the set Γ(P ) is discrete subset of R>0 without finite accumulation points
and the sum in (3) is finite for each fixed E ∈ Γ(P ). We call the quantity Ω(E) the number
of states of Boson gas. Then our problem is to find asymptotic formulas for Ω(E) as energy
E getting large.
Before stating our result on the asymptotics of Ω(E), we should mention why this kind of
problem can be regarded as an analogue of the asymptotics of the number of partitions p(E)
for positive integer E. To explain it, consider the generating function GP of the quantity
Ω(E):
GP (τ) =
∑
E∈Γ(P )
Ω(E)e−Eτ (5)
which is called the grand partition function for Boson gas. Note that the usual grand partition
function has one more parameter, called chemical potential. The chemical potential plays
an important and essential role in the usual setting-up for analyzing, for example, the Bose-
Einstein condensation. The main reason for removing the chemical potential is that we
assumed here that the operator P is strictly positive, and so a phenomenon like Bose-Einstein
condensation does not occur.
Now it is easy to explain the relation between the number of states Ω(E) of Boson gas
defined for E ∈ Γ(P ) and the number of partitions p(E) for positive integers E. Namely, we
have the following:
GP (τ) =
∞∏
ℓ=1
(1− e−λℓτ )−1, (6)
where 0 < λ1 ≤ λ2 ≤ · · · denotes the eigenvalues of P counted repeatedly according to
their multiplicities (see Lemma 2.3). Thus, if λℓ = ℓ for each ℓ and the multiplicities of the
eigenvalues are all one, then Ω(E) is nothing but the number of partitions.
We mention here about the motivation to address the problem stated in the above. One
of main motivations comes from the paper [TZ] on the various aspects of asymptotics of the
multiplicities mN(λ, µ) of the weights µ in the tensor power V
⊗N
λ of a fixed irreducible
representation Vλ with the dominant weight λ of a compact Lie group. By the Borel-
Weil theorem, the irreducible representation Vλ can be realized as the space H
0(Oλ, Lλ)
of holomorphic sections of a suitable line bundle Lλ over the coadjoint orbit Oλ through
λ. Then, as a representation, V ⊗Nλ is naturally identified with H
0(ONλ , L⊠Nλ ), where ONλ is
the N -times product space of the coadjoint orbit Oλ and L⊠Nλ is the N -th external tensor
power of the line bundle Lλ. In this point of view, it would be natural to think Oλ as a
classical phase space of a particle, and hence ONλ would be regarded as a phase space of a
system of N -particles. Then, the multiplicities mN (λ, µ) would be regarded as the number of
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stationary states for the action of the maximal torus. Therefore, the problem on the number
of states Ω(E) of Boson gas would be regarded as an analogue of the multiplicities mN(λ, µ)
in this context. (More precisely, one should consider the multiplicities in the symmetric
tensor power SymN (Vλ) for a complete analogy of ‘Boson’ gas.)
1.2 Results
First of all, we state a theorem which is valid without any assumption on the eigenvalues of
P . In such a general case, it seems to be still hard to obtain the asymptotics of the quantity
Ω(E). Thus, we take its average. Define the quantity D(E) by
D(E) :=
∑
L∈Γ(P )∩[0,E]
Ω(L). (7)
Theorem 1 We have
D(E) = eBnE
n
n+1 (1+o(1))
, Γ(P ) ∋ E →∞, (8)
where the constant Bn is given by
Bn = (n+ 1)
(
Vol(Σ)
(2πn)n
ζ(n+ 1)Γ(n)
) 1
n+1
. (9)
In particular, we have
lim
Γ(P )∋E→∞
E−
n
n+1 logD(E) = Bn. (10)
In Theorem 1, we do not need any assumption on the spectrum of P nor classical me-
chanics. One may think Theorem 1 as an analogue of the usual Weyl asymptotic formula
for the operator P itself.
To state our next results, let us prepare some notation. Let
ZP (s) =
∑
ℓ≥1
λ−sℓ , s ∈ C (11)
denote the spectral zeta function. It is well-known ([DG], [Sh]) that the series ZP (s) con-
verges absolutely on the right-half plane Re (s) > n, and it is meromorphically continued to
the whole complex plane. The poles of the function ZP (s) are located at
s = n, n− 1, . . . , 1,−1, . . . , (12)
and it is holomorphic at s = 0. We set
Kj = Ajζ(n− j + 1)Γ(n− j), j = 0, 1, . . . , n− 1, Aj = Ress=n−jZP (s), (13)
where ζ and Γ denote the Riemann zeta function and the Gamma function, respectively.
For example, we have A0 = (2π)
−nVol(Σ) with Σ = p−1(1) ⊂ T ∗M \ 0 being a level surface
of the principal symbol p and Vol(Σ) being the volume of Σ with respect to the Liouville
measure. Thus, we always have K0 > 0, but, in general, Kj could be non-positive (but it is
real). Let ϕt : Σ→ Σ denote the Hamilton flow generated by p (restricted to Σ).
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Theorem 2 Assume that the eigenvalues of P are integers. Assume also that, for each
period T with 0 < T ≤ π of a periodic orbit of the classical Hamilton flow ϕt, the fixed
point set of ϕT is a union of finite number of connected submanifolds and each submanifold
is clean and of dimension strictly less than dimΣ = 2n − 1. Then, we have the following
asymptotic formula:
Ω(E) = CEκ exp[x−nE f(xE)](1 +O(E
−κ1)), (14)
where the positive constant xE depending on the energy E satisfies
xE =
(
nK0
E
) 1
n+1
(1 +O(E−
1
n+1 )) (15)
(precise definition of the positive number xE is given in Section 4), and the function f(x) on
the positive real numbers is a polynomial given by
f(x) =
n−1∑
j=0
(n− j + 1)Kjxj . (16)
The constants C, κ and κ1 in (14) is given by
C = 1
det(P )
√
2π(n+1)
(nK0)
1−2ZP (0)
2(n+1) ,
κ = ZP (0)−1−n/2
n+1
,
where det(P ) is the zeta regularized determinant of P and the constant κ1 is any number
satisfying 0 < κ1 <
1
n+1
when n ≥ 2, and 0 < κ1 < 1/4 when n = 1.
Recall that a submanifold Z in Σ of fixed points of a diffeomorphism ϕ : Σ→ Σ is said to
be clean ([DG]) if, for each z ∈ Z, the set of fixed points of the differential dϕz : TzΣ→ TzΣ
equals the tangent space of Z at z. A reason why we assume a cleanness condition for the
classical Hamilton flow in Theorem 2 is that we need to use a theorem in [DG] on singularities
of the trace of the wave operator e−itP . See Sections 1.4, 3.2.
In Theorem 2, the assumption that the eigenvalues of P are integers implies that the
classical Hamilton flow ϕt on T
∗M is periodic with common period 2π. This follows from
Egorov’s theorem. But, there might be other period less than 2π. The assumption that
the fixed point set of ϕT for a period T of a periodic orbit is of dimension strictly less than
2n − 1 implies that 2π is the least common period of the flow. There is a technical reason
why common periods less than 2π are excluded. See Section 3.2.
One of examples of the operator P satisfying the assumption in Theorem 2 is the operator
P =
√
∆can + (n− 1)2/4 + (n− 1)/2 with the standard Laplacian ∆can on the n-sphere.
Note also that, according to a result of Colin de Verdiere` ([CdV]), if the classical flow
is periodic with the least common period 2π, and the square P 2 of the operator P is a
differential operator, then there is a constant α and a pseudo-differential operator Q of order
−1 such that the eigenvalues of the operator P + Q − α/4 are integers. Therefore, we can
apply Theorem 2 for these systems if the cleanness assumption is satisfied.
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Compared with the usual Weyl asymptotic formula for one particle, the asymptotic for-
mula for the number of states Ω(E) of Boson gas is rather complicated. In particular, all the
positive poles affects the exponent of the asymptotics whereas only the largest pole affects
in the usual Weyl asymptotic formula. As is shown in Section 4, the positive constant xE
satisfies the estimate (15). Therefore, if one takes the logarithm and then the limit to reduce
information, one obtain the following.
Corollary 3 Under the same assumption as in Theorem 2, we have
lim
Γ(P )∋E→∞
E−
n
n+1 log Ω(E) = Bn, (17)
where the constant Bn is given in (9).
Corollary 3 is basically obtained by Knopp ([Kn]), where the sequence {λn} of positive
integers is assumed to be strictly increasing, that is, all the eigenvalues of the operator P
are of multiplicity one. Thus, one can think Corollary 3 as a tiny generalization of Knopp’s
result. One might expect that the limit formula (17) might hold for general system without
the assumption that the eigenvalues of P are integers. However, in general, since Ω(E) does
not have monotonicity in E, it might be hard to obtain it.
In Theorem 2, the positive constant xE is defined as a zero of a polynomial determined by
the residues of the positive poles of the spectral zeta function. Thus, it is not so transparent.
However, when n = dimM = 2, it is replaced by a more concrete constant yE as follows.
Theorem 4 Let n = dimM = 2. Then, under the same assumption in Theorem 2, we have
the following.
Ω(E) = CE
ZP (0)−2
3 exp
[
3K0
y2E
+
K1
yE
− K
2
1
12K0
]
(1 +O(E−κ1))
for any 0 < κ1 < 1/3, where the constants C and yE is given by
yE =
(
ζ(3)Vol(Σ)
2π2E
)1/3
, C =
1
det(P )
√
6π
(
ζ(3)Vol(Σ)
2π2
)(1−2ZP (0))/6
.
1.3 Meinardus’ theorem
Among results on asymptotics of the number of partitions, a theorem due to Meinardus
[Me] gives a natural generalization of the above formula (1) of Hardy-Ramanujan. Let us
state a result of Meinardus here. Let {aℓ}∞ℓ=1 be a sequence of non-negative numbers (not
necessarily integers) such that the infinite product
G(τ) =
∏
ℓ≥1
(1− e−ℓτ )−aℓ
converges locally uniformly for Re (τ) > 0. Then the infinite product G(τ) defines a holo-
morphic function on the right-half plane. Thus we can consider the Taylor expansion of the
function G(z) = G(τ) (z = e−τ ) at z = 0:
G(z) = 1 +
∞∑
E=1
r(E)zE , z = e−τ , Re (τ) > 0.
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The Meinardus theorem is an asymptotic formula for the coefficients r(E) as E → ∞.
When an = 1 for all n, usual number of partitions p(E) coincides with the quantity r(E).
Associated to the sequence {an} is the Dirichlet series
L(s) =
∞∑
ℓ=1
aℓ
ℓs
, s ∈ C. (18)
To state the Meinardus theorem, we need the following assumptions:
(1) There exists a positive number α such that L(s) converges for Re (s) > α.
(2) There exists a number C0 such that 0 < C0 < 1 and the Dirichlet series L(s) is
continued meromorphically on the set Re (s) ≥ −C0.
(3) The function L(s) has just one pole at s = α in Re (s) ≥ −C0, and it is simple with
residue A = Ress=αL(s) > 0.
(4) There exists a number R > 0 such that |L(s)| = O(|Im (s)|R) for Re (s) ≥ −C0.
(H) Define the function θ(τ) (Re (τ) > 0) by
θ(τ) =
∞∑
ℓ=1
aℓe
−ℓτ . (19)
Then, for every sufficiently small ε > 0, there exists a constant C > 0 such that for
every τ = x+ iy with | arg(τ)| > π/4, |y| ≤ π, we have
Re (θ(x+ iy))− θ(x) ≤ −Cx−ε. (20)
Note that, by the assumption (1), L(s) is holomorphic on Re (s) > α. The assumption (4)
is to guarantee the convergence of an integral. Then, the Meinardus theorem is stated as
follows.
Theorem 5 (Meinardus ([Me])) Assume that the sequence {an}∞n=1 of non-negative num-
bers satisfies the above conditions (1) – (4) and (H). Then, we have the following asymptotic
formula for r(E).
r(E) = CEκ exp
[(
α + 1
α
)
E
α
α+1 (AΓ(α + 1)ζ(α+ 1))
1
α+1
]
× (1 +O(E−κ1)),
where A > 0 is the residue of L(s) at s = α, and the constants C, κ and κ1 are given by
C = e
L′(0)√
2π(α+1)
(AΓ(α + 1)ζ(α+ 1))
1−2L(0)
2(α+1)
κ = L(0)−1−α/2
1+α
κ1 =
α
α+1
min
{
C0
α
− δ
4
, 1
2
− δ}
0 < δ < 1
2
Meinardus’ method of obtaining the above theorem is based on the saddle point method,
and thus it would be natural to expect that Meinardus’ method would work well for more
general problem. Roughly speaking, Meinardus approximates the function logG(τ), which
plays a role of the phase function, by a very simple function and then estimates the error
terms by using the assumption (H).
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1.4 Remarks and comments
(1) It would be clear from the statement of Theorem 2 that the spectral zeta function
ZP (s) plays the same role as the Dirichlet series L(s) in Theorem 5. Furthermore, the
eigenvalues of P are assumed to be integers. Therefore, the situation in Theorem 2 is, at
least formally, contained in that of the Meinardus theorem with {an} being the multiplicities
of the eigenvalues. However, there are something to be careful. One of them is the fact that
the spectral zeta function could have many positive real poles, although it is assumed, in
Theorem 5, that L(s) has only one positive pole. Another is the condition (H) which is
assumed in Theorem 5. In Theorem 2, there are no assumption similar to the condition (H).
In our case, the condition (H) is a condition on the theta function (‘heat trace’)
θ(τ) =
∞∑
ℓ=1
e−λℓτ , Re (τ) > 0. (21)
Then, the cleanness assumption for the classical mechanics in Theorem 2 makes us to be
able to prove the condition (H) for the function θ (see Section 3).
The assumptions in Theorem 2 exclude the existence of the common period less than 2π.
This is necessary for the validity of the condition (H) for the function θ defined above. In
fact, if all the eigenvalues are even integers, then we have θ(x + iπ) = θ(x) for x > 0. This
shows that the condition (H) does not hold for the system having eigenvalues all of them are
even integers. By Helton-Guillemin theorem ([Gu2]), if π is a common period of the classical
Hamilton flow, then (assuming that P being the square root of the Laplacian), the set of
cluster points of differences of eigenvalues of P , {λi − λj}, is just 2Z. Thus, a perturbation
of P could have eigenvalues all of them are even integers. Thus, if π is a common period
of the classical flow, then, one might need to impose some additional assumption on the
eigenvalues of P to ensure the validity of the condition (H).
(2) As mentioned, we assumed that the operator P is positive definite, and hence a phe-
nomenon like Bose-Einstein condensation does not occur. However, when the operator P
has the zero eigenvalue, or when we consider a family of positive definite operators Pt with
the least eigenvalues λ1(t) which tends to zero as t→∞, then the number of particles in the
zero energy state, or small energy states, could be large. This phenomenon is Bose-Einstein
condensation, and in such a case, we need to use the full grand partition function defined as
Ξ(τ, µ) =
∞∏
ℓ=1
(1− eµ−λℓτ )−1,
where the parameter µ, which is called the chemical potential, should be negative. In this
case, the quantity Ω(E) should be replaced by
Ω(E, µ) =
∑
N≥1
Ω(N,E)eNµ.
Thus, it might be interesting to find joint asymptotics of Ω(E, µ) as E →∞ and µ→ 0.
(3) It would be hard to describe the asymptotics of Ω(E) for general system. This is because,
in general, there are no integral representation for the quantity Ω(E). Although there are
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some representation for Ω(E) in terms of a limit of integrals (see Lemma 2.4), we need to
estimate the error term. In the error term, such a quantity like the difference of eigenvalues
in Γ(P ) appears. In general, estimating the level spacing is quite hard. However, when the
classical system is periodic, like a Zolll surface, one might be able to use the results in [DG],
[Gu1], [UZ] to find a similar asymptotic formula for Ω(E) in such a case.
Acknowledgments The author would like to thank to professors T. Matsui and S. Zelditch
for their helpful comments. The author also would like to thank to the referee who pointed
out some mistakes in the earlier version of the paper and gave valuable suggestions to the
author.
2 Partition function for Boson Gas
In this section, we give precise definition and some properties of the number of states, Ω(E),
of Boson gas and its partition function, which are, at least formally, quite well known in
physics textbooks on quantum statistics ([Fu], [Kh]).
2.1 Occupation number representation
As in Introduction, let P be an elliptic, strictly positive pseudo-differential operator of order
1 on a compact connected manifoldM of dimension n, and consider, for each positive integer
N , the operator PN on L2(MN ) where MN = M × · · · ×M (N times) defined in (2). We
define the action of the symmetric group SN on L
2(MN ) by
(UσF )(x1, . . . , xN ) = F (xσ(1), . . . , xσ(N)),
σ ∈ SN , F ∈ L2(MN ), (x1, . . . , xN) ∈MN .
This action of SN on L
2(MN ) commutes with the operator PN . Let HNS and HNA be the
space of symmetric and anti-symmetric functions on MN , respectively:
HNS = {F ∈ L2(MN ) ; UσF = F, σ ∈ SN},
HNA = {F ∈ L2(MN ) ; UσF = sgn(σ)F, σ ∈ SN}.
The spaces HNS and HNA are the state space for the system of N -Boson and N -Fermion,
respectively. In this paper, we consider the system of Boson. We denote the restriction of
PN on HNS by PNB .
Let 0 < λ1 ≤ λ2 ≤ · · · ↑ ∞ be the sequence of eigenvalues of P . We choose an
orthonormal basis {ϕj}j≥1 of L2(M) consisting of eigenfunctions of P : Pϕj = λjϕj, j =
1, 2, . . .. For any multi-index α = (α1, . . . , αN) ∈ ZN>0, we define a function Φα ∈ C∞(MN)
by
Φα = ϕα1 ⊗ · · · ⊗ ϕαN .
Then, the function Φα is an eigenfunction of P
N , and we have
PNΦα = EΦα, E =
N∑
i=1
λαi. (22)
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From this, the spectrum of PN is easily described. But, what we need to know is the
spectrum of the Bose Hamiltonian PNB . Let π
N
S denote the orthonormal projection onto HNS :
πNS =
1
N !
∑
σ∈SN
Uσ.
Then, clearly the state space for Boson HNS spanned by the functions πNS Φα, α ∈ ZN>0. The
symmetric group SN acts on Z
N
>0 by
σα = (ασ−1(1), . . . , ασ−1(N)), σ ∈ SN , α = (α1, . . . , αN) ∈ ZN>0.
Lemma 2.1 (1) πNS Φα = π
N
S Φβ if and only if β lies in the orbit of SN through α.
(2) Let [α] denote the orbit of SN through α ∈ ZN>0, and set Φ[α] = πNS Φα/‖πNS Φα‖. Then,
{Φ[α]}[α]∈ZN>0/SN form an orthonormal basis for HNS .
Proof. First, note that we have UσΦα = Φσα for any σ and α. Now, suppose that β = µα
for some µ ∈ SN . Then, we have
πNS Φβ =
1
N !
∑
σ∈SN
UσΦµα =
1
N !
∑
σ
Φσµα =
1
N !
∑
σ
Φσα = π
N
S Φα.
Conversely, let πNS Φα = π
N
S Φβ . Since {Φα}α∈ZN>0 is an orthonormal basis for L2(MN ), we
have
〈 πNS Φα, Φα 〉 =
1
N !
∑
σ
〈Φσα, Φα 〉 = 1
N !
♯Stab(α),
where Stab(α) denotes the stabilizer of α in SN . In particular, π
N
S Φα is not zero, because
♯Stab(α) is greater than or equal to one. Thus, by the assumption that πNS Φβ = π
N
S Φα, we
have
1
N !
∑
σ
〈Φσβ , Φα 〉 = 〈 πNS Φβ , Φα 〉 =
1
N !
♯Stab(α),
and we have ♯Stab(α) ≥ 1. Thus, for some σ ∈ SN in the sum of the above, 〈Φσβ , Φα 〉 is
not zero, and hence α = σβ. This shows (1). (2) follows easily from (1).
Since we clearly have PNS Φ[α] = EΦ[α] with E given in (22), the spectrum Spec(P
N
B ) of
PNB is descrete and coincides with Spec(P
N). Thus, what is important is to understand the
multiplicities of eigenvalues of PNB .
For any E ∈ Spec(PNB ), we set
CN(E) = {α ∈ ZN>0 ; E =
N∑
j=1
λαj}.
We then define
Ω(N,E) := ♯[CN(E)/SN ].
Then, by Lemma 2.1 (2), the quantity Ω(N,E) equals the multiplicity of the eigenvalue E
of the Bose Hamiltonian PNB .
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Lemma 2.2 For any E ∈ Spec(PNB ), we have
Ω(N,E) = ♯
{
(nk)
∞
k=1 ∈ Z∞≥0 ; E =
∑
k≥1
nkλk, N =
∑
k≥1
nk
}
(23)
Proof. For each α ∈ CN(E), we define non-negative integers nk(α) by
nk(α) = ♯{j ; αj = k}.
Then, we have
E =
N∑
j=1
λαj =
∞∑
k=1
nk(α)λk,
∞∑
k=1
nk(α) = N.
It is easy to see that, for α, β ∈ ZN>0, nk(α) = nk(β) for every k if and only if β is in the
SN -orbit through α, and from this fact, we conclude the assertion.
The expression of Ω(N,E) in (23) is called the occupation number representation. By
Lemma 2.2, the sum in the definition (3) of Ω(E) is a finite sum for each fixed E, if the
eigenvalues of P are positive. The quantity Ω(E), with setting Ω(0) = 1, is thus a function
on the set Γ(P ) defined in (4). For each positive number A, the set Γ(P ) ∩ [0, A] is finite
because if we write E ∈ Γ(P )∩ [0, A] as E =∑k nkλk with N =∑k nk as in (23), we clearly
have λ1N ≤ E ≤ A. Therefore, Γ(P ) is a discrete subset in R≥0 without finite accumulation
points.
2.2 Partition function
The partition function for the number of states Ω(E) of Boson gas is defined, at least
formally, by the equation (5). The function GP (τ) always converges and has infinite product
representation if P is strictly positive definite as follows.
Lemma 2.3 The partition function GP (τ) defined in (5) converges absolutely and locally
uniformly for Re (τ) > 0, and on this region, GP (τ) has the infinite product representation
(6).
Proof. Set uℓ(τ) = (1− e−λℓτ )−1 − 1. Then we have
|uℓ(τ)| ≤ (1− e−λ1x)−1e−λℓx,
where we set τ = x+ iy. Since the heat trace θ(x) =
∑
ℓ≥1 e
−λℓx converges locally uniformly
for x > 0 (see, for example, [Gi]), the sum
∑
uℓ(τ) converges absolutely and locally uniformly
for Re (τ) > 0. Therefore, the infinite product in (6) converges absolutely and defines a
holomorphic function on the region Re (τ) > 0. Now, we compute the partial product of the
infinite product in (6), by using the geometric series expansion for each term, as follows.
K∏
ℓ=1
(1− e−λℓτ )−1 =
∑
E∈Γ(P )
ΩK(E)e
−Eτ ,
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where we set
ΩK(E) = ♯
{
(nk)
K
k=1 ∈ ZK≥0 ;
K∑
k=1
nkλk = E
}
.
For each L > 0, there exists KL > 0 such that L < λKL+1. Then, it is easy to see that
Ω(E) = ΩKL(E) for each E ∈ Γ(P ), E < L. Therefore, for positive x, we have
∞∏
ℓ=1
(1− e−λℓx)−1 ≥
∑
E∈Γ(P ), E<L
Ω(E)e−Ex
for each L > 0. Thus the partition function GP (τ), defined in (5), converges absolutely and
locally uniformly for Re (τ) > 0, and satisfies
GP (x) ≤
∞∏
ℓ=1
(1− e−λℓx)−1
for positive number x. Conversely, it is clear that for each K > 0 and E ∈ Γ(P ), we have
K∏
ℓ=1
(1− e−λℓx)−1 ≤ GP (x),
and which, with the analytic continuation, proves the lemma.
If the eigenvalues of P are integers, then we have
Ω(E) =
1
2π
∫
|y|≤π
eE(x+iy)GP (x+ iy) dy (24)
for any positive number x. This formula is the starting point of our analysis. In general,
the set Γ(P ) is not contained in the set of integers, and hence there are no such an integral
representation for Ω(E). However, even if Γ(P ) 6⊂ Z, we can approximate Ω(E) by integrals
of the form (24). We shall mention about this formula, although this is not necessary for
later sections.
Lemma 2.4 For any x > 0 and T > 0, we have the following.∣∣∣∣Ω(E)− 12T
∫ T
−T
eE(x+iy)GP (x+ iy) dy
∣∣∣∣ ≤ GP (x)eExT
(
min
E′∈Γ(P ),E′ 6=E
|E − E ′|
)−1
(25)
Proof. First of all, we note that the minimum in the right hand side in (25) exists because
Γ(P ) is a discrete subset of R>0 without finite accumulation points. Substituting the series
expansion for GP (x+ iy) for the integral in the left-hand side of (25), we have
1
2T
∫ T
−T
eE(x+iy)GP (x+ iy) dy − Ω(E) =
∑
E′∈Γ(P ),E′ 6=E
Ω(E ′)
sin(T (E − E ′))
T (E −E ′) e
(E−E′)x,
and this proves (25).
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3 Properties of the partition function
In this section, we review some facts about the spectral zeta functions defined in (11), and
then, by using these facts, we derive an approximation formula for the partition function,
which is a tiny generalization of a lemma in [Me], [An]. We prove the condition (H) under
the periodicity assumtion for the classical dynamical system.
3.1 Approximation of the partition function
It is well-known ([DG], [Sh]) that the spectral zeta function ZP (s) for the first order elliptic
positive pseudo-differential operator P has the following properties.
(1) The series ZP (s) converges absolutely for Re (s) > n, and it is continued meromorphi-
cally on the whole complex plane.
(2) All of the poles of the function ZP (s) are simple and they are given by (12). In
particular, ZP (s) is holomorphic around the origin.
(3) For each c ∈ R, the spectral zeta function Zp(s) has a polynomial growth in Im (s)
locally uniformly in Re (s) ≥ c (except on neighborhoods of poles).
By using these facts about the spectral zeta function ZP (s) we have the following.
Lemma 3.1 Let Kj be the real numbers defined in (13). Then, for τ = x + iy ∈ C with
0 < x, |y| ≤ x, the logarithm of the partition function logGP (τ) has the following expression:
logGP (τ) =
n−1∑
j=0
Kjτ
−(n−j) − ZP (0) log τ + Z ′P (0) + J(τ), (26)
where the term J(τ) is given by
J(τ) =
1
2πi
∫ −C0+i∞
−C0−i∞
τ−sZP (s)ζ(s+ 1)Γ(s) ds (27)
for any 0 < C0 < 1. Furthermore, for τ = x + iy with 0 < x, |y| ≤ x, we have |J(τ)| =
O(xC0). The branch of the logarithm in (26) is described in the proof.
Proof. Proof is the same as that in [Me], [An], but we review it for completeness. According
to the infinite product representation (6) of the partition function GP (τ), we can define the
branch of the logarithm logGP (τ) by
logGP (τ) = −
∞∑
ℓ=1
log(1− e−λℓτ ),
where the logarithm in the right-hand side is its principal branch. For Re (τ) > 0 and σ0 > 0,
we have
e−τ =
1
2πi
∫ σ0+i∞
σ0−i∞
τ−sΓ(s) ds.
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By using the above and the Taylor expansion of the logarithm,
− log(1− e−λℓτ ) =
∑
k≥1
1
k
e−λℓkτ (Re (τ) > 0), (28)
we have
− log(1− e−λℓτ ) = 1
2πi
∫ σ0+i∞
σ0−i∞
λ−sℓ τ
−sζ(s+ 1)Γ(s) ds
for Re (τ) > 0 and σ0 > 0. Taking σ0 > n and summing over ℓ ≥ 1, we have
logGP (τ) =
1
2πi
∫ σ0+i∞
σ0−i∞
τ−sZP (s)ζ(s+ 1)Γ(s) ds.
Take 0 < C0 < 1 and set s = σ + it with −C0 ≤ σ ≤ σ0 and t ∈ R. Then, for τ = x + iy
with 0 < x, |y| ≤ x and s = σ + it with the above region, we have
|τ−s| ≤ |τ |−σeπ|t|/4. (29)
It is well-known that ζ(1+s) is of order O(|t|c1) with a positive constant c1. By Corollary 2.2
in [DG], we have |ZP (s)| = O(|t|c2) with a positive constant c2. It is also well-known that we
have |Γ(s)| = O(|t|c3e−π|t|/2) with a positive constant c3. Thus, we can use the residue formula
to shift the integral contour to −C0 + it, t ∈ R. The function f(s) := τ sZP (s)ζ(s + 1)Γ(s)
has simple poles s with −C0 ≤ Re (s) ≤ σ at s = n − j with j = 0, . . . , n − 1 and a pole
of order two at s = 0. A direct computation shows that the residue of f(s) at s = n − j
(j = 0, . . . , n − 1) is Kjτ−(n−j) and the residue of f(s) at s = 0 is −ZP (0) log τ + Z ′P (s).
Thus, the residue formula gives the expression (26) with the function J(τ) given by (27) for
τ = x+ iy with x > 0 and |y| ≤ x. Note that the integral J(τ) is absolutely convergent for
this region and is of order O(xC0) by (29), which completes the proof.
3.2 The condition (H)
Our next purpose is to prove the condition (H) on the function θ(τ) defined by (21) under
a cleanness assumption of the classical Hamilton flow ϕt. First, we begin with a heuristic
argument by using the heat trace asymptotics
θ(τ) ∼ c0τ−n (30)
whose validity is quite well-known at least for positive τ . If (30) would hold for τ ∈ C,
Re (τ) > 0 as τ → 0, the function Re θ(τ)−θ(Re (τ)) in the condition (H) would be replaced
by more simple function c0(Re (τ
−n)−Re (τ)−n). Then, the condition (H) would be proved,
at least for small |y|, by the inequality
Re ((x+ iy)−n)− x−n ≤ −1
2
x−n (31)
for 0 < x ≤ |y|. However, when Re (τ) > 0 and τ → 0, we face singularities of the
distribution θ(it), t ∈ R, on the imaginary axis, and hence we need to take care about such
singularities to prove the condition (H).
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Proposition 3.2 Assume that, for each period T with 0 < T ≤ π of a periodic orbit of
the flow ϕt, the fixed point set of ϕT : Σ → Σ is a union of finite number of connected
submanifolds Z1, . . . , Zr and each Zj is clean and of dimension dj < 2n − 1. Then, the
heat trace θ(τ) defined by (21) satisfies the condition (H), namely, for every sufficiently
small ε > 0, there exists a constant C > 0 such that, for any τ = x + iy with x > 0 and
x ≤ |y| ≤ π, we have
Re (θ(x+ iy))− θ(x) ≤ −Cx−ε.
Proof. Consider the distribution µ defined by
µ =
∞∑
ℓ=1
e−iλℓt = Tr(e−itP ) = θ(it).
Then, it is well-known ([Ch], [DG]) that the singular support of µ is contained in the set of
periods of the Hamilton flow of p. Let T ∈ [−π, π]. If T is not a period, then µ is smooth
around T . Since the distribution µ is the boundary value of the function θ(x+ iy) as xց 0,
and since the function θ(τ) is holomorphic on Re (τ) > 0, θ(x + iy) is bounded as x ց 0
when y is close to the regular point T . Now, suppose that 0 6= T ∈ [−π, π] is a period of the
Hamilton flow. Then, according to Theorem 4.5 in [DG], there exists an interval around T in
which no other periods occur, and on such an interval, there exists functions α1(s), . . . , αr(s)
such that
µ =
r∑
j=1
∫ +∞
−∞
e−isteiT sαj(s) ds
(the Fourier transform of eiT ·αj in the distribution sense) and the functions αj(s) admits an
asymptotic expansion of the form:
αj(s) ∼
∞∑
k=0
αj,ks
(dj−1)/2−k, s→ +∞,
where dj is the dimension of the submanifold Zj and it is assumed that dj ≤ 2n − 2. The
functions αj(s) are of order |s|−N as s→ −∞ for any N > 0.
Then, we note that the function θ(τ) with Re (τ) > 0 can be written as
θ(τ) =
r∑
j=1
∫
e−τseiT sαj(s) ds.
In fact, the right hand side of the above, which we denote H(τ), is holomorphic for Re (τ) > 0
whose boundary value as a distribution is µ, and which equals that of θ(τ). Thus, since the
boundary value of the holomorphic function θ −H is zero, we have θ = H near T (see, for
example, [Ho¨2]). We then introduce the cut-off function χ such that χ = 1 on [1,∞) and
χ = 0 on (−∞, 0], and we set
θ(τ) =
r∑
j=1
[Fj(τ) +Gj(τ)],
Fj(τ) =
∫
e−τsχ(s)eiT sαj(s) ds, Gj(τ) =
∫
e−τs(1− χ(s))eiT sαj(s) ds.
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Clearly, |Gj(τ)| is bounded when x ց 0 and y is close to T , where we denote τ = x + iy.
Changing the variable t = xs and using the estimate |αj(s)| ≤ cs(dj−1)/2, we have
|Fj(τ)| ≤ cx−(dj−1)/2−1.
Since we assumed that dj ≤ 2n− 2, we have x−(dj−1)/2−1 ≤ cx1/2−n. Therefore, we have
Re (θ(x+ iy))− θ(x) ≤ |θ(x+ iy)| − θ(x) ≤ −c0x−n + cx1/2−n + C
for some constants c0, c, C > 0. Thus, the estimate in the assertion follows when y is close
to the period T 6= 0.
It is rather easy to handle the case where y is close to zero. Note that, by the ellipticity
of the operator P , the function Π(x, ξ) on (x, ξ) ∈ T ∗M \ 0 defined by
Π(x, ξ) = inf{t > 0 ; ϕt(x, ξ) = (x, ξ)}
is lower semi-continuous strictly positive function on Σ. Since Σ is compact, the function Π
has a minimum t0 > 0 on Σ. Thus, there is an interval around zero which does not contain
any positive period. Thus, we can express θ(τ) as
θ(τ) = c0τ
−n + a(τ), |a(τ)| = O(|τ |1−n)
with a positive constant c0 (see the proof of Corollary 2.2
′ in [DG]). Then, by (31), we have
Re (θ(x+ iy))− θ(x) ≤ −c1x−n(1 + o(x)),
which shows the asserted estimate.
Proposition 3.3 Fix a real number β such that 1 < β < 1+ n
2
. Assume that the heat trace
θ(τ) defined by (21) satisfies the condition (H) (which is explicitly stated in Proposition 3.2).
Then, there exists constants c > 0, C > 0 and εn > 0 such that∣∣∣∣∣GP (x+ iy) exp[−
n−1∑
j=0
Kjx
−(n−j)]
∣∣∣∣∣ ≤ Ce−cx−εn
for x+ iy with x > 0, xβ ≤ |y| ≤ π.
Proof. As in [Me], [An], we devide the region xβ ≤ |y| ≤ π into two parts. Note that, for
the proof of the main theorem, we need the case that 0 < x is sufficiently small. So, we may
devide it into xβ ≤ |y| ≤ x and x ≤ |y| ≤ π. First, we consider the region xβ ≤ |y| ≤ x. By
a direct computation using Lemma 3.1, we have
A(x+ iy) :=
∣∣∣∣∣GP (x+ iy) exp[−
n−1∑
j=0
Kjx
−(n−j)]
∣∣∣∣∣
≤ C exp[
n−1∑
j=0
Kj{Re (x+ iy)−(n−j) − x−(n−j)}+O(| logx|)],
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where C > 0 is a constant. We set ω = y/x. Then, |ω| ≤ 1. It is easy to show that there
exists constants c1, c2 > 0 such that
−c1x−(n−j)ω2 ≤ Re (x+ iy)−(n−j) − x−(n−j) ≤ −c2x−(n−j)ω2.
Therefore, we get
A(x+ iy) ≤ C exp
[
−c3x−nω2 + c4ω2
n−1∑
j=1
x−(n−j) +O(| logx|)
]
.
Now, we have x2(β−1) ≤ ω2 ≤ 1 and 0 < n− 2(β − 1). Thus we have
A(x+ iy) ≤ C exp[−c5ω2x−n] ≤ C exp[−c5x−n+2(β−1)].
Therefore, setting εn = n − 2(β − 1), we obtain the desired inequality. Next, consider the
case where x ≤ |y| ≤ π. First, we note that Re log(GP (x+ iy)) = log |GP (x+ iy)|. By using
(28) for τ = x+ iy, we have
−Re log(1− e−λℓ(x+iy)) ≤ e−λℓx cos(λℓy)− log(1− e−λℓx)− e−λℓx.
Summing over ℓ ≥ 1 in the above, we have
log |GP (x+ iy)| ≤ Re θ(x+ iy) + logGP (x)− θ(x).
Since x ≤ |y| ≤ π, we can use the condition (H), that is, for each sufficiently small ε > 0,
there exists a positive constant C such that, for any τ = x+ iy with x > 0, x ≤ |y| ≤ π, we
have
Re (θ(x+ iy))− θ(x) ≤ −Cx−ε.
Hence we have
log |GP (x+ iy)| ≤ logGP (x)− Cx−ε.
Therefore, applying Lemma 3.1 for τ = x and taking ε < n−2(β−1) small enough, we have
A(x+ iy) ≤ exp[−Cx−ε +O(| logx|)],
which shows the assertion.
4 Proof of the main theorem
The purpose of this section is to give proofs of the main theorems. First of all, we will give
a definition of the positive number xE appeared in the statement of Theorem 2.
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4.1 The positive number xE
Define the polynomial pE(x) with one variable by
pE(x) = Ex
n+1 −
n−1∑
j=0
(n− j)Kjxj , (32)
where the constants Kj are defined in (13) by using the residues of poles of the spectral zeta
function. The polynomial pE is defined by the spectral data and the fixed energy level E.
Since K0 = A0ζ(n + 1)Γ(n), A0 = (2π)
−nVol(Σ) is positive, we have pE(0) = −nK0 < 0.
The coefficient of xn+1 is E > 0, and hence we have pE(x) → +∞ as x → ∞. Therefore,
there is a solution of the equation pE(x) = 0 in the positive real axis. Now, we have the
following
Proposition 4.1 For sufficiently large E > 0, the polynomial pE(x) has just one positive
zero. We denote the zero of pE by xE (as in Theorem 2). Then, the asymptotics of xE as
E →∞ is given by (15).
Proof. First of all, let yE > 0 be a positive zero of the polynomial pE . Then, we have
0 < E ≤
n−1∑
j=0
(n− j)|Kj|yj−n−1E .
It follows from this that yE = O(E
− 1
n+1 ) as E →∞. We have
p′E(yE) = n(n+ 1)K0y
−1
E +
n−1∑
j=1
(n− j)(n+ 1− j)Kjyj−1E .
The sum in the right hand side of the above is bounded as E →∞, and the first term goes
to∞. (Each Kj is a real number.) Therefore, we have p′E(yE) > 0 for each zero yE of pE for
sufficiently large E > 0. Thus, for sufficiently large E > 0, the polynomial pE has a unique
positive zero xE > 0. We note that
Exn+1E = nK0 +
n−1∑
j=1
(n− j)xjE = nK0 +O(E−
1
n+1 ), (33)
which shows the asymptotics (15).
We notice that, without any assumption on the the eigenvalues of P and classical Hamil-
ton flow, we can prove the upper bound for Ω by using Lemma 3.1 which agree with the
limit formula in Corollary 3.
Proposition 4.2 We have
Ω(E) ≤ cE ZP (0)n+1 eBnE
n
n+1 (1+o(1)), Bn = (n+ 1)
(
Vol(Σ)
(2πn)n
ζ(n+ 1)Γ(n)
) 1
n+1
(34)
as E →∞ with a positive constant c.
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Proof. We set
ψ(x) =
n−1∑
j=0
Kjx
−(n−j), x > 0.
We take arbitrary M > 0. Then, by Lemma 3.1, we can find positive constants c1, c2
(depending on M) such that
c1x
−aeψ(x) ≤ GP (x) ≤ c2x−aeψ(x)
for any x in the interval (0,M ], where we set a = ZP (0). Thus, for any E ∈ Γ(P ) and
0 < x ≤M , we have
Ω(E) ≤ c2x−aeψ(x)+Ex.
We take a sufficiently large positive number Eo such that xE < M for any E ≥ Eo, and, for
E ≥ Eo, we set x = xE , so that the function ψ(x) + Ex takes its minimum there. Then, a
simple computation with (15) shows
ψ(xE) + ExE = BnE
n
n+1 (1 +O(E−
1
n+1 )),
and which completes the proof.
4.2 Proof of Theorem 1
We use Hardy-Ramanujan Tauberian theorem ([HR1], Theorem A) which asserts the fol-
lowing: Suppose the sequences {Em}∞m=1, {am}∞m=1 of non-negative real numbers and the
constants A > 0, α > 0 satisfy the following:
(1) Em > Em−1, Em →∞;
(2) Em/Em−1 → 1;
(3) G(s) :=
∑
ame
−Ems is convergent for s > 0;
(4) G(s) = exp[As−α(log(1/s))−β(1 + o(1))] as s→ 0, where β is a real number.
Then we have
An :=
n∑
m=1
am = exp[BE
α/(1+α)
n (logEn)
−β/(1+α)(1 + o(1))],
where B is given by
B = A1/(1+α)α−α/(1+α)(1 + α)1+β/(1+α).
In our situation, we denote Γ(P ) = {0 = E0 < E1 < E2 < · · · }. Then we have Em−Em−1 ≤
λ1, and hence Em/Em−1 → 1 as m→∞. Thus the condition (1) and (2) are satisfied. The
non-negative number am in the condition (3) corresponds to the number of states Ω(Em)
of Boson gas, and hence (3) follows from Lemma 2.3. The condition (4) is deduced from
Lemma 3.1 with α = n, β = 0 and A = K0 = (2π)
−nVol(Σ)ζ(n+ 1)Γ(n). Thus, the formula
(8) follows from the Hardy-Ramanujan Tauberian theorem with B = Bn.
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4.3 Proof of Theorem 2
First of all, we fix 0 < µ < 1
n
(0 < µ < 1/2 for n = 1) and choose 0 < C0 < 1, 1 < β < 1+
n
2
as follows. For n = 1, we set β = 11
8
+ µ
4
and C0 =
1
8
+ 3
4
µ. For n = 2, we set β = 7
4
+ 1
2
µ
and C0 =
1
4
+ 3
2
µ. For n = 1, 2, we set δ = 1
2
− µ. For n ≥ 3, we take δ satisfying 0 < δ <
min{1
2
, 4
n
, 4
3
(1
2
− 1
n
), 4( 1
n
− µ)} and set β = 1 + n
2
(1− δ
2
) and C0 = n(µ+
δ
4
). In all cases, the
positive numbers β, δ and C0 satisfy 0 < δ < min{1/2, 4/n}, 1+ n3 < β = 1+ n2 (1− δ2) < 1+ n2 ,
0 < C0 < 1 and µ = min{12 − δ, C0n − δ4}.
From now on, we assume that the eigenvalues of P are integers. Then, we have Γ(P ) ⊂ Z,
and hence we can use the integral formula (24) for the number of states Ω(E). For every
x > 0, we have
Ω(E) = I1(E) +R1(E),
I1(E) =
1
2π
∫
|y|≤xβ
eE(x+iy)GP (x+ iy) dy,
R1(E) =
1
2π
∫
xβ≤|y|≤π
eE(x+iy)GP (x+ iy) dy,
(35)
where β is a fixed constant as above. We shall determine x > 0 by using the suddle point
argument for the integral I1(E). By Lemma 3.1, we have
I1(E) =
1
2π
∫
|y|≤xβ
eEτ+
Pn−1
j=0 Kjτ
j−n
eZ
′
P (0)−ZP (0) log τ+J(τ) dy, τ = x+ iy.
Then, in the integrand of the above, we think Eτ +
∑n−1
j=0 Kjτ
j−n as a phase function. The
critical point of this phase function close to Im (τ) = 0 is given by τ = xE . Thus, we choose
x = xE in (35). First, let us consider the integral I1(E) in (35). As in [An], we write
mE = ExE . Then, by Lemma 3.1 and the change of variable ω = y/xE, we have
I1(E) =
1
2π
emE+Z
′
P (0)+(1−ZP (0)) log xE
×
∫
|ω|≤xβ−1E
eimEω+
Pn−1
j=0 Kjx
−(n−j)
E (1+iω)
−(n−j)−ZP (0) log(1+iω)+O(m
−C0/n
E ) dω,
where we have used xE = O(E
− 1
n+1 ) = O(m
−1/n
E ). By using the formula (1 + iω)
−α =
1− iαω − 1
2
α(α+ 1)ω2 +O(|ω|3), and
mE = ExE =
n−1∑
j=0
(n− j)Kjx−(n−j)E ,
we obtain
I1(E) =
1
2π
ex
−n
E f(xE)+Z
′
P (0)+(1−ZP (0)) log xE × I2(E),
I2(E) =
∫
|ω|≤xβ−1E
e−
1
2
ηn(E)ω2−ZP (0) log(1+iω)+O(m
−C0/n
E )+
Pn−1
j=0 Kjx
−(n−j)
E O(|ω|
3) dω,
ηn(E) =
n−1∑
j=0
(n− j)(n− j + 1)Kjx−(n−j)E ,
(36)
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where the function f is defined in (16). By the definition of the number xE and the function
f , one has
x−nE f(xE) = ExE +
n−1∑
j=0
Kjx
−(n−j)
E .
Now, it is easy to see that x
−(n−j)
E |ω|3 = O(m
1− 3
n
(β−1)
E ) for every j = 0, . . . , n−1. We note that
1− 3
n
(β− 1) < 0. Near ω = 0, obviously we have log(1+ iω) = O(|ω|), and, since β < 1+ n
2
,
we have |ω| = O(m−
1
n
(β−1)
E ) = O(m
1− 3
n
(β−1)
E ). Thus, if we set µ1 = min{ 3n(β− 1)− 1, C0/n},
we obtain
I2(E) =
∫
|ω|≤xβ−1E
e−
1
2
ηn(E)ω2+O(m
−µ1
E ) dω = A(E) +R2(E),
where we set
A(E) =
∫
|ω|≤xβ−1E
e−
1
2
ηn(E)ω2 dω,
R2(E) =
∫
|ω|≤xβ−1E
e−
1
2
ηn(E)ω2
(
eO(m
−µ1
E ) − 1
)
dω.
By using the definition of ηn(E) and (33), we have
m−1E ηn(E) = (n+ 1) +O(m
−1/n
E ). (37)
Thus, for sufficiently large E > 0, ηn(E) > 0. Therefore, we have
|R2(E)| = O(m−µ1−(β−1)/nE ).
Then, we easily have
A(E) =
√
2π
ηn(E)
+O(m
−1/2
E e
−Cm
1−2(β−1)/n
E ).
For ηn(E), by using (37), we have
1√
ηn(E)
=
1√
(n+ 1)mE
(1 +O(m
−1/n
E )).
Therefore, since β = 1 + n
2
(1− δ
2
) with 0 < δ < min{1/2, 4/n} and
µ = min{1
2
− δ, C0
n
− δ
4
},
we obtain
I2(E) =
√
2π
(n + 1)mE
(1 +O(m−µE )).
Inserting the definition mE = ExE , and using (15), we obtain
I2(E) =
√
2π
n+ 1
(
1
nK0
)1/2(n+1)
E−
n
2(n+1) (1 +O(E−
nµ
n+1 ))
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By (36), we conclude, for the integral I1(E), that
I1(E) =
ex
−n
E f(xE)√
2π(n+ 1)
(
1
nK0
)1/2(n+1)
E−
n
2(n+1) eZ
′
P (0)x
1−ZP (0)
E (1 +O(E
− nµ
n+1 )).
Inserting, in the above, the formula
x
1−ZP (0)
E =
(
nK0
E
) 1−ZP (0)
n+1
(1 +O(E−
1
n+1 )),
which is deduced from (15), we get the right hand side of (14). Next, we have to consider
the integral R1(E) in (35). By Proposition 3.3, we have
|R1(E)| ≤ Ce−Cnx
−εn
E exp[ExE +
n−1∑
j=0
Kjx
−(n−j)
E ] = Ce
−Cnx
−εn
E ex
−n
E f(xE)
with positive constants C, Cn, εn. Since the term e
−Cnx
−εn
E decays exponentially and since
the term ex
−n
E f(xE) is the same as the exponential term in the asymptotics of the integral
I1(E), we conclude (14). This completes the proof of Theorem 2.
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