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Résumé
L’objectif de cette thèse a été d’analyser la dynamique de l’interaction entre les ondes baroclines
(ou rail des dépressions) et la variabilité basse fréquence de l’atmosphère aux moyennes latitudes.
Deux approches distinctes ont été suivies pour étudier le rôle des déferlements d’ondes baroclines sur
les courants-jets, l’une reposant sur les données réanalysées et l’autre sur des simulations numériques.
La première partie de la thèse a plus précisément consisté à étudier le lien entre les déferlements
d’ondes de Rossby et les quatre régimes de temps sur l’Atlantique Nord en hiver en utilisant les réana-
lyses ERA40. Le calcul des fréquences d’occurrence des déferlements d’ondes a montré que ceux-ci
tendent généralement à renforcer les régimes sauf le blocage scandinave qui est détruit par du dé-
ferlement cyclonique au sud du Groenland. Ensuite, les précurseurs des transitions entre régimes de
temps ont été identifiés. Le premier précurseur est relié à la propagation linéaire d’anomalies basse
fréquence (période supérieure à 10 jours). Ce précurseur n’est pas systématique mais il survient durant
la transition du régime zonal vers le blocage environ une semaine avant ce dernier où il prend la forme
d’un train d’ondes quasi-stationnaire excité par des anomalies convectives dans l’Atlantique subtropi-
cal. Le second précurseur plus systématique intervient au niveau des interactions non-linéaires entre
les tourbillons transitoires haute et basse fréquences et a pu être relié aux déferlements d’ondes.
La formation et la destruction du blocage scandinave ont ensuite été plus particulièrement étudiées
en analysant respectivement les transitions préférentielles du régime zonal au blocage et du blocage
vers l’anticyclone groenlandais en lien avec les dépressions de surface et les déferlements d’ondes.
Les dépressions de surface atteignent les mêmes intensités pendant la formation et la destruction du
blocage mais ne suivent pas les mêmes trajectoires. Pendant la formation du blocage, les dépressions
de surface ont des trajectoires rectilignes se dirigeant vers le nord de la Scandinavie et sont liées à
un déferlement anticyclonique. Pendant la destruction du blocage, les trajectoires des dépressions de
surface sont courbées sur l’Atlantique Nord en direction du Groenland et sont reliées à du déferle-
ment cyclonique qui favorise ainsi l’apparition de l’anticyclone groenlandais. Notre analyse suggère
que cette différence de comportement provient de la forme de l’écoulement basse fréquence qui n’est
pas le même pendant la formation et la destruction du blocage et qui favorise un certain type de dé-
ferlement plutôt qu’un autre.
Dans la seconde partie de la thèse, nous avons analysé le lien entre les températures de surface de
la mer (SSTs) et le comportement du rail des dépressions avec le modèle de circulation générale de
l’atmosphère Arpège-Climat en mode aquaplanète pour mieux comprendre les téléconnexions telles
que l’Oscillation Arctique et/ou l’Oscillation Nord-Atlantique d’un point de vue idéalisé. Pour cela,
nous avons fait une étude de sensibilité de la variabilité de l’« eddy-driven » jet à différents profils
méridiens de SSTs fixes dans le temps.
L’intensité de l’activité du rail des dépressions et de l’« eddy-driven » jet, qui tend à augmenter
pour un front de SST d’intensité plus élevée, de largeur plus grande ou localisé plus proche du jet
subtropical, peut s’interpréter aisément par une augmentation de la baroclinie dans chaque cas. La
position de l’« eddy-driven » jet dépend plus des propriétés des déferlements d’ondes. En effet, sa
position systématique du côté polaire du front de SST peut s’expliquer par des déferlements anticy-
cloniques plus fréquents que les déferlements cycloniques et cette asymétrie s’accentue lorsque le
front de SST est déplacé vers le pôle. Enfin, un jet subtropical plus intense élargit la zone de propaga-
tion des ondes du côté équatorial du front ce qui pousse le déferlement anticyclonique à se produire
plus près de l’équateur et donc à rapprocher l’« eddy-driven » jet du jet subtropical.
D’autre part, nous avons mis en évidence que le mode dominant de variabilité de l’« eddy-driven »
jet varie en fonction de la latitude du front de SST. Près de l’équateur, la variabilité dominante est une
fluctuation latitudinale de l’« eddy-driven » jet. Mais plus le front de SST est vers le pôle, plus le
mode de variabilité de l’« eddy-driven » jet tend à passer d’un régime de fluctuation latitudinale de sa
position à un régime de pulsation de son amplitude. Ce résultat pourrait expliquer pourquoi dans les
réanalyses ERA40, le mode dominant de variabilité du jet Pacifique Sud est associé à un régime de
pulsation alors que celui de l’Indien Sud à un régime de fluctuation latitudinale.
Abstract
This thesis aims at analyzing the dynamics of the interaction between baroclinic waves (storm-
track) and the atmospheric low-frequency variability at midlatitudes. Two different approaches have
been followed to study the impact of baroclinic wave breakings on jet-streams, one using reanalysis
data and the other numerical simulations of a climate model.
The first part of the PhD dealt with the link between Rossby wave breakings and the four weather
regimes over the North Atlantic in winter using ERA40 reanalysis. The calculation of wave breaking
frequencies showed that wave breakings tend to reinforce weather regimes except the Scandinavian
blocking which is destroyed by cyclonic wave breaking south of Greenland. Then, precursors of wea-
ther regime transitions have been identified. The first precursor is linked to the linear propagation
of low-frequency anomalies (period greater than ten days). This is not a systematic precursor but it
occurs during the zonal to blocking transition about one week before this latter and is related to a
quasi-stationary wave train excited by convective anomalies in the North Atlantic subtropics. The
systematic second precursor is related to non-linear transient eddy interactions and has been linked to
Rossby wave breakings.
The link between the surface cyclones, Rossby wave breakings and the formation and decay of
the Scandinavian blocking has been more precisely studied through the preferential transitions from
the zonal weather regime to the blocking and from the blocking to the Greenland anticyclone. During
the formation and decay of the blocking, surface cyclones reach the same intensities but do not fol-
low the same trajectories. During the blocking formation, surface cyclones follow straight trajectories
toward the north of Scandinavia and are linked to an anticyclonic wave breaking. Whereas during the
blocking decay, surface cyclones trajectories are curved over the North Atlantic toward Greenland
and are linked to a cyclonic wave breaking favouring the Greenland anticyclone formation. Our study
suggests that this difference of behavior comes from the shape of the low-frequency flow which is not
the same during the formation and the decay of the blocking and which can favour a particular type
of wave breaking rather than another.
The second part dealt with the link between sea surface temperatures (SSTs) and the storm-track
in the atmospheric general circulation model Arpège-Climat in aquaplanet mode to better understand
teleconnections such as the Arctic Oscillation and/or the North Atlantic Oscillation from an idealized
point of view. We performed a sensitivity analysis of the eddy-driven jet variability to various statio-
nary SST profiles.
The storm-track activity and the eddy-driven jet intensities, which tend to increase for a more
intense SST front, when the SST front is wider or nearer the subtropical jet, can be understood by a
stronger baroclinicity in each case. The eddy-driven jet position is more dependent on wave breaking
characteristics. Indeed, its systematic position on the poleward side of the SST front can be explai-
ned by more frequent anticyclonic wave breakings than cyclonic wave breakings and this asymetry
increases when the SST front is shifted poleward. A stronger subtropical jet expands the wave propa-
gation region toward the equatorial side of the front which then shifts the anticyclonic wave breaking
occurrence equatorward and therefore moves the eddy-driven jet closer to the subtropical jet.
The eddy-driven jet variability was shown to change according to the SST front latitude. The
leading mode of variability is a latitudinal fluctuation of the eddy-driven jet near the equator. But
when the SST front is shifted poleward, the eddy-driven jet variability is changed from a latitudinal
fluctuation of its position to a pulsing of its amplitude. This result can explain that, in reanalysis,
the eddy-driven jet variability is more characterized by a pulsing in the South Pacific and more by
latitudinal fluctuations in the South Indian Ocean.

Table des matières
Introduction 1
Chapitre 1 – La variabilité climatique de l’hémisphère nord 5
1.1. L’atmosphère...................................................................................................................................................................................................... 5
1.2. La circulation générale atmosphérique.................................................................................................................................... 6
1.2.1. Le bilan radiatif ................................................................................................................................................................................. 6
1.2.2. Les grandes circulations ........................................................................................................................................................... 8
1.3. Les ondes de Rossby.................................................................................................................................................................................. 13
1.3.1. Les moyennes latitudes.............................................................................................................................................................. 13
1.3.2. Les différents types d’ondes de Rossby.................................................................................................................... 17
1.3.3. Le cycle de vie des ondes baroclines........................................................................................................................... 20
1.3.4. Les déferlements d’ondes de Rossby .......................................................................................................................... 23
1.4. La variabilité basse fréquence de l’atmosphère.............................................................................................................. 24
1.4.1. Les téléconnexions......................................................................................................................................................................... 25
1.4.2. Les régimes de temps.................................................................................................................................................................. 32
1.5. Problématique ................................................................................................................................................................................................... 35
Chapitre 2 – Les données et les outils numériques 37
2.1. Les réanalyses ERA40 ............................................................................................................................................................................. 37
2.2. Détection des déferlements d’ondes........................................................................................................................................... 38
2.2.1. Description de l’algorithme .................................................................................................................................................. 38
2.2.2. Comparaison avec d’autres méthodes......................................................................................................................... 41
2.3. Les trajectoires des dépressions...................................................................................................................................................... 44
2.4. Le filtrage............................................................................................................................................................................................................... 46
2.5. Les tests de significativité ..................................................................................................................................................................... 47
2.5.1. Le test de Student ............................................................................................................................................................................ 47
2.5.2. Le bootstrap........................................................................................................................................................................................... 47
2.6. Les fonctions orthogonales empiriques................................................................................................................................... 48
2.7. La détermination des régimes de temps.................................................................................................................................. 50
Chapitre 3 – Les transitions entre régimes de temps 55
3.1. Introduction ......................................................................................................................................................................................................... 55
3.2. Description des transitions................................................................................................................................................................... 56
3.3. Article 1 : Le lien entre les déferlements d’ondes de Rossby et les transitions entre
régimes de temps............................................................................................................................................................................................ 59
3.4. Article 2 : Le lien dynamique entre les dépressions de surface, les déferlements d’ondes
de Rossby en haute troposphère et le cycle de vie du blocage scandinave......................................... 81
3.5. Discussion et perspectives.................................................................................................................................................................... 89
Chapitre 4 – Influence des SSTs sur la variabilité basse fréquence de l’atmosphère 93
4.1. Introduction ......................................................................................................................................................................................................... 93
4.2. Méthodologie..................................................................................................................................................................................................... 99
4.2.1. Le modèle Arpège-Climat ...................................................................................................................................................... 99
4.2.2. Les profils de SST........................................................................................................................................................................... 100
4.3. Les résultats......................................................................................................................................................................................................... 100
4.3.1. La circulation méridienne moyenne et les jets................................................................................................... 100
4.3.2. Climatologies de l’intensité du « storm-track » et de la position et de l’intensité
de l’« eddy-driven » jet............................................................................................................................................................... 102
4.3.3. Variabilité de l’« eddy-driven » jet................................................................................................................................. 112
4.3.4. Comparaison avec les réanalyses .................................................................................................................................... 120
4.4. Conclusions, discussion et perspectives ................................................................................................................................. 129
Conclusion 133
Liste des acronymes 139
Liste des notations mathématiques 141
Bibliographie 143
Introduction
Le rail des dépressions ou « storm-track » en anglais est une entité clé de la dynamique atmosphé-
rique des moyennes latitudes. Comme son nom l’indique, cette notion correspond en premier lieu
aux positions préférentielles des dépressions de surface qui peuvent engendrer de fortes tempêtes sur
l’Europe. Elle est également liée aux ondes d’altitude d’échelle synoptique (c’est-à-dire dont l’échelle
spatiale est de l’ordre du millier de kilomètres et l’échelle temporelle de l’ordre de quelques jours)
puisque celles-ci interagissent avec les zones de fort contraste thermique sur les bords ouest des océans
pour donner naissance aux dépressions de surface. Ces deux entités du rail des dépressions, que sont
les ondes synoptiques d’altitude et les dépressions de surface, atteignent leur maximum d’amplitude
au milieu des océans et décroissent sur le bord est des océans. Les dépressions rétroagissent sur
l’écoulement qui les a fait naître en accélérant le vent zonal1 sur le bord est des océans, formant ainsi
le jet lié au rail des dépressions ou également dit « eddy-driven » jet . Elles déterminent donc la po-
sition climatologique de l’« eddy-driven » jet en aval mais aussi la variabilité lente du jet c’est-à-dire
sa variabilité basse fréquence (échelle temporelle supérieure à 10 jours). Cette rétroaction du rail des
dépressions sur la variabilité basse fréquence de l’atmosphère est l’objet de la présente thèse.
Comme exemple de variabilité basse fréquence sur l’Atlantique Nord, il y a la situation de blocage
où l’« eddy-driven » jet est dirigé vers le nord de la Scandinavie, les tempêtes évitant ainsi l’Europe,
et la situation où l’« eddy-driven » jet a une direction zonale ce qui permet aux tempêtes d’atteindre
l’ouest de l’Europe. Ces deux situations récurrentes et persistantes font partie de ce que l’on appelle
les régimes de temps qui ont une durée de vie d’environ 10 jours. Les régimes de temps, autour des-
quels fluctue l’atmosphère, influencent directement le comportement des dépressions et en particulier
la position du rail des dépressions ainsi que leur intensité (Lau, 1988). En effet, la formation des ré-
gimes de temps est associée à une augmentation et/ou déplacement de l’activité des dépressions le
long du rail, en amont duquel les anomalies basse fréquence se forment. Pendant la décroissance, il y
a une diminution et/ou déplacement de l’activité des dépressions et une diminution de l’amplitude des
anomalies basse fréquence. Certaines situations de l’écoulement basse fréquence seront donc asso-
ciées à une variation de la latitude du rail des dépressions et d’autres à une fluctuation de l’amplitude
de l’activité du rail des dépressions.
Beaucoup d’études des années 1980 et 90 ont mis en évidence, par différentes méthodes, que les
dépressions tendent à maintenir l’écoulement grande échelle basse fréquence, augmentant ainsi sa
persistance dans le temps (Vautard et Legras, 1988; Lau, 1988; Branstator, 1992, 1995). Cependant,
1La direction zonale signifie une direction d’ouest en est.
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des études récentes ont montré que cette rétroaction qui est étroitement reliée aux déferlements des
ondes de Rossby synoptiques dans la haute troposphère (Benedict et al., 2004; Rivière et Orlanski,
2007) peut déplacer les courant-jets de grande échelle lorsque ces ondes déferlent. Ainsi, il a été mon-
tré récemment que le déferlement est crucial dans le phénomène de l’oscillation Nord Atlantique et
que les deux types de déferlements (cyclonique et anticyclonique) sont liés aux deux phases de cette
oscillation. La question du déplacement ou du maintien des anomalies basse fréquence de l’atmo-
sphère par le rail des dépressions reste donc un sujet d’actualité.
Dans la présente thèse, nous analyserons donc l’interaction entre les ondes et l’écoulement moyen
qui a non seulement une grande importance dans la compréhension de la variabilité basse fréquence
de l’atmosphère dans le climat présent mais également pour identifier le devenir de l’oscillation Nord
Atlantique et l’évolution des courant-jets dans le cadre du changement climatique (Cohen et Barlow,
2005; Laîné et al., 2009; Dong et al., 2011; Woollings et Blackburn, 2012).
La première partie de la thèse consistera à mieux comprendre le rôle des ondes synoptiques dans
la formation et la décroissance des anomalies basse fréquence. Plus précisément, nous nous intéres-
serons au rôle des déferlements d’ondes de Rossby dans la variabilité climatique basse fréquence des
latitudes tempérées, représentée par les régimes de temps sur l’Atlantique Nord pendant la période
hivernale. Nous analyserons les différents processus dynamiques linéaires et non-linéaires qui se pro-
duisent pendant les transitions entre les régimes de temps de manière à identifier les précurseurs de
chaque régime. De plus, nous essaierons de préciser le lien entre les dépressions de surface et le type
de déferlement d’ondes en altitude. Dans cette première partie, nous allons analyser l’interaction entre
la variabilité lente de l’atmosphère et le rail des dépressions à partir des données des réanalyses du
centre européen sur 43 hivers.
Dans la seconde partie, nous allons aborder la même problématique mais d’un point de vue nu-
mérique avec un modèle de climat. Plus précisément, cette deuxième partie de la thèse consistera à
interpréter l’influence des anomalies de température de surface de la mer sur la variabilité du rail des
dépressions à travers les déferlements d’ondes à l’aide de simulations idéalisées. En effet, ces ano-
malies sont capables de modifier le gradient de température en bas de la troposphère qui lui-même
joue un rôle déterminant sur les propriétés du déferlement (Orlanski, 2003; Rivière, 2009). De plus,
ces anomalies influencent les processus humides de l’atmosphère qui eux-mêmes agissent sur les pro-
priétés du déferlement (Rivière et Orlanski, 2007). Pour cette étude, nous allons utiliser le modèle
de circulation générale de l’atmosphère Arpège-Climat sans topographie et avec des températures de
surface de la mer idéalisées fixes dont le gradient est positionné à différentes latitudes.
Cette thèse suit le plan suivant. Dans le chapitre 1, nous allons décrire la variabilité basse fréquence
de l’atmosphère dans l’hémisphère nord et certains des processus dynamiques qui s’y déroulent. Le
chapitre 2 décrit les données et les outils utilisés pendant la thèse et en particulier l’algorithme détec-
tant les déferlements d’ondes de Rossby. Le chapitre 3 abordera le premier axe de la thèse qui traite
des interactions internes à l’atmosphère amenant à la formation, au maintien et à la décroissance des
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régimes de temps. Le chapitre 4 traitera du deuxième axe de la thèse soit de l’influence des tem-
pératures de surface de la mer sur la variabilité du rail des dépressions. Enfin, nous concluerons en
rappelant les résultats obtenus au cours de la thèse.

Chapitre 1
La variabilité climatique de
l’hémisphère nord
1.1. L’atmosphère
Figure 1.1 – Représentation schématique du profil vertical de température dans l’atmosphère terrestre. Cette
figure est issue du site internet de Météo-France.
La Terre est enveloppée par une atmosphère gazeuse qui est retenue par la force gravitationnelle
terrestre. Elle est composée de vapeur d’eau, d’azote (75,5% de l’air sec), d’oxygène (23,1% de l’air
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sec), d’argon (1,3% de l’air sec) et d’autres gaz à l’état de traces. Certains de ces gaz et la vapeur
d’eau contribuent à l’effet de serre qui permet que la température à la surface de la Terre soit aussi
clémente. L’atmosphère est constituée de différentes couches qui ont des propriétés différentes (figure
1.1). 85 à 90% de la masse atmosphérique se situe dans la couche la plus basse appelée troposphère
où la température diminue lorsque l’on monte en altitude. Elle a une épaisseur d’environ 15 km aux
pôles et 10 km à l’équateur depuis la surface jusqu’à une région où le gradient vertical de tempéra-
ture s’inverse, appelée la tropopause. C’est au sein de la troposphère que se produit la plupart des
phénomènes météorologiques comme la formation des nuages, des précipitations, des tornades et des
cyclones. C’est donc cette couche qui va nous intéresser par la suite. La partie de la troposphère qui est
en contact avec la surface terrestre est appelée la couche limite planétaire. Elle est le siège des interac-
tions entre l’air et la surface et les mouvements de l’air y sont turbulents. Au dessus de la tropopause,
il y a la stratosphère d’une épaisseur d’environ 25 km. La température augmente avec l’altitude grâce
à l’absorption du rayonnement ultraviolet (UV) provenant du Soleil et cette couche a donc une très
grande stabilité statique contrairement à la troposphère. En effet, si une particule d’air se déplace vers
le haut, elle sera plus froide que son nouvel environnement et va donc avoir un mouvement de subsi-
dence pour revenir à son altitude initiale. C’est dans la stratosphère que se trouve la couche d’ozone
essentielle à la vie sur Terre puisqu’elle absorbe les rayons UV les plus nocifs. La troposphère et la
stratosphère peuvent interagir notamment à travers les réchauffements stratosphériques soudains.
1.2. La circulation générale atmosphérique
1.2.1. Le bilan radiatif
L’atmosphère est soumise au rayonnement solaire arrivant à son sommet et au rayonnement ther-
mique provenant de l’intérieur de la Terre. Mais c’est le rayonnement solaire qui est la principale
source d’énergie et donc indirectement le moteur des circulations atmosphériques. Le rayonnement
solaire reçu au sommet de l’atmosphère n’est pas constant dans le temps. Il varie suivant les cycles de
Milankovitch, le cycle saisonnier et le cycle diurne. Les cycles de Milankovitch1 dépendent des para-
mètres orbitaux de la planète et ont des périodes de plusieurs milliers d’années. Le cycle saisonnier
dépend de la position de la Terre par rapport au Soleil et de son inclinaison qui est actuellement d’en-
viron 23,5°. Pendant le solstice d’hiver (Décembre), même si la Terre est plus proche du Soleil qu’aux
équinoxes, l’hémisphère nord reçoit des rayons rasants sur sa surface et l’atmosphère est moins ré-
chauffée que dans l’hémisphère sud où les rayons sont plus perpendiculaires à la surface. Au solstice
d’été (Juin), c’est le contraire, l’hémisphère nord est plus réchauffé par le rayonnement solaire que
l’hémisphère sud. Aux équinoxes, les deux hémisphères reçoivent la même quantité de rayonnement
solaire. Enfin, il y a le cycle diurne avec du rayonnement solaire pendant la journée qui réchauffe l’air
et un refroidissement la nuit.
1Les cycles de Milankovitch sont bien décrits sur le site http://planet-terre.ens-lyon.fr/.
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Figure 1.2 – Bilan radiatif de la Terre. La courbe rouge représente le rayonnement solaire moyen reçu au
sommet de l’atmosphère en fonction de la latitude. La courbe bleue montre la partie du rayonnement absorbée.
La courbe verte est le rayonnement thermique infrarouge (IR) moyen émis vers l’espace. Cette figure est issue
de Malardel (2005).
a) b)
Figure 1.3 – a) La courbe rouge représente le transport d’énergie total pour équilibrer le bilan énergétique
moyen. La surface sous la courbe bleue montre la part d’énergie transportée par l’atmosphère. La surface entre
les deux courbes rouge et bleue montre la part d’énergie transportée par l’océan. b) Schéma du bilan radiatif
moyen sur la verticale. La courbe bleue représente le flux net de rayonnement solaire en fonction de l’altitude.
Dans la haute atmosphère, le rayonnement solaire est quasiment transmis intégralement vers le bas sans être
absorbé alors que dans la basse atmosphère, une partie du rayonnement solaire est réfléchie ou absorbée par
l’atmosphère (surface mauve). La courbe verte représente le flux radiatif net émis vers l’espace en fonction de
l’altitude. Dans les basses couches, le flux net émis vers l’espace est proche de zéro car les flux IR émis par une
couche sont peu différents de ceux reçus des couches voisines. En revanche, en altitude, le bilan radiatif net est
négatif, l’atmosphère émet de l’énergie radiative IR vers l’espace. Ces figures sont issues de Malardel (2005).
Comme nous venons de le voir, l’énergie radiative solaire reçue au sommet de l’atmosphère varie
en fonction de la latitude à laquelle on se trouve. En moyenne annuelle, l’énergie radiative reçue est
maximale à l’équateur et minimale aux pôles (figure 1.2). Environ 30% du rayonnement solaire reçu
au sommet de l’atmosphère est directement réfléchi vers l’espace. Le reste est absorbé par l’atmo-
sphère, les surfaces continentales et océaniques. Les régions équatoriales émettent plus de rayonne-
ment infrarouge vers l’espace que les régions polaires. Ainsi, on peut voir qu’à l’équateur, la Terre
reçoit plus d’énergie que ce qu’elle n’en émet tandis qu’aux pôles, la Terre émet plus d’énergie que
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ce qu’elle n’en reçoit. Mais en moyenne, le système Terre-atmosphère est proche de l’équilibre radia-
tif. Par conséquent, l’excédent d’énergie reçu à l’équateur va être transporté vers les hautes latitudes
déficitaires. Sur la figure 1.3a, on peut voir que l’océan et l’atmosphère contribuent au transport de
l’énergie. L’océan est plus efficace dans ce transport dans les tropiques tandis que c’est l’atmosphère
qui est plus efficace aux moyennes et hautes latitudes.
En regardant le bilan radiatif sur la verticale sur la figure 1.3b, on peut voir que le rayonnement
solaire est principalement absorbé dans les basses couches proches de la surface mais que le rayonne-
ment infrarouge est principalement émis par les hautes couches de l’atmosphère. Le mélange vertical
entre les couches excédentaires à la surface et les déficitaires en altitude est assuré par la convection
c’est-à-dire les ascendances d’air chaud et par les circulations de grandes échelles que nous allons
maintenant décrire.
1.2.2. Les grandes circulations
Figure 1.4 – Représentation schématique des différentes circulations atmosphériques autour de l’hémisphère
nord. Cette image est issue du site internet http://www.astrosurf.com/ luxorion/meteo-massesdair.htm.
Nous venons de voir que le chauffage de l’atmosphère dépend fortement de la latitude, c’est ce que
l’on appelle le chauffage différentiel. Par conséquent, pour redistribuer l’énergie des régions excéden-
taires vers les régions déficitaires, des grandes circulations se mettent en place. Elles sont résumées
sur la figure 1.4. Il y a tout d’abord les cellules méridiennes avec la cellule de Hadley qui agit dans
les tropiques, la cellule de Ferrel aux moyennes latitudes et la cellule polaire aux hautes latitudes puis
comme cellule zonale, il y a la circulation de Walker dans les tropiques.
La circulation de Hadley
Au cours du XVIIIème siècle, le météorologue George Hadley (1685-1768) a proposé un modèle
de circulation atmosphérique, appelé la cellule de Hadley, après une première théorie proposée par
l’astronome Edmond Halley (1656-1742). Le mécanisme de la cellule de Hadley, qui est résumé sur
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Figure 1.5 – Représentation schématique de la cellule de Hadley. Cette image est issue de Vallis (2006).
la figure 1.5, est le suivant : Les observations montrent qu’autour de l’équateur, il y a de forts vents
de nord-est appelés les alizés. Ces vents convergent vers une région autour de l’équateur appelée zone
de convergence intertropicale (ZCIT) et ils permettent le transport d’un air chaud et humide vers les
zones équatoriales. Cet air réchauffé par le rayonnement solaire et humide à cause des échanges avec
l’océan va subir des ascendances dans la zone de convergence jusqu’à atteindre la tropopause. Pen-
dant l’ascendance, la condensation de la vapeur d’eau en goutelettes va aussi favoriser la convection
en réchauffant l’air ambiant et c’est dans cette zone que les précipitations seront les plus intenses.
L’élévation verticale de l’air lui confère de l’énergie potentielle. Ensuite, les masses d’air vont se
déplacer vers les pôles de chaque côté de la ZCIT et ainsi se refroidir. Aux alentours de 30◦-35◦
de latitude, l’air froid et sec va subsider vers la surface et de nouveau se diriger vers l’équateur. La
cellule de Hadley est donc une circulation directe. Il faut noter que les mouvements horizontaux ne
suivent pas exactement les méridiens mais qu’ils sont déviés vers la droite dans l’hémisphère nord
à cause de la force de Coriolis et vers la gauche dans l’hémisphère sud. Cette pseudo-force ou force
inertielle, du nom de son découvreur Gaspard-Gustave Coriolis (1792-1843), existe car le référentiel
dans lequel se trouve l’observateur c’est-à-dire la Terre est en rotation. Cette force fictive est per-
pendiculaire à l’axe de rotation de la Terre et à la vitesse de la parcelle d’air. Elle a pour expression−→
F = −2m−→Ω ∧−→v où m est la masse de la parcelle d’air, −→Ω la vitesse de rotation de la Terre et −→v la
vitesse de la particule d’air. En projetant cette force sur un plan horizontal, on peut définir le para-
mètre de Coriolis f = 2Ωsinϕ qui dépend de la vitesse de rotation de la Terre Ω et de la latitude ϕ .
Comme on peut le voir sur la figure 1.6, f augmente avec la latitude et il est négatif dans l’hémisphère
sud et positif dans l’hémisphère nord. En particulier, aux moyennes latitudes de l’hémisphère nord
(45◦N), f ' 10−4 s−1. A l’extrême nord de la branche d’altitude de la cellule de Hadley, les vents ont
pris une orientation zonale à cause de la force de Coriolis. Cette déviation vers la droite du vent peut
aussi se comprendre avec la conservation du moment angulaire qui fait qu’une particule d’air ayant
une vitesse zonale nulle à l’équateur acquiert de la vitesse zonale avec la latitude jusque vers 30° de
latitude où elle est maximale. Par conséquent, il y a un maximum de vent zonal d’ouest au niveau de
la tropopause au bord polaire de la cellule de Hadley appelé jet subtropical. En surface, ce vent zonal
d’ouest n’est pas ressenti. Les caractéristiques de la cellule de Hadley, comme son extension zonale,
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Figure 1.6 – Représentation du paramètre de Coriolis f exprimé en s−1 en fonction de la latitude.
peuvent être facilement obtenues avec le modèle simple idéalisé de Held et Hou (1980).
En résumé, la cellule de Hadley, qui doit son existence au chauffage solaire différentiel, permet
de transporter les chaleurs sensible et latente des subtropiques vers l’équateur, qui est déjà une région
excédentaire, et l’énergie potentielle des régions équatoriales vers les subtropiques. Elle provoque la
formation du jet subtropical près de la tropopause vers 30° de latitude et tend à réduire le gradient mé-
ridien de température entre le pôle et l’équateur. De plus, la cellule de Hadley permet la conversion de
l’énergie potentielle utilisable2 en énergie cinétique, ce qui permet au jet subtropical de se maintenir.
Les cellules de Ferrel et polaire
Figure 1.7 – Représentation schématique de la cellule de Ferrel. Les crochets représentent la moyenne zonale
et l’astérisque l’écart à la moyenne zonale. Cette image est issue de Vallis (2006).
Entre 30◦ et 60◦ de latitude, on trouve la cellule de Ferrel nommée en hommage à son inventeur
William Ferrel (1817-1891) qui est une circulation méridienne indirecte car l’air froid monte en al-
titude aux hautes latitudes, se déplace vers l’équateur et subside dans les subtropiques. Cette cellule
doit son existence aux différents forçages que sont le chauffage diabatique3, la friction et les flux mé-
2L’énergie potentielle utilisable est la partie de l’énergie potentielle qui peut se transformer en mouvement.
3Diabatique signifie que le fluide peut échanger de la chaleur avec son environnement au cours du mouvement. Le
contraire est le mouvement adiabatique au cours duquel le fluide ne subit pas de transfert thermique.
1.2. La circulation générale atmosphérique 11
ridiens turbulents de quantité de mouvement et de température. Ces forçages interviennent dans les
équations quasi-géostrophiques4 du mouvement et de la thermodynamique en moyenne zonale. La
moyenne zonale de l’équation du mouvement zonal a pour expression :
∂ [ug]
∂ t
= f0 [va]−
∂
[
u∗gv∗g
]
∂y
+[F1] , (1.1)
où les crochets représentent la moyenne zonale et l’astérisque l’écart à la moyenne zonale. (ug,vg)
sont les composantes zonale et méridienne du vent géostrophique5, f0 le paramètre de Coriolis, va le
vent agéostrophique qui est la différence entre le vent géostrophique et le vent réel, u∗gv∗g est le flux
de quantité de mouvement géostrophique lié aux anomalies par rapport à la moyenne zonale et F1
représente la friction. La moyenne zonale de l’équation de la thermodynamique s’écrit :
∂ [θ ]
∂ t
=−∂θR
∂ p
[ω]− ∂
[
v∗gθ ∗
]
∂y
+[L] , (1.2)
où θ est la température potentielle, θR la température potentielle de référence qui ne dépend que de
la pression, ω la vitesse verticale en coordonnées pression, v∗gθ ∗ le flux méridien de chaleur géostro-
phique lié aux anomalies par rapport à la moyenne zonale et L le chauffage diabatique. Si on considère
un écoulement stationnaire, la vitesse méridienne dépend de la friction et de la divergence du flux mé-
ridien turbulent de quantité de mouvement (cf. équation (1.1) avec ∂t [ug] = 0) et la vitesse verticale
dépend de la chaleur latente et de la divergence du flux méridien turbulent de température (cf. équa-
tion (1.2) avec ∂t [θ ] = 0). Si on ne considère que le forçage diabatique [L], alors la vitesse verticale
en coordonnées pression est de signe opposé à [L] car ∂pθR < 0. Donc comme [L] est positif vers 30°
et négatif vers 60° en raison du chauffage différentiel, il y a une circulation directe avec de l’ascen-
dance à 30° et de la subsidence à 60°. Mais cette circulation est beaucoup moins intense que celles
induites par les trois autres forçages et résumées sur la figure 1.7. Si on ne considère que le forçage du
gradient méridien du flux méridien turbulent de chaleur, la vitesse verticale en coordonnées pression
est de même signe que le gradient méridien du flux. Comme le flux méridien de chaleur est maximal
vers 45° dans toute la troposphère (cf. figure 11.11a de Vallis, 2006) alors le gradient méridien est
positif vers 30° et négatif vers 60°. La circulation forcée par le gradient méridien du flux méridien
turbulent de chaleur est indirecte avec de la subsidence à 30° et de l’ascendance à 60°. Si on considère
les forçages du gradient méridien du flux méridien de quantité de mouvement et de la friction, alors
la vitesse méridienne est du même signe que le gradient mais de signe opposé à la friction. En haut
4L’approximation quasi-géostrophique revient à uniquement garder les termes de l’équation du mouvement du vent
réel qui sont de l’ordre de grandeur du nombre de Rossby Ro =U2/L ce qui fournit l’équation du mouvement de grande
échelle. De plus, il faut supposer que l’advection par le vent géostrophique est une bonne approximation de l’advection par
le vent réel et que l’évolution du vent géostrophique est une bonne estimation de l’évolution du vent réel. Donc l’équation
du mouvement dans l’approximation quasi-géostrophique s’écrit : ∂t−→vg +ug∂x−→vg + vg∂y−→vg =− f0−→k ∧−→va où (ug,vg) sont
les composantes du vent géostrophique −→vg , f0 le paramètre de Coriolis et −→va le vent agéostrophique qui est la différence
entre le vent réel et le vent géostrophique.
5Le vent géostrophique résulte de l’équilibre entre la force due au gradient de pression et la force de Coriolis. Il a pour
expression : −→vg = f−10
−→
k ∧−→∇Φ où Φ= gz est le géopotentiel.
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de la troposphère, le gradient est négatif et il est nul près de la surface (cf. figure 11.11b de Vallis,
2006) alors qu’en surface, la friction est positive et nulle en altitude. La circulation créée par ces deux
forçages est donc une circulation indirecte avec du vent méridien vers l’équateur en altitude et du
vent méridien vers le pôle en surface. En résumé, la cellule de Ferrel est pilotée par les perturbations
stationnaires et transitoires qui transportent l’énergie. Nous décrirons plus en détail ces deux types de
perturbations dans la section 3. De plus, la convergence du flux de quantité de mouvement induite par
ces ondes aux moyennes latitudes accélére le vent zonal aux moyennes latitudes y créant un maximum
de vent zonal appelé jet piloté par les dépressions ou « eddy-driven » jet en anglais.
Entre 60◦ et 90◦ de latitude, il y a la cellule polaire qui est une circulation directe.
La cellule de Ferrel et la cellule polaire ne sont pas très représentatives de la réalité des circu-
lations méridiennes des moyennes et hautes latitudes contrairement à la circulation de Hadley dans
les tropiques. En effet, quand on regarde la moyenne zonale eulérienne sur les isobares, on trouve la
cellule de Ferrel telle que décrite ci-dessus. Par contre, si on fait la même moyenne sur les isentropes,
on trouve une circulation inversée aux moyennes latitudes qui est très proche de celle qu’on obtient
d’un point de vue lagrangien c’est-à-dire en suivant la particule.
La circulation de Walker
Figure 1.8 – Représentation schématique de la cellule de Walker. Cette image est issue de Webster (1983).
Dans les tropiques, la redistribution de l’énergie peut aussi se faire dans la direction zonale. Cette
circulation est appelée circulation de Walker en hommage à Sir Gilbert Walker (1868-1958) qui a
étudié pour la première fois les variations de pression de surface associées à cette cellule. La pression
de surface est faible sur le Pacifique Ouest et elle est forte sur le Pacifique Est (figure 1.8). Par consé-
quent, la force associée au gradient de pression est dirigée vers l’ouest et elle provoque donc des vents
d’est en surface sur le Pacifique équatorial supérieurs au vent moyen. Ce vent moyen d’est en surface
a une influence sur l’océan sous-jacent en amenant les eaux chaudes sur le Pacifique Ouest. Ainsi,
le transport horizontal d’humidité et la forte évaporation due à des températures de la mer élévées
favorisent la convection dans le Pacifique Ouest.
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1.3. Les ondes de Rossby
Les ondes atmosphériques résultent de l’action des forces de rappel sur les particules d’air qui
ont été éloignées de leur position d’équilibre. Il existe plusieurs types d’ondes se propageant dans
l’atmosphère et notamment les ondes d’inertie-gravité et les ondes de Rossby. Dans cette section,
nous allons décrire les caractéristiques des moyennes latitudes. Nous définirons ensuite la notion de
tourbillon qui permet d’identifier les dépressions et nous détaillerons les différents types d’ondes de
Rossby. Nous nous focaliserons sur le cycle de vie des ondes de Rossby transitoires et nous définirons
les déferlements d’ondes de Rossby, qui sont un des phénomènes clés de notre étude.
1.3.1. Les moyennes latitudes
Aux moyennes latitudes, soit entre 30° et 60°, les contrastes thermiques sont très forts sur l’ouest
des océans, en particulier en hiver. En effet, l’est des continents est plus froid que le bord ouest de
l’océan où les courants océaniques, tels que le Gulf Stream sur l’Atlantique Ouest ou le Kuroshio sur
le Pacifique Ouest, amènent de l’eau chaude vers les hautes latitudes créant un front de température
de surface de la mer (ou SST pour Sea Surface Temperature). D’après la relation du vent thermique,
qui a pour expression,
∂u
∂ z
=− g
fθ0
∂θ
∂y
, (1.3)
si le gradient méridien de température en basse troposphère est maximal, le vent zonal va être accé-
léré en altitude et sera maximal au niveau de la tropopause. Il y a donc un cisaillement de vent sur
la verticale. En moyenne zonale, le gradient de pression est dirigé vers les tropiques, là où les pres-
sions sont les plus élevées. La région qui possède ces trois caractéristiques (fort gradient méridien
de température, cisaillement vertical du vent zonal et gradient méridien de pression positif) s’appelle
la zone barocline6. Elle est plus marquée en hiver qu’en été et se situe donc sur le bord ouest des
océans. C’est dans cette région que se développent les perturbations transitoires par interaction baro-
cline, mécanisme que nous expliquerons dans la sous-section 1.3.3. Le paramètre d’Eady (du nom de
son inventeur qui a créé un des premiers modèles décrivant l’instabilité barocline) ou paramètre de
baroclinie, détermine le taux de croissance des perturbations et a pour expression
σ = 0,31
f
N
∂u
∂ z
, (1.4)
où N est la fréquence de Brunt-Väisälä qui est une mesure de la stabilité statique de l’atmosphère.
Comme le montre la figure 1.9, le paramètre d’Eady est maximal sur le bord ouest des océans au-
dessus des zones baroclines de grande échelle là où le cisaillement vertical du vent zonal est très
6Dans une atmosphère barocline, la densité dépend de la température et de la pression. Donc, dans l’hypothèse du
gaz parfait, les isothermes croisent les isobares. Le vent géostrophique a un fort cisaillement vertical relié au gradient
horizontal de température par la relation du vent thermique. Au contraire, dans une atmosphère barotrope, la densité ne
dépend que de la pression donc les isothermes sont confondues avec les isobares. Le vent géostrophique est indépendant
de l’altitude donc il a une valeur constante sur toute la hauteur.
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Figure 1.9 – Paramètre d’Eady défini par l’équation (1.4) représenté à 780 hPa pendant l’hiver de l’hémisphère
nord. Les contours sont tracés tous les 0,1 jour−1 et les régions où le paramètre d’Eady est supérieur à 0,6
jour−1 sont hachurées. Les zones noires représentent les chaînes de montagnes qui sont à moins d’un kilomètre
du niveau 780 hPa. Cette image est issue de Hoskins et Valdes (1990).
fort. Les perturbations ou dépressions des moyennes latitudes ou encore cyclones extratropicaux,
qui dominent la variabilité intrasaisonnière de l’atmosphère, se propagent vers l’est sur l’océan le
long de la zone barocline et amènent avec elles des vents forts, des nuages et des précipitations.
Elles sont influencées par la circulation atmosphérique de grande échelle mais elles rétroagissent sur
l’écoulement qui leur a donné naissance. Dans l’hémisphère nord, autour de la zone dépressionnaire
(le minimum de pression), les vents tournent dans le sens cyclonique qui est le sens contraire à celui
des aiguilles d’une montre et qui est régi par la règle de Buys-Ballot7. Ces dépressions de surface sont
associées à des ondes en altitude caractérisées par une succession d’anomalies positives et négatives
de tourbillon que nous allons maintenant définir.
Les tourbillons absolu, relatif et planétaire
Pour identifier les ondes, nous allons utiliser le tourbillon qui est une mesure microscopique de la
rotation d’un fluide. Le tourbillon dit absolu −→η s’exprime par le rotationnel du vent −→v :
−→η =−→∇ ∧−→v . (1.5)
La composante verticale du tourbillon absolu a pour expression :
η =
∂v
∂x
− ∂u
∂y
+ f , (1.6)
7Règle de Buys-Ballot : dans l’hémisphère nord, le vent tourne dans les sens des aiguilles d’une montre autour d’un
anticyclone (maximum de pression ou haut géopotentiel) et dans les sens inverse des aiguilles d’une montre autour d’un
cyclone (minimum de pression ou bas géopotentiel).
1.3. Les ondes de Rossby 15
où (u,v) sont les composantes horizontales du vent et f est le tourbillon planétaire soit le paramètre
de Coriolis défini plus haut. Les deux premiers termes de droite dans l’équation (1.6) composés des
dérivées partielles représentent le tourbillon relatif ζ . Ce sont les maxima de tourbillon relatif ou les
minima de pression qui permettent d’identifier les perturbations cycloniques. Comme on peut le voir
sur la figure 1.10, le maximum de tourbillon relatif est associé à un minimum de pression et le vent
tourne de manière cyclonique autour du tourbillon. En moyenne, le tourbillon absolu a de faibles
valeurs au sud et de fortes valeurs au nord. Par conséquent, le gradient méridien de tourbillon absolu
est dirigé vers le nord. Les tourbillons absolu, relatif et planétaire s’expriment en s−1.
Figure 1.10 – Tourbillon relatif (contours bleus, intervalle : 4.10−4 s−1) et vent (barbules rose) à 850 hPa et
pression au niveau de la mer (contour marron, intervalle : 1 hPa) pour l’analyse d’Arpège du 10 mai 2012 à
00UTC.
Le tourbillon potentiel
L’expression du tourbillon potentiel d’Ertel8 (ou PV pour Potential Vorticity) est en coordonnées
pression :
P = (ζθ + f )
(
−g∂θ
∂ p
)
, (1.7)
où ζθ est la composante verticale du tourbillon relatif sur une isentrope. Le PV s’exprime en K.m2.
kg−1.s−1 mais l’unité plus couramment utilisée est l’unité de tourbillon potentiel (ou pvu pour Poten-
tial Vorticity Unit) qui vaut : 1 pvu = 106 K.m2.kg−1.s−1. Comme on peut le voir sur la figure 1.11, le
gradient méridien de PV est dirigé vers le nord où les valeurs sont les plus fortes. Quand on se déplace
en altitude (de 300 K à 350 K), on voit qu’à la même latitude, le PV a des valeurs plus élévées. En
effet, lorsque l’on se rapproche de la stratosphère, le gradient vertical de température potentielle de-
vient plus fort car la stabilité statique augmente donc le terme de droite de l’équation (1.7) est grand.
Ainsi le PV a des valeurs plus élevées. Dans l’approximation quasi-géostrophique et en coordonnées
8Nommé en l’honneur du météorologiste allemand Hans Ertel (1904-1971).
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Figure 1.11 – Climatologie sur DJF du tourbillon potentiel sur quatre isentropes a) 300 K, b) 315 K, c) 330 K
et d) 350 K extrait des réanalyses ERA40. L’intervalle est de 0,5 pvu.
pression, le PV a pour expression :
qg = f +∇2hψg+
∂
∂ p
(
f 20
s2
∂ψg
∂ p
)
, (1.8)
où ψg est la fonction de courant géostrophique et s2 est la stabilité statique. Les composantes zonale
et méridienne du vent géostrophique peuvent se déduire de la fonction de courant avec les formules
suivantes : ug = −∂yψg et vg = ∂xψg. On peut aussi remarquer que le gradient méridien de PV est
maximal à l’ouest des deux bassins océaniques où le vent zonal est maximal. A partir de l’équation
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(1.8), le gradient méridien du PV quasi-géostrophique a pour expression :
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En première approximation, le gradient méridien du PV quasi-géostrophique est de signe opposé au
Laplacien à trois dimensions du vent zonal géostrophique représenté par les deux derniers termes
de l’équation (1.9). Lorsque le vent zonal est maximal, le Laplacien est minimal donc le gradient
méridien de qg est maximal. Ainsi le jet zonal est associé à un fort gradient de PV. Au cours d’un
mouvement adiabatique et en négligeant la friction, le PV est conservé ce qui permet de voir l’origine
de l’air, qui provient de la stratosphère quand il y a une anomalie positive et de la troposphère quand
il y a une anomalie négative.
1.3.2. Les différents types d’ondes de Rossby
Les ondes de Rossby sont les ondes qui ont le plus d’importance dans les phénomènes météo-
rologiques de grande échelle. Les ondes de Rossby peuvent être des ondes planétaires ou des ondes
transitoires. Les ondes planétaires sont des ondes stationnaires qui ne se propagent pas (vitesse de
phase nulle mais vitesse de groupe non nulle). Les ondes transitoires basse fréquence, c’est-à-dire
ayant une période supérieure à 10 jours, ou quasi-stationnaires, bougent de quelques centaines de
kilomètres alors que les ondes transitoires haute fréquence, c’est-à-dire ayant une période inférieure
à 10 jours, se propagent dans l’atmosphère très rapidement sur des milliers de kilomètres (vitesse
de phase de l’ordre de 5 à 10 m.s−1) et sont associées aux dépressions de surface. Ces différents
types d’ondes seront décrits plus en détails dans les paragraphes suivants. Dans un fluide barotrope
non visqueux de profondeur constante, les ondes de Rossby peuvent se propager grâce à la variation
du paramètre de Coriolis avec la latitude, appelé effet-β . Le tourbillon absolu est conservé pendant
leur propagation dans ce milieu. Dans une atmosphère barocline, c’est le tourbillon potentiel qui est
conservé durant la propagation des ondes de Rossby qui doivent leur existence au gradient méridien
de tourbillon potentiel. La vitesse de groupe des ondes de Rossby peut aussi avoir une composante
verticale ce qui permet à la troposphère et à la stratosphère d’interagir.
Dans le cas barotrope idéal, on peut facilement comprendre comment la phase et l’énergie des
ondes de Rossby peuvent se propager sur l’horizontale. Initialement, on suppose que les particules
d’air sont au repos le long d’un cercle de latitude. Elles possèdent donc toutes le même tourbillon ab-
solu qui se réduit à la valeur du tourbillon planétaire. On suppose ensuite qu’une particule d’air subit
un léger déplacement méridien vers le pôle. Par conséquent, la valeur de son tourbillon planétaire va
augmenter. Comme le tourbillon absolu doit être conservé, le tourbillon relatif va devenir négatif pour
compenser l’augmentation de f . Cette particule d’air va avoir un mouvement anticyclonique qui va
déplacer vers le nord l’air à l’ouest de la particule d’air et vers le sud l’air à l’est de la particule d’air. A
l’ouest, l’air va avoir un f plus élevé donc pour le compenser, le tourbillon absolu doit être négatif. A
l’est on a le contraire, le tourbillon absolu doit être positif. Nous voyons bien que l’anomalie négative
de tourbillon absolu se déplace vers l’ouest aussi la vitesse de phase d’une onde de Rossby est vers
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l’ouest. En réalité, l’écoulement zonal de l’environnement est dirigé vers l’est et compense largement
la propagation vers l’ouest, la vitesse de phase des ondes de Rossby sera donc dirigée vers l’est pour
un observateur au sol. Dans cet exemple, la propagation de l’énergie de l’onde, qui se détermine à par-
tir de la vitesse de groupe, est dirigée vers l’est. Ce mécanisme de propagation peut aussi s’appliquer
à un environnement où le tourbillon potentiel est conservé.
Les ondes de Rossby planétaires
Figure 1.12 – Moyenne temporelle sur six hivers DJF de la hauteur de géopotentielle à 250 hPa dans l’hémi-
sphère nord. L’intervalle entre deux contours est de 100 m. Cette figure est issue de James (1994).
Les ondes de Rossby planétaires peuvent être forcées par les grandes chaînes de montagnes telles
que les Rocheuses et l’Himalaya dans l’hémisphère nord et la Cordillère des Andes dans l’hémisphère
sud ou par les contrastes de température entre les surfaces continentales et la mer. La figure 1.12
montre les ondes de Rossby planétaires stationnaires qui présentent un nombre d’onde zonal environ
égal à 2 avec deux thalwegs sur le Japon et le Canada et deux dorsales sur l’est des deux bassins
océaniques. Leur longueur d’onde est d’environ 14 000 km à 45°N.
Les ondes de Rossby transitoires
Les ondes de Rossby transitoires peuvent avoir plusieurs origines. Certaines sont excitées par un
chauffage tropical plus intense (Hoskins et Karoly, 1981) comme les ondes liées aux téléconnexions
de l’Oscillation Australe El Niño ou de l’oscillation Pacifique-Nord américaine. Dans ce cas, les
ondes transitoires sont généralement de basse fréquence avec des nombres d’onde zonaux d’environ
4 à 5 soit une longueur d’onde d’environ 6000 km. D’autres peuvent aussi être déclenchées au-dessus
de la zone barocline aux moyennes latitudes. Dans ce dernier cas, les ondes transitoires sont dites
baroclines car elles puisent leur énergie dans le réservoir d’énergie potentielle créé par la cellule de
Hadley et la transforment en énergie cinétique pour se propager. La dispersion de l’énergie se fait de
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Figure 1.13 – Climatologie des réanalyses ERA40 sur DJF à 300 hPa de l’énergie cinétique transitioire haute
fréquence (période inférieure à 10 jours) (plages colorées, unité : m2.s−2) et du vent zonal (contours noirs, le
premier contour vaut 20 m.s−1 et l’intervalle 10 m.s−1).
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Figure 1.14 – Représentation des trajectoires de 46 dépressions de surface à 850 hPa qui atteignent un tour-
billon relatif supérieur ou égal à 2.10−4 s−1 dans le domaine 100°W-40°E/30°N-80°N entre Décembre 1999 et
Février 2000. Les points roses représentent le premier point de la trajectoire et les points verts le dernier point.
Les ronds représentent les positions des dépressions toutes les 6 heures. Les trajectoires sont issues du suivi
automatique des dépressions par Ayrault et Joly (2000) sur le tourbillon relatif des réanalyses ERA40.
chaque côté de cette zone d’excitation. Ces ondes transitoires haute fréquence ont des nombres d’onde
zonaux d’environ 7 à 8 soit une longueur d’onde d’environ 4000 km. Ce sont donc des ondes d’échelle
synoptique. Nous pouvons remarquer que plus les ondes sont rapides, plus elles sont de petite échelle.
Ces ondes baroclines synoptiques atteignent leur maximum d’énergie cinétique haute fréquence au
milieu des océans (figure 1.13). Ces ondes qui se propagent en altitude sont associées par interaction
barocline à des dépressions de surface. Ce mécanisme sera expliqué dans la sous-section suivante.
Nous pouvons voir que les trajectoires des dépressions (figure 1.14), qui définissent la position du rail
des dépressions, se superposent à l’énergie cinétique transitoire haute fréquence et qu’elles sont plus
nombreuses sur le bord ouest de l’océan Atlantique que sur l’Amérique du Nord. L’intensité du rail
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des dépressions (ou « storm-track » en anglais), caractérisée par l’énergie cinétique haute fréquence,
est une mesure de l’activité synoptique des ondes (Blackmon et al., 1977; Hoskins et Valdes, 1990).
Dans la suite, nous allons décrire le cycle de vie des ondes transitoires haute fréquence ou ondes
baroclines et leur rétroaction sur l’écoulement moyen.
1.3.3. Le cycle de vie des ondes baroclines
Les ondes baroclines sont excitées sur la zone barocline définie au début de cette section. Ensuite,
le mécanisme d’interaction barocline permet la croissance des ondes associées aux perturbations qui
vont ensuite se propager de chaque côté de la zone d’excitation.
L’interaction barocline
Figure 1.15 – Schéma de l’interaction barocline. Les lignes colorées représentent le PV près de la tropopause
en haut et en surface en bas. Plus c’est rouge, plus le PV est fort, plus c’est bleu, plus le PV est faible. L’ellipse
noire représente la circulation cyclonique autour de l’anomalie positive de PV désignée par PV+. Les flèches
bleues représentent le vent méridien induit par l’anomalie de surface et les fléches roses le vent méridien induit
par l’anomalie d’altitude. La flèche noire représente le jet zonal d’altitude.
Le mécanisme de croissance des perturbations baroclines par interaction barocline est schématisé
sur la figure 1.15. En surface, il y a un fort gradient méridien de température et par la relation du
vent thermique, il y a un fort cisaillement de vent zonal sur la verticale. De par l’équation (1.9),
en considérant uniquement les variations du vent zonal sur la verticale, le gradient méridien du PV
quasi-géostrophique est alors de signe opposé à la dérivée seconde du vent zonal par rapport à la
pression. Donc comme le vent zonal est minimal en surface et maximal en haut, alors la dérivée
seconde par rapport à la pression du vent zonal est positive en surface et négative en haut donc le
gradient méridien de PV est négatif à la surface et positif en haut. Les deux autres termes du membre
de droite de l’équation (1.9) atténuent la différence verticale entre les gradients de PV. Supposons
qu’une anomalie positive de PV se développe en altitude. Elle possède une circulation cyclonique qui
provoque un fort vent méridien sur son bord est (cf. la flèche rose en haut sur la figure 1.15) et induit
un vent à la surface dans la même direction (cf. la flèche rose en bas sur la figure 1.15) ce qui va
amener du fort PV vers le nord donc créer une anomalie positive de PV en surface (si elle n’existait
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pas déjà) et décalée vers l’est par rapport à l’anomalie d’altitude. Cette anomalie de surface a aussi
une circulation cyclonique qui va avoir un vent méridien dirigé vers le sud sur son bord ouest (cf.
la flèche bleue en bas sur la figure 1.15) qui va induire le même vent en altitude amenant du fort
PV dans l’anomalie et ainsi la renforcer. Ce mécanisme, décrit par Hoskins et al. (1985), explique
donc la croissance des perturbations baroclines par interaction entre deux anomalies de PV décalées
vers l’ouest avec l’altitude. Le même raisonnement peut être tenu en considérant deux anomalies de
température potentielle. Même si le gradient méridien de température potentielle est dirigé vers le
nord que ce soit en surface ou en altitude, l’anomalie cyclonique de vorticité potentielle en surface
est une anomalie chaude par rapport à son environnement, tandis qu’en altitude, c’est une anomalie
froide. Pour décrire l’interaction barocline, on peut aussi utiliser le vecteur
−→
Q , défini par Hoskins
et al. (1978) :
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où R est la constante des gaz parfaits, p la pression, T la température et
−→
Vg le vent géostrophique.
Il a été montré que la divergence du vecteur
−→
Q est proportionnelle à l’opposé d’un Laplacien tri-
dimensionnel de la vitesse verticale (Hoskins et al., 1978; Sanders et Hoskins, 1990). Par conséquent,
lorsque
−→
Q converge, la vitesse verticale est positive et il y a ascendance. Lorsque
−→
Q diverge, il y a
subsidence. Si on suppose que l’on se situe sur une isobare où le vent zonal est cisaillé sur la verticale
(∂u/∂ z > 0) donc que la température varie suivant y et uniquement dans cette direction, alors la
divergence du vecteur
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Si le second terme de l’équation (1.11) est négligé, la divergence du vecteur
−→
Q est de signe opposé
au Laplacien du vent méridien géostrophique. Donc, si on a une dépression cyclonique en surface, le
vent méridien vers le nord est maximal à l’est de la dépression donc
−→
Q converge et il y a ascendance.
Du côté ouest de la dépression, le vent méridien dirigé vers le sud est minimal et il y a divergence
de
−→
Q donc de la subsidence. L’anomalie de tourbillon en altitude va provoquer de l’ascendance sur
son bord est ce qui va étirer vers le haut l’anomalie de tourbillon de surface et ainsi augmenter son
tourbillon relatif. De même, la subsidence sur le bord ouest de l’anomalie de surface va étirer vers
le bas l’anomalie d’altitude et donc augmenter son tourbillon. Lorsque les deux anomalies sont dé-
phasées avec l’anomalie d’altitude à l’ouest de l’anomalie de surface, les deux anomalies croissent
par interaction barocline. A cause du fort vent zonal en altitude, l’anomalie d’altitude va se déplacer
plus rapidement vers l’est que l’anomalie de surface donc elles vont se retrouver en phase quand la
dépression est mature puis elle disparaît par dissipation.
Propagation des perturbations baroclines
Les ondes baroclines ainsi amplifiées vont se propager de chaque côté de la zone barocline comme
nous pouvons le voir sur la figure 1.16, vers le nord du côté polaire de la zone d’excitation et vers
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Figure 1.16 – Représentation schématique de la propagation des ondes de Rossby et de leur impact sur le vent
zonal. « Stirring » est l’excitation des ondes de Rossby par les tourbillons baroclines aux moyennes latitudes.
Les ondes de Rossby se propagent de chaque côté de la zone d’excitation. La quantité de mouvement converge
dans la zone d’excitation ce qui produit un vent d’ouest à cette latitude et un vent d’est plus faible de chaque
côté. Cette image est issue de Vallis (2006).
le sud du côté équatorial. Pour les ondes de Rossby, la vitesse de groupe est de signe opposé au flux
méridien de quantité de mouvement qui est donc négatif au nord de la zone d’excitation et positif au
sud. De part le signe du flux, les ondes baroclines vont être étirées dans la direction sud-ouest/nord-est
au nord de la zone d’excitation et étirées dans la direction nord-ouest/sud-est au sud. A la latitude de
la zone d’excitation, il y a convergence du flux méridien de quantité de mouvement qui est minimal
ce qui provoque une accélération du vent zonal à cette latitude (cf. le profil méridien du vent zonal
sur la droite de la figure 1.16). Ce vent zonal va être ressenti jusqu’à la surface et est appelé jet piloté
par le rail des dépressions ou « eddy-driven » jet en anglais. Il a donc une structure verticale plus
barotrope que le jet subtropical. La plupart du temps, ces deux composantes du jet sont confondues
et il est impossible de les discerner. Hoskins et Karoly (1981) ont montré que les ondes de Rossby
se propageaient en suivant des chemins préférentiels formant des arcs de cercle. En effet lors de la
propagation des ondes vers le pôle, le nombre d’onde méridien va devenir de plus en plus petit donc
l’onde va prendre une orientation plus zonale puis va se propager vers l’équateur lorsque le nombre
d’onde méridien sera négatif. De plus, dans la théorie linéaire, la propagation n’est possible que
lorsque l’indice de réfraction est positif. Dans un écoulement géostrophique, l’indice de réfraction sur
la sphère a pour expression générale :
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où q et u sont respectivement le PV et le vent zonal de l’écoulement moyen, c est la vitesse angulaire
de la perturbation, a est le rayon de la Terre, N est la fréquence de Brunt-Väisälä, H est l’échelle de
hauteur, m est le nombre d’onde zonal adimensionné, et le gradient méridien de PV de l’écoulement
moyen a pour expression :
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où ρ est la densité. L’indice de réfraction est plus fort vers l’équateur que vers le pôle car β =
2Ωcosϕ/a, qui intervient dans l’équation (1.13), est plus fort à l’équateur. Lors de leur propaga-
tion vers le pôle, les ondes vont généralement atteindre une région où l’indice de réfraction sera nul
ce qui va provoquer leur réflexion vers l’équateur. Lors de leur propagation vers l’équateur, elles vont
atteindre une zone où l’indice de réfraction sera infini, c’est-à-dire que la vitesse de phase zonale de
l’onde sera égale à la vitesse zonale de l’écoulement moyen (u= cacosϕ dans l’équation (1.12)) donc
elles vont mettre un temps infini à atteindre cette zone et vont disparaître par des processus d’absorp-
tion/dissipation. Lors de leur propagation, les ondes vont atteindre une amplitude telle qu’elles vont
pouvoir déferler (cf. sous-section suivante) et ensuite elles vont se dissiper principalement à cause
de la friction. Dans cette région de déferlement et de dissipation, les ondes vont décélérer le vent
zonal ce qui est schématisé sur le profil vertical du vent zonal de la figure 1.16. Les perturbations des
moyennes latitudes extraient leur énergie de leur environnement par interaction barocline et perdent
de leur énergie par interaction barotrope par étirement horizontal de chaque côté du jet ce qui convertit
l’énergie cinétique turbulente de la perturbation en énergie cinétique pour l’écoulement moyen à la
latitude d’excitation des perturbations.
1.3.4. Les déferlements d’ondes de Rossby
Le déferlement d’ondes est un phénomène non-linéaire qui se produit lorsque les ondes atteignent
de grandes amplitudes et que les effets non-linéaires ne sont plus négligeables. Il est défini par le
retournement irréversible du gradient de tourbillon potentiel sur une surface isentrope et provoque
le mélange d’air de PV différents. Ce phénomène est analogue au déferlement des vagues sur une
plage. Lorsqu’elles arrivent sur la côte, les vagues ont des amplitudes plus élevées, la crête se déplace
plus vite que le creux de la vague et par conséquent la vague déferle. Thorncroft et al. (1993) ont
défini deux types de déferlement d’ondes se produisant à la fin de deux cycles de vie différents des
ondes baroclines (figure 1.17). Le déferlement de type anticyclonique survient à la fin du cycle de
vie LC1 lorsque les ondes ont une orientation sud-ouest/nord-est et se produit plutôt sur le bord est
des océans au sud du courant-jet (figure 1.17a). Le déferlement de type cyclonique survient à la fin
Figure 1.17 – Propagation d’une onde barocline représentée par un contour de PV (ligne noire pleine) a) A la
fin du cycle de vie LC1, il y a un déferlement anticyclonique au sud du courant-jet (ligne en tirets). b) A la fin du
cycle de vie LC2, il y a un déferlement cyclonique au nord du courant-jet. Cette image est issue de Thorncroft
et al. (1993).
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Figure 1.18 – Climatologie sur DJF à 200 hPa des flux méridiens de quantité de mouvement haute fréquence
(période inférieure à 10 jours) uHFvHF (plages colorées, unité : m2.s−2) et du vent zonal (contours noirs, le
premier contour vaut 20 m.s−1 et l’intervalle 10 m.s−1).
du cycle de vie LC2 lorsque les ondes ont une orientation sud-est/nord-ouest et se produit plutôt
sur le bord ouest des océans au nord du courant-jet (figure 1.17b). Comme nous pouvons le voir
sur la figure 1.18, les flux méridiens de quantité de mouvement sont légèrement négatifs au nord
des moyennes latitudes et fortement positifs au sud. Donc comme nous l’avons dit au paragraphe
précédent, les ondes vont prendre une orientation sud-est/nord-ouest au nord de la zone d’excitation
ce qui favorise le déferlement de type cyclonique et une orientation sud-ouest/nord-est au sud de
la zone d’excitation ce qui favorise le déferlement anticyclonique. Les déferlements cycloniques se
produiront donc majoritairement au nord des moyennes latitudes et les déferlements anticycloniques
plutôt au sud des moyennes latitudes. Nous pouvons remarquer sur la figure 1.18 que les flux sont plus
fortement positifs que négatifs. Les ondes se propageant principalement vers les régions où l’indice
de réfraction est le plus fort, c’est-à-dire vers l’équateur, leur vitesse de groupe sera négative donc
les flux de quantité de mouvement seront positifs et elles auront une oritentation sud-ouest/nord-est.
C’est l’asymétrie de l’indice de réfraction entre les basses et hautes latitudes, qui provient elle-même
essentiellement de celle de β , qui provoque cette asymétrie entre les deux signes des flux de quantité
de mouvement.
1.4. La variabilité basse fréquence de l’atmosphère
Dans les sections précédentes, nous avons discuté de l’écoulement moyen dans la troposphère,
des ondes quasi-stationnaires et des ondes transitoires. Maintenant, nous allons nous intéresser à la
variabilité basse fréquence de l’atmosphère c’est-à-dire à des phénomènes qui évoluent lentement
et qui ont une durée de vie d’environ dix jours ou plus. La variabilité basse fréquence peut être
interannuelle, intrasaisonnière et interdécennale. Parmi les différents modes de variabilité que nous
allons décrire, il y a les téléconnexions et les régimes de temps qui varient suivant ces trois échelles
de temps. Les téléconnexions peuvent être obtenues en calculant un indice de téleconnectivité qui est
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la corrélation la plus négative avec un autre point du champ considéré (Wallace et Gutzler, 1981) ou
bien en calculant les fonctions orthogonales empiriques tandis que les régimes de temps peuvent être
obtenus à partir d’une méthode de partitionnement (Michelangeli et al., 1995). La première méthode
est expliquée dans la sous-section suivante et nous décrirons les deux dernières méthodes dans le
chapitre 2.
1.4.1. Les téléconnexions
Figure 1.19 – Valeur absolue multipliée par 100 de la plus forte corrélation négative avec un autre point de
l’espace calculée en comparant les champs de géopotentiel à 500 hPa pendant 15 hivers (DJF) de 1962-63 à
76-77. Les régions où la corrélation est comprise entre 60 et 75 sont en gris clair et les régions où la corrélation
est supérieure ou égale à 75 sont en gris foncé. Les flèches reliant les centres de fortes téléconnectivités mettent
en évidence les principales téléconnexions de l’hémisphère nord. Cette image est issue de Wallace et Gutzler
(1981).
Les téléconnexions sont définies à partir de longues séries temporelles qui révèlent des corrélations
ou anti-corrélations de grande échelle de l’écoulement sur certaines régions de la planète. Dans cette
sous-section, nous allons décrire les principaux modes de variabilité interannuelle de l’atmosphère
présents dans l’hémisphère nord, appelés téléconnexions car ils permettent une interaction entre dif-
férentes régions du globe. Wallace et Gutzler (1981) calculent les corrélations du géopotentiel à 500
hPa de chaque point du globe avec tous les autres points. Ensuite, ils attribuent au point étudié la plus
forte anticorrélation trouvée avec un autre point9. Ainsi, ils tracent la figure 1.19 qui résume toutes
les téléconnexions présentes dans l’hémisphère nord. Il y a principalement deux téléconnexions sur
l’Atlantique appelée Atlantique Est et Atlantique Ouest. Elles peuvent être regroupées pour former
9Par exemple, si le point A(40°W-65°N) a une corrélation minimale de -0,78 avec le point B(40°W-30°N), alors la
valeur attribuée au point A est la valeur absolue de la corrélation soit 0,78.
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l’oscillation Nord-Atlantique dont la phase positive sera plus associée à l’oscillation Atlantique Est
et la phase négative à l’oscillation Atlantique Ouest (Cassou et al., 2004b). Ensuite, il y a la télécon-
nexion du Pacifique Ouest. Ces trois téléconnexions ont une structure dipolaire. La quatrième plus
importante présente quatre centres d’action et se situe sur le Pacifique Est jusque sur l’Amérique
du Nord. Elle est appelée l’oscillation Pacifique-Nord Américaine. Les téléconnexions sont des phé-
nomènes transitoires qui comme pour cette dernière oscillation peuvent prendre la forme de trains
d’ondes. Les téléconnexions peuvent se retrouver en faisant une analyse en fonctions orthogonales
empiriques qui revient à calculer les vecteurs propres de la matrice de covariance pour identifier un
nombre fini de structures spatiales autour desquelles l’atmosphère fluctue. Cette analyse sera plus
détaillée dans la section 2.6.
L’oscillation Nord-Atlantique
Figure 1.20 – Représentation des deux phases de l’oscillation Nord-Atlantique, de leurs caractéristiques et de
leur impact sur le climat alentours. La phase positive est à gauche et la phase positive à droite. Ces images
sont issues du site internet http://www.ldeo.columbia.edu/ res/pi/NAO/ .
L’oscillation Nord-Atlantique (ou NAO pour North Altantic Oscillation), nommée ainsi par Wal-
ker et Bliss (1932), a été découverte en comparant les champs de pression grande échelle entre l’Is-
lande et l’archipel des Açores. Ils ont montré que la NAO se caractérisait par une oscillation de la
différence entre les basses pressions moyennes sur le nord de l’Atlantique, la dépression d’Islande, et
les hautes pressions plus au sud, l’anticyclone des Açores, d’où sa structure dipolaire que l’on peut
voir sur les figures 1.19 et 1.20. Barnston et Livezey (1987) ont montré que la NAO est la structure
la plus forte et persistante durant toute l’année bien que ses amplitudes soient plus élevées en hiver
qu’en été. La phase positive de l’oscillation est présente quand la dépression d’Islande et l’anticyclone
des Açores sont forts. La phase négative est présente quand la dépression d’Islande est décalée vers
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Figure 1.21 – Indice mensuel de la NAO depuis 1950 jusqu’à Avril 2012. Les zones colorées en rouge montrent
les phases positives et en bleu les phases négatives. Cette image est issue du site internet du Climate Prediction
Center de la NOAA http://www.cpc.ncep.noaa.gov/data/ teledoc/nao.shtml .
le sud et que l’anticyclone des Açores est moins fort. Ces deux phases et leur impact sur le climat
des régions proches sont représentés sur la figure 1.20. La modification du champ de pression grande
échelle provoque aussi des changements d’autres paramètres de grande échelle comme la température
ou le vent. Ainsi pendant la phase positive, le vent moyen d’ouest en altitude est fort et dirigé vers le
nord-est alors que pendant la phase négative, il est moins fort et a une direction plus zonale vers le sud
de l’Europe. Par conséquent, les tempêtes extratropicales vont toucher le nord de l’Europe pendant la
phase positive et le sud de l’Europe pendant la phase négative. Pendant la phase positive, l’Europe du
Sud, l’Afrique du Nord et la région autour de la mer du Labrador ont un temps sec avec des tempé-
ratures supérieures à la normale tandis que l’Europe du Nord, l’Islande et la côte est d’Amérique du
Nord ont un temps humide avec des températures inférieures à la normale. Pendant la phase négative,
les anomalies sont inversées. Un indice basé sur cette différence de pression permet d’associer une
phase à un jour ou une période donnée (figure 1.21). On peut voir que l’alternance entre les phases ne
montre pas de période claire. Mais la phase positive tend à être plus fréquente que la phase négative
depuis les années 1980 alors que c’était plutôt le contraire dans les années 1960 (Hurrell, 1995; Feld-
stein, 2002b; Cohen et Barlow, 2005). Récemment, la tendance s’est de nouveau inversée et la phase
négative tend à être plus présente depuis les années 2004.
Feldstein (2003) a montré qu’un train d’ondes se propageant sur le Pacifique Nord jusque sur la
côte est de l’Amérique du Nord déclenchait la formation de la phase positive de la NAO, tandis que la
phase négative de la NAO avait plutôt un développement in-situ. Il a mis en évidence que les processus
non-linéaires et en particulier les flux de tourbillon transitoires haute et basse fréquences renforçaient
la NAO pendant sa période de croissance. La période de décroissance est quant à elle dominée par les
processus linéaires et en particulier la divergence de l’écoulement et les flux de tourbillon transitoires
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basse fréquence. Par contre, les flux de tourbillon transitoires haute fréquence tendent plutôt à main-
tenir la NAO.
a)
b)
c)
d)
e)
f)
g)
h)
NAO+ NAO-
Figure 1.22 – Schéma montrant l’écoulement et ses caractéristiques pendant la formation de la phase positive
de la NAO (a à d) et de la phase négative (e à h). Les contours noirs représentent les isentropes de l’écoulement
total 305 K au nord et 335 K au sud. Les lignes en tirets montrent les axes des thalwegs. Les anomalies d’air
chaud (W) et d’air froid (C) sont représentées par les zones grisées. Cette image est issue de Benedict et al.
(2004).
Plus précisément, Benedict et al. (2004) ont montré que les processus non-linéaires intervenant
durant les phases de la NAO étaient reliés aux déferlements d’ondes de Rossby. La phase positive de
la NAO est précédée par un déferlement de type anticyclonique au large de la côté ouest des Etats-
Unis (figure 1.22b) et sur le bord est de l’océan Atlantique Nord au large de la péninsule ibérique et de
l’Afrique du Nord (figures 1.22b et c). Une fois la phase positive installée, on retrouve les anomalies
de température précédemment décrites. Les anomalies de température résultantes de ce déferlement
cyclonique (figure 1.22h) sont de signe opposées à celles de la phase positive avec des températures
plus élevées que la normale au nord et plus basses au sud. De même, la phase négative de la NAO est
précédée par un déferlement de type cyclonique près de Terre-Neuve que l’on peut voir sur les figures
1.22f et g. Plus récemment, Strong et Magnusdottir (2008a) ont confirmé l’existence du déferlement
de type anticyclonique sur le Pacifique Est avant la phase positive de la NAO.
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L’oscillation du Pacifique Ouest
Figure 1.23 – Regression du géopotentiel à 300 hPa sur la période DJFM de 1958 à 2001. Le premier contour
et l’intervalle sont de 10 m. Cette image est issue de Linkin et Nigam (2008).
L’oscillation du Pacifique Ouest (ou WPO pour West Pacific Oscillation) est la seconde ou troi-
sième principale téléconnexion sur le Pacifique (Barnston et Livezey, 1987). Elle est aussi appelée
Oscillation du Pacifique Nord (ou NPO pour North Pacific Oscillation) et a été remarquée pour la pre-
mière fois par des prévisionnistes synopticiens américains (Walker et Bliss, 1932). Comme la NAO, la
WPO a une structure dipolaire orientée nord-sud que l’on peut voir sur la figure 1.23 et elle présente
des pressions anticorrélées entre Hawaï et l’Alaska. Pendant la phase positive de la WPO, le jet est
plus au nord que pendant la phase négative donc comme pour la NAO, le jet subit des fluctuations la-
titudinales de sa position (Rivière, 2010). D’après l’étude de Linkin et Nigam (2008), durant la phase
positive de la WPO, il y a plus de précipitations sur les grandes plaines américaines et sur la côte ouest
d’Amérique du Nord excepté l’extrême ouest du Canada où les précipitations sont plus faibles. De
plus, la température en surface est plus élevée depuis le sud-est des Etats-Unis jusqu’à l’Alaska mais
elle est plus froide qu’en moyenne sur le sud-ouest des Etats-Unis. Comme pour la NAO, pendant
la phase positive de la WPO, il y a plus de déferlements d’ondes de type anticyclonique et moins de
déferlements d’ondes cycloniques qu’en moyennne sur le Pacifique central. C’est le contraire pour la
phase négative où il y a plus de déferlements cycloniques (Rivière, 2010). De plus, les déferlements
anticycloniques semblent intervenir lorsque les anomalies de la phase positive sont déjà présentes et
accélèrent le vent vers le nord-est du Pacifique tandis que les déferlements cycloniques n’en ont pas
besoin pour se produire et accélérer le jet zonal plus au sud.
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L’oscillation Pacifique-Nord américaine
Figure 1.24 – Différence de géopotentiel entre les isobares 1 000 hPa et 500 hPa pour l’oscillation Pacifique
- Nord américaine. L’intervalle entre deux contours est de 20 m. Cette image est issue de Wallace et Gutzler
(1981).
L’oscillation Pacifique-Nord américaine (ou PNA pour Pacific-North American) repose, comme
la NAO, sur une différence de pression entre la dépression des Aléoutiennes et les hautes pressions
sur les Rocheuses. Durant la phase positive de la PNA, la différence de pression entre les deux centres
d’action est forte et les vents d’ouest sur le Pacifique central sont renforcés et ont une grande extension
zonale vers l’est. Pendant la phase négative, la différence de pression est moindre et les vents d’ouest
sont plus faibles et localisés sur la moitié ouest du Pacifique. Comme on peut le voir sur la figure 1.24,
la PNA présente quatre centres d’action qui suivent un des chemins préferentiels mis en évidence par
Hoskins et Karoly (1981). Par conséquent, la PNA est associée à un train d’ondes de Rossby quasi-
stationnaire, se propageant depuis les subtropiques du Pacifique Nord jusqu’au sud-est des Etats-Unis,
qui est excité par le chauffage tropical (voir par exemple, Hoskins et Karoly, 1981; Sardeshmukh et
Hoskins, 1988; Franzke et al., 2011), une amplification barotrope10 à cause de l’asymétrie zonale de
l’écoulement climatologique (Feldstein, 2002a) et aux flux de vorticité transitoires d’échelle synop-
tique (Feldstein, 2002a). En effet, Franzke et al. (2011) ont montré à partir de réanalyses que la phase
positive de la PNA était déclenchée par une forte convection sur le Pacifique Ouest tropical et une
convection affaiblie sur l’océan Indien tropical. Pour la phase négative de la PNA, le déclenchement
a lieu avec les anomalies de convection opposées. Martius et al. (2007) et Franzke et al. (2011) ont
montré que pendant la phase positive de la PNA, le train d’ondes se propageait vers le nord-est du
Pacifique où il subissait du déferlement d’ondes cyclonique sur le nord-est du Pacifique tandis que
pendant la phase négative de la PNA, le train d’ondes s’amplifiait sur le nord-est du Pacifique puis se
10L’instabilité barotrope est associée à un cisaillement horizontal dans le jet. Les instabilités barotropes croissent en
extrayant l’énergie cinétique de l’écoulement moyen.
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propageait vers l’équateur où il subissait un déferlement de type anticyclonique.
Le mode annulaire ou oscillation Arctique
Figure 1.25 – Géopootentiel à 1000 hPa régressé sur l’indice standardisé du mode annulaire calculé à partir
de la pression réduite au niveau de la mer mensuelle entre Janvier 1958 et Décembre 1997. Le premier contour
est 5 m et l’intervalle 10 m. Cette image est issue de Thompson et Wallace (2000).
Le mode annulaire de l’hémisphère nord (NAM pour Northern Annular Mode) est la variabilité
dominante sur l’hémisphère nord. Le NAM est représenté par la première fonction orthogonale em-
pirique obtenue à partir de la moyenne zonale sur l’hémisphère nord du géopotentiel, du vent zonal
ou de la pression réduite au niveau de la mer (Wallace, 2000). Le NAM est caractérisé par une varia-
tion de la différence de la pression réduite au niveau de la mer autour de la latitude 50°N avec une
anomalie sur le pôle Nord et une anomalie ayant une symétrie zonale autour de l’hémisphère au sud
de 50°N (Wallace et Gutzler, 1981). Il a une structure dipolaire comme nous pouvons le voir sur la
figure 1.25. Le NAM est présent dans toute la troposphère où il a une structure barotrope et dans la
stratosphère. En surface, le NAM est appelé Oscillation Arctique (ou AO pour Arctic Oscillation) par
Thompson et Wallace (1998). Plusieurs études suggèrent que la NAO et la WPO sont les expressions
locales du NAM mais cela n’a pas été réellement mis en évidence (Wallace, 2000; Thompson et al.,
2002). Comme nous pouvons le voir sur la figure 1.25, la phase positive de la NAM est caractérisée
par une anomalie négative de géopotentiel sur le pôle Nord et des anomalies positives aux moyennes
latitudes. Sa phase négative présente les anomalies opposées. Pendant la phase positive, le maximum
de vent zonal moyen est déplacé vers le pôle, ce qui déplace aussi le bord nord de la cellule de Hadley
dans la même direction. Ainsi, en altitude, les moyennes latitudes sont plus chaudes tandis que le pôle
est plus froid. Pendant la phase négative, le vent moyen est déplacé vers l’équateur et les anomalies de
température sont opposées. Le NAM a une influence dans les tropiques puisqu’il réchauffe (refroidit)
la haute troposphère et la basse stratosphère pendant sa phase positive (négative). De plus, les alizés
dans les subtropiques sont renforcés pendant la phase positive. Dans la stratosphère, la phase positive
du NAM est associée à un renforcement du vortex polaire alors que pendant la phase négative le vor-
tex polaire est moins intense. Il a été montré que le NAM dans la stratosphère était couplé au NAM
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dans la troposphère et qu’il le précédait de quelques semaines dans de nombreux cas. On peut le voir
sur la figure 1.26 qui montre le décalage du NAM sur la verticale mais le mécanisme de propagation
du signal de la stratosphère vers la troposphère est encore débattu à l’heure actuelle.
Figure 1.26 – Coupe verticale de l’indice journalier du mode annulaire en fonction du temps pour l’hiver
1998-1999. Les zones bleues correspondent aux valeurs positives de l’indice et donc à un vortex polaire stra-
tosphérique fort. Les zones rouges correspondent aux valeurs négatives de l’indice et donc à un vortex polaire
stratosphérique faible. Le premier contour et l’intervalle valent 0,5. Image issue de Baldwin et Dunkerton
(2001).
1.4.2. Les régimes de temps
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Figure 1.27 – Représentation du géopotentiel à 500 hPa (plages colorées) et du vent à 200 hPa (contours
noirs) pour les quatre régimes de temps : a) le blocage scandinave, b) la dorsale Atlantique, c) l’anticyclone
groenlandais et d) le régime zonal. L’unité du géopotentiel est le m. Le premier contour noir vaut 20 m.s−1 et
l’intervalle est de 10 m.s−1.
Un autre concept de variabilité basse fréquence est la décomposition de l’atmosphère en des états
quasi-stationnaires, persistants et récurrents appelés régimes de temps. Ces états ont été observés par
des synopticiens à partir des années 1950 (Rex, 1950) mais la notion de régimes de temps est un peu
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Figure 1.28 – Représentation de l’énergie cinétique haute fréquence à 200 hPa pour les quatre régimes de
temps : a) le blocage scandinave, b) la dorsale Atlantique, c) l’anticyclone groenlandais et d) le régime zonal.
L’unité est le m2.s−2.
plus récente. Ce n’est que depuis les années 1990 que nous pouvons disposer d’un nombre suffisant
de données pour pouvoir faire des statistiques sur l’atmosphère. Divers algorithmes de classification
permettent de décomposer l’atmosphère en différents états. Les régimes de temps peuvent être défi-
nis comme les états de l’atmosphère qui ont la plus forte probabilité d’occurrence (Kimoto et Ghil,
1993a,b) ou bien en cherchant les structures associées à des anomalies persistantes dans certaines
régions (Dole et Gordon, 1983) ou encore comme les états de l’atmosphère pour lesquels le mouve-
ment de grande échelle est stationnaire au sens statistique (Vautard, 1990). Le but de ces algorithmes
est de répartir les situations de l’atmosphère en un nombre fini de classes de manière à minimiser
la variance dans chaque classe mais de maximiser la variance entre chaque classe. Il y a deux ca-
tégories d’algorithmes : les algorithmes dits de partitionnement et dits hiérarchiques. L’algorithme
de partitionnement (Legras et al., 1987) regroupe avec des critères de ressemblance les situations de
l’atmosphère en un nombre d’états fixé au départ mais dont le barycentre est recalculé à chaque ité-
ration jusqu’à ce que les critères de variance inter- et intra-classes soient satisfaits. Cet algorithme
est appelé méthode des k-means. L’algorithme hiérarchique regroupe avec des critères de similarité
les situations de l’atmosphère en différentes classes dont le nombre diminue à chaque itération par
fusion des classes entre lesquelles la variance est faible (Ward, 1963) jusqu’à retrouver la situation
climatologique dans laquelle toutes les situations de départ sont regroupées. La classification hiérar-
chique peut se réprésenter sous la forme d’un organigramme et le nombre de classes choisi dépend du
niveau auquel on se place dans l’organigramme. La méthode de décomposition utilisée ici est celle de
Michelangeli et al. (1995), qui utilise la méthode des k-means. Elle sera expliquée plus en détail dans
la section 2.7. Pendant la période du 16 octobre au 15 avril des années 1958 à 2001, quatre régimes
de temps principaux sur le domaine Euro-Atlantique, autour desquels fluctue l’atmosphère, ont été
identifiés par Vautard (1990). Ils ont une durée de vie moyenne de 8 à 10 jours. Cette décomposition
offre une description plus précise de la variabilité basse fréquence de l’atmosphère que la NAO. Il
y a le régime de blocage, le régime de dorsale Atlantique, le régime de l’anticyclone groenlandais
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et le régime zonal. Ces deux derniers régimes sont souvent associés aux phases de la NAO. L’anti-
cyclone groenlandais est associé à la phase négative de la NAO et le régime zonal est associé à la
phase positive de la NAO. Ces quatre régimes ont une structure barotrope sur la verticale avec des
anomalies en surface de plus faible amplitude et des anomalies plus élevées en haute troposphère.
Les anomalies de géopotentiel à 500 hPa caractéristiques de chaque régime sont représentées sur la
figure 1.27. A chaque régime de temps est associé un climat particulier sur l’Europe que nous allons
décrire maintenant (Plaut et Simonnet, 1994; Yiou et Nogaj, 2004). Ils influencent les dépressions qui
en retour rétroagissent sur cet écoulement qui leur a donné naissance (Branstator, 1995; Whitaker et
Dole, 1995; Lau, 1988).
Le blocage scandinave est caractérisé par un fort anticyclone sur la Scandinavie avec un maxi-
mum de vent zonal en haute troposphère qui est dévié vers le nord au milieu de l’Atlantique et qui
présente un maximum au nord de la Scandinavie (figure 1.27a). On peut voir sur la figure 1.28a que
le rail des dépressions atteint à peine l’Europe occidentale et qu’il a une branche qui s’étend vers la
Scandinavie. Pendant le blocage, l’Europe est dans un écoulement de nord-est et l’air sibérien arrive
jusque sur l’Europe occidentale provoquant de longues vagues de froid intense comme la France en a
fait l’expérience en Janvier-Février 2012. De plus, il fait aussi très froid sur la mer du Labrador mais
par contre, sur la Scandinavie, l’Islande et le Groenland, il fait un temps beaucoup plus chaud. Dans la
suite, nous utiliserons le terme de blocage pour désigner uniquement le blocage scandinave. En effet,
le terme de blocage désigne souvent un écoulement bloqué, c’est-à-dire qui contourne un anticyclone
par le nord, donc fortement dévié vers le nord à l’ouest de l’anticyclone et fortment dévié vers le sud
à l’est de l’anticyclone. A partir de cartes du géopotentiel, ce type de blocage s’identifie à une forme
en Ω de l’écoulement et il peut se produire dans certaines régions du globe (cf. figure 1b de Davini
et al., 2012).
Le régime de dorsale Atlantique est caractérisé par un anticyclone centré sur l’Atlantique avec un
jet zonal dévié vers le nord le long de la côte est d’Amérique du Nord et ensuite dirigé vers l’Angle-
terre (figure 1.27b). Le rail des dépressions suit le même chemin depuis le sud de Terre-Neuve jusque
vers l’Angleterre (figure 1.28b). Les dépressions vont pouvoir atteindre le nord de l’Europe. Pendant
ce régime, il y a un écoulement de nord/nord-ouest sur l’Europe occidentale et de la Scandinavie au
nord du Groenland donc le temps y est froid tandis que les températures sont élevées au large de
Terre-Neuve.
Pendant le régime de l’anticyclone groenlandais, comme son nom l’indique, il y a un fort anticy-
clone sur le Groenland et le vent zonal a une orientation est-ouest depuis l’Amérique du Nord jusque
vers l’Europe du Sud (figure 1.27c). Les dépressions vont atteindre le sud de l’Europe (figure 1.28c).
Sur l’Europe du Nord, le temps est froid et sec tandis qu’il est chaud sur le bassin méditerranéen
comme sur la mer du Labrador et ses alentours.
Pendant le régime zonal, il y a une dépression centrée entre le Groenland et l’Islande et le vent zo-
nal a une orientation sud-ouest/nord-est depuis l’Amérique du Nord jusque vers l’Angleterre (figure
1.27d). Il fait froid sous la dépression jusqu’au large de l’Irlande tandis que sur l’Europe du Nord
qui est dans un flux d’ouest, il fait un temps chaud. Contrairement aux trois autres régimes de temps
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pour lesquels le rail des dépressions est sur la partie ouest du bassin océanique, le rail des dépressions
du régime zonal est centré sur l’Atlantique Nord et permet aux dépressions de pénétrer sur l’Europe
(figure 1.28d).
Nous venons de décrire l’impact grande échelle de chaque régime de temps sur le climat du do-
maine Euro-Atlantique Nord mais il peut varier localement à l’échelle régionale (cf. la figure sup-
plémentaire 2 de Cassou, 2008). En comparant les figures 1.27 et 1.28, nous pouvons remarquer que
le jet subtropical, situé sur la côte est des Etats-Unis vers 35°N, reste immobile pendant les quatre
régimes de temps alors que la position de l’« eddy-driven » jet varie et permet de savoir quelle est la
tendance du climat sur l’Europe. D’autre part, une fraction du changement de la circulation atmosphé-
rique dû au forçage anthropique pourrait s’interpréter par une variation de la fréquence d’occurrence
des régimes existants et non par l’apparition de nouveaux régimes (Corti et al., 1999).
1.5. Problématique
Comme nous venons de le voir, les situations météorologiques de l’atmosphère peuvent être ré-
parties en un nombre restreint d’états quasi-stationnaires, récurrents et persistants appelés régimes de
temps sur l’Europe et l’Atlantique Nord. Il a été montré que ces régimes de temps influencent le com-
portement des dépressions des moyennes latitudes qui en retour rétroagissent sur le régime qui leur a
donné naissance en augmentant leur persistance. Récemment, en utilisant le phénomène du déferle-
ment d’ondes de Rossby, Benedict et al. (2004) ont montré que le déferlement des ondes synoptiques
associées aux dépressions déclenchaient les différentes phases de la NAO. Il est donc légitime de vé-
rifier si c’est le cas pour les régimes de temps. C’est ce que nous allons étudier dans le chapitre 3 en
regardant la dynamique des transitions entre régimes de temps ce qui n’a pas été vraiment approfondi
jusqu’à présent. De plus, comme nous l’avons vu, les déferlements d’ondes arrivent à déplacer le jet
lié au rail des dépressions. Nous allons donc aussi étudier la position et la variabilité du jet en lien
avec les déferlements d’ondes à partir de simulations idéalisées avec des températures de surface de
la mer prescrites par nos soins.

Chapitre 2
Les données et les outils numériques
Dans ce chapitre, nous allons décrire les données utilisées. Puis, nous verrons la méthode de
détection des déferlements d’ondes que nous avons mise en oeuvre et nous la comparerons à d’autres
méthodes présentes dans la littérature. Ensuite, nous décrirons la méthode de suivi automatique des
dépressions qui a donné les trajectoires que nous avons utilisées. Puis nous décrirons le filtrage des
données pour séparer les contributions des différentes échelles temporelles et les tests de significativité
utilisés pour tester la fiabilité des résultats obtenus. Ensuite, nous décrirons les différentes méthodes
pour obtenir les différents états quasi-stationnaires autour desquels fluctue l’atmosphère que sont les
phases des téléconnexions d’une part et les régimes de temps d’autre part.
2.1. Les réanalyses ERA40
Les réanalyses sont obtenues à partir du modèle de prévision IFS (pour Integrated Forecasting
System) à courte échéance, développé par le centre européen (CEPMMT pour Centre Européen pour
les Prévisions Météorologiques à Moyen Terme), qui assimile toutes sortes d’observations. Ces ob-
servations sont obtenues par différents satellites, des radiosondes, des avions, des bouées, des ballons
et des stations météorologiques. Les observations varient dans le temps c’est-à-dire que par exemple,
les données satellites n’ont pu être assimilées qu’à partir des années 1970 car il n’y en avait pas avant.
Mais le nombre d’observations assimilées n’a fait que croître au cours du temps. Ainsi les réanalyses
de différentes variables météorologiques sont disponibles toutes les 6 heures sur 60 niveaux verticaux
de 1000 hPa à 0,1 hPa de septembre 1957 à août 2002. Plus d’informations sur les réanalyses, les
observations et le modèle utilisé sont disponibles dans l’article de Uppala et al. (2005). Les réana-
lyses, même si elles tentent de reproduire au mieux l’état de l’atmosphère dans le passé, ne sont pas
parfaites. Par exmple, il a été montré dans Uppala et al. (2005) que les précipitations sur les tropiques
étaient trop élevées par rapport à la réalité. Dans la suite, nous nous focaliserons sur les « hivers éten-
dus » c’est-à-dire du 16 octobre au 15 avril de 1958 à 2001 qui représentent les périodes où les régimes
de temps ont été définis. Cette période de 43 hivers étendus compte 7837 jours.
Il existe d’autres réanalyses du centre européen comme ERA-Interim (Simmons et al., 2007) qui
prennent en compte des processus de plus petites échelles afin de mieux décrire les précipitations par
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exemple. Ces réanalyses couvrent la période de janvier 1979 à nos jours soit 32 hivers étendus. Donc
comme nous désirons la période la plus longue possible pour faire les statistiques et que seules les
interactions entre les échelles synoptiques et planétaires nous intéressent, les réanalyses ERA40 nous
conviennent parfaitement.
2.2. Détection des déferlements d’ondes
Pour détecter les déferlements d’ondes présents sur les contours de tourbillon absolu ou potentiel,
nous avons codé un algorithme de détection en fortran. Il est basé sur la détection des contours circum-
polaires de la valeur désirée orientés d’ouest en est, puis en appliquant des conditions sur l’orientation
des contours, on peut connaître les zones de déferlements d’ondes et leurs types. Cet algorithme ne
détecte donc pas les anomalies de tourbillon qui correspondent à des gouttes froides qui peuvent se
produire spontanément ou à la fin d’un déferlement anticyclonique (figure 1.17a). Dans la suite, nous
allons décrire l’algorithme puis le comparer à d’autres méthodes utilisées dans la littérature.
2.2.1. Description de l’algorithme
Détection des contours
Figure 2.1 – Schéma d’une boîte élémentaire d’une grille longitude-latitude de la sphère terrestre définie par
les quatre sommets A, B, C et D où i et j sont les indices en longitude et latitude. S est le point au centre de la
boîte qui est le sommet commun aux quatre triangles. ph et pb sont les poids attribués aux quatre sommets qui
dépendent de la distance entre le point considéré et S.
Le champ initial doit être périodique, c’est-à-dire que le dernier point en longitude (+180°) doit
correspondre au premier point en longitude (-180°). On commence par regarder la première longitude
(-180°) et on balaye les latitudes depuis la plus basse vers la plus haute. Si i est l’indice de longitude
et j l’indice de latitude, chaque « boîte » ou « case » élémentaire de la grille est définie par les quatre
points de coordonnées (i,j) pour le point A en bas à gauche, (i+1,j) pour le point B en bas à droite,
(i+1,j+1) pour le point C en haut à droite et (i,j+1) pour le point D en haut à gauche (figure 2.1). Dans
chaque case, on cherche à savoir s’il y a un contour de la valeur désirée. Pour cela, on utilise une
soubroutine appelée conrec, disponible sur le site internet http://local.wasp.uwa.edu.au/~pbourke/
papers/conrec/. Le principe de ce programme est le suivant : tout d’abord, on vérifie si la valeur du
2.2. Détection des déferlements d’ondes 39
contour cherché est comprise entre le minimum et le maximum des valeurs des quatre points. Si la
condition n’est pas vérifiée, on passe à la case de la latitude suivante. Si la condition est vérifiée alors,
la case est divisée en quatre triangles ayant un sommet commun au centre S (figure 2.1). Les valeurs
du tourbillon sont connues aux quatre points de grille donc on peut obtenir la valeur du tourbillon du
sommet commun S par interpolation. Comme les deux points du haut sont plus proches de S que les
deux points du bas de par la sphéricité de la Terre, on leur assigne une pondération différente. Les
pondérations de chaque sommet sont calculées de la manière suivante :
pb =
√[
cosϕ( j)∗λ (i+1)− cosϕ( j)∗λ (i)
2
]2 [ 2
ϕ( j+1)−ϕ( j)
]2
,
ph =
√[
cosϕ( j+1)∗λ (i+1)− cosϕ( j+1)∗λ (i)
2
]2 [ 2
ϕ( j+1)−ϕ( j)
]2
,
où λ et ϕ sont respectivement la longitude et la latitude. Donc la valeur du tourbillon au sommet S
vaut :
TS =
1
2/pb+2/ph
(
TA
pb
+
TB
pb
+
TC
ph
+
TD
ph
)
,
où T est la valeur du tourbillon. Ensuite, en comparant les valeurs des trois sommets de chaque tri-
angle, on peut savoir dans quel triangle passe le contour et la longitude et latitude des points. Si les
points ne correspondent pas à un sommet mais qu’ils coupent les côtés des triangles, leurs longitudes
et latitudes sont calculées avec les formules suivantes :
λ =
TBλA−TAλB
TB−TA et ϕ =
TBϕA−TAϕB
TB−TA .
Une fois le contour détecté, on détermine la case suivante et on repasse la subroutine dans cette case
et ainsi de suite jusqu’à ce que l’on retrouve le point de départ. En comptant le nombre de longitudes
traversées par le contour, sans compter deux fois la même, on peut vérifier si le contour fait le tour
du pôle ou s’il se referme sur lui même. Dans ce dernier cas, ce contour sera éliminé puisque c’est
une anomalie de tourbillon qui peut être reliée à la fin d’un déferlement anticyclonique et qui ne nous
intéresse donc pas.
Les valeurs des contours détectés dépendent de la variable utilisée. Lorsque l’on considère le
tourbillon absolu, l’algorithme détecte les contours entre -2.10−4 s−1 et 2.10−4 s−1 par pas de 2.10−5
s−1 soit 21 contours. Si l’on considère le tourbillon potentiel, l’algorithme détecte les contours entre
-10 pvu et 10 pvu par pas de 0,5 pvu soit 41 contours.
Détection des déferlements
Pour détecter les déferlements, les contours sont orientés d’ouest en est et nous utilisons les condi-
tions définies par Rivière (2009) et Rivière (2010). Chaque point d’un contour est défini par sa lon-
gitude et sa latitude. Dans une zone de déferlement, le contour orienté va d’est en ouest donc la
longitude doit décroître. Si k est le numéro du point, pour savoir s’il y a un déferlement, il faut com-
parer la longitude de deux points consécutifs : si λ (k+ 1) < λ (k), alors le point k+ 1 est dans une
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Figure 2.2 – Représentation des contours de PV à 2 pvu et 6 pvu en noir. Les ronds rouges montrent les zones
du contour qui appartiennent à un déferlement anticyclonique et les ronds bleus les zones qui appartiennent à
un déferlement cyclonique.
zone de déferlement. Lors d’un déferlement d’ondes de type cyclonique, le contour est orienté du
sud-est au nord-ouest donc si ϕ(k+ 1) > ϕ(k) alors le point k+ 1 est dans une zone de déferlement
cyclonique. Pour un déferlement de type anticyclonique qui est orienté du nord-est vers le sud-ouest,
si ϕ(k+1)< ϕ(k) alors le point k+1 est dans une zone de déferlement anticyclonique. La figure 2.2
montre un exemple de détection des déferlements. Si un déferlement est détecté alors la variable β au
point (i,j) vaut 1 et 0 sinon. En moyennant β sur les dates qui nous intéressent, on obtient des cartes
de fréquences de déferlement. La figure 2.3 montre des climatologies des fréquences de déferlement
calculées à partir du tourbillon absolu à 200 hPa pour la figure 2.3a, à partir du PV à 350 K pour la
figure 2.3b et à partir du PV à 315 K pour la figure 2.3c. Nous pouvons voir que quelle que soit la
variable utilisée, les climatologies sont similaires avec des déferlements anticycloniques au sud du jet
et des déferlements cycloniques au nord. Les déferlements anticycloniques se produisent plutôt sur
le bord est des océans tandis que les déferlements cycloniques plutôt sur le bord ouest. En effet, les
déferlements anticycloniques sont en aval des maxima d’énergie cinétique haute fréquence (comparer
les figures 2.3 et 1.28). Ce résultat est dû au fait que les ondes baroclines déferlent à la fin de leur
cycle de vie sur l’océan lorsqu’elles ont atteint une forte amplitude. De plus, le déferlement anticy-
clonique est en moyenne plus fréquent que le déferlement cyclonique. En effet, comme l’indice de
réfraction est plus fort vers l’équateur, plus d’ondes vont se propager vers l’équateur que vers le pôle
donc il y aura plus de déferlements anticycloniques que cycloniques. Les trains d’ondes se propageant
tout d’abord vers le pôle puis réfléchis vers l’équateur vont aussi contribuer au déferlement anticy-
clonique sur le bord est des océans. On peut aussi remarquer que les déferlements cycloniques sont
plus fréquents quand on est plus bas dans la troposphère alors que les déferlements anticycloniques
sont moins fréquents. C’est le contraire quand on se trouve plus haut dans la troposphère (comparer
les figures 2.3b et c) (Rivière et Orlanski, 2007; Martius et al., 2007). En haute troposphère, l’indice
de réfraction étant plus faible vers les hautes latitudes, les ondes se propagent moins vers le pôle
donc il y a moins de déferlement cyclonique et plus de déferlement anticyclonique (Rivière, 2009).
Par contre en basse troposphère, l’indice de réfraction est plus élevé du côté polaire du jet donc les
ondes peuvent plus se propager vers le pôle que vers l’équateur ce qui explique l’augmentation de
la fréquence de déferlements cycloniques à 315 K (Rivière, 2009). De plus, comme la tropopause,
définie par la surface 2 pvu, n’est pas à une altitude constante en fonction de la latitude (voir la figure
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Figure 2.3 – Climatologie sur les 43 hivers étendus des réanalyses ERA40 des fréquences des déferlements
d’ondes calculées à partir du tourbillon absolu à 200 hPa (a), du tourbillon potentiel à 350 K (b) et à 315 K
(c). Les déferlements anticycloniques sont en rouge et les cycloniques en bleu. Le vent zonal est en niveaux de
gris. Le premier contour vaut 0,1 jour−1 et l’intervalle 0,05 jour−1.
2a de Martius et al., 2007), nous moyennerons les fréquences de déferlements sur les quatre niveaux
isentropes 300, 315, 330 et 350 K pour mieux couvrir la tropopause depuis les tropiques jusqu’aux
pôles. Nous pouvons aussi remarquer que plus on descend dans la troposphère, plus l’influence des
chaînes montagneuses se fait sentir. En effet, on peut voir à 315 K des maxima locaux de fréquence de
déferlements des deux types centrés à 100°E-30°N au-dessus de l’Himalaya. Dans ce qui suit, nous
allons comparer nos résultats avec d’autres méthodes utilisées dans la littérature.
2.2.2. Comparaison avec d’autres méthodes
Nous allons comparer notre climatologie avec trois autres méthodes de détection que nous allons
maintenant décrire.
Méthode de Strong et Magnusdottir (2008b)
Cette méthode détecte les contours circumpolaires compris entre 1,5 et 7 pvu qui sont orientés
d’ouest en est. Pour déterminer le type de déferlement, une condition est appliquée sur les latitudes
42 Ch. 2 – Les données et les outils numériques
Figure 2.4 – Fréquences des déferlements d’ondes anticycloniques (a) et cycloniques (b) sur l’isentrope 350 K
en contours noirs. Le premier contour et l’intervalle valent 0,01 et le contour valant 0,03 est plus épais. L’unité
de fréquence est le nombre de déferlements par mois d’hiver. Les zones colorées en niveaux de gris représentent
l’extension zonale des déferlements d’ondes en unité de longueur d’un arc de cercle. Image issue de Strong et
Magnusdottir (2008b).
des deux points entourant la zone de déferlement (cf. figure 1 de Strong et Magnusdottir, 2008b).
Le barycentre des points entourant la zone de déferlement et son extension zonale sont calculés. Si
deux barycentres sont trop proches, un seul est gardé. Ils calculent la climatologie des fréquences de
déferlement sur DJF (Décembre-Janvier-Février) avec les réanalyses NCEP-NCAR (pour National
Centre for Environmental Prediction-National Centre for Atmospheric Research) toutes les 6 heures
de décembre 1958 à février 2006 sur une résolution de 2,5° par 2,5° sur l’isentrope 350 K (figure 2.4).
Nous pouvons voir que notre climatologie (figure 2.3b) désigne les mêmes régions de déferlements
mais que les déferlements cycloniques sont moins fréquents que dans la climatologie de la figure 2.4.
Méthode de Wernli et Sprenger (2007) et Martius et al. (2007)
Tout d’abord, le contour valant 2 pvu est détecté (Wernli et Schwierz, 2006) et il est défini par
un polygone de 1000 points séparés par environ 30 km. Comme on peut le voir sur la figure 1.17,
les déferlements sont des bandes de bas et de haut PV qui se croisent. Les deux points de base de la
bande de fort PV qui pénètre dans le bas PV sont identifiés comme étant géographiquement proches
(< 800 km) mais reliés par un long contour (> 1500 km) (cf. figure 1 de Wernli et Sprenger, 2007). Les
points de grille qui sont compris dans la connexion directe entre les deux points de base et le contour
lui-même (la région hachurée de leur figure 1) sont déterminés comme appartenant au déferlement
d’ondes. Pour déterminer le type de déferlement, ils calculent l’angle que fait la ligne entre le point
centré entre les deux points de base et le point du contour le plus au sud avec la direction zonale. Si
l’angle est inférieur à 75° alors le déferlement est de type anticyclonique et s’il est supérieur à 105°
alors il est de type anticyclonique. La climatologie des fréquences de déferlements obtenue pour dif-
férents niveaux verticaux est représentée sur la figure 2.5. Nous pouvons remarquer que les maxima
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Figure 2.5 – Représentation des fréquences de déferlements moyennes en hiver sur les isentropes 320K (a
et b) et 340K (c et d) en zones grisées. Les fréquences de déferlements d’ondes anticycloniques (LC1) sont
représentées sur les figures a) et c) et cycloniques (LC2) sur les figures b) et d). L’unité de fréquence est le
pourcentage du temps en hiver où un déferlement est présent au point de grille considéré. Les contours noirs
représentent la climatologie du vent en hiver. Le premier contour vaut 30 m.s−1 et l’intervalle 10 m.s−1. Cette
image est issue de Martius et al. (2007).
de fréquences de déferlements d’ondes anticycloniques montrent les mêmes zones que notre clima-
tologie (figure 2.3) mais décalées vers le sud. De même, les maxima de fréquence de déferlements
d’ondes cycloniques montrent des régions beaucoup plus au sud que notre climatologie mais aussi
décalées vers l’est. Ces décalages sont dus aux méthodes de détection qui dans leur cas définit la zone
de déferlement au sud et à l’est de la ligne que nous avons choisie pour identifier le déferlement.
Méthode de Gabriel et Peters (2008)
Gabriel et Peters (2008) identifient les déferlements d’ondes par les régions où le gradient méridien
de PV est négatif. Pour connaître le type du déferlement d’ondes, ils regardent les signes du flux mé-
ridien de quantité de mouvement et du gradient zonal de PV. Comme nous l’avons vu précédemment
à la section 1.3.4, lorsque le flux et le gradient zonal sont négatifs, le déferlement d’ondes est de type
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cyclonique et lorsqu’ils sont positifs, il est de type anticyclonique. De plus ils s’intéressent à la mor-
phologie du déferlement d’ondes et à l’aide de la composante méridienne du flux d’activité des ondes,
ils déterminent si l’écoulement a une asymétrie du côté polaire ou du côté équatorial c’est-à-dire qu’il
est soit convergent ou divergent en aval du déferlement (cf. leur figure 1). Avec ces conditions, ils
détectent aussi les anomalies de PV isolées contrairement à notre méthode. Ils obtiennent cependant
une climatologie très proche de celles déjà mentionnées plus haut.
2.3. Les trajectoires des dépressions
Figure 2.6 – Schéma d’une trajectoire d’une dépression en trait bleu contenant 9 instants. Les ronds bleus
montrent les zones où on compte une fois la trajectoire. Si le cercle du point suivant est superposé au cercle
précédent alors on ne met 1 que dans la partie du cercle qui n’est pas recouverte.
Maintenant, nous allons brièvement décrire la méthode de Ayrault et Joly (2000) pour obtenir les
trajectoires des dépressions de surface que nous avons utilisées dans la thèse. Les dépressions sont
identifiées par le tourbillon relatif à 850 hPa toutes les 6 heures lissé par une méthode d’interpolation
avec les douze points les plus proches pondérés par leur distance. La première étape consiste à repérer
les maxima de tourbillon à chaque instant de la période étudiée. La deuxième étape examine deux
instants successifs (t1 < t2) pour chercher des correspondances entre chaque paire d’évènements pos-
sible. Deux critères sont étudiés : le critère de ressemblance basé sur la faible variation du tourbillon
absolu entre les deux instants et le critère de déplacement reposant sur l’hypothèse que les noyaux
de tourbillon suivent le vent du niveau considéré ou le vent de la troposphère moyenne à 700 hPa.
A partir de ces deux critères, la qualité de la correspondance entre les évènements peut être estimée.
Donc chaque évènement de t1 est relié à l’évènement de t2 qui a la meilleure correspondance avec lui.
Ensuite la correspondance est estimée en comparant les évènements de t2 avec ceux de t1. Certains
évènements se retrouvent alors sans correspondants soit parce que la correspondance est nulle soit
parce que la qualité de la correspondance est meilleure avec un autre évènement. Ces points repré-
sentent alors les débuts ou fins de trajectoires. Toutes les trajectoires sont ainsi reconstituées et celles
qui durent moins de 18 (ou 24) heures sont éliminées. De plus, la distance entre le point de départ et
le point de fin doit être d’au moins 600 km. Le tourbillon relatif permet de détecter des dépressions
d’échelle plus petite que la pression réduite au niveau de la mer. Un exemple de trajectoires détectées
est représenté sur la figure 1.14.
La densité de trajectoires est calculée en comptant le nombre de trajectoires qui passent en chaque
point de grille pendant la période étudiée et en divisant par le nombre de jours. Autour de chaque
point définissant une trajectoire, la valeur 1 est attribuée à tout le disque de rayon 380 km entourant le
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Figure 2.7 – Climatologie de la densité de trajectoires sans imposer de seuil de tourbillon relatif (a) et avec un
seuil de 2.10−4 s−1 (b). L’unité de densité est le nombre de dépressions par jour.
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Figure 2.8 – Durée de vie moyenne des dépressions en fonction de la valeur du seuil de tourbillon relatif
imposé. Les dépressions doivent atteindre ou dépasser le seuil dans la région 90°W-40°E/30°N-85°N.
point et on ne compte pas deux fois un même point de grille pour une trajectoire donnée (figure 2.6).
Ainsi, cela évite d’avoir une forte densité là où les dépressions ont tendance à se stationnariser comme
sur le sud-est du Groenland. On peut calculer la densité en choisissant les trajectoires représentant les
dépressions qui atteignent une certaine valeur seuil de tourbillon relatif au cours de leur mouvement.
La figure 2.7a qui représente la climatologie de la densité de trajectoires sans seuil, c’est-à-dire
en comptant toutes les trajectoires, montre quelques similarités avec la climatologie de Hoskins et
Hodges (2002). Notre climatologie retrouve les maxima de densité sur la côte est d’Amérique du
Nord, sur le bassin méditerranéen et sur l’Europe du Nord. La climatologie sans seuil de Ulbrich
et al. (2009) est très différente de la nôtre sur l’Atlantique Nord sauf le maximum sur le bassin mé-
diterranéen. Par contre, la densité de trajectoires des dépressions les plus fortes est plus similaire à la
nôtre (figure 2.7b) avec un maximum de densité s’étendant de l’Amérique du Nord à l’Islande. Les
différences observées avec la climatologie sans seuil de Ulbrich et al. (2009) et de Wernli et Schwierz
(2006) peuvent, en partie, provenir du fait qu’ils utilisent le minimum de pression au niveau de la mer
ou le géopotentiel à 1000 hPa pour effectuer la détection des dépressions. La figure 2.8 présente une
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Figure 2.9 – Réponse du filtre de Lanczos sur 31 points d’une période de coupure 10 jours en fonction de la
fréquence.
statistique qui montre que la durée de vie moyenne des trajectoires qui atteignent leur maximum de
tourbillon relatif dans la région 90°W-40°E/30°N-85°N augmente avec la valeur du maximum atteint
sauf pour les dépressions qui atteignent un tourbillon relatif supérieur ou égal à 3,5.10−4 s−1. La fi-
gure s’arrête à un seuil de 3,5.10−4 s−1 car aucune dépression atteint la valeur de 4.10−4 s−1 dans le
domaine considéré. Cette variation de la durée de vie des dépressions est logique car, sauf dans le cas
des cyclogénèses explosives, une dépression de courte durée de vie ne va pas atteindre une très forte
intensité.
2.4. Le filtrage
Toute variable météorologique x peut se décomposer en une partie climatologique x qui représente
l’écoulement moyen et une partie turbulente ou transitoire x′ qui est l’écart à l’écoulement moyen. De
plus, la partie transitoire peut se décomposer en une partie basse fréquence xLF pour laquelle les
phénomènes ont une échelle de temps supérieure à 10 jours et une partie haute fréquence xHF pour
laquelle les phénomènes ont une échelle de temps inférieure à 10 jours. Cette partie basse fréquence
correspondra à la variabilité basse fréquence que nous allons étudier dans la suite et qui est associée
aux régimes de temps. Tandis que la partie haute fréquence correspond aux « storm-tracks » définis à
la section 1.3.2. Donc
x = x+ x′ = x+ xLF+ xHF.
Pour obtenir les composantes transitoires basse et haute fréquence, on utilise un filtre passe-bas de
Lanczos sur 31 jours (Duchon, 1979) de période de coupure égale à 10 jours dont la réponse est
représentée sur la figure 2.9. Ce filtre nous fournit la composante basse fréquence de la variable initiale
xBF. Donc les anomalies basse fréquence et haute fréquence peuvent être définies ainsi : xLF = xBF−x
et xHF = x− x− xLF.
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2.5. Les tests de significativité
Un test de significativité teste une hypothèse appelée "hypothèse nulle" qui est généralement de
savoir si la valeur du champ étudié est égale à la moyenne. Si l’hypothèse est vraie alors la valeur
du champ étudié n’est pas statistiquement significative. Si l’hypothèse est rejetée alors la valeur sera
significativement différente de la moyenne à un certain seuil de confiance. Donc les tests de signifi-
cativité permettent de mettre en évidence les parties d’un champ qui sont significatives par rapport à
la variabilité climatologique. Durant la thèse, nous avons utilisé le test de Student et la méthode de
bootstrap.
2.5.1. Le test de Student
Pour appliquer le test de Student, il faut que les données à tester soient suffisamment gaussiennes.
Le test permet de savoir si le champ A(i, j) est significativement différent de la climatologie C(i, j) à
un certain seuil de confiance. La valeur du test de Student au point (i, j) est :
t(i, j) =
A(i, j)−C(i, j)√
1
N s
2(i, j)
,
où s2(i, j) est la variance de A(i, j) et N le nombre de jours moyennés. La variance a pour expression :
s2(i, j) =
1
N−1
N
∑
t=1
A(i, j, t)2−
(
1
N−1
N
∑
t=1
A(i, j, t)
)2
.
Si t est supérieur à la valeur extraite de la table de Student pour un certain seuil de confiance, alors la
valeur A(i, j) du champ est significativement différente de la climatologie au pourcentage de confiance
près. Nous avons utilisé ce test simple pour calculer la significativité des fréquences de déferlement
dans Michel et Rivière (2011). Des critères de gaussianité (aplatissement et asymétrie) ont été testés
sur ces champs et s’avèrent plutôt corrects près des zones de maximum et moins bon quand on s’en
éloigne.
2.5.2. Le bootstrap
Le bootstrap est une méthode plus générale que le test de Student car au lieu d’utiliser une loi
de probabilité déjà existante, elle la recalcule en chaque point du champ à tester qui est la moyenne
d’une variable sur N jours. En effet, le but de cette méthode est de reconstruire les fonctions de
densité de probabilité (ou PDF pour Probability Density Function) en chaque point de grille en tirant
aléatoirement 10 000 fois N jours de l’échantillon étudié. Ensuite, on regarde en chaque point de grille
où se situe la valeur du champ à tester dans la PDF et on calcule l’aire sous la courbe entre l’extrémité
la plus proche et l’abscisse du point. Cette aire est normalisée donc si l’aire vaut 0,023 ou 2,3 % de
l’aire totale alors la valeur du champ en ce point est significative à 97,7 % (figure 2.10). Ainsi, on
détermine les régions significatives du champ à tester. Nous avons utilisé cette méthode pour tester la
significativité des densités de trajectoire calculées dans Michel et al. (2012).
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Figure 2.10 – Représentation d’une fonction gaussienne de moyenne nulle et d’écart-type 1 : f (x) = 1√
2pi e
−x2/2.
L’aire hachurée en violet représente 2,3 % de l’aire totale donc la valeur x = 2 est significative avec un pour-
centage de confiance de 97,7 %.
2.6. Les fonctions orthogonales empiriques
Pendant les dernières décennies, beaucoup d’études ont cherché à mieux comprendre la variabi-
lité naturelle du climat sur des échelles de temps mensuelles à multidécennales. La variabilité basse
fréquence de l’atmosphère a été décrite avec des structures stationnaires dans l’espace mais fluctuant
dans le temps appelées téléconnexions que nous avons décrites dans la section 1.4.1. Des techniques
linéaires ont éte utilisées pour les identifier, comme par exemple la corrélation en chaque point uti-
lisée dans Wallace et Gutzler (1981). Etant donné un champ météorologique dépendant de l’espace
et du temps, une analyse en fonctions orthogonales empiriques (ou EOF pour Empirical Orthogonal
Functions) ou analyse en composantes principales permet d’obtenir différentes structures spatiales
orthogonales entre elles du champ météorologique étudié (Barnston et Livezey, 1987). Généralement,
les EOFs sont calculées à partir des anomalies de géopotentiel, du vent zonal ou de la pression réduite
au niveau de la mer qui sont obtenues en soustrayant le cycle saisonnier. Ensuite, les anomalies sont
multipliées par la racine carrée du cosinus de la latitude pour prendre en compte le fait qu’aux hautes
latitudes, deux points de grille successifs sont plus proches spatialement qu’aux basses latitudes. Les
EOFs sont les vecteurs propres de la matrice de covariance dont les composantes sont les covariances
entre chaque paire de point de grille i et j
si j =
1
n
n
∑
t=1
xtixt j, (2.1)
où n est le nombre de dates étudiées et x les anomalies du champ étudié. Ces EOFs sont associées à
des séries temporelles non corrélées ou composantes principales (ou PC pour Principal Component).
Les PCs donnent une mesure de la corrélation entre le champ météorologique à un instant donné et la
structure spatiale de l’EOF obtenue. Le calcul détaillé des EOFs ainsi que les autres types d’EOFs sont
disponibles dans l’article de Hannachi et al. (2007). La première EOF calculée à partir du géopotentiel
sur l’hémisphère nord permet d’identifier le NAM. Par contre si on la calcule sur l’Atlantique Nord,
la première EOF sera la NAO. Le plus souvent, les téléconnexions sont obtenues avec la méthode des
2.6. Les fonctions orthogonales empiriques 49
« rotated EOFs », qui sont des EOFs plus sophistiquées, que nous n’aborderons pas dans cette thèse
(Feldstein, 2003). La valeur propre associée à chaque EOF permet de connaître le pourcentage de
la variance expliquée par chaque EOF obtenue. Lorsque les valeurs propres associées à chaque EOF
sont proches, cela signifie qu’il y a dégénérescence et que les deux EOFs doivent être interprétées
ensemble. Le test de North et al. (1982) permet de savoir si deux valeurs propres sont significativement
différentes. Pour que deux valeurs propres successives λi et λi+1 soient significativement différentes,
il faut qu’elles satisfassent la condition suivante :
λi−λi+1 ≥ λi
√
2
n∗
,
où n∗ est le nombre de degrés de liberté qui a pour expression
n∗ = n
1−ρ
1+ρ
,
où n est le nombre de jours et ρ est l’autocorrélation. Dans la suite, les différences entre les deux
premières EOFs étaient suffisamment importantes et nous n’avons pas eu besoin d’utiliser ce critère.
Le champ de l’EOF et le champ de signe opposé correspondent typiquement aux deux phases
de la téléconnexion en question. En moyennant les jours où la composante principale asssociée à la
première EOF est supérieure ou égale à 1, on obtient la structure de la phase positive tandis qu’en
moyennant les jours où la composante principale est inférieure ou égale à -1, alors on obtient la struc-
ture de la phase négative.
L’analyse en EOFs ne donne pas toujours des résultats très pertinents (Dommenget et Latif, 2002).
En effet, l’hypothèse linéaire faite par les EOFs suppose que la deuxième phase associée à la même
EOF se déduit de la première en prenant les anomalies opposées mais cela n’est pas forcément le cas
dans la réalité. De plus, la condition d’orthogonalité des vecteurs propres est une condition forte qui
n’influence pas la première EOF mais toutes les autres en imposant des relations géométriques entre
les EOFs. Par exemple, si la première EOF est représentée par une anomalie de même signe sur tout
le domaine étudié alors la seconde EOF aura une structure dipolaire avec le zéro passant au centre de
l’anomalie de l’EOF1 sur sa plus forte valeur. La troisième EOF peut aussi être dipolaire mais dans un
sens différent (par exemple nord-sud si l’EOF2 a une direction ouest-est) ou avoir une structure plus
compliquée avec des maxima sur les zéros des EOFs précédentes. Par conséquent, d’autres méthodes
ont été utilisées comme les EOFs auxquelles est appliquée une rotation, les EOFs complexes, etc ...
(Hannachi et al., 2007). Malgré les améliorations qu’apportent ces méthodes dérivées, l’hypothèse
linéaire est maintenue et reste un problème pour l’interprétation physique des EOFs.
Régressions et composites :
Pour étudier les EOFs et obtenir le régime de variabilité, nous allons calculer la régression du
vent zonal sur les composantes principales associées à l’EOF étudiée. Cette régression pour différents
décalages temporels a pour expression :
r(l) =
1
NJ(l)
NJ(l)
∑
t=1
pc(t)u(t− l), (2.2)
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où r est la régression au décalage temporel l, t le temps, u le vent zonal et pc la composante princi-
pale et NJ(l) le nombre d’instants au décalage temporel l. Normalement, nous devrions soustraire à
pc(t) sa moyenne temporelle et diviser le tout par l’écart-type des composantes principales mais par
construction, la moyenne temporelle est nulle et l’écart-type vaut 1.
Ensuite, pour avoir une statistique à un certain décalage temporel, on moyenne sur tous les instants t
où, par exemple, les composantes principales sont supérieures à 1, ce qui donne un composite qui ne
dépend plus du temps mais du décalage temporel :
c(l) =
1
NJ(l) ∑t,pc>1
pc(t)u(t− l), (2.3)
où NJ(l) est le nombre d’instants qui satisfont la condition pc > 1 au décalage temporel l. Ce com-
posite permet, par exemple, de visualiser la phase positive de l’EOF étudiée à différents décalages
temporels.
2.7. La détermination des régimes de temps
Contrairement à l’analyse en EOFs, la décomposition en régimes de temps ne suppose pas l’hypo-
thèse linéaire ce qui permet l’apparition d’effets non-linéaires et d’asymétries spatiales (Cassou et al.,
2004b) et donc l’obtention de structures ayant un sens plus physique et plus proche de la réalité.
Pour attribuer un jour de la période étudiée à un des quatre régimes de temps particulier, la mé-
thode utilisée est un algorithme hiérarchique de partitionnement en amas dynamiques décrit par Mi-
chelangeli et al. (1995) et appelé méthode des k-means. Elle permet d’associer les jours à différents
modes de variabilité que sont les régimes de temps et nous allons la décrire en détail. Les champs de
géopotentiel initiaux à 500 hPa sont filtrés spatialement en ne gardant qu’un nombre n d’EOFs (qui
correspondent à 80% de la variance totale soit 7 EOFs). Cela permet de compresser l’information le
long des directions de l’espace des phases qui contiennent la plus grande partie de la variabilité. Dans
la suite, nous utiliserons les composantes principales associées aux EOFs retenues pour chaque date
de la période étudiée. On a une matrice qui dépend donc du temps et du numéro de l’EOF. Ensuite,
on choisit aléatoirement k dates que l’on identifie comme étant les barycentres initiaux. Les k dates
sont disposées dans un espace à n dimensions. Ensuite, les autres dates sont attribuées à un des k
barycentres en fonction de leur similarité. La similarité est calculée avec la distance Euclidienne entre
le point de la date étudiée et le barycentre. Une fois qu’on a les nouveaux amas de points autour des k
premiers barycentres, on recalcule le nouveau barycentre de chaque amas. Puis on redistribue toutes
les dates dans l’espace des EOFs et on calcule de nouveau les barycentres jusqu’à ce que l’on trouve la
partition dont la somme de la variance de chaque amas est minimale. Cette somme a pour expression :
W (P) =
k
∑
j=1
∑
x∈C j
d2(X ,Yj),
où d est la distance Euclidienne entre les points X et Yj, Yj étant le barycentre de l’amas j et X tous
les points autour de cet amas.
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Pour tester la dépendance à la position des barycentres initiaux, il faut comparer les partitions
finales obtenues avec des nombres différents d’amas initiaux. Pour chaque k différent, on calcule
50 partitions différentes avec des barycentres initiaux choisis aléatoirement. On calcule la matrice
Ai j (i = 1, . . . ,k, j = 1, . . . ,k) qui est le coefficient de corrélation entre chaque barycentre de deux
partitions P et Q. L’indice de classifiabilité, qui dépend du nombre d’amas, est calculé de la manière
suivante
c∗(k) =
1
50(50−1) ∑1≤m6=m′≤50
c(Pm(k),Pm′(k)) ,
où (m,m′) sont les paires de partition, et c(P,Q) est le minimum de la matrice A qui correspond à
l’amas de P qui est le moins similaire aux amas de Q. Le meilleur choix pour k est la valeur qui
montre la plus grande différence entre les données atmosphériques et un bruit modélisé. Ainsi, sur le
domaine Atlantique, Michelangeli et al. (1995) montrent que le nombre le plus adéquat d’amas est 4.
Par contre, sur le domaine Pacifique, le nombre d’amas est de 3.
Figure 2.11 – Géopotentiel à 700 hPa moyenné pour les quatres régimes de temps sur l’Atlantique Nord : a)
l’anticyclone groenlandais ou NAO-, b) le régime zonal ou NAO+, c) le blocage scandinave et d) la dorsale
Atlantique. Les zones gris foncées représentent les anomalies de géopotentiel supérieures à 50 m tandis que les
zones gris clair représentent les anomalies de géopotentiel inféréieures à -50 m. Image issue de Michelangeli
et al. (1995).
Il faut aussi tester la reproductibilité de la partition. Pour cela, il faut choisir la partition Pa parmi
les 50 qui a la plus grande valeur de similarité avec toutes les autres partitions Pm. Ainsi, la dépen-
dance aux barycentres initiaux est très diminuée. Ensuite, on prend 100 sous-échantillons aléatoires
contenant la moitié des dates du géopotentiel initial et on calcule 50 partitions différentes. Puis pour
chaque sous-échantillon, on sélectionne la partition de référence comme étant celle qui a la plus
grande valeur de similarité avec les 49 autres partitions. Chaque amas de la partition de référence du
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jeu complet de données est comparé, en utilisant les coefficients de corrélation, avec les amas de la
partition de référence calculée à partir de la moitié des dates. Ensuite, les plus forts coefficients de
corrélation pour chaque amas sont moyennés et on obtient l’indice de reproductibilité pour chaque
amas. Lorsque l’indice de reproductibilité est au-dessus d’un certain seuil, alors l’amas peut être re-
productible. Cet indice montre que pour k = 2 et k = 4, sur le domaine Atlantique, tous les amas
trouvés sont reproductibles. Pour le Pacifique, tous les amas sont reproductibles pour k = 2 et 3 (cf.
figure 3 de Michelangeli et al., 1995).
Ainsi, quatre régimes de temps ont été retenus sur le domaine Euro-Atlantique Nord en accord
avec les précédentes études de Vautard (1990) et Plaut et Vautard (1994). En moyennant le géopoten-
tiel sur les dates appartenant à chaque amas, on obtient les structures spatiales des quatre amas pour
le domaine Atlantique qui sont associés aux quatre régimes de temps sur l’Atlantique Nord. Ils sont
représentés sur la figure 2.11.
Si nous voulons savoir à quel régime de temps est associée la date d’aujourd’hui, qui n’est pas
incluse dans les dates de la partition, il faut projeter les anomalies de géopotentiel sur les anomalies
caractéristiques des quatre régimes de la figure 1.27. La date étudiée sera alors associée au régime avec
lequel la corrélation est la plus forte. Si on relance l’algorithme de partitionnement à partir d’autres
réanalyses comme ERA-Interim qui sont calculées avec un système d’assimilation différent (4D-Var
au lieu de 3D-Var), il n’est pas sûr que les régimes de temps correspondent parfaitement mais ils
peuvent légèrement varier.
Le calcul d’une EOF permet d’obtenir les deux phases d’un mode de variabilité alors que chaque
amas de l’algorithme de partitionnement fournit chaque phase du mode de variabilité. Cela met bien
en évidence que le regroupement en amas prend en compte des effets non-linéaires contrairement aux
EOFs. Par exemple, la figure 1.27c qui représente l’anticyclone groenlandais ressemble à la phase
négative de la NAO tandis que la figure 1.27d qui représente le régime zonal ressemble à la phase
positive de la NAO.
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Figure 2.12 – Exemple d’association d’un régime à une date pour l’hiver étendu du 16 octobre 2000 au 15
avril 2001. Les points noirs représentent le régime du blocage, les points violet le régime de l’anticyclone
groenlandais, les points bleus le régime de dorsale Atlantique et les points verts le régime zonal.
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La figure 2.12 montre pour l’hiver étendu 2000-2001, l’association date-régime obtenue sur les
réanalyses ERA40. Grâce à cette association, nous avons pu calculer la fréquence d’occurrence et
la durée moyenne de chaque régime de temps. Le régime de blocage survient 24,3% du temps et
a une durée moyenne de 7,1 jours. L’anticyclone groenlandais survient 21,8% du temps et a une
durée moyenne de 8 jours. Le régime de dorsale Atlantique survient 23,7% du temps et a une durée
moyenne de 6,8 jours. Le régime zonal survient 30,2% du temps et a une durée moyenne de 8,2 jours.
En résumé, le régime zonal est le régime le plus fréquent sur les 43 hivers étendus et c’est aussi celui
qui dure le plus longtemps.
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