Gradient Descent, and its variants, are a popular method for solving empirical risk minimization problems in machine learning. However, if the size of the training set is large, a computational bottleneck is the computation of the gradient, and hence, it is common to distribute the training set among worker nodes. Doing this in a synchronous fashion faces yet another challenge of stragglers (i.e., slow or unavailable nodes) which might cause a considerable delay, and hence, schemes for mitigation of stragglers are essential.
I. INTRODUCTION
Data intensive machine learning tasks have become ubiquitous in many real-world applications today. With increasing size of training data, distributed methods have become a popular choice for doing these tasks. However, the performance of distributed methods (in synchronous settings) is strongly dictated by stragglers, i.e., nodes that are slow to respond or unavailable. In this paper, we focus on coding theoretic techniques for mitigating stragglers in distributed synchronous gradient descent.
Gradient descent, and its variants, are a widely used optimization technique for empirical risk minimization problems. The goal of these problems is to learn (using data) a function f w (·), often called a model, which is defined by a vector of parameters w ∈ R p (e.g., f w (x) = w · x, where · denotes inner product). Given a model w (t) at iteration t, gradient descent involves computing the gradient of a loss function on the training data at the current model, followed by updating the model using this gradient. The computational bottleneck in each iteration is typically the computation of the gradient, and therefore, this computation is usually distributed. To perform this step in a distributed fashion, the training set is partitioned into n mutually disjoint subsets of equal size, that are distributed among n worker nodes. Each worker node computes the partial gradient on its assigned set, and sends it back to the master node. The master node linearly combines the responses to form the overall gradient. As mentioned above, such a scheme's performance is dictated by the performance of the slowest worker. Therefore, in order to obtain a nontrivial gain over stragglers, some redundant computations are inevitable, for example by assigning more than one subset to each worker node. Let d denote the storage overhead, i.e., the number of subsets that are assigned to each worker. It was recently shown 1 in Tandon et al. [20] that assigning d = s + 1 subsets to each worker node, and coding across the computed partial gradients, can yield resiliency to s stragglers. A simple repetition scheme was provided whenever s + 1 divides n. In cases where s + 1 does not divide n, a randomized construction was given. Furthermore, it was shown that for any scheme (under the framework in [20] ) for computing the exact gradient, d ≥ s + 1 must hold. That is, the storage overhead is lower bounded by the number of stragglers, a requirement which may be prohibitive in many scenarios. Therefore, in order to break this barrier one must settle for approximate computation of the gradient.
In this paper, we present a deterministic construction for exact gradient computation for any n and any s, by using cyclic MDS codes over complex numbers. Since employing complex numbers might potentially double the communication bandwidth and the complexity, an alternative scheme over the reals is suggested for any n and s such that n = s mod 2. In addition, we present a technique for approximate computation of the gradient. This technique enables the approximate computation under the presence of any number of stragglers, while maintaining constant storage overhead and bounded error (that goes to zero with the number of stragglers). The mathematical machinery in this part of the paper arrives from spectral graph theory, and in particular, from adjacency matrices of an important family of graphs called expanders.
The rest of this paper is organized as follows. Section II discusses related work. Section III provides a detailed comparison of our results with previous ones [7] , [9] , [20] . Section IV provides mathematical background, and in particular, an introduction to machine learning and gradient descent (Subsection IV-A), cyclic MDS codes (Subsection IV-B), and spectral graph theory (Subsection IV-C). A framework for convenient formulation of distributed gradient descent in the presence of stragglers is given in Section V. Relying on this framework, the exact gradient computation from cyclic MDS codes is given in Section VI, and the approximate computation from expander graphs is given in Section VII.
II. RELATED WORK
The work of Lee et al. [12] initiated the use of coding theoretic methods for mitigating stragglers in large-scale learning. This work is focused on linear regression and therefore can exploit more structure compared to the general gradient coding problem that we study here. The work by Li et al. [13] , investigates a generalized view of the coding ideas in [12] , showing that their solution is a single operating point in a general scheme of trading off latency of computation to the load of communication. Further closely related work has shown how coding can be used for distributed MapReduce, as well as a similar communication and computation tradeoff [14] , [15] .
The work by Dutta et al. [7] generalizes previous work for linear models [12] but can also be applied to general models to yield explicit gradient coding constructions. None of these prior works studies approximate gradient computations. We note that independently of this work, Papailiopoulos et al. [5] study a similar approximation setting and obtain related results albeit using randomized as opposed to deterministic constructions. Our deterministic construction results are also closely related to the work by Halbawi et al. [9] which was obtained independently from our work. In [9] , similar coding theoretic tools were employed to obtain a fully algebraic and deterministic scheme, which is comparable in parameters to the randomized one in [20] .
III. OUR CONTRIBUTION
The results in this paper improve upon [7] , [9] , [20] , all of which only discussed the exact computation of the gradient. To the best of the authors' knowledge, the gradient coding framework was defined in [20] , which established the fundamental bound d ≥ s + 1, and provided two schemes which attain it. The first one relies on fractional repetition codes, and applies for the case s + 1|n, whereas the latter applies for any s and n and requires a randomized construction.
The work of [9] provides a scheme for any s and n whose construction does not rely on randomization, and employs a Reed-Solomon code over the complex numbers; note that an identical code is used in the sequel (Subsection VI-A), yet in a different fashion. The work of [9] focused on the complexity of computing the decoding vector by the master node, and provided an elaborate analysis of performance under a certain delay model. In our work, we provide a different scheme over the complex numbers which induces a lower complexity for computing the decoding vector for most values of s. Additionally, a scheme which employs real-number arithmetics is given, that applies only when n = s mod 2. Both of the given schemes attain the bound d ≥ s + 1 with equality. Further, our results regarding the exact computation may be seen as a special case of [7] with lower encoding complexity for any number of stragglers s, and lower decoding complexity for a wide range of s values.
Finally, we propose a scheme for approximate computation of the gradient from adjacency matrices of expander graphs.This scheme enables the approximate computation of the gradient for any number of stragglers, where the resulting error degrades gracefully as the number of stragglers increases. We also show a lower bound on the error term of any approximate computation scheme, allowing us to also establish asymptotic optimality of our proposed schemes (up to a constant factors). Experimental results will appear in future versions of this paper.
IV. PRELIMINARIES

A. Gradient Descent
Many machine learning tasks involve computing a function f w : X → Y, where X is a feature space (e.g., X = R p ), Y is a label space (e.g., Y = R), and w ∈ R p are parameters determining the function f w (·). The function f w (·) is computed using a given data set S = {z i = (x i , y i )} m i=1 ⊆ X × Y, also called a training set. f w (·) acts as a predictor for the output y ∈ Y (which would be unknown) given a new input x ∈ X . For example, in the case of linear regression, Y = R and f w (·) is a linear function w · x, with y being predicted as y = f w (x). In the case of logistic regression, Y = {+1, −1} and f w (x) predicts the probability P (y = +1 | x), given as f w (x) = exp(w · x)/ (exp(w · x) + exp(−w · x)). The goal of any learning algorithm is to output a model w that leads to a good predictor for the (unknown) output y ∈ Y.
To rightly assess the predictive ability of some w, a task-specific loss function ℓ(w, (x, y)) is defined, whose purpose is to penalize each error that w is making over a given training example (x, y) (e.g., the squared loss function ℓ(w, (x, y)) (w · x − y) 2 ). This loss function is used to define the empirical risk over a given training set S as L S (w) 1 m z∈S ℓ(w, z); which is a function that measures the average error of a given model on the training examples. Gradient descent, and its variants, can be used to minimize the empirical risk. Given a model w (t) at iteration t ∈ [T ] {1, 2, . . . , T }, it updates the model as:
where h(·) is a function based on the choice of optimization method. In the case of simple gradient descent,
, with η t being the learning rate. However, several other optimization methods such as accelerated gradient descent, conditional gradient descent, proximal descent, and LBFGS fit in this framework.
B. Cyclic MDS codes over the real or complex numbers
Codes over the real or complex number are very similar to their more common counterparts over finite fields, and yet, some differences are apparent. This subsection is based on [18] , which focuses on finite fields. However, the proofs of the given claims extend verbatim to the real field or the complex field. The interested reader may also consult [17] for a broader introduction to this topic.
For F ∈ {R, C} an [n, k] (linear) code C over F is a subspace of F n . The minimum distance of C is min{d H (x, y) : x, y ∈ C, x = y}, where d H denotes the Hamming distance. The well-known Singleton bound states that d ≤ n − k + 1, and codes which attain this bound with equality are called Maximum Distance Separable (MDS) codes. A code C is called cyclic if the cyclic rotation of any codeword in C is yet another codeword in C. The dual of C is C ⊥ {y ∈ F n |y · c = 0 for all c ∈ C}. Several fundamental properties of MDS codes, which are easy to prove, are used throughout this paper.
Two common families of codes are used in the sequel-Reed-Solomon (RS) codes and Bose-Chaudhuri-Hocquenghem (BCH) codes. An RS code C of length n, dimension s, and pairwise distinct evaluation points
is the set of polynomials of degree less than s and coefficients from F. Alternatively, RS codes can be defined as the left image of a Vandermonde matrix on {α i } n−1 i=0 . It is widely known that RS codes are MDS codes, and in some cases, they are also cyclic. In contrast with RS codes, a codeword of a BCH code is considered as a polynomial. That is, a codeword c = (c 0 , c 1 , . . . , c n−1 ) is identified by the univariate polynomial c(x) c 0 + c 1 x + . . . + c n−1 x n−1 . For a set of complex numbers A ⊆ C, the (real) BCH code [17] , [18, Sec. 8.4] on A is the set of polynomials over R that vanish on A.
The set A on which a given BCH code C vanishes is called the root set of C. For some sets A, the resulting codes are cyclic. Lemma 2. [17] , [18, Example 8.2] If the root set A of a BCH code C of length n consists of n-th roots of unity, then C is cyclic.
. Since the root set consists of n-th roots of unity, it follows that for any α ∈ A,
and hencec is a codeword in C.
Further, the structure of A may also imply a lower bound on the distance of C.
Theorem 3.
(The BCH bound) [17] , [18, Sec. 8.5 ] If A contains a subset of D consecutive powers of a primitive root of unity (i.e., a subset of the form ω b , ω b+1 , . . . , ω b+D−1 , where ω is an n-th root of unity of multiplicative order n), then the minimum distance of C is at least D + 1.
C. Spectral graph theory and expander graphs
Let G = (V, E) be a d-regular, undirected, and connected graph on n nodes. Let A G ∈ R n×n be the adjacency matrix of G, i.e., (A G ) i,j = 1 if and only if {i, j} ∈ E. Since A G is a real symmetric matrix, it follows that it has real eigenvalues λ 1 ≤ λ 2 ≤ . . . ≤ λ n , and denote λ max{|λ 2 |, |λ n |}. It is widely known [10, Sec. 2.3] that λ 1 = d, and that λ n ≥ −d, where equality holds if and only if G is bipartite. Further, it also follows from A G being real and symmetric that it has a basis of orthogonal real eigenvectors v 1 = 1, v 2 , . . . , v n , and w.l.o.g assume that v i 2 = 1 for every i ≥ 2. The parameters λ and d are related by the famous Alon-Boppana Theorem.
Theorem 4. [10, Th. 2.7] Any d regular graph on n vertices satisfies that
λ ≥ 2 √ d − 1 − o n (1), where o n (1
) is an expression which tends to zero as n tends to infinity.
Constant degree regular graphs (i.e., families of graphs with fixed degree d that does not depend on n) for which λ is small in comparison with d were extensively studied in the past few decades, due to their application in constructing good expander graphs. The edge expansion ratio of the graph is h(G) min U ⊆V,|U |≤n/2
|U | , where U c denotes the complement of U , and it measures how well connected small sets of vertices are to their complements. A family {G i } i∈N of graphs, where G i has i nodes, is called a family of expander graphs if h(G i ) ≥ ǫ for all i and for some positive ǫ. Due to the Cheeger inequality [10, Th.
2 , it follows that small λ implies a large edge expansion ratio, and hence constant degree regular graphs with small λ are of interest.
A useful family of expander graphs is the so-called Ramanujan graphs, which attains the bound from Theorem 4 asymptotically.
Definition 5. [10, Def. 5.11] A d regular graph is called a Ramanujan graph if
λ ≤ 2 √ d − 1.
V. DISTRIBUTED STOCHASTIC GRADIENT DESCENT IN THE PRESENCE OF STRAGGLERS -A FRAMEWORK
In order to distribute the execution of gradient descent from a master node M to n worker nodes {W j } n j=1 , the training set S is partitioned by M to n disjoint subsets
. Each node computes the gradients ∇L Si (w) of the empirical risks of the S i -s which it obtained, evaluates them in the current model w (t) , and sends some linear combination of the results to M . After obtaining the results of the computation from at least s t workers, where (s t ) t∈ [T ] are straggler tolerance parameters, M aggregates them to form the gradient ∇L S (w (t) ) of the overall empirical risk at w (t) .
To support mitigation of stragglers in this setting, the following notions are introduced. Let B ∈ C n×n be a matrix whose i-th row B i contains the coefficients of the linear combination n j=1 B i,j · ∇L Sj (w (t) ) that is sent to M by W i . Note that the support supp(B i ) contains the indices of the sets S j that are to be sent to W i by M . Given a set of non-stragglers K ∈ P(n), where P(n) is the set of all nonempty subsets of [n], a function A : P(n) → C n provides M with a vector by which the results from {W i } i∈K are to be linearly combined to obtain the vector v t . For convenience of notation, assume that supp(A(K)) ⊆ K for all K ∈ P(n). In most of the subsequent constructions, the matrix B and the function A will be defined over R rather than over C. Algorithm 1: [20] A framework for Distributed Stochastic Gradient Descent (DSGD) at the presence of stragglers.
, number of iterations T > 0, learning rate schedule η t > 0, straggler tolerances (s t ) t∈[T ] , a matrix B ∈ C n×n , and a function A :
For all i ∈ supp(B j ), compute the gradient of its empirical risk function:
be the index set of the first s t nodes from which a response is obtained. Let {c i } i∈Kt be the set of responses, and let a ∈ R n be
The construction of the matrix B and the function A in Algorithm 1 enables to compute the gradient both exactly (which requires the storage overhead d to be at least s t + 1 for all t ∈ [T ]) and approximately. In what follows, the respective requirements and guarantees from A and B are discussed. In the following definition, for an integer a let 1 a be the vector of a ones, where the subscript is omitted if clear from context.
Definition 6. A matrix B ∈ C n×n and a function
A : P(n) → C n satisfy the Exact Computation (EC) condition if for all K ⊆ [n] such that |K| ≥ max t∈[T ] s t , we have A(K) · B = 1. Further, for a non-decreasing function ǫ : [n − 1] → R ≥0 such that ǫ(0) = 0, A and B satisfy the ǫ-Approximate Computation (ǫ-AC) condition, if for all K ∈ P(n), we have d 2 (A(K)B, 1) ≤ ǫ(|K c |) (where d 2
is the ordinary Euclidean distance).
The conditions which are given in Definition 6 guarantee the exact and approximate computation as follows. In the upcoming lemmas, let N (w) be the matrix of empirical losses -
Lemma 7. If A and B satisfy the EC condition, then for all t ∈ [T ] we have v t = ∇L S (w (t) ).
Proof. For a given t ∈ [T ], let B ′ be the matrix whose i-th row B ′ i equals B i if i ∈ K t , and zero otherwise. By the definition of a it follows that a = B ′ · N (w (t) ), and since supp(A(
Therefore, we have
The next lemma bounds the deviance of v t from the gradient of the empirical risk at the current model w (t) by using the function ǫ and the spectral norm · spec of the matrix of empirical losses. The spectral norm [8, Sec. 3.9 .1] of a matrix P ∈ F n×n is P spec max x∈F n \{0} P x 2 x 2 , and hence P x 2 ≤ P spec · x 2 for every x ∈ F n .
Lemma 8. For a function ǫ as above, if A and B satisfy the
Proof. As in the proof of Lemma 7, we have that
Due to Lemma 7 and Lemma 8, in the remainder of this paper we focus on constructing A and B that satisfy either the EC condition (Section VI) or the ǫ-AC condition (Section VII).
Remark 9.
In some settings [20] , it is convenient to partition the data set S to (A, B) .
Similarly, if A and B satisfy the ǫ-EC condition for some ǫ, then the scheme (A,B) has lesser or equal storage overhead, and an identical error function ǫ, since
VI. EXACT GRADIENT COMPUTATION FROM CYCLIC MDS CODES
In this section it is shown that certain cyclic MDS codes, either over the reals or over the complex numbers, can be used to attain A and B that satisfy the EC condition. The result will be stated with respect to a general cyclic MDS code over a field F ∈ {R, C}, and specific constructions will be given separately. In particular, a code construction which applies to all parameters n, s, and d = s + 1, but requires complex number arithmetics, is given in Subection VI-A; and a construction over the reals which applies only when n = s mod 2 is given in Subsection VI-B. Note that in this section, the straggler tolerance parameters (s t ) t∈ [T ] equal to the given parameter s.
For a given n and s, let C be a cyclic [n, n − s] MDS code over F that contains 1. According to Lemma 1, there exists a codeword c 1 ∈ C whose support is {1, . . . , s + 1}. Let c 2 , . . . , c n be all cyclic shifts of c 1 , which lie in C by its cyclic property. Finally, let B be the n × n matrix whose columns are c 1 , . . . , c n , i.e., B (c ⊤ 1 , c ⊤ 2 , . . . , c ⊤ n ), where ' ⊤ ' denotes the transpose operation. 1 (β 1 , . . . , β s+1 , 0, . . . , 0) .
To prove B3, notice that the leftmost n − s columns of B have leading coefficients in different positions, and hence they are linearly independent. Thus, the dimension of the column span of B is at least n − s, and since dim C = n − s, the claim follows.
To prove B4, assume for contradiction that there exist a set of n − s linearly dependent rows. Hence, there exists a vector v ∈ F n of Hamming weight n − s such that vB = 0. According to B3, the columns of B span C, and hence the vector v lies in the dual C ⊥ of C. Since C ⊥ is an [n, s] MDS code by Lemma 1, it follows that the minimum Hamming weight of a codeword in C ⊥ is n − s + 1, a contradiction.
Since C R is of dimension n−s, it follows from parts B2 and B4 of Lemma 10 that every set of n−s rows of B are a basis to C R . Furthermore, since 1 ∈ C it follows that 1 ∈ C R . Therefore, there exists a function A : P(n) → F n such that for any set K ⊆ [n] of size n − s we have that supp(A(K)) = K and A K · B = 1.
Theorem 11. . The above A and B satisfy the EC condition (Definition 6).
In the remainder of this section, two cyclic MDS codes over the complex numbers and the real numbers are suggested, from which the construction in Theorem 11 can be obtained. These constructions are well known (e.g., [17, Sec. II.B]), and yet they are given below for completeness.
A. Cyclic-MDS codes over the complex numbers
For a given n and s, let i = √ −1, and let A {α j } n−1 j=0 be the set of complex roots of unity of order n, i.e., α j e 2πij/n . Let G ∈ C (n−s)×n be a complex Vandermonde matrix over A, i.e., G k,j = α k j for any j ∈ {0, 1, . . . , n − 1} and any k ∈ {0, 1, . . . , n − s − 1}. Finally, let C {xG|x ∈ C n−s }.
C3. The codewords of C may be seen as the evaluations of all polynomials in C <n−s [x]
on the set A.
Lemma 13. C is a cyclic code.
Proof. Let c ∈ C be a codeword, and let f c ∈ C <n−s [x] be the corresponding polynomial. Consider the polynomial f c ′ (x) f c (e 2πi/n · x), and notice that deg f c ′ = deg f c . Further, it is readily verified that any j ∈ {0, 1, . . . , n − 1} satisfies that f c ′ (α j ) = f c (α j−1 ), where the indices are taken modulo n. Hence, the evaluation of the polynomial f c ′ on the set of roots A results in the cyclic shift of the codeword c, and lies in C itself.
Corollary 14. The code C is a cyclic MDS code which contains 1, and hence it can be used to obtain the matrices A and B, as described in Theorem 11.
Given a set K of n − s non-stragglers, an algorithm for computing the encoding vector A(K) in O(s log 2 s + n log n) operations over C (after a one-time initial computation of O(s 2 + s(n − s))), is given in Appendix A. The complexity of this algorithm is asymptotically smaller than the corresponding algorithm in [7] and [9] whenever s = o(n). Furthermore, the cyclic structure of the matrix B enables a very simple algorithm for its construction; this algorithm compares favorably with previous works for any s, and is given in Appendix A as well.
Note that the use of complex rather than real matrix B may potentially double the required bandwidth. A simple manipulation of Algorithm 1 which resolves this issue is given in Appendix B. This optimal bandwidth is also attained by the scheme in the next section (by using a smaller number of multiplication operations), however, it is applicable only if n = s mod 2.
B. Cyclic-MDS codes over the real numbers
The construction in this subsection relies on [17, Property 3 ]. Yet, since we require an additional property that is not discussed in [17] , full proofs are given. Proof. According to Lemma 2, it is clear that C 1 and C 2 are cyclic. According to the BCH bound (Theorem 3), it is also clear that the minimum distance of C 1 is at least |A 1 | + 1 = s + 1, and the minimum distance of C 2 is at least |A 2 | + 1 = s + 1. Hence, to prove that C 1 and C 2 are MDS codes, it is shown that their code dimensions are n − s.
Since the sets A 1 and A 2 are closed under conjugation (i.e., α is in A if and only if the conjugate of α is in A) it follows that the polynomials P 1 (x) α∈A1 (x − α) and P 2 (x) α∈A2 (x − α) have real coefficients. Hence, by the definition of BCH codes it follows that
and hence, dim C 1 ≥ n − s and dim C 2 ≥ n − s. Let d(C 1 ) and d(C 2 ) be the minimum distances of C 1 and C 2 , respectively, and notice that by the Singleton bound [18, Sec. 4.1] it follows that
and thus C 1 and C 2 satisfy the Singleton bound with equality, or equivalently, they are MDS codes. To prove that the all ones codeword 1 is in C 1 and C 2 , note that their respective parity check matrices are
Hence, the expressions H 1 · 1 and H 2 · 1 correspond to a summation of (possibly several copies of) all roots of unity of some order t which divides n. Since n > s, it follows that for A 1 ,
hence 1 / ∈ A 1 , and for A 2 ,
hence 1 / ∈ A 2 , and therefore t ≥ 2. Since the sum of all roots of unity of any order larger than one is zero, it follows that 1 ∈ C 1 and that 1 ∈ C 2 , which concludes the proof.
Algorithms for computing the matrix B and the vector A(K) for the codes in this subsection are given in Appendix C. The algorithm for construction B outperforms previous works whenever s = o(n), and the algorithm for computing A(K) outperforms previous works for a smaller yet wide range of s values.
VII. APPROXIMATED GRADIENT COMPUTATION FROM EXPANDER GRAPHS
Setting B as the identity matrix and A as the function which maps every K ∈ P(n) to its binary characteristic vector 1 K , clearly satisfies the ǫ-AC scheme for ǫ(K) = |K c |, since
This approach is widely used in practice (e.g., [6] ). In this section it is shown that this scheme (termed hereafter "the trivial scheme") can be outperformed by setting B to be a normalized adjacency matrix of a connected regular graph on n nodes, and setting A to be some carefully chosen yet simple function. The resulting error function ǫ(s) depends on the parameters of the graph, whereas the resulting storage overhead d is given by its degree (i.e., the fixed number of neighbors of each node). The error function is given below for a general connected and regular graph, and particular examples with their resulting errors are given in the sequel. In particular, it is shown that taking the graph to be an expander graph provides a deviation ǫ which is asymptotically less than √ s (Eq. (4)) whenever s = o(n). In some cases, smaller deviation is also obtained for larger values of s.
For a given n let G be a connected and d-regular graph on n nodes, with eigenvalues λ 1 ≥ . . . ≥ λ n and corresponding eigenvectors v 1 = 1, v 2 , . . . , v n as described in Subsection IV-C. Let B 
Proof. First, observe that v 2 , . . . , v n is exactly the subspace of all vectors whose sum of entries is zero. This follows from the fact that {1, v 2 , . . . , v n } is an orthogonal basis, hence v i · 1 = 0 for every i ≥ 2, and from the fact that {v 2 , . . . , v n } are linearly independent. Since the sum of entries of u K is zero, the result follows.
Corollary 18. For any
Proof. The first part follows immediately from Lemma 17. The second part follows by computing the ℓ 2 norm of u K in two ways, once by its definition (5) and again by using the representation of u K as a linear combination of the orthonormal set {v 2 , . . . , v n }. Now, define A : P(n) → R n as A(K) = u K + 1, and observe that supp(A(K)) = K for all K ∈ P(n). Note that computing A(K) given K is done by a straightforward O(n) algorithm. The error function ǫ is given by the following lemma.
Lemma 19. For every set
Proof. Notice that the eigenvalues of B are µ i λi d , and hence µ max{|µ 2 |, |µ n |} equals λ d . Further, the eigenvectors are identical to those of A G . Therefore, it follows from Corollary 18 that
and since {v 2 , . . . , v n } are orthonormal, it follows that It is evident that in order to obtain small deviation ǫ(s), it is essential to have a small λ and a large d. However, most constructions of expanders have focused in the case were d is constant (i.e., d = O (1)). On one hand, constant d serves our purpose well since it implies a constant storage overhead. On the other hand, a constant d does not allow λ/d to tend to zero as n tends to infinity due to Theorem 4.
To present the contribution of the suggested scheme, it is compared to the trivial one. Clearly, for any given number of stragglers s, it follows from (4) and from Lemma 19 that the latter scheme outperforms the trivial one if
Since any connected graph satisfies that λ < d (where λ = λ bipartite if the graph is bipartite), it follows that Eq. (6) holds asymptotically for any s = o(n). For finite values of n, several explicit graphs given below. Ramanujan graphs are an important family of expanders (Definition 5), the simplest example of which is the complete graph. Constructions of Ramanujan graphs with a constant degree are given in [16] . As mentioned earlier, restricting d to be a constant (i.e., not to grow with n) is detrimental to the error term in (6) due to Theorem 4. Letting d to tend to infinity with n provides a much better approximation, at the cost of higher storage overhead. This fact is demonstrated by the following family of graphs.
Example 24 ([1] ). There exists a polynomial algorithm (in n) to produce a graph G with the parameters (n, d, λ) = (2 m , m − 1, m log 3 m). For this family of graphs, the relative error term (6) goes to zero as n goes to infinity for s = δn, 0 < δ < 1. In this section, efficient algorithms for encoding (i.e., computing the matrix B) and decoding (i.e., computing the vector A(K) given a set K of non-stragglers) are given for the scheme in Section VI-A.
Since the matrix B (2) is circulant, it suffices to compute only its leftmost column. Further, the leftmost column c 1 of B is a codeword in an [n, n − s] Reed-Solomon code whose evaluation points are all roots of unity of order n, denoted {α i } n−1 i=0 . Hence, to find c 1 , one may define the polynomial m(x) n−1 j=s+1 (x − α j ) and evaluate it over α 0 , α 1 , . . . , α s , which is possible in O(s(n − s)) operations. This compares favorably with the respective O(n 2 log 2 (n)) of [7, Sec. 5.1.1] for any s.
As for the decoding part, for a given set K of n−s non-stragglers we present an algorithm which computes A(K) in O(s log 2 s + n log n) operations over C. This outperforms the respective O((n − s) log 2 (n − s)) in [7, Sec. 5.2.1] whenever s = o(n), and the respective O((n − s) 2 ) of [9] for any s < δn with δ < 1. The central tool in this section is the well-known Generalized Reed-Solomon (GRS) codes. A code C ⊆ C n is called an [n, s] GRS code if
where {α i } n i=1 are pairwise distinct evaluation points, and {ℓ i } n i=1 ⊆ C are nonzero column multipliers. It is readily verified that any RS code (Subsection IV-B) is a GRS code.
Lemma 27 ([18, Prop. 5.2]). If C ⊆ F n is a GRS code then its dual C ⊥ is a GRS code with identical evaluation points.
Let C be the code from Subsection VI-A, and notice that it is a GRS code whose column multipliers are all equal to 1. By Lemma 27, it follows that the generator matrix of C ⊥ is V · D, where
and D = diag(ℓ 1 , . . . , ℓ n ) is a diagonal matrix which contains the nonzero column multipliers of C ⊥ . In Algorithm 2, for a subset K ⊆ [n] let V K be the matrix of columns of V that are indexed by K, and let D K = diag(ℓ i ) i∈K . In addition, for a vector x ∈ C n , let x K be the vector which results from deleting the entries of x that are not in K.
Algorithm 2:
Computing the decoding vector A(K) for the scheme in Subsection VI-A. Data: Any vector x ′ ∈ C n such that
Correctness of Algorithm 2. Since y ∈ C ⊥ , it follows that yB = 0, and hence A(K)B = (y + x ′ )B = 1. In addition, for every i / ∈ K we have that y i = −x ′ i , hence A(K) i = 0, and therefore supp(A(K)) ⊆ K. Complexity of Algorithm 2. Notice that -1) Since D K c is diagonal, computing its inverse requires s inverse operations in C.
2) Solving the equation
K c amounts to an interpolation problem, i.e., finding a degree (at most) s − 1 polynomial which passes through s given points. This is possible in O(s log 2 s) operations by [11] . 3) Given f , computing the product f V reduces to evaluation of a degree (at most) n polynomial on all roots of unity of order n. This is possible in O(n log n) operations by utilizing the famous Fast Fourier Transform (FFT) [4] . Hence, the total complexity of Algorithm 2 is O(s log 2 s + n log n).
The pre-computation of x ′ may be done by finding x ′′ ∈ C n−s such that x ′′ B ′ = 1, where B ′ is the upper-left (n − s) × (n − s) submatrix of B, and padding x ′′ with s zeros. Since B ′ is a lower-triangular matrix in which the support of every column is of size at most s + 1, the equation x ′′ B ′ = 1 can be solved by a simple O(s 2 + s(n − s)) back-substitution algorithm. The computation of x ′ can be done at the encoding phase (described above), and at a comparable complexity.
APPENDIX B BANDWIDTH REDUCTION IN SUBSECTION VI-A
In step t ∈ [T ] of Algorithm 1, each node W j transmits 1 n i∈supp(Bj ) B j,i · ∇L Si (w (t) ) = B j · N (w (t) ) back to the master node. In the scheme which is suggested in Subsection VI-A, this step requires transmitting a vector in C p , where p is the number of entries of w (t) . Since the gradient vectors ∇L Si (w (t) ) are real, the resulting bandwidth is larger than the actual amount of information by a factor of 2. In this section it is shown that the optimal bandwidth can be attained by a simple manipulation of the gradient vectors.
For p ′ ⌈ p 2 ⌉ and any t ∈ [T ], denote the columns of the matrix N (w (t) ) ∈ R n×p by N t,1 , . . . , N t,p , and let N ′ t ∈ C n×p ′ be the matrix whose columns are 3 N t,1 + iN t,2 , N t,3 + iN t,4 , . . . . To obtain optimal bandwidth, replace the transmission B j · N (w (t) ) ∈ C p of W j at iteration t of Algorithm 1 by B j · N ′ t ∈ C p ′ . In addition, replace the definition of w (t+1) by w (t) − η t e(v t ), for e : C p ′ → R p that is defined as
where ℜ(y) and ℑ(y) are the real and imaginary parts of a given y ∈ C, respectively. Since A and B of Subsection VI-A satisfy the EC condition, it follows that A(K)BN ′ t = 1 · N ′ t for every set K of n − s non-stragglers and every t ∈ [T ]. Further, we have that
and hence the correctness of Algorithm 1 under the scheme from Subsection VI-A is preserved. Under this framework, the transmission from W j to the master node contains p ′ complex numbers (i.e., 2p ′ real numbers) rather than p complex numbers (i.e., 2p real numbers), and it is clearly optimal. Note that this improvement does not diminish the contribution of the scheme in Subsection VI-B. In the current section, to compute the transmission B j N ′ t , any worker node W j performs dp ′ multiplication operations over C, i.e., 4dp ′ ≈ 2dp multiplication operations over R. In contrast, the scheme in Subsection VI-B requires any W j to perform only dp multiplications over R.
APPENDIX C ENCODING AND DECODING -THE REAL CASE
As in the complex number case (Subsection VI-A and Appendix A), an algorithm for computing the matrix B and the vector A(K) for the scheme in Subsection VI-B is given. In either of the cases of Construction 15, the resulting code C consists of all codewords (seen as coefficients of polynomials in R[x] <n ) with s mutual roots. That is, the code can be described as the right kernel of
where {α i } s i=1 are the roots of the code. As in Appendix A, to compute the matrix B it suffices to find the codeword c 1 , which in this case is a lowest weight codeword in a BCH code. It is readily verified that c 1 may be given by the coefficients of the generator polynomial G(x) s i=1 (x − α i ) (denoted by P 1 and P 2 in Eq. (3)) . Finding these coefficients is possible by evaluating G(x) in s + 1 arbitrary and pairwise distinct roots of unity of order n, and solving an interpolation problem in O(s log 2 s) by [11] . However, evaluating G(x) at s + 1 points requires O(n log n) operations using the FFT algorithm. Hence, the overall complexity of computing B is O(min{s log 2 s, n log n}), an improvement over [7] whenever s = o(n).
In Algorithm 3, for a given K ⊆ [n], let V K be the matrix of columns of V that are indexed by K. The complexity of this algorithm outperforms [7] whenever s = o(log 2 n), and outperforms [9] whenever s = o(n 2/3 ). 3 The rightmost column of N ′ t is Nt,p−1 + iNt,p if p is even and Nt,p otherwise.
Algorithm 3:
Computing the decoding vector A(K) for the scheme in Subsection VI-B. Data: Any vector x ′ ∈ R n such that x ′ B = 1. Input : A set K ⊆ [n] of n − s non-stragglers. Output: A vector A(K) such that supp(A(K)) ⊆ K and A(K)B = 1.
Correctness of Algorithm 3. First, note that V K c is an invertible matrix, since C ⊥ is an MDS code by Lemma 1 and Lemma 16. Second, since y is in the left image of V it follows that y ∈ C ⊥ , and further, y i = −x ′ i for every i ∈ K c . Hence, supp(A(K)) ⊆ K and A(K)B = 1.
Complexity of Algorithm 3.
As in the complexity analysis of Algorithm 2, the complexity is clearly O(γ s +s(n−s)), where γ s is the complexity of inverting a generalized Vandermonde matrix. While explicit formulas for inverting a generalized Vandermonde matrix were discussed in [21] , for simplicity, one may employ the trivial O(s 3 ) algorithm.
APPENDIX D APPROXIMATED GRADIENT COMPUTATION FROM BIPARTITE EXPANDER GRAPHS
The approximation scheme in Section VII can be applied over graphs G that are bipartite. However, such graphs satisfy that λ = d, and hence the resulting error function ǫ(s) = ns n−s is superseded by the error function of the trivial scheme (4) . In this section it is shown that bipartite graphs on 2n nodes may be employed in a slightly different fashion, and obtain ǫ(s) = [8, Sec. 3.8.10] , which implies that any matrix P ∈ R n×n can be factored as P = U DV ⊤ , where D ∈ R n×n is a diagonal matrix, and U and V are orthonormal matrices (i.e., U U ⊤ = V V ⊤ = I n , where I n is the identity matrix of order n). The elements {σ i } n i=1 on the diagonal of D are called the singular values of P , the columns {u i } n i=1 of U are called left-singular vectors of P , and the columns {v i } n i=1 of V are called right-singular vectors of P . The singular values and singular vectors of P can be arranged in triples {(u i , v i , σ i )} n i=1 such that for all i ∈ [n] we have v i P ⊤ = σ i u i and u i P = σ i v i , which implies that v i P ⊤ P = σ 2 i v i and u i P P ⊤ = σ 2 i u i . Let G = (L ∪ R, E) be a regular (in both sides) and connected bipartite graph on 2n nodes (and hence |L| = |R| = n), with an adjacency matrix
for some n × n real matrix C, and eigenvalues
be the set of triples of left-singular vectors, right-singular vectors, and singular values of C, as explained above, where σ 1 ≥ · · · ≥ σ n ≥ 0. The next lemma presents the connection between the singular values of C and the eigenvalues of A G .
Lemma 28. {λ
. Proof. For any i ∈ [n] we have that
and hence σ i ∈ {λ i } 2n i=1 . It is an easy exercise to verify that the eigenvalues of a bipartite graph are symmetric around zero, and hence it follows that −σ i ∈ {λ i } 2n i=1 as well.
