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Abstract
Pixels operate locally. Superpixels have some potential
to collect information across many pixels; supervoxels have
more potential by implicitly operating across time. In this
paper, we explore this well established notion thoroughly
analyzing how supervoxels can be used in place of and in
conjunction with other means of aggregating information
across space-time. Focusing on the problem of strictly un-
supervised video object segmentation, we devise a method
called supervoxel gerrymandering that links masks of fore-
groundness and backgroundness via local and non-local
consensus measures. We pose and answer a series of criti-
cal questions about the ability of supervoxels to adequately
sway local voting; the questions regard type and scale of su-
pervoxels as well as local versus non-local consensus, and
the questions are posed in a general way so as to impact
the broader knowledge of the use of supervoxels in video
understanding. We work with the DAVIS dataset and find
that our analysis yields an unsupervised method that out-
performs all other known unsupervised methods and even
many supervised ones.
1. Introduction
Video understanding remains a focus area in vision. A
critical sub-problem, video object segmentation, supports
learning object class models [22, 29], scene parsing [17, 32]
and action recognition [19, 27, 28], and many video editing
applications [4]. Despite its utility, however, due to the di-
versity of characteristics videos exhibit and the attendant
challenges they present to the assumptions of many seg-
mentation frameworks, finding general solutions for video
object segmentation remains a largely unsolved problem.
In an attempt to address some of the challenges in video
object segmentation, Faktor and Irani [7] relate superpix-
els in a high-dimensional region space across many frames,
thereby mitigating issues arising from foreground objects
with inconsistent optical flow or visual saliency proper-
ties. However, while superpixels are restricted to individ-
Figure 1: Video Object Segmentation of Parkour video in
DAVIS dataset. Characteristics of this video include a mov-
ing camera and a dynamic foreground object.
ual frames and must be related across videos by a manufac-
tured coordinate space, supervoxels exhibit an inherent ben-
efit of existing across many frames of video. To this end,
we introduce a video segmentation framework that, start-
ing from an initial pixel-level estimate of “foregroundness,”
builds an internal consensus within the bounds of each su-
pervoxel, and then relates this local consensus across the
entire video for a final determination of the foreground seg-
mentation. We conceptualize this approach to swaying the
“foregroundness” of a certain pixel akin to gerrymandering
in voting.
Our method has two parts. First, to build an initial quan-
titative estimate of “foregroundness,” we use a combination
of motion and visual saliency cues that are weighted using
a straightforward statistical measure of “outlierness” [34].
Second, using the initial estimate we build an internal or lo-
cal consensus in supervoxels that is then relayed across the
video amongst a set of nearest neighbors, which forms an
additional non-local consensus. Among the many benefits
of extending consensus-based segmentation to supervoxels,
we find that a three-dimensional feature space forms a reli-
able non-local consensus, which is a dramatic simplification
of the 176-dimensional feature space used to relate super-
pixels in [7].
However, we find that there are many unanswered ques-
tion from the outset of our work. To address this, we design
a system of experiments to explicitly answer the following:
• Given the temporal consistency of supervoxels and
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their inherent reach through multiple frames compared
to superpixels, how useful is the internal or local con-
sensus of supervoxels relative to non-local consensus
for video object segmentation?
• Given the availability of multiple methods for generat-
ing supervoxels, which methods are the most useful?
• Given the range of hierarchy levels available with su-
pervoxel methods, which levels are the most effective?
In fact, we believe these questions have broader purview in
video understanding than strictly the problem in focus here.
We initiate our consideration of supervoxel selection
with a comparative study in [36], which found that seg-
mentation by weighted aggregation (SWA) [5, 26] and hier-
archical graph-based (GBH) [11] supervoxels perform best
and approximately equally-well with respect to spatiotem-
poral uniformity, object/region boundary detection, region
compression, and parsimony. Xu et al. [38] later develop
a streaming hierarchical graph-based (SG) segmentation
method, which only processes each video frame once and
can handle arbitrarily long videos. To answer the super-
voxel selection question in the context of this work, we test
all three supervoxel methods in our framework and compare
their relative performance.
We evaluate the overall efficacy of our supervoxel-
based segmentation method using multiple annotated video
benchmarks, including the Densely Annotated VIdeo Seg-
mentation (DAVIS) dataset [24] (see Figure 1). DAVIS has
been used in propagating annotations forward in the video
[21], training convolutional neural networks [12], or both
[13, 14]. In this work, we do not consider supervised tech-
niques, whether in the sense of requiring prior annotations,
training data, or human-in-the-loop functionality. Although
there are indeed many recent developments in supervised
methods for many vision problems, we remain interested in
exploring the comparatively more transparent and general
unsupervised methods; insights to them may later influence
supervised methods as well. Despite the simplicity of this
approach, we are able to generate more accurate video ob-
ject segmentations on DAVIS than many supervised tech-
niques [1, 3, 8, 11, 21, 25], and, to the best of the authors’
knowledge, all current results from unsupervised techniques
[2, 7, 9, 15, 23, 31, 35]. In our analysis, we thoroughly ex-
periment with all permutations of method configurations to
allow us to systematically answer the three questions we
posed earlier.
Main contributions Our paper is primarily an analysis
paper that asks and answers important questions about the
use of supervoxels as a means for consensus in video ob-
ject segmentation. This analysis, which carefully elucidates
when certain supervoxel methods are more appropriate than
others, is the main contribution of the paper. However,
a secondary contribution is the actual method, supervoxel
gerrymandering, which we developed to support this analy-
sis. Through the analysis our method is able to achieve the
highest performance among all known unsupervised meth-
ods and higher performance than many supervised meth-
ods on the DAVIS video object segmentation benchmark
for single objects, which is our focus.
Paper organization The remainder fo this paper is orga-
nized as follows. Section 2 derives the supervoxel gerry-
mandering method and saliency outliers for scaling video
data. Section 3 defines our motion and visual saliency-
based and supervoxel consensus-based implementations of
video object segmentation. Section 4 presents our experi-
mental results on the DAVIS and SegTrackv2 datasets with
discussion on our findings, and Section 5 provides conclud-
ing remarks.
2. Approach
This section derives the foundational concepts of our
video segmentation method. While similar components of
this methodology appear in other work [7, 30, 34], this uni-
fication of concepts results from a fine grain analysis and
allows a precise description of the implementation frame-
work introduced in Section 3.
We use supervoxel gerrymandering in conjunction with
a baseline method that generates an initial quantitative esti-
mate of “foregroundness” and “backgroundness.” The ini-
tial estimate result from a weighted combination of mo-
tion and visual saliency cues. The methodology behind the
weighted combination is based on the Tukey range test [34]
and, as derived in Section 2.2, is generalizable to many
classes of video data. From the initial estimate, we use
the derivation in Section 2.1 to build a local and non-local
supervoxel-based consensus, which improves the overall
performance of our video object segmentation framework,
which is depicted in Figure 2.
2.1. Supervoxel Gerrymandering
Supervoxel consensus improves an initial video segmen-
tation using supervoxel-level local and non-local consensus
voting. Denote an initial mask estimate at each pixel p as
m0p ∈ {0, 1}, where m0p = 1 suggests that p is in a loca-
tion corresponding to a foreground object. Also we have a
set of non-overlapping supervoxels, S ∈ S , that cover the
full set of pixels for a given video; the supervoxels are dis-
joint. These may be produced by any method and we will
make it concrete during the later analysis.
For each supervoxel, the internal or local foreground
consensus is defined as
fS :=
1
NS
∑
p∈S
(2m0p − 1), (1)
Figure 2: Our segmentation framework uses motion and visual saliency measures as an initial estimate of “foregroundness”
(f0p in (11)). Using supervoxels generated from the input video, we refine this initial estimate with a supervoxel-based
consensus for both background and foreground elements (fp in (3)), which determines our output segmentation (mp in (4)).
where NS is the number of p ∈ S and fS ∈ [−1, 1]. Posi-
tive or negative values in (1) correspond to a consensus for
S belonging to a foreground object or the background re-
spectively. For each pixel, the supervoxel foreground con-
sensus is defined as
fscp := w0fS0 +
NNL∑
i=1
wifSi , (2)
where fS0 is the local consensus of the supervoxel con-
taining p, NNL is the number of S0-nearest-neighbor super-
voxels contributing to the non-local consensus, and scalar
weights w0, w1, ..., wNNL determine the relative contribu-
tion of each supervoxel.
Although an updated foreground mask can be generated
directly from (2), we find it more effective in combination
with the initial measure used to find m0p. Hence, a final
measure is defined as
fp := f0p + f
sc
p , (3)
where the initial measure f0p improves from fscp adding
“foregroundness” to pixels with a consistent foreground ob-
ject consensus and subtracting from pixels with a consistent
background consensus as shown in Figure 2. Finally, the
updated foreground mask is chosen as
mp :=
{
1 if fp > 0
0 otherwise
. (4)
Remarks: (a) For the current work, weights in (2) are cho-
sen such that
∑NNL
i=0 wi = 1, which, given fS ∈ [−1, 1]
in (1), implies that fscp ∈ [−1, 1]. Correspondingly, f0p
is scaled in (3) such that f0p ∈ [0, 1]. (b) The scale and
offset to m0p in (1) can be modified to change the relative
reward/penalty from a foreground/background consensus.
2.2. Saliency Outliers
Based on the assumption that foreground objects in video
exhibit distinct behavior relative to the background, the ini-
tial estimate of “foregroundness,” f0p in (3), is found using
motion and visual saliency data outliers. Outliers are found
in each set of data using a process inspired by Tukey’s range
test. Data are divided using a lower and upper outlier thresh-
olds, O1 and O3 respectively, that are calculated as
O1 = Q1 − k(Q3 −Q1) (5)
O3 = Q3 + k(Q3 −Q1), (6)
whereQ1 andQ3 are the lower and upper quartiles,Q3−Q1
is the interquartile range, k = 1.5 is a constant that scales
the outlier thresholds (for later use in Section 3.1, Q2 will
be considered the median). For a given set of pixel-level
data dp ∈ D, the outliers are defined as
O := {dp ∈ D|dp < O1 ∨ dp > O3}, (7)
allowing us to define an “outlierness” scale for weighing
each saliency measure as
α :=
∑
dp∈O |dp|∑
dp∈D |dp|
, (8)
where α ∈ [0, 1] is proportional to the magnitude of outlier
data relative to all data.
3. Implementation Framework
This section describes the fully implemented segmen-
tation framework. Section 3.1 details the initial quantita-
tive measure of “foregroundness” and attendant mask. Sec-
tion 3.2 describes the supervoxel consensus implementation
that improves the initial foreground estimate for the final
output mask. For the sake of completeness and repeatabil-
ity, source code is provided at [10].
3.1. Initial Segmentation via Saliency Outliers
This initial estimate of “foregroundness,” f0p, is found
using a weighted combination of motion and visual saliency
measures. For motion saliency, x and y optical flow com-
ponents are found using [18]. Using the x and y flow com-
ponents, the flow magnitude (i.e., |x2 + y2|) and flow angle
(i.e., arctan( yx )) are also calculated. For each flow mea-
sure, the outlier thresholds and scales are calculated on a
frame-to-frame basis using (5)-(8). The pixel-level measure
of motion saliency, dmsp , is defined for each flow component
as
dmsp :=
{
0 if dp /∈ O ∨ αf < 0.5
αf |dfp −Qf2| otherwise
, (9)
where dfp is a flow component with corresponding frame-
to-frame median Qf2, outlier scale αf , and a 0.5 mini-
mum scale requirement. The intuition behind (9) is simple:
whether a foreground object is moving with a fixed cam-
era or vice versa, the foreground object’s deviation from the
frame’s median optical flow will generally be salient; the
absolute value enables a positive “foregroundness” contri-
bution regardless of a flow component’s sign; and the min-
imum scale requirement will remove the influence of less
reliable flow components.
For video segmentation, we have found that in most
cases visual saliency is less reliable than optical flow. How-
ever, the product of visual saliency and optical flow is bene-
ficial for videos with dynamic background elements. Thus,
the pixel-level measure of visual saliency, dvsp , is defined as
dvsp := dvp
k
4∑
i=1
max(αfi , 0.5)|dfip −Qfi2|, (10)
where dvp ∈ [0, 1] is a pixel-level visual saliency-based
scale (found using [20]), k is an exponential scale that ad-
justs the relative sharpness of dvpk ∈ [0, 1], dfip is the ith
flow component with corresponding median Qfi2 and out-
lier scale αfi , and the minimum applied scale of 0.5 en-
sures that visual saliency measures are available even if
αfi = 0 ∀i. Three visual saliency measures are used al-
together, with k = {1, 12 , 13}.
Finally, the initial foreground measure, f0p, is defined as
f0p :=
ND∑
i=1
dip, (11)
where dip is the ith component of ND = 7 saliency mea-
sures (four from (9) and three from (10)). Using (11), the
initial foreground mask, m0p, is found using (4), but with
the following threshold: f0p > βpδp, where βp ∈ R is the
sum of the mean and standard deviation of f0p in the current
frame and δp is a previous-mask threshold scale defined as
δp :=
{
1
2 if m0p,k−1 = 1
1 otherwise
, (12)
where m0p,k−1 represents m0p from the previous frame. In
simple words, if f0p is greater than the pixel-level mean
and standard deviation of “foregroundness” over the cur-
rent frame, p is considered a foreground object location.
In addition, from (12), wherever p corresponds to a mask
position in the previous frame, a half-threshold discount is
applied, which generally encourages frame-to-frame seg-
mentation continuity and gradually increasing accuracy of
the initial mask. Finally, the initial mask assumes a sin-
gle foreground object hypothesis. Accordingly, the mask is
restricted within each frame to contain a single continuous
segment exhibiting the greatest combined values of f0p.
Remark: In the remainder of the paper, the initial fore-
ground mask will be referred to as MVSO (motion and vi-
sual saliency outliers).
3.2. Final Segmentation via Supervoxel Consensus
Given the initial foreground estimation from Section 3.1,
we now describe our implementation of supervoxel consen-
sus for segmentation. First, we determine the relative con-
sensus weight of each supervoxel used in (2). The local
consensus weight, w0, changes based on the overall con-
sensus configuration implemented. If implementing only
local consensus, w0 = 1 and all of the non-local weights
are scaled to zero. If implementing only non-local consen-
sus, w0 = 0 and all non-local weights are uniformly scaled
s.t.
∑NNL
i=1 wi = 1. Finally, if implementing both local and
non-local consensus, w0 = 13 and non-local weights are
uniformly scaled s.t.
∑NNL
i=1 wi =
2
3 .
In [7], non-local consensus weights are based on nearest
neighbor regions for superpixels that use a 176-dimensional
space, which consists of RGB and LAB histograms, HOG
descriptors, and relative spatial coordinates. In the current
work, non-local weights are based on supervoxel regions
that only use a 3 dimensional space, which consists of the
mean LAB color of each supervoxel. Specifically, the nomi-
nal non-local consensus weightsw1, ..., wNNL in (2) are cho-
sen as
wi =
1
R(S0, Si)2
, (13)
where R ∈ R calculates the city-block distance between
the mean-LAB region space of local supervoxel S0 and the
ith nearest neighbor Si. Because R is squared, the influ-
ence of supervoxels outside of the primary “clique” drops
off quickly. Furthermore, the LAB region space is normal-
ized for the consensus weight calculation in (13) such that
the minimum and maximum video-wide LAB-pixel values
correspond to 0 and 1 respectively. This normalization en-
sures that all three region space dimensions are meaningful,
even if their original differences are minor.
Selecting the number of nearest neighbors used for non-
local consensus is chosen within the context of the changing
number of supervoxels between each video and supervoxel
hierarchy. Specifically, NNL in (2) is chosen as NNL = 1NS ,
where NS is the total number of supervoxels in the video,
S ∈ S . Scaling the number of nearest neighbors in this
manner keeps a relatively consistent ratio of consensus to
non-consensus neighbors for varying sizes of videos and su-
pervoxels.
Given the full definition of the implementation consen-
sus terms, fscp is calculated using (2) and is combined with
f0p from Section 3.1 for the final measure of “foreground-
ness,” fp in (3). Using (4), values of fp > 0 determine the
locations of the foreground object proposal, mp. As a final
processing step, mp is restricted within each frame to con-
tain at most two continuous segments exhibiting the greatest
combined values of fp. In this sense, the final foreground
segmentation of our framework roughly approximates a sin-
gle object hypothesis that accounts for limited instances of
occlusions.
4. Results
We evaluate our approach on two datasets: the Densely
Annotated VIdeo Segmentation (DAVIS) [24] and the Geor-
gia Tech Segmentation and Tracking Dataset (SegTrackv2)
[16, 33]. The DAVIS dataset includes videos from 50 di-
verse scenarios that collectively test the assumptions of
many segmentation frameworks. Furthermore, all of the
DAVIS dataset’s ground truth annotations match the sin-
gle object hypothesis. The SegTrackv2 dataset has fewer
videos than DAVIS, and only a subset match the single ob-
ject hypothesis. However, SegTrackv2 provides an addi-
tional challenge by using videos with different resolutions,
which span from 76,800 to 230,400 pixels per frame.
Three different, accepted, measures are used to evaluate
the performance of our video foreground object segmenta-
tion: region similarity J , contour accuracy F , and tempo-
ral (in-)stability T , which are all calculated using the def-
initions provided in [24]. Region similarity (also known
as the intersect over union or Jaccard index [6]) provides
a straightforward and scale-invariant evaluation of the num-
ber of mislabeled foreground pixels with respect to a ground
truth annotation. Given a foreground mask M and ground
truth annotationG, J = M∩GM∪G . Contour accuracy evaluates
the boundary of a segmentation by measuring differences
between the closed set of contours for M and G. Finally,
temporal stability is a measure based on the consistency of
a mask between frames. While temporal stability is impor-
tant for some applications, such as video editing, it is shown
to be generally uncorrelated with region similarity and con-
tour accuracy in [24].
To test the efficacy of our segmentation approach and
establish best practices for implementation, we evaluate the
relative changes in performance for all permutations of the
following configuration options:
• Supervoxel methods: segmentation by weighted ag-
gregation (SWA), hierarchical graph-based segmenta-
tion (GBH), and streaming hierarchical graph-based
segmentation (SG).
• Supervoxel hierarchy levels: 5-12 for SWA and 0-20
for GBH and SG.
• Consensus methods: local consensus, non-local con-
sensus, and both.
Following this evaluation in Section 4.1, Section 4.2 pro-
vides insights into the questions we posed at the beginning
of our study.
Remarks: (a) For simplicity, the SWA, GBH, and SG su-
pervoxels are generated using the standard settings provided
in the supervoxel library LIBSVX [37]. (b) To improve
computation time, supervoxels are processed on a scaled-
down resolution for both data sets and scaled back for seg-
mentation. The reduction scale is 1:4 for the DAVIS dataset
and 1:2 for SegTrackv2, which uses lower resolution images
than DAVIS.
4.1. Dataset Evaluation
DAVIS Here, we present the results of our evaluation ex-
periments using the DAVIS dataset. Best results for each
type of configuration are provided in Table 1. To help ex-
plain the naming convention, SWA06 uses SWA hierarchy
Configuration ID
Configuration MVSO SWA06 SWA08L SWA
05
NL GBH
00 GBH02L GBH
00
NL SG
01 SG00L SG
00
NL
Supervoxel Method None SWA SWA SWA GBH GBH GBH SG SG SG
Hierarchy Level N/A 6 8 5 0 2 0 1 0 0
Local Consensus N/A Yes Yes No Yes Yes No Yes Yes No
Non-Local Consensus N/A Yes No Yes Yes No Yes Yes No Yes
Measure DAVIS Results
Rank 6th 1st 4th 5th 3rd 2nd 7th 9th 8th 10th
J Mean ↑ 0.586 0.676 0.647 0.616 0.648 0.653 0.544 0.495 0.537 0.282
F Mean ↑ 0.475 0.639 0.615 0.592 0.61 0.612 0.526 0.488 0.51 0.326
T Mean ↓ 0.307 0.310 0.31 0.431 0.33 0.318 0.522 0.425 0.364 0.78
Supervoxel Volume N/A 3617 24651 1342 9745 32988 9745 292317 155447 155447
Table 1: Results for each combination of supervoxel and consensus method on the DAVIS dataset. Result measures consist of
region similarity (J ), contour accuracy (F), and temporal (in-)stability (T ). For rows with an upward pointing arrow higher
numbers are better (e.g., J mean), and vice versa for rows with downward pointing arrows. Rank is based on J . Supervoxel
volume is calculated as an average over the entire DAVIS dataset.
DAVIS Results for State-of-the-Art Unsupervised Methods
Current Results [7] [23] [15] [2] [31] [9] [35]
Measure SWA06 GBH02L GBH
00 SWA08L SWA
05
NL MVSO NLC FST KEY MSG CVOS TRC SAL
J Rank 1st 2nd 3rd 4th 6th 7th 5th 8th 9th 10th 11th 12th 13th
F Rank 1st 3rd 4th 2nd 6th 12th 5th 7th 9th 8th 10th 11th 13th
T Rank 6-7th 8th 10th 6-7th 12th 5th 11th 4th 1st 3rd 2nd 9th 13th
Mean ↑ 0.676 0.653 0.648 0.647 0.616 0.586 0.641 0.575 0.569 0.543 0.514 0.501 0.426
J Recall ↑ 0.847 0.822 0.822 0.823 0.756 0.759 0.731 0.652 0.671 0.636 0.581 0.560 0.386
Decay ↓ 0.040 0.024 0.036 0.033 0.032 0.023 0.086 0.044 0.075 0.028 0.127 0.050 0.084
Mean ↑ 0.639 0.612 0.610 0.615 0.592 0.475 0.593 0.536 0.503 0.525 0.490 0.478 0.383
F Recall ↑ 0.785 0.755 0.768 0.755 0.708 0.488 0.658 0.579 0.534 0.613 0.578 0.519 0.264
Decay ↓ 0.057 0.040 0.060 0.046 0.054 0.014 0.086 0.065 0.079 0.057 0.138 0.066 0.072
T Mean ↓ 0.310 0.318 0.330 0.310 0.431 0.307 0.356 0.276 0.190 0.250 0.243 0.327 0.600
Table 2: Comparison of our segmentation method with other state-of-the-art unsupervised methods on the DAVIS dataset.
Bold text indicates the best performance for a specific measure. Multiple combinations of supervoxel and consensus method
achieve state-of-the-art results. The current work is only outperformed in temporal (in-)stability (T ). Object recall measures
the fraction of sequences scoring higher than 0.5, and decay quantifies the performance loss (or gain) over time [24]. MVSO
exhibits the best decay performance for region similarity and contour accuracy, which is likely the result of the previous-mask
threshold discount (12) implemented on MVSO, which encourages gradually increasing accuracy of the initial mask.
level 6 and represents the best results for any SWA con-
figuration using both local and non-local consensus, while
GBH02L uses GBH hierarchy level 2 and represents the best
results for any GBH configuration using only local consen-
sus.
The best result for region similarity (J ) and contour ac-
curacy (F) both come from SWA06, which uses both forms
of consensus and the second lowest hierarchy available to
SWA. GBH02L has the second best J and third best F and
uses only local consensus on the third lowest hierarchy
available to GBH. GBH00 has the third best J , and SWA08L
has the second best F . The best result using only non-local
consensus is SWA05NL, which achieves a middle result of the
5th best J and uses the lowest SWA hierarchy. The signifi-
cance of this hierarchy is that it has the smallest supervoxel
volume and largest number of supervoxels to form a non-
local consensus. Overall, SG configurations have the worst
results and largest supervoxels. The SG non-local consen-
sus configuration, SG00NL, has the worst performance in all
categories. The initial mask configuration, MVSO from
Section 3.1, has a better J result than all SG configurations
and GBH00NL, but the second worst contour.
The region similarity results for all configurations are
shown in Figure 3. In all cases, performance eventually de-
creases with increasing hierarchy level and supervoxel size,
although the local consensus configuration groups SWAL
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Figure 3: J mean on the DAVIS dataset vs. mean super-
voxel volume for SWA hierarchy levels 5-12 (top), GBH 0-
20 (middle), and SG 0-20 (bottom). Mean supervoxel vol-
umes increase with hierarchy level.
and GBHL hold out against this trend longer than their
counterpart configurations. At the highest hierarchy lev-
els, SWA and GBH configurations, which use both local
and non-local consensus, converge on SWAL and GBHL
as the number of non-local consensus neighbors decreases
with the number of supervoxels (recall from Section 3.2 that
NNL =
1
NS
).
Finally, the current work is compared with the current
state-of-the-art unsupervised segmentation methods in Ta-
ble 2 and the current state-of-the-art supervised segmenta-
tion methods in Table 3, with more discussion provided in
Section 4.2.
SegTrackv2 Table 4 shows the results of an additional
evaluation using the SegTrackv2 dataset. The videos in-
cluded in our evaluation are those that use a single hypothe-
sis annotation, which is consistent with the DAVIS dataset.
However, SegTrackv2 also presents the challenge of us-
ing videos with different video resolutions, spanning from
76,800 to 230,400 pixels per frame. This is challenging be-
cause a configuration with a constant supervoxel hierarchy
level will have a dramatically different number of supervox-
els from one video to the next. To remedy this limitation, we
introduce an additional set of configurations, labeled with
an “ALL,” that can switch supervoxel hierarchy levels for
each video, which is shown to provide a slight increase in
performance. Compared with the DAVIS dataset, GBH and
SG configuration exhibit an increase in performance, and
SWA configurations and MVSO exhibit a decrease in per-
formance. It is also worth noting that an increase in per-
formance from MVSO would likely improve the results of
all other configurations since it forms the initial basis for
supervoxel consensus.
4.2. Discussion
Local vs. Non-Local Consensus From Figure 3, it is
evident that our non-local consensus framework is heav-
ily reliant on using a low-level hierarchy, and quickly loses
performance as supervoxel size increases and the attendant
number of available neighbors for consensus decreases. The
local consensus framework, on the other hand, exhibits
a greater robustness to increasing hierarchy levels, which
makes intuitive sense since larger supervoxels will be able
to draw on more internal pixels throughout a video for a
better informed consensus. Multiple local consensus con-
figurations achieve the best results of the current work on
the SegTrackv2 dataset (see Table 4), and also exhibit some
of the best results on the DAVIS dataset. Still, it is worth
noting that the SWA06 configuration, which uses both local
and non-local consensus, achieves the best results on the
DAVIS dataset, which implies that there are merits to using
both forms of consensus when using a hierarchy level where
both are independently effective (see Figure 3 top).
All consensus-based methods exhibit a poorer tempo-
ral stability (T ) relative to the other methods presented
in Table 2. This likely occurs from discrete consensus-
based changes in the segmentation mask that can occur
from frame to frame. However, methods using local su-
pervoxel consensus appear to be less effected by this phe-
nomena than the non-local consensus-based SWA05NL or non-
local superpixel-consensus based NLC.
Choice of Supervoxel Method The SWA configuration
SWA06 exhibits the best performance on the DAVIS dataset
(see Table 1). However, GBH configurations consist of the
second and third best performances, and the two best per-
formances of the current work on the SegTrackv2 dataset,
which has a variable resolution between videos. Thus, of
the three methods, GBH appears to be the most robust
Comparison of DAVIS Results with Supervised Methods
[13] [14] [12] Current Results [21] [25] [8] [11] [1] [3]
Measure VPND MSKT FUSG SWA06 BVSQ FCP JMP HVS SEA TSP
J Mean 0.750 0.748 0.715 0.676 0.67 0.631 0.607 0.596 0.556 0.358
Table 3: Comparison of our unsupervised segmentation method with supervised methods on the DAVIS dataset.
SegTrackv2 Results
Unsupervised Supervised
Video Current Results [7] [15] [23] [12] [11]
J Mean GBHALLL GBH09L SWAALL SGALLL SWA05 SG01L MVSO NLC KEY FST FUSG HVS
Rank 2nd 3rd 5th 6th 7th/8th 9th 12th 1st 4th 11th 7th/8th 10th
Birdfall 0.62 0.62 0.54 0.50 0.54 0.49 0.23 0.74 0.49 0.18 0.38 0.57
Frog 0.78 0.74 0.50 0.47 0.50 0.44 0.61 0.83 0.00 0.54 0.57 0.67
Girl 0.69 0.67 0.70 0.64 0.70 0.62 0.65 0.91 0.88 0.55 0.67 0.32
Monkey 0.58 0.52 0.57 0.60 0.44 0.49 0.34 0.71 0.79 0.65 0.80 0.62
Parachute 0.88 0.88 0.88 0.86 0.86 0.85 0.67 0.94 0.96 0.76 0.52 0.69
Soldier 0.56 0.49 0.53 0.63 0.53 0.58 0.49 0.83 0.67 0.40 0.70 0.67
Worm 0.77 0.75 0.58 0.58 0.58 0.58 0.52 0.81 0.84 0.73 0.51 0.35
All 0.70 0.67 0.62 0.61 0.59 0.58 0.50 0.82 0.66 0.54 0.59 0.56
Table 4: Comparison of our segmentation method with other state-of-the-art methods on the SegTrackv2 dataset. Bold text
indicates the best performance for each video. Methods labeled with an “ALL” can switch suprevoxel hierarchies for each
video, which have different resolutions on the SegTrackv2 dataset. Selected videos consist of a single foreground object
hypothesis. Results for other methods come from comparative studies in [7, 12].
framework with respect to video scale and variability.
SG configurations have the worst performance of the cur-
rent methods on the DAVIS dataset, however, they exhibit
an improvement on the SegTrackv2 dataset and operate in a
streaming format, which works well for long videos and is
necessary for any eventual real-time application. In the end,
we propose that SG should only be considered if streaming
or better runtime performance on longer videos is neces-
sary, while both GBH and SWA methods warrant further
investigation for the general video segmentation problem.
Choice of Supervoxel Hierarchy Level In Figure 3, the
overall trend is clear that performance eventually drops
when using the highest hierarchy levels. This intuitive
makes sense because larger supervoxels in high hierarchy
levels are more likely to have segmented over a meaning-
ful foreground object boundary. Low hierarchy levels also
enable non-local consensus forming with larger groups of
relevant supervoxels. However, it is not necessarily the
rule that the lowest level hierarchy exhibits the best perfor-
mance, especially for local consensus methods that rely on
individual supervoxel volumes to form a meaningful inter-
nal consensus. Additionally, it is shown in Table 4 that solu-
tions that are able to draw on multiple hierarchy levels (the
“All” configurations) exhibit a meaningful improvement in
performance. In general, it seems like the best segmenta-
tion performance occurs in the lower level regions, however
a range of hierarchy levels should be employed to ensure
the best segmentation performance.
5. Conclusion
At the outset of our work, we proposed to answer several
questions arising from the use of supervoxels for consensus-
based video object segmentation. First, we find that local
consensus is imperative for the video object segmentation
problem and is more useful than non-local consensus. Sec-
ond, hierarchical graph-based segmentation (GBH) super-
voxel methods are the most reliable. Finally, the lowest hi-
erarchy levels are most effective for non-local consensus,
whereas low- and mid-hierarchy levels are effective for lo-
cal consensus. In the context of video object segmentation,
the highest hierarchy levels are not effective.
We find that this study is but one of many studies that
have potential to shed light on the capability that super-
voxels play in video understanding. Furthermore, given the
performance of the current work on accepted benchmarks,
we postulate that such studies are worthwhile for the video
object segmentation problem. Given that the current work
is restricted to a single object hypothesis, we are currently
working on extending this analysis to a multiple object hy-
pothesis.
Source code for the current work is provided at [10].
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