INTRODUCTION
The study of individual animal trajectories is ancient, with a written record dating back more than 2000 years (Nussbaum 1978) . The mathematics of trajectories also have a long history (Turchin 1988) , but rigorous statistical methods development for animal trajectory data (i.e., telemetry data) only dates back approximately 50 years (e.g., Dunn and Gipson 1977) . In more recent times, the technology to collect a massive amount and variety of telemetry data has increased dramatically, leading to unprecedented information on the spatial ecology of animal populations (Cagnacci et al. 2010; Kays et al. 2015) . The sheer availability, variety, and volume of telemetry data sets present golden opportunities for the development of new statistical methods that can provide deeper, more meaningful inference about animal ecology. However, the volume, veracity, and velocity of the data coupled with the complexity of the trajectory processes and underlying animal behaviors themselves present formidable challenges for statisticians.
Whereas there are several examples of recent compilations pertaining to animal movement, including a new journal devoted to the subject, this special issue on Animal Movement Modeling is timely in that it captures an important subset of the new and innovative developments in statistical methodology and practice associated with the analysis of animal telemetry data. This special issue contains nine articles aimed at topics clustered naturally into two main categories: continuous-time models and discrete-time models. Most telemetry data associated with animal tracking involve a spatial component (geographic position) and a temporal component (temporal position). Associated statistical models for telemetry data usually are formulated in discrete time or continuous time in the way the temporal dynamics are expressed (McClintock et al. 2014) . A third category that could be associated with either time formulation is the class of models for point processes (e.g., Johnson et al. 2013 ), but these methods (e.g., resource selection and step selection models) are not explicitly represented in this special issue. For more details on the use of point process models for animal telemetry data, see Hooten et al. (2017) and Hooten and Johnson (2017a) for overviews, and Johnson et al. (2013) and Brost et al. (2015) for specific examples.
This special issue contains a variety of approaches that address important issues within each type of time formulation, including multi-scale temporal processes, interactions among conspecifics, computational efficiency improvements using multistage modeling procedures, barriers and constraints to movement, intractable movement model likelihoods, and movement in patchy landscapes. The articles in this special issue involve applications to a diverse set of organisms including insects, mammals (both marine and terrestrial), reptiles, and fish.
In what follows, we summarize each article in this special issue in the context of either discrete-time or continuous-time formulations. We also provide background on the prior research in this area and highlight the novel contributions of the special issue articles.
DISCRETE-TIME MODELS
Statistical models for temporally referenced data are most commonly formulated in discrete time. These include time series models with autoregressive and moving average formulations. The simplest discrete-time model one might envision for animal telemetry data is a first-order vector random walk model s t = s t−1 + ε t , where s t represents the animal position at time t and ε t are white noise vectors with variance σ 2 . Of course, such a model relies on independence and nonstationarity assumptions as well as regularly spaced data that are collected at a resolution that is well modeled by the random walk. This simple time series model is surprisingly easy to fit to data, but does not account for measurement error and is purely phenomenological. It may also contain dynamics that are not smooth enough to characterize real animal trajectories. Jonsen et al. (2005) proposed to use a generalized version of the random walk model for the velocity process (i.e., the first-order difference of position in time) which provided more generality and smoothness to the resulting trajectories, better accommodating real data. This new model was couched in a hierarchical statistical modeling framework and therefore better able to explicitly incorporate a measurement error process.
Taking a different approach, Morales et al. (2004) proposed a mixture model for telemetry data that was based on a transformation of the velocity data to polar coordinates-effectively the animal's step lengths and turning angles-and classified the data into a set of "states" depending on their characteristics. This approach has persisted in the literature, and the general concept of state-switching models still serves as a dominant theme for animal movement modeling approaches (e.g., Langrock et al. 2012; McClintock et al. 2012; Patterson et al. 2017 ). This special issue contains five articles focused on methods and practical guidance associated with discrete-time animal movement models. These articles provide a wide range of novel statistical contributions that are directed at solving long-standing questions pertaining to animal movement modeling.
The issue of scale has been a long-standing concern in the study of animal space use. Johnson (1980) is often credited with developing a framework for thinking about spatial scale in studies of space use and resource selection, and others have tackled similar scale issues in the temporal domain (e.g., Hooten et al. 2014) . However, temporal multi-scale specifications in a state-switching hidden Markov model framework have not been addressed, until now. In this special issue, Leos-Barajas et al. (2017) tackle the problem by using multiple latent processes operating at different time scales within an HMM framework. Leos-Barajas et al. (2017) formulate an HMM using a nested structure where the data depend on a fine-scale hidden Markov process, which in turn depends on a coarse-scale process. In this way, they are capable of capturing patterns in animal behavior that manifest themselves at multiple scales (e.g., migration as long-term behavioral strategy versus foraging or resting behavior as short-term behaviors). They apply their models to study harbor porpoises and garter snakes and their shifts in behavior over time.
Discrete-time movement models from the class of HMM are proliferating in the literature, due at least in part to the availability of statistical software to fit the models to data and their intuitive nature (Michelot et al. 2016 ). However, discrete-time formulations have an associated set of challenges. Among them is the fact that telemetry data are often irregularly spaced in time and often subject to measurement error. While these features of the data can be accommodated in hierarchical implementations of HMMs, they add to the computational requirements to fit the models to larger datasets. Similar challenges have been addressed in continuous-time models for animal movement using imputation approaches Hanks et al. 2015; Scharf et al. 2017) . In this special issue, McClintock (2017) assesses the performance of multistage model fitting procedures using data imputation approaches within HMMs. Using interpolated tracks resulting from an initial model fit to the data and then a second-stage HMM that integrates over the uncertainty in the tracks, McClintock (2017) found it naturally solves the irregular time issue for the data and performs well for parameter estimation. He does note that, in certain pathological situations with large measurement error and low temporal resolution in the data, biases can arise in parameter estimation.
A common issue with clustering models in general, and state-switching animal movement models in particular, is that the number of clusters (or states) can be notoriously difficult to estimate. Morales et al. (2004) used DIC to select among the relatively small set of parsimonious candidate models they considered, but in more recent studies, it became apparent that traditional model selection procedures have tended to select models that are too complex (i.e., involve too many states; see Langrock et al. 2015; DeRuiter et al. 2017; Li and Bolker 2017) . In this special issue, Pohle et al. (2017) perform a thorough inspection of model selection issues arising in state-switching models, in particular HMMs. They demonstrate why traditional model selection criteria tend to favor state-switching models with overly complex state architectures and provide step-by-step practical guidance for selecting a suit-able number of states. They illustrate their procedure using telemetry data from muskox in Greenland involving several different behaviors.
Agent-based models (ABMs) have been used to mimic a variety of ecological processes and have been applied in movement analyses to test null hypotheses about animal behavior and space use. However, only recently have ABMs appeared in the statistical animal movement modeling literature, both in the individual-level ) and populationlevel (Hooten and Wikle 2010) contexts. In each previous case, however, the model formulations were tractable enough that the likelihood could be calculated analytically. However, it is relatively easy to construct simulation-based stochastic ABMs that result in intractable likelihoods. In such cases, typical parametric Bayesian methods are difficult or impossible to apply. In this issue, McDermott and Wikle (2017) specify an ABM for multiple individuals that mechanistically involves interactions among several trajectories. They develop an approximate Bayesian computation (ABC) approach to fit the ABM to observational data on a set of guppies moving in an experimental setting.
Several new developments in collective movement have appeared in recent years (e.g., Scharf et al. 2016 ), but few have used explicit potential function specifications (Russell et al. 2016 ). Potential functions have been traditionally used in continuous-time stochastic differential equation (SDE) models (Brillinger 2010) . In this issue, Russell et al. (2017) describe a collective movement model based on potential functions that is motivated by an SDE, but implemented in discrete time. They couple individuals together in their model using dependent latent behavioral states and apply their models to study the movement of carpenter ants in an experimental setting where individuals can leave or stay in the study area during the observational period. In this case, the data are collected by observing the positions of individual ants over time.
CONTINUOUS-TIME MODELS
Traditionally, continuous-time movement models are similar to discrete-time formulations in that they involve parameterizations of the position process directly, but with infinitely many small steps. Integrating the sequence of steps results in a stochastic process with long-range structure, and formal specifications of such processes are referred to as Wiener processes or Brownian motion . Johnson et al. (2008) imposed additional smoothness on the resulting stochastic processes by letting a stationary form of Brownian motion (i.e., the Ornstein-Uhlenbeck process) describe the velocity process and then integrating it a second time to result in the position process. This idea to use an integrated form of Brownian motion inspired a class of generalized models using basis function specifications to yield different amounts and types of smoothness in the process to model more realistic animal movement trajectories (Hooten and Johnson 2017b) . In this special issue, there are four articles focused on modeling trajectories in continuous time.
Brillinger (2010) described a suite of approaches to incorporate spatial covariates in continuous-time models using potential surfaces that control the rate and direction of the trajectory on the surface. Potential surface models can be challenging to implement because they involve a gradient of the potential function that is not analytically tractable for real-istically complex model specifications. Thus, in this special issue, Scharf et al. (2017) examined imputation approaches that involve multistage model fitting procedures similar to those explored by McClintock (2017; also in this special issue) and previously used in continuous-time discrete-space models Hanks et al. 2015) . Scharf et al. (2017) applied what they refer to as "process imputation" to fit potential function models using a two-stage procedure. In the first stage, they interpolated the data (with uncertainty) using a simplified continuous-time movement model like the functional movement model of Buderman et al. (2016) and then integrated over the posterior predictive track distribution when fitting the potential function model in the second stage of the procedure. They found that imputation approaches account for complicated measurement error processes and work remarkably well for recovering interpretable model parameters, but appear to show bias for other nuisance model parameters that are not usually used for inference. They demonstrate their approach using telemetry data from northern fur seals near Alaska, USA.
Few true barriers completely impede the movement of airborne animals like birds. However, terrestrial and aquatic animals are often constrained to land and waterscapes. In such cases, it can be critical to formally account for barriers to movement when analyzing telemetry data to make inference on space use and resource selection. For example, in a study of harbor seals in Alaska, USA, Brost et al. (2015) found dramatic differences in inference when properly accounting for barriers to movement using a spatio-temporal point process model. In continuous-time stochastic process models, some approaches to account for barriers to movement have been suggested, but few, if any, are used in practice. In this special issue, Hanks et al. (2017) investigated approaches to account for barriers to movement using reflected SDEs. In reflected SDEs, Brownian motion is reflected when it encounters a boundary and the reflection process is specified mathematically in the model. Hanks et al. (2017) examined the performance of their model in simulation and demonstrate it using Steller sea lion telemetry data in a marine environment with many boundaries in the form of a complex shoreline and several islands that impede the movement of the sea lions.
While state-switching models have become popular in discrete-time movement analyses, continuous-time models have mostly focused on track interpolation and the influence of spatial covariates on movement via potential functions. Because true animal trajectories are continuous in time and individuals may switch behaviors among a finite set of potential states (e.g., resting, foraging, migrating), there is a need for continuous-time formulations of state-switching models. Parton and Blackwell (2017) explored such models in this special issue. Specifically, they developed models for steps and turns, in the same spirit as Morales et al. (2004) and McClintock et al. (2012) , but using continuous-time stochastic process specifications. They used data augmentation approaches to fit the models and apply them to the movement trajectories of elk based on the telemetry data analyzed by Morales et al. (2004) and show how their inference is similar but relevant for the continuous-time domain.
So far, in this special issue, all of the articles have focused on the continuous-space setting. By contrast, Morales et al. (2017) are interested in transitions among patches of habitat in a discrete-space domain. While previous statistical models for discrete-space transitions have appeared in the literature (e.g., Hanks et al. 2015) , they have been formulated for a regular grid of pixels in which the individual animal resides. In this special issue, Morales et al. (2017) constructed a transition model that provides inference on patch transitions in a landscape with irregularly sized and shaped patches. Their model also accounts for memory and is based on earlier theoretical work by Ovaskainen and Cornell (2003) . They applied their model to understand the movement of domestic sheep in experimental paddocks.
CONCLUSION
In summary, this special issue is comprised of a variety of modern approaches for statistically modeling animal movement processes. The field of animal movement modeling is evolving rapidly, and new forms of telemetry data require new statistical methods. Thus, it is a golden era for statisticians to make useful contributions to the field by finding ways to obtain new types of inference based on telemetry data and efficient ways to analyze massive tracking data sets. The future of animal movement modeling will continue to see a need for advancements in models for multiple individuals (Langrock et al. 2014; Hooten et al. 2016) while incorporating measurement error, environmental covariates, and real-time tracking data. Also, the analyses of auxiliary telemetry data such as accelerometer data that can provide deeper insights into animal behavior and health are still nascent (Leos-Barajas et al. 2017) , and reconciling these data with more traditional spatially referenced tracking data will be key for tying animal movement models to management and conservation decision making.
