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1. Introduction
The purpose of this paper is to investigate the existence and multiplicity results for the following second order ordinary
differential equations:
u′′(t)+ f (t, u(t), u′(t)) = θ, 0 < t < 1,
u′(0) = θ, u(1) =
m−2∑
i=1
aiu(ξi),
(1.1)
in Banach spaces E, where θ is zero element of E, ξi ∈ (0, 1) with 0 < ξ1 < ξ2 < · · · < ξm−2 < 1, ai ∈ [0,+∞), (i =
1, 2, . . . ,m− 2), and I = [0, 1], f ∈ C(I × E × E, E). We are particularly interested in the case where f depends explicitly
on u′. There are many papers dealing with second order multi-point boundary value problems (BVP) when f is independent
of u′ see, for example, [1–9]. For abstract spaces, Guo and Lakshmikantham [5], Liu [7], Zhao and Chen [9], by using the fixed
point theorem of strict-set-contractions, the authors obtained some sufficient conditions for the existence of at least one or
two positive solutions to two, three, multi-point boundary value problems, respectively.
When f does involve u′ explicitly, the existence of at least two or three solutions for second order boundary value
problems in scalar space has been studied in a number of papers, see [10–17] and references therein. By applying the
methods established by Henderson and Thompson [12], i.e, the method of two pairs of lower and upper solutions, Du
et al. [13,15], and Khan and Webb [14] have discussed second order three-point boundary value problems respectively.
In [16], Chandra, Lakshmikantham and Mithell had discussed the existence of at least one solution for the following
boundary value problems in a Banach space{
u′′(t)+ f (t, u(t), u′(t)) = θ, 0 < t < 1,
au(0)+ bu′(0) = u0, cu(1)+ du′(1) = u1. (1.2)
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In [17], Bernfeld and Lakshmikantham had obtained the results on the existence of solution for the problems (1.2) via the
method of lower and upper solutions.
Being directly inspired by Du et al. [13], Khan and Webb [14], Bernfeld and Lakshmikantham [17], in the present paper,
we will show a result on the existence of at least three positive solutions to the problem (1.1). Note that the nonlinear term
f depends on u and its derivative u′. We will use the topological degree theory of strict-set-contractions and the lower and
upper solution method rather than the fixed-point theorem of strict-set-contraction used in [5–9] to establish multiplicity
results for the problem (1.1).
2. Preliminaries and some lemmas
Let E be a real Banach space with norm ‖·‖ , and P ⊂ E be a cone which defines a partial order relation ≤ by u ≤ v,
if and only if v − u ∈ P . u < v if and if u ≤ v and u 6= v, where u, v ∈ E. Evidently, (C[I, E], ‖·‖C ) is a Banach space
with norm ‖u‖C = max0≤t≤1 |u(t)|, and (C1[I, E], ‖·‖C1) is a Banach space with norm ‖u‖C1 = max{‖u‖C ,
∥∥u′∥∥C }. Let
Q = {u ∈ C[I, E] : u(t) ≥ θ, t ∈ I}, then Q ⊂ C[I, E] is a cone. In the following, u ∈ C2[I, E] is called a positive solution of
BVP (1.1) if it satisfies Eq. (1.1) and u ∈ Q , u(t) > θ .
Let E∗ be the dual space of E, and P∗ ⊂ E∗(P∗ denotes the dual cone of P), S ⊂ {ϕ ∈ P∗ : ‖ϕ‖ ≤ 1} such that P can be
generated by S. The closure of Sin the weak*-topology of E∗ is denoted by S¯∗.
For a bounded set K in Banach space E, let α(K) be the Kuratowski noncompactness measure of K (for detail, please
see [18,19]). In this paper,wedenote theKuratowski’smeasures of noncompactness byα(·). The operator T : P → E (P ⊂ E)
is said to be a k- set contraction if T is continuous and bounded and there is a constant k ≥ 0 such that α(T (A)) ≤ kα(A)for
any bounded set A ⊂ P, a k-set contraction with k < 1 is called a strict-set-contraction.
Definite 2.1. The function V (t) ∈ C2[I, E] is called a lower solution of BVP (1.1) if
V ′′(t)+ f (t, V (t), V ′(t)) ≥ θ, 0 < t < 1,
V ′(0) ≥ θ, V (1) ≤
m−2∑
i=1
aiV (ξi).
(2.1)
The functionW (t) ∈ C2[I, E]is called an upper solution of BVP (1.1) if
W ′′(t)+ f (t,W (t),W ′(t)) ≤ θ, 0 < t < 1,
W ′(0) ≤ θ, W (1) ≥
m−2∑
i=1
aiW (ξi).
(2.2)
For application in what follows, we first state some definitions and lemmas which can be found in [18–20], and some
notations.
Definite 2.2. f (t, u, u′) is quasi-monotone nondecreasing, if u ≤ v and for any ϕ ∈ S, such that ϕ(u) = ϕ(v), ϕ(u′) = ϕ(v′)
imply ϕ(f (t, u, u′)) ≤ ϕ(f (t, v, v′)).
Lemma 2.1. Let S ⊂ {ϕ ∈ E∗ : ‖ϕ‖ ≤ 1}, u ∈ E, and d = sup{ϕ(u) : ϕ ∈ S}, then there exists φ ∈ S¯∗ such that φ(u) = d.
Lemma 2.2. Let A ⊆ C1[I, E] be bounded, then α(A) ≥ α(A(I)), and α(A) ≥ 12α(A′(I)).
Lemma 2.3. Let Ω ⊂ E is a open, bounded and convex set, T is a strict-set-contract mapping from Ω¯ into E, and T (Ω¯) ⊂ Ω,
then deg(T ,Ω, E) = 1.
Lemma 2.4 (Additivity of Degree). Let Ω = Ω1 ∪Ω2, whereΩi (i = 1, 2) are open, bounded sets and pairwise disjoint. Then
deg(T ,Ω, θ) = deg(T ,Ω1, θ)+ deg(T ,Ω2, θ) (2.3)
provided the degree of strict-set-contractions in (2.3) is defined.
3. Main results
For convenience, let us list some conditions.
(H1) f ∈ C[I × P × P, P], and f is quasi-monotone nondecreasing with respect to P; there exists t0 ∈ (0, 1) for any
u ∈ P, ϕ ∈ S such that ϕ(f (t0, u, u′)) > 0;
(H2) There exists h ∈ C[R+, P], for any ϕ ∈ S, t ∈ I, V (t) ≤ u ≤ W (t) and u′ ∈ E, such that∣∣ϕ(f (t, u, u′))∣∣ ≤ ϕ(h ∣∣ϕ(u′)∣∣); (3.1)
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(H3) Let V ,W be a pair lower and upper solutions of BVP (1.1) satisfying V (t) ≤ W (t) on I;
(H4) There exists N, λ ∈ P(ϕ(N) > ϕ(λ))for any ϕ ∈ S, such that∫ ϕ(N)
ϕ(λ)
sds
ϕ(h(s))
> max
t∈I
ϕ(W (t))−min
t∈I ϕ(V (t)), (3.2)
where ϕ(λ) = maxi=0,...,m−2{ 1ξi+1−ξi } · {maxt∈I ϕ(W (t))−mint∈I ϕ(V (t))}, and ξ0 = 0, ξm−1 = 1.
(H5) There exists a positive constant kwith 2k(1−∑m−2i=1 ai) < 1 such that
α(f (I × A× B)) ≤ kmax{α(A), α(B)},
for all bounded subsets A, B in E.
Lemma 3.1. Assume that (H2)–(H4) hold. If u ∈ C2[I, E] is a solution of BVP (1.1) and V (t) ≤ u ≤ W (t), then for any
ϕ ∈ S, t ∈ I,∣∣ϕ(u′(t))∣∣ ≤ ϕ(N). (3.3)
Proof. Choose N0 ∈ P such that
ϕ(N0) ≥ max{ϕ(N),max
t∈I
∣∣ϕ(V ′(t))∣∣ ,max
t∈I
∣∣ϕ(W ′(t))∣∣ , 2ϕ(λ)}. (3.4)
Assume that
∣∣ϕ(u′(t))∣∣ > ϕ(N) for some t ∈ I . Without loss of generality, we may assume that ϕ(u′(t)) > ϕ(N), then
there exists t0 ∈ (ξi, ξi+1), i ∈ {0, · · · ,m− 2} such that
ϕ(u′(t0)) = ϕ(u(ξi+1))− ϕ(u(ξi))
ξi+1 − ξi ≤ ϕ(λ) < ϕ(N0).
Since u(t) ∈ C2[I, E] and ϕ ∈ S, there exists [t1, t2] ⊂ [ξi, ξi+1] (or [t2, t1] ⊂ [ξi, ξi+1]) such that
ϕ(u′(t1)) = ϕ(λ), ϕ(u′(t2)) = ϕ(L), ϕ(λ) < ϕ(u′(t)) < ϕ(N0), t ∈ (t1, t2).
From (H2), we have∣∣∣∣∫ t2
t1
ϕ(u′(t))ϕ(u′′(t))
ϕ(h(|ϕ(u′(t)|))) dt
∣∣∣∣ ≤ ∣∣∣∣∫ t2
t1
ϕ(u′(t))dt
∣∣∣∣ ≤ maxt∈I ϕ(W (t))−mint∈I ϕ(V (t)).
On the other hand, we from (H4) get∣∣∣∣∫ t2
t1
ϕ(u′(t))ϕ(u′′(t))
ϕ(h(|ϕ(u′(t))|)) dt
∣∣∣∣ ≥ ∣∣∣∣∫ ϕ(N0)
ϕ(λ)
sds
ϕ(h(s))
∣∣∣∣ > maxt∈I ϕ(W (t))−mint∈I ϕ(V (t)).
which is a contradiction. The proof is complete. 
Theorem 3.1. Assume that 0 <
∑m−2
i=1 ai < 1, and (H1)–(H5) hold. Then the BVP (1.1) has at least one positive solution such
that V (t) ≤ u(t) ≤ W (t) on I. Moreover, there exists a L ∈ P and for any ϕ ∈ S such that ∣∣ϕ(u′(t))∣∣ ≤ ϕ(L) on I.
Proof. By Lemma 3.1 and (H3), for any ϕ ∈ S, t ∈ I,
∣∣ϕ(u′(t))∣∣ ≤ ϕ(L) is true. Take L such thatL ≥ N0,where N0 is given
by (3.4).
We next define a modified function F(t, u, u′) as follows. Let
F∗(t, u, u′) = f (t, u, u¯′) for (t, u, u′) ∈ I × P × P.
where u¯′ is given by
ϕ(u¯′) =
ϕ(L), if ϕ(u
′) > ϕ(L),
ϕ(u′), if −ϕ(L) ≤ ϕ(u′) ≤ ϕ(L),
ϕ(−L), if ϕ(u′) < ϕ(−L),
and
ϕ(F(t, u, u′)) =

ϕ(F∗(t, u¯, u′))+ εϕ(W (t)− u)
1+ (ϕ(u))2 , if ϕ(u) > ϕ(W (t)),
ϕ(F∗(t, u, u′)), if ϕ(V (t)) ≤ ϕ(u) ≤ ϕ(W (t)),
ϕ(F∗(t, u¯, u′))+ εϕ(V (t)− u)
1+ (ϕ(u))2 , if ϕ(u) < ϕ(V (t)),
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where u¯ is given by
ϕ(u¯) =
{
ϕ(W (t)), if ϕ(u) > ϕ(W (t)),
ϕ(u), if ϕ(V (t)) ≤ ϕ(u) ≤ ϕ(W (t)),
ϕ(V (t)), if ϕ(u) < ϕ(V (t)).
And ε > 0 satisfies
(k+ ε)(1−
m−2∑
i=1
ai) <
1
2
. (3.5)
It is clear from the definition that F(t, u, u′) is continuous and bounded on I × P × P . Also, for all bounded subsets A, B in E,
we have
α(F(I × A× B)) ≤ (k+ ε)max{α(A), α(B)}. (3.6)
Consider the modified problem
u′′(t)+ F(t, u(t), u′(t)) = θ, 0 < t < 1,
u′(0) = θ, u(1) =
m−2∑
i=1
aiu(ξi).
(3.7)
From the definitions of F , it suffices to show that the problem (3.7) has at least one positive solution u such that
V (t) ≤ u(t) ≤ W (t) and ∣∣ϕ(u′(t))∣∣ ≤ ϕ(L) on I. (3.8)
Since F = f in the region, we divide the proof into three steps.
Step 1: Suppose that the problem (3.7) has a solution u, then u satisfies (3.8), moreover, u is a solution of BVP (1.1).
For this we need to show that V (t) ≤ u(t) ≤ W (t) on I . We will only show that u(t) ≤ W (t), t ∈ I . A similar argument
may be used to prove V (t) ≤ u(t), t ∈ I.
Suppose the inequality u(t) ≤ W (t), t ∈ Iis not true. By Lemma 2.1, there exists φ ∈ S¯∗and t0 ∈ I such that
m(t0) = max
t∈I
{m(t) = φ(u(t)−W (t))} > 0.
If t0 ∈ (0, 1),then we havem′(t0) = 0, m′′(t0) ≤ 0. Hence,
φ(u(t0)−W (t0)) > 0, φ(u′(t0)−W ′(t0)) = 0, φ(u′′(t0)−W ′′(t0)) ≤ 0,
and consequently,
φ(u′′(t0)−W ′′(t0)) ≥ φ(f (t0,W (t0),W ′(t0))− F(t0, u(t0), u′(t0)))
= φ
(
f (t0,W (t0),W ′(t0))− f (t0, u¯(t0), u¯′(t0))+ ε(u(t0)−W (t0))1+ (φ(u(t0)))2
)
.
Notice that u¯(t0) ≤ W (t0), φ(W (t0)) = φ(u¯(t0)), and φ(W ′(t0)) = φ(u¯′(t0)). From (H1) and Definition 2.2, we have
φ(f (t0,W (t0),W ′(t0))) ≥ φ(f (t0, u¯(t0), u¯′(t0))), which implies
φ(u′′(t0)−W ′′(t0)) ≥ φ
(
ε(u(t0)−W (t0))
1+ (φ(u(t0)))2
)
> 0,
which is a contradiction.
If t0 = 0, thenm′(t0) ≤ 0,we get φ(u′(0)−W ′(0)) ≤ 0. By the boundary conditions u′(0) = θ andW ′(0) ≤ θ,we have
φ(u′(0)−W ′(0)) ≥ 0, then φ(u′(0)) = φ(W ′(0)). Thus φ(u′′(0)−W ′′(0)) ≤ 0. As before, we obtain a similar contradiction
in case t0 = 0.
If t0 = 1, then for all t ∈ (0, 1), we have m(ξi) ≤ m(1), (i ∈ {1, . . . ,m − 2}). By the boundary conditions
u(1) =∑m−2i=1 aiu(ξi) andW (1) ≥∑m−2i=1 aiW (ξi),we can get
m(1) = φ(u(1)−W (1)) ≤ φ(
m−2∑
i=1
aiu(ξi)−
m−2∑
i=1
aiW (ξi))
=
m−2∑
i=1
aim(ξi) ≤
m−2∑
i=1
aim(1) < m(1),
(
∵ 0 <
m−2∑
i=1
ai < 1
)
which is a contradiction. Thus, we have established V (t) ≤ u(t) ≤ W (t) on I .
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Therefore it follows that
u′′(t)+ F(t, u(t), u′(t)) = u′′(t)+ f (t, u(t), u¯′(t)) = θ.
By (H2), for any ϕ ∈ S, we get∣∣ϕ(f (t, u, u¯′))∣∣ ≤ ϕ(h ∣∣ϕ(u¯′)∣∣),
whenever V (t) ≤ u(t) ≤ W (t) on I . From Lemma 3.1, we have ∣∣ϕ(u′(t))∣∣ ≤ ϕ(N0) ≤ ϕ(L), which implies F(t, u(t), u′(t)) =
f (t, u(t), u′(t)). Hence, u(t) is also a solution of BVP (1.1).
Step 2: We prove that the problem (3.7) has at least one solution.
It can be seen that Eq. (3.7) is equivalent to the following integral equation
u(t) =
∫ 1
0
G(t, s)F(s, u(s), u′(s))ds (3.9)
where
G(t, s) = g(t, s)+
(
1−
m−2∑
i=1
ai
)−1 m−2∑
i=1
aig(ξi, s), 0 ≤ t, s ≤ 1.
And
g(t, s) =
{
1− s, 0 ≤ t ≤ s ≤ 1,
1− t, 0 ≤ s ≤ t ≤ 1.
Obviously, 0 ≤ g(t, s) ≤ G(t, s) ≤ (1−∑m−2i=1 ai)−1, for all 0 ≤ t, s ≤ 1.
Let
Ω =
u(t) ∈ Q : ‖ϕ(u)‖ < ϕ
M (1− m−2∑
i=1
ai
)−1
+ L
 , t ∈ I
 ,
where {∥∥ϕ(f (t, u, u′))∥∥ : t ∈ I, u ∈ Q } = ϕ(M) > max{|ϕ(V (t))| , |ϕ(W (t))|}.
It is obvious thatΩ is a cone in C1[I, E] andΩ ⊂ Q . Defined an operator by
(Tu)(t) :=
∫ 1
0
G(t, s)F(s, u(s), u′(s))ds.
Then T : Q → C2[I, E] ∩ Q , and T (Ω¯) ⊂ Ω.
We will next show that T is a strict-set-contract operator. For any bounded set A ⊂ Ω , if u ∈ A, by Lemma 2.2 and the
formula
∫ 1
0 u(t)dt ∈ co¯{u(t) : t ∈ [0, 1]}, we have
α(T (A)) = α
({∫ 1
0
G(t, s)F(s, u(s), u′(s))ds : u ∈ A
})
≤ α(co¯{G(t, s)F(s, u(s), u′(s)) : u ∈ A, s ∈ I})
≤ (max
t∈I
|G(t, s)|) · α({F(s, u(s), u′(s)) : u ∈ A, s ∈ I})
≤
(
1−
m−2∑
i=1
ai
)−1
· α(F(I × A(I)× A′(I)))
≤ (k+ ε)
(
1−
m−2∑
i=1
ai
)−1
·max{α(A(I)), α(A′(I))}
≤ 2(k+ ε)
(
1−
m−2∑
i=1
ai
)−1
· α(A),
and
α(T (A)′) = α
({∫ 1
0
G′t(t, s)F(s, u(s), u
′(s))ds : u ∈ A
})
≤ α(co¯{G′t(t, s)F(s, u(s), u′(s)) : u ∈ A, s ∈ I})
≤ α(F(I × A(I)× A′(I)))
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≤ (k+ ε)max{α(A(I)), α(A′(I))}
< 2(k+ ε)
(
1−
m−2∑
i=1
ai
)−1
· α(A).
On the other hand, maxt∈I
∥∥ϕ((Tu)′′(t))∥∥ ≤ ϕ(M),which implies that (TA)′ is equicontinuous. Then,
α(T (A)) = max
{
sup
t∈I
α(TA(t)), sup
t∈I
α((TA)′(t))
}
.
Therefore, we get
α(T (A)) ≤ 2(k+ ε)
(
1−
m−2∑
i=1
ai
)−1
· α(A).
From (3.5), T is a strict-set-contraction operator.
Since T (Ω¯) ⊂ Ω , by Lemma 2.3, it follows that the degree
deg(T ,Ω, E) = deg(I − T ,Ω, θ) = 1. (3.10)
This means Thas a fixed point and that fixed point is a solution of the BVP (1.1).
Step 3: u is a positive solution of BVP (1.1).
For any ϕ ∈ S, setting p(t) = ϕ(u(t)), t ∈ I, from the fact that f ∈ C[I × P × P, P], then p′′(t) = ϕ(u′′) ≤ 0, we know
that the graph of p(t) is concave down on (0, 1), by (3.9), we get
p(0) = ϕ(u(0)) = ϕ
 1
1−
m−2∑
i=1
ai
[∫ 1
0
(1− s)f (s, u, u′)ds−
m−2∑
i=1
ai
∫ ξi
0
(ξi − s)f (s, u, u′)ds
]
≥ ϕ
(
m−2∑
i=1
ai
∫ 1
0
(1− s)f (s, u, u′)ds−
m−2∑
i=1
ai
∫ 1
0
(ξi − s)f (s, u, u′)ds
)
= ϕ
(
m−2∑
i=1
ai(1− ξi)
∫ 1
0
f (s, u, u′)ds
)
≥ 0,
which implies u(0) ≥ θ.
So, if u(1) ≥ θ , then p(1) = ϕ(u(1)) ≥ 0, this together with the concavity of p(t) and p(0) ≥ 0 mean that p(t) ≥ 0 for
t ∈ [0, 1]. That is ϕ(u(t)) ≥ 0, which implies u(t) ≥ θ, t ∈ I .
If u(1) < θ , then p(1) = ϕ(u(1)) < 0,we claim that there exists i0 ∈ {1, 2, . . . ,m− 2} such that
p(ξi0) < p(1) < 0. (3.11)
In fact, if p(ξi) ≥ p(1), for all i ∈ {1, 2, . . . ,m− 2}, then by 0 <∑m−2i=1 ai < 1,we have
p(1) = ϕ(u(1)) =
m−2∑
i=1
aiϕ(u(ξi)) =
m−2∑
i=1
aip(ξi) ≥
m−2∑
i=1
aip(1) > p(1),
which is a contradiction. Clearly (3.11) contradicts the concavity of p(t).
On the other hand, if u(t) ≡ θ, then f ≡ θ . By (H1), there exists some t0 ∈ (0, 1) such that ϕ(f (t0, u, u′)) > 0 for any
u ∈ P , which leads to a contradiction.
The proof is complete. 
Theorem 3.2. Assume that 0 <
∑m−2
i=1 ai < 1, (H1), (H2), (H4), and (H5) hold. Suppose further that
(c1) Let V , V1 be two lower solutions of BVP (1.1), W ,W1 be two upper solutions of the BVP (1.1) satisfying V (t) ≤ V1(t) ≤
W (t), V (t) ≤ W1(t) ≤ W (t), V1(t) 6≤ W1(t) on I;
(c2) Let V1,W1 be strict lower and upper solutions of the BVP (1.1). Then the BVP (1.1) has at least three positive solutions such
that
V (t) ≤ u1(t) ≤ W1(t), V1(t) ≤ u2(t) ≤ W (t), V1(t) 6≤ u3(t) 6≤ W1(t), ∀t ∈ I.
Moreover, there exists a L ∈ P such that ∣∣ϕ(u′i(t))∣∣ ≤ ϕ(L), (i = 1, 2, 3) on I.
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Proof. Let the setsΩ1,Ω2 be defined by
ΩV1 = {u ∈ Ω : u(t) > V1(t), t ∈ (0, 1)},
ΩW1 = {u ∈ Ω : u(t) < W1(t), t ∈ (0, 1)}.
By (c1), we have
ΩV1 6= ∅ 6= ΩW1 , Ω¯V1 ∩ Ω¯W1 = ∅, Ω \ {Ω¯V1 ∪ Ω¯W1} 6= ∅.
From (c2), it can be seen that problem (3.7) has no solution on ∂ΩV1 ∪ ∂ΩW1 .
By Lemma 2.4, we have
deg(I − T ,Ω, θ) = deg(I − T ,ΩV1 , θ)+ deg(I − T ,ΩW1 , θ)+ deg(I − T ,Ω \ (ΩV1 ∪ΩW1), θ). (3.12)
First, we show that
deg(I − T ,ΩV1 , θ) = 1. (3.13)
Define function F1(t, u, u′) as follows.
Let
F∗1 (t, u, u
′) = f (t, u, u¯′) for (t, u, u′) ∈ I × P × E.
where u¯′ is given by
ϕ(u¯′) =
ϕ(L), if ϕ(u
′) > ϕ(L),
ϕ(u′), if −ϕ(L) ≤ ϕ(u′) ≤ ϕ(L),
ϕ(−L), if ϕ(u′) < ϕ(−L),
and
ϕ(F1(t, u, u′)) =

ϕ(F∗1 (t, u¯, u
′))+ εϕ(W (t)− u)
1+ (ϕ(u))2 , if ϕ(u) > ϕ(W (t)),
ϕ(F∗1 (t, u, u
′)), if ϕ(V1(t)) ≤ ϕ(u) ≤ ϕ(W (t)),
ϕ(F∗1 (t, u¯, u
′))+ εϕ(V1(t)− u)
1+ (ϕ(u))2 , if ϕ(u) < ϕ(V1(t)),
where ε satisfies (3.5) and u¯ is given by
ϕ(u¯) =
{
ϕ(W (t)), if ϕ(u) > ϕ(W (t)),
ϕ(u), if ϕ(V1(t)) ≤ ϕ(u) ≤ ϕ(W (t)),
ϕ(V1(t)), if ϕ(u) < ϕ(V1(t)).
Consider the modified problem
u′′(t)+ F1(t, u(t), u′(t)) = θ, 0 < t < 1,
u′(0) = θ, u(1) =
m−2∑
i=1
aiu(ξi).
(3.14)
Then, the problem (3.14) is equivalent to
u(t) =
∫ 1
0
G(t, s)F1(s, u(s), u′(s))ds.
Defined an operator by
(T ∗u)(t) :=
∫ 1
0
G(t, s)F1(s, u(s), u′(s))ds.
Then T ∗ : Q → C2[I, E] ∩Q , and T ∗(Ω¯V1) ⊂ ΩV1 .We can show that T ∗ is a strict-set-contract operator. From Theorem 3.1,
we have
deg(I − T ,ΩV1 , θ) = deg(I − T ∗,ΩV1 , θ)
= deg(I − T ∗,Ω \ Ω¯V1 , θ)+ deg(I − T ∗,ΩV1 , θ) = 1. (3.15)
Similar to the proof of (3.15), we get
deg(I − T ,ΩW1 , θ) = 1. (3.16)
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From Lemma 2.4, and (3.13), (3.15) and (3.16), we obtain
deg(I − T ,Ω \ (ΩV1 ∪ΩW1), θ) = deg(I − T ,Ω, θ)− deg(I − T ,ΩV1 , θ)− deg(I − T ,ΩW1 , θ) = −1.
So the BVP (1.1) has at least three positive solutions. Then the proof is complete. 
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