P (X t+1 = n; X t+10 = s) = g(n 0 1; s 0 1)P (X t = n 0 1; X t+10 = s; X t0 = s 0 1) + g(n 0 1; s + 1)P (X t = n 0 1; X t+10 = s; X t0 = s + 1) + f(n + 1; s 0 1)P (X t = n + 1; X t+10 = s; X t0 = s 0 1) + f(n + 1; s + 1)P (X t = n + 1; X t+10 = s; X t0 = s + 1); (1) f(x; y) = 1 2
(1 + x + y) g(x; y) = 1 2
(1 0 x 0 y) (2) where the position of the walker at time t is X t , and P(X t 1 = u 1 ; X t 2 = u 2 ) is the joint probability for the walker to be at u 1 and u 2 at time t 1 and t 2 , respectively. f(x; y) and g(x; y) are transition probabilities to take a step to the negative and positive directions respectively. Hence the transition probability depends on both the current and the steps past positions of the walker. We note that the above denition is approximate: we are assuming that the probability for the walker to be at positions which violate the condition 0 f(x; y) 1 is negligible. This is an extension of the delayed random walk model discussed in [11] .
Following the similar argument as [11] , we can derive a set of coupled equations which the stationary correlation function of the model obeys:
We can solve this set of equations iteratively for K(u) given , and ; examples are shown in Figure  1 . We note that the oscillatory solutions are seen with suciently large , but the shapes of the curves are dierent for the cases of > and > [13] . The delayed random walk model presented here can be considered a model of a linear delayed feedback system with noise in probability space. This can be seen more transparently by considering its counterpart in physical space, which is given as follows in discrete time with white noise t [12] . X t+1 0 X t = 0X t 0 X t0 + t ; h t1 t2 i = (t 1 0 t 2 ):
If the system which generates a time series is or is approximated as a noisy linear feedback system, we can use the above set of equations to estimate the delay and other parameters. The basic idea is to \tune" each parameter so that the correlation function from the time series numerically matches the solution of equation (3). We can derive several concrete algorithms of dierent approaches based on this basic idea. In the following we present one such method which is simple with respect to both its concept and its implementation. The concrete steps are as follows.
(1) As a prerequisite, we need to have a stationary noisy time series and some physical assumption that it is or is approximately generated by a linear feedback system with delay. (Some aspects of a time series such as whether it is chaotic or not can be checked by already known methods [2] .) (2) Construct the auto{correlation function C(u) from the time series. If it is oscillating with some C(u) < 0, we can go to the next step. (If not oscillating and C(u) > 0, it is still possible to \tune" parameters in principle. However, as other methods may be more appropriate [7] , we do not consider this case here.) An example is shown in Figure 2 . 
Hence, we generate
We assume that with correctly estimated parameters, K(u) generated this way obeys (3). K(j e 0 uj)
y 2 (u) = K(j e 0 uj) 
Thus, our assumption here is that if we have a correct estimate of then both plots will be tted with a linear function whose slope and intercept will give us and . Example of these plots are shown in Figure 3 . 
Our best estimate of is the one which minimizes E( e ) near i . Corresponding and is obtained as described in (6) (Figure 4 ). We have tried this algorithm on several test time series data generated by equation (4) with various parameter ranges, and sample results are shown in Table 1 . We found that choice of the number of correlation function points used, u max , occasionaly aect our results. We heuristically chose u max at a value up to which the graph of C(u) is rather clear, typically about two to four times i . The estimates are quite reasonable as shown here and typically better than \rst zero" estimate i . We have described a method of estimating parameters from a time series produced by a noisy linear feedback system with a single stable point using analysis of delayed random walks. As mentioned, other algorithms based on the same basic idea of \tuning" in to the correlation function can be devised.
A scheme of cross{checking estimated parameters from these dierent algorithms is currently being investigated [13] . In several elds, models have been constructed which include the eects of time delays [8, 14, 15, 16] . The method presented here could possibly help in the critical examination of these models with extension of including noise eects by comparisons with experimental time series, especially near the equilibrium state of the system. We are currently involved in the application of this and similar algorithms to experimental time series from biological systems, such as posture control data [17] , which can physically be assumed to have a delayed feedback.
