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Abstract 
In this paper, the description and results of simulation experiments investigating buffer 
allocation in closed serial production lines are presented. The  production lines studied 
consist of either reliable or unreliable workstations, and have asynchronous movement of 
jobs. The experimental results are used to demonstrate a buffer allocation decomposition 
result for closed production lines, and also provide evidence that optimal buffer allocations 
in  closed  lines  are  less sensitive  to bottleneck  severity  than  in  open  production  lines. 
Another key finding is that buffer allocation decisions have more impact in closed reliable 
production lines than in closed unreliable production lines. 
 
1.  INTRODUCTION 
 
In this paper we present results for buffer allocation in closed serial production lines.  Here a single 
buffer space is the room and the associated material handling equipment needed to store a single job 
that is work-in-progress, and buffer allocation is the specific placement of a limited number of buffer 
spaces in a production line. The placement of buffers in a production line can have a significant 
impact on the long-run throughput of the line, and the research presented focuses on the allocation of 
a relatively small number of buffers (total buffer spaces ≤ number of workstations), as is typically 
found in production systems for large products. 
The objective of this research is the development of general  results for the placement of 
buffers in closed serial production lines. The requirement for the use of job carriers defines a closed 
production line, and it is assumed that the number of carriers in the system is constant. Our interest is 
in the placement of buffers to maximize long-run throughput. The focus is on closed production lines 
but we also examine the behavior of open line “equivalents” to closed production lines. 
Serial production lines have many variations that can be categorized based upon the various 
line operating characteristics as shown in Figure 1 (see Dallery and Gershwin, 1992). The specific 
serial production lines considered are shown as darker boxes in Figure 1. Additionally we assume that 
there are no assembly/merge steps, and there are no parallel processing workstations where a job may 
enter one of two or more equivalent parallel positions to receive processing.  
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Figure 1: The Types of Serial Production Lines Tested 
 
2.  LITERATURE REVIEW AND QUESTIONS INVESTIGATED 
 
The bulk of the past research on buffer allocation falls into one of two major categories. The first 
category is the development of heuristics and algorithms for buffer allocation optimization. For a 
review of buffer allocation algorithms see Vergara (2005) and Vergara and Kim (2009). The second 
category is the development of general design rules and results for buffer allocation.  Research in this 
category has focused on open production lines, and differs in the operating characteristics of the lines 
examined.  Conway  et  al.  (1988)  experimented  with  balanced  lines  with  no  buffers,  lines  with  a 
balanced allocation of buffers, and lines with an unbalanced allocation of buffers.  They found that the 
optimal buffer allocation pattern should be symmetrical with slightly greater capacity in the center 
(the “inverse bowl phenomenon”).  This conclusion is a result of what Powell and Pyke (1996) coined 
as the Conway et al. (1988) buffer allocation “decomposition principle”, which Powell and Pyke 
(1996)  stated  as  “a  single  buffer  should  be  placed  where  an  unlimited  buffer  would  be  most 
effective”. Related to this is the conclusion that since throughput is a decreasing function of line 
length, a line that is split into multiple sections with buffers will be dominated by the throughput of 
the largest section.  Conway et al. (1988) also demonstrate that the same throughput is achieved with 
“mirror image” buffer allocations (Powell and Pyke (1996) call this the “reversibility principle”).   
Hillier and So (1991a) found further evidence of the inverse bowl phenomenon and that this effect is 
more pronounced with higher variability.   
Conway et al. (1988) also investigated unbalanced reliable production lines.  They claim that 
buffers are more essential in balanced lines than in unbalanced lines because workstations adjacent to 
the bottleneck act as buffers.  Powell (1994) examined unbalanced three-station production lines and  
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found that the workstation with a higher processing time standard deviation or mean draws the first 
buffer toward it, with additional buffer spaces placed in an alternating fashion between the two buffer 
locations unless imbalance is extreme (the “Alternation Rule”).  Powell and Pyke (1996) studied the 
effects of bottlenecks on longer production lines and concluded that relatively large imbalances (10-
30 percent) in mean processing times between a single bottleneck and the rest of the line are required 
to shift the optimal allocation from a balanced distribution.    They concluded that as the number of 
workstations  in  the  line  increases,  the  imbalance  required  to  move  all  the  buffers  next  to  the 
bottleneck increases. Powell and Pyke (1996) also suggest that buffer allocation is less sensitive to 
changes  in  variability  than  to  the  mean  of  a  bottleneck  workstation.  Buffer  allocation  in  open 
production lines is also examined in Freeman (1964), El-Rayah (1979), Hillier and So (1991b), Hillier 
et al. (1993), Hillier (2000), Papadopoulos and Vidalis (2001), and Enginarlar et al. (2002). 
There  have  models  developed  to  predict  the  throughput  of  closed  serial  production  lines 
(Frein at al. 1996, Gershwin and Werner 2007) that can assist in the allocation of buffers in a specific 
production line.  Vergara and Kim (2009) develop a buffer allocation method that can be applied to 
open or closed production lines. Biller et al. (2009) develop methods to determine if the number of 
job carriers and/or the size of the empty carrier buffer is limiting throughput.  However, we have 
discovered no published research specifically addressing buffer allocation design rules and results for 
closed serial production lines.   
To this end we address the following five questions related to closed production line buffer 
allocation. Questions 1-4, investigate if open production line buffer allocation results in Conway et al. 
(1988), and Powell and Pyke (1996) are applicable to closed production lines. The fifth question is 
examined to better understand the generality of earlier results, recognizing the practical limitations of 
an empirical examination of buffer allocation.  
 
1.  In a balanced closed reliable serial production line, is there a “buffer allocation decomposition 
principle” that is applicable and how can it be applied in a closed line?  
2.  What is the effect of a bottleneck workstation on buffer allocations in a closed reliable line?  
If there is an effect, how does it compare to open lines? 
3.  What is the difference in throughput between the optimal buffer allocation and an even 
allocation of buffers in a closed reliable line when there is a severe bottleneck, and how does 
this compare to open lines?  
4.  Do closed unreliable lines behave the same as closed reliable lines with respect to the first 
three questions?  
5.  Does the behavior seen in shorter lines hold for longer lines? 
 
 
3. METHODOLOGY 
 
The general approach used to investigate closed production line buffer allocation rules was as follows: 
1.  Identify an established buffer allocation design rule/result for open production lines, or a 
general buffer allocation question to investigate in closed lines (questions 1-5 above). 
2.  Design a set of experiments using simulation to investigate the validity of the design rule, or 
answer the specific question posed. 
3.  Validate, modify, or generate a new conclusion based on the experimental results. 
 
The effectiveness of a specific buffer allocation was evaluated based on line throughput.  A 
simulation was used to evaluate throughput and was implemented assuming independent workstation  
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processing times and failures/repairs if applicable, and negligible buffer transit times. An important 
parameter of a closed production line is the number of carriers circulating in the line. Since carriers 
are often expensive with respect to dollars and space, a standard rule was followed that always set the 
number of carriers equal to the number of workstations in the line plus half the total buffer capacity 
rounded  down  (Kim  et  al  2002).    Although  the Kim  et  al.  (2002)  rule  is  proven  true for  three-
workstation lines, establishing carrier numbers using this rule normally gives maximum or close to 
maximum throughput. as a function of the number of carriers.  
Line lengths of four and eight workstations were simulated. For unreliable production lines, 
processing  times  were  assumed  constant,  and  failures  were  assumed  to  be  operation-dependent 
(Dallery and Gershwin 1992).  The time between failures and repair times were both assumed to be 
exponentially distributed (Inman 1999).  For reliable lines both exponential and lognormal (Powell 
and Pyke 1996) processing time distributions were simulated. The lognormal processing times used 
had coefficient of variation (CV) values of 0.5, 1, and 2.  Each throughput estimated was the average 
from 150 replications of 50,000 jobs each, established by duplicating statistically the results in other 
production line simulation publications (Liu and Buzacott, 1992, Hillier et al., 1993, Powell, 1994, 
Vouros and Papadopoulos, 1998). No warm-up period was utilized since there was no statistically 
significant differences between test simulations with and without a warm-up.  The pseudo-random 
number generator employed passed multiple statistical tests as outlined in Law and Kelton (2001), 
and random numbers were synchronized across replications in an experiment. 
The analysis of simulation results focused on the throughput (the response) resulting from 
different buffer allocations (the treatments). When multiple buffer allocations were to be compared, 
the Bonferroni multiple comparison procedure was applied since it is valid when random numbers are 
synchronized (Law and Kelton, 2001). A 95% confidence level was used for all comparisons.  When 
an  experiment  focused  on  the  effect  of  buffer  allocation  changes,  paired  t-tests  were  applied  to 
determine when there was a significant (at a 95% confidence level) throughput difference between 
two allocations.   
A summary of the experiments and the main results are presented next. The total number of 
experiments conducted was very large and detailed results for all of these experiments can be found in 
Staley (2006). 
 
 
4. BUFFER ALLOCATION EXPERIMENTS AND RESULTS 
 
A  series  of  seven  experiments  was  designed  to  answer  questions  1-5  in  section  2.  
Experiments  1  through  3  examine  reliable  lines,  experiments  4  and  5  examine  unreliable  lines, 
experiment 6 is a comparison of reliable and unreliable lines, and experiment  7 examines buffer 
allocation in longer production lines. 
Experiment 1 – Buffer Allocation Decomposition Principle 
In this experiment all possible buffer allocations (for a given number of buffers from 1 to 4) were 
simulated for four-workstation closed lines. Workstations had identical processing time distributions 
that were exponential, or one of three lognormal distributions mentioned earlier. With exponential 
processing  time  distributions,  all  possible  buffer  allocations  with  5  to  8  total  buffers  were  also 
simulated. For the eight-station lines, all possible buffer allocations with 1 to 4 buffer spaces were 
simulated  for  exponential  and  lognormal  processing  times.  For  exponential  processing  times  all 
possible allocations with 5 to 8 buffers and a maximum allocation of two buffers to any location were 
simulated.     
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  The experimental results show that in all cases an “even” allocation of buffers in a balanced 
closed reliable production line results in the statistically significant highest throughput. The notation 
(b1,b2,b3,b4) will be used to represent a buffer allocation where bi is the number of buffer spaces 
following workstation i. The results show that buffer allocations within a statistically homogeneous 
group are either “rotations” of the same allocation (e.g., (3,1,0,0) and (0,3,1,0)),  or are the reverse of 
other allocations in the group (e.g., (0,3,1,0) and (0,1,3,0)). The inclusion of the reverse allocations in 
the same group is established theoretically in Liu and Buzacott (1992). A closed production line 
decomposition result (algorithm) can be developed for the lines examined that provide guidelines for 
placing a single buffer in a balanced closed line. 
 
1.  Create  a  modified  line  by  first  subtracting  the  minimum  buffer  size  allocated  to  any 
workstation from all buffer locations. 
2.  Place  a  single  buffer  in  the  location  that  minimizes  the  number  of  consecutive 
workstations with no buffer spaces in the modified line (similar to the decomposition 
principle in Conway et al. (1988).  
3.  If there are multiple such locations identified in step 2, then starting with n = 1 choose 
among the locations from step 2 until adding a buffer space to one location (or locations 
that  result  in  reversals  or  rotations)  generates  a  buffer  allocation  that  minimizes  the 
standard deviation of n-consecutive workstation buffer totals. 
 
For a closed balanced production line with zero buffers, the decomposition result implies that 
the first buffer may be placed in any location. As an example of an existing line with buffers in place, 
consider a four-workstation line with buffer allocation (4,1,1,1). If one more buffer is to be added, and 
each workstation can accommodate this buffer, the decomposition principle implies that allocation 
(4,1,2,1) will be preferred over allocations (5,1,1,1), (4,2,1,1), and (4,1,1,2). The simulation results 
confirm that this is the best allocation with respect to throughput.  
The third step addresses those situations where multiple locations result in the same minimum 
number of consecutive workstations with no buffer spaces (in the modified line). Consider buffer 
allocation (2,0,1,0). Based on step two, if one more buffer space is added to any single workstation 
the  maximum  number  of  consecutive  workstations  with  no  buffers  remains  two.  The  resulting 
possible allocations are (3,0,1,0), (2,1,1,0), (2,0,2,0), and (2,0,1,1).  The 1-consecutive workstation 
buffer totals are simply the allocations presented, and allocations (2,1,1,0) and (2,0,1,1) have the 
smallest standard deviations of buffer totals. Since these two allocations are the reverse of each other 
they are equally preferred.  
For a slightly more complicated example, consider allocation (2,0,0,0,1,0,0,0) in an eight-
workstation line. If one more buffer space is added to any single workstation the maximum number of 
consecutive workstations with no buffers remains four. If 1-workstation buffer totals are examined 
then  six  allocations  give  the  same  standard  deviation  of  buffer  totals  (e.g.,  (2,1,0,0,1,0,0,0)  and 
(2,0,1,0,1,0,0,0)). Moving to 2-workstation buffer totals gives (e.g., allocation (2,1,0,0,1,0,0,0) gives a 
2-workstation buffer total of (3,1,0,1,1,0,0,2)) results in allocations (2,0,1,0,1,0,0,0) and it’s reverse 
(2,0,0,0,1,0,1,0)  having  the  smallest  standard  deviation  of  2-workstation  buffer  totals.    The 
simulations confirm that these two allocations have the same throughput, and that it is statistically 
significantly higher than any of the other possible allocations. 
Note that in general the results do not imply that the allocation with the fewest zero buffers 
will result in higher throughput. For example, when allocating 8 buffers in a four-workstation line 
with exponential  processing  times  the following  buffer  allocations  represent  buffer allocations in 
order of statistically significant increasing throughput: (6,1,0,1), (6,0,2,0), (6,1,0,1), (5,0,3,0). 
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Experiment 2 – Sensitivity of Buffer Allocations to Bottleneck Severity 
The second experiment is an examination of how a single bottleneck affects optimal buffer allocation.  
The same basic experimental design of Powell and Pike (1996) was applied to both open and closed 
production lines.   
Starting with a balanced system, a single bottleneck was created by increasing only the mean 
processing time, or increasing both the mean processing time and the processing time variability of 
one workstation. All workstations besides the bottleneck had identical processing time distributions 
that  were  exponential,  or  one  of  three  lognormal  distributions.  The  bottleneck  shared  the  same 
processing time distribution but with different parameters. This bottleneck was made progressively 
worse  until  the  first  change  to  the  optimal  buffer  allocation  occurred.    Starting  with  average 
processing times equal to one, the mean processing times were increased in increments of 0.01 time 
units.  The bottleneck for all closed lines was arbitrarily selected to be the first workstation.  In an 
open line, the behavior of the line may differ depending on where the bottleneck occurs.  Therefore in 
open lines, different experiments were performed for lines with each workstation selected as the 
bottleneck. The optimal starting buffer allocation for all balanced lines (with total buffers = number of 
workstations) was one buffer between each workstation. With exponentially distributed processing 
times only one parameter could be changed, which effectively increased both the mean processing 
time  as  well  as  the  processing  time  variability.  Since  the  mean  and  variability  can  be  increased 
separately in lognormal distributions, experiments that increased just the bottleneck mean processing 
time and experiments that increased both the mean and the variance were conducted.  A change in the 
optimal buffer allocation was determined to have occurred once a statistically significant throughput 
difference  between  the  buffer  allocation  with  the  highest  simulated  throughput,  and  the  starting 
optimal even buffer allocation was detected. As in Powell and Pike (1996), when a change occurred 
the results was to move buffers around the bottleneck workstation. 
Results for the four-station and eight-station lines are shown in Tables 1 and 2 respectively.  
It is clear from these results that closed production line buffer allocations are more robust with respect 
to  bottleneck  severity  than  open  lines.  This  robustness  increases  as  a  function  of  the  bottleneck 
processing  time  CV  (Figure  1).  For  different  line  lengths  the  percentage  increase  in  bottleneck 
severity required for closed lines relative to the open lines is roughly the same for four and eight 
workstation lines. In open lines the results are symmetric with respect to the location of the bottleneck 
Muth (1979).  
 
 
Table 1. Required mean processing time at the bottleneck to cause a change in the 
optimal buffer allocation in four-workstation lines. 
  Four Workstations 
  Processing 
Time 
Distributions 
Closed 
Open: Position of Bottleneck 
  1  2  3  4 
  exponential  1.76  1.45  1.44  1.44  1.45 
Bottleneck w/ 
Const. 
Variance 
lognormal(1,.25)  1.49  1.35  1.39  1.39  1.35 
lognormal(1,1)  1.69  1.50  1.44  1.44  1.49 
lognormal(1,4)  1.71  1.50  1.30  1.29  1.50 
Bottleneck w/ 
Const. CV 
lognormal(1,.25)  1.51  1.33  1.38  1.38  1.33 
lognormal(1,1)  1.74  1.46  1.44  1.43  1.46 
lognormal(1,4)  1.88  1.51  1.34  1.33  1.51 
* lognormal(a,b): a = mean, b= variance  
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Table 2. Required mean processing time at the bottleneck to cause a change in the optimal 
buffer allocation in eight-workstation lines. 
* lognormal(a,b): a = mean, b= variance 
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Figure 1. Bottleneck severity that first causes a change to the optimal buffer allocation at 
various CV levels for lognormal processing times. 
 
Experiment 3 – Effectiveness of an Even Buffer Allocation 
Experiment 3 examines the magnitude of throughput differences between the optimal and an even 
buffer allocation when the even allocation is no longer optimal. In this experiment the severity of a 
single bottleneck is increased beyond the point that causes an even buffer allocation to no longer be 
optimal.   
Bottleneck workstation mean processing times were increased in increments of 0.25 time 
units from 1.5 to 3 in four-workstation lines, and from 1.5 to 2.75 in eight-workstation lines. Non-
bottleneck mean processing times were set at 1.0.  The response was the percent below optimal 
throughput realized by using an even distribution of buffers (1-(even allocation throughput/optimal 
allocation throughput)). For four-workstation lines all possible buffer allocations with four buffers 
were simulated. For eight-workstation lines with eight buffers a heuristic algorithm (Vergara and Kim 
    Eight workstations 
 
Processing Time 
Distributions 
Closed 
Open: Position of Bottleneck 
  1  2  3  4  5  6  7  8 
  exponential  1.54  1.35  1.26  1.23  1.22  1.21  1.22  1.26  1.35 
Bottleneck w/  
Const. 
Variance 
lognormal(1,.25)  1.38  1.30  1.27  1.27  1.28  1.29  1.27  1.27  1.30 
lognormal(1,1)  1.64  1.48  1.35  1.28  1.25  1.25  1.28  1.35  1.48 
lognormal(1,4)  1.77  1.09  1.09  1.27  1.14  1.14  1.27  1.09  1.08 
Bottleneck w/  
Const. CV 
lognormal(1,.25)  1.35  1.26  1.24  1.24  1.25  1.25  1.24  1.24  1.26 
lognormal(1,1)  1.57  1.36  1.25  1.20  1.18  1.18  1.20  1.25  1.36 
lognormal(1,4)  1.75  1.08  1.08  1.24  1.12  1.12  1.24  1.08  1.08  
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2009) was used to find a near optimal solution because the time necessary for an exhaustive search 
was too great.  
   Throughput differences between the optimal and the even allocations initially increased as 
bottleneck severity increased, but at some point the throughput differences decrease. This was true for 
all  but  the  lognormal(1,4)  distribution  (decreases  were  not  observed).  This  pattern  points  at  the 
existence of a bottleneck so severe that it dictates performance, and any buffer allocation has little 
effect on the throughput. The bottleneck severity where throughput differences first start to decrease 
generally increases with line length and processing time CV. 
Line  length  also  affected  the  maximum  throughput  differences  seen.  In  every  case  the 
maximum throughput difference between allocations was greater in eight-workstation lines than four-
workstation  lines.    The  processing  time  CVs  also  affected  throughput  differences  with  smaller 
processing  time  CVs  giving  smaller  throughput  differences  between  even  and  optimal  buffer 
allocations. The throughput difference for low CVs (CV = 0.5) was also low in an absolute sense.  In 
four-workstation closed lines, the maximum throughput difference for low CVs was 0.4% and for 
eight-workstation  closed  lines  the  maximum  difference  was  0.9%.    This  suggests  that  for  lower 
processing  time  CVs,  an  even  buffer  allocation  is  always  a  reasonable  option.  The  maximum 
throughput differences observed are shown in Table 3.  
When examining the behavior of open lines versus closed lines, it was shown in experiment 2 
that  the  closed  lines  are  less  sensitive  to  bottleneck  severity.  In  this  experiment,  this  behavior 
continues up to a point. For lines with bottlenecks having mean processing times more than double 
that of the other workstations closed lines behave much more like their open line counterparts. 
In general an even allocation of buffers will generally result in close to maximum throughput 
in closed reliable production lines with low to moderate processing time CVs. The differences from 
maximum throughput increase with line length and processing time CVs. 
 
Table 3. Maximum throughput differences between optimal and even buffer 
allocations in closed production line.  
   4 Workstations  8 Workstations 
Processing Time Distribution 
Maximum 
Difference 
Observed 
Bottleneck 
Severity at 
Maximum 
Difference 
Maximum 
Difference 
Observed 
Bottleneck 
Severity at 
Maximum 
Difference 
Exponential  1.5538%  2.75  2.7862%  2.5 
Lognormal (1,.25)  0.2347%  1.75  0.3978%  1.50 
Lognormal (1,1)  1.0542%  2.25  1.6062%  2.25 
Lognormal (1,4)  1.7826%  3.00  1.9377%  2.75 
Lognormal (1,.25) - Const. CV  0.4014%  1.75  0.9033%  1.75 
Lognormal (1,1) - Const. CV  1.2494%  2.75  2.1136%  2.50 
Lognormal (1,4) - Const. CV  1.2956%  3.00  1.6479%  2.75 
 
 
Experiment 4 – Decomposition Principle for Closed Unreliable Production Lines 
Experiment 4 is similar to experiment 1, but addresses unreliable lines and evaluated all allocations of 
four buffers in four-workstation lines, and all allocations of eight buffers in eight-workstation lines 
having a maximum of two buffer spaces for any workstation.  Workstation processing times are 
constant and variability is a result of failures.  A variety of different Mean Time to Repair (MTTR) 
and Mean Time Between Failure (MTBF) values were used. The values of MTTR and MTBF were  
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selected such that they fell within the range of values found in a real automobile body shop assembly 
system (MTTR = 1, 5, and 10; MTBF = 50, 100, 250, 500, and 1000). Assuming fixed processing 
times of one time unit, the CVs for the time a job spends in workstation ranged from 0.045 to 1.67.  
An even allocation of buffers had the highest average throughput of all buffer allocations for 
every MTBF, MTTR combination. However, the results of the multiple comparison tests were not as 
consistent as for reliable lines.  For reliable closed lines, an even buffer allocation always had a 
statistically  significantly  higher  throughput  than  any  other  buffer  allocation,  and  the  different 
homogenous groups of buffer allocations could be predicted based on the decomposition results.  In 
the unreliable case, the results were much more variable.  In some cases an even allocation gave 
significantly higher throughput than all other allocations, and in other cases there were multiple buffer 
allocations that resulted in the same throughput.  The latter case occurred more often when the MTBF, 
MTTR  combination  resulted  in  very  low  CVs  for  the  time  a  job  spends  in  a  workstation. 
Correspondingly, the throughput differences between buffer allocations was very low. Nevertheless 
“spreading” buffers out in the line results in maximum throughput and the balanced closed production 
line decomposition result is applicable to both reliable and unreliable lines. 
 
Experiment 5 - Sensitivity of Buffer Allocations to Bottleneck Severity in Unreliable Production 
Lines 
This  experiment  examined  the  difference  between  open  unreliable  production  lines  and  closed 
unreliable production lines with respect to how sensitive the optimal buffer allocation pattern is to 
bottleneck severity.   A balanced line consisting of workstations with various identical MTTR and 
MTBF  values  and  a  single  buffer  space  between  each  workstation  was  the  initial  line.  A  single 
bottleneck  was  then  created  by  increasing  the  MTTR  of  a  single  workstation.    The  MTTR  was 
increased  such that  the  effective  mean  processing  time  (te)  was increased  in increments of  0.05.  
Effective  mean  processing  time  is  the  average  time  a  job  spends  in  a  workstation,  and  includes 
possible repair time (Hopp and Spearman 2001).  The MTTR was increased until there was a shift in 
the optimal buffer allocation pattern or until the te of the bottleneck workstation was equal to two time 
units (twice the te of the non-bottleneck workstations).  Once an optimal buffer allocation change was 
detected, the bottleneck severity was decreased and then increased using smaller changes in severity 
by increasing the MTTR values by one time unit (resulting in te increases less than 0.05) to get a more 
precise estimate of the te increase causing a change to the optimal buffer allocation.  Only four-
workstation lines were simulated. 
The results for closed lines show that an even buffer allocation remained in an optimal group 
of  allocations  up  to  the  largest  bottleneck  level  for  all  MTTR,  MTBF  combinations.  The  even 
allocation was not always the highest throughput but its throughput was not significantly different 
from the allocation that gave the highest throughput.  Since some MTTR, MTBF combinations had 
effective processing time CVs similar to the CVs used in the reliable lines tested, and since an even 
buffer allocation remained optimal at bottleneck severity levels exceeding those that created optimal 
buffer allocation changes in the reliable lines, the results indicate that closed unreliable lines are less 
sensitive to bottleneck severity increases than closed reliable lines.   
  For  open  unreliable  lines  the  results  differed  from  the  open  reliable  lines  examined  in 
experiment 2.  For unreliable lines an even buffer allocation was only optimal when MTTR = 1. 
When MTTR = 5 and MTTR = 10, the highest throughput allocations had all buffers in the center 
location, and there were typically multiple allocations with the same throughput (statistically). For 
many, but not all of the open lines simulated there was no change from the even buffer allocation for 
the bottleneck severity levels tested.  The results indicate that buffer allocation is less important in 
open unreliable lines than in open reliable lines, but also that buffer allocations are more robust in 
closed lines than open lines.  
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Experiment 6 – Buffer Allocation in Balanced Closed Reliable Production Lines Versus 
Balanced Closed Unreliable Production Lines 
In these simulations, a more detailed examination of balanced closed unreliable lines versus balanced 
closed reliable lines was conducted.  The MTTR and MTBF values in experiment 4 were used for 
unreliable  lines.  For  reliable  lines  lognormal  processing  time  distributions  were  used  that  were 
identical to the unreliable workstations in terms of te and CV.  Only four-workstation lines were 
tested.  The optimal (even allocation), second best, and worst buffer allocations and throughputs were 
found for both types of lines. 
The simulations show that there are much lower throughput differences between different 
buffer allocations in unreliable lines. Throughput differences between the optimal buffer allocation, 
the second best allocation, and the worst allocation are graphed as function of processing time CV for 
both  reliable  and  unreliable  lines  in  Figures  2  and  3.  The  unreliable  lines  had  little  throughput 
difference between the various allocations at all CV values.  The reliable lines on the other hand, had 
much larger differences that depended on the CV.  Peaking at CV values between approximately 0.3 
and 0.7, the throughput differences rapidly increase at first and then slowly decrease.   
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Figure 2. Throughput differences between the best and second best buffer allocations. 
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Figure 3. Throughput differences between the best and worst buffer allocations. 
 
 
Additional simulations were conducted when the closed unreliable lines and closed reliable lines 
contained a single bottleneck.  The optimal, 2
nd best, and worst buffer allocations were determined at 
multiple bottleneck levels (te = 1.05, 1.1, 1.25, 1.5, 1.75, 2).  The throughput for these allocations was 
determined and compared. Four-workstation lines were investigated with non-bottleneck processing 
time CVs = 0.5 and CVs = 1. Similar to lines with no bottleneck, the results indicate that buffer 
allocation decisions have a much greater impact in reliable lines than unreliable lines.  
Experiment 7 – Examination of Longer Closed Production Lines 
A small number of simulations were performed on longer lines of 20 workstations having exponential 
processing times, lognormal processing times with CVs = 0.5 and 1, and unreliable workstations with 
CVs = 1.  For balanced reliable lines the even distribution was significantly better than all other 
allocations constructed by moving single buffer spaces (with no buffer having more than two spaces). 
For unreliable lines, the results were also consistent with those seen in shorter lines.   
Parts of experiment 2 were also repeated with  20-workstation lines. For open production 
lines, the bottleneck was located at either the 1
st, 5
th, or 10
th workstation.  The results show that a 
closed line still requires a larger bottleneck severity level to create a change in the optimal allocation, 
although the severity level is decreasing with line length (Figure 4).  In Figure 4, open-end refers to 
the  bottleneck  located at the  1
st  workstation  in  an open  line,  and  open-center  has the  bottleneck 
located at the 10
th workstation. Although the sensitivity to bottleneck severity increases with line 
length, the slopes of the lines in Figure 4 are similar.  
Experiment  2  results  also  indicated  that  increasing  processing  time  CV  decreases  the 
sensitivity of a buffer allocation to bottleneck severity.  Similar results were seen in 20-workstation 
lines.  
 
12 
Bottleneck Level vs. Line Type for Exponential 
Distribution
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
closed open-end open-center
Line Type
B
o
t
t
l
e
n
e
c
k
 
S
e
v
e
r
i
t
y
4-station
8-station
20-station
 
 
Figure 4. Bottleneck severity level causing a change in the optimal buffer allocation for different 
line lengths  
 
 
5.  SUMMARY AND CONCLUSIONS  
 
A variety of simulation experiments were conducted to better understand the general properties of 
buffer allocation in closed serial production lines.  The research questions investigated and a summary 
of the results are presented next. 
 
1.  In a balanced closed reliable serial production line, is there a “buffer allocation 
decomposition principle” that is applicable and how can it be applied in a closed line?  
 
The buffer allocation decomposition principle “a single buffer should be placed where an 
unlimited buffer would be most effective” is applicable to closed lines, but is complicated 
by the fact that closed lines have no well-defined first and last workstation with respect to 
job carrier movement. In general an even allocation of buffers provides the highest 
throughput. 
 
2.  What is the effect of a bottleneck workstation on buffer allocations in a closed reliable 
line?  If there is an effect, how does it compare to open lines? 
 
An even allocation of buffers is more robust in closed lines. When bottleneck severity is 
large enough, the optimal buffer allocation will change from an even allocation to one 
where there are more buffers around the bottleneck. However for closed lines the 
bottleneck severity when an even allocation of buffers is no longer optimal is greater 
than that required for open lines. Additionally, as the effective processing time 
variance of the non-bottleneck workstations increases, this bottleneck severity 
increases in a closed line, but does not for open lines. 
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3.  What is the difference in throughput between the optimal buffer allocation and an even 
allocation of buffers in a closed reliable line when there is a severe bottleneck, and how 
does this compare to open lines?  
 
The maximum throughput differences between an even buffer allocation and an optimal 
buffer allocation as the severity of a single bottleneck is increased was 1.78% for four-
workstation lines, and 2.78% for eight-workstation lines. These differences were smaller 
than observed for open lines until the mean effective processing time of the bottleneck was 
more than double the other workstations. 
 
4.  Do closed unreliable lines behave the same as closed reliable lines with respect to the first 
three questions?  
 
Unreliable closed lines showed similar behavior to reliable lines with respect to 
questions 1 and 2. However the throughput differences between an even buffer 
allocation and an optimal buffer allocation in the presence of a single severe 
bottleneck were very low. The maximum throughput difference between the best and 
worst buffer allocations for unreliable lines was less than 3%, whereas for reliable 
lines this difference was around 15%. Overall, deviating from an even buffer allocation 
offers mush less potential improvement in closed unreliable lines than reliable lines. 
 
5.  Does the behavior seen in shorter lines hold for longer lines? 
 
The behavior demonstrated in four and eight-workstation lines also shows in longer lines. 
It is clear that as line length grows the bottleneck severity when an even allocation of 
buffers is no longer optimal decrease, but is remains greater than that required for open 
lines. 
 
 
For production line designers it is clear that closed and open lines behave similarly with respect to the 
placement  of  buffers,  however  closed  lines  buffer  allocations  are  less  sensitive  to  bottlenecks. 
Another interesting and surprising conclusion is that buffer allocations in closed unreliable lines seem 
to have minimal impact on throughput, whereas buffer allocations decisions in closed reliable lines 
can have a very large effect on throughput. For an initial unreliable system design, an even allocation 
of buffers is a good starting point. 
It must be kept in mind that the experiments concentrated on the allocation of a small number 
of buffers and most experiments were conducted on four and eight workstations. Most experiments of 
eight-workstation lines were limited to at most a single buffer space per workstation, with only a few 
sets of simulations having at most two buffer spaces per workstation. However in many systems 
where the products are large, and space and material handling are expensive, the restriction to small 
numbers of buffers is realistic. Vehicle, aircraft part, and large machine production are examples 
where this is the case.  
Additional real life production line features that are worthy of investigation with respect to 
buffer allocation are: 
  Lines with multiple part types with production sequencing, 
  The impact of multiple bottlenecks and other types of line imbalance, 
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