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1. Introduction
Open-shell molecules, radicals, play an important role in different fields of chemistry
and biology. To give some examples one can think about DNA-damage in biologi-
cal systems, polymerisation reactions or photocatalysis in synthetic chemistry. To
understand and predict reactions in which radicals are involved needs the ability to
describe the ground and excited states of these molecules. But this is still a chal-
lenging task for large high-spin open-shell molecules (100 atoms). Especially if one
aims at a compromise between accuracy and computational costs.
Probably the most widely used methods are Density Functional Theory (DFT) [1,2]
and time dependent (TD-)DFT. The reason is that these methods are computation-
ally less demanding than correlated, wave function based, methods which go beyond
Configuration Interaction Singles (CIS). Yet TD-DFT, depending on the used func-
tional, may fail to produce even qualitatively reasonable results especially in case of
charge transfer states [3].
Coupled Cluster (CC) theory [4–7] is well established as a wave function based
method for the description of dynamical correlation effects. The restriction of the
cluster operator to singles and doubles (CCSD) has also been used to describe
high-spin open-shell systems along with a single-reference determinant, but often a
straight forward usage of unrestricted spin-orbital formalism has been avoided [8–11].
The main reasons are spin contamination and computational costs.
However, if a restricted open-shell Hartree-Fock (ROHF) reference determinant is
3
4chosen instead of unrestricted Hartree-Fock (UHF), the excitation energies despite
the remaining spin contamination, which arises from not solving the CC spin equa-
tions, are in good agreement (absolute error < 0.1 eV) with the Multi-Reference
Configuration Interaction (MR-CI) results for a set of diatomic molecules described
in reference [12].
CCSD scales as O(N 6) with molecular size N and a straight forward, unrestricted
spin-orbital formulation, even if based on a ROHF reference implies a computational
cost factor of 3 compared to the corresponding closed-shell calculation [13].
Thus the search for reduction of computational costs along with a straight for-
ward implementation using unrestricted spin-orbital formulation, but maintaining
the ROHF reference and reaching a reasonable accuracy, lead to the work presented
here.
Firstly, one chooses the approximate CC2 Model [14] which scales as O(N 5) with
molecular size N instead of CCSD (O(N 6)).
Secondly, one starts with a ROHF reference and generates out of it the semi-
canonical spin orbitals [15]. The occupied ones are transformed to localized spin
orbitals and atomic orbitals are projected to the virtuals as proposed by Pulay [16].
Thirdly, Density Fitting (DF) approximation [17–19], for reduction of the prefactor
of the scaling behaviour, and local approximations in order to reach a lower order
scaling of CC2, are applied. Note that a canonical, non local, implementation of
CC2 based only on the DF approximation for high-spin open-shell molecules is avail-
able in the TURBOMOLE package [20].
Fourthly, inspired by the work of D. Kats and M. Schu¨tz [21], the laplace-transform
(LT) trick is used to enable a multistate CC2 response method along with local
approximations in analogy to what is already available in MOLPRO [22] for closed-
shell molecules. So the new method will be called LT−DF− LUCC2 (laplace-
transformed density fitted local unrestricted CC2).
5At the beginning basic concepts which are necessary for the development of the
presented method are introduced. It follows the choice of the reference wave func-
tion and the description of local spin orbitals. Then the derivation of the working
equations for the ground and excited state of high-spin open-shell molecules as well
as corresponding local approximations are outlined. Finally the application of that
method to calculate excitation energies, ionization potentials and electron affinities
is demonstrated.
2. Basic concepts
In this chapter several basic concepts are introduced for the understanding of the
method presented in this thesis. As the method is based on Coupled Cluster (CC)
theory, response theory, construction and evaluation of CC diagrams, density fitting
and Laplace transformation, these concepts are explained.
2.1. Coupled Cluster theory and the CC2 model
It is well known that the movement of two electrons with opposite spin is not corre-
lated within the use of a single Slater Determinant (SD). To capture this dynamic
electron correlation, or to describe the coulomb hole correctly, many theoretical
methods have been developed. Among the wave function based methods like Config-
uration Interaction (CI) or perturbation theory along with the Møller-Plesset (MP)
partitioning of the electronic Hamiltonian, the Coupled Cluster (CC) theory [4–7]
is very successful and widely used.
A SD which contains occupied Hartree Fock spin orbitals, is usually used as a refer-
ence determinant to generate the CC wave function |CC〉 through the exponential
ansatz.
|CC〉 = exp(T) |Φ0〉 (2.1)
6
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In equation (2.1), |Φ0〉 symbolizes the reference determinant and T is the total
cluster operator, which is defined as
T =
Nelec∑
i=1
Ti. (2.2)
Here each summand Ti implies replacement of i occupied spin orbitals by virtual
ones. This replacement is often referred to as generating excited determinants. Each
cluster operator Ti contains products of amplitudes tµi and corresponding excitation
operators τµi to generate all possible i-fold excited determinants. For example, the
singles and doubles cluster operators are defined as
T1 =
∑
µ1
tµ1τµ1 =
∑
IA
tIAa
†
AaI
T2 =
∑
µ2
tµ2τµ2 =
1
4
∑
IJAB
tIJABa
†
Aa
†
BaJaI (2.3)
The capital letters I, J, ... and A,B, ... represent occupied and virtual spin orbitals,
respectively, while the explicit spin (α or β) of the corresponding orbital is not yet
specified. The second quantization operator aI annihilates the occupied spin orbital
I from |Φ0〉 and a†A introduces the virtual spin orbital A in it. Thus a†A and aI are
referred to as the creation and annihilation operators, respectively. The factor 1
4
is
included to avoid double counting of spin orbital pairs.
Due to the exponential ansatz, even if the cluster operator is truncated, one has
formally all possible higher excitations. The products of amplitudes are referred to
as disconnected cluster amplitudes. Irrespective of the truncation level of T, the CC
models are size consistent. That means, that the total energy of a system composed
of noninteracting subsystems is the same as the sum of the energies of each subsystem
calculated separately. This is fulfilled because the exponential ansatz makes the CC
wave function multiplicative separable and the corresponding expectation values of
the Hamiltonians additive. But in cases where the reference method fails to be size
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consistent, also the correlated method will not be. In general for the CC models,
the mathematically stronger requirement that the energy scales correctly with the
number of the correlated electrons is fulfilled. This feature is referred to as size
extensivity.
For the calculation of the CC energy a projective technique is used instead of the
usual quantum mechanical expectation value equation.
E = 〈Φ0| exp(−T)H exp(T)|Φ0〉 = 〈Φ0|H¯|Φ0〉 (2.4)
The reason for that is that exp(T)† would act on the left as an excitation operator
giving rise to much more matrix elements of the Hamilton operator H than in
equation (2.4). The Hamiltonian can be written in second quantized form as
H =
∑
PQ
hPQa
†
PaQ +
1
4
∑
PQRS
〈PQ||RS〉 a†Pa†QaSaR. (2.5)
With the following definition of the one electron integral,
hPQ =
∫
ψ∗P (x1)h(r1)ψQ(x1)dx1, (2.6)
which describes the kinetic energy of a single electron with three space and one spin
coordinate hidden in x1 as well as the coulomb attraction between an electron and
all nuclei. The antisymmetrized two electron integrals are defined as
〈PQ||RS〉 = 〈PQ|RS〉 − 〈PQ|SR〉
〈PQ|RS〉 =
∫
ψ∗P (x1)ψ
∗
Q(x2)
1
r12
ψR(x1)ψS(x2)dx1dx2 (2.7)
PQRS... indicate general spin orbitals which can be either occupied or virtual.
Use of the similarity transformed Hamiltonian H¯ is justified by the fact that, in case
of no truncation, its eigenvalues represent the complete eigenvalue spectrum of the
hermitian Hamilton operator H. H¯ can be written in the Baker-Campbell-Hausdorff
(BCH) expansion,
H¯ = H + [H,T] +
1
2!
[[H,T],T] +
1
3!
[[[H,T],T],T] +
1
4!
[[[[H,T],T],T],T], (2.8)
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which terminates exactly after the fifth term, because each commutator reduces the
number of the general creation and annihilation operators of the Hamiltonian by
one. Thus after the fifth term only creation and annihilation operator strings with
either occupied or virtual spin orbital index remain and these commute. Equation
(2.4) is called the linked CC energy equation. For the determination of the CC
amplitudes, the so-called linked CC amplitudes equations have to be solved.
Ωµi = 〈µi| exp(−T)H exp(T)|Φ0〉 != 0 (2.9)
While |µi〉 represents all possilbe i-fold excited determinants. Solving the CC am-
plitudes equations iteratively, yields the corresponding amplitudes tµi for which the
residuums vector Ωµi becomes zero. These amplitudes determine the final CC en-
ergy (2.4).
By restriction of the Cluster operator T to singles and doubles excitations one ar-
rives at the well known CCSD model. The singles and doubles amplitudes equations
for that model can be written in a compact form as
Ωµ1 =〈µ1|Hˆ + [Hˆ,T2]|Φ0〉 (2.10)
and
Ωµ2 =〈µ2|Hˆ + [Hˆ,T2] +
1
2!
[[Hˆ,T2],T2]|Φ0〉, (2.11)
where the T1-dressed (similarity transformed) Hamilton operator Hˆ is defined as
Hˆ = exp(−T1)H exp(T1). (2.12)
For the singles amplitudes equation (2.10), the expansion series of exp(−T2)Hˆ exp(T2)
terminates after the second term, because the action of further products of T2 can
not be compensated by the Hamiltonian in order that only singly excited determi-
nants remain on the bra side. In an analogous manner of reasoning the commutator
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series in the doubles equation (2.11) terminates after the third term.
If the Hamiltonian is partitioned into a Fock operator F and a fluctuation potential
operator W, describing the difference between the real electron-electron repulsion
and the Fock potential, the CC2 model [14] is obtained from CCSD by simplifying
the doubles equation (2.11) as
Ωµ2 =〈µ2|Hˆ + [F,T2]|Φ0〉. (2.13)
In closed-shell cases the Fock operator is usually regarded to be of zeroth order
(F[0]) in the fluctuation potential, W[1], which it self is of first order. The fact that
off-diagonal elements of the Fock operator for closed-shell molecules are zero, gives
a leading contribution of the singles amplitudes of second order [24]. And only the
first order doubles amplitudes contribute to the second order energy correction.
However, in open-shell cases off-diagonal Fock elements are not zero and thus par-
titioning the Hamiltonian as
H = F[0] + F[1] + W[1] (2.14)
leads to a contribution of the singles amplitudes in first order. F[0] and F[1] represent
the diagonal and off-diagonal parts of the Fock operator, respectively. Nevertheless,
in CC2 the singles are formally assumed to be of zeroth order to obtain a doubles
equation (2.13) which is correct only to first order as in the closed-shell case [14].
Finally it is this form of the doubles equation which enables building the so-called
”effective singles eigenvalue problem” which will be explained in detail in chapter
5.
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2.2. T1-dressed normal-ordered Hamiltonian with
explicit spin
Before examination of the effect of T1-dressing and normal-ordering on the Hamilton
operator (2.5), it is given in its explicit spin form as
H =
∑
pαqα
hpαqαa
†
pαaqα +
∑
pβqβ
hpβqβa
†
pβ
aqβ
+
1
4
∑
pαqαrαsα
〈pαqα||rαsα〉 a†pαa†qαasαarα
+
1
4
∑
pβqβrβsβ
〈pβqβ||rβsβ〉 a†pβa†qβasβarβ
+
∑
pαqβrαsβ
〈pαqβ|rαsβ〉 a†pαa†qβasβarα . (2.15)
The one and two electron integrals entering the equation above have been introduced
in the previous section in equations (2.6) and (2.7). The sole difference is that the
spin of the orbitals is given explicitly for valid spin combinations in equation (2.15).
One can express the singles cluster operator T1 with explicit spin as
T1 =
∑
iαaα
tiαaαa
†
aαaiα +
∑
iβaβ
t
iβ
aβa
†
aβ
aiβ . (2.16)
Similarity transformation of equation (2.15) leads to the following expression
Hˆ =
∑
pαqα
hpαqα exp(−T1)a†pαaqα exp(T1) +
∑
pβqβ
hpβqβ exp(−T1)a†pβaqβ exp(T1)
+
1
4
∑
pαqαrαsα
〈pαqα||rαsα〉 exp(−T1)a†pαa†qαasαarα exp(T1)
+
1
4
∑
pβqβrβsβ
〈pβqβ||rβsβ〉 exp(−T1)a†pβa†qβasβarβ exp(T1)
+
∑
pαqβrαsβ
〈pαqβ|rαsβ〉 exp(−T1)a†pαa†qβasβarα exp(T1) . (2.17)
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For the one-electron part with σ spin, (σ = α or β), one gets∑
pσqσ
hpσqσ exp(−T1)a†pσaqσ exp(T1) =
=
∑
pσqσ
hpσqσ exp(−T1)a†pσ exp(T1) exp(−T1)︸ ︷︷ ︸
=1
aqσ exp(T1) . (2.18)
Using the BCH expansion, like in equation (2.8), and applying the anticommutation
relations
[a†pσ , a
†
qτ ]+ = 0, [apσ , aqτ ]+ = 0, [a
†
pσ , aqτ ]+ = δpσqτ δστ , (2.19)
for the creation and annihilation operators, one obtains
aˆ†pσ = exp(−T1)a†pσ exp(T1) = a†pσ −
∑
iσaσ
tiσaσa
†
aσδpσiσ (2.20)
and
aˆqσ = exp(−T1)aqσ exp(T1) = aqσ +
∑
iσaσ
tiσaσaiσδqσaσ . (2.21)
One has to note that for a set of non-orthogonal orbitals the anticommutator between
a creation and an annihilation operator becomes
[a†pσ , aqτ ]+ = Spσqτ δστ (2.22)
where Spσqτ is the overlap integral between the spin orbitals pσ and qτ . But the use
of a biorthogonal basis yields exactly the same relationships as given in equation
(2.19) [25]. The matrices Xσ and Yσ,
Xσ = 1− t1σ with [t1]pσqσ = {tqσpσ , if pσ ∈ virt. & qσ ∈ occ. else 0
Yσ = 1 + (t1
σ)T , (2.23)
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are introduced and have for an example with two occupied and two virtual spin
orbitals the following structure.
Xσ =

iσ jσ aσ bσ
iσ 1 0 0 0
jσ 0 1 0 0
aσ −tiσaσ −tjσaσ 1 0
bσ −tiσbσ −tjσbσ 0 1

; Yσ =

iσ jσ aσ bσ
iσ 1 0 t
iσ
aσ t
iσ
bσ
jσ 0 1 t
jσ
aσ t
jσ
bσ
aσ 0 0 1 0
bσ 0 0 0 1

(2.24)
σ can be either α or β. In case of using PAOs for the virtual space, each element of
the occupied-virtual block of Yσ has to be multiplied with the corresponding element
of the PAO-overlap matrix. The similarity transformed creation and annihilation
operators can be written as
aˆ†pσ =
∑
rσ
a†rσ [X
σ]rσpσ =
∑
rσ
a†rσXrσpσ (2.25)
and
aˆqσ =
∑
sσ
asσ [Y
σ]sσqσ =
∑
sσ
asσYsσqσ . (2.26)
From equations (2.20) and (2.21) as well as from the structure of Xσ and Yσ one
can immediately see that aˆ†pσ = a
†
pσ if pσ ∈ virtual and aˆqσ = aqσ if qσ ∈ occupied
space. If equations (2.25) and (2.26) are used, the one electron part of the dressed
Hamiltonian in second quantized form can be written as∑
pσqσ
hpσqσ aˆ
†
pσ aˆqσ =
∑
pσqσ
hpσqσ
∑
rσ
a†rσXrσpσ
∑
sσ
asσYsσqσ
rσ↔pσ
=
sσ↔qσ
∑
pσqσ
∑
rσsσ
XpσrσhrσsσYqσsσa
†
pσaqσ
=
∑
pσqσ
hˆpσqσa
†
pσaqσ . (2.27)
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It follows again from the structure of Xσ and Yσ that hˆiσaσ = hiσaσ and that
hˆpσqσ 6= hˆqσpσ . Analogously the αα and the ββ two-electron part of the Hamiltonian
can be formulated as
1
4
∑
pσqσrσsσ
〈pσqσ||rσsσ〉 aˆ†pσ aˆ†qσ aˆsσ aˆrσ
=
1
4
∑
pσqσrσsσ
〈pσqσ||rσsσ〉
∑
tσ
a†tσXtσpσ
∑
uσ
a†uσXuσqσ
∑
vσ
avσYvσsσ
∑
wσ
awσYwσrσ
=
1
4
∑
pσqσrσsσ
∑
tσuσvσwσ
〈tσuσ||wσvσ〉XpσtσXqσuσYsσvσYrσwσa†pσa†qσasσarσ
=
1
4
∑
pσqσrσsσ
〈pσqσ |ˆ|rσsσ〉 a†pσa†qσasσarσ (2.28)
The dressed two-electron integrals 〈pσqσ |ˆ|rσsσ〉 = 〈pσqσ |ˆrσsσ〉 − 〈pσqσ |ˆsσrσ〉 have
only the permutational symmetry of the electrons, i. e. 〈pσqσ |ˆrσsσ〉 = 〈qσpσ |ˆsσrσ〉.
Applying the same strategy for expressing the αβ part of the two-electron part and
putting together the remaining parts after dressing, leads to the following equation
for the dressed Hamilton operator with explicit spin.
Hˆ =
∑
pαqα
hˆpαqαa
†
pαaqα +
1
4
∑
pαqαrαsα
〈pαqα |ˆ|rαsα〉 a†pαa†qαasαarα
+
∑
pβqβ
hˆpβqβa
†
pβ
aqβ +
1
4
∑
pβqβrβsβ
〈pβqβ |ˆ|rβsβ〉 a†pβa†qβasβarβ (2.29)
+
∑
pαqβrαsβ
〈pαqβ |ˆrαsβ〉 a†pαa†qβasβarα
In the final analysis it can be clearly seen that the effect of dressing is carried over
to the integrals and the creation and annihilation operators are retained in their
undressed form. Hence the normal-ordering of the dressed Hamiltonian can be per-
formed in exactly the same way as for the undressed operator.
A normal-ordered string of operators is one in which all annihilation operators stand
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to the right of the creation operators. This can be achieved by using the anticom-
mutation relations (2.19).
A more convenient way to normal-order any string of creation and annihilation
operators is the application of Wick’s theorem which states that every string can
be normal-ordered by writing it as linear combinations of pairwise contractions of
operators, i.e.
ABC . . . IJK ={ABC . . . IJK}v +
∑
s
{ABC . . . IJK}v
+
∑
d
{ABC . . . IJK}v + . . . (2.30)
The first term in the equation above denotes the totally normal-ordered string with
respect to the true vacuum state (v). The first sum is over all possible single pair
contractions and the second one over all possible double pair contractions.
The generalised Wicks theorem states that products of normal-ordered operator
strings can be normal-ordered by writing the complete string as a sum of the
normal-ordered string and the pairwise contractions between operators of the in-
volved normal-ordered strings and no contractions within a normal-ordered string
itself.
{ABCD . . . }v{IJKL . . . }v ={ABCD . . . IJKL . . . }v +
∑
s
{ABCD . . . IJKL . . . }
+
∑
d
{ABCD . . . IJKL . . . }+ ... (2.31)
A contraction between two operators is defined as the pair it self minus the normal-
ordered form of the pair.
AB = AB − {AB}v (2.32)
For each permutation of two operators one has to multiply the operator string with
−1. If one examines the four possible pairs of creation and annihilation operators
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(same spin) for a contraction, one gets
apσa
†
qσ = apσa
†
qσ − {apσa†qσ}v = apσa†qσ + a†qσapσ = δpσqσ (2.33)
as the only nonzero combination.
As any matrix element 〈ψ2|O|ψ1〉 can be written as 〈|(A2)†OA1|〉 with |ψ1〉 = A1 |〉
and |ψ2〉 = A2 |〉, where |〉 is the true vacuum state, only fully contracted terms of
the string (A2)
†OA1 give nonzero results.
However, it is more convenient to work with a slater determinant (SD) as a reference
state, (also called the Fermi vacuum) than the true vacuum state. For the use of a
SD as a reference state a so-called particle hole formalism has to be introduced and
creation and annihilation operators with respect to this reference state have to be
defined. The quasi-particle creation operators are
aiσ and a
†
aσ , (2.34)
because aiσ working on a SD creates a hole (the spin orbital iσ is occupied) and a
†
aσ
creates a particle. And the quasi-particle annihilation operators are
a†iσ and aaσ , (2.35)
because they annihilate possible holes and particles.
With the quasi-particle operators a normal-ordered string is one, in which all quasi-
particle annihilation operators stand to the right of the quasi-particle creation oper-
ators. When all eight possible combinations of quasi-particle creation and annihila-
tion operators (same spin) are examined, the only two pairs giving a nonzero result
after performing the contraction are
aaσa
†
bσ
= aaσa
†
bσ
− {aaσa†bσ} = aaσa†bσ + a†bσaaσ = δaσbσ (2.36)
and
a†iσajσ = a
†
iσ
ajσ − {a†iσajσ} = a†iσajσ + ajσa†iσ = δiσjσ . (2.37)
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Now it is straight forward to get the normal-order of the dressed Hamilton operator
(2.29) with respect to the Fermi vacuum. The one-electron part for example can be
normal-ordered as∑
pσqσ
hˆpσqσa
†
pσaqσ =
∑
pσqσ
hˆpσqσ{a†pσaqσ}+
∑
pσqσ
hˆpσqσ{a†pσaqσ}
=
∑
pσqσ
hˆpσqσ{a†pσaqσ}+
∑
pσqσ
hˆpσqσδpσqσδpσ∈iσ
=
∑
pσqσ
hˆpσqσ{a†pσaqσ}+
∑
iσ
hˆiσiσ . (2.38)
Wicks theorem (2.30) and the contraction of equation (2.37) have been used. Normal-
ordering of the remaining parts of the dressed Hamilton operator and considering
the particle permutational symmetry of the dressed two-electron integrals leads to
Hˆ =
∑
pαqα
[
hˆpαqα +
∑
iα
〈iαpα |ˆ|iαqα〉+
∑
iβ
〈iβpα |ˆiβqα〉
]{
a†pαaqα
}
+
∑
pβqβ
[
hˆpβqβ +
∑
iβ
〈iβpβ |ˆ|iβqβ〉+
∑
iα
〈iαpβ |ˆiαqβ〉
]{
a†pβaqβ
}
+
1
4
∑
pαqαrαsα
〈pαqα |ˆ|rαsα〉
{
a†pαa
†
qαasαarα
}
+
1
4
∑
pβqβrβsβ
〈pβqβ |ˆ|rβsβ〉
{
a†pβa
†
qβ
asβarβ
}
+
∑
pαqβrαsβ
〈pαqβ |ˆrαsβ〉
{
a†pαa
†
qβ
asβarα
}
+
∑
iα
hˆiαiα +
1
2
∑
iαjα
〈iαjα |ˆ|iαjα〉+
∑
iβ
hˆiβiβ +
1
2
∑
iβjβ
〈iβjβ |ˆ|iβjβ〉+
∑
iαjβ
〈iαjβ |ˆiαjβ〉
=FˆαN + Fˆ
β
N + Vˆ
αα
N + Vˆ
ββ
N + Vˆ
αβ
N + 〈Φ0|Hˆ|Φ0〉
=HˆN + 〈Φ0|Hˆ|Φ0〉 . (2.39)
The normal-ordering of the non similarity transformed Hamiltonian has been demon-
strated in detail in reference [26]. The general statement that the normal-order of
an operator is the same as the operator itself minus its expectation value holds also
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in the case of the dressed Hamiltonian.
HˆN = Fˆ
α
N + Fˆ
β
N + Vˆ
αα
N + Vˆ
ββ
N + Vˆ
αβ
N (2.40)
The CC2 singles (2.10) and doubles (2.13) amplitudes equations remain unchanged
wether one uses the non normal-ordered or the normal-ordered dressed Hamilton
operator, as will be shown later. But it is much easier to work with the already
normal-ordered strings of the dressed Hamiltonian when analyzing any matrix ele-
ments.
However, looking at the energy equation of CC2,
ECC2 = 〈Φ0| exp(−T2)Hˆ exp(T2)|Φ0〉
= 〈Φ0| exp(−T2)(HˆN + 〈Φ0|Hˆ|Φ0〉) exp(T2)|Φ0〉
= 〈Φ0| exp(−T2)HˆN exp(T2)|Φ0〉+ 〈Φ0|Hˆ|Φ0〉 , (2.41)
one can conclude that the expression
〈Φ0| exp(−T2)HˆN exp(T2)|Φ0〉 = ECC2 − 〈Φ0|Hˆ|Φ0〉 (2.42)
represents a sort of correlation energy. But one has to be careful, because 〈Φ0|Hˆ|Φ0〉
is not the Hartree-Fock energy 〈Φ0|H|Φ0〉. That is the reason why the CC2 corre-
lation energy is calculated using the non-dressed normal-ordered Hamilton operator
HN instead of HˆN.
2.3. Construction and evaluation of Coupled Cluster
diagrams
Using Wicks theorem as introduced in equations (2.30) and (2.31), it is straight
forward to derive working equations from the CC2 amplitudes equations (2.10) and
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(2.13). But this is a rather tedious way compared to the diagrammatic technique. In
reference [26] the rules for construction and evaluation of Coupled Cluster diagrams
have been shown for the case of orthogonal spin orbitals. Here the construction and
evaluation of diagrams within the use of the T1-dressed normal-ordered Hamiltonian
(2.40) and the non-orthogonal PAOs will be discussed.
For the construction of CC diagrams the quasi particle-hole formalism and the cor-
responding quasi creation and annihilation operators as introduced in section 2.2
are needed. A so-called hole line is one directed downward and symbolizes an occu-
pied orbital in the reference determinant. The particle line is directed upward and
symbolizes a virtual orbital.
The Hamilton operator fragments are described by horizontal lines which are dashed.
FˆσN is an one-electron operator an thus has one vertice on which creation and anni-
hilation operators can act.
×
iσ aσ
×
iσ aσ
×
iσ
jσ
×
aσ
bσ
Figure 2.1.: FˆσN fragments with excitation levels +1, −1, 0 and 0 (from left to right)
In figure 2.1 the four possible FˆσN fragments are shown, where σ can be either α or
β. This yields in total eight diagrams. In the most left fragment two quasi creation
operators are symbolized by two lines above the horizontal operator line (also called
interaction line). The excitation level is calculated by subtracting the number of
quasi particle lines under the interaction line (annihilation operator lines) from the
quasi particle lines above it (creation operator lines) and dividing the result by
two. One gets, e.g. for the most right fragment of figure 2.1 an excitation level of
(1−1)
2
= 0. Also the non-dressed Fock operator which appears in the CC2 doubles
equation (2.13) will be represented by the same diagrams. It will be clear from
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the context if it is a dressed or a non-dressed fragment of the Hamiltonian. A line
pointing toward a vertice is called incoming line and when pointing away it is called
outgoing line. Both lines on a vertice have to correspond to the same spin.
For the two-electron operator VˆσσN or Vˆ
στ
N (with σ = α and τ = β or vice versa) there
are two vertices and correspondingly two incoming and two outgoing lines. Diagrams
for a VˆσσN and Vˆ
στ
N fragment with an excitation level of +2 and +1, respectively, are
shown in figure 2.2.
iσ aσ jσ bσ
cσ
bσ iτ aτ
Figure 2.2.: VˆσσN and Vˆ
στ
N fragments with excitation levels +2 and +1
The amplitudes of the cluster operators are illustrated by solid horizontal lines.
As the cluster operators contain only quasi creation operators, they are already
normal-ordered with respect to Fermi vacuum. The α or β singles cluster operator
Tσ1 =
∑
iσaσ
tiσaσ{a†aσaiσ} corresponds to an excitation level of +1 and is represented
as shown in figure 2.3.
iσ aσ
Figure 2.3.: Diagrammatic representation of Tσ1
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Doubles cluster operators,
Tσσ2 =
1
4
∑
iσaσjσbσ
tiσjσaσbσ{a†aσa†bσajσaiσ}
or
Tστ2 =
∑
iσaσjτ bτ
tiσjτaσbτ{a†aσa†bτajτaiσ}
where σ and τ can be either α or β, correspond to an excitation level of +2. Tστ2 is
diagrammatically represented as drawn in figure 2.4.
iσ aσ jτ bτ
Figure 2.4.: Diagrammatic representation of Tστ2
Having these elements at hand, one can draw diagrams corresponding to matrix
elements in a simple way. For example the matrix element 〈Φaσiσ |FˆσN|Φ0〉 is represented
by the diagram in figure 2.5.
×
iσ aσ
Figure 2.5.: Diagrammatic representation of 〈Φaσiσ |FˆσN|Φ0〉
The reference determinant is represented by the empty space under the horizontal
line corresponding to FˆσN and the singly excited determinant 〈Φaσiσ | by the two exter-
nal lines. So on the top of the diagram is the bra-side and on the bottom the ket-side
of the matrix element. In between are the fragments of the Hamilton operator. In
figure 2.5 one has to use the FˆσN fragment with the excitation level +1 to match the
excitation level on the bra-side. The agreement of the excitation level of the bra-side
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and the parts of the Hamiltonian working on the ket-side has to be fulfilled when
representing matrix elements by CC diagrams.
As a further example the diagram for the matrix element 〈Φ0|(VˆσσN Tσσ2 )c|Φ0〉 is shown
in figure 2.6. There one has only internal lines, i.e. lines which start and end at
iσ aσ jσ bσ
Figure 2.6.: Diagrammatic representation of 〈Φ0|(VˆσσN Tσσ2 )c|Φ0〉
operator interaction lines. No external lines like in figure 2.5 occur, because the
overall excitation level of the diagram is zero.
The subscript c indicates that the cluster operators standing to the right of the
Hamilton operator fragment have to be connected at least once to it. This result is
obtained when carrying out Wicks theorem on the commutators introduced by the
Baker-Campbell-Hausdorff expansion of the T1-dressed and normal-ordered Hamil-
tonian of equation (2.40).
The evaluation of CC diagrams is carried out according to the following rules.
• The sign is calculated as (−1)l+h, with l and h as abbreviations for loops and
hole lines in a diagram.
• Each pair of equivalent lines, which start and end at the same operator inter-
action line and have the same spin, like (iσ, jσ) or (aσ, bσ) in figure 2.6, yields
a prefactor of 1
2
.
• A summation is carried over each index of an internal line.
• The Fock operator fragment, e.g. FˆσN, contributes an integral 〈out|fˆ |in〉, where
”out” is the outgoing and ”in” the incoming line on the vertice of the operator.
And a cluster operator interaction line contributes the corresponding ampli-
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tude to the expression, e.g. tiσjσaσbσ from the diagram in figure 2.6. The indexes
are taken first from the left and then from the right vertice of the amplitude.
• The two-electron operator VˆσσN contributes a dressed integral of the form
〈l-out r-out|ˆ|l-in r-in〉, where l and r mean the left and right vertice of the
operator. But VˆστN , with σ = α and τ = β or vice versa, contributes the
integral 〈l-out r-outˆ|l-in r-in〉. Whereas in chemist notation the corresponding
integrals would be (l-out l-inˆ|r-out r-in) − (l-out r-inˆ|r-out l-in) for VˆσσN and
(l-out l-inˆ|r-out r-in) for VˆστN .
• If a diagram contains n equivalent vertices, the algebraic expression is multi-
plied by a factor of 1
n!
. For example the diagrammatic representation of the
matrix element 〈Φ0|(VααN Tα1 Tα1 )c|Φ0〉, which appears in the CC2 energy equa-
tion, contains two equivalent vertices (figure 2.7 ), because both Tα1 fragments
are connected the same way to VααN and both vertices have incoming and out-
going lines of the same spin. According to this rule the representation of the
matrix element 〈Φ0|(VαβN Tα1 Tβ1 )c|Φ0〉 does not contain equivalent vertices.
iσ aσ jσ bσ
Figure 2.7.: Diagrammatic representation of 〈Φ0|(VααN Tα1Tα1 )c|Φ0〉
• For each external outgoing line of an amplitude vertice, i.e. the line is not
connected to a fragment of the Hamilton operator, the corresponding ampli-
tude has to be multiplied by the PAO overlap matrix. This rule has to be
applied for example when evaluating the matrix element 〈Φaσiσ |(FˆσNTσσ2 )c|Φ0〉.
One possible corresponding diagrammatic representation is shown in figure
2.8.
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×
jσ bσ
iσ a
′
σ × Sa′σaσ
Figure 2.8.: One possible diagrammatic representation of 〈Φaσiσ |(FˆσNTσσ2 )c|Φ0〉.
• Each pair of unique external hole or particle lines with the same spin, i.e.
external lines which originate from different operator interaction lines or end
on different ones, yields a permutation operator. If iσ and jσ represent the
unique external lines, the permutation operator would act on a corresponding
function as P (iσ, jσ)f(iσ, jσ) = f(iσ, jσ) − f(jσ, iσ). A diagram that contains
unique external lines is shown in figure 2.9.
iσ
cσ
aσ jσ bσ
Figure 2.9.: A diagram containing the unique external lines iσ and jσ
These rules are applied to the diagram shown in figure 2.6. This yields
〈Φ0|(VˆσσN Tσσ2 )c|Φ0〉 =
1
4
∑
iσjσaσbσ
tiσjσaσbσ 〈iσjσ |ˆ|aσbσ〉 .
2.4. Response theory
Examination of the response of a system to external perturbations gives information
about its properties. Is the perturbation time independent, the static properties of
the system can be studied. When the considered system is opposed to some time
dependent perturbations, the dynamic properties can be examined. The Hamilton
operator acting on the wave function of the system has to be modified according to
the perturbation.
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In case of a time independent perturbation, e.g. a static electric field, within a
variational theory, response functions can be identified from a taylor expansion of
the expectation value of the space operator entering the perturbation. But it is
also possible to get the response functions as derivatives of the quantum mechanical
energy expression with respect to the electric field parameters. This is also known
as the Hellmann-Feynman theorem,
d 〈Φ0|H0|Φ0〉
dX
=
〈
Φ0
∣∣∣∣ ∂H0∂X
∣∣∣∣Φ0〉 , (2.43)
which is a consequence of the variational principle.
As in this work the interest is for excitation energies, the time dependent Schro¨dinger
equation has to be considered.
H(t) |Ψ(t)〉 = i∂ |Ψ(t)〉
∂t
(2.44)
The time dependent Hamiltonian is a sum of the time independent part H0 and a
time dependent perturbation V(t) (~ is set to 1). The time dependent wave function
is given as
|Ψ(t)〉 = exp(−iF (t)) |Ψ˜(t)〉 . (2.45)
If the Hamiltonian itself would be time independent, the wave function would be
time dependent only through the phase factor exp(−iE0t). Inserting equation (2.45)
into equation (2.44) leads to
H(t) exp(−iF (t)) |Ψ˜(t)〉 = F˙ (t) exp(−iF (t)) |Ψ˜(t)〉+ i exp(−iF (t)) |∂Ψ˜(t)
∂t
〉 .
(2.46)
Dividing by the phase factor and projecting onto 〈Ψ˜(t)| yields
Q(t) = F˙ (t) =
〈
Ψ˜(t)
∣∣∣∣H(t)− i ∂∂t
∣∣∣∣ Ψ˜(t)〉 . (2.47)
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The so-called quasienergy Q(t) reduces to the ordinary energy E0 in case of a time
independent wave function. Taking the derivative of the quasienergy in analogy to
equation (2.43) gives
dQ(t)
dX(ω)
=
〈
Ψ˜(t)
∣∣∣∣ ∂H(t)∂X(ω)
∣∣∣∣ Ψ˜(t)〉− i ∂∂t
〈
Ψ˜(t)
∣∣∣∣∣ ∂Ψ˜(t)∂X(ω)
〉
. (2.48)
In contrast to the time independent Hellman-Feynman theorem, equation (2.48)
contains an additional term with a time derivative. The time average of a time
differentiated periodic function is defined as{∂f(t)
∂t
}
T
=
1
T
∫ T
2
−T
2
∂f(t)
∂t
dt . (2.49)
By taking the time average of equation (2.48), the second term on the right hand side
vanishes. This has been been shown in detail for the derivatives of the quasienergy
in reference [27]. There the time dependent perturbation V(t) and the perturbed
wave functions to all orders are described as Fourier series. With
V(t) =
N∑
k=−N
exp(−iωkt)
∑
X
X(ωk)X, (2.50)
the time average of equation (2.48) becomes
d{Q(t)}T
dX(ω)
=
{〈
Ψ˜(t)
∣∣∣X ∣∣∣ Ψ˜(t)〉 exp(−iωt)}
T
. (2.51)
Finally response functions are identified using equation (2.51). The linear response
function becomes
〈〈X;Y 〉〉ωk1 =
d2{Q(t)}T
dX(ω0)dY (ωk1)
, ω0 = −ωk1 . (2.52)
For nonvariational theories as Coupled Cluster, a Lagrangian technique is used. The
Lagrange functional can be written in general as
L
(
c(t), c˙(t), λ(t)
)
= Q
(
c(t), c˙(t)
)
+ λ(t)e
(
c(t), c˙(t)
)
, (2.53)
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with c(t) as wave function parameters and λ(t) as multipliers. The time averaged
Lagrangian takes over the role of {Q(t)}T , i.e. the response functions are identified
as derivatives of the time-averaged Lagrange functional. The Lagrangian of all
orders higher than zero are also expanded as Fourier series. For example the first
and second order Lagrangian (order with respect to time) can be written as
L(1)(t) =
N∑
k1=−N
exp(−iωk1t)L(1)(ωk1) =
∑
k1
exp(−iωk1t)
∑
X
X(ωk1)L
X(ωk1)
L(2)(t) =
1
2
∑
k1,k2
exp(−i(ωk1 + ωk2)t)
∑
XY
X(ωk1)Y (ωk2)L
XY (ωk1 , ωk2) . (2.54)
When the variational conditions are fulfilled, the Fourier components become the
response functions. The Lagrangian for a Coupled Cluster model can be written in
general as
L(t) = 〈Φ0 |H(t) exp(T (t)) |Φ0〉
+
∑
i,µi
λµi(t)
〈
µi
∣∣∣∣ exp (−T (t))(H(t)− i ∂∂t) exp(T (t))
∣∣∣∣Φ0〉 . (2.55)
The time dependent Lagrange multipliers λµi(t) and Coupled Cluster amplitudes
tµi(t) are also described in terms of Fourier series to all orders higher than zero [27].
The Lagrangian for the CC2 or UCC2 model, without explicit writing of the spin
dependence, is defined as
LUCC2(t) = 〈Φ0 |H(t) exp(T1(t) + T2(t)) |Φ0〉
+
∑
µ1
λµ1
(〈
µ1
∣∣∣ Hˆ(t) + [Hˆ(t), T2(t)] ∣∣∣Φ0〉− i∂tµ1
∂t
)
+
∑
µ2
λµ2
(〈
µ2
∣∣∣ Hˆ(t) + [F + Vˆ(t), T2(t)] ∣∣∣Φ0〉− i∂tµ2
∂t
)
. (2.56)
Here the dressed quantities are similarity transformed with the zeroth and first
order singles cluster operator. To get the linear response function according to the
2n+1 rule, only zeroth and first order amplitudes and multipliers are considered
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for the second order Lagrangian which is given in the supplementary in equation
(A.1) for unrestricted CC2. Using several variational conditions and the fact that
the Hamiltonian is only linearly dependent on the field strength parameters, the
expression for the linear response function reduces to
〈〈X;Y 〉〉ωk1 = P (X(ω0), Y (ωk1))
{ ∂2{2n+1L(2)UCC2(t)}T
∂X(ω0)∂t(1)(ωk1)︸ ︷︷ ︸
=ηX
tY (ωk1)
+
1
2
∂2{2n+1L(2)UCC2(t)}T
∂t(1)(ω0)∂t(1)(ωk1)︸ ︷︷ ︸
=F
tX(ω0)t
Y (ωk1)
}
. (2.57)
While
P (X(ω0), Y (ωk1))f
XY (ω0, ωk1) = f
XY (ω0, ωk1) + f
Y X(ωk1 , ω0) (2.58)
and
tX(ω) =
∂t(1)(ω)
∂X(ω)
. (2.59)
The variational condition for the first order multipliers gives an equation for the
first order amplitudes and has been used to simplify the expression for the linear
response function.
0 =
∂LXY (ω0, ωk1)
∂λX(ω0)
=
∂2{2n+1L(2)UCC2(t)}T
∂λ(1)(ω0)∂Y (ωk1)
+
∂2{2n+1L(2)UCC2(t)}T
∂λ(1)(ω0)∂t(1)(ωk1)
tY (ωk1)
=ξY + (A− ωk11)tY (ωk1) (2.60)
A represents the so-called Jacobi matrix and ω0 = −ωk1 . The second derivative
of {2n+1L(2)UCC2(t)}T (A.4) with respect to spin dependent first order multipliers and
amplitudes will be considered in detail in section 5.1. Representing equation (2.60)
in a basis where the nonsymmetric Jacobian is diagonal leads to
diagtY (ωk1) = −
∑
l
diagξY
(ωl − ωk1)
. (2.61)
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Thus the linear response function (2.57) in that basis has poles where ωk1 equals
±ωl, the eigenvalues of A. So the determination of the excitation energies reduces
to the diagonalization of the Jacobian.
2.5. Density fitting
Construction of the two-electron repulsion integrals, e.g. (ia|jb), is computationally
time consuming and represents for example in MP2 the bottleneck of the calculation
[28]. Density Fitting (DF) reduces the computational cost for the evaluation of the
these integrals [17–19].
(rs|tu) =
∫
ψ∗r(r1)ψs(r1)
1
r12
ψ∗t (r2)ψu(r2)dr1dr2
=
∫
ρrs(r1)
1
r12
ρtu(r2)dr1dr2 (2.62)
The central idea of DF is to approximate the one electron densities ρrs(r1) and
ρtu(r2). Approximated densities ρ˜rs(r) may be constructed using atom-centred
Gaussian type orbitals (GTO’s) χP as
ρ˜rs(r) =
∑
P
cPrsχP (r) , (2.63)
where cPrs represent the fitting coefficients which might be determined by minimizing
the functional
∆rs =
∫ [
ρrs(r1)r
−1
12 ρrs(r2)− 2ρrs(r1)r−112 ρ˜rs(r2) + ρ˜rs(r1)r−112 ρ˜rs(r2)
]
dr1dr2
= (rs|rs)− 2
∑
P
(rs|P )cPrs +
∑
PQ
cPrs (P |Q)︸ ︷︷ ︸
=JPQ
cQrs . (2.64)
This leads to the following linear equations for the fitting coefficients cPrs.∑
Q
JPQc
Q
rs = (P |rs) (2.65)
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The 3-index integrals (P |rs) are used to approximate the 4-index integrals for ex-
ample as
(rs|tu) ≈
∑
PQ
(rs|P )J−1PQ(Q|tu) . (2.66)
This leads to computational savings but it has to be mentioned that despite the use
of DF in canonical MP2 or CC2 the overall scaling of these methods remains N 5
with N as the number of orbitals. With further decomposition of the two-electron
repulsion integrals as products of two-index quantities, as done bei Hohenstein et
al. using the so-called tensor hypercontraction [29, 30], a scaling behaviour of N 4
can be achieved for CC2.
But for further reduction of the computational costs local approximations are applied
as described in sections 4.2 and 5.2.
2.6. Laplace transformation
In Coupled Cluster as well as in Møller-Plesset perturbation theory an energy denom-
inator occurs in different expressions. For example the MP2 second order correction
to the energy can be written in canonical basis as
E(2) = −1
4
∑
IJAB
〈AB ‖ IJ〉2
A + B − I − J . (2.67)
The expression 〈AB ‖ IJ〉 represents the antisymmetrized two electron integrals and
X is the orbital energy of the spin orbital ψX . In a basis where the occupied-
occupied and the virtual-virtual blocks of the Fock matrix are not diagonal, the
doubles amplitudes can not be simply expressed as integrals divided by a sum of
orbital energies. Hence the residuals equations have to be solved iteratively.
Almlo¨f and Ha¨ser proposed to eliminate the energy denominator using the Laplace
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identity [31,32]
1
x
=
∫ ∞
0
exp (−xt)dt . (2.68)
Using quadrature points tq and corresponding weights wq to approximate the integral
from the Laplace identity, equation (2.67) can be written as
E(2) ≈ −1
4
∑
IJAB
nq∑
q=1
wq 〈A(tq)B(tq) ‖ I(tq)J(tq)〉2 . (2.69)
The spin orbitals ψA(tq) and ψI(tq), for example, are defined as
ψA(tq) = ψA exp (−Atq)
ψI(tq) = ψI exp (Itq) . (2.70)
The form of equation (2.69) allows to express the doubles amplitudes in a general
basis, e.g. local basis, as follows. The integrals entering the doubles amplitudes are
constructed for example in local basis, transformed to canonical basis, multiplied
with the exponential factors in canonical basis and transformed back to local basis
as one transformation.
In case of unrestricted CC2 one uses Laplace transformation for the energy denom-
inator which occurs in the expression of the doubles vector in semi-canonical basis
(see equation (5.5)).
3. Reference wave function and
localized spin orbitals
The starting point is, as already mentioned, a (|ROHF〉) determinant as it is an
eigenfunction of the spin-squared S2 operator for the high-spin open-shell case. It is
well known that due to the restriction of α and β spin orbitals to the same spatial
part, the spin orbitals entering |ROHF〉 are not eigenfunctions of Fα and F β, the
alpha and beta Fock operator, and Brillouin’s condition is not fulfilled any more.
In order to get a matrix representation of the Fock operators in which the occupied-
occupied and virtual-virtual block is diagonal, the procedure described by Peter
J. Knowles et al. [15] is used. There the different occupied-virtual parts of Fα
and F β are set to zero and the rest is diagonalized. Note that by doing this no
spin contamination is introduced, because the occupied and virtual space is not
mixed and the diagonalization within the α or β occupied space is simply a linear
combination of the corresponding MO coefficients. As a result one gets nα and nβ
occuppied and M−nα and M−nβ virtual spin orbitals for a system with nα plus nβ
electrons. M is the total number of the molecular orbitals. By construction these
semi-canonical spin orbitals are eigenfunctions of the correspondingly modified Fock
matrices.
32
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In semi-canonical basis the Fock operators Fα and F β can be defined as
F σ =
∑
i¯σ
fi¯σ i¯σa
†
i¯σ
ai¯σ +
∑
a¯σ
fa¯σ a¯σa
†
a¯σaa¯σ +
∑
i¯σ a¯σ
fi¯σ a¯σa
†
i¯σ
aa¯σ . (3.1)
Having diagonal occupied-occupied and virtual-virtual blocks of the correspondig
Fock-matrices is essential for building the effective singles eigenvalue problem for
the calculation of excitation energies. In equation (3.1) σ can be only α or β. The
sums run over the set of the alpha or beta occupied i¯σ, j¯σ, ... and virtual semi-
canonical spin orbitals a¯σ, b¯σ, ... . The creation and annihilation operators from
second quantization formalism are denoted as a†p¯σ and aq¯σ , respectively. The indices
p¯σ, q¯σ, r¯σ... denote general semi-canonical orbitals with σ-spin. The orbital indices
without a bar correspond to localized spin orbitals. The zeroth order Hamiltonian
in semi-canonical basis can be defined as
H(0)σ =
∑
i¯σ
fi¯σ i¯σa
†
i¯σ
ai¯σ +
∑
a¯σ
fa¯σ a¯σa
†
a¯σaa¯σ . (3.2)
There is no need to go to semi-canonical basis if one starts with the unrestricted
Hartree-Fock determinant (|UHF〉) because the resulting α and β molecular spin
orbitals are already eigenfunctions of Fα and F β and Brillouin’s condition is fulfilled.
The α and β occupied localized spin orbitals are obtained using for example a Pipek-
Mezey [33] or Boys [34] localization procedure. Results in this thesis are based
on localization procedure according to Pipek-Mezey. The α and β occupied semi-
canonical orbitals are localized separately. The occupied semi-canonical spin orbitals
are transformed to localized spin orbitals as shown in the following equation.
|iσ〉 =
∑
i¯σ
|¯iσ〉Wi¯σiσ =
∑
i¯σ
|¯iσ〉
∑
µν
(Coccµi¯σ)
†SAOµν Lνiσ (3.3)
In equation (3.3) the matrix L(σ) transforms atomic orbitals (AOs) to localized occu-
pied spin orbitals and Cocc(σ) transforms AOs to occupied semi-canonical spin orbitals.
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There are two sets of L(σ), C
occ
(σ) and W(σ) matrices, one for σ = α and one for σ = β
spin. For the alpha and beta virtual space projected atomic orbitals (PAOs) as
introduced by Saebø and Pulay [16] are used. The matrix which transforms semi-
canonical virtuals to PAOs is defined as
Q(σ) = C
vir†
(σ) S
AO . (3.4)
SAO represents the overlap matrix in AO basis and Cvir(σ) transforms AOs to virtual
semi-canonical orbitals. Again one has two Q(σ) and C
vir
(σ) matrices (σ = α, β).
Hence there are also two PAO overlap matrices
SPAO(σ) = Q
†
(σ)Q(σ) (3.5)
with σ equal α or β. The superscripts AO and PAO over the overlap matrices are not
written explicitly when certain elements of these matrices enter any of the following
equations, because corresponding greek and latin letters in the subscripts indicate
AO and PAO elements, respectively.
4. Local unrestricted CC2 ground
state
This chapter contains the derivation of programmable working equations for the
spin unrestricted open-shell ground state method. Further the corresponding local
approximations for the ground state and there effect on excitation energies will be
discussed.
4.1. Diagrams and working equations
The CC2 singles equation (2.10) can be reformulated using the T1-dressed normal-
ordered Hamiltonian (2.39) as
Ωµ1 =〈µ1|(HˆN + 〈Φ0|Hˆ|Φ0〉) + [(HˆN + 〈Φ0|Hˆ|Φ0〉),T2]|0〉
=〈µ1|HˆN + [HˆN,T2]|Φ0〉+ 〈Φ0|Hˆ|Φ0〉 〈µ1|Φ0〉︸ ︷︷ ︸
=0
+ 〈µ1| [〈Φ0|Hˆ|Φ0〉 ,T2]︸ ︷︷ ︸
=0
|Φ0〉 = 〈µ1|HˆN + [HˆN,T2]|Φ0〉 . (4.1)
Thus it is obvious that solving the singles equation with HˆN or Hˆ makes no differ-
ence. But as already mentioned, the use of HˆN simplifies the derivation of working
equations via Wicks theorem or diagrammatic techniques as introduced in section
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2.3. Writing each part of HˆN and T2 explicitly yields
Ωµ1 = 〈µ1|FˆαN + FˆβN + ((FˆαN + FˆβN)(Tαα2 + Tββ2 + Tβα2 ))c
+ ((VˆααN + Vˆ
ββ
N + Vˆ
αβ
N )(T
αα
2 + T
ββ
2 + T
βα
2 ))c |Φ0〉 , (4.2)
where the two electron operators of HˆN, which would not be connected to any
amplitude, are omitted in equation (4.2). The reason is that no diagrams with an
excitation level of +1 can be generated where at the same time no external lines go
under the operator interaction line. The subscript c indicating connected terms has
already been introduced in section 2.3. Matrix elements, corresponding diagrams
and algebraic expressions for the σ part (σ = α or β) of the singles residuum will
be presented in the following.
Before giving all contributions to an element vaσiσ of the residuum in local basis,
where iσ belongs to localized occupied spin orbitals and aσ is a projected atomic spin
orbital, the fragments of the T1-dressed normal-ordered Hamiltonian are defined in
chemist notation as
FˆσN =
∑
pσqσ
[
hˆpσqσ +
∑
iσ
(iσiσ |ˆpσqσ)− (iσqσ |ˆpσiσ) +
∑
iτ
(iτ iτ |ˆpσqσ)
]{
a†pσaqσ
}
VˆσσN =
1
4
∑
pσqσrσsσ
[
(pσrσ |ˆqσsσ)− (pσsσ |ˆqσrσ)
]{
a†pσa
†
qσasσarσ
}
VˆστN =
∑
pσqτ rσsτ
(pσrσ |ˆqτsτ )
{
a†pσa
†
qτasτarσ
}
. (4.3)
For equation (4.3) and all the following equations, it holds that if σ equals α, then
τ equals β or vice versa. The dressed one and two electron integrals are written in
chemist notation as
hˆpσqσ =
∑
µν
hµνΛ
p
µpσΛ
h
νqσ (4.4)
(pσqσ |ˆrτsτ ) =
∑
κλµν
(κλ|µν)ΛpκpσΛhλqσΛpµrτΛhνsτ . (4.5)
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The Lambda matrices transform from AO basis to local spin orbital basis and are
defined exactly as given in references [35,36], except their dependence on spin.
Λpµaσ =Pµaσ − Lµiσta
′
σ
iσ
Sa′σaσ , Λ
p
µiσ
= Lµiσ , (4.6)
Λhµaσ =Pµaσ , Λ
h
µiσ = Lµiσ + Pµaσt
aσ
iσ
The matrix P transforms from AO to PAO basis and S represents the PAO overlap
matrix. There are in total eight Lambda matrices, four for α and four for β spin.
In equation (4.6) summation over repeated indexes is assumed.
In figure 4.1 the matrix elements and the corresponding diagrams of the singles
residuum are given. The indexes of the external particle lines emerging from an
amplitude bear a prime to indicate that they have to be multiplied by elements of
the PAO overlap matrix. After the evaluation of the CC diagrams according to the
rules introduced in section 2.3, writing the two electron integrals in chemist notation
and simplifying the expressions one arrives at the following equation.
vaσiσ =fˆaσiσ +
∑
a′σ
Saσa′σ
[∑
jσ
∑
bσ∈[iσjσ ]
tiσjσ
a′σbσ
fˆjσbσ +
∑
jτ
∑
bτ∈[iσjτ ]
tiσjτ
a′σbτ
fˆjτ bτ
]
−
∑
a′σ
Saσa′σ
∑
kσP
APkσa′σ(P |ˆkσiσ) +
∑
P
∑
cσ∈[iσ ]U
APiσcσ(P |ˆaσcσ) (4.7)
The index bσ lives in the pair domain [iσjσ]. Whereas bτ belongs to the orbital
domain of jτ which is extended to the length of the pair domain of iσ & jτ . And
cσ ∈ [iσ]U indicates that cσ lives in the union of all pair domains of localized spin
orbitals (LSOs) which build a pair with the fixed LSO iσ. The dressed Fock elements
are defined implicitly in equation (4.3). The quantity APiσaσ is constructed using
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Matrix element Diagrams
〈Φaσiσ |FˆσN|Φ0〉
×
iσ aσ
〈Φaσiσ |(FˆσNTσσ2 )c|Φ0〉
iσ a
′
σ ×
bσjσ
〈Φaσiσ |(FˆτNTστ2 )c|Φ0〉
iσ a
′
σ ×
bτjτ
〈Φaσiσ |(VˆσσN Tσσ2 )c|Φ0〉
iσ
aσ
cσ bσjσ
iσ
kσ
a′σ
bσjσ
〈Φaσiσ |(VˆστN Tστ2 )c|Φ0〉
iσ
aσ
cσ bτjτ
iσ
kσ
a′σ
bτjτ
Figure 4.1.: Matrix elements and CC diagrams for vaσiσ
fitting coefficients as
APiσaσ =
∑
jσ
∑
bσ∈[iσjσ ]
tiσjσaσbσC
P
jσbσ +
∑
jτ
∑
bτ∈[iσjτ ]
tiσjτaσbτC
P
jτ bτ
=
∑
jσ
∑
bσ∈[iσjσ ]
tiσjσaσbσ
∑
Q
J−1PQ(Q|jσbσ)
+
∑
jτ
∑
bτ∈[iσjτ ]
tiσjτaσbτ
∑
Q
J−1PQ(Q|jτbτ ) . (4.8)
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Analogously to the singles amplitudes equation, the doubles equation (2.13) can be
reformulated using HˆN as
Ωµ2 = 〈µ2|HˆN + (FNT2)c|Φ0〉
= 〈µ2|(VˆααN + VˆββN + Vˆ αβN ) + ((FαN + FβN)(Tαα2 + Tββ2 + Tβα2 ))c|Φ0〉 . (4.9)
In the second line of equation (4.9) the one electron parts of HˆN are omitted, because
it is not possible to create a doubly excited wave function on the bra side by them
alone. The matrix elements and corresponding diagrams which contribute to an
element of the σσ and στ doubles residuum, are shown in figure 4.2. Evaluation of
Matrix element Diagrams
〈Φaσbσiσjσ |VˆσσN |Φ0〉
iσ aσ jσ bσ
〈Φaσbσiσjσ |(FˆσNVˆσσN )c|Φ0〉
×iσ
cσ
aσ
jσ b′σ ×a′σ
iσ
kσ
jσ b′σ
〈Φaσbτiσjτ |VˆστN |Φ0〉
iσ aσ jτ bτ
〈Φaσbτiσjτ |(FˆσNVˆστN )c|Φ0〉
×iσ
cσ
aσ
jτ b′τ ×a′σ
iσ
kσ
jτ b′τ
〈Φaσbτiσjτ |(FˆτNVˆστN )c|Φ0〉
×iσ a′σjτ
cτ
bτ ×iσ a′σ
jτ
kτ
b′τ
Figure 4.2.: Matrix elements and CC diagrams for vaσbσiσjσ and v
aσbτ
iσjτ
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these diagrams leads to the following equations.
vaσbσiσjσ =(aσiσ |ˆbσjσ)− (bσiσ |ˆaσjσ) +
∑
cσ
∑
b′σ
faσcσt
iσjσ
cσb
′
σ
Sb′σbσ +
∑
cσ
∑
a′σ
Saσa′σt
iσjσ
a′σcσ
fbσcσ
−
∑
a′σb
′
σ
∑
kσ
Saσa′σ
(
tkσjσ
a′σb
′
σ
fkσiσ + t
iσkσ
a′σb
′
σ
fkσjσ
)
Sb′σbσ ; aσ, bσ ∈ [iσjσ]. (4.10)
vaσbτiσjτ =(aσiσ |ˆbτjτ ) +
∑
cσ
∑
b′τ
faσcσt
iσjτ
cσb
′
τ
Sb′τ bτ +
∑
cτ
∑
a′σ
Saσa′σt
iσjτ
a′σcτ
fbτ cτ
−
∑
a′σb
′
τ
Saσa′σ
(∑
kσ
tkσjτ
a′σb
′
τ
fkσiσ +
∑
kτ
tiσkτ
a′σb
′
τ
fkτ jτ
)
Sb′τ bτ , aσ, bτ ∈ [iσjτ ]. (4.11)
DF approximation is also applied for the two electron integrals in equations (4.10)
and (4.11).
The update of the singles and doubles residuals for the open-shell system is per-
formed according to first order perturbation theory as described in detail by Liu
Yu [37]. The central idea is to transform the residuals to a pseudo canonical basis
and perform the update in that basis and transform the result back to the local
basis. To achieve this, e.g. for the doubles residuum, a pair domain specific virtual
Fock matrix is transformed to an orthogonal basis and diagonalized. The product of
the transformation matrix which transforms to an orthogonal basis and the unitary
transformation matrix, which diagonalizes the corresponding Fock matrix, is used
to transform the virtual index of the residuum to the pseudo semi-canonical basis.
4.2. Local approximations for the ground state
The virtual space, as already mentioned, is spanned by PAOs. The excitation do-
main, orbital domain, for localized occupied spin orbitals (LSOs) is restricted as
follows. For each LSO |iσ〉 (3.3) the formal charge contribution to a certain atom is
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calculated according to a Mulliken or Lo¨wdin analysis. Then the atoms are sorted
according to decreasing charge and only those are considered to be part of the
domain which contribute significantly to the charge. For this thesis all charges
are summed up until the difference between this sum and charge one is less than
1.0E−08. Afterwards further atoms are added to the domain of a LSO according to
Boughton-Pulay procedure [38] with a threshold of 0.98. This is in complete analogy
to what is described for closed-shell systems in reference [39]. These orbital domains
are extended by including the next connected neighbours, iext=1, of the already in-
cluded atoms. Pair domains are constructed by unifying the orbital domains of two
LSOs.
For local CC2 ground state calculations, in case of closed-shell systems, usually
a distance criterion is used to restrict the pair list. If two occupied orbitals are
spatially separated by more then R0 = 10 bohr, they are considered to be very
distant pairs and are neglected [21,35]. All other pairs are taken into account. Ap-
plying this distance criterion to doublet alkane radicals can produce, especially for
extended chains, large deviations from the canonical excitation energies.
Restriction of the pair list according to an energy criterion has been described by
Saebø and Pulay [16]. It turns out to be of great improvement to the excitation
energies of alkane radicals, if those pairs are included in the correlation treatment
which contribute to the MP2 correlation energy with more than 3 µH. And im-
proved results can be obtained by using a threshold of 1 µH. But as the alkane
chains get more extended (e.g. Pentadecane+), the threshold of 1 µH is not enough
to always find the lowest excited state. In order to manage finding the lowest lying
states and getting a deviation of less than 0.05 eV from the canonical results for
each state, a threshold of 0.1 µH is applied.
This behaviour is due to the bad localization of the β-semicanonical orbitals by
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which the hole (missing electron) is described. In case of Pentadecane+ 20% of the
β-valence orbitals were delocalized on three and four atoms. Also the character
of the excitations influences the deviation from the canonical results as will be ex-
plained in section 6.1.
In order to be sure that the deviations from canonical excitation energies are due
to the ground state pair list, additional calculations have been performed where the
excited states pair lists included all pairs and the results remained nearly the same
as with restricted excited states pair lists. And in the case where all ground state
pairs have been included and ground state orbital domains restricted as described,
it was possible to get deviations less than 0.05 eV from canonical excitation ener-
gies. So it is concluded that restricting the orbital domains in the ground state has
no harmful effect on the excitation energies. One can also exclude the possibility
that full orbital domains for the excited state could lead to less deviations of the
excitation energies from the canonical results, because corresponding calculations
show that the deviations still remain as large as before.
In figure 4.3 one can see the mean absolute error (MAE) in eV for the first three ex-
cited states of the alkane radical chains depending on restriction of the ground state
pair list according to a distance criterion and different pair energy thresholds. Also
the case where all ground state pairs are taken into account is included. The MAE
values are based on the results presented in the supplementary in table C.1. Addi-
tionally the ratio n loc/n can is plotted for the different restrictions of the ground
state pair list. (n loc is the number of pairs included in the local calculation and
n can represents the number of all pairs which would be included in a canonical cal-
culation). It is obvious from figure 4.3 that one does not get closer to the canonical
results because of simply including more pairs. Actually one obtains already better
results with less ground state pairs using a threshold of 3 µH.
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Figure 4.3.: Mean absolute error (MAE) in eV compared to canonical excitation energies for the first three excited states of alkane
radicals. n loc/n can represents the ratio between the number of pairs included in the local calculation and all possible pairs (canonical).
Results due to the restriction of the ground state pair list according to a distance criterion (10 bohr ) and different pair energy thresholds
as well as not restricting it are shown.
5. Local unrestricted CC2 excited
states
5.1. Diagrams and working equations
As shown in section 2.4, excitation energies are obtained as the eigenvalues of the
nonsymmetric Jacobian A which emerges from the second derivative of the time
averaged second order Lagrangian {2n+1L(2)UCC2}T (A.4) with respect to the first order
multipliers and amplitudes (see eq. (2.60)). The corresponding right eigenvalue
problem of the Jacobian can be written as
AU =

να1 ν
β
1 ν
αα
2 ν
ββ
2 ν
βα
2
µα1 Aµα1 να1 Aµα1 ν
β
1
Aµα1 ναα2 0 Aµα1 ν
βα
2
µβ1 Aµβ1 να1
Aµβ1 ν
β
1
0 Aµβ1 ν
ββ
2
Aµβ1 ν
βα
2
µαα2 Aµαα2 να1 0 Aµαα2 ναα2 0 0
µββ2 0 Aµββ2 ν
β
1
0 Aµββ2 ν
ββ
2
0
µβα2 Aµβα2 να1
Aµβα2 ν
β
1
0 0 Aµβα2 ν
βα
2


Uνα1
Uνβ1
Uναα2
Uνββ2
Uνβα2

= ω

Uνα1
Uνβ1
Uναα2
Uνββ2
Uνβα2

.
(5.1)
The singles singles, singles doubles, doubles singles and doubles doubles block ele-
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ments of A are defined as
Aµρ1νσ1 =
∂2{2n+1L(2)UCC2}T
∂λ
(1)
µρ1
∂t
(1)
νσ1
+ ωkδµρ1νσ1 = 〈µ
ρ
1|[HˆN , τνσ1 ] + [[HˆN , τνσ1 ], T
(0)
2 ]|Φ0〉
Aµρ1νσυ2 =
∂2{2n+1L(2)UCC2}T
∂λ
(1)
µρ1
∂t
(1)
νσυ2
= 〈µρ1|[HˆN , τνσυ2 ]|Φ0〉
Aµρσ2 νυ1 =
∂2{2n+1L(2)UCC2}T
∂λ
(1)
µρσ2
∂t
(1)
νυ1
= 〈µρσ2 |[HˆN , τνυ1 ]|Φ0〉
Aµρσ2 ν
υχ
2
=
∂2{2n+1L(2)UCC2}T
∂λ
(1)
µρσ2
∂t
(1)
νυχ2
+ ωkδµρσ2 ν
υχ
2
= 〈µρσ2 |[FN , τνυχ2 ]|Φ0〉 . (5.2)
HˆN is the T
(0)
1 -dressed normal-ordered zeroth order Hamiltonian. It is used in order
to derive working equations in a more elegant way using the diagrammatic technique
presented in section 2.3. The spin combinations for the non vanishing terms of the
Jacobian can be seen from equation (5.1). When doing multistate calculations it
is essential to build the effective singles eigenvalue problem, Aeffµ1ν1Uν1 , in order to
avoid firstly keeping the doubles vector for several states in memory and secondly to
updating them. This is only possible if the doubles doubles blocks of A are diagonal
and their inversion does not produce further computational costs. Which is the case
if one chooses the semi-canonical basis as described above.
Aeffµ1ν1Uν1 =Aµα1 να1 Uνα1 + Aµα1 ν
β
1
Uνβ1
+ Aµα1 ναα2
Aµαα2 να1 Uνα1
ω − Aµαα2 ναα2
+ Aµα1 ν
βα
2
Aµβα2 να1
Uνα1 + Aµβα2 ν
β
1
Uνβ1
ω − Aµβα2 νβα2
+ Aµβ1 ν
β
1
Uνβ1
+ Aµβ1 να1
Uνα1 + Aµβ1 ν
ββ
2
Aµββ2 ν
β
1
Uνβ1
ω − Aµββ2 νββ2
+ Aµβ1 ν
βα
2
Aµβα2 να1
Uνα1 + Aµβα2 ν
β
1
Uνβ1
ω − Aµβα2 νβα2
= ωUν1 . (5.3)
The doubles vector for the αα or ββ spin combination is expressed as
Uνσσ2 =
Aµσσ2 νσ1Uνσ1
ω − Aµσσ2 νσσ2
. (5.4)
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A single element of the only contributing term from the expression Aµσσ2 νσ1Uνσ1 is
〈Φaσbσiσjσ |(Vˆ σσN τνσ1 )c|Φ0〉Uνσ1 . The corresponding diagrams are shown in figure 5.1. One
U1
iσ aσ jσ
kσ
bσ
U1
iσ aσ
jσ
cσ
bσ
Figure 5.1.: Diagrams for 〈Φaσbσiσjσ |(Vˆ σσN τνσ1 )c|Φ0〉Uνσ1
element of Uνσσ2 can be written in semi-canonical basis in physicist notation as
U i¯σ j¯σ
a¯σ b¯σ
=
P (¯iσ, j¯σ)
∑
c¯σ
〈a¯σ b¯σ |ˆ|c¯σ j¯σ〉ui¯σc¯σ − P(a¯σ, b¯σ)
∑
k¯σ
〈k¯σ b¯σ |ˆ|¯iσ j¯σ〉uk¯σa¯σ
ω − (fa¯σ a¯σ + fb¯σ b¯σ − fi¯σ i¯σ − fj¯σ j¯σ)︸ ︷︷ ︸
∆i¯σ j¯σ
a¯σb¯σ
. (5.5)
The permutation operator P(x, y) acting on a function f(x, y) gives
P(x, y)f(x, y) = f(x, y)− f(y, x) . (5.6)
It is obvious from the two equations above that elements of the doubles vector
(U a¯σ b¯σ
i¯σ i¯σ
) belonging to a diagonal pair vanish. In the local basis, the inversion of the
doubles doubles block is not possible as the Fock matrix is not diagonal. Direct
transformation of the involved quantities to the semi-canonical basis that would
allow the use of expression (5.5) is expensive and would lead to the loss of the
savings due to local schemes. The Laplace transform ansatz proposed by Almlo¨f
and Ha¨ser [31, 32] (see section 2.6) allows to circumvent the inversion of the Fock
matrix in local basis while still remaining in the local framework, thus retaining the
efficiency of local approximations.
U i¯σ j¯σ
a¯σ b¯σ
≈ −
nq∑
q=1
wqe
−(∆i¯σ j¯σ
a¯σb¯σ
−ω)tq
(
P (¯iσ, j¯σ)
∑
c¯σ
〈a¯σ b¯σ |ˆ|c¯σ j¯σ〉ui¯σc¯σ
− P(a¯σ, b¯σ)
∑
k¯σ
〈k¯σ b¯σ |ˆ|¯iσ j¯σ〉uk¯σa¯σ
)
(5.7)
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In equation (5.7) tq and wq represent the quadrature points and corresponding
weights, respectively. The use of the Laplace transform in context of local cor-
relation methods based on a priori restricted pair lists and excitation domains has
been shown in detail in the group of M. Schu¨tz for DF-LMP2 [40]. It is straight
forward to adopt the formalism for a high-spin open-shell case.
The integrals entering equation (5.7) are calculated in local and transformed to
semi-canonical basis. After multiplying with the exponential factors, the doubles
vector is transformed from semi-canonical to local basis following equation (14) of
reference [40]. This yields the following expression for the αα or ββ doubles vector
in local basis.
U iσjσaσbσ =
∑
a′σ a¯σ i¯σ
∑
b′σ b¯σ j¯σ
V
†(iσjσ)
aσa
′
σ
Q†
a′σ a¯σ
W †
iσ i¯σ
U i¯σ j¯σ
a¯σ b¯σ
Wj¯σjσQb¯σb′σV
(iσjσ)
b′σbσ
=− V †(iσjσ)
aσa
′
σ
V
(iσjσ)
b′σbσ
(
P(iσ, jσ)P(a′σ, b
′
σ)
)
×
nq∑
q
sgn(wq)e
ωtqXoiσkσX
v
a′σc
′
σ
Vc′σcσ
(
BˆPcσkσCˆ
P
dσlσ
)
XolσjσV
†
dσd
′
σ
Xv
d′σb
′
σ
(5.8)
Here
BˆPaσiσ = u
iσ
cσ(aσcσ |ˆP )− Saσa′σukσa′σ(kσiσ |ˆP ) and Cˆ
P
aσiσ = (J
−1)PQ(Q|ˆaσiσ) . (5.9)
From the second equality in equation (5.8) it is assumed according to the Einstein
convention that summation is carried out over repeated indices, except the localized
occupied spin orbital (LSO) indices iσ and jσ. Elements of the quadrature point
dependent transformation matrices
Xoiσjσ =
∑
k¯σ
W †
iσ k¯σ
e(fk¯σk¯σ−Fσ )tq+
1
4
ln(wq)Wk¯σjσ
Xvaσbσ =
∑
c¯σ
Q†aσ c¯σe
(−fc¯σ c¯σ+Fσ )tq+ 14 ln(wq)Qc¯σbσ (5.10)
are defined in complete analogy to equation (5) of reference [21]. One can clearly see
from equation (5.10) that the quadrature point dependent transformation matrices
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accomplish in one step the transformation from local to semi-canonical basis and
the back transformation to the local basis. The orbital indices decorated with a bar
indicate the semi-canonical ones and those without a bar refer to local orbitals. The
spin dependent transformation matrices W(σ), Q(σ) and the PAO overlap matrix are
given in equations (3.3), (3.4) and (3.5). The diagonal elements fp¯σ p¯σ of F
σ (3.1) in
semi-canonical basis are the eigenvalues of H
(0)
σ (3.2) and Fσ is the corresponding
(HOMO+LUMO)/2. The matrix V(σ), introduced in equations (10) and (11) of
reference [40], is the pseudoinverse of the PAO overlap matrix obeying the equation
SPAO(σ) V(σ)S
PAO
(σ) = S
PAO
(σ) . (5.11)
The same holds also for the pair specific pseudoinverse Viσjσ which lives in the pair
domain of the LSOs iσ and jσ, given that S
PAO
(σ) is restricted to the same domain.
Diagrams corresponding to terms entering the βα part of the doubles vector
Uνστ2 =
Aµστ2 ντ1Uντ1 + Aµστ2 νσ1Uνσ1
ω − Aµστ2 νστ2
(5.12)
are shown in figure 5.2 (if σ equals α, then τ equals β or vice versa). Note that
these do not contain any unique external lines (see section 2.3).
U1
iσ aσ jτ
kτ
bτ
U1
iσ aσ
jτ
cτ
bτ
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iσ
cσ
aσ jτ bτ
U1
aσ
kσ
iσ jτ bτ
Figure 5.2.: Diagrams for 〈Φaσbτiσjτ |(Vˆ στN τντ1 )c|Φ0〉Uντ1 and 〈Φaσbτiσjτ |(Vˆ στN τνσ1 )c|Φ0〉Uνσ1
(If σ equals α then τ equals β and vice versa.)
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One gets the following expression for a single element of the βα doubles vector in
local basis.
U iσjτaσbτ = −V
†(iσjτ )
aσa
′
σ
{ nq∑
q=1
sgn(wq)e
ωtqXv
a′σcσ
VcσdσX
o
iσkσ
(
BˆPdσkσCˆ
P
eτ lτ + Cˆ
P
dσkσBˆ
P
eτ lτ
)
×Xolτ jτV †eτ cτXvcτ b′τ
}
V
(iσjτ )
b′τ bτ
. (5.13)
The this way constructed doubles vector can be used immediately in the effective
singles eigenvalue problem of equation (5.3). The diagrams for the remaining parts of
equation (5.3) are given in the supplementary in section B. Using the rules presented
in section 2.3, it is possible to write the right matrix vector product (Aeffµ1ν1Uν1)
working equation for a certain state for α or β spin as
viσaσ =
∑
cσ
fˆaσcσu
iσ
cσ +
∑
a′σ
Saσa′σ
[∑
jσbσ
U iσjσ
a′σbσ
fˆjσbσ +
∑
jτ bτ
U iσjτ
a′σbτ
fˆjτ bτ −
∑
jσ
ujσ
a′σ
fˆjσiσ
]
+
∑
PQ
(aσiσ |ˆQ)J−1QP (CP(σ) + CP(τ))−
∑
jσbσ
∑
PQ
(aσbσ |ˆQ)J−1QP (P |ˆjσiσ)ujσbσ
−
∑
a′σ
Saσa′σ
[∑
kσ
Ziσkσu
kσ
a′σ
+
∑
Pkσ
AP
kσa
′
σ
Y Pkσiσ −
∑
P
AP
iσa
′
σ
CP(σ) +
∑
jσbσ
tiσjσ
a′σbσ
Xjσbσ
]
+
∑
a′σ
Saσa′σ
[∑
P
AP
iσa
′
σ
CP(τ) −
∑
jτ bτ
tiσjτ
a′σbτ
Xjτ bτ
]
+
∑
Pcσ
V Piσcσ(P |ˆaσcσ)−
∑
a′σ
Saσa′σ
∑
Pkσ
V P
kσa
′
σ
(P |ˆkσiσ) (5.14)
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with the following definitions of the used quantities.
CP(σ) =
∑
kσcσ
(P |kσcσ)ucσkσ
APiσaσ =
∑
jσbσ
tiσjσaσbσc
P
jσbσ +
∑
jτ bτ
tiσjτaσbτ c
P
jτ bτ
cPjσbσ =
∑
Q
(jσbσ|Q)J−1QP , Ziσkσ =
∑
Pcσ
APiσcσ(P |kσcσ)
Y Pkσiσ =
∑
cσ
(P |kσcσ)ucσiσ , Xjσbσ =
∑
Pkσ
cPkσbσY
P
jσkσ
V Piσaσ =
∑
jσbσ
U iσjσaσbσc
P
jσbσ +
∑
jτ bτ
U iσjτaσbτ c
P
jτ bτ
Again if in the equations above σ equals α then τ equals β or vice versa. Equa-
tion (19) of reference [21] is actually the closed-shell formulation of equation (5.14)
using contravariant configuration state functions. To solve the effective singles eigen-
value problem and get the corresponding excitation energies, an iterative Davidson
method [41] generalised to nonsymmetric matrices [42] as explicitly shown in refer-
ence [21] is used. It has to be mentioned that the Davidson subspace in the first
iteration is spanned by N (states) basis vectors which are obtained from unrestricted
configuration interaction singles (UCIS) calculation instead of unrestricted coupled
cluster singles (UCCS). For closed-shell systems CIS is equivalent to CCS but not
for open-shell systems, because occupied-virtual Fock elements do not vanish for the
latter.
5.2. Local approximations for the excited state
Pair lists and orbital domains for the excited states are restricted following the
procedure outlined in reference [21]. There a list of state specific important orbitals
is determined after analysing the diagonal pair part of the doubles vector according
to a Lo¨wdin alike analysis. This list is extended by including all ground state pairs
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and all pairs with a distance of less or equal 5 bohr between the corresponding
occupied orbitals. Of course, in case where the ground state pair list is restricted
according to the distance criterion of 10 bohr, the extension of the excited state
pair list means just that beside important orbital pairs all ground state pairs are
included.
In case of spin orbitals a doubles vector with elements U iσiσaσbσ is not available as it
vanishes according to equation (5.5). Instead the object
U˜ iσiσaσbσ = −V †aσa′σVb′σbσ
(
1 + P(a′σb
′
σ)
)
×
nq∑
q
sgn(wq)e
ωtqXoiσkσX
v
a′σc
′
σ
Vc′σcσ
(
BˆPcσkσCˆ
P
dσlσ
)
XolσiσV
†
dσd
′
σ
Xv
d′σb
′
σ
(5.15)
is used and calculated in full PAO basis. The permutation operator P(pσqσ) simply
permutes the two orbital indices. The other quantities used in equation (5.15) have
already been introduced above.
After establishing the list of important orbitals, the state specific truncation of the
PAO range for the doubles vector follows the description in reference [21]. The sole
difference is that here spin dependent matrices are used.
6. Test calculations
In the following it will be demonstrated that the developed local method is also
useful, from a computational point of view, in cases where a good localization of the
of the occupied spin orbitals is not possible and yields accurate results compared to
the corresponding canonical calculations.
6.1. Computational behaviour and excitaion energies
As already mentioned above, a time factor which is not higher than 3 is expected
when the time needed to perform the open-shell (os) calculation in comparison to
the corresponding closed-shell (cs) one is considered. This is fulfilled even if one
takes all possible ground state pairs, and hence all excited state pairs, for an os
calculation into account and let the local cs calculation be performed as usual with
a restriction of the ground and excited states pair lists. It can be seen from figure
6.1 that the sum of the averaged elapsed times for an iteration of the os ground and
excited state calculation is only around an averaged factor of 2 (2.03 exactly) larger
than the corresponding average elapsed times for the local cs calculation. Note that
the averaged elapsed time per iteration for the ground state calculation does not
include the time for the update, because for os and cs the contribution of the singles
to the correlation energy has been computed differently. For os the undressed pre
constructed coulomb and exchange (4-index) integrals restricted to pair domains are
52
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multiplied with the corresponding parts of the singles amplitudes. As in case of cs
the singles contribution to the correlation energy is calculated using the full singles
amplitudes, an explicit construction of the 4-index integrals is avoided using density
fitting. But in both cases the elapsed time needed for the update represents nearly
the same fraction of the total averaged time per iteration, 32 % for cs and 33 % for os.
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Figure 6.1.: The abbreviation gs os/cs indicates the ratio of averaged elapsed
times of the local ground state (gs) of the open-shell (os) and closed-shell
(cs) molecule. And es represents the local excited state method. Also the
ratio of the sum of the averaged elapsed times of both gs and es for cs and
os is shown. All the corresponding calculations are performed on 7 CPUs,
AMD Opteron(tm) Processor 6180 SE at 800 MHz. Putting the plus sign
into a bracket indicates that one has data from the neutral cs and positively
charged os molecule at the corresponding points.
For the comparison of the computational behaviour of the local methods for the
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ground and excited state, it is essential to consider also the corresponding averaged
pair domain sizes (PDS) and the number of orbital pairs.
If one would use exactly the same criterion to restrict the ground state pair list for
os and cs molecules, one would get at maximum 4 times more orbital pairs in os case
compared to the cs case. The results for the local os calculations presented in figure
6.1 are based on taking all pairs into account. For cs systems a distance criterion of
R0 = 10 bohr is used to truncate the list of pairs treated on CC2 level. The differ-
ence in the way of restriction is kept, because firstly for cs molecules this restriction
is usually sufficient and secondly for os systems as extended radical alkane chains,
a distance criterion fails to produce reasonable results as shown in figure 4.3.
The orbital domains are extended by including the PAOs of the next connected
neighbours, i.e. iext=1, for os and cs molecules. For the local ground state methods
the average PDS is in average 9 % higher for the os systems in comparison to the
cs ones. And as the ratio of the ground state pairs increases with the length of the
alkane chain, as can be seen from figure 6.2, also the corresponding time factor is
increasing (figure 6.1).
However, one observes for the local excited state method an average PDS which is
for os systems in average around 21 % less than for cs molecules. Further, it can
be recognized that the number of orbital pairs for the os case compared to the cs
one is reaching a factor of 4.0 asymptotically. The reason for this is that for os
molecules one always has all pairs and for cs molecules the corresponding number
is increasing. In case of having in both cases all pairs, the expected factor of four
would be observed. The reduced average PDS for os molecules compared to the cs
ones leads to computational saving for the excited state and finally to the overall
time factor of 2.
6.1 Computational behaviour and excitaion energies 55
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0
1
2
3
4
5
6
7
8
os/cs gs pairs os/cs es pairs os/cs gs average PDS os/cs es average PDS
R
at
io
s
n in C
n
H(+)
2n+2
Figure 6.2.: Ratios of the number of pairs and of the averaged pair domain sizes
(PDS) are plotted for local ground state (gs) and excited state (es) methods of
open-shell (os) alkane radicals and closed-shell (cs) alkanes. For os molecules
all pairs are included, whereas for the gs pair list restriction of cs molecules a
distance criterion of R0 = 10 bohr has been applied. The state specific es pair
list is restricted as described in section 5.2.
In figure 6.3 absolute deviations of the excitation energies from canonical results,
obtained with TURBOMOLE [20], are plotted for the first three excited states of the
singly positively charged alkane radicals. As one can see, the largest deviation from
the canonical result is only about 0.030 eV. This can be regarded as acceptable
within an accuracy of 0.3 eV for the canonical CC2 response method for closed-
shell molecules (see Tables IV and V of reference [43]). It can be clearly seen that
the deviations from the canonical excitation energies are increasing with the chain
length. For the first excited state this is more obvious but it is also true for the
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second and third one. One has to keep in mind that the effective singles eigenvalue
problem is solved, where the doubles vector (U2) of the Jacobian is calculated in
local basis with restricted pair domains. This approximation of the doubles vector
can lead to increasing deviations from the canonical results in cases where the type
of the excitation is of an increased double replacement character. In figure 6.4 one
can see that the doubles character of the excitations of the first three excited states
is increasing with chain length.
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Figure 6.3.: Absolute deviations of the excitation energies of the first three ex-
cited states from canonical results. The orbital domains are restricted using the
Boughton-Pulay procedure and are extended by the next connected neighbours
with iext=1. The excited state orbital domains are restricted as described in
section 5.2. The ground and excited state pair lists contain all pairs. A cc-pVDZ
orbital basis is chosen for all molecules.
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Figure 6.4.: Ratio of the norms of the doubles |D| and singles |S| eigenvector of
the UCC2 Jacobian for the first three excited states of singly positively charged
alkane radicals.
Besides, examining the singles eigenvector of the Jacobian for the first excited state
in semi-canonical basis for Dodecane+, it turns out that the largest contribution (≈
98 %) to it arises from the excitation from the highest β occupied to the first β
virtual orbital. However in local basis, there is not a certain very large contribution
but several ones around 30 % and from occupied spin orbitals which are not well
localized, i.e. delocalized over three or four atoms. This might be the reason for the
larger deviation from canonical results for the first excited state, because the other
states correspond in most cases to excitations from bettter localized spin orbitals
(distributed over 2 atoms) into the first unoccupied β orbital.
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Table 6.1 shows for a set of doublet radicals the first three excitation energies calcu-
lated using a threshold of 1.0 µH to restrict the ground state pair list. Two cases are
presented. First, the ground state orbital domains obtained with Boughton-Pulay
(BP=0.98) are kept unchanged, i.e. iext=0. Second, the domains are extended by
including the next connected neighbours, i.e. iext=1. Results based on ROHF and
UHF determinants are shown. For these small molecules the energy threshold of 1.0
µH leads to inclusion of nearly all pairs, except for DMABN+ where at most around
9% of the ground state pairs are not included.
For the case of iext=0 the average local errors are 0.044 eV and 0.038 eV for results
based on ROHF and UHF, respectively. In case of iext=1 the average deviations are
0.008 eV and 0.004 eV (ROHF and UHF), respectively. As the average values show,
similar deviations for ROHF and UHF based calculations from the corresponding
canonical values are observed. An exception is seen for Thymine+ where for the
calculation based on UHF the lowest lying excited state is not found and the third
excited state did not converge when using iext=0. The largest deviations of the
excitation energies from the canonical results are found for Adenine+. In case of
iext=0 the deviation is 0.175 eV. Whereas in the case of iext=1, the largest devia-
tion is 0.021 eV.
From these results it can be concluded that for the calculation of the excitation
energies of high-spin open-shell radicals, the ground state orbital domains obtained
from the BP-Procedure have to be extended using iext=1, in order to get acceptable
deviations (< 0.05 eV) from the canonical results.
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Table 6.1.: Vertical excitation energies for the first three excited states of doublet radicals calculated with the presented local method. The
numbers in brackets indicate the local error in eV compared to the canonical results. Results based on a restricted open-shell Hartree-Fock
(ROHF) and unrestricted Hartree-Fock (UHF) determinant are presented. The orbital domains are restricted using the Boughton-Pulay
(BP=0.98) procedure. For the case iext=0 they are not changed and for iext=1 they are extended by the next connected neighbours. A
threshold of 1.0 µH to restrict the ground state pair list is applied. The calculations are performed using a cc-pVDZ orbital basis set. A
represents nlocncan , i.e. the ratio between the local and canonical number of ground state pairs. B symbolizes the ratio between the local and
canonical ground state average pair domain sizes.
iext=0 ω/eV iext=1 ω/eV
Molecule Reference A / % B / % 1st 2nd 3rd A/ % B/ % 1st 2nd 3rd
Water+ |ROHF〉 100.0 79.2 2.038 (0.002) 6.870 (0.002) 13.394(0.004) 100.0 100.0 2.040 (0.000) 6.868 (0.000) 13.398 (0.000)
|UHF〉 100.0 79.2 2.074 (0.002) 6.927 (0.002) 13.385 (0.004) 100.0 100.0 2.076 (0.000) 6.925 (0.000) 13.389 (0.000)
Furan+ |ROHF〉 100.0 53.3 1.394 (0.017) 3.906 (0.026) 4.88 (0.021) 100.0 88.9 1.407 (0.004) 3.925 (0.007) 4.905 (0.004)
|UHF〉 100.0 53.3 1.528 (0.015) 3.983 (0.026) 5.012 (0.020) 100.0 88.9 1.539 (0.004) 4.003 (0.006) 5.028 (0.004)
Thymine+ |ROHF〉 98.1 32.1 0.509 (0.032) 1.247 (0.043) 1.497 (0.025) 98.9 63.5 0.558 (0.017) 1.291 (0.001) 1.533 (0.011)
|UHF〉 98.1 32.1 a 1.232 (0.041) b 98.7 62.2 0.764 (0.007) 1.270 (0.003) 1.685 (0.000)
Adenine+ |ROHF〉 100.0 33.3 0.610 (0.095) 1.087 (0.175) 1.708 (0.087) 100.0 66.1 0.694 (0.011) 1.241 (0.021) 1.795 (0.000)
|UHF〉 100.0 32.7 0.694 (0.093) 1.123 (0.146) 1.835 (0.068) 100.0 65.5 0.783 (0.004) 1.259 (0.010) 1.901 (0.002)
DMABN+ |ROHF〉 92.5 25.5 1.893 (0.048) 2.590 (0.064) 3.955 (0.022) 93.3 52.0 1.948 (0.007) 2.657 (0.003) 4.008 (0.031)
|UHF〉 91.2 25.0 2.204 (0.034) 2.880 (0.044) 4.169 (0.002) 92.1 51.0 2.247 (0.009) 2.928 (0.004) 4.182 (0.011)
a This state is not found.
b This state does not converge during 50 iterations of the Davidson procedure.
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For a calculation on a bigger molecule (98 atoms) the singly positively charged 3-
(5-(5-(4-(bis(4-(hexyloxy)phenyl)amino)phenyl)thiophene-2-yl)thiophene-2-yl)-2-
cyanoacrylic acid (D21L6+) is chosen. The corresponding closed-shell molecule (see
figure 6.5) functions as an organic sensitizer in dye-sensitized solar cells [44].
Figure 6.5.: D21L6 (left) and N-(2,5-di-tert-butylphenyl)-1,8-naphthalimide (right)
Table 6.2 shows the DF-LUCC2 ground state (gs) energy as well as the first five
excited state (es) energies for D21L6+. Also the total time needed to perform the
gs calculation and the averaged total time to compute one es is given. Further is
shown the fraction between the gs pairs included in the local calculation (n loc) and
all possible pairs (n can) and the averaged gs pair domain size (PDS). By restricting
the ground state orbital domains (see section 4.2), the number of elements belonging
to the doubles amplitude of one pair reduces in average from 898704 to 17956. Using
the pair energy threshold of 0.1 µH to restrict the gs pair list, reduces the number
of the pairs from 33930 to 15195. In total the size of the gs doubles amplitudes is
reduced from 227.2 GB to 2.03 GB. One can see that this restriction of the gs pair
list is hardly changing the obtained excitation energies, i.e. the largest deviation
from the results with full pair list is around 0.014 eV. The time needed to perform
the gs calculation is reduced by a factor of 4.4 compared to the calculation with full
pair list. The factor by which the averaged time needed to calculate one excited
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state is reduced, is only about 1.27. This is due to the fact that the es PDS is in
both cases nearly the same (228) and the averaged number of the es pairs is 20566
which is about 61 % of all pairs.
A B
EUCC2/H -2828.77731 -2828.77683
gs n locn can 1.00 0.45
gs PDS 134 134
time for DF-LUCC2 gs [h] 8.02 1.81
1st ω/eV 0.881 0.880
2nd ω/eV 1.876 1.890
3rd ω/eV 1.967 1.979
4th ω/eV 2.300 2.300
5th ω/eV 2.485 2.484
time for LT-DF-LUCC2 es
per state [h] 5.04 3.96
Table 6.2.: Results for D21L6+. A and B symbolize taking all ground
state (gs) pairs into account and restricting the gs pair list using a thresh-
old of 0.1 µH, respectively. The gs orbital domains are restricted using
the Boughton-Pulay procedure and are extended by the next connected
neighbours with iext=1. n loc/n can represents the ratio between the
number of gs pairs included in the local calculation and all possible pairs
(canonical). PDS is the average gs pair domain size. Local approxima-
tions for the excited state are applied as described in section 5.2. A
cc-pVDZ orbital basis set is used. Both calculations are performed in
parallel mode on 11 CPUs, Intel(R) Xeon(R) Gold 6128 at 3.40 GHz.
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Excitation energies for the radical anion N-(2,5-di-tert-butylphenyl)-
1,8-naphthalimide−, shown in figure 6.5, are calculated. Results based on calcula-
tions with cc-pVDZ and aug-cc-pVDZ basis as well as experimentally determined
excitation energies are shown in table 6.3. This molecule and other imides and di-
imides radical anions have been examined because of their potential to be used as
electron donors in photo induced electron transfer reactions [45].
The ground state structure of the anion is optimized with the restricted open-shell
Kohn-Sham program using B3LYP implemented in MOLPRO [22]. The lowest lying
excited state obtained with cc-pVDZ basis deviates about 0.323 eV from the value of
the lowest excited state determined experimentally. And the second lowest excited
state from the calculation with cc-pVDZ basis set deviates from the corresponding
experimental value about 0.178 eV. But the two lowest lying states calculated using
aug-cc-pVDZ basis differ only about 0.02 eV from the corresponding experimental
values. It is observed that the virtual states to which the excitation is performed
are different for both basis sets.
The excitation energies starting from the third excited state obtained with aug-cc-
pVDZ basis might probably correspond to Rydberg states which are not seen in
the experiment. But as at the present level of the developed method no oscilla-
tor strengths are available, an unambiguous assignment of the calculated excitation
energies to the experimental values is not possible.
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LT-DF-LUCC2 / DF-ROHF Experimenta
cc-pVDZ aug-cc-pVDZ
ω/eV λ/ nm ω/eV λ/ nm ω/eV λ/ nm
1.813 684 1.468 845 1.490 832
1.840 674 1.644 754 1.662 746
2.679 463 1.751 708 2.525 491
2.758 450 1.772 700 2.952 420
2.830 438 1.848 671 4.558 272
3.378 367 2.017 615
3.982 311 2.056 603
Table 6.3.: Vertical excitation energies in eV and corresponding wave lengths in nm
for N-(2,5-di-tert-butylphenyl)-1,8-naphthalimide−, obtained with the presented
local response methode (LT-DF-LUCC2) based on DF-ROHF. For the calculation
with cc-pVDZ and aug-cc-pVDZ all ground and excited state pairs are included.
The ground state orbital domains for the local calculations are constructed accord-
ing to the Boughton-Pulay procedure with a criterion of BP=0.98 and extended
with inclusion of the next connected neighbours (iext=1). Excited state orbital
domains and pair lists are restricted as described in section 5.2.
a Experimental values are taken from TABLE 2 of reference [45].
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6.2. Ionisation potentials
It is possible to calculate vertical ionisation potentials (IP) in addition to excitation
energies. It is already possible to get the first IP using the presented ground state
method for an open-shell system. One needs solely to perform the corresponding
ground state closed-shell calculation in addition. The first IP is calculated according
to
IP0 = E
N−1
UCC2 − ENCC2, (6.1)
where ENCC2 and E
N−1
UCC2 represent the closed-shell and open-shell ground state CC2
energies, respectively. Thus IP0 corresponds to the ∆CC2 method which includes
orbital relaxation by construction.
Higher IPs are available using
IPn = IP0 + ωn , n = 1, 2, ... . (6.2)
IPn refers to the higher vertical ionisation potential of the closed-shell molecule and
ωn represents the corresponding excitation energy of the open-shell system. From
equation (6.2) it is obvious that excitation energies of open-shell systems can be
also obtained if the IPs of the corresponding closed-shell molecule are available.
This has been demonstrated in context of local CC methods for vertical ionisation
potentials [36]. Table 6.4 shows for some of the test molecules used in Ref. [36] the
first three IPs calculated with different methods and the one presented here.
For this set of molecules an average deviation of 0.13 eV from the ∆CCSD(T) method
is observed, if one considers the calculation of the IPs based on a ROHF determinant
with the application of local approximations as given in table 6.4. This is a strong
improvement compared to bare CC2 IPs (IP CCSD[0] CC2) which in average deviate
about 0.7 eV from the ∆CCSD(T) results as shown in [36]. The reason is that in the
here presented method additional to dynamic electron correlation also full orbital
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relaxation is included. The IP CCSD[f] CC2 method, for which the Jacobi matrix
contains all the CCSD diagrams, gives for this set an average deviation of 0.11 eV
which is approximately the same as for ∆CC2(-LR)/ROHF.
Due to the spin contamination in the ground state, my results based on a UHF
determinant deviate in average about 0.27 eV from the ∆CCSD(T) method for
this set of molecules. The ∆HF method itself shows in average a deviation, like
IP CCSD[0] CC2, of 0.7 eV from the ∆CCSD(T) results.
Table 6.4.: The first three vertical IPs in eV for a set of five molecules. The abbreviation ∆CC2(-LR) represents the
local response method presented here. Results based on a ROHF and a UHF determinant are given. These results
can be compared to IPs calculated with the methods ∆HF, IP CCSD[0] CC2, IP CCSD[f] CC2 [36] and ∆CCSD(T).
Deviations from ∆CCSD(T) results are given in round brackets. The canonical values (no local approximations) in
the last three columns have been taken from reference [46]. All calculations have been performed with a cc-pVDZ
orbital basis set. Local approximations have been applied as described in figure 6.3 except the usage of an energy
threshold of 1.0 µH to restrict the ground state pair list.
Molecule ∆HF ∆CC2(-LR)/UHF ∆CC2(-LR)/ROHF A B ∆CCSD(T)
Water IP0 10.736 (1.094) 12.000 (-0.170) 11.997 (-0.167) 10.847 (0.983) 11.651 (0.179) 11.830
IP1 12.696 (1.146) 14.076 (-0.234) 14.037 (-0.195) 12.947 (0.895) 13.652 (0.190) 13.842
IP2 17.505 (1.097) 18.925 (-0.323) 18.865 (-0.263) 17.966 (0.636) 18.460 (0.142) 18.602
Furan IP0 7.717 (0.986) 8.812 (-0.109) 8.772 (-0.069) 8.390 (0.313) 8.730 (-0.027) 8.703
IP1 9.752 (0.375) 10.351 (-0.224) 10.179 (-0.052) 9.549 (0.578) 10.174 (-0.047) 10.127
IP2 12.311 (0.717) 12.817 (0.211) 12.697 (0.331) 11.715 (1.313) 12.991 (0.037) 13.028
Thymine IP0 8.360 (0.357) 8.905 (-0.188) 8.677 (0.040) 8.271 (0.446) 8.854 (-0.137) 8.717
IP1 9.669 9.235 8.449 9.849
IP2 10.175 9.968 9.408 10.206
Adenine IP0 7.443 (0.603) 8.155 (-0.109) 8.041 (0.005) 7.555 (0.491) 8.170 (-0.124) 8.046
IP1 8.938 8.732 7.898 9.130
IP2 9.414 9.279 8.780 9.440
DMABN IP0 7.062 (0.352) 8.026 (-0.612) 7.444 (-0.030) 6.793 (0.621) 7.533 (-0.119) 7.414
IP1 10.273 9.392 8.951 9.494
IP2 10.954 10.101 9.494 10.244
A=IP CCSD[0] CC2 and B= IP CCSD[f] CC2.
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The IPs for the closed-shell molecule D21L6 (see figure 6.5), are given in table 6.5 for
the method presented here and IP CCSD[f] CC2 [36]. In case of ∆CC2(-LR)/ROHF
all the higher IPs are based on IP0 as is apparent from equation (6.2). As there is a
difference of around 0.6 eV for IP0 between the both methods, also the higher IPs
show in average this deviation. The value of IP0 calculated according to equation
(6.1) is expected to be more accurate as it corresponds to a pure ∆CC2 method. On
the other hand, the excitation energies obtained from both methods are virtually
the same (average deviation ≈ 0.03 eV).
Table 6.5.: Vertical ionization potentials in eV for
D21L6. Results obtained with the presented local
method are based on excitation energies given in
round brackets. The values in round brackets for
the method IP CCSD[f] CC2 are calculated as IPn-
IP0, taken from reference [36].
IP CCSD[f] CC2 ∆CC2(-LR)/ROHF
A B
IP0 6.258 5.662 5.672
IP1 7.188 (0.930) 6.543 (0.881) 6.552 (0.880)
IP2 8.145 (1.887) 7.538(1.876) 7.562 (1.890)
IP3 8.241 (1.983) 7.629 (1.967) 7.651 (1.979)
IP4 8.701 (2.443) 7.962 (2.300) 7.972 (2.300)
IP5 8.794 (2.536) 8.147 (2.485) 8.156 (2.484)
A Results correspond to inclusion of all ground
and excited state pairs.
B Results correspond to thr pair en=0.1 µH for
the restriction of the ground state pair list.
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6.3. Electron affinities
Electron affinities (EAs) of a neutral closed-shell molecule can be calculated as shown
in the following two equations.
EA0 = E
N
CC2 − EN+1UCC2 (6.3)
EAn = EA0 − ωn , n = 1, 2, . . . (6.4)
Where EA0 represents the difference between the CC2 ground state energies of
the closed-shell (ENCC2) and the (E
N+1
UCC2) open-shell molecule, respectively. Thus
EA0 corresponds to the ∆CC2 method. Higher electron affinities are obtained by
subtracting the corresponding excitation energies (ωn) of the open-shell system from
EA0.
EAs are calculated for Water, Furan, the DNA bases Adenine, Guanine and Thymine
and for N-(2,5-di-tert-butylphenyl)-1,8-naphthalimide.
In table 6.6 one can see that the higher EAs of Furan are not given. The reason
is that the higher EAs obtained from ∆CCSD(T) for certain symmetry states are
energetically so high that, even after the calculation of 14 excited states of the Furan
anion, they can not be reached.
It is observed that the highest deviation of the calculated EAs from the results
obtained by ∆CCSD(T) is still less than 0.1 eV. The ∆HF method gives results
which in average deviate around 0.25 eV from the ∆CCSD(T) results.
N-(2,5-di-tert-butylphenyl)-1,8-naphthalimide (A in table 6.6 ) shows already at
the HF level a positive value of 0.443 eV for EA0. The ∆CC2(-LR)/ROHF method
gives a value of 1.424 eV. In other words, both methods indicate that the ground
state energy of the closed-shell molecule A is lowered when an additional electron is
attached to it. Calculated excitation energies of A− are compared to experimental
values in section 6.1. To the best of my knowledge, no experimental EAs are available
for A.
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Molecule ∆HF ∆CC2(-LR)/ROHF ∆CCSD(T)
Water EA0 -0.954(-0.209) -0.745 (0.000) -0.745
EA1 -1.534
EA2 -4.423
EA(6) -6.605 (0.270) -6.912 (-0.037) -6.875
EA(12) -10.301 (-0.458) -9.938 (-0.095) -9.843
Furan EA0 -0.961 (-0.215) -0.727 (0.019) -0.746
Adenine EA0 -0.614 (-0.206) -0.339 (0.069) -0.408
EA1 -0.707
EA2 -0.839
Guanine EA0 -0.442(-0.241) -0.165(0.036) -0.201
EA1 -0.479
EA2 -0.921
Thymine EA0 -0.455 (-0.174) -0.242 (0.039) -0.281
EA1 -0.392
EA2 -0.772
A EA0 0.443 1.424
EA1 -0.044
EA3 -0.220
Table 6.6.: Vertical electron affinities in eV for a set of six molecules. The orbital basis
set aug-cc-pVDZ is used. Local approximations for ∆CC2(-LR)/ROHF are applied as
described in sections 4.2 and 5.2 with an energy threshold of 1.0 µH to restrict the
ground state pair list. For A=N-(2,5-di-tert-butylphenyl)-1,8-naphthalimide all pairs
are included. The numbers in round brackets are calculated as EA’s of the different
methods minus the ∆CCSD(T) results.
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6.4. T1-diagnostics
A very important point is the ability to judge in which cases the developed method
can be used and in which it may fail to produce reasonable results. In general, one
has to be careful not to treat a clear multi-reference case with a single reference
method. Thus it is very helpful to get a corresponding signal from the single refer-
ence method itself when the examined system might be a multi-reference case and
has probably energetically degenerate or quasi-degenerate states. This is especially
helpful for large systems for which corresponding CASSCF and CASPT2 calcula-
tions with a reasonable active space are very time consuming.
As the singles Coupled Cluster operator T1 is used to describe the single replace-
ments of occupied orbitals by virtuals, the values of the corresponding amplitudes
will be a hint towards the significance of such replacements for the description of
the ground state. Thus the larger the values of the singles amplitudes, the more
important will be the inclusion of more than a single determinant to appropriately
describe the ground state.
For closed-shell systems T. J. Lee et al. proposed to take the Euclidian norm of the
ground state singles amplitudes (t1) [47] and to divide it by the square root of the
number of the correlated electrons (nelec) [48] as
T1 =
√
t1t1
nelec
. (6.5)
This is the so-called T1-diagnostics. Others proposed to take the 2-norm of the T
matrix [49], which contains nocc rows and nvir columns, i.e. in each row one has all
nvir elements of t1 for the corresponding occupied orbital. The 2-norm of T is based
on the square root of the largest eigenvalue of the matrix (TTT). This is referred
to as the D1-diagnositcs.
Also for open-shell systems T1- and D1-diagnostics have been described [50–52]. It
has been shown that both diagnostics are highly correlated [52]. In both diagnostics
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reference to singly and doubly occupied orbitals is present. As for the local method
presented here, after going to the semi-canonical basis (see chapter 3), only a clear
reference to α and β spin orbitals is available, the following T1-diagnostics definition
is chosen.
T1 =
√
tα1 t
α
1 + t
β
1t
β
1
nαelec + n
β
elec
(6.6)
The core electrons are not included in nαelec and n
β
elec. It has been reported for closed-
shell molecules that T1 values, based on a CCSD calculation, which are larger than
0.02 indicate the importance of static correlation [48].
Table 6.7 shows the T1-diagnostics values for the open-shell molecules treated in
this thesis. All the examined doublet radicals show T1 values which are larger
than 0.02 except H2O
+. For the alkane radicals one can see that in general the
T1-diagnostics values increase with the chain length. The exceptions are Ethane+,
Propane+ and Butane+. Ethane+ has the largest T1 value (0.084) of all alkane
radicals examined here. The largest T1-diagnostics value of 0.165 is observed for
the dipeptide Glycylglycine+.
Molecule T1 Molecule T1 Molecule T1 Molecule T1
Methane+ 0.026 Nonane+ 0.034 H2O
+ 0.018 H2O
− 0.027
Ethane+ 0.084 Decane+ 0.035 Furan+ 0.030 Furan− 0.055
Propane+ 0.046 Undecane+ 0.037 Thymine+ 0.046 Thymine− 0.038
Butane+ 0.052 Dodecane+ 0.039 Adenine+ 0.069 Adenine− 0.039
Pentane+ 0.032 Tridecane+ 0.041 DMABN+ 0.036 Guanine− 0.041
Hexane+ 0.033 Tetradecane+ 0.042 Glycylglycine+ 0.165 A− 0.025
Heptane+ 0.032 Pentadecane+ 0.044 D21L6+ 0.027
Octane + 0.033
Table 6.7.: T1 values for doublet radicals. A=N-(2,5-di-tert-butylphenyl)-1,8-naphthalimide
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In order to judge if the calculated T1 values larger than 0.02 indeed indicate a
multi-reference case and a degenerate ground state, some CASSCF and CASPT2
calculations are performed.
For H2O
+ and H2O
− a full valence active space is chosen for the CASSCF and
CASPT2 calculations. The dominant ground state configuration state function
(CSF) for H2O
+ with the occupation string 222a00 has a weight of 0.99 in CASSCF
and CASPT2. For H2O
− the ground state CSF with the occupation string 2222a0
has a weight of 0.98. The first three excitation energies for these two molecules
are shown in table 6.8. For H2O
+ the first two excitation energies obtained with
the developed method are in good agreement with CASPT2 results. For the Wa-
ter anion, which has a T1 value of 0.027, the first excitation energy is still in good
agreement with the CASPT2 result and no indication of degeneracy in the ground
state is found. Also for the Furan cation and anion CASSCF and CASPT2 calcula-
Table 6.8.: The first three excitation energies in eV for H2O
+ and H2O
−. For the CASSCF
and CASPT2 calculations a full valence active space is chosen. A state averaged calculation
over four states is performed. No local approximations are applied for LT-DF-LUCC2. A
cc-pVDZ and a aug-cc-pVDZ are chosen for H2O
+ and H2O
−, respectively. The occupation
string of the dominant configuration state function (CSF) belonging to the corresponding
CASPT2 excited state is given. The numbers in round brackets indicate absolute deviation
from the CASPT2 excitation energies.
Molecule Excited state Dominant CSF CASSCF LT-DF-LUCC2 CASPT2
H2O
+ 1st 22a200 2.088 (0.064) 2.040 (0.026) 2.014
2nd 2a2200 7.234 (0.400) 6.868 (0.034) 6.834
3rd 2220a0 14.458 (0.047) 14.753 (0.346) 14.407
H2O
− 1st 22220a 0.502 (0.232) 0.789 (0.055) 0.734
2nd 222a20 5.127 (0.917) 6.167 (0.123) 6.044
3rd 222aba a a 6.857
a This state is not found.
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tions are done and the results are shown in table 6.9. The dominant ground state
CSFs for the cation and the anion with the occupation string 222a000000 (7,10)
have the weights 0.96 and 0.89, respectively. For the cation especially the first and
third excitation energies of the local method are in very good agreement with the
CASPT2 results (absolute deviation < 0.05 eV). But the corresponding CASSCF
results deviate in average about 0.70 eV from the CASPT2 excitation energies.
However for the anion CASSCF is in very good agreement (MAE = 0.057 eV) with
CASPT2. This can be interpreted as an increasing importance of static correlation
for Furan−. Also the local method gives quite acceptable results (MAE = 0.07 eV)
compared to CASPT2.
Table 6.9.: The first three excitation energies in eV for Furan+ and Furan−. For the CASSCF
and CASPT2 calculations a (7,10) active space is chosen. A state averaged calculation over
four states is performed. The local method is carried out with restriction of the ground
state domains with a Boughton-Pulay criterion of 0.98 and inclusion of the next connected
neighbours (iext=1). Pair lists are not restricted. A cc-pVDZ and a aug-cc-pVDZ are
chosen for the cation and the anion, respectively. The occupation string of the dominant
configuration state function (CSF) belonging to the corresponding CASPT2 excited state
is given. The numbers in brackets indicate absolute deviation from the CASPT2 excitation
energies.
Molecule Excited state Dominant CSF CASSCF LT-DF-LUCC2 CASPT2
Furan+ 1st 22a2000000 1.846 (0.402) 1.407 (0.037) 1.444
2nd 2a22000000 4.936 (0.838) 3.925 (0.173) 4.098
3rd a222000000 5.719 (0.840) 4.905 (0.026) 4.879
Furan− 1st 2220a00000 0.200 (0.045) 0.304 (0.059) 0.245
2nd 22200a0000 0.296 (0.044) 0.391 (0.051) 0.340
3rd 222000a000 0.631 (0.082) 0.803 (0.090) 0.713
The local method for the calculation of IPs presented in [36,46] starts from a closed-
shell ground state. By comparison of IP0 and IP1 of that method, table A.1 in [46],
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for the non-alkane ions given in table 6.7, no degenerate ground state of the corre-
sponding open-shell molecule can be found.
One of the exceptions in table A.1 in [46] represents N-acetylglycine which differs
only by an amine group from Glycylglycine. The difference between IP0 and IP1 for
N-acetylglycine is 0.064 eV. This shows that the ground state of the corresponding
cation is energetically quasi degenerate.
Glycylglycine+ has indeed the largest T1 value (0.165) of all the radicals presented
in table 6.7. A CASSCF calculation with a (11,11) CAS, using a cc-pVDZ basis set,
reveals a doubly near degenerate ground state for this cation. The dominant CSFs
with the occupation strings 2222a200000 and 22222a00000 correspond to states with
the energies -489.46405042 H and -489.46152732 H, respectively. The energy differ-
ence between both is 0.069 eV. Thus also CASSCF shows a near degenerate ground
state. Neither the local method presented here nor the canonical unrestricted CC2
of TURBOMOLE [20] finds both quasi degenerate states. The UCC2 ground state
energy found by the local method is -490.79455668 H and the canonical value is
-490.79752302 H. The energy difference between both is 0.081 eV, which is very close
to the CASSCF result. Hence the local method finds one of the degenerate states
and the canonical method the other. And the difference between the corresponding
first excitation energies, which are 0.462 eV and 0.538 eV, is 0.076 eV, i.e. approxi-
mately the same as the difference between the corresponding ground state energies.
As for the local and canonical method the first excitation energy corresponds to
an excited state with the occupation string 2222a200000, one would expect a value
around 0.07 eV.
For Methane+ (Td) and Ethane
+ (D3d) an energetically degenerate ground state is
expected due to molecular symmetry. For Methane+ a CASPT2 calculation with
a (7,10) CAS averaged over four states using a cc-pVDZ basis set yields for the
three states with the dominant occupation strings 222a000000, 22a2000000 and
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2a22000000 the energies -39.85447039 H, -39.85386619 H and -39.85384712 H, re-
spectively. For each of these CSFs the weight factor is 0.97. The energy difference
between the first and the second and between the first and the third state is 0.016
eV and 0.017 eV, respectively. The corresponding CASSCF calculation yields the
excitation energy of 0.023 eV for the second and third states, i. e. the three degen-
erate states are found. The developed method and the canonical UCC2 find both
an excitation energy of 0.221 eV and 0.222 eV, see table C.1, for the second and
third excited state, respectively. Thus the second and third state are identified as
energetically equal but around 0.2 eV larger than the ground state.
For Ethane+, which has the largest T1 value of the alkane radicals, a CASPT2 cal-
culation with a (13,13) CAS averaged over four states, using a cc-pVDZ basis set,
yields an excitation energy of 0.038 eV for the first excited state. Thus the ground
state is energetically doubly degenerate. The dominant CSFs have a weight fac-
tor above 0.94 for all four states. The corresponding CASSCF calculation and the
UCC2 methods, local and canonical, give an excitation energy of 0.120 eV and 0.115
eV for the first excited state, respectively. In this case CASSCF and UCC2 indicate
approximately a degenerate ground state. The second excited state found by UCC2
corresponds to the third excited state of CASSCF and CASPT2, with respect to
single excitations, but with an energy value corresponding to the second excited
state of CASSCF and CASPT2. The same problem occurs for the third excited
state found by UCC2, i.e. this state corresponds schematically to the second state
of CASSCF and CASPT2, but energetically it has the value of the third excited
state.
For Propane+ one finds a degenerate ground state with the UCC2 method. This
can be seen from the excitation energy of 0.002 eV for the first excited state (see
table C.1). Corresponding CASSCF and CASPT2 calculations with a (11,11) CAS,
averaged over four states, yield for the first excited state the excitation energies of
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0.189 eV and 0.127 eV , respectively. Using a (15,15) CAS in a CASSCF calcula-
tion yields an excitation energy of 0.079 eV. For both active spaces the dominant
ground state CSF has a weight factor larger than 0.92. However the occupation
string describing the first excited state is different in all three calculations, but it
can be described with a single excitation from the ground state. A calculation with
a larger active space would be needed to decide if the first excited state described
by the UCC2 method is the correct one. The UCC2 excitation energy hints at least
at a degenerate ground state in agreement with the CASSCF calculation for which
a (15,15) CAS is used.
Butane+, which has the second largest T1 value of the alkane radicals, seems to
be a rather complicated case. A CASSCF calculation with a (9,9) CAS yields an
excitation energy of 0.182 eV for the first excited state. For the same state the
corresponding CASPT2 calculation yields a negative excitation energy of -0.051 eV.
In both calculations the ground state CSF with the occupation string 2222a0000
has a weight factor of 0.95. The first excited state has, in both calculations, the two
dominant occupation strings 2a2220000 and 222a20000 with weight factors 0.72 and
0.67, respectively. A CASSCF calculation with a (11,11) CAS yields an excitation
energy of 0.238 eV for the first excited state. With an active space of (13,13) the
first excitation energy obtained via CASSCF is 0.292 eV. With the UCC2 method
one finds a first excitation energy of 0.410 eV belonging to an excited state which
can be described by the occupation string 222a20000. Also in this case CASSCF and
CASPT2 calculations with larger active space are needed to decide how reasonable
the UCC2 results are.
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One can conclude for the developed method that T1 values larger than 0.02, espe-
cially for the alkane radicals, may indeed indicate a degenerate ground state. And
it can happen that the method fails to find the degenerate states as is the case for
Methane+ and Ethane+. However, for the other molecules shown in table 6.7 the
developed method may produce reasonable results for the first excited state even up
to T1 values around 0.05. But it may fail for a value larger than 0.1.
7. Summary
A local multistate response method for the description of high-spin open-shell molecules
is presented. Going from a ROHF-MO basis to semi-canonical basis, enables the
building of the effective singles eigenvalue problem. Further the Laplace-transform
trick allows for an efficient way to calculate the doubles vector of the Jacobian in
local basis.
An energy based criterion to restrict the ground state pair list, instead of a dis-
tance criterion, turns out to be the better choice, especially in case of the extended
alkane doublet radicals. And is in general recommended in cases where strong local-
ization of the occupied spin orbitals is not possible due to the nature of the molecule.
To get acceptable deviations (< 0.05 eV) from canonical excitation energies, it is
necessary to extend the Boughton-Pulay domains by inclusion of the next connected
neighbours with iext=1. The presented results for excitation energies, ionisation po-
tentials and electron affinities do in average not exceed an error of 0.13 eV compared
to the ∆CCSD(T) method. The lowest two excitation energies calculated for N-(2,5-
di-tert-butylphenyl)-1,8-naphthalimide anion are in very good agreement with the
experimental values (deviation < 0.025 eV).
The so-called T1-diagnostics for the developed method is defined. For alkane rad-
icals, already values slightly larger than 0.02 may indicate a clear multi-reference
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case and thus methods describing static correlation have to be applied. For other
radicals tested in this thesis, the developed method produces reasonable results up
to T1 values of 0.05. When going to larger values, it is always recommended to check
if static correlation has to be taken into account.
From the computational point of view one needs only around twice more time than
a corresponding local closed-shell calculation. Due to the local scheme, this method
shows a lower scaling behaviour with system size than a corresponding canonical
one. This makes the method applicable to extended molecular systems. In this
work the method is successfully tested on systems containing up to 98 atoms.
A. The second order UCC2
Lagrangian and its time average
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The dressed quantities are similarity transformed with the zeroth order singles Clus-
ter operator T
(0)
1 and the explicit time dependence of the first order amplitudes and
multipliers is omitted. V0 is part of the zeroth order Hamiltonian H0. The given
orders are with respect to time. The following definitions are assumed:
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ζ,σ
∑
µζσ2
t
(1)
µζσ2
τµζσ2
(δζαδζσ + δζβδζσ + δζαδσβ); t
(1)
µζσ2
=
N∑
k=−N
exp (−iωkt)
∑
X
X(ωk)t
X
µζσ2
(ωk)
V (t) =
N∑
k1=−N
exp (−iωkt)
∑
X
X(ωk)X (A.2)
λ
(1)
µζ1
and λ
(1)
µζσ2
are defined in analogy to t
(1)
µζ1
and t
(1)
µζσ2
.
With V (ωk) =
∑
X X(ωk)X,
T
(1)
1 (ωk) =
∑
ζ=α,β
∑
µζ1
t
(1)
µζ1
(ωk)τµζ1
; t
(1)
µζ1
(ωk) =
∑
X
X(ωk)t
X
µζ1
(ωk) . (A.3)
and analogous definition of T
(1)
2 (ωk), λ
(1)
µζ1
(ωk) and λ
(1)
µζσ2
(ωk), taking the time average
of equation (A.1) leads to equation (A.4).
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{2n+1L(2)UCC2}T =
N∑
k=−N
{
〈Φ0| [V (−ωk), T (1)1 (ωk) + T (1)2 (ωk)]
+
1
2
[[H0, T
(1)
1 (−ωk) + T (1)2 (−ωk)], T (1)1 (ωk) + T (1)2 (ωk)] exp(T (0)1 + T (0)2 ) |Φ0〉
+
∑
ζ=α,β
∑
µζ1
λ
(0)
µζ1
(〈
µζ1
∣∣∣ [Vˆ (−ωk), T (1)1 (ωk) + T (1)2 (ωk)] + [[Hˆ0, T (1)1 (−ωk)], T (1)2 (ωk)]
+ [[Vˆ (−ωk), T (1)1 (ωk)], T (0)2 ] +
1
2
[[Hˆ0, T
(1)
1 (−ωk)], T (1)1 (ωk)]
+
1
2
[[[Hˆ0, T
(1)
1 (−ωk)], T (1)1 (ωk)], T (0)2 ] |Φ0〉
)
+
∑
ζ=α,β
∑
µζ1
λ
(1)
µζ1
(−ωk)
(〈
µζ1
∣∣∣ Vˆ (ωk) + [Hˆ0, T (1)1 (ωk) + T (1)2 (ωk)] + [Vˆ (ωk), T (0)2 ]
+ [[Hˆ0, T
(1)
1 (ωk)], T
(0)
2 ] |Φ0〉
)
+
∑
ζ,σ
∑
µζσ2
λ
(0)
µζσ2
(〈
µζσ2
∣∣∣ [Vˆ (−ωk), T (1)1 (ωk) + T (1)2 (ωk)] + 12[[Hˆ0, T (1)1 (−ωk)], T (1)1 (ωk)]
+ [[Vˆ (−ωk), T (1)1 (ωk)], T (0)2 ] |Φ0〉
)
(δζαδζσ + δζβδζσ + δζαδσβ)
+
∑
ζ,σ
∑
µζσ2
λ
(1)
µζσ2
(−ωk)
(〈
µζσ2
∣∣∣ Vˆ (ωk) + [Hˆ0, T (1)1 (ωk)] + [F, T (1)2 (ωk)]
+ [Vˆ (ωk), T
(0)
2 ] |Φ0〉
)
(δζαδζσ + δζβδζσ + δζαδσβ)
− ωk
∑
ζ=α,β
∑
µζ1
λ
(1)
µζ1
(−ωk)t(1)
µζ1
(ωk)
− ωk
∑
ζ,σ
∑
µζσ2
λ
(1)
µζσ2
(−ωk)t(1)
µζσ2
(ωk)(δζαδζσ + δζβδζσ + δζαδσβ)
}
(A.4)
B. Diagrams for the effective singles
eigenvalue problem Aeffµ1ν1Uν1
Algebraic expression Diagrams
〈Φaσiσ |(FˆσNτνσ1 )c|Φ0〉Uνσ1
×
U1
iσ
aσ
cσ
×
U1
a
′
σ
iσ
kσ
〈Φaσiσ |(VˆσσN τνσ1 )c|Φ0〉Uνσ1
U1
kσ cσ
iσ aσ
〈Φaσiσ |(VˆσσN τνσ1 T
(0)σσ
2 )c|Φ0〉Uνσ1
U1
iσ a
′
σ
kσ cσlσ dσ
U1
lσ dσ
a
′
σ
kσ cσ
iσ
U1
iσ
cσ kσ dσ lσ
a
′
σ
Figure B.1.: Diagrams for Aµσ1 νσ1 Uνσ1 (σ is α or β).
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Algebraic expression Diagrams
〈Φaσiσ |(VˆστN τντ1 )c|Φ0〉Uντ1
U1
kτ cτ
iσ aσ
〈Φaσiσ |(VˆστN τντ1 T
(0)σσ
2 )c|Φ0〉Uντ1
U1
iσ a
′
σ
kσ cσ lτ dτ
〈Φaσiσ |(VˆττN τντ1 T
(0)στ
2 )c|Φ0〉Uντ1
U1
iσ a
′
σ
kτ cτ lτ dτ
Figure B.2.: Diagrams for Aµσ1 ντ1 Uντ1 . If σ equals α then τ equals β and vice versa.
Algebraic expression Diagrams
〈Φaσiσ |(FˆσNτνσσ2 )c|Φ0〉Uνσσ2 & 〈Φ
aσ
iσ
|(FˆτNτνστ2 )c|Φ0〉Uνστ2
×
U2
iσ a
′
σ
kσ cσ
×
U2
iσ a
′
σ
kτ cτ
〈Φaσiσ |(VˆσσN τνσσ2 )c|Φ0〉Uνσσ2
U2
iσ
aσ
cσ dσlσ
U2
iσ
a
′
σ
kσ dσlσ
〈Φaσiσ |(VˆστN τνστ2 )c|Φ0〉Uνστ2
U2
iσ
aσ
cσ dτlτ
U2
iσ
a
′
σ
kσ dτlτ
Figure B.3.: Diagrams for Aµσ1 νσσ2 Uνσσ2 and Aµσ1 νστ2 Uνστ2 . If σ equals α then τ equals β and vice
versa.
C. Excitation energies of alkane
radicals
Table C.1.: Vertical excitation energies for doublet alkane radicals in eV. The ground state orbital
domains for the local calculations are constructed according to the Boughton-Pulay procedure with
a criterion of BP=0.98 and extended with inclusion of the next connected neighbours (iext=1).
The ground state pair list is restricted according to a distance criterion of R0 =10 bohr and
different MP2 pair energy thresholds (thr pair en). Excited state orbital domains and pair lists
are restricted as described in section 5.2. Also results for local calculations with all pairs and
canonical UCC2 excitation energies obtained with TURBOMOLE [20] are presented.
LT-DF-LUCC2
thr pair en
Molecule R0=10 bohr 3 µH 1 µH 0.1 µH all pairs canonical
Methane+ ω1 0.221 0.221 0.221 0.221 0.221 0.221
ω2 0.222 0.222 0.222 0.222 0.222 0.222
ω3 9.557 9.557 9.557 9.557 9.557 9.557
Ethane+ ω1 0.115 0.114 0.115 0.114 0.115 0.116
ω2 0.727 0.727 0.727 0.727 0.727 0.729
ω3 2.917 2.917 2.917 2.917 2.917 2.918
Propane+ ω1 0.002 0.002 0.002 0.002 0.002 0.003
ω2 0.233 0.233 0.233 0.233 0.233 0.234
ω3 1.655 1.655 1.655 1.655 1.654 1.656
Butane+ ω1 0.410 0.410 0.410 0.410 0.410 0.410
ω2 0.665 0.665 0.665 0.665 0.665 0.666
ω3 1.199 1.199 1.199 1.199 1.199 1.199
Table continues on next page
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LT-DF-LUCC2
thr pair en
Molecule R0=10 bohr 3 µH 1 µH 0.1 µH all pairs canonical
Pentane+ ω1 0.733 0.733 0.733 0.733 0.733 0.730
ω2 0.876 0.876 0.876 0.876 0.876 0.875
ω3 1.070 1.070 1.070 1.070 1.070 1.069
Hexane+ ω1 1.009 1.010 1.010 1.010 1.010 1.005
ω2 1.116 1.116 1.117 1.117 1.117 1.114
ω3 1.118 1.119 1.119 1.119 1.119 1.117
Heptane+ ω1 1.202 1.222 1.224 1.224 1.224 1.223
ω2 1.208 1.229 1.229 1.229 1.229 1.227
ω3 1.278 1.299 1.299 1.299 1.299 1.299
Octane+ ω1 1.311 1.346 1.347 1.347 1.347 1.343
ω2 1.373 1.409 1.410 1.410 1.410 1.406
ω3 1.425 1.460 1.459 1.459 1.459 1.458
Nonane+ ω1 1.416 1.458 1.460 1.460 1.461 1.458
ω2 1.509 1.551 1.553 1.553 1.553 1.551
ω3 1.522 1.570 1.571 1.572 1.572 1.572
Decane+ ω1 1.376 1.518 1.537 1.542 1.543 1.548
ω2 1.496 1.563 1.569 1.570 1.560 1.561
ω3 1.560 1.635 1.638 1.648 1.636 1.632
Undecane+ ω1 1.161 1.334 1.372 1.383 1.383 1.391
ω2 1.573 1.657 1.670 1.666 1.651 1.650
ω3 1.594 1.681 1.692 1.692 1.676 1.674
Dodecane+ ω1 0.995 1.174 1.216 1.235 1.236 1.246
ω2 1.624 1.720 1.736 1.755 1.720 1.721
ω3 1.646 1.740 1.757 1.758 1.728 1.727
Tridecane+ ω1 0.810 1.026 1.075 1.100 1.101 1.116
ω2 1.650 1.774 1.792 1.794 1.763 1.767
ω3 1.673 1.797 1.816 1.825 1.786 1.791
Tetradecane+ ω1 a 0.881 0.938 0.976 0.979 1.003
ω2 1.649 1.804 1.825 1.832 1.801 1.812
ω3 1.674 1.829 1.851 1.863 1.829 1.841
Pentadecane+ ω1 0.522 0.759 a 0.869 0.873 0.902
ω2 1.668 1.832 1.862 1.876 1.837 1.853
ω3 1.681 1.843 1.873 1.891 1.857 1.872
a The corresponding excited state does not converge during 50 iterations.
D. Ionization potentials of alkanes
Table D.1.: Vertical ionization potentials in eV for alkanes. The ground state orbital domains for
the local calculations are constructed according to the Boughton-Pulay procedure with a criterion
of BP=0.98 and extended with inclusion of the next connected neighbours (iext=1). The ground
state pair list is restricted according to a distance criterion of R0 =10 bohr and a MP2 pair energy
thresholds (thr pair en) of 0.1 µH. Excited state orbital domains and pair lists are restricted as
described in section 5.2. Also ∆HF and canonical UCC2 results obtained with TURBOMOLE [20]
are presented. The numbers in brackets represent the absolute deviation from the canonical values.
∆CC2(-LR) / ROHF
Molecule ∆HF R0=10 bohr 0.1 µH canonical
Methane IP0 13.372 14.198 (0.000) 14.198 (0.000) 14.198
IP1 14.419 (0.000) 14.419 (0.000) 14.419
IP2 14.420 (0.000) 14.420 (0.000) 14.420
Ethane IP0 12.285 12.396 (0.000) 12.396 (0.001) 12.396
IP1 12.511 (0.001) 12.510 (0.003) 12.512
IP2 13.123 (0.002) 13.123 (0.003) 13.125
Propane IP0 11.539 11.916 (0.005) 11.916 (0.005) 11.922
IP1 11.918 (0.006) 11.918 (0.006) 11.925
IP2 12.149 (0.006) 12.149 (0.006) 12.156
Butane IP0 10.936 11.261 (0.005) 11.261 (0.005) 11.266
IP1 11.671 (0.005) 11.671 (0.005) 11.676
IP2 11.926 (0.006) 11.926 (0.006) 11.932
Pentane IP0 10.683 10.787 (0.009) 10.787 (0.009) 10.796
IP1 11.520 (0.006) 11.520 (0.006) 11.526
IP2 11.663 (0.008) 11.663 (0.008) 11.671
Table continues on next page
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∆CC2(-LR) / ROHF
Molecule ∆HF R0=10 bohr 0.1 µH canonical
Hexane IP0 10.477 10.421 (0.009) 10.421 (0.009) 10.430
IP1 11.430 (0.005) 11.431 (0.004) 11.435
IP2 11.537 (0.007) 11.538 (0.006) 11.544
Heptane IP0 10.330 10.168 (0.028) 10.138 (0.002) 10.140
IP1 11.370 (0.007) 11.362 (0.001) 11.363
IP2 11.376 (0.009) 11.367 (0.000) 11.367
Octane IP0 10.222 9.956 (0.047) 9.906 (0.004) 9.910
IP1 11.267 (0.015) 11.253 (0.000) 11.253
IP2 11.329 (0.014) 11.316 (0.000) 11.316
Nonane IP0 10.145 9.781 (0.060) 9.718 (0.003) 9.721
IP1 11.197 (0.018) 11.178 (0.001) 11.179
IP2 11.290 (0.018) 11.271 (0.001) 11.272
Decane IP0 10.088 9.671 (0.105) 9.566 (0.000) 9.566
IP1 11.047 (0.067) 11.108 (0.006) 11.114
IP2 11.167 (0.040) 11.136 (0.009) 11.127
Undecane IP0 10.046 9.549 (0.113) 9.439 (0.003) 9.436
IP1 10.710 (0.117) 10.822 (0.005) 10.827
IP2 11.122 (0.036) 11.105 (0.019) 11.086
Dodecane IP0 10.015 9.490 (0.164) 9.331 (0.005) 9.326
IP1 10.485 (0.087) 10.566 (0.006) 10.572
IP2 11.114 (0.067) 11.086 (0.039) 11.047
Tridecane IP0 9.992 9.433 (0.201) 9.244 (0.011) 9.233
IP1 10.243 (0.105) 10.344 (0.005) 10.349
IP2 11.083 (0.084) 11.038 (0.038) 11.000
Tetradecane IP0 9.974 9.412 (0.261) 9.176 (0.024) 9.152
IP1 a 10.152 (0.003) 10.155
IP2 11.061 (0.098) 11.008 (0.044) 10.964
Pentadecane IP0 9.961 9.373 (0.291) 9.114 (0.032) 9.082
IP1 9.895 (0.089) 9.983 (0.001) 9.984
IP2 11.041 (0.106) 10.990 (0.055) 10.935
a The corresponding excited state does not converge during 50 iterations.
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