Introduction

38
Spatial hearing is crucial to selectively attend to sounds of interest in everyday social settings. The 39 remarkable ability of normal-hearing listeners to focus on a sound source within a complex acoustic scene 40 is often referred to as "the cocktail party phenomenon," and has a rich history (Cherry, 1953) . 41
Nevertheless, the mechanisms controlling spatial selective attention are still poorly understood. 42
Acoustically, in everyday situations, the two ears provide the listener with a listener-specific combination 43 of spatial cues that include interaural time and intensity differences (ITDs and IIDs, respectively), as well 44 as spectral cues caused by acoustical filtering of the pinnae (Blauert, 1997a) . Together, these cues, 45 captured by individualized head-related transfer functions (HRTFs), allow the brain to create a clear, 46 punctate internal representation of the location of sound sources in the environment (Majdak et al., 2019 ; 47 Middlebrooks, 2015) . 48
When only isolated or impoverished spatial cues are present, auditory localization performance degrades 49 and the natural perception of external auditory objects may even collapse into the listener's head 50 (Baumgartner et al., 2017; Callan et al., 2013; Cubick et al., 2018; Hartmann and Wittenberg, 1996) . 51
Nevertheless, degraded or isolated ITDs and IIDs still create a strong sense of lateralization within the 52 head; moreover, even highly impoverished spatial cues can be used to achieve spatial release from 53 speech-on-speech masking, behaviorally (Cubick et . More importantly, it is a puzzle as to why realistic and degraded spatial 58 cues yield at best small behavioral differences in masking release even though spatial perception is clearly 59 degraded when cues are impoverished. 60
Previous electroencephalography (EEG) and magnetoencephalography (MEG) studies have demonstrated 61
that rich spatial cues in sound stimuli lead to different cortical activity compared to using isolated cues 62 (Getzmann and Lewald, 2010). However, the apparently minor behavioral consequences of using 64 unnatural, non-individualized spatial cues on spatial release from masking, combined with the ease of 65 implementing studies with simple, non-individualized spatial cues, led to their wide usage in auditory 66 neuroscience studies (Cusack et implicitly assumed that because listeners were able to use impoverished spatial cues to listen to one sound 72 from a particular (relative) direction, the cognitive networks responsible for controlling spatial attention 73 must be engaged just as they are when listening to rich, natural spatial cues. Nonetheless, it is unclear 74 whether and how engagement of higher-order cognitive processes such as deployment of selective In the IID condition, ITDs were removed from the individualized HRTFs by computing minimum-phase 125 representations of the filters (computed by removing the non-causal part of the cepstrum). Hence, the IID 126 and HRTF conditions provided the same monaural magnitude spectra and thus the same energetic 127 advantage of the ear ipsilateral to the target, although the IID condition removed the naturally occurring 128 group delay between the signals at the two ears present in the individualized HRTFs. In the ITD 129 condition, spatialization was based on simply delaying the signal presented to the contralateral ear by 130 300 µs (roughly the magnitude of the ITD present in the natural HRTFs for the sources used), thus 131 providing no energetic advantage to the ipsilateral ear or spectral cues present in the natural HRTFs. This 132 spatialization method was tested due to its popularity in auditory neuroscience. 133
The auditory cue was a single syllable /ba/ spoken by a low-pitched male voice (F0 = 91 Hz, estimated by 134 Praat software; Boersma, 2001 ). The subsequent target and distractor streams each consisted of three 135 syllables randomly chosen out of the set of three syllables (with replacement). The target stream was 136 spoken by either a female (F0 = 189 Hz) or a high-pitched male talker (F0 = 125 Hz), and the distractor 137 stream was spoken by the other talker. The first syllable of the target and distractor sound overlapped in 138 time, while the latter two syllables were separated by 200 ms, onset to onset (Figure 1 ). To avoid 139 engagement of temporal attention rather than spatial attention, the target stream was equally likely to be 140 leading or lagging, randomly chosen on each trial. In the leading stream, the onsets of all three syllables 141 were separated by 400 ms; in the lagging stream, the onsets of the first and the second syllable were 142 separated by 600 ms, whereas those of the second and the third syllable were separated by 400 ms. All 143 sound stimuli were presented at a sound pressure level of approximately 75 dB. 144 
Task
154
Subjects performed a spatial attention task using a Posner paradigm (Figure 1) (Posner et al., 1980) while 155 listening to sounds over headphones in a sound-treated booth (Eckel Industries, Inc.). Sound spatialization 156 was realized by one of the three spatialization conditions fixed within trials but pseudo-randomized across 157 trials. Subjects were instructed to fixate on a dot at the center of the screen at the beginning of each trial. 158 or right, indicating the direction from which the target sound would come. A target sound started 0.8 s 160
later from the cued location. At the same time a distractor sound started from the opposite location of the 161 target sound. After the sounds finished, a response cue appeared on the computer screen, signaling to the 162 subjects to report the syllable sequence of the target sound using a number keypad. The syllables /ba/, /da/ 163 and /ga/ corresponded to number keys 1, 2, and 3, respectively. The keys were labelled with their 164 corresponding syllables. Feedback about whether or not the subject correctly reported the syllables was 165
given at the end of every trial. 166
Each subject performed 450 randomized trials of this task, divided into 9 blocks each consisting of 50 167 trials. In total, every subject performed 150 trials for each of the three sound spatialization conditions (75 168 trials attending left and 75 trials attending right; half target leading and half target lagging). Prior to the 169 test sessions, all participants received a practice session to get familiarized with the task. Participants with 170 a percentage of correct response below 30% after 3 blocks of training (50 trials per block) were excluded 171 from the study. 172 data were corrected against the average of the two reference channels. Bad channels were marked by 181 manual selection during recording and automatically detected based on joint probability measures oftrials were extracted. Each epoch was baseline corrected against 100 ms prior to the cue onset by 184 removing the mean of the baseline period from the whole trial. ICA artifact rejection was performed with 185
EEG Acquisition and Preprocessing
Eeglab to remove components of eye movements, blinks, and muscle artifacts. The maximum number of 186 independent components rejected for each subject was five. After ICA rejection, bad channels were 187 removed and interpolated. Trials with a maximum absolute value over 80 µV were rejected (Delorme et 188 al., 2007) . Two subjects with excessive artifacts were removed from further EEG analysis because less 189 than 50% of trials remained after thresholding. For the rest of the 18 subjects, at least about two thirds of 190 the trials (minimum was 48 out of 75 trials) remained for each condition after artifact rejection. Trial 191 numbers were equalized within and across subjects by randomly selecting the minimum number of 192 available trials (N = 48) for each condition across the whole recording session. 193 averaged to get the auditory ERP response. We picked these four channels a priori because auditory ERP 206 responses in sensor space are largest in the fronto-central area of the scalp. To quantify the amplitudes of 207 was taken to be the P1 amplitude; the minimum value within the window of 100 to 180 ms after the 209 second syllable onset was calculated to be the N1 amplitude. The values extracted from the selected 210 windows were calculated for each channel and plotted onto a 2D scalp map to generate topography plots. 211
Data analysis
The values of the ERP components from the four selected channels were then averaged and compared 212 across different spatialization conditions. 213
To get the amplitude of alpha oscillations, the preprocessed EEG data was bandpass filtered to the alpha 214 range (8 to 14 Hz) before a Hilbert transform was applied. The magnitude of the resulting data was taken 215 as the extracted alpha power envelope. To get induced alpha power, the alpha power was calculated for 216 single trials first and then averaged across trials (Snyder and Large, 2005) . The time course of alpha 217 power was baseline corrected against 700 ms before the auditory cue onset. GFP (Murray et al., 2008; 218 Skrandies, 1990) constitutes the spatial standard deviation across all scalp electrodes; it has been used as a 219 measurement to quantify the amount of alpha variation across the scalp (Lim et al., 2015) . We calculated 220 the time courses of alpha GFP by taking the standard deviation of alpha power over all electrodes. To 221 quantify the degree of alpha modulation based on direction of attention, we calculated the Attentional 222
Modulation Index (AMI) of alpha power, defined as the alpha power difference between attended left and 223 attended right trials divided by the overall alpha power (Wöstmann et al., 2016) . The AMI of alpha was 224 calculated for each time point, yielding the time course of AMI for each spatialization condition. We then 225 averaged the alpha AMI of each spatialization condition over the 800 ms immediately before stimulus 226 onset (-800 ms to 0 ms, re: onset). This is the period in which the cue has already signaled to the subjects 227 where to orient their spatial attention in preparation for the target sound, but before the speech streams 228 begin. Scalp topographies of the preparatory alpha AMI were plotted for each condition. Hemispheric 229 lateralization of alpha AMI was further compared across spatialization conditions and evaluated as the 230 difference between the left hemisphere and the right hemisphere. Calculated in this way, the AMI is 231 expected to be positive in left and negative in right parietal channels. 232
ANOVAs followed by post-hoc analyses for all significant main effects and interactions using Fisher's 234 least significant difference procedure. We separately tested whether condition means differed 235 significantly from zero using Bonferroni-corrected t-tests (Padj). The Lilliefors test was performed prior to 236 statistical testing to check normality of the data. Data was considered normally distributed at P > 0.05. 237
Prior to statistical analysis of behavioral performance, the percentages of correctly reported syllable were 238 logit transformed in order to obtain normally distributed data. 239
Raw data and analysis scripts are publicly available (Deng et al., 2019) . Figure 3A shows the ERPs evoked by the onset of the second syllable of the attended target sound and the 262 unattended distractor sound, aligning the onsets of the target and distractor syllables to 0 s to allow direct 263 comparison. Stimulus onsets elicited a fronto-central positivity (P1) between 50 to 100 ms followed by a 264 negativity (N1) between 100 to 180 ms ( Figure 3A-B) . The amplitudes of these two components were 265 extracted and the difference between attended stimuli (target sound) and unattended stimuli (distractor 266 sound) was calculated in order to quantify attentional modulation for both the P1 and N1 components 267 ( Figure 3C) . 268 
both ERP components show maxima at the fronto-central sites (black dots) used for evaluation. C. 276
The modulation strength of ERP components was assessed by the amplitude differences between 277 attended and unattended streams. * P < .05; ** P < .01 278
We tested whether P1 responses were significantly larger to attended stimuli than to unattended stimuli 279 separately for each of the three spatialization conditions. Only the HRTF condition showed a significant 280 P1 modulation (t(17) = 3.12, Padj = 0.017); no significant attentional modulation was found in either the 281 ITD (t(17) = 0.50, Padj = 1) or IID conditions (t(17) = 0.06, Padj = 1). Across conditions we found a 282 statistically significant main effect of spatial cue on P1 amplitude modulation (F(2,34) = 3.34, P = 0.047). 283
Post hoc tests showed that attentional modulation was significantly larger in the HRTF condition than in 284 the ITD (t(34) = 2.38, P = 0.023) and IID conditions (t(34) = 2.07, P = 0.046); however, modulation did not 285 differ significantly between the ITD and IID conditions (t(34) = 0.31, P = 0.76) ( Figure 3C ). 286
In all three spatialization conditions, the N1 amplitude was modulated significantly by spatial attention, 287 that is, attended sounds evoked larger N1 amplitudes than unattended sounds (ITD: t (17) To investigate the effect of spatialization on attentional control, we analyzed the power in alpha 293 oscillations during the attentional preparation period (-800 ms to 0 ms), a time period in which listeners 294 knew where to orient spatial attention based on the preceding acoustic cue, but before the sound mixture 295 of competing streams began. We averaged the power in alpha across all trials for each spatialization 296 condition, regardless of where spatial attention was focused, to get a measure of the total engagement of 297 alpha activity. We then compared relative power for different attentional directions. On average across 298 directions of attentional focus, we calculated the time courses of alpha global field power (GFP, Figure  299 4A) and compared within-subject differences of the temporal average within the preparatory time period 300 across spatialization conditions ( Figure 4B ). 
Relationships between Attentional Modulation Metrics
330
Given these consistent effects of spatialization on performance and neural metrics, we explored, post hoc, 331
whether there were ordered relationships in the individual measures of attentional control, including P1 332 modulation, preparatory alpha GFP, and alpha power lateralization. To investigate the relationshipslope relating P1 amplitude to preparatory alpha GFP for each subject, and then performed a paired t-test 335 on the coefficients obtained. No consistent relationship between alpha GFP and P1 amplitudes was 336 observed (t(17) = 0.90, P = 0.38). Correlation analysis was also conducted comparing behavioral accuracy 337 to P1 modulation, defined as the attended P1 amplitude minus unattended P1 amplitude. No consistent 338 relationships between P1 modulation and behavioral performance were observed for any syllable (1st 339 syllable: t(17) = 0.54, P = 0.59; 2nd syllable: t(17) = 0.31, P = 0.76; 3rd syllable: t(17) = 0.69, P = 0.50). 340
Similarly, we did not observe consistent relationships between alpha AMI lateralization and response 341 accuracy for any syllable (1st syllable: t(17) = 0.19, P = 0.85; 2nd syllable: t(17) = 1.39, P = 0.18; 3rd 342 syllable: t(17) = 0.11 , P = 0.91). In addition, no consistent relationship was found between alpha GFP and 343 response accuracy for any syllable (1st syllable: t(17) = 0.65, P = 0.52; 2nd syllable: t(17) = 1.27, P = 0.22; 344 3rd syllable: t(17) = 1.16, P = 0.26). Thus, although there were significant differences in engagement of 345 attention across spatial conditions as measured both behaviorally and neurally, the individual subject 346 differences in these metrics were not closely related. 347
Behaviorally, we found that impoverished spatial cues impair performance on an auditory spatial attention 349 task in a multi-talker scene. We used objective electrophysiological measures to assess whether the 350 naturalness and richness of spatial cues also impacts how strongly auditory spatial attention modulates 351 brain responses. We found that impoverished spatial cues reduce the strength of the evoked and induced 352 neural signatures of attentional control. Specifically, evoked P1 amplitudes and induced alpha oscillatory 353 power showed less attentional modulation for sound stimuli with impoverished spatial cues compared to 354 when spatial cues were tailored to recreate the natural, rich experience of individual listeners. 355 attention suggests that alpha oscillatory activity represents active engagement and disengagement of the 374 attentional network (Samaha et al., 2016) . In addition, a previous somatosensory study revealed that the 375 alpha lateralization is positively correlated to pre-stimulus cue reliability, further suggesting that alpha 376 lateralization reflects top-down control that optimizes the processing of upcoming stimuli (Haegens et al.,  377 2011). Although relatively few studies have investigated alpha activity in audition, studies suggest that 378 alpha control mechanisms are supra-modal rather than sensory specific (Banerjee et al., 2011) . 379
Impoverished spatial cues result in less neural modulation during selective attention
In the current experiment, a pre-stimulus auditory cue directed listeners where to focus attention in an 380 upcoming sound mixture. The cue was spatialized using the same auditory features used to spatialize the 381 accuracy was best in the HRTF condition. The small accuracy improvement over using impoverished 432 cues is seen consistently across subjects. In the first syllable where the target and distractor streams 433 overlap in time, the HRTF condition yielded a 13% increase in accuracy over the ITD condition, but is 434 comparable to performance in the IID condition. In the two staggered syllables, accuracy in the HRTF 435 condition is greater than in the ITD and IID conditions by only about 6% and 1%, respectively. These 436 differences in behavioral performance across syllables suggest that the characteristics of sound stimuli 437 influence the difficulty of the task and may affect the behavioral advantages of having richer, more robust 438 spatial cues (Kidd et al., 2010). Concordantly, a previous study with complex tone stimuli has shown 439 much larger differences in behavioral performance, up to 20% (Schröger, 1996) , whereas studies 440 presenting speech stimuli in a multi-talker environment yielded no behavioral advantage of having 441 combined cues compared to impoverished cues (Glyde et al., 2013) . These behavioral discrepancies, in 442 combination with our neural findings, indicate that behavioral performance alone is not a sensitive metric 443 for determining whether cortical networks controlling spatial selective attention are fully engaged. 
