ABSTRACT Spherical arrays have been widely used in direction-of-arrival estimation in recent years, and most algorithms in the spherical harmonics domain typically simultaneously obtain the 2-D angles. In this paper, we first use the structured least squares (SLS) to improve the performance of the decoupled spherical harmonics estimation of the signal parameter via rotational invariance technique (D-SHESPRIT) and propose D-SHESPRIT-SLS. Second, we derive the mean square error of the proposed algorithm and compare estimated results with theoretical results. The simulation results demonstrate the satisfactory performance of the proposed method.
I. INTRODUCTION
The direction-of-arrival (DOA) estimation of source signals arriving at an array of sensors is a key research topic in the signal processing [1] . It plays an important role in applications such as radar, sonar, radio astronomy, geophysics, and speech processing [2] , [3] . The development of DOA estimation algorithms can be mainly summarized as the beamformer methods [4] , [5] , subspace-based methods, maximum likelihood (ML) methods [6] , [7] , and sparse recovery methods [8] , [9] . The beamformer algorithms have Rayleigh limit and low resolution, the ML methods require large amount of computational load, and the estimation accuracy and computational complexity of the sparse recovery methods depend on the division of the grids. The sparse recovery methods can achieve higher accuracy if the interval of the grids is smaller, but the computational complexity will be much larger. Therefore, the high-resolution subspace estimation schemes have attracted considerable attention, such as the multiple signal classification (MUSIC) [10] , root-MUSIC [11] , and the estimation of signal parameter via rotational invariance technique (ESPRIT) [12] . These methods using ULAs can provide only one-dimensional (1-D) DOA estimates [13] , [14] . To fulfill the actual requirement of providing two-dimensional (2-D) angle information, some methods have been extended to the uniform circular arrays (UCAs), which provide 360 azimuthal coverage and additional elevation angle information [15] - [17] . Based on the nature of the array structure, some researchers proposed the decoupled algorithms to obtain the improvement in the number of estimated sources, the estimation accuracy and so on. A decoupled estimation method using two parallel uniform linear arrays (TP-ULAs) was proposed [18] . This method transforms the 2-D DOA estimation problem into two 1-D DOA estimation problems. Zheng et al. proposed a decoupling 2-D DOA estimation method based on the L-shaped array [19] . One of the angles is estimated using the polynomial rooting technique, and the other is obtained based on the special configuration of the L-shaped array.
Although UCAs can obtain 2-D DOA estimation, the elevation cannot be accurately estimated because the sensors are distributed in the azimuthal plane only. Spherical arrays have become a focus of research in recent years [20] , [21] owning to their high estimation accuracy for both elevation and azimuth simultaneously using spatial symmetrical geometry configurations. Therefore, many existing DOA estimation techniques were reformulated in the spherical harmonics domain. Li et al. proved that the spherical harmonics MUSIC (SHMUSIC) algorithm performed better than UCA-MUSIC [22] . Furthermore, a real-valued SHMUSIC, which can reduce the computational complexity using real-valued operations, was proposed [23] . However, this method imposes a significant computational burden because of the 2-D peak search. Kumar et al. proposed the spherical harmonics root-MUSIC (SHRMUSIC) method [24] . SHRMUSIC can avoid the peak search, but it can achieve azimuth estimation only with a determined elevation. The spherical harmonics ESPRIT (SHESPRIT) was also developed, which uses a recurrence relationship of spherical harmonics [25] , [26] , and this approach was proved to perform better than UCA-ESPRIT [27] . SHESPRIT can avoid peak search and provide 2-D DOA estimation. In addition, unlike ULA-ESPRIT and UCA-ESPRIT, which depend on the array structure, SHESPRIT relies only on the recurrence relation of spherical harmonics instead of the array configuration.
Most studies about ESPRIT typically solve equations via least squares (LS) or total least squares (TLS) to obtain the DOA estimation. However, LS is not optimal because the estimation errors exist in the shift invariance equations. The TLS solutions take the errors into account, but this method ignores that the estimation errors on both sides of the shift invariance equation are not independent. Vaccaro et al. presented a new state-space approach that first solves the LS problem, then constructs an error covariance matrix for the LS problem by using a first-order perturbation expansion, and finally solves for the underlying subspace in a weighted least squares sense [28] . Abatzoglou et al. developed constrained and structured TLS techniques to solve the invariance equation [29] . These techniques are formulated as quadratic minimization problems subject to quadratic constraint equations. The required minimizations must be performed via an iterative procedure. Haardt proposed to use structured least squares (SLS) to solve the invariance equation by preserving its structure [30] . If SLS is initialized with the least squares solution of the invariance equation, only one iteration is performed to achieve a significant improvement of the estimation accuracy. Therefore, the proposed estimation scheme is not iterative in nature. These studies are based on ULAs.
Recently, we proposed a two-stage decoupled approach (TDSA) based on the real spherical harmonics [31] . At the first stage, we use unitary SHESPRIT (U-SHESPRIT) to estimate the elevation. Secondly, the unitary SHRMUSIC (U-SHRMUSIC) is used to obtain the azimuth estimation because the number of azimuths that can be detected by U-SHESPRIT is too small to meet the practical requirements. In this paper, we propose the decoupled SHESPRIT using SLS (D-SHESPRIT-SLS) based on the method we already proposed in [32] . We name the method in [32] as the decoupled SHESPRIT (D-SHESPRIT) in this paper. The contributions can be summarized as follows:
1) D-SHESPRIT-SLS, which is not iterative in nature with only one ''iteration'', is used to further improve the estimation accuracy of D-SHESPRIT.
2) The proposed method overcomes some shortcomings of the conventional ESPRIT-type algorithms that SHESPRIT fails when the elevation approaches 90 • .
3) We derive the mean square errors (MSEs) of the proposed methods and compare the theoretical results with the estimated results. The MSE can demonstrate the performance of our algorithms.
The remainder of this paper is organized as follows. Section 2 provides the data model using the spherical array. Section 3 describes the proposed approach to estimate the elevation and azimuth. Section 4 shows the derivation of the MSEs and the performance analysis. Finally, the simulation results illustrate the performance of our proposed methods in Section 5. Conclusions are drawn in Section 6.
II. DATA MODEL
We consider an L-sensor spherical array with radius r, assuming no mutual coupling among the sensors. The location of the l-th sensor is described as 
x(t) = A( )s(t) + n(t).
(1) where
∈ C L×D is the signal vector, and
is the vector of additive Gaussian white noise (AGWN).
The output after spherical harmonic decomposition is expresses as [33] 
where 2 ,N is the highest order of the spherical harmonic decomposition, kr in b n is omitted here for notational simplicity, b n (kr)is the far-field mode strength, k = 2ęÐf /c is the wavenumber of the signal, f is the VOLUME 6, 2018
frequency, c is the speed of sound, Y( ) is a D × W spherical harmonic matrix, whose d-th row is given by
. (3) and Y m n (·) is the spherical harmonic [33] . Next, we apply the spherical Fourier transform (SFT) on the output and considering the orthogonality relation Y H ( )αY( ) = I W [21] , we obtain the model in the spherical harmonics domain:
where
is the sampling weight of the sampling scheme [21] , and I W is a W × W identity matrix. We multiply (4) from the left by B −1 (kr) to make the steering matrix frequency-independent. The data model is expressed as
, and n(t) = B −1 (kr) n (t). The covariance matrix is described as
where R s = E{s(t)s H (t)}, R n = E{n(t)n H (t)}, and in A is omitted for national simplicity.
III. PROPOSED ALGORITHMS A. ELEVATION ESTIMATION USING D-SHESPRIT-SLS
First, we use D-SHESPRIT method to obtain the elevation estimation. Then, we use the results obtained by SLS to make the estimation more accurate. The recurrence relation to estimate the elevation is described as
where [34] . By analyzing (7), we obtain three sub-matrices A (q) = O (q) A, where q = 0, 1, 2 and O (q) are the selection matrices. According to (5), the d-th column in A is expressed as
. To express the selection rules clearly, we define n 0 = 0, · · · , N − 2, n 1 = 1, · · · , N − 1, and n 2 = 2, · · · , N . Therefore,O (0) selects all elements in a n 0 d ; O (1) selects 2n 1 −1 elements from the second row to the 2n 1 -th row in a n 1 d ; and O (2) selects 2n 2 − 3 elements from the third row to the (2n 2 − 1)-th row in a n 2 d . Therefore, (7) is described in matrix form as:
.
(0)
(1)
To obtain the elevation estimation in (8), we construct the relation between the steering matrix and the signal subspace. Based on (6), we obtain span{A} = span{ U s },where U s ∈ C W ×D is the signal subspace obtained by the EVD of R c . Therefore, the signal subspace can be related to the steering matrix A by
where T is a D × D full-rank matrix. Thus, we select the rows from the signal subspace according to the row indices in A (q) as S
T and obtain the shift invariance equation as
∈ C (N −1) 2 ×D , and S
is the coefficient matrix. is obtained as follows:
).
The equation (14) is obtained by LS, which assumes that the subspace is obtained without perturbation. Here, SLS assumes that the entries of U s have estimation errors. First, we define an equation as
where U = U s + U s , = + , U s and are the estimation errors in the signal subspace and DOA information, respectively. Afterwards, given an initial value for U s , SLS determines U s and by minimizing the following expression:
where α = √ σ/(βL) is a weighting factor, σ denotes the number of rows in S
, and β is a constant, which is more than 1.
Assuming that the matrix at the iteration step can be expressed as (2) . Therefore, we obtain the matrix at the (τ + 1)-th iteration as
where the second-term O (1) U τ τ has been neglected. Let vec/F a×b / denote a vector-valued function as
where F(:, b) is the b-th column of the matrix F. The operation vec{·} owns an important property. For the matrices P 1 ∈ C p 1 ×p 2 , P 2 ∈ C p 2 ×p 3 , and P 3 ∈ C p 3 ×p 4 , we obtain
where ⊗ denotes the Kronecker matrix product [35] . Thus, applying vec{·} to (17), we obtain
In addition, let us define
so that
Based on (20) and (22), the minimization problem in (16) becomes
where · 2 denotes 2-norm and
SLS needs an initial estimate of the matrix in addition to the initial basis of the estimated signal subspace U 0 for τ = 0 before one iteration. We usually choose 0 = L S and U 0 = U s . Therefore, we obtain the estimation error 1 after one iteration, and (14) is replaced by 1 = + 1 . We compute the eigenvalues V d = cosθ d of d ; then, the elevation is easily estimated aŝ
B. AZIMUTH ESTIMATION USING D-SHESPRIT-SLS
We conclude another recurrence relation for azimuth estimation as
where J m n = [(n+m)(n+m−1)/((2n+1)(2n−1))] ( 1/2) [34] . Next, three sub-matrices A (p) = (p) A are obtained, where p = −1, 0, 1, and (p) are the selection matrices. Similar to O (q) , (−1) selects all elements in a n 0 d ; (0) selects 2n 1 − 1 elements from the third row to the (2n 1 + 1)-th row in a n 1 d ; and (1) selects 2n 2 − 3 elements from the third row to the (2n 2 1)-th row in a n 2 d . Then, (26) is described in matrix form as
. (30) Then, we obtain the shift invariance equation using the signal subspace S (p) = (p) U s :
, and S (0) is the coefficient matrix. X is obtained using LS as follows:
Similar to the elevation estimation using D-SHESPRIT-SLS, we obtain the estimation error X by solving
We compute the eigenvalues V d = e −jφ d sinθ d of X 1 = X + X after one iteration and obtain the azimuth as follows:
The procedure of D-SHESPRIT-SLS is listed in Table 1 .
IV. PERFORMANCE ANALYSIS
In this section, we analyze the performances of D-SHESPRIT and D-SHESPRIT-SLS in the estimation accuracy and some other aspects. 
A. MSE
First, we use the MSE to characterize the theoretical error of the algorithms. The noise-free array output can be described as
which is called the direct-data matrix [36] , [37] . Its singular value decomposition (SVD) is expressed as
and T is the number of snapshot.
In a noisy environment, X nf is perturbed by the AGWN as
where S = [s(1), · · · , s(T )], N = [n(1), · · · , n(1)] and the SVD can be written as
According to [38] , the signal and noise subspaces gotten by SVD are the same as those obtained by EVD. Note that
where U s and U n are the perturbations of signal and noise subspaces, respectively. We obtain the subspace perturbation as
The derivation of (44) can be seen in [37] . We utilize the elevation estimation using D-SHESPRIT-SLS as an example. According to [39] , the estimation error via LS is computed as
where q d and v d are the left-and right-eigenvectors of ,
, and are the eigenvalues. We obtain an explicit expression for the MSE as
, and M describes the linear mapping between u s = vec{ U s } and n = vec{N} as
Afterwards, we derive the similar expression of the SLS-based method. According to [30] , we only consider one iteration. Since our analysis is asymptotic in the effective SNR, we assume α = 0, i.e., no regularization, because regularization is typically not needed for high SNRs. Therefore, (23) is expressed as
. (50) where
Because (50) is linear, its solution is
To obtain a first order perturbation expansion for δψ SLS , we rewrite f LS with respect to u s as
Next, we need to consider H + SLS . Note that H SLS can be seen as an estimate of the matrix H SLS as 
We rewrite (57) to extract only ψ because u s,SLS is not directly needed at only one iteration. Note that H
We then extract ψ SLS by skipping the second block of H H SLS as
Therefore, the estimate error in after SLS is
Substituting (60) into (45), we obtain
And this equation can be simplified into
Finally, we obtain the MSE expression for elevation estimation using D-SHESPRIT-SLS as
The MSE of the azimuth estimation using D-SHESPRIT-SLS is derived similarly to (64) as
wherê 
B. OTHER COMPARISONS
The SHESPRIT algorithm, which computes the elevation from the inverse tangent of the eigenvalue [25] , [27] , typically fails when the elevation approaches θ = π/2 because the corresponding eigenvalue approaches infinity. The D-SHESPRIT-SLS method can avoid this problem because they obtain the elevation from the inverse cosine of the eigenvalue.
According to (13) , the coefficient matrix S Therefore, the number of sources that can be detected by D-SHESPRIT-SLS is D = (N − 1) 2 . However, SHESPRIT can estimate N 2 /2 sources at most [27] . In [31] , the method will fail if the number of sources that have the same elevation is more than 2N . This problem can be avoided by D-SHESPRIT-SLS.
In the aspect of the computational complexity, although D-SHESPRIT-SLS needs iteration based on the estimation results of D-SHESPRIT, it uses only one iteration of SLS [30] . Therefore, the additional computation complexity cost by D-SHESPRIT-SLS is not very high.
V. SIMULATIONS
In this section, we present some simulation results to compare the performance of SHESPRIT, D-SHESPRIT, and D-SHESPRIT-SLS. We use a spherical array of radius r = 4.2, and the number of sensors is 32, which are uniformly distributed on a rigid sphere [21] . The spherical harmonics order is N = 4. To avoid aliasing errors, kr should be less than N . The signals in the following examples are far-field narrowband signals simulated by MATLAB. These simulations are performed using MATLAB 2015b running on the Intel i3, 3.70 GHz processor with 8 GB memory, under Win10 system.
Example 1: First, we use the root mean square error (RMSE) is used to evaluate the DOA estimation accuracy. The Cramer Rao bound (CRB) defines the ultimate accuracy of any unbiased estimation procedure [40] . To verify the performance of our proposed approaches, we compare the RMSEs of D-SHESPRIT and D-SHESPRIT-SLS with that of SHESPRIT and CRBs.
We obtain the RMSEs of the algorithms versus SNR varying from 0 dB to 20 dB. The number of snapshots is set as 200. Two uncorrelated signals impinge on the spherical array from (58 • , 60 • ) and (70 • , 82 • ), respectively. Fig. 2 shows the RMSE results of elevation and azimuth estimations with 300 independent Monte Carlo trials. D-SHESPRIT-SLS is better than SHESPRIT and D-SHESPRIT.
In addition, the performance of D-SHESPRIT-SLS is similar to that of the method in [31] . We also compare the computation time of D-SHESPRIT-SLS and method in [31] . After one Monte Carlo trial, D-SHESPRIT-SLS costs 0.02s while the method in [31] needs 2.58s. Note that the cost time of D-SHESPRIT-SLS contains the process of D-SHESPRIT and SLS after one iteration. The method in [31] costs more time than D-SHESPRIT-SLS because the second stage in [31] needs to compute 4N roots every trial.
Example 2: Moreover, we compare the theoretical results given by (64) and (65) We can observe that the simulated results are consistent with the analytic expectations.
Example 3: In this example, we compare the number of signals that can be estimated using different algorithms. The maximum number of sources that can be detected is analyzed in Section IV-B, and the results are shown in Fig. 4 . We observe that both D-SHESPRRT and D-SHESPRRT-SLS can estimate more signal than SHESPRIT, particularly when N ≥ 3. Since the selected value of N is seldom smaller than 3, the proposed methods are more satisfactory. Considering the array order is N = 4, the maximum number of sources that D-SHESPRIT can detect is 9. Table 2 shows the DOAs we assume of 9 uncorrelated signals and the estimated results. The number of snapshots is set as 200, and SNR = 20 dB. From the table, we observe that D-SHESPRIT can successfully estimate all sources.
Example 4: To compare the performance of the algorithms in different snapshots, we fix the SNR at 10 dB; the number Fig. 5 , indicate that the RMSEs decrease with the increasing number of snapshots. D-SHESPRIT-SLS has the best performance in both elevation and azimuth estimations.
Example 5: The resolving power is used to verify the smallest separation among the incident signals for which the algorithm can still distinguish them. First, we test the resolving power of elevation. We set one signal at (45 • , 68 • ), and another signal varies from (48 • , 68 • ) to (52 • , 68 • ) by 1 • with SNR = 15 dB. According to [41] , the two signals are resolved if max d=1,2 {|θ d − θ d |} is less than |θ 1 − θ 2 |/2, wherê θ d is the estimated elevation of the d-th signal. As determined from 200 Monte Carlo runs, the resolution probability of elevation is shown in Fig. 6 (a) . D-SHESPRIT-SLS has the best resolution probability, and D-SHESPRIT performs better than SHESPRIT. Similarly, we set one signal at (70 The resolution probability of the azimuth is shown in Fig. 6 (b) . D-SHESPRIT-SLS clearly has the best azimuth resolution probability in this setting.
VI. CONCLUSIONS
This paper presents the D-SHESPRIT-SLS algorithm for DOA estimation using spherical arrays. D-SHESPRIT-SLS can decouple the elevation and azimuth estimation using new recurrence relations and obtain higher accuracy than conventional SHESPRIT. The D-SHESPRIT-SLS can further improve the performance of D-SHESPRIT because this method takes the relationship of the estimation errors between both sides of the shift invariance equation into account. Unlike most studies, which study the performance based on simulations, we summarize the MSEs of our proposed methods to illustrate the effectiveness. In the future, we plan to focus on the DOA estimation under high-reverberation conditions and consider the mutual coupling among the elements of spherical arrays.
