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Abstract
This paper extends the previous work of the authors on recursive Gröbner basis techniques
in coding theory, Padé approximation, partial realization, interpolation, and modelling dis-
crete-time behaviours. We present a general algorithm, applicable to a wide range of con-
strained interpolation problems in coding theory and systems theory, including list decoding
and M-Padé approximation. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let F be a field and let A be the ring of polynomials F [x1, . . . , xn] in n indeter-
minates over F. We present a recursive approach to deriving Gröbner bases for sub-
modules of the free module Aq . In [16], we developed a general recursive algorithm
for solving systems of congruences of the form
q∑
i=1
bihik ≡ 0 mod I (k), k = 1, . . . , p, (1)
where hik ∈ A and the I (k) are ideals in A. The vectors b = (b1, . . . , bq) that solve
such a system form a submodule of Aq . This extended the work of Fitzpatrick
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[8,9,11] where algorithms were developed to deal with special cases such as Padé
approximation, interpolation, partial realization, and decoding alternant (error cor-
recting) codes. These applications were extended in [16] to include the modelling of
discrete-time behaviours.
In this paper we further extend our techniques to congruences of the form
H(k)(b) ≡ 0 mod M(k), k = 1, . . . , p, (2)
where b ∈ Aq , M(k) are A-modules, and the H(k) are functions H(k) : Aq → M(k).
The main idea is to extend the results of [16], where the H(k) were essentially
linear combinations, to more general homomorphisms and origin shifts. We
choose these functions so that, again, the solution vectors form a submodule of
Aq . Also, the congruences are now solved modulo modules M(k) rather than ide-
als. Since the main algorithm produces a Gröbner basis relative to any specified
term order, we are free to choose an order that reflects specific problem constraints.
We present applications of the algorithm to degree constrained interpolations in
systems theory and to list decoding in coding theory. While it is intended primar-
ily as a computational tool, the algorithm can produce closed solutions in certain
cases.
In Section 2, we give some background and notation on Gröbner bases, Section 3
is devoted to the general algorithm, Section 4 to a discussion of degree constraints,
and Sections 5 and 6 describe the applications to M-Padé approximation, and list
decoding, respectively.
2. Definitions and notations
In this section we introduce some notation and terminology on Gröbner bases.
This theory is now well-established and the interested reader is referred to [1,2,4],
where detailed treatments and comprehensive references to original sources may be
found.
The standard basis vector with 1 in position i and 0 elsewhere (and length defined
by the context) is denoted ei . A term in Aq is a vector of the type X = Xei , where
X = xt11 xt22 · · · xtnn is a term in A. Thus a term in Aq is a vector all of whose compo-
nents are 0 except for one which is a term in A. A term order in Aq is a total order <
on terms satisfying
(i) X < ZX for each term X in Aq and each term Z /= 1 in A,
(ii) if X < Y, then ZX < ZY for all terms X,Y in Aq and each term Z in A.
An example of such a term order is obtained as follows. Let <lex denote lexicograph-
ic order in A and define X = Xei < Y ej if either i < j or i = j and X <lex Y . This
is a position-over-term (or POT) order.
For non-zero f ∈ Aq we may write
f = a1X1 + · · · + arXr , (3)
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where ai are non-zero constants and Xi are terms satisfying X1 > X2 > · · · > Xr .
The leading term lt(f) of f is X1, and the leading coefficient lc(f) is a1. These defini-
tions are extended to all of Aq by setting lt(0) = 0, lc(0) = 0. For example, with n =
2, q = 3, x1 <lex x2, and f = (x21x2 + 3x31 , x2 + 1, 2x1), and using the POT order
defined above, we find that
f = 2x1e3 + x2e2 + e2 + x21x2e1 + 3x31e1
has leading term x1e3 and leading coefficient 2. As usual supp(f) = {X |X is a term,
the coefficient of X in f is non-zero}.
If X = Xei and Y = Y ej are terms in Aq , we say X divides Y provided i = j and
X divides Y in A, that is, if there is a term Z (the quotient) in A satisfying ZX = Y. A
set of non-zero vectors G = {g1, . . . , gr} contained in the submodule M is called a
Gröbner basis of M if for all f ∈ M there exists i ∈ {1, . . . , r} such that lt(gi ) divides
lt(f). In particular, G is a basis of M.
We say that a Gröbner basis is strictly ordered if there are no duplicates among
its leading terms (although some may be multiples of others), and its elements are in
increasing order of leading term. Any Gröbner basis can be converted to a strictly or-
dered Gröbner basis by simply deleting any element whose leading term is the same
as that of another element (choosing arbitrarily in case of ties). In the algorithms
presented here we will use a generic function ord which returns a strictly ordered
Gröbner basis ord(G) for any Gröbner basis G (no difficulty arises as a consequence
of any lack of uniqueness). A Gröbner basis is minimal if none of its elements has
leading term a multiple of the leading term of another of its elements. Again, any
Gröbner basis can be converted into a minimal Gröbner basis simply by deleting
appropriate elements. It is often more efficient, although not strictly necessary, to
define the function ord so that it constructs ordered minimal Gröbner bases (see
Example 6.2), but in some situations such bases are not appropriate (see Algorithm
6.5 and Example 6.6) and so we do not adopt them universally.
Each f ∈ M has a standard representation, with respect to a Gröbner basis G =
{g1, . . . , gm}, of the form f =∑mi=1 aigi , where ai ∈ A and lt(figi )  lt(f), 1  i 
m. A minimal element in a submodule M ⊆ Aq is one whose leading term is least
among the elements of M, under the given term order <. It is unique up to a constant
multiple and must appear in any Gröbner basis relative to <.
We require several different types of degree. The multidegree (Xβ) of a term
Xβ = xβ11 xβ22 · · · xβnn ∈ A, βj ∈ N0, 1  j  n, is defined by (Xβ) = β. If < is
a term order on A, the multidegree of f ∈ A is given by (f ) = (lt(f )). More
generally, if < is a term order on Aq and lt(f) = Xβei , then (f) = β. Next, if α =
(α(1), . . . , α(q)) ∈ (Nn0)q , we define λ = λα by Xλ = lcm{Xα
(1)
, . . . , Xα
(q)}. Then
the α-modified multidegree of f, where the leading term of f is Xβei , is defined as
α(f) = β + λ− α(i). It will often be convenient to identify a term order on A with
the corresponding total order on Nn0, that is, X
β < X
γ if and only if β < γ , and we
adopt this convention without further mention.
536 H. O’Keeffe, P. Fitzpatrick / Linear Algebra and its Applications 351–352 (2002) 533–551
Example 2.1. In Section 4, we require a term order, based on the modified mul-
tidegree, defined as follows. First select an arbitrary but fixed term order <1 on A
and let tb denote an arbitrary, fixed tie breaking function on {1, . . . , q}. Let α =
(α(1), . . . , α(q)) be fixed, and let U = XβU , V = XβV . Define < by
Uei < V ej
when α(Uei ) <1 α(V ej ) (4)
or α(Uei ) = α(V ej ) and tb(i, j) = i.
The proof that this is a term order is given in Lemma 4.3.
Finally, for use in Section 6, if f =∑i,j fij xiyj ∈ F [x, y] and a, b are posi-
tive integers we define the (a, b)-degree of f by %(a,b)(f ) = max{ai + bj | xiyj ∈
supp(f )}, and use the standard term total degree for the (1, 1)-degree (no confusion
will arise between these uses of the symbol %). Also, in that section we will write
g for the degree of a 1-variable polynomial g.
Example 2.2. The (a, b)-degree can be used to construct term orders in F [x, y]
in which the terms are first ordered by (a, b)-degree, and then by some suitable tie
breaker such as the degree in y. If (a, b) = (2, 3), this leads to the following order:
1 < x < y < x2 < xy < x3 < y2 < x2y < x4 < xy2 < · · ·
3. The general algorithm
We first describe the incremental step of our algorithm in the following theorem.
This will be applied to submodules M',M'+1 of an A-module M, with M' ⊇ M'+1,
such that, for each s, 1  s  n, there exists βs ∈ F satisfying
(xs − βs)M' ⊆ M'+1. (5)
We also require, for each ', an F-homomorphism
θ' : M' → F (6)
with ker(θ') = M'+1.
While the theorem and algorithm strongly reflect the corresponding elements in
[16], the new setting significantly extends the applicability of the results (as will
be seen in Sections 5 and 6). The proof is a fairly straightforward generalization of
that in [16], but is included to make this paper relatively self-contained. If W is an
ordered set, then W[j ] denotes its jth element.
Theorem 3.1. Let M be an A-module and let M' ⊇ M'+1 be submodules of M sat-
isfying (5) and (6) for suitable βs, θ'. Let H : Aq → M be an F-linear function such
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that for each s, 1  s  n there exists γs ∈ F satisfying
H(xsb) = (xs + γs)H(b)
for all b = (b1, . . . , bq) ∈ Aq . Let S ⊆ Aq be a submodule satisfying
H(b) ≡ 0 mod M' for all b ∈ S (7)
and let S′ ⊆ S be the set of elements satisfying
H(b) ≡ 0 mod M'+1. (8)
Then S′ is a submodule of Aq .
If W is a strictly ordered Gröbner basis of S relative to a term order <, then a
Gröbner basis W′ of S′ relative to < can be constructed as follows:
Define αj :=θ'(H(W[j ])) for 1  j  |W|.
If αj = 0 for all j then
W′ =W
otherwise
j∗ := least j for which αj /= 0
W1 :={Wj : j < j∗}
W2 :={(xs − (βs + γs))W[j∗] : 1  k  n}
W3 :={W[j ] − (αj /αj∗)W[j∗] : j > j∗}
W′ :=W1 ∪W2 ∪W3
Proof. If b ∈ S′, then H(xsb) = (xs + γs)H(b) ≡ 0 mod M'. Thus, H(Xb) ∈ S′
for any term X. From the F-linearity of H it follows straightforwardly that S′ is a
submodule.
By definition, H(W[j ]) ∈ M', so if αj = 0, for all j, then W ⊆ S′, so S′ = S.
Thus suppose some αj /= 0 and let j∗ be as defined. If j < j∗, then clearly W[j ] ∈
S′. Next, H(W[j∗]) ∈ Ml , so H((xs − γs − βs)W[j∗]) = (xs − βs)H(W[j∗]) ∈
M'+1, by (5), and hence (xs − (βs + γs))W[j∗] ∈ S′. Finally, for j > j∗,
θ'(H(W[j ] − (αj /αj∗)W[j∗]))
= θ'(H(W[j ])− (αj /αj∗)H(W[j∗]))
= θ'(H(W[j ]))− (αj /αj∗)θ'(H(W[j∗]))
= αj − (αj /αj∗)αj∗ = 0.
So W[j ] − (αj /αj∗)W[j∗] ∈ S′ by (6). We have now proved that W′ ⊆ S′.
We show that W′ is a Gröbner basis as follows. By assumption, lt(W[i]) /=
lt(W[j ]), when i /= j. Now, lt((xs − (βs + γs))W[j∗]) = xs lt(W[j∗]) and
lt(W[j ] − (αj /αj∗)W[j∗])) = lt(W[j ]), j > j∗. Let f ∈ S′ ⊆ S. Then lt(f) is di-
visible by some lt(W[j ]). If j /= j∗, then lt(f) is divisible by the leading term of an
element of W′.
Thus, we may suppose that lt(W[j∗]) is the only leading term of the basis el-
ements W[j ] that divides lt(f). We show that xs lt(W[j∗]) also divides lt(f) for
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some s. Consider the standard representation f =∑j∈J fjW[j ], with fj /= 0, and
J ⊆ {1, . . . , |W|}. By definition of this representation, and by the assumption on
lt(W[j∗]), it follows that j∗ ∈ J , lt(f) = lt(fj∗W[j∗]), and lt(fjW[j ]) < lt(f) for
j /= j∗. Let Xj , j ∈ J , be terms in A such that lt(fjW[j ]) = Xj lt(W[j ]). Thus
Xj lt(W[j ]) < Xj∗ lt(W[j∗]). Suppose that there is some j ∈ J with j > j∗. If
Xj∗ = 1, then
Xj lt(W[j ]) < lt(W[j∗])  Xj lt(W[j∗]),
which contradicts the increasing order of W. Hence Xj∗ /= 1, so xs lt(W[j∗]) di-
vides lt(f) for some s. Otherwise, J ⊆ {1, . . . , j∗} and
f −
j∗−1∑
j=1
fjW[j ] = fj∗W[j∗]
lies in S′. Therefore fj∗ /= 1 since W[j∗] /∈ S′. As a consequence, Xj∗ /= 1 and
again xs lt(W[j∗]) divides lt(f) for some s. This completes the proof. 
We can apply this result, in particular, when H is an A-homomophism (that is,
when γs = 0 for all s), and when M = A and M',M'+1 are ideals. This is the situa-
tion studied in [16], where the functions H(k) were defined with reference to vectors
h(k) ∈ Aq so that H(k)(b) = h(k) · b (dot product).
The solution set T of (2) is a submodule ofAq provided the conditions of Theorem
3.1 are satisfied. In this case we may approach the solution module by a sequence of
approximations, as follows. Suppose that for each k we have a descending chain of
modules
M
(k)
0 , . . . ,M
(k)
' , . . . ,M
(k)
Nk
= M(k)
and suitable constants β, γ and homomorphisms θ so that each pair M(k)' ⊇ M(k)'+1,
together with the function H(k) satisfies the conditions of Theorem 3.1. Let
(j1, . . . , jp) ∈ {1, . . . , N1} × · · · × {1, . . . , Np}. We define T(j1,...,jp) to be the sub-
module satisfying
H(k)(b) ≡ 0 mod M(k)jk for all k ∈ {1, . . . , p}. (9)
Let L =∑pk=1 Nk , and set T (0) = T(0,...,0), T (L) = T(N1,...,Np). We will define a de-
scending chain of modules T (0) ⊇ · · · ⊇ T (L). Beginning with an initial strictly or-
dered Gröbner basis for T (0) we will use the incremental step to determine a Gröbner
basis for the next module in the sequence. If jk  j ′k for all k ∈ {1, . . . , p}, then
T(j1,...,jp) ⊇ T(j ′1,...,j ′p). A situation, arising frequently in applications, occurs when
M
(k)
0 is the image of H
(k) for at least one k ∈ {1, . . . , p}. Then the standard basis of
Aq , ordered with respect to <, is a suitable initial basis.
Now suppose that we have a strictly ordered Gröbner basis for T (i) = T(j1,...,jp).
Then, providing j ′k = jk + 1 for exactly one k ∈ {1, . . . , p}, and j ′k = jk otherwise,
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the incremental step provides a Gröbner basis for T (i+1) = T(j ′1,...,j ′p), where we se-
lect M' = M(k)j , M'+1 = M(k)j+1 along with the corresponding constants β, γ and
the homomorphism θ . The resulting Gröbner basis is then converted into a strictly
ordered Gröbner basis by the function ord. Thus the solution module T (L) can be
approached along different sequences of modules. In Algorithm 3.2 the choice of
sequence is implemented by the function nextmod.
Algorithm 3.2.
Input
functions H(k)
constants γ (k)s , 1  k  p, 1  s  n
modules M(k)' and homomorphisms θ
(k)
' , 1  k  p, 0  '  Nk
constants β(k)s , 1  k  p, 1  s  n
< a term order on Aq
T (0) the initial module
W0 a strictly ordered Gröbner basis of T (0)
Output
W a strictly ordered Gröbner basis of the submodule T (L)
Main Routine
W :=W0
For module from T (0) to T (L)
(k, θ') = nextmod(module)
αj :=θ'(H (k)(W[j ])) for j ∈ [|W|]
If αj = 0 for all j then W′ :=W
else
j∗ := least j for which αj /= 0
W1 :={Wj : j < j∗}
W2 :={(xs − (β(k)s + γ (k)s ))W[j∗] : 1  s  n}
W3 :={W[j ] − (αj /αj∗)W[j∗] : j > j∗}
W′ :=W1 ∪W2 ∪W3
W :=ord(W′)
4. Degree constraints
Many problems arising in practice further constrain the required solutions by im-
posing limits on their degrees. We present a term order which, when used in con-
junction with the incremental step, allows these solutions to be identified.
Let <1 be a term order on A. A term order < on Aq is said to be compatible with
<1 if aei < bei whenever a <1 b. The following lemma will be used freely in the
sequel. (In fact, this can be viewed as an alternative definition of a compatible term
order—see [5, p. 341].)
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Lemma 4.1. If lt1(h) is the leading term of h ∈ A with respect to <1 and lt(g) is
the leading term of g ∈ Aq with respect to a term order <, which is compatible with
<1, then
lt(hg) = lt1(h)lt(g).
Proof. Let lt1(h) = u, lt(g) = wek . By the definition of term order, every term
vej ∈ supp(g) satisfies
uvej < uwek.
Every term t ∈ supp(h) satisfies t <1 u. So, by compatibility,
tej < uej
and, hence, by the definition of term order,
tvej < uvej .
Now every term in hg has the form t (vej ) for t ∈ supp(h), vej ∈ supp(g) and
t (vej ) = (tv)ej < (uv)ej <q (uw)ek.
So (uw)ek = lt(hg) as required. 
The next example shows that not all term orders on Aq are compatible with some
term order on A.
Example 4.2. Let A = F [x, y] and q = 2. If <1 is any term order with x < y (such
as a lexicographic order) and <1′ is any term order with y < x (such as a different
lexicographic order), we can define a term order <2 on F [x, y]2 by X1ei <2 X2ej if
(i < j ) or (i = j = 1 and X1 <1 X2) or (i = j = 2 and X1 <1′ X2). Let h = x + y
and let < be any term order on A. Since lt2((x + y)e1) = ye1 and lt2((x + y)e2) =
xe2 we see that <2 is not compatible with <.
We now consider the term order defined in Example 2.1.
Lemma 4.3. The relation< defined in (4) is a term order onAq which is compatible
with <1.
Proof. Let λ = λα . The relation < defines a total order on the terms of Aq , because
<1 is total order and, in the event of equality at the same component ek , we have
β
U
+ λ− αk = βV + λ− αk , so the terms are equal. Next, let U = X
β
U ek, Z =
X
β
Z /= 1. Then β
U
+ λ− α(k) <1 βZ + βU + λ− α(k) so U < ZU. Finally, if U =
X
β
U ei < V = XβV ej and βU + λ− α(i) <1 βV + λ− α(j), then adding βZ to both
sides does not change the order, while if β
U
+ λ− α(i) = β
V
+ λ− α(j) and tb(i, j)
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= i, then adding β
Z
to both sides preserves the equality and tb(i, j) = i is un-
changed. In either case ZU < ZV, as required. 
In many applications, solutions f = (f (1), . . . , f (q)) of (1) are sought, which sat-
isfy the condition
(f (i)) <1 α
(i) for 1  i  q (10)
for some fixed term order <1 and vector α of multidegrees. This generic problem of
finding solution vectors satisfying degree constraints is the natural generalization of
the 1-variable case considered in [8,9]. Such “required solutions” can be determined
from a Gröbner basis of the solution module.
Theorem 4.4. Let G = {g1, . . . , gm} be a Gröbner basis, with respect to the term
order < defined in (4), of the solution module of (2). A vector f ∈ Aq satisfies (10) if
and only it can be expressed in the form
f =
∑
k∈K
akgk, (11)
where K ⊆ {1, . . . , m}, and ak, gk satisfy (ak)+ α(gk) 1 λ = λα, for k ∈ K .
Proof. Suppose f can be expressed as in (11). Then lt(f)  lt(akgk) = lt1(ak)lt(gk)
for some k ∈ K . If lt(f) = Xβf ei and lt(gk) = Xβgej , then βf + λ− α(i) 1 (ak)
+ β
g
+ λ− α(j) = (ak)+ α(gk) 1 λ. Since lt(f (r)er )  lt(f) for all 1  r 
q, (f (r))+ λ− α(r) 1 βf + λ− α(i) 1 λ and hence (f (r)) 1 α(r). There-
fore f is a solution of the required type.
Conversely, suppose f is a solution of the required type. The standard represen-
tation is f =∑k∈K akgk for some K ⊆ {1, . . . , m}, where lt(akgk)  lt(f) for all
k ∈ K . Now lt(akgk) = lt1(ak)lt(gk), so lt1(ak)lt(gk)  lt(f). With the notation of
the previous paragraph, this gives (ak)+ α(gk) 1 βf + λ− α(i). Since, by as-
sumption, β
f
1 α(i), the result follows. 
Corollary 4.5. Suppose that G is a strictly ordered Gröbner basis of the solution
module of (2). There exists a solution satisfying (10) if and only if α(g1) 1 λ,
and in that case g1 is such a solution. It is the unique such solution (up to constant
multiples) if and only if α(g1) = λ.
5. The extended M-Padé problem
Beckermann and Labahn [3] introduced the extended M-Padé approximation prob-
lem, as a generalization of the Padé and Hermite–Padé problems, to address a wide
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variety of interpolation and approximation problems in a single variable. They used
module theoretic methods to parameterize the set of all solutions of the general
problem. Further, they developed a method of recursively generating solution bases
that enabled them to break a given problem down into two smaller problems of the
same type along arbitrary paths. In this section we indicate how our algorithm can
be applied to this problem. It is clear that our approach extends beyond the single
variable case.
Let F0 = {β1, . . . , βt } ⊆ F be a set of “knots” or interpolation points. Let
Fp×q [[x]]F0 be the set of formal Newton series with coefficients in Fp×q , that is,
G ∈ Fp×q [[x]]F0 if for all βj ∈ F0 and all r ∈ N0, the rth derivative of G at βj is
known and is an element of Fp×q . The set of polynomials with coefficients in Fp×q
is a subset of Fp×q [[x]]F0 . A vector u = (u1, . . . , uq) of monic polynomials, all of
whose zeros are elements of F0, is called an order vector (with respect to F0). Let
G ∈ Fp×q [[x]]F0 . We seek a basis of the set of polynomial vectors P ∈ Fq×1[x]
satisfying
GP = diag(u1, . . . , uq)W,
where the residual W lies in Fq×1[[x]]F0 .
Setting G = (gij ), P = (pj ) and W = (wi), this becomes
q∑
i=1
gkipi = ukwk, k = 1, . . . , p.
Since uk is a product of factors (x − βj )nj this is equivalent to
q∑
i=1
gkipi ≡ 0 mod
〈∏
j∈J
(x − βj )nj
〉
(12)
for some subset J ⊆ {1, . . . , t}. Here gki , wk are Newton series rather than
polynomial series. So, while (12) is suggestive of (1), the congruence holds in a
ring of Newton series instead of a polynomial ring. It does, however, conform to
the requirements of (2). The ideal M(k) = 〈uk〉 can be regarded as a module over
the polynomial ring. The sum of products of Newton series and polynomials on the
left-hand side can be viewed as a function from Aq into this module.
Example 5.1. In Example 2.9 from [3] we have F0 = {0}, p = q = 3 and(
1
2
+ x2 − x4
)
p1 + (1 + sin4(x2))p2 +
(
1√
1 + x2
)
p3 ≡ 0 mod 〈x8〉.
Since the other two conditions are modulo 〈1〉, they are automatically satisfied.
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To apply Algorithm 3.2, we observe that in each of the congruences, a typical
pair of successive modules in the descending sequence has the form M' = 〈f 〉 ⊇
〈(x − βs)f 〉 = M'+1. Thus (5) is satisfied. If g ∈ M', then g = fw for some w ∈
F [[x]]F0 , and expanding w around βs , we can define θ' by taking θ'(g) to be the
constant term in the expansion. Thus the problem may be solved using our
techniques.
Moreover, we can not only subdivide the problem into subproblems of the same
type [3], but also solve any or all of them using our algorithm. The ultimate solution
can be arrived at exclusively by this algorithm or in combination with other methods.
As in [16], the incremental step is much simpler for single variable problems than
in the general case, because the position of the leading term of each basis element
is not changed, so that the function ord has only to move one basis element at each
iteration.
However, the types of degree constraints allowed by the methods of [3] are more
general than those that we can apply. Essentially, they permit different constraints
in different congruences, whereas our algorithm depends on the constraint being the
same throughout. For this special type of constraint we can parameterize all solu-
tions (Theorem 4.4). Of course, there are fundamental issues of numerical stability
involved in the problems addressed in [3]. We have not yet been able to carry out a
full analysis of the numerical properties of our algorithm, but some indications of its
performance in a finite precision environment are given in [10].
We conclude this section by indicating some of the theoretical results from [3]
which are straightforward consequences of our approach. We follow that paper by
assuming, without loss of generality, that p = q. First, since there are q elements
in the initial (standard) basis, there are q elements in each basis [3, Theorem 2.6].
Second, if the elements of a basis are arranged in a matrix P, then the determinant of
P divides u =∏qk=1 uk [3, Theorem 2.7(b)]. This is obvious initially, and with each
incremental step the new basis matrix is derived from the old by multiplying by a
product of elementary matrices, which multiplies the determinant by a constant or a
constant multiple of x − βs .
6. List decoding, soft-decision decoding
In this section we apply our general techniques to specific problems for error
correcting codes. The basic theory can be found in a number of references such as
[14,17,18]. Throughout the section we will be dealing with 2-variable polynomials
only, so we change our notation slightly to fit with that established in the literature:
henceforth n refers to the number of congruences in (1) and (2) (so replaces p).
When the number of errors in a received word exceeds half the minimum distance
of the code there may be more than one codeword consistent with the error vector.
As an alternative to trying to find a particular codeword, the decoder may attempt to
generate a list of consistent codewords, and then choose among these according to
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some criterion. This is known as list decoding (see [6] and the references therein).
A new technique for list decoding applied to Reed–Solomon codes was invented by
Sudan [20]. The essential idea is that a received word is used to create a set of points
and a 2-variable polynomial interpolating these points is sought.
In more detail, let F be a field and let {(xk, yk) ∈ F 2, k = 1, . . . , n} be a set of
distinct points. Given integers d, t , Sudan’s algorithm determines the set of polyno-
mials f (x) of degree at most d with |{k|f (xk) = yk}|  t . The first step is to derive
a pair of integers u, v, whose definition need not concern us here. We then determine
a non-zero polynomial Q(x, y), whose (1, d)-degree is at most u+ dv, such that
Q(xk, yk) = 0 for all k = 1, . . . , n. The set of factors y − f (x) of Q with f (xk) =
yk for at least t values of k is determined, where t is derived from the parameters of
the code, and from this the list of consistent codewords is obtained.
The conditions on Sudan’s algorithm confine its applicability to low rate codes.
Guruswami and Sudan [12] extended the algorithm to codes of all rates by requir-
ing, in addition, that the polynomial Q(x, y) have certain derivatives equal to zero,
equivalently, have certain multiple zeros, at the interpolating points.
In another direction, Kötter and Vardy [13] employ a similar technique in the
context of algebraic soft-decision decoding of Reed–Solomon codes. They derive
a set of interpolation points and multiplicities from posterior probabilities. In their
technique, the number of multiplicities is not, in general, the same at each point
(whereas it is in the Guruswami and Sudan algorithm). Thus, we can see that both
Sudan’s original algorithm and the extension by Guruswami and Sudan are special
cases of the method of Kötter and Vardy. In addition, Kötter and Vardy impose a
condition of minimality of the required solution Q(x, y) with respect to an (a, b)-
degree for certain a, b. We shall show that our techniques may be applied to solve
the Kötter–Vardy problem in a very natural way.
Roth and Ruckenstein [19] improved the efficiency of Sudan’s algorithm by de-
riving an extended key equation, which they then solved using a modified form of
the “Fundamental Iterative Algorithm” of Feng and Tzeng [7]. The main effect is
to accelerate the interpolation step of the original algorithm. Suppose that the list
of codewords sought is to contain at most s elements, then Sudan’s algorithm can
correct up to τ = τ(s) errors. In [19], the received word is used to generate a set of
polynomials S(i) and a solution ((1), . . . ,(s),) is sought to the congruence
s∑
i=1
(i)x(i−1)wS(i) ≡ (x) mod xr (13)
subject to the constraints (i) < n− τ − iw, 1  i  s, (x) < r − τ , where
w, r are derived from the parameters of the code. By setting hs+1 = −1 and hi =
x(i−1)wS(i), 1  t  s, this can be recast as
s+1∑
i=1
bihi ≡ 0 mod xr (14)
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subject to constraints of the form bi  ri, 1  i  s + 1. We can apply the
methods of Section 3, using the sequence of ideals I' = 〈x'〉, 0  '  r , and the
function θ' which returns the coefficient of x' in the expansion on the left-hand
side of (14). The term order chosen is an instance of that described in
Section 4.
The most general version of the problem (as considered by Kötter and Vardy [13])
has the following form. A polynomial Q(x, y) can be expanded around (xk, yk) to
giveQ(x, y) =∑i∑j qijk(x − xk)i(y − yk)j . It follows thatQ(x + xk, y + yk) =∑
i
∑
j qijkx
iyj for certain coefficients qijk . Given a set of points (xk, yk), k =
1, . . . , n, and multiplicities mk , we require the polynomial Q(x, y), minimal with
respect to some (a, b)-degree, such that
qijk = 0 for 1  k  n, i + j < mk.
In our terms this condition translates as
Q(x + xk, y + yk) ≡ 0 mod 〈{xiyj |i + j = mk}〉 for k = 1, . . . , n. (15)
To transform this into a problem amenable to solution by our methods, we take (in
the notation of Section 3) A = F [x, y], q = 1, H (k) : A→ A, H(k)(Q(x, y)) =
Q(x + xk, y + yk), so that
H(k)(xQ(x, y)) = (x + xk)Q(x + xk, y + yk) = (x + xk)H(k)(Q(x, y))
giving γ1 = γx = xk , and similarly γ2 = γy = yk . We define
I (k) = 〈{xiyj | i + j = mk}〉.
As in [11], we may choose to work with terms in A in degree-lexicographic or-
der and define a descending sequence of mk(mk + 1)/2 ideals I (k)' between A =
〈1〉 and I (k) corresponding to terms ϕ(k)' , where I (k)' = 〈ϕ(k)' , I (k)'+1〉 and xI (k)' ⊆
I
(k)
'+1, yI
(k)
' ⊆ I (k)'+1 (giving condition (5) with β1 = βx = 0, β2 = βy = 0). The ho-
momorphism θ(k)' returns the coefficient of ϕ
(k)
' in the unique representative of an
element of I (k)' modulo I
(k)
'+1, thus satisfying (6). For the solution module, we use
the term order defined by (a, b)-degree with ties broken by the degree of y (cf.
Example 2.2). The specific polynomial sought in [13] is the minimal element of
the solution module with respect to this term order, and, as such, can be identified
as the first element in a strictly ordered Gröbner basis of the solution module. This
polynomial requires the minimum amount of further processing in order to find the
corresponding list of codewords.
More formally, the algorithm iterates, for each point (xk, yk), through the terms
in degree-lexicographic order (where we choose x < y) as far as the last term with
total degree less than mk .
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Algorithm 6.1.
Input:
points {(xk, yk) : 1  k  n}, with multiplicities mk
Output:
Gröbner basis W of the solution module of (15)
the required Q as the first element of W
Main Routine:
W :={1} (†)
For k from 1 to n
For ' from 0 to mk − 1
For s from 0 to '
For j from 1 to |W|
αj :=coefficient of x'−sys in W[j ](x + xk, y + yk)
If αj = 0 for all j then
W′ =W
else
j∗ := least j for which αj /= 0
W1 :={W[j ] : j < j∗}
W2 :={(x − xk)W[j∗]} ∪ {(y − yk)W[j∗]} (‡)
W3 :={W[j ] − (αj /αj∗)W[j∗] : j > j∗}
W′ :=W1 ∪W2 ∪W3
W :=ord(W′)
Example 6.2. In this example we allow the function ord to construct ordered mini-
mal Gröbner bases. With the (2, 3)-order defined in Example 2.2, let n = 2, (x1, y1)
= (1, 0),m1 = 1, (x2, y2) = (0, 1),m2 = 2. Here we shall write [f ]xuyv for the co-
efficient of xuyv in f, and indicate only the αj andW at each step. The iterations are
as follows: (k, ', s) = (1, 0, 0):
[1]1 = 1 → {x − 1, y},
(k, ', s) = (2, 0, 0):
[x − 1]1 = −1, [y + 1]1 = 1 → {y + x − 1, x(x − 1)} (here
W3 = {y + x − 1} and (y − 1)(x − 1) has been eliminated in the formation
of a minimal Gröbner basis),
(k, ', s) = (2, 1, 0):
[y + x]x = 1, [x(x − 1)]x = −1 → {x2 + y − 1, x(y + x − 1),
(y − 1)(y + x − 1)},
(k, ', s) = (2, 1, 1):
[x2 + y]y = 1, [x(y + x)]y = 0, [y(y + x)]y = 0 → {x(y + x − 1),
x(x2 + y − 1), (y − 1)(y + x − 1)}.
This algorithm begins with a single element in the basis (step (†)), and the number
of elements can change with each iteration at step (‡). In theory there is unlimited
growth in the size of the basis as the computation proceeds. However, the interpo-
lation problems treated in this section all impose upper bounds on the (0, 1)-degree
of the interpolating polynomials, and on the degrees of terms required to have zero
coefficients. We may incorporate these into a sufficiently large global bound, and
hence derive algorithms in which the number of basis elements at each iteration is
fixed. These will generally be more efficient for implementation purposes.
H. O’Keeffe, P. Fitzpatrick / Linear Algebra and its Applications 351–352 (2002) 533–551 547
Suppose that each interpolating polynomial satisfying the weighted degree con-
straint, and all relevant terms are contained inB = {f ∈ F [x, y] |%(0,1)(f ) < q} for
some q ∈ N. For convenience, we can identify B, as F [x]-module, with F [x]q using,
ψ : B → F [x]q, ψ(xiyj ) = xiej+1, 0  j  q − 1,
and extending by linearity. The set T = {f ∈ F [x]q |f = ψ(Q),Q ∈ B, Q an inter-
polating polynomial} is a submodule of F [x]q . The (a, b)-degree term order defined
above can be used in an obvious fashion in F [x]q , where the degree of xiej+1 is
ai + b(j + 1) and ties are broken by e1 < e2 < e3. We can now use our algorithm
to solve the 1-variable minimization problem, by finding a Gröbner basis of T.
LetA = F [x], and defineH(k) : Aq → Aq byH(k)(b) = ψ[ψ−1(b)(x + xk, y +
yk)]. Nowψ−1(xb) = xψ−1(b) and soH(k)(xb) = ψ[(x + xk)ψ−1(b)(x + xk, y +
yk)] = (x + xk)ψ[ψ−1(b)(x + xk, y + yk)] = (x + xk)H(k)(b), and γ1 = γx = xk .
We define M(k) = 〈{xiej+1 | i + j = mk}〉. Let I (k)' denote the sequence of ideals
defined in the preamble to Algorithm 6.1. Then M(k)' = ψ(I (k)' ∩ B) defines a corre-
sponding descending sequence of mk(mk + 1)/2 A-modules between Aq and M(k)
and the terms ψ(ϕ(k)' ) satisfy M
(k)
' = 〈ψ(ϕ(k)' ),M(k)'+1〉, and xM(k)' ⊆ M(k)'+1 (giving
condition (5) with β1 = βx = 0). The homomorphism θ(k)' returns the coefficient
of ψ(ϕ(k)' ). This results in a 1-variable algorithm with a Gröbner basis of size q at
each step, in which for each component position there is precisely one element with
leading term in this position. As noted in [16], in this situation the function ord takes
a particularly simple form. The positions of the leading terms of the basis elements
are unchanged by the incremental step, and thus re-ordering entails moving at most
one element at each iteration.
Algorithm 6.3.
Input:
points {(xk, yk) : 1  k  n}, with multiplicities mk
Output:
Gröbner basis W of the solution module
ψ(Q) as the first element of W
Main Routine:
W :=ord(standard basis of Aq ) (†)
For k from 1 to n
For ' from 0 to mk − 1
For s from 0 to '
For j from 1 to q ()
αj :=coefficient of x'−ses+1 in ψ[ψ−1(W[j ])(x + xk, y + yk)]
If αj = 0 for all j then
W′ :=W
else
j∗ := least j for which αj /= 0
W1 :={W[j ] : j < j∗}
W2 :={(x − xk)W[j∗]} (‡)
W3 :={W[j ] − (αj /αj∗)W[j∗] : j > j∗}
W′ :=W1 ∪W2 ∪W3
W :=ord(W′)
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We illustrate this algorithm by reworking Example 6.2.
Example 6.4. We shall take q = 3. The initial basis is {(1, 0, 0), (0, 1, 0), (0, 0, 1)}.
Again, the notation [ · ]X will indicate the coefficient of the monomial X in the rele-
vant module element. The iterations are as follows:
(k, ', s) = (1, 0, 0):
[ϕ(ϕ−1(1, 0, 0)(x + 1, y)]1e1 = 1,[ϕ(ϕ−1(0, 1, 0)(x + 1, y)]1e1 = 0,[ϕ(ϕ−1(0, 0, 1)(x + 1, y)]1e1 = 0,→ {(x − 1, 0, 0), (0, 1, 0), (0, 0, 1)}.
Note that the leading terms have (2, 3)-degrees 2,3,6, respectively.
(k, ', s) = (2, 0, 0):
[ϕ(ϕ−1(x − 1, 0, 0)(x, y + 1)]1e1 = −1,[ϕ(ϕ−1(0, 1, 0)(x, y + 1)]1e1 = 1,[ϕ(ϕ−1(0, 0, 1)(x, y + 1)]1e1 = 1,→ {(x − 1, 1, 0), (x(x − 1), 0, 0), (x − 1, 0, 1)}.
(k, ', s) = (2, 1, 0):
[ϕ(ϕ−1(x − 1, 1, 0)(x, y + 1)]xe1 = 1,[ϕ(ϕ−1(x(x − 1), 0, 0)(x, y + 1)]xe1 = −1,[ϕ(ϕ−1(x − 1, 0, 1)(x, y + 1)]xe1 = 1,→ {(x2 − 1, 1, 0), (x(x − 1), x, 0), (0,−1, 1)}.
(k, ', s) = (2, 1, 1):
[ϕ(ϕ−1(x2 − 1, 1, 0)(x, y + 1)]1e2 = 1,[ϕ(ϕ−1(x(x − 1), x, 0)(x, y + 1)]1e2 = 0,[ϕ(ϕ−1(0,−1, 1)(x, y + 1)]1e2 = 1,→ {(x(x − 1), x, 0), (x(x2 − 1), x, 0), (−x2 + 1,−2, 1)}.
Note that the final basis corresponds to {x(y + x − 1), x(x2 + y − 1), y2 − x2 −
2y + 1}. The first two elements are the same as those in the basis derived in Example
6.2, while the third is obtained from that basis as (y−1)(y + x − 1)−x(y + x − 1).
We end with a variation of Algorithm 6.3 related to [15, Algorithm 15]. For any
ρ ∈ N, the set W0 = {xiej | 0  i  ρ − 1, 1  j  q} is a Gröbner basis of Aq
with |W0| = ρq elements. With this as the initial basis, we obtain an algorithm with
ρq elements in the basis at each iteration.
Algorithm 6.5.
Algorithm 6.3 with the following changes
W :=ord(W0) = ord({xiej | 0  i  ρ − 1, 1  j  q}) (†)
for j from 1 to ρq ()
W2 :={(x − xk)ρW[j∗]} (‡)
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Proof. We prove by induction that each iteration of the inner loop (the incremental
step) produces a Gröbner basis {W[1], . . . ,W[ρq]} for next solution submodule
in the sequence and that the sets Pi = {xmρ lt(W[i]) |m ∈ N0}, i = 1, . . . , ρq, par-
tition the leading terms of this submodule. The assertion is obviously true for the
initial basis W0. Let us now fix k, ' and drop the superscripts (k). As in Theo-
rem 3.1, let S ⊆ Aq be a submodule such that H(b) ≡ 0 mod M' for all b ∈ S, and
S′ = {b ∈ Aq |H(b) ≡ 0 mod M'+1}.
We assume that W is a Gröbner basis for S and that the Pi = {xmρ lt(W[i])|m ∈
N0}, i = 1, . . . , ρq, partition the leading terms of S. Since (x − xk)W[j∗] ∈ S′ it
follows that (x − xk)ρW[j∗] is in S′. Also, lt((x − xk)ρW[j∗]) = xρ lt(W[j∗]).
Following the proof of Theorem 3.1, we may assume S′ ⊆ S, and observe that
lt(W[j∗]) is the only leading term that changes at this iteration. We may therefore
restrict our attention to those f ∈ S′ such that lt(W[j∗]) divides lt(f).
By definition, lt(f) is in one and only one subset Pi of the partition. If i /= j∗, then
lt(f) is divisible by the leading term of a basis element other than W[j∗]. We can
therefore assume lt(f) ∈ Pj∗ and thus lt(f) = xmf ρ lt(W[j∗]) for some mf ∈ N0. If
lt(f) /= lt(W[j∗]), then lt(f) is a multiple of xρ lt(W[j∗]), which is what we want.
Otherwise, lt(f) = lt(W[j∗]). Let f∗ = f − (lc(f)/lc(W[j∗]))W[j∗] and note that
f∗ ∈ S. Now, lt(f∗) < lt(W[j∗]) and
θ'(H(f∗))= θ'(H(f))− (lc(f)/lc(W[j∗]))θ'(H(W[j∗]))
= −(lc(f)/lc(W[j∗]))θ'(H(W[j∗]))
/= 0,
so f∗ is not an element of S′. However, the standard representation of f∗ contains only
basis elements whose leading terms are less than lt(W[j∗]) and which are therefore
elements of S′. This is a contradiction, and we conclude that the new basis is a
Gröbner basis of S′.
Next, let P ′i = Pi for i /= j∗ and P ′j∗ = {xmρ(xρ lt(W[j∗])) |m ∈ N0}. Since P ′j∗
⊂ Pj∗ , the sets P ′i , i = 1, . . . , ρq are disjoint. Thus the new basis has no duplicate
leading terms and the function ord does not remove any basis elements. Suppose
that f ∈ S′ and lt(f) /∈⋃i /=j∗ P ′i (=⋃i /=j∗ Pi). From the previous paragraph, lt(f) =
xmf ρ lt(W[j∗]) for some mf ∈ N0, mf /= 0. It now follows that⋃ρqi=1 P ′i partitions
the set of leading terms of S′. 
Example 6.6. Once again, we reformulate Example 6.2. Verification that the final
basis is a Gröbner basis of the same submodule as that obtained in Examples 6.2 and
6.4 is left as an exercise. Here ρ = 3 and the sequence of bases is as follows:
Initially {(1, 0, 0), (x, 0, 0), (0, 1, 0), (x2, 0, 0), (0, x, 0), (0, 0, 1), (0, x2, 0),
(0, 0, x), (0, 0, x2)},
(k, l, s) = (1, 0, 0):
{(x − 1, 0, 0), (0, 1, 0), (x2 − 1, 0, 0), (0, x, 0), ((x − 1)3, 0, 0),
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(0, 0, 1), (0, x2, 0), (0, 0, x), (0, 0, x2)},
(k, l, s) = (2, 0, 0):
{(x − 1, 1, 0), (x(x − 1), 0, 0), (0, x, 0), ((x3 − 3x2 + 2x, 0, 0),
(x − 1, 0, 1), (0, x2, 0), (0, 0, x), (x3(x − 1), 0, 0), (0, 0, x2)},
(k, l, s) = (2, 1, 0):
{(x2 − 1, 1, 0), (−(x − 1), x − 1, 0), (x3 − 3x2 − 2,−2, 0), (0,−1, 1),
(0, x2, 0), (x3(x − 1), 0, 0), (−(x − 1), 1, x), (x3(x − 1), x3, 0), (0, 0, x2)},
(k, l, s) = (2, 1, 1):
{(x(x − 1), x, 0), (x2(x − 1), 0, 0), (−x2 + 1,−2, 1), (0, x2, 0),
(x3(x − 1), 0, 0), (x2 − x, 0, x), (x3(x − 1), x3, 0), (x3(x2 − 1), x3, 0),
(0, 0, x2)}.
For the Guruswami and Sudan formulation, Algorithm 6.5 coincides with the
technique given by Nielsen and Hoeholdt [15, Algorithm 15]. The term order used
there is based on (1,K − 1)-degree, where K is the dimension of the relevant Reed–
Solomon code. For a multiplicity ρ the initial basis is {xiyj | 0  i  ρ − 1, 0 
j  N}, where N is the maximum (0, 1)-degree required, which corresponds to the
basis used above.
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