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In this paper, the investigation into stochastic calculus related with the KdV equation, which was
initiated by S. Kotani [Construction of KdV-ﬂow on generalized reﬂectionless potentials, preprint,
November 2003] and made in succession by N. Ikeda and the author [Quadratic Wiener functionals,
Kalman–Bucy ﬁlters, and the KdV equation, Advanced Studies in Pure Mathematics, vol. 41,
pp. 167–187] and S. Taniguchi [On Wiener functionals of order 2 associated with soliton solutions of
the KdV equation, J. Funct. Anal. 216 (2004) 212–229] is continued. Reﬂectionless potentials give
important examples in the scattering theory and the study of the KdV equation; they are expressed
concretely by their corresponding scattering data, and give a rise of solitons of the KdV equation.
Ikeda and the author established a mapping c of a family G0 of probability measures on the one-
dimensional Wiener space to the space X0 of reﬂectionless potentials. The mapping gives a
probabilistic expression of reﬂectionless potential. In this paper, it will be shown that c is bijective,
and hence G0 and X0 can be identiﬁed. The space X0 was extended to the one X of generalized
reﬂectionless potentials, and was used by V. Marchenko to investigate the Cauchy problem for the
KdV equation and by S. Kotani to construct KdV-ﬂows. As an application of the identiﬁcation of G0
and X0 via c, taking advantage of the Brownian sheet, it will be seen that convergences of elements in
G0 realizes the extension of X0 to X.
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LetW be the space of all R-valued continuous functions w on ½0;1Þ with wð0Þ ¼ 0, and
B be its Borel s-ﬁeld, W being equipped with the topology of uniform convergence on
compacts. The coordinate mapping on W is denoted by X ðxÞ; X ðx; wÞ ¼ wðxÞ, w 2W,
x 2 ½0;1Þ. Let S0 be the set of measures on R of the form
Pn
j¼1 c
2
j dpj for some n 2 N and
pj 2 R, cj40, 1pjpn with piapj if iaj, where dp is the Dirac measure concentrated at p.
For s 2 S0, set
Rsðx; yÞ ¼
Z
R
ezðxþyÞ  ezjxyj
2z
sðdzÞ
and let Ps be the probability measure on ðW;BÞ so that fX ðxÞgxX0 is a centered Gaussian
process with covariance function Rs (a construction of P
s will be given in Section 2). Put
G0 ¼ fPsjs 2 S0g.
Ikeda and the author [2] showed that, for each Ps, the function
cðPsÞ ðxÞ ¼ 4 d
dx
 2
log
Z
W
exp  1
2
Z x
0
X ðyÞ2 dy
 
dPs
 
; xX0, (1)
is well deﬁned and coincides with the restriction of a reﬂectionless potential to ½0;1Þ, and
the associated scattering data was speciﬁed in terms of s. Since reﬂectionless potentials are
real analytic, we may and will think of c as a mapping of G0 to the space X0 of
reﬂectionless potentials. It should be recalled that reﬂectionless potentials give a rise
of solitons of the KdV equation [6,8]. A review on these results and the deﬁnition of
reﬂectionless potential will be given in Section 2. The ﬁrst aim of this paper is to show that
the mapping c of G0 to X0 is bijective. See Theorem 1. In this sense, the set X0 of analytic
future and the set G0 of probabilistic future are identiﬁed. Moreover, we shall establish a
probabilistic expression of u 2 X0 through c. See Corollaries 2 and 3.
A generalized reﬂectionless potential u is a limit of a sequence fung of reﬂectionless
potentials un such that Specððd=dxÞ2 þ unÞ  ½l0;1Þ, n ¼ 1; 2; . . . ; for some l040 in the
topology of uniform convergence on compacts, where Specððd=dxÞ2 þ unÞ denotes the
spectrum of ðd=dxÞ2 þ un. The space X of generalized potentials was used by Marchenko
[7] to study the Cauchy problem for the KdV equation, and by Kotani [4] to construct
KdV-ﬂows. Let S be the space of all ﬁnite measures on R with compact support, and
G ¼ fPsjs 2 Sg,
where we have naturally extended the notation Ps to S. On account of the identiﬁcation of
X0 and G0 stated in the above paragraph, arises a natural question if one can describe the
relation between convergences of reﬂectionless potentials to generalized ones and
convergences of probability measures in G0 to those in G. The second aim of this paper
is to answer afﬁrmatively to this question. Namely, we shall study the convergence of
cðPsÞ’s with Ps not only in G0 but also in G. In particular, the convergence of elements in
X0 deﬁning those in X will be realized through the convergence of elements in G0 to those in
G. Moreover, we shall show that the surjectivity of c on G0 extends to G; every u 2 X
admits Ps 2 G so that cðPsÞ ¼ u on ½0;1Þ. The expression of such u on ð1; 0 by c and s
will be also given. For these, see Theorem 7 and Remark 8. A key ingredient for the
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estimations to the ones for Wiener integrals associated with the Brownian sheet.
The organization of the paper is as follows. In Section 2, we shall show the bijectivity of
c in (1) after reviewing the result in [2]. In the section, a construction of Ps for s 2 S0 is
given. Section 3 is devoted to introducing compound Ornstein–Uhlenbeck processes which
are indispensable to discuss the convergence of Ps’s. The Brownian sheet plays a key role
to construct such processes. Another realization of Ps with the Brownian sheet will be also
given there. In the last section, we shall observe the uniform convergence on compacts of
reﬂectionless potentials via the convergence of Ps’s. The surjectivity of c : G! X will be
seen there.2. Reﬂectionless potentials
We start this section by reviewing the result in [2]. In what follows, every element in Rn is
regarded as a column vector, and tA stands for the transpose of matrix A.
Let
S0 ¼
Xn
j¼1
c2j dpj cj40; pj 2 R; piapj ðiajÞ; n ¼ 1; 2; . . .
( ),
where dp denotes the Dirac measure concentrated at p. For s ¼
Pn
j¼1 c
2
j dpj 2 S0, we deﬁne
the n-dimensional Ornstein–Uhlenbeck process fxsðyÞgyX0 and the one-dimensional
Gaussian process fXsðyÞgyX0 by
xsðyÞ ¼ eyDs
Z y
0
ezDs dB ðzÞ¼t eypj
Z y
0
ezpj dBjðzÞ
 
1pjpn
,
XsðyÞ ¼ hc; xsðyÞi, ð2Þ
where fBðyÞ ¼ ðB1ðyÞ; . . . ; BnðyÞÞgyX0 is an n-dimensional Brownian motion on a
probability space ðO;F; PÞ, dBðzÞ stands for the Itoˆ integral with respect to BðzÞ, Ds
denotes the n  n diagonal matrix with p1; . . . ; pn as diagonal entries, eA ¼
P1
j¼0 A
j=j! for
n  n matrix A, c¼tðc1; . . . ; cnÞ, and h; i is the inner product in Rn. It should be mentioned
that the law of X s does not depend on the order of pairs ðpj ; cjÞ’s, while xs does. It is easily
seen thatZ
O
XsðxÞXsðyÞdP ¼
Xn
j¼1
c2j
2pj
fepj ðxþyÞ  epj jxyjg
¼
Z
R
ezðxþyÞ  ezjxyj
2z
sðdzÞ ¼ Rsðx; yÞ.
Hence Ps is realized as the induced measure of Xs onW; P
s ¼ P  X1s . Note that
d
dx
Z
W
X ðxÞ2 dPs ¼
Z
R
e2zxs ðdzÞ.
Hence s ¼ m if Ps ¼ Pm. Thus S0 is identiﬁed with G0.
Let S be the set of all sequence fZj ; mjg1pjpn of length 2n, n ¼ 1; 2; . . . ; of positive
real numbers such that Z1o   oZn. The reﬂectionless potential us with scattering
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usðxÞ ¼ 2 d
dx
 2
log detðI þ GsðxÞÞ; x 2 R,
where GsðxÞ is the n  n matrix given by
GsðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mimj
p
eðZiþZj Þx
Zi þ Zj
 !
1pi;jpn
.
Set
X0 ¼ fusjs 2Sg.
Solving the scattering problem for the Sturm–Liouville operator ðd=dxÞ2 þ us, one
obtains scattering data s 2S from us [3,6,7]. Thus, X0 and S are identiﬁed. It may be
interesting to recall [6,8] that if we set
sðtÞ ¼ fZj ; mj expð2Z3j tÞg1pjpn,
then the function vðx; tÞ ¼ usðtÞðxÞ solves the KdV equation
qv
qt
¼ 3
2
v
qv
qx
þ 1
4
q3v
qx3
.
For s 2 S0, without loss of generality, we may and will assume that there exist mpn and
1pjð1Þo   ojðmÞpn such that
ðHÞ jpkjpjpkþ1j; pjð‘Þ40; pjð‘Þþ1 ¼ pjð‘Þ; #fjp1j; . . . ; jpnjg ¼ n  m,
where 1pkpn  1 and 1p‘pm. Then, the equation Pnj¼1 c2j =ðr  p2j Þ ¼ 1 admits n  m
roots 0or1o   ornm. Deﬁne the mapping c : S0 !S so that cðsÞ ¼ fZj ; mjg1pjpn 2S
is given by
fZ1o   oZng ¼ fpjð1Þ; . . . ; pjðmÞ; r1=21 ; . . . ; r1=2nmg,
mi ¼
2Zjð‘Þ
c2jð‘Þþ1
c2jð‘Þ
Y
kajð‘Þ
Zk þ Zjð‘Þ
Zk  Zjð‘Þ
Y
kajð‘Þ;jð‘Þþ1
pk þ Zjð‘Þ
pk  Zjð‘Þ
if i ¼ jð‘Þ;
2Zi
Q
kai
Zk þ Zi
Zk  Zi
Yn
k¼1
pk þ Zi
pk  Zi
; otherwise:
8>><>>: ð3Þ
It was seen in [2] that
log
Z
W
exp  1
2
Z x
0
X ðyÞ2 dy
 
dPs
¼  1
2
log detðI þ GcðsÞðxÞÞ þ
1
2
log detðI þ GcðsÞð0ÞÞ 
x
2
Xn
j¼1
ðpj þ ZjÞ; xX0. ð4Þ
In particular, cðPsÞ in (1) satisﬁes that
cðPsÞ ¼ ucðsÞ on ½0;1Þ for any Ps 2 G0. (5)
If u; v 2 X0 coincide on ½0;1Þ, then so on R, since they are real analytic. Thus, we may and
will think of cðPsÞ, Ps 2 G0, as functions on R, and hence c as a mapping of G0 to X0.
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Theorem 1. (i) c : G0 ! X0 is bijective.
(ii) Let Ps 2 G0 and u ¼ cðPsÞ. Represent as s ¼
Pn
j¼1 c
2
j dpj and define ~s ¼
Pn
j¼1 c
2
j dpj .
Then it holds that
uðxÞ ¼ cðP ~sÞðxÞ; xp0.
Due to this theorem, G0 and X0 can be identiﬁed. The theorem immediately implies that
Corollary 2. Let ~G0 ¼ fQs ¼ ðPs; P ~sÞjs 2 S0g, where ~s is defined as in Theorem 1. Then the
mapping ~c defined by
~cðQsÞðxÞ ¼
cðPsÞðxÞ if xX0;
cðP ~sÞðxÞ if xo0
(
is a bijection from ~G0 to X0.
Furthermore, we have that
Corollary 3. Let Ps 2 G0 and u ¼ cðPsÞ. Extend the Brownian motion fBðyÞgyX0 used in (2)
to yp0 so that BðyÞ ¼ BðyÞ, and define xsðyÞ and X sðyÞ by (2) for yp0:
xsðyÞ ¼ eyDs
Z y
0
ezDs dBðzÞ ¼ eyDs
Z 0
y
ezDs dBðzÞ; XsðyÞ ¼ hc; xsðyÞi.
Then it holds that
uðxÞ ¼ 4 d
dx
 2
log
Z
O
exp  1
2
Z maxf0;xg
minf0;xg
X sðyÞ2 dy
 
dP
 
; x 2 R.
Proof. Let s ¼Pnj¼1 c2j dpj and ~s ¼Pnj¼1 c2j dpj . Since D ~s ¼ Ds, it is easily seen that
xsðyÞ ¼ x ~sðyÞ; yp0.
Hence XsðyÞ ¼ X ~sðyÞ, yp0, andZ 0
x
XsðyÞ2 dy ¼
Z x
0
X ~sðyÞ2 dy; xp0.
Since P ~s ¼ P  X1~s , in conjunction with Theorem 1(ii), this yields that
uðxÞ ¼ cðP ~sÞðxÞ ¼ 4 d
dx
 2
log
Z
O
exp  1
2
Z 0
x
XsðyÞ2 dy
 
dP
 
for xp0, which completes the proof. &
Proof. [Proof of Theorem 1] (i) Let s ¼ fkj ; qjg1pjpn 2S. For l 2 C with IlX0, denote by
eþðx; lÞ and eðx;lÞ the right and left Jost solutions of
fðd=dxÞ2 þ usgf ¼ l2f,
respectively, i.e. eþðx; lÞ and eðx;lÞ satisfy the above ordinary differential equation and
eðx;lÞe
ﬃﬃﬃﬃ
1
p
lx as x !1, where and in the sequel the symbol  takes the same sign
þ or  simultaneously. It was shown in [5,7] that there exist lj 2 C1ðR;RÞ, 1pjpn, such
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eðx;lÞ ¼ e
ﬃﬃﬃﬃ
1
p
lx
Yn
j¼1
l ð
ﬃﬃﬃﬃﬃﬃ
1
p
ljðxÞÞ
lþ
ﬃﬃﬃﬃﬃﬃ
1
p
kj
. (6)
Deﬁne kðaÞ, 1papn, so that jlkðaÞð0Þjpjlkðaþ1Þð0Þj, 1papn  1 and lkðaÞð0Þ ¼
lkðaþ1Þð0Þ40 if jlkðaÞð0Þj ¼ jlkðaþ1Þð0Þj. Note that, in the latter condition, lkðaÞð0Þ and
lkðaþ1Þð0Þ have signs opposite to the ones in [7]. The following properties were seen in [7];
(A) l0jð0Þo0, 1pjpn, (B) for 1papn, either of the following two cases occurs; (a)
ka1ojlkðaÞð0Þjoka, or (b) lkðaÞð0Þ ¼ lkðaþ1Þð0Þ ¼ ka, where k0 ¼ 0, (C) it holds that
1
qa
¼ k
2
a  lkðaÞð0Þ2
2kaðka þ lkðaÞð0ÞÞ2
Y
saa
ka  lkðsÞð0Þ2
k2a  k2s
 !
ka  ks
ka þ lkðsÞð0Þ
 2
(7)
if kaajljð0Þj for any j ¼ 1; . . . ; n, and
1
qa
¼ l
0
kðaÞð0Þ
2kal
0
kðaþ1Þð0Þ
kaþ1  ka
kaþ1 þ ka
Y
saa
ka  lkðsÞð0Þ2
k2a  k2s
 !
ka  ks
ka þ lkðsÞð0Þ
 2
(8)
if ka ¼ lkðaÞð0Þ, andYn
j¼1
ðz  k2j Þ ¼
Yn
j¼1
ðz  ljð0Þ2Þ
( )
1
Xn
j¼1
l0jð0Þ
z  ljð0Þ2
( )
. (9)
Let u ¼ us 2 X0 with s ¼ fkj ; qjg1pjpn 2S. Deﬁne
paðsÞ ¼ lkðaÞð0Þ; caðsÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0kðaÞð0Þ
q
; sðsÞ ¼
Xn
j¼1
cjðsÞ2dpj ðsÞ.
Set cðsðsÞÞ ¼ fZj ; mjg1pjpn. Since pjðsÞ’s satisfy the condition (H), by (9), we see that
Zj ¼ kj , 1pjpn. Substituting these into (7) and (8), and then comparing with (3), we
obtain that mj ¼ qj, 1pjpn. Hence cðsðsÞÞ ¼ s. Due to (5), cðPsðsÞÞ ¼ us, which means
that c is surjective.
Let s ¼P1j¼0 c2j dpj 2 S0, and assume that (H) is satisﬁed. Let s ¼ cðsÞ. It was shown in
the proof of [7, Lemma 1.4] that pjðsÞ ¼ pj and cjðsÞ ¼ cj, 1pjpn. Hence, if we deﬁne the
mapping f : X0 ! G0 by fðusÞ ¼ PsðsÞ, then by (5), fðcðPsÞÞ ¼ Ps. Thus c is injective.
(ii) Let s ¼Pnj¼1 c2j dpj and u ¼ cðPsÞ. If we set cðsÞ ¼ s ¼ fkj ; qjg, as was seen in the
proof of (i), u ¼ us, pjðsÞ ¼ pj, and cjðsÞ ¼ cj, j ¼ 1; . . . ; n.
Put ~uðxÞ ¼ uðxÞ, x 2 R. Denote by ~eþðx; lÞ and ~eðx;lÞ the right and left Jost
solutions associated with ~u, respectively. It is straightforward to see that ~eþðx; lÞ ¼
eðx;lÞ and ~eðx;lÞ ¼ eþðx; lÞ, eþðx; lÞ and eðx;lÞ being the right and left Jost
solutions related with u, respectively. This implies that
W ½~eþð	; lÞ; ~eð	;lÞ ¼ W ½eþð	; lÞ; eð	;lÞ,
W ½~eð	;xÞ; ~eþð	;xÞ ¼ W ½eð	; xÞ; eþð	; xÞ
for any l 2 C with IlX0 and x 2 R, where W ½f ; g denotes the Wronskian of f and g:
W ½f ; g ¼ f 0g  fg0. Hence, by virtue of the direct and inverse scattering theory (cf. [6]),
~u 2 X0 and there exist ~q1; . . . ; ~qn40 so that, if we set ~s ¼ fkj ; ~qjg then ~u ¼ u~s. Due to (6), we
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~eðx;lÞ ¼ e
ﬃﬃﬃﬃ
1
p
lx
Yn
j¼1
l ð
ﬃﬃﬃﬃﬃﬃ
1
p
ðljðxÞÞÞ
lþ
ﬃﬃﬃﬃﬃﬃ
1
p
kj
.
By the deﬁnition of pjðsÞ and cjðsÞ, this implies that pjð~sÞ ¼ pjðsÞ ¼ pj and
cjð~sÞ ¼ cjðsÞ ¼ cj , j ¼ 1; . . . ; n. In particular, sð~sÞ ¼ ~s. Thus cð ~sÞ ¼ ~s, and hence ~u ¼
cðP ~sÞ on ½0;1Þ, which completes the proof. &
3. The Brownian sheet
3.1. Wiener integral with respect to the Brownian sheet
Let fW ðp; xÞgðp;xÞ2R2þ be the Brownian sheet on a probability space ðO;F; PÞ, where
R2þ ¼ ½0;1Þ2, i.e. fW ðp; xÞgðp;xÞ2R2þ is a centered Gaussian system with covariance functionR
O W ðp; xÞW ðq; yÞdP ¼ minfp; qgminfx; yg. Denote by L2ðR2þÞ and L2ðPÞ the spaces
of square integrable functions with respect to the Lebesgue measure on R2þ and P,
respectively. There exists a linear isometry I : L2ðR2þÞ ! L2ðPÞ such that
Iðw½a;bÞ½c;dÞÞ ¼ W ðb; dÞ  W ða; dÞ  W ðb; cÞ þ W ða; cÞ
for any 0paobo1 and 0pcodo1, where wA is the indicator function of A. In the
sequel, we shall writeZ
R2þ
hðq; zÞW ðdq; dzÞ
for IðhÞ, and call it the Wiener integral of h.
We shall see the dependence of the Wiener integrals on parameters. To do this, let T40
and take a family f ¼ ffð; ; tÞ j t 2 ½0; T g  L2ðR2þÞ such that
Kf 
 sup
0psotpT
1
jt  sj
Z
R2þ
jfðq; z; tÞ  fðq; z; sÞj2 dqdzo1 (10)
and put ZfðyÞ ¼
R
R2þ
fðq; z; yÞW ðdq;dzÞ, y 2 ½0; T . It then holds thatZ
O
jZfðtÞ  ZfðsÞj2m dPp
ð2mÞ!
2mm!
Kmf jt  sjm for any t; s 2 ½0; T , (11)
because, for any h 2 L2ðR2þÞ, its Wiener integral is a centered Gaussian random variable
with variance khk2
L2ðR2þÞ
and henceZ
O
Z
R2þ
hðq; zÞW ðdq;dzÞ
 !2m
dP ¼ ð2mÞ!
2mm!
khk2m
L2ðR2þÞ
; m 2 N.
By Kolmogorov’s continuity theorem, fZfðyÞgy2½0;T  admits a continuous version, say
fZfðyÞgy2½0;T  again. We moreover have that
Theorem 4. Let T40 and m 2 N;X2. Then, there exists a constant Cm;T40 such that, for
any family f ¼ ffð; ; tÞ j t 2 ½0; T g  L2ðR2þÞ with Kfo1, where Kf is defined by (10), the
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ZfðyÞ ¼
Z
R2þ
fðq; z; yÞW ðdq;dzÞ
satisfies thatZ
O
sup
0psotpT
jZfðtÞ  ZfðsÞj2m
jt  sjmð3=2Þ dPpCm;T K
m
f . (12)
Moreover, if Zfð0Þ ¼ 0 in addition, then it holds thatZ
O
sup
y2½0;T 
jZfðyÞj2m dPpCm;T KmfTmð3=2Þ.
Proof. To see the assertion, we apply the following inequality, which can be concluded
easily from [10, Theorem 2.1.3]; for each a40, b42, T40 and continuous function
f : ½0; T  ! R, it holds that
sup
0psotpT
jf ðtÞ  f ðsÞja
jt  sjb2 p2
3aþ2 b
b 2
 a Z T
0
Z T
0
jf ðtÞ  f ðsÞja
jt  sjb dtds.
Plugging (11) into this estimation with a ¼ 2m and b ¼ m þ ð1
2
Þ, we have thatZ
O
sup
0psotpT
jZfðtÞ  ZfðsÞj2m
jt  sjmð3=2Þ dP
p26mþ2 2m þ 1
2m  3
 2m ð2mÞ!
2mm!
Kmf
Z T
0
Z T
0
jt  sj1=2 dtds.
Thus we obtain (12). The last inequality is an immediate consequence of (12). &
3.2. Representation with the Brownian sheet
We ﬁrst reconstruct Ps 2 G0 by using the Brownian sheet. For this purpose, let Q be the
set of all sequence a ¼ fðpj ; djÞg1pjpn of points in R2 with piapj if iaj, n ¼ 1; 2; . . . : Every
s ¼Pnj¼1c2j dpj 2 S0 determines the element fðpj ; cjÞg1pjpn 2 Q, denoted by s again, if we
order pj ’s so that the condition (H) is fulﬁlled.
For a ¼ fðpj ; djÞg1pjpn 2 Q, aX0 and b 2 R with apbop1, deﬁne 0pq0oq1o   oqn
by
q0 ¼ b þ a; qk ¼ q0 þ
Xk
j¼1
jpj  pj1j; k ¼ 1; . . . ; n ðp0 ¼ bÞ. (13)
The Rn-valued process
W aðyÞ ¼
W ðqj ; yÞ  W ðqj1; yÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
qj  qj1p
 !
1pjpn
is an n-dimensional Brownian motion, and then using this for fBðzÞg in (2), we deﬁne
xa;b;aðyÞ ¼ eyDa
Z y
0
ezDa dW aðzÞ and X a;b;aðyÞ ¼ hd; xa;b;aðyÞi,
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Then it is easily seen that
X a;b;aðyÞ ¼
Z
R2þ
ha;b;aðq; z; yÞW ðdq;dzÞ, (14)
where
ha;b;aðq; z; yÞ ¼
Xn
j¼1
eðyzÞpj djﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
qj  qj1p
w½qj1;qj Þ½0;yÞðq; zÞ.
Moreover, if s 2 S0, then, by virtue of the observation made in Section 2, it holds that
Ps ¼ P  X1a;b;s.
We next introduce another compound Ornstein–Uhlenbeck process. For aX0 and a
piecewise continuous function g : ½0;1Þ ! R with compact support, we deﬁne
ha;gð; ; yÞ 2 L2ðR2þÞ, y 2 ½0;1Þ, by
ha;gðq; z; yÞ ¼ eðyzÞðqaÞgðqÞw½0;yÞðzÞ; ðq; zÞ 2 R2þ
and then put
X a;gðyÞ ¼
Z
R2þ
ha;gðq; z; yÞW ðdq;dzÞ; y 2 ½0;1Þ.
We shall give some remarks on X a;b;a and X a;g. Firstly notice that X a;b;a and X a;g are both
continuous Gaussian processes starting at 0 at time 0. Namely, being Gaussian processes
follows from their deﬁnition by Wiener integrals. The continuity is a consequence of the
observation made before Theorem 4 and the next lemma.
Lemma 5. Let g; a be as above and T40. Set
Ka;T ¼ e2TMðaÞf1þ T2MðaÞ2gSðaÞ,
Ka;g;T ¼ f1þ ðT0 þ aÞ2T2ge2TðT0þaÞ
Z 1
0
gðqÞ2 dq,
where MðaÞ ¼ sup1pjpn jpjj, SðaÞ ¼
Pn
j¼1 d
2
j , and T0 is chosen so that gðqÞ ¼ 0 if qXT0.
Then it holds that
Kha;b;apKa;T and Kha;gpKa;g;T ,
where Kha;b;a and Kha;g are defined by (10) with f ¼ ha;b;a and ha;g, respectively.
Proof. For any 0psotpT , it holds that
jha;b;aðq; z; tÞ  ha;b;aðq; z; sÞjp
Xn
j¼1
eTMðaÞjdjjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
qj  qj1p
w½qj1;qj Þ½s;tÞðq; zÞ
þ
X1
j¼1
MðaÞeTMðaÞðt  sÞjdjjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
qj  qj1p
w½qj1;qj Þ½0;sÞðq; zÞ,
jha;gðq; z; tÞ  ha;gðq; z; sÞjpeTðT0þaÞjgðqÞjfw½s;tÞðzÞ þ ðt  sÞðT0 þ aÞw½0;sÞðzÞg.
These imply the desired conclusion. &
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large, then
Psþm ¼ P  fX a;b;s þ X A;B;mg1. (15)
Namely, note that hA;B;mðq; z; yÞ ¼ 0 if qpA þ B. Hence, if A þ B is so large that
qnpA þ B, where qn is deﬁned by (13) for s, then ha;b;shA;B;m ¼ 0, and which implies the
independence of X a;b;s and X A;B;m. ThenZ
O
fX a;b;sðxÞ þ X A;B;mðxÞgfX a;b;sðyÞ þ X A;B;mðyÞgdP
¼ Rsðx; yÞ þ Rmðx; yÞ ¼ Rsþmðx; yÞ.
Thus Psþm is realized as the law of X a;b;s þ X A;B;m.
Thirdly, if s 2 S is of the form
sðdxÞ ¼ f ðxÞdxþ mðdxÞ,
where f : R ! ½0;1Þ is a piecewise continuous function with compact support and m 2 S0,
then, choosing a40 so that supp f  ½a; a, and setting gðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f ðx aÞ
p
, we have that
Ps ¼ P  fX a;g þ X A;B;mg1 (16)
for A and B with sufﬁciently large A þ B. In fact, it holds that
sðdxÞ ¼ gðxþ aÞ2w½a;1ÞðxÞdxþ mðdxÞ
and we may and will think of g as a piecewise continuous function on ½0;1Þ with compact
support. It is easily seen that the covariance function of X a;g isZ
O
X a;gðxÞX a;gðyÞdP ¼
Z
R
exðxþyÞ  exjxyj
2x
gðxþ aÞ2w½a;1ÞðxÞdx.
Take g40 so that suppm  ½g; g. Since supp g  ½0; 2a, for AX0 and Bp0 such that
ApBp g and 2aoA þ B, we have that ha;ghA;B;m ¼ 0. Then X a;g and X A;B;m are
independent, and hence the Gaussian process X a;g þ X A;B;m possesses the covariance
function Rsðx; yÞ. Thus Ps coincides with the law of X a;g þ X A;B;m.
Finally, Theorem 4 and Lemma 5 yields that
Proposition 6. Let g, a, a; b be as above. Then, for any T40 and m 2 N, there exists a
constant Cm;T , depending only on T and m, such that the following estimations hold with
ðZ; KÞ ¼ ðX a;b;a; Ka;T Þ or ðZ; KÞ ¼ ðX a;g; Ka;g;T Þ.Z
O
sup
0psotpT
jZðtÞ  ZðsÞj2m
jt  sjmð3=2Þ dPpCm;T K
m,Z
O
sup
y2½0;T 
jZðyÞj2m dPpCm;T KmTmð3=2Þ.
4. Generalized reﬂectionless potentials
In this section, we shall show that the convergence of Ps 2 G0 implies that of
reﬂectionless potentials to generalized one in the topology of uniform convergence on
compacts.
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WT W, and every probability measure P can be restricted toWT . The restriction will be
denoted by PjWT . For s 2 S, put
FsðxÞ ¼
Z
W
exp  1
2
Z x
0
X ðyÞ2 dy
 
dPs.
As will be seen in the next theorem, Fs is C2, and then one can deﬁne
cðPsÞ ¼ 4 d
dx
 2
logFs.
Our goal of this section is
Theorem 7. (i) For s 2 S, Fs is C2.
(ii) Let sn 2 S0 and s 2 S. Suppose that
S
n2N supp sn  ½b;b for some b40, and sn
tends to s vaguely. Then Fsn and its first and second derivatives F
0
sn and F
00
sn converge to Fs,
F0s, and F
00
s uniformly on every bounded interval in ½0;1Þ, respectively. In particular, cðPsn Þ
tends to cðPsÞ uniformly on every bounded interval in ½0;1Þ. Moreover, for every e40, there
exists n0 2 N such that
Specððd=dxÞ2 þ cðPsn ÞÞ  ½b2  sðRÞ  e;1Þ; nXn0. (17)
Finally, there exists u 2 X such that cðPsÞ ¼ u on ½0;1Þ.
(iii) Let gn : R ! ½0;1Þ be piecewise continuous, and m 2 S0. Assume that[
n2N
supp gn  ½b; b for some b40; sup
n2N
Z
R
gnðxÞ2 dxo1
and sn 2 S defined by snðdxÞ ¼ gnðxÞ2 dxþ mðdxÞ converges to some s 2 S vaguely. Then
Fsn , F
0
sn , and F
00
sn converge to Fs, F
0
s, and F
00
s uniformly on every bounded interval in ½0;1Þ,
respectively. In particular, cðPsn Þ tends to cðPsÞ uniformly on every bounded interval in
½0;1Þ.
(iv) For every u 2 X, there exists Ps 2 G such that cðPsÞ ¼ u on ½0;1Þ.
We shall give several remarks on the theorem before getting into the proof.
Remark 8. (a) Repeating the arguments in Lemmas 10, 11, and the proof of the Theorem
7(i) below, one can show that Fs is C1.
(b) Let s 2 S. Fix b40 so that supps  ½b; b, and deﬁne sn 2 S0 by
snðdxÞ ¼
Pn
j¼n sð½jb=n; ðj þ 1Þb=nÞÞdjb=n. Then sn’s satisfy the assumption in (ii).
(c) The identiﬁcation of X0 and G0 extends to that of X and G as follows. First let
Ps 2 G. Deﬁne sn 2 S0 as in (b). By Theorem 1, cðPsn ÞðxÞ ¼ cðP ~snÞðxÞ, xp0. Deﬁne
~s 2 S by ~sðAÞ ¼ sðAÞ, A 2 BðRÞ, where A ¼ fxjx 2 Ag. Since supp ~sn  ½b; b and
~sn tends to ~s vaguely, by (ii), we see that cðP ~sn Þ converges to cðP ~sÞ uniformly on compacts
in ½0;1Þ. As will be seen in the proof of Lemma11 below, there exist u 2 X and a
subsequence fsnj g of fsng such that cðPsnj Þ converges to u 2 X uniformly on compacts in R.
Hence we have that u ¼ cðPsÞ on ½0;1Þ and ¼ cðP ~sÞ on ð1; 0.
Conversely, let u 2 X. As will be seen in the proof of (iv) below, there exist Psn 2 G0,
n 2 N, such that cðPsn Þ converges to u uniformly on compacts in R,Sn2N suppsn  ½b; b
for some b40, and sn tends to some s 2 S vaguely. Then, in repetition of the above
argument, we see that u coincides with cðPsÞ on ½0;1Þ and cðP ~sÞ on ð1; 0.
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an analytical manner. The relation between X and G investigated above is a probabilistic
counterpart to their observation.
(e) Every cðPsÞ, Ps 2 G, can be approximated by cðPsn Þ’s with sn of the form as
described in (iii). Namely, let Ps 2 G. Take a nonnegative C1 function f : R ! R
with compact support such that
R
R fðxÞdx ¼ 1. Deﬁne gn:R ! ½0;1Þ by gnðxÞ2 ¼R
R nfðnðx  xÞÞsðdxÞ, and set snðdxÞ ¼ gnðxÞ2 dx. Then
S
n2N gn  ½b;b for some b40,R
R gnðxÞ2 dx ¼ sðRÞ, and sn converges to s vaguely.
(f) The convergence discussed in (iii) relates to the convergence of ﬁnite-zone potentials
to reﬂectionless ones discussed in [1,9]. Namely, for u 2 X of ﬁnite-zone, the s appearing in
(iv) was computed by Kotani [4] to be represented as sðdxÞ ¼ gðxÞ2 dxþ mðdxÞ for some
piecewise continuous g with compact support and m 2 S0. As ﬁnite-zone potentials tends to
a reﬂectionless potential, the support of g shrinks to a discrete point set [9]. This is the
situation investigated in (iii).
We now proceed to the proof of Theorem 7. To do this, we prepare several
lemmas. In the sequel, let fW ðp; xÞgðp;xÞ2R2þ be the Brownian sheet on ðO;F; PÞ as in
Section 3.
Lemma 9. Let T40 and ffZbðyÞgy2½0;T  jb 2 Lg be a family of continuous processes Zb
defined on ðO;F; PÞ with Zbð0Þ ¼ 0. Suppose that
Am ¼ sup
b2L
Z
O
sup
0psotpT
jZbðtÞ  ZbðsÞj2m
jt  sjmð3=2Þ dPo1; m ¼ 2; 3; . . . .
Then the family fP  Z1b gb2L of the laws of Zb’s on WT is tight.
Let Q : R2 ! R be a polynomial, and put
Fb;gðxÞ ¼
Z
O
QðZbðxÞ; ZgðxÞÞ exp 
1
2
Z x
0
ZbðyÞ2 dy
 
dP; x 2 ½0; T .
Then Fb;g, b; g 2 L, are equi-continuous and uniformly bounded on ½0; T .
Finally, if Q 
 1, then Fb;g’s are all C1, and F0b;g’s are also equi-continuous and uniformly
bounded on ½0; T .
Proof. The ﬁniteness of Am implies the tightness. It also yields that
Bm ¼ sup
b2L
Z
O
sup
t2½0;T 
jZbðtÞj2m dPo1; m ¼ 2; 3; . . .
Then, as an application of the dominated convergence theorem and the second assertion,
we obtain the third assertion.
To see the second assertion, let k be the degree of Q and take C0o1 such that
jQða; bÞ  Qðc; dÞjpC0ð1þ jaj þ jbj þ jcj þ jdjÞk1ðja  cj þ jb  djÞ,
jQða; bÞjpC0ð1þ jaj þ jbjÞk; a; b; c; d 2 R.
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jFb;gðxÞ  Fb;gðx0Þj
pC0
Z
O
1þ 2 sup
y2½0;T 
jZbðyÞj þ 2 sup
y2½0;T 
jZgðyÞj
( )4ðk1Þ=3
dP
0@ 1A3=4

Z
o
fjZbðxÞ  Zbðx0Þj þ jZgðxÞ  Zgðx0Þjg4 dP
 1=4
þ C0
2
jx  x0j
Z
O
1þ sup
y2½0;T 
jZbðyÞj þ sup
y2½0;T 
jZgðyÞj
( )kþ2
dP.
Hence there exists a constant Co1, depending only on Am’s and Bm’s, such that
sup
b;g2L
jFb;gðxÞ  Fb;gðx0ÞjpCfjx  x0j1=8 þ jx  x0jg; x; x0 2 ½0; T .
Thus Fb;g’s are equi-continuous on ½0; T . Since Fb;gð0Þ ¼ Qð0; 0Þ, Fb;g’s are then uniformly
bounded on ½0; T . &
Lemma 10. Let s ¼Pnj¼1 c2j dpj 2 S0 and apbop1. Then Fs is C1 and its first and second
derivatives are represented as
F0sðxÞ ¼ 
1
2
Z
O
X a;b;sðxÞ2 exp 
1
2
Z x
0
X a;b;sðyÞ2 dy
 
dP,
F00sðxÞ ¼ 
1
4
Z
O
f2sðRÞ þ 4X a;b;sðxÞX a;b;aðsÞðxÞ  X a;b;sðxÞ4g
 exp  1
2
Z x
0
X a;b;sðyÞ2 dy
 
dP,
where aðsÞ ¼ fðpj ; pjcjÞg1pjpn.
Proof. By (4), Fs is C1. Since Ps ¼ P  X1a;b;s,
FsðxÞ ¼
Z
O
exp  1
2
Z x
0
X a;b;sðyÞ2 dy
 
dP.
Moreover, by Proposition 6, we have thatZ
O
sup
y2½0;T 
jX a;b;sðyÞj2m dPo1; T40; mX2.
By an application of the dominated convergence theorem, the desired expression of the
ﬁrst derivative is obtained.
Rewrite xa;b;s used to deﬁne X a;b;s as
xa;b;sðyÞ ¼ W aðyÞ þ
Z y
0
Dsxa;b;sðzÞdz.
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X a;b;sðxÞ2 ¼ 2
Z x
0
X a;b;sðzÞhc; dW aðzÞi
þ
Z x
0
Xn
j¼1
c2j þ 2X a;b;sðzÞX a;b;aðsÞðzÞ
( )
dz
and hence that
F0sðxÞ ¼ 
1
4
Z
O
Z x
0
2
Xn
j¼1
c2j þ 4X a;b;sðzÞX a;b;aðsÞðzÞ  X a;b;sðzÞ4
( )
 exp  1
2
Z z
0
X a;b;sðyÞ2 dy
 
dz dP.
This implies that F0a;b;s is continuously differentiable and the second derivative of Fa;b;s has
the desired representation, because sðRÞ ¼Pnj¼1c2j . &
Lemma 11. Let sn 2 S0 and s 2 S. Suppose that
S
n2N supp sn  ½b;b for some b40 and
that sn tends to s vaguely. Then Fs is C2, and Fsn , F
0
sn , and F
00
sn converge to Fs, F
0
s, and F
00
s
uniformly on every bounded interval in ½0;1Þ, respectively.
Proof. Let aX0 and b 2 R satisfy that apbo b. Due to the assumption, it holds that
sup
n2N
MðsnÞpb and sup
n2N
SðsnÞo1. (18)
By Proposition 6 we see that
sup
n2N
Z
O
sup
0psotpT
jX a;b;sn ðtÞ  X a;b;snðsÞj2m
jt  sjmð3=2Þ dPo1; T40; mX2. (19)
Thus fPsn jWT gn2N is tight for any T40.
Since sn tends to s vaguely and suppsn  ½b;b, n 2 N, we obtain the convergence of
Rsn ðx; yÞ to Rsðx; yÞ for every x; yX0. Hence every ﬁnite dimensional distribution of Psn
tends to that of Ps. In conjunction with the tightness, this implies that Psn jWT converges to
PsjWT weakly for any T40. In particular, Fsn ! Fs point wise.
Since MðaðsnÞÞ ¼ MðsnÞ and SðaðsnÞÞpb2SðsnÞ, by (18) and Proposition 6, we have that
sup
n2N
Z
O
sup
0psotpT
jX a;b;aðsnÞðtÞ  X a;b;aðsnÞðsÞj2m
jt  sjmð3=2Þ dPo1; T40; mX2. (20)
Then the equi-continuity and the uniform boundedness of Fsn , F
0
sn , and F
00
sn on any
bounded interval in ½0;1Þ follow from (19), (20), Lemmas 9 and 10, and the fact that
snðRÞ ! sðRÞ as n !1. In conjunction with the point wise convergence of Fsn to Fs, we
see that Fs and that Fsn , F
0
sn , and F
00
sn tend to Fs, F
0
s, and F
00
s uniformly on any bounded
interval in ½0;1Þ, respectively. &
Lemma 12. Let g : ½0;1Þ ! ½0;1Þ be piecewise continuous and m 2 S0. Assume that
supp g; suppm  ½b;b for some b40. Define s 2 S by
sðdxÞ ¼ gðxÞ2 dxþ mðdxÞ.
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X A;B;m and eXs ¼ X a; ~ga þ X A;B;aðmÞ, where gaðxÞ ¼ gðx  aÞ and ~gaðxÞ ¼ ðx  aÞgðx  aÞ. Then
it holds that
F00sðxÞ ¼ 
1
4
Z
O
f2sðRÞ þ 4XsðxÞ eX sðxÞ  X 4sðxÞg exp  12
Z x
0
X sðyÞ2 dy
 
dP.
Proof. Deﬁne sn 2 S0 by
snðdxÞ ¼
Xn
j¼1
gaðjða þ bÞ=nÞ2
a þ b
n
dðjðaþbÞ=nÞa.
Then, suppðsn þ mÞ  ½a;b [ suppm, ðsn þ mÞðRÞpða þ bÞ sup jgj2 þ mðRÞ, and sn þ m
tends to s vaguely. By Lemma 11, F00snþm converges to F
00
s uniformly on any bounded
interval in ½0;1Þ.
Due to (15), we have that Psnþm ¼ P  fX a;a;sn þ X A;B;mg1. Moreover, in repetition of
the argument used in the proof of Lemma 10, we see that
F00snþmðxÞ ¼ 
1
4
Z
O
f2fsnðRÞ þ mðRÞg
þ 4fX a;a;sn ðxÞ þ X A;B;mðxÞgfX a;a;aðsnÞðxÞ þ X A;B;aðmÞðxÞg
 fX a;a;sn ðxÞ þ X A;B;mðxÞg4g
 exp  1
2
Z x
0
fX a;a;sn ðyÞ þ X A;B;mðyÞg2 dy
 
dP. ð21Þ
Since ha;a;sn ð	; yÞ and ha;a;aðsnÞð	; yÞ tend to ha;ga and ha; ~ga in L2ðR2þÞ for every y 2 ½0;1Þ,
respectively, X a;a;sn ðyÞ and X a;a;aðsnÞðyÞ converge to X a;ga and X a; ~ga in L2ðPÞ for every
y 2 ½0;1Þ, respectively. Moreover, by Proposition 6, we have that
sup
n2N
Z
O
sup
y2½0;T 
fjX a;a;snðyÞj2m þ jX a;a;aðsnÞðyÞj2mgdPo1
for any T40 and m 2 N. Then, letting n !1 in (21), we obtain the desired representation
of F00s. &
We are now ready to proceed to the proof of Theorem 7.
Proof of (i). Let s 2 S, and deﬁne sn 2 S0 by
snðdxÞ ¼
Xn
j¼n
sð½jb=n; ðj þ 1Þb=nÞÞdjb=n,
where b40 is chosen so that supp s  ½b; b. Then Sn2N supp sn  ½b;b and sn ! s
vaguely. By Lemma 11, Fs is C2. &
Proof of (ii). The ﬁrst assertion of (ii) follows from Lemma 11.
We shall show the second assertion of (ii). By [7, Lemma 1.4], it holds that
Specððd=dxÞ2 þ cðPsn ÞÞ  ½l;1Þ
for some l40 with MðsnÞ2olpMðsnÞ2 þ snðRÞ. Since MðsnÞ2pb2 and snðRÞ ! sðRÞ as
n !1, we obtain the second assertion of (ii).
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topology of uniform convergence on bounded intervals in R [7, Lemma 2.3]. Hence, there
exists u 2 X and a subsequence funj gj2N such that unj converges to u 2 X uniformly on any
compact interval in R. Combined with the convergence of cðPsnÞ to cðPsÞ on ½0;1Þ, we see
that cðPsÞ ¼ u on ½0;1Þ. &
Proof of (iii). Take a4b and A40, Bo0 so that ApBo infðsupp mÞ, a þ boA þ B, and
deﬁne Xsn ¼ X a;gn;a þ X A;B;m and eXsn ¼ X a; ~gn;a þ X A;B;aðmÞ, where gn;aðxÞ ¼ gnðx aÞ and
~gn;aðxÞ ¼ ðx aÞgnðx aÞ. By (16), Psn ¼ P  X1sn , and
Fsn ðxÞ ¼
Z
O
exp  1
2
Z x
0
X snðyÞ2 dy
 
dP.
Since supn2N
R
RfðgnÞaðxÞg2 dxo1 and supn2N
R
Rfð ~gnÞaðxÞg2 dxo1, it follows from
Proposition 6 that
sup
n2N
Z
O
sup
0psotpT
jXsn ðtÞ  X snðsÞj2m þ j eXsn ðtÞ  eX snðsÞj2m
jt  sjmð3=2Þ dPo1
for any T40 and mX2. We then obtain the desired convergence in repetition of the proof
of Lemma 11, only this time with X sn ,
eXsn , and Lemma 12 for X a;b;sn , X a;b;aðsnÞ, and
Lemma 10. We omit the details. &
Proof of (iv). Let u 2 X and suppose that fungn2N  X0 satisﬁes that un converges to u
uniformly on any bounded interval in R and
S
n2N Specððd=dxÞ2 þ unÞ  ½l;1Þ for
some l40. By Theorem 1, for every n 2 N, there exists Psn 2 G0 such that un ¼ cðPsn Þ.
These sn’s are in S0, and it was seen in [7, Lemma 1.4 and corollary after Lemma 2.1] that
suppsn  ½
ﬃﬃﬃ
l
p
;
ﬃﬃﬃ
l
p
 and snðRÞpl for any n 2 N.1 Then, choosing a subsequence if
necessary, we may assume that sn converges to some s 2 S vaguely. By Theorem 7 (ii), we
see that cðPsn Þ converges to cðPsÞ uniformly on any bounded interval in ½0;1Þ. Thus
u ¼ cðPsÞ on ½0;1Þ. &
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