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Abstract
We formulate an algebraic criterion for the presence of global anomalies on globally
hyperbolic space-times in the framework of locally covariant field theory. We discuss
some consequences and check that it reproduces the well-known global SU(2) anomaly
in four space-time dimensions.
1 Introduction and summary
Global anomalies are an interesting aspect of quantum field theory, as they constitute a non-
perturbative effect and are thus one of the few aspects of this regime which are accessible
with our current theoretical tools.
Global anomalies were first treated in a path integral formalism [1] and manifest them-
selves as the non-invariance of the fermion path integral under large gauge transformations
(in contrast to the well-known local anomalies, which occur for infinitesimal gauge trans-
formations). Concretely, chiral fermions in four dimensional space-time, charged in the
fundamental representation of G = SU(2) were considered. As π4(SU(2)) = Z2, there are
compactly supported gauge transformations g that can not be deformed to the identity by
compactly supported homotopies. But of course one may deform A to its gauge transform
Ag via a path Aλ of connections that are not gauge equivalent to A. By studying the flow of
eigenvalues of the corresponding Dirac operator /DAλ along such a deformation, and using
the mod 2 index theorem, it was shown that the fermion path integral[∫
dψdψ¯ exp(ψ¯i /DAλψ)
] 1
2
=
[
det i /DAλ
] 1
2
changes sign as A is varied to Ag (note that the path integral for chiral fermions is defined
as the square root of that for Dirac fermions). This implies that the full partition function
Z =
∫
dA
[
det i /DA
] 1
2 exp
(
− 1
2g2
YM
∫
trF ∧ ⋆F
)
vanishes, as the contributions from A and Ag always cancel. The theory is thus inconsistent.
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Apart from the ill-definedness of the path integral, the path integral formulation has the
disadvantage that one considers fermions in non-trivial background fields, where the relation
between the Euclidean and the Lorentzian setting is unclear.
There is also a Hamiltonian formulation [1–3] of global anomalies. By choosing temporal
gauge, a non-trivial element g ∈ π4(G) can be transformed into a non-trivial element of π1(G˜)
with G˜ = C∞c (R
3, G) the group of compactly supported spatial gauge transformations. A
global anomaly occurs if the implementer of this non-trivial element is not the identity, as
there is then no gauge invariant state. For the actual computation, one again treats the gauge
field as a background field. But for time-dependent background fields, the Hamiltonian
framework is not well suited as the time-evolution can in general not be implemented on a
fixed (vacuum) Hilbert space [4].
The aim of the present paper is to give a criterion for global anomalies which mimics
the above criteria but is properly formulated in a Lorentzian setting. We use the frame-
work of locally covariant field theory [5, 6] which proved very fruitful for quantum field
theory in curved space-times or other non-trivial backgrounds. Concretely, we use a gen-
eralization [7] which also includes background gauge fields. Our formulation is based on
the implementability of the relative Cauchy evolution [5,8] and also relies on the concept of
perturbative agreement [9, 10].
As for the formulation in the path integral or the Hamiltonian framework, we define and
compute global anomalies in the setting of free fermions in non-trivial background gauge
fields. In this setting, a global anomaly does not spoil the consistency of the theory. But as
in the path integral and the Hamiltonian formulation, one expects a global anomaly to spoil
the consistency of the full theory, involving dynamical gauge fields. We will only briefly
comment on how this happens in a locally covariant Lorentzian framework.
The article is structured as follows: In the next section, we recall the structures of locally
(gauge) covariant field theory that are relevant for our discussion. In Section 3 we formulate
our criterion for global anomalies. In order to make contact with the Hamiltonian formu-
lation of global anomalies, we discuss their appearance in Hilbert space representations in
Section 4. In particular, we sketch how global anomalies render a gauge theory inconsistent.
In Section 5, we discuss a toy model where all the constructions and the actual computation
can be performed explicitly, namely real fermions on the line. To prepare for the computa-
tion of global anomalies in higher dimensions, we clarify in Section 6 the relation between
perturbative agreement and the Wess-Zumino consistency condition, a result that may be
of interest independently of the current work. Finally, in Section 7, we compute the SU(2)
anomaly in four space-time dimensions, using arguments developed in [11,12].
Notations and conventions: The symbol
.
= denotes the definition of the l.h.s. by the
r.h.s.. The set of smooth compactly supported functions from M to a Lie group G are
denoted by C∞c (M,G). For B → M a vector or Lie group bundle over M , Γ
∞
c (M,B)
denotes its set of smooth compactly supported sections. By g we denote the Lie algebra
of G and for a principal G-bundle P we define p to be the vector bundle associated to the
adjoint representation of G on g. We work in signature (−,+, . . . ,+).
2 The framework
Let us recapitulate those aspects of the framework of locally covariant field theory [5] which
are relevant for our purposes. In contrast to studying quantum field theories on a fixed
background, the basic idea of locally covariant field theory is to work coherently over all
of them. The collection of all possible backgrounds are the objects of the category Bg; its
2
morphisms are used to define relations and consistency conditions between the theories on
different backgrounds.
In the generalized setting of [7], the admissible backgrounds are tuples (SM,P, g¯, A¯)
consisting of a spin structure SM over an oriented, time-oriented, globally hyperbolic
space-time (M, g¯), and a principal G-bundle P over M with connection A¯. A morphism
χ : (SM,P, g¯, A¯) → (SM ′, P ′, g¯′, A¯′) is a tuple (χSM , χP ), where χSM is a principal
Spin0-bundle morphism and χP is a principal G-bundle morphism. Both, χSM and χP
cover the same orientation, time-orientation and causality preserving isometric embedding
ψ : M → M ′. Furthermore, the connections are related by pull-back, i.e. A¯ = χ∗P A¯
′. In
the following, morphisms will often be isomorphisms of the form (id, χP ) : (SM,P, g¯, A¯)→
(SM,P ′, g¯, A¯′), which affect only the principal G-bundle. Typically, these are gauge trans-
formations (SM,P, g¯, A¯) → (SM,P, g¯, A¯g) where A¯g = Adg−1 A¯ + g
∗(µG), with µG the
Maurer-Cartan form on G and g ∈ C∞c (M,G).
To each background one assigns an algebra A(SM,P, X¯) of observables, where we sub-
sumed the geometric data in X¯ = (g¯, A¯). The consistency of this assignment is encoded in
the requirement that A : Bg → Alg is a functor with values in the category Alg of unital
∗-algebras (with injective unital ∗-homomorphisms as morphisms). This means that for each
morphism χ : (SM,P, X¯)→ (SM ′, P ′, X¯ ′) there is an injective unital ∗-homomorphism
αχ : A(SM,P, X¯) −→ A(SM
′, P ′, X¯ ′),
which is an isomorphism if χ is an isomorphism in Bg. When (SM,P ) are kept fixed, also
the notation A(X¯) will be used.
In order to relate particular observables on different backgrounds, one introduces the
notion of fields, which are natural transformations from suitable functors T to A. Important
examples for T are the functors which assign to each background (SM,P, X¯) the set of test
tensors (of a fixed type) on M , i.e., the set of smooth, compactly supported sections of a
vector bundle associated to the bundle SM+P →M . A field Φ, restricted to a background
(SM,P, X¯), and smeared with a test tensor t, is then denoted as Φ(SM,P,X¯)(t), or, if (SM,P )
are held fixed, also by ΦX¯(t). Being a natural transformation amounts to
αχΦ(SM,P,X¯)(t) = Φ(SM ′,P ′,X¯′)(χ∗t) (1)
for any t and any morphism χ : (SM,P, X¯) → (SM ′, P ′, X¯ ′). A typical example is the
current
j(SM,P,X¯)(A)
.
= −
∫
M
ψ¯ /Aψ (2)
of free fermions charged under G. Here A ∈ Γ∞c (M, p⊗T ∗M). For the explicit construction
of the algebra A(SM,P, X¯) (in terms of evaluation functionals) and fields, in particular
non-linear ones, we refer to [7].
In the setting that we are considering, the background fields provide the hyperbolic (wave
or Dirac) operator for the dynamical (matter) fields. There is then another way to relate the
theories on different backgrounds. Let us keep SM and P fixed. For compactly supported
perturbations X = (g,A) of the geometric data X¯ = (g¯, A¯), one defines the retarded and
advanced Møller operators
τ
r/a
X¯+X,X¯
: A(X¯) −→ A(X¯ +X),
which are ∗-isomorphisms and act as the identity on observables localized in the past/future
of suppX, where the two backgrounds are identified via Cauchy surfaces. If the algebras
A are constructed as evaluation functionals, one may define the Møller operators by the
pullback of the retarded/advanced scattering operator on the solution spaces. Alternatively,
one may define τ r/a abstractly by using the time-slice axiom [5].
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Remark 1. In principle, one could also allow for perturbations X that are not compactly
supported, but only have a certain fall-off behavior. But this would require restrictions on
the growth of the field configurations. However, the specific form of natural growth condi-
tions depends both on the background (SM,P, X¯) and on the specific form of the equations
of motion operator. In order to work model-independently, we stick to perturbations with
compact support.
For what follows, it is crucial that the Møller operators compose naturally, i.e.,
τ
r/a
X¯+X′′,X¯+X′
◦ τ
r/a
X¯+X′,X¯
= τ
r/a
X¯+X′′,X¯
. (3)
Furthermore, for X¯ and X¯ +X related by a morphism χ : (SM,P, X¯) → (SM,P, X¯ +X)
which acts as the identity outside of a compact set, we have
τ
r/a
X¯+X,X¯
= αχ. (4)
For generic X, one also has [8, Prop. 3.7],
αχ ◦ τ
r/a
X¯+X,X¯
= τ
r/a
X¯′+χ∗X,X¯′
◦ αχ, (5)
where the morphism on the r.h.s. is χ : (SM,P, X¯)→ (SM,P, X¯ ′) and the one on the l.h.s.
is χ : (SM,P, X¯ + X) → (SM,P, X¯ ′ + χ∗X). For a field Φ, we define the infinitesimal
retarded/advanced variation as
δ
r/a
X¯
(X)Φ(t)
.
=
d
dλ
τ
r/a
X¯,X¯+λX
(
Φ(SM,P,X¯+λX)(t)
)∣∣
λ=0
. (6)
Using the Møller operators, one can define the relative Cauchy evolution [5] as the ∗-
automorphism
rceX¯(X)
.
= τ rX¯,X¯+X ◦ τ
a
X¯+X,X¯ (7)
of A(X¯). In particular, its derivative
˙rceX¯(X)
.
=
d
dλ
rceX¯(λX)
∣∣
λ=0
is a derivation. As a consequence of (4) we have that, for X¯ and X¯ + X related by a
morphism which acts as the identity outside of a compact set,
rceX¯(X) = id. (8)
3 Global anomalies
In the following, we will focus on perturbations of the connection A¯. For a free theory in
the presence of background fields, the infinitesimal version of the relative Cauchy evolution
is given by the commutator with the current,
˙rceA¯(A) = −
i
~
[jA¯(A), · ]. (9)
More generally, one may say that the theory A : Bg → Alg admits a current if there is a
field j such that the above holds. As a consequence of (8), ˙rce vanishes for an infinitesimal
gauge transformation, i.e.,
˙rceA¯(d¯c) = 0, (10)
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where d¯ is the covariant differential defined on sections of p by
(d¯c)(ξ)
.
= ∇¯ξc,
with ξ a vector field and ∇¯ the covariant derivative induced on the associated bundle p by
the connection A¯. The condition that the current j is conserved can then be formulated as
the requirement
δ¯jA¯(c)
.
= jA¯(d¯c) = 0. (11)
The existence of a conserved current signifies the absence of infinitesimal (usually called
local) anomalies and is assumed from now on. It is important to note that an anomaly can
not be seen in a failure of (10), as a violation of (11) is a c-number.
In order to discuss global anomalies, we require that the ∗-automorphism rceA¯(A) is
unitarily implemented by a field VA¯(A), i.e.,
rceA¯(A)(a) = AdVA¯(A)(a)
.
= VA¯(A) aVA¯(A)
∗, (12)
for all a ∈ A(SM,P, g¯, A¯), and
VA¯(A)
−1 = VA¯(A)
∗.
The implementer VA¯(A) can be seen as the inverse of the S matrix for scattering at the
potential A, cf. also the discussion below. In the present work, we are focusing on conceptual
and structural aspects, not on functional analytic ones, so we allow the implementers to
be formal power series in the perturbation A. Whether this leads to a proper unitary
representation in suitable Hilbert space representations is a very interesting open question.1
The requirement that the rce should be unitarily implemented in representations seems to
have first been considered in [14].
Obviously, if rceA¯ is implemented by VA¯, then there is a current
−
i
~
jA¯(A)
.
=
d
dλ
VA¯(λA)
∣∣
λ=0
. (13)
However, as discussed above, one should impose further constraints on the current than just
(9). Hence, apart from the implementers being fields, we impose a further natural condition.
To motivate it, we note that from (3) and (7) it follows that
rceA¯(A
′) = τ rA¯,A¯+A ◦ rceA¯+A(A
′ −A) ◦ τaA¯+A,A¯.
Using (12), it follows that
rceA¯(A
′) = AdVA¯(A′) = Adτ rA¯,A¯+A(VA¯+A(A′−A)) VA¯(A) .
It thus seems natural to require that
VA¯(A
′) = τ rA¯,A¯+A(VA¯+A(A
′ −A))VA¯(A). (14)
For A′ = A1 + A2, with suppA2 not intersecting the past of suppA1, this reduces to the
causality requirement [15,16]
S(A1 +A2)
−1 = S(A1)−1S(A2)−1 (15)
1This is related to the question whether the current jA¯(A) is represented by an essentially self-adjoint
operator on H. For the scalar field and Wick squares without derivatives, conditions ensuring this property
were given in [13].
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for the S matrix, given the identification of V with S−1 and the fact that τ r
A¯,A¯+A2
acts
trivially on fields whose support does not intersect the future of suppA2. Note, however,
that our condition (14) is stronger than (15) in that no conditions on the relations of the
supports are made, cf. also the discussion in Remark 2 below. The discussion of Hilbert space
representations in the following section provides further motivation for the requirement (14).
If condition (14) is fulfilled, we say that rce is unitarily implemented by V .
It turns out that (14) is automatically fulfilled for free fields charged under G in space-
time dimension d ≤ 4 if 1.) the current (13) is conserved and 2.) VA¯(0) = 1 is the unit. To
see this, note that (14) can be equivalently written as
τ rA¯,A¯+A(VA¯+A(A
′′ −A))VA¯(A) = τ
r
A¯,A¯+A′(VA¯+A′(A
′′ −A′))VA¯(A
′). (16)
As the space of connections is affine, there are no topological obstructions to fulfill this
condition, but there may be local ones. Replacing A by λA, A′ by ηA′, and A′′ by λA+ ηA′
in the above equation and evaluating the derivative w.r.t. λ and η at 0, we obtain
EA¯(A,A
′) .= δrA¯(A)j(A
′)− δrA¯(A
′)j(A) − i~−1[jA¯(A
′), jA¯(A)] = 0, (17)
where we used the definition (6). As will become clear in the following section, we may see
EA¯ as the curvature for “parallel transport” by π¯(VA¯) of vectors Ψ ∈ H¯ in any representation
π¯ : A(A¯)→ End(H¯). The condition (17) is known the context of background independence.
Its fulfillment (possibly after a finite renormalization of the current j) is a necessary and
sufficient condition to fulfill perturbative agreement by inductively redefining time ordered
products by finite renormalizations [9, 10]. As shown in [10, Prop. 3.8], (17) is fulfilled for
d ≤ 4, whenever the current j is conserved.
Obvious consequences of (14) are
VA¯(0) = 1, (18)
d
dλ
VA¯(A+ λA
′)
∣∣
λ=0
= −
i
~
τ rA¯,A¯+A(jA¯+A(A
′))VA¯(A). (19)
Hence, in order to evaluate VA¯(A), we may choose any path Aλ such that A0 = 0, A1 = A
and compute the path-ordered exponential integral
VA¯(A) = P exp
(
−
i
~
∫ 1
0
τ rA¯,A¯+Aλ(jA¯+Aλ(A˙λ)) dλ
)
. (20)
In particular, for any A¯ + A which is continuously connected by a path of compactly sup-
ported gauge transformations to A¯, we have that VA¯(A) = 1. Assuming that the center
of A(SM,P, g¯, A¯) is trivial, we also know that VA¯(A) = e
iφ
1 for some φ ∈ R whenever
A¯g = A¯+ A for a compactly supported gauge transformation g. We say that the theory A
has a global anomaly, if VA¯(A) 6= 1 in that case.
For four-dimensional space-times with trivial topology R4, possible obstructions are thus
classified by π4(G). Given a non-trivial gauge transformation A¯ 7→ A¯
g = A¯+A, (20) can in
principle be used to decide whether a given theory is anomalous or not.
Apart from leading to the same obstructions as in the path integral framework, our
formulation has the additional similarity that the computation of the anomaly proceeds
by reaching the non-trivial gauge transformation via a path of gauge non-equivalent back-
grounds.
Remark 2. A conserved current j has the residual renormalization ambiguity jA¯ → jA¯+cδ¯F¯
of adding multiples of the current of the background connection (F¯ being its curvature and
6
δ¯ the corresponding covariant divergence) [7]. This corresponds to a charge renormalization.
Such a transformation obviously changes the implementers as
VA¯(A)→ exp
(
−
ic
2~
∫
M
tr
(
F [A¯+A] ∧ ⋆F [A¯+A]− F¯ ∧ ⋆F¯
))
VA¯(A). (21)
It follows that the implementers as such are not unique, only for a given renormalization
prescription of the current. It may be worth pointing out that the causality requirement
(15) is much less restrictive: If S(A) is an S matrix fulfilling (15), then
S(A)→ eiGA¯,g¯[A]S(A)
yields another one, for any local functional A 7→ GA¯,g¯[A] ∈ R. The point is that (15) can
not restrict the local functional G, as the supports of A1 and A2 do never intersect. By
contrast, our condition (14), combined with the requirement that the current defined by (13)
is conserved, implies severe restrictions on G, leading to essentially unique implementers,
up the the ambiguity (21).2
Using (20), we can show that V is indeed a field. Let χ : (SM,P, X¯)→ (SM,P, X¯ ′) be
a morphism. We compute
αχVA¯(A) = P exp
(
−
i
~
∫ 1
0
αχ ◦ τ
r
A¯,A¯+Aλ
(jA¯+Aλ(A˙λ)) dλ
)
= P exp
(
−
i
~
∫ 1
0
τ rA¯′,A¯′+χ∗Aλ ◦ αχ(jA¯+Aλ(A˙λ)) dλ
)
= P exp
(
−
i
~
∫ 1
0
τ rA¯′,A¯′+χ∗Aλ(jA¯′+χ∗Aλ(χ∗A˙λ)) dλ
)
= VA¯′(χ∗A). (22)
In the second equality we used (5) and in third equality (1).
As we argued above, φA¯(g)
.
= VA¯(A¯
g − A¯) is a c-number for a compactly supported
gauge transformation g. A natural question is now whether this c-number only depends on
g, or also on the background A¯. Using the fact that the implementer is a field, (22), it is
straightforward to show that indeed
φA¯(g) = φB¯(g) (23)
if B¯−A¯ is compactly supported. We use (16) with A = A¯g−A¯, B¯ = A¯+A′ and B¯g = A¯+A′′,
obtaining
τ rA¯,A¯g(VA¯g (B¯
g − A¯g))φA¯(g) = φB¯(g)VA¯(B¯ − A¯).
The equality (23) then follows from (4) and (22).
Remark 3. For space-times M with non-trivial topologies, the possible obstructions for the
absence of global anomalies are different. Technically, these obstructions are classified by
the quotient set Γ∞c (M,P ×Ad G)/∼, where P ×Ad G is the Lie group bundle associated to
the adjoint action of the structure group G on itself and ∼ is the equivalence relation given
2In [17], cf. also [16, Chapter 2], the S matrix is fixed by an explicit non-perturbative construction,
exploiting the causality (15) by cutting A into temporal slices and performing limits in which first the size
of the separation and then the size of the slices tends to 0. However, it is not shown that the result is
independent on how this slicing is performed. It is also not clear whether the thus constructed S matrices
fulfill our stronger requirements. In [18], it is claimed that the S matrix is unique, even without assuming
(15). However, the claim is based on the assumption that the time evolution U(s, t) in the interaction picture
is implementable and the implementation strongly differentiable, requirements that seem difficult to justify.
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by compactly supported homotopy equivalences. In the case of M ≃ Rd, this reduces to the
d-th homotopy group πd(G). Let us consider now for exampleM ≃ R
d−1×S1 with the trivial
principal G-bundle P ≃M ×G→M . The obstructions for the absence of global anomalies
are then given by Γ∞c (M,P ×Ad G)/∼ ≃ C
∞
c (R
d−1 × S1, G)/∼, which contains the d−1-th
homotopy group πd−1(G) as a subset. In fact, any element of πd−1(G) can be represented
(by definition) by a compactly supported function f : Rd−1 → G, which we can extend to
a compactly supported function f˜ : Rd−1 × S1 → G on M that is constant along S1. This
defines an element [f˜ ] ∈ C∞c (Rd−1 × S1, G)/∼. It is easy to see that for f1, f2 : Rd−1 → G
representing different homotopy classes, the classes [f˜1] 6= [f˜2] in C
∞
c (R
d−1 × S1, G)/∼ are
different: Any compactly supported homotopy H : [0, 1] × Rd−1 × S1 → G between f˜1 and
f˜2 induces a compactly supported homotopy Hp : [0, 1] × R
d−1 → G between f1 and f2 by
fixing any point p ∈ S1 of the circle. The same argument generalizes to space-times of the
form M ≃ Rd−k ×K, with K a compact k-dimensional manifold, equipped with the trivial
principal G-bundle. A subset of the obstruction for the absence of global anomalies in this
case is then given by the d−k-th homotopy group πd−k(G).
The calculation of the anomaly amounts to the calculation of the implementers V . In
the following, we give a formal expressions for these, whose convergence is unclear. Except
for Section 5, where convergence is indeed guaranteed, these expressions will not further be
used. For free fermions, the implementers are formally given by the inverse of the formal S
matrix, i.e.,
VA¯(A) = T (e
i
~
jA¯(A))−1, (24)
where T denotes the time-ordered product, cf. [9]. To see this, we differentiate:
d
dλ
VA¯(λA) = −VA¯(λA)
d
dλ
T (e
i
~
jA¯(λA))VA¯(λA)
= −
i
~
VA¯(λA)T (jA¯(A) e
i
~
jA¯(λA))VA¯(λA)
= −
i
~
R(jA¯(A); e
i
~
jA¯(λA))VA¯(λA)
= −
i
~
τ rA¯,A¯+λA(jA¯+λA(A))VA¯(λA).
In the third line, the retarded product defined by
R(F ; eiS)
.
= T (eiS)−1 T (F ⊗ eiS)
was introduced. In the last step, we used the integral form of perturbative agreement,
cf. [10], and the fact that the current does not depend on the background connection, cf.
(2). Hence, this implementer fulfills the initial condition (18) and the differential equation
(19). However, it should be kept in mind that it is not clear whether the representation (24)
converges (it is derived from a formal power series, but no longer has a formal parameter).
Leaving the convergence question aside for a moment, one could thus calculate the
implementer by calculating the connected fermion loops with n external legs. For simplicity,
one may choose A¯ as a trivial connection. From the fermion loops, only the non-local part
may contribute, as the local terms are gauge invariants, and the field strength corresponding
to A vanishes. For the c-number part of the implementer, which is the relevant one for the
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global anomaly, one then has
〈Ω|V0(A)
−1|Ω〉 =
∞∑
n=0
(i/~)n
n!
〈Ω|T (j(A)⊗n)|Ω〉
=
∞∑
n=0
in
n!
∑
2k2+···+nkn=n;ki≥0
n!
k2! . . . kn!
n∏
j=2
1
jkj
Ij(A)
kj
= exp
( ∞∑
k=2
ik
k
Ik(A)
)
,
where In(A) is the closed fermion loop Feynman diagram with n external gauge boson lines,
each smeared with A.
Remark 4. Analogously, one can define global gravitational anomalies [19], by replacing
changes in the background connection by changes in the background metric, gauge trans-
formations by diffeomorphisms, and the current by the stress-energy tensor.
4 Hilbert space representations
Let us discuss some consequences of our definitions for representations of our algebras on
Hilbert spaces. Assume we have a representation π¯ : A(A¯) → End(H¯). Consider now
arbitrary compactly supported perturbationsA of A¯. The representation π¯ naturally induces
representations
πA
.
= π¯ ◦ τ rA¯,A¯+A : A(A¯+A) −→ End(HA),
where HA = H¯. Physically, this means that we identify states that coincide in the past.
In particular, using the canonical identification of HA and HA′ , the algebra homomorphism
τ r
A¯+A′,A¯+A
is implemented by the identity, i.e.
πA′ ◦ τ
r
A¯+A′,A¯+A = πA.
However, there is also another natural map between the algebras A(A¯+A) and A(A¯+A′),
namely the advanced Møller operator. Let us see whether this can also be implemented:
πA′ ◦ τ
a
A¯+A′,A¯+A = πA ◦ τ
r
A¯+A,A¯+A′ ◦ τ
a
A¯+A′,A¯+A
= πA ◦ rceA¯+A(A
′ −A)
= πA ◦AdVA¯+A(A′−A) .
Hence,
πA′ ◦ τ
a
A¯+A′,A¯+A( · ) = U(A
′, A)πA( · )U(A′, A)∗
with
U(A′, A) = πA(VA¯+A(A
′ −A))
= π¯
(
τ rA¯,A¯+A(VA¯+A(A
′ −A))
)
= π¯(VA¯(A
′)VA¯(A)
∗), (25)
where in the last step we used (14). In particular, we obtain
U(A′′, A′)U(A′, A) = U(A′′, A),
U(A′, A)−1 = U(A,A′).
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Let us note that these natural properties are a direct consequence of (14), which lends
further support to the usefulness of this condition.
From (23), it is clear that for a compactly supported gauge transformation g and Ag =
Adg−1 A
ρ(g)
.
= U(A¯g +Ag − A¯, A)
is a c-number independent of the choice of a compactly supported A. In the case of a global
anomaly, there are g’s such that ρ(g) 6= 1. How can these turn a theory inconsistent? There
is certainly no problem as long as the gauge fields are considered purely as background
fields. As in the path integral approach, one expects inconsistencies in the non-perturbative
interacting theory. Let us sketch how these manifest themselves. Of course, due to the
absence of well-developed non-perturbative techniques for quantum field theory, some of
our arguments below necessarily have to be rather formal and heuristic.
Let us consider the interacting Lagrangean 1
2g2
YM
F ∧∗F + ψ¯ /Dψ and split the gauge field
as A¯ + gYMA, where A¯ is a fixed background and A is a perturbation. We assume that
we can quantize the system consisting of A and ψ, which leads to an algebra of observables
A(A¯)tot and a representation π¯ on a Hilbert space H¯tot. In the free limit gYM → 0, the
gauge field perturbation A decouples from ψ, hence the algebra of observables factorizes as
A(A¯)tot = A(A¯)gauge ⊗ A(A¯)matter into gauge field and matter observables, and the Hilbert
space factorizes as H¯tot = H¯gauge ⊗ H¯matter. (Notice that the matter algebra of observables
and Hilbert space are the ones we studied above.)
The interpretation of gauge transformations changes in the present setup: While before
gauge transformations were unitary maps HA → HA′ between the Hilbert spaces for the
matter theory in different background fields, the fact that we treat gauge fields dynamically
requires that both A and ψ have to be transformed. Hence, gauge transformations in the
present setup are unitary maps H¯tot → H¯tot from the Hilbert space of the total theory to
itself. In the free limit gYM → 0, these unitary maps are supposed to factorize as
ρtot(g) = ρgauge(g) ⊗ ρmatter(g) : H¯gauge ⊗ H¯matter → H¯gauge ⊗ H¯matter,
where for the matter theory we have from above
ρmatter(g) = U(g−1dg, 0). (26)
For a gauge transformation g that is connected to the identity, this yields the identity
operator. However, in the case of a global anomaly, this is eiφ id for a non-trivial phase φ.
For the representation ρgauge(g) on the free gauge fields, one expects that no global anomalies
are present, i.e., gauge transformations always act as the identity on the corresponding
Hilbert space, so that ρtot(g) = id ⊗ U(g−1dg, 0) by (26). Switching on the interaction,
and assuming continuity in gYM, the phase factor e
iφ must remain constant, as it can only
take discrete values. Hence, in the case of a global anomaly, we find that there is no gauge
invariant vector in the total Hilbert space H¯tot.
The almost trivial character of the representation ρtot may lead to the suspicion that
ρtot is simply not the correct representation to consider. After all, why not take the trivial
representation? To motivate this further, consider, following [1], the situation in a canonical
formalism, i.e., consider a fixed time-slice Σ, defined, for instance, as x0 = 0, and the
“Hilbert space” of L2 functions on the space of initial data on Σ. Gauge transformations
are then generated by the operators
Qa(~x) = g−2YMDiF
a
0i(~x)− ψ¯γ
0T aψ(~x),
which are to be smeared with compactly supported Lie algebra valued functions Λ(~x). Gauge
invariance then dictates that this has to vanish on all physical states.
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Let us again restrict to the free limit and the contribution of the matter part. Assuming
that jA¯ can also be smeared with test “functions” localized on a time-slice, the matter
contribution to Q(Λ) is jA¯(B) with
Baµ(x) = δ
0
µΛ
a(~x)δ(x0). (27)
It easily follows from (17) that this indeed yields a representation of the group G = C∞c (Σ, G)
of spatial gauge transformations. The action of the retarded Møller operator on ψ is given
by
τ rA¯+B,A¯ψ(x) = ψ(x)− θ(x
0)Λ(~x)ψ(x) + . . . ,
where θ is the step function and the dots stand for terms that vanish as x0 → 0. Taking the
time-slice which is used to define Q(Λ) at ε, one thus obtains, using (17) and the explicit
form (2) of the current,
[Q(Λ), Q(Λ′)] = i~Q([Λ,Λ′])
in the limit ε → 0.3 This may be seen as yet another indication for the appropriateness of
condition (14). For Σ homeomorphic to Rd−1, we have π1(G) = πd(G), so non-trivial space-
time gauge transformations correspond to non-trivial cycles of spatial gauge transformations.
Integrating up the generators Q, i.e., j, along such a cycle yields not the identity, but again
eiφ id in the case of a global anomaly.4 Once more, we conclude that there are no gauge
invariant vectors in the Hilbert space.
5 A one-dimensional example
As a simple example, where the anomalies can be computed straightforwardly and the
background changes are properly unitarily implemented, we consider the case of real fermions
on the line R. This was first studied in [20] in the setting of Euclidean partition functions.
Their results on the classification of anomalies are wrong, however, so the present section
also serves to correct these.
Choosing a trivialization of the principal G-bundle P → R, or equivalently fixing the
background connection A¯ = 0, the action for the fermions in the background A¯+A can be
written as
SA¯+A =
i
2
∫
R
ψi (δij∂t +Aij)ψj dt ,
where Aij(t) = λ
m
ij A
m(t) (summation overm understood) and λm are the real antisymmetric
generators of the Lie algebra in a representation r. In the background A¯ = 0, the ψ’s satisfy
the equation of motion i ∂tψ = 0 and fulfill the anti-commutation relations {ψi(t), ψj(t
′)} =
~ δij . The corresponding current is
j(A′) =
i
2
∫
R
ψiA
′
ij ψj dt.
As there are no ordering ambiguities, this current is conserved, and in particular condition
(17) is fulfilled. Moreover, the implementers V (A) are given by, cf. (24),
V (A) = T¯ exp
(
1
2~
∫
R
ψiAij ψj dt
)
,
3The order is irrelevant here, i.e., one could approach ε = 0 either from positive or negative ε, due to the
first two terms on the r.h.s. of (17).
4Concretely, consider the non-trivial gauge transformation g in π4(G), and the corresponding interpolator
Aλ = λg
−1dg in a trivial background A¯ = 0. Squeezing g to be supported on the time-slice x0 = 0, for exam-
ple by defining gη(x
0, ~x) = g(x0/η, ~x) and taking the limit η → 0, leads to Aλ of the form (27). Integrating
up the generators, yields, by (20), the non-trivial implementer of the non-trivial gauge transformation.
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where T¯ denotes anti time-ordering.
A Hilbert space representation of the algebra of smeared fields can be obtained by setting
π¯(ψ(f))
.
= Ψi
∫
R
fi dt,
or, formally, π¯(ψi(t)) = Ψi, where Ψi are self-adjoint operators on a Hilbert space H¯ fulfilling
{Ψi,Ψj} = ~ δij . It follows that the implementers U(A
′, A) are given by, cf. (25),
U(A′, A) = T¯ exp
(
1
2~
ΨiΨj
∫
R
A′ij dt
)
T exp
(
−
1
2~
ΨiΨj
∫
R
Aij dt
)
.
Following [20], let us now consider the representation R on H¯ that this induces. For
1 ≤ m ≤ rankG, the generators λ of the representation r can be brought into the form
λm =

0 αm1
−αm1 0
0 αm2
−αm2 0
. . .
 ,
with αk the weights of r. Defining annihilation and creation operators
ak
.
= 1√
2
(Ψ2k−1 + iΨ2k), a∗k
.
= 1√
2
(Ψ2k−1 − iΨ2k),
the generators Λm in the representation R, corresponding to the λm in the representation
r, are given by
Λm =
[dr/2]∑
k=1
αmk (a
∗
kak −
1
2 ),
where dr is the dimension of the representation r and [·] denotes the integer part. The
weights of R thus have the form
δ = 12
∑
±αk.
An anomaly occurs if there is a weight of R which is non-integral for the gauge group G,
as then U(g−1dg, 0) is not the identity for g ∈ π1(G). A simple example is obtained taking
the fermions in the fundamental representation of G = SO(3).
The existence of integral weights of g which are non-integral for G is equivalent to a
non-trivial π1(G), establishing the relation to the abstract result that a global anomaly is
possible only for non-trivial πd(G), with d being the space-time dimension.
5 Of course the
example is somewhat artificial, as one may remove the anomaly by re-defining the gauge
group to be the universal cover of G.
6 Perturbative agreement and the Wess-Zumino consistency
condition
Let us consider again the condition (17) on the vanishing of the curvature EA¯ for A, A
′
being infinitesimal gauge transformations, i.e., A = d¯Λ and A′ = d¯Λ′. In that case the
5In [20], the occurrence of a global anomaly was erroneously related to the question whether the weights
of R are in the same equivalence class as those of r modulo the root lattice, leading to the conclusion that
there are global anomalies for many groups with a trivial π1.
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current evaluated at A¯ is a c-number, so that the commutator vanishes. For the expression
on the l.h.s. of (17), we thus obtain
δrA¯(d¯Λ)j(d¯Λ
′)− δrA¯(d¯Λ
′)j(d¯Λ) = δrA¯(d¯Λ)δ¯j(Λ
′)− jA¯([d¯Λ,Λ
′])− δrA¯(d¯Λ
′)δ¯j(Λ) + jA¯([d¯Λ
′,Λ])
= δ¯jA¯([Λ,Λ
′])− δ¯jA¯([Λ
′,Λ]) − jA¯(d¯[Λ,Λ
′])
= δ¯jA¯([Λ,Λ
′]), (28)
where the notation introduced in (11) was employed. In the first step, we used an identity
used in the proof of [10, Prop. 3.8]. In the second step we used
δrA¯(d¯Λ)Φ(t) = ΦA¯(LΛt), (29)
for any field Φ, where LΛ is the representation of Λ ∈ Γ
∞
c (M, p) on the test tensor. This
is a straightforward consequence of (1) and (4). From (28), we see that for semisimple
Lie algebras, the vanishing of the divergence of the current is a necessary condition for the
fulfillment of (17). On the other hand, as shown in [10], the vanishing of the divergence of
the current implies (17) in space-time dimension d ≤ 4.
For the computation of the global anomaly in the next section, it is advantageous to
embed the theory into a larger one which has a local anomaly, i.e., a non-vanishing divergence
of the current. However, one still wants to fulfill (17), in order to be able to deform the
integration path in (20). We thus investigate whether we can save (17) by giving up the
requirement that the current is a field, i.e., by giving up covariance w.r.t. transformations
of the background field. This means that we fix a reference connection and specify other
connections by a Lie algebra valued one form A. For simplicity, we assume the reference
connection to be flat. The current jA is then allowed to depend on A, i.e., we take the
covariant current j and add an A dependent correction term ∆jA. In the calculation (28),
we can then no longer use (29). Instead, in the expression on the r.h.s. of the first line of
(28), we may use that δ¯j is a c-number, so that the retarded variation coincides with the
functional derivative w.r.t. A. Hence, we obtain the condition
〈 δδA (δj)A(Λ
′),dAΛ〉 − 〈 δδA (δj)A(Λ),dAΛ
′〉 − (δj)A([Λ,Λ′]) = 0, (30)
where dA is the covariant differential in the background A and (δj)A(Λ)
.
= jA(dAΛ). This
is the Wess-Zumino consistency condition [21], derived from the requirement that gauge
transformations of the background field are represented on the vacuum functional. Hence,
after giving up background gauge invariance, i.e., the requirement that physics should only
depend on the principal bundle connection, not on a particular choice of a trivialization, it
may be possible to get rid of the path dependence in the definition of the implementers,
even in the presence of local anomalies.
In [10], it was shown that in dimension d ≤ 4, the vanishing of the divergence of the
current implies that (17) is fulfilled also for variations A, A′ which are not gauge. We
will prove an analogous statement for the modified current, i.e., that (30) implies (17) for
non-gauge variations A, A′. However, we shall explicitly use the assumption that the gauge
group is semisimple and that the (covariant) anomaly is of the form
δ¯jA¯(Λ) = c
∫
M
tr
(
ΛF¯ ∧ F¯
)
, (31)
where the trace is taken in some representation. As a first step, we claim that
EA¯(A,A
′) = c
∫
M
tr
(
(A ∧A′ −A′ ∧A) ∧ F¯
)
(32)
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as this is the unique functional linear and antisymmetric in A, A′, invariant under δA¯ = d¯Λ,
δA(′) = [Λ, A(′)] and of the correct scaling dimension, such that
EA¯(d¯Λ, d¯Λ
′) = c
∫
M
tr
(
(d¯Λ ∧ d¯Λ′ − d¯Λ′ ∧ d¯Λ) ∧ F¯
)
= c
∫
M
tr
(
[Λ,Λ′]F¯ ∧ F¯
)
= δ¯jA¯([Λ,Λ
′]).
Uniqueness follows from the fact that EA¯(d¯Λ, d¯Λ
′) = 0 implies EA¯(A,A
′) = 0 as proved
in [10].
It is well-known [22] how to pass from the covariant anomaly (31) to the consistent
anomaly fulfilling the Wess-Zumino consistency condition (30). One adds to the current the
correction term
∆jA(A
′) .= 13c
∫
M
tr
(
A′ ∧ (A ∧ FA + FA ∧A− 12A ∧A ∧A)
)
. (33)
For the total anomaly, we thus obtain
(δj)A(Λ) = c
∫
M
tr
(
ΛFA ∧ FA +
1
3dAΛ ∧ (A ∧ FA + FA ∧A−
1
2A ∧A ∧A)
)
= 13c
∫
M
tr
(
Λ(dA ∧ dA+ 12d(A ∧A ∧A))
)
,
which is the well-known expression for the consistent anomaly. Adding (33) modifies the
curvature E by
∆EA(A1, A2) = 〈
δ
δA∆jA(A2), A1〉 − 〈
δ
δA∆jA(A1), A2〉
= −c
∫
M
tr ((A1 ∧A2 −A2 ∧A1) ∧ FA) .
Comparison with (32) shows that the curvature E is indeed canceled.
Remark 5. In [9], the violation of perturbative agreement was related to a cohomological
question by noting that E is a cocycle w.r.t. a suitably defined differential. It was shown
that a violation of perturbative agreement can be removed if E is a coboundary. At least
for the Yang-Mills case, we have seen that E is always a coboundary, but in general of a
background field functional depending on the choice of a trivialization of the background.
Remark 6. There is a subtle point here: For G = U(1) and on flat space-time, one could
remove the anomaly by replacing the factor 13 in (33) by
1
2 . In this way, one also fulfills the
Wess-Zumino consistency condition (30). However, the curvature E does then not vanish
(except when both arguments are exact). This shows that the condition (17) is stronger
than the Wess-Zumino consistency condition (30) for non semisimple G and non-generic
space-times.
7 Computation of the anomaly
For the actual computation of the anomaly, we follow the ideas of [11,12]: On a topologically
trivial n-dimensional spacetime, this method requires that one may embed G as a subgroup
in H, with trivial πn(H). Furthermore, there must exist a representation of H which upon
reduction to G yields the original representation up to the addition of trivial representations.
14
Under these conditions, the global anomaly of G may be computed by integrating up the
local anomaly of H.
Let us consider the example of G = SU(2) in the fundamental representation in n = 4.
We may embed G as a subgroup in H = SU(3) and extend the fundamental representation
of G to the one of H, such that a G-gauge transformation g is given by
gH =
(
g 0
0 1
)
.
As π4(H) is trivial, we may connect the non-trivial G-gauge transformation g (i.e. [g] =
−1 ∈ π4(G) ≃ Z2) by a path h(λ) of H-gauge transformations to the identity, i.e.,
h(0) = id, h(1) = gH . (34)
The global anomaly of G can then be computed by integrating up the local anomaly of H
along this path, using (20). For this to work, two requirements have to be fulfilled: First, it
must be possible to deform the path h to a path with background connections solely in the
G component, i.e., of the form
AH =
(
A 0
0 0
)
. (35)
The path-ordered exponential (20) is path independent if (17) is fulfilled. However, the
fundamental representation of SU(3) has a local anomaly, given by
δ¯j(Λ) =
i~
8π2
∫
M
tr
(
ΛF¯ ∧ F¯
)
for a single generation of chiral fermions,6 so that (17) is not fulfilled. According to the
discussion in the previous section, we may nevertheless achieve (17) through a redefinition
of the current (breaking local gauge covariance), yielding a current with the consistent
anomaly
(δj)A(Λ) =
i~
24π2
∫
M
tr
(
Λd(A ∧ dA+ 12A ∧A ∧A)
)
. (36)
It is thus this current which has to be integrated in (20). The second requirement is that
the implementer for perturbations of the form (35) must reduce to the implementer in the
original (unextended) theory. In particular, local gauge covariance must be restored, i.e., it
must be independent of the choice of a trivialization.
Let us sketch such a construction:7 Given a background connection A¯ of the original
theory, choose some trivialization, obtain the corresponding A and set the background
connection of the extended theory to be AH . Given a two-point function ω for the original
background A¯, construct a two-point function of the extended theory to be
ωH(Φ,Ψ) = ω(φ,ψ) + ω0(Φ3,Ψ3),
where Φ = (φ,Φ3) in the decomposition above, Φ and Ψ are test sections, and ω0 is some
two-point function for the supplementary singlet with a vanishing current. We now require
that for the implementers for changes of the background connection of the form (35), we
have
VA¯(A
′)ω(φ) = VA¯H (A
′
H)ωH (φ, 0). (37)
6Note that this can be computed in the Lorentzian setting [23], without recourse to Riemannian concepts.
7This paragraph is rather technical and deals with the details of how to construct the algebras A as
evaluation functionals. A reader more interested in the structural aspects may safely skip it.
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Here we interpreted elements of the algebra as evaluation functionals (with φ a configuration)
and used the “quantum functional” notation of [7], where in order to make local covariance
explicit, one does not work with an algebra with a fixed ⋆ product derived from a two-point
function ω, but with flat sections over the set of all Hadamard two-point functions (flatness
being defined by the canonical equivalence relation between different Hadamard two-point
functions). The way to prove (37) is by noting that the implementers on both sides obey
the same ODE if one reaches A′ by a path of background changes. Namely, by assumption,
ω0 does not contribute to the current and also the correction term (33) does not contribute,
as the original theory had no local anomalies (the constants dabc vanish).
To compute the global anomaly on a trivial background connection, we proceed as fol-
lows: Given any path h(λ) of H-gauge transformations as in (34), we set
A = h−1dh, (38)
where d denotes the four-dimensional differential. Its derivative w.r.t. λ is given by
A˙ = ∂λh
−1dh+ h−1d∂λh = dΛ + [A,Λ] (39)
with
Λ = h−1∂λh. (40)
Integrating the consistent anomaly (36) by using (20), we obtain the following candidate for
the global SU(2) anomaly
V0(g
−1
H dgH) = exp
(
1
48π2
∫ 1
0
dλ
∫
M
tr (ΛA ∧A ∧A ∧A)
)
= exp
(
1
240π2
∫
M×[0,1]
h∗
(
µ5H
))
, (41)
where we used that the connection A has vanishing curvature, i.e. dA = −A∧A. Moreover,
µ5H
.
= tr
(
µH ∧ µH ∧ µH ∧ µH ∧ µH
)
∈ Ω5(H)
is the Cartan 5-form on H = SU(3) and h∗(µ5H) ∈ Ω
5(M × [0, 1]) denotes its pullback along
our path of gauge transformations h :M × [0, 1]→ H.
It remains to show that (41) implies that V0(g
−1
H dgH) = −1, i.e. that the global SU(2)
anomaly may be detected in our approach. Recalling that our path of gauge transformations
h : M × [0, 1] → H satisfies the boundary conditions in (34), it defines an element in the
5-th homotopy group π5(H/G) of the quotient H/G = SU(3)/SU(2). The integral in (41)
does not depend on the choice of representative, hence it defines a mapping
π5(H/G) −→ R , [h] 7−→
1
240π2
∫
S5
h∗
(
µ5H
)
, (42)
which is easily seen to be a group homomorphism. Using as in [12] the following exact
sequence of homotopy groups
π5(H) // π5(H/G) // π4(G) // π4(H) , (43)
together with the normalization
1
240π2
∫
S5
h∗1
(
µ5H
)
= 2π i (44)
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for the generator [h1] of π5(H) ≃ Z, we obtain the desired result that V0(g
−1
H dgH) = −1.
Let us explain this in more detail: Our non-trivial large G = SU(2)-gauge transformation
g represents by definition the non-trivial homotopy class [g] = −1 ∈ π4(G) ≃ Z2. Using
the exact sequence (43) and π4(H) = 0 for H = SU(3), we obtain a preimage of this
class in π5(H/G), which we may represent by a path h of H-gauge transformations as in
(34). As the corresponding homotopy class [h] ∈ π5(H/G) ≃ Z is an odd number, the
group homomorphism property of (42) together with the normalization (44) implies that
the exponent in (41) is an odd multiple of π i. Hence, V0(g
−1
H dgH) = −1 and we have
detected the global SU(2) anomaly.
Remark 7. As discussed in Section 3, the global anomaly is not changed by compactly
supported modifications of the background connection. Hence, it is conceivable that it
depends on the asymptotic behavior of the background connection. This, however, is not
the case for the global SU(2) anomaly, i.e., for a generic background connection A¯ we
have VA¯(A¯
g − A¯) = −1, where g is a G-gauge transformation representing the non-trivial
homotopy class [g] = −1 ∈ π4(G) ≃ Z2. Instead of (38), in the present situation we have to
take
A = A¯h − A¯,
where h is a path of H-gauge transformations as in (34). Instead of (39), the λ-derivative
then reads as
A˙ = dΛ + [A¯h,Λ]
with Λ given by (40). It is convenient to regard Λ as the 5-th component of the 5-dimensional
H-gauge potential on M × [0, 1] given by
Ah
.
= A¯h + Λdλ = h−1A¯h+ h−1dh, (45)
where d is the 5-dimensional de Rham differential on M × [0, 1]. Integrating the consistent
anomaly (36) by using (20), we obtain after some simplifications
VA¯(A¯
g − A¯) = exp
(
1
24π2
∫
M×[0,1]
CS5(A
h)
)
,
where
CS5(A
h) = tr
(
Fh ∧ Fh ∧Ah −
1
2
Fh ∧Ah ∧Ah ∧Ah +
1
10
Ah ∧Ah ∧Ah ∧Ah ∧Ah
)
is the Chern-Simons 5-form and Fh
.
= dAh+Ah∧Ah is the 5-dimensional curvature. Using
that by (45) Ah is obtained by an H-gauge transformation of the 4-dimensional gauge
potential A¯, the transformation property of Chern-Simons forms together with CS5(A¯) = 0
(because A¯ is independent of λ and has no dλ component) implies that
1
24π2
∫
M×[0,1]
CS5(A
h) =
1
240π2
∫
M×[0,1]
h∗(µ5H).
Hence, we obtain the same expression for the global SU(2) anomaly as in the case A¯ = 0
above, cf. (41).
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