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EIGENVALUES OF SCHRO¨DINGER OPERATORS ON FINITE AND
INFINITE INTERVALS
EVGENY L. KOROTYAEV
Abstract. We consider a Sturm-Liouville operator a with integrable potential q on the unit
interval I = [0, 1]. We consider a Schro¨dinger operator with a real compactly supported
potential on the half line and on the line, where this potential coincides with q on the unit
interval and vanishes outside I. We determine the relationships between eigenvalues of such
operators and obtain estimates of eigenvalues in terms of potentials.
1. Introduction and main results
In this paper we discuss eigenvalues of Schro¨dinger operators defined by
Case 1 : Ty = −y′′ + qy on L2(R+), with y(0) = 0,
Case 2 : T˜ y = −y′′ + qy on L2(R+), with y′(0) = 0,
Case 3 : T y = −y′′ + qy on L2(R),
(1.1)
and defined by (1.3)-(1.5) on the unit interval. We assume that the potential q satisfies
supp q ∈ [0, 1], q ∈ L1real(0, 1). (1.2)
It is well known ([F59], [DT79], [M86]) that their spectrum consists of an absolutely continuous
part [0,∞) plus a finite number of simple negative eigenvalues given by
σac(T ) = [0,∞), σd(T ) = {E1 < · · · < Em < 0},
σac(T˜ ) = [0,∞), σd(T˜ ) = {E˜1 < · · · < E˜N < 0},
σac(T ) = [0,∞), σd(T ) = {E1 < · · · < EN < 0}.
We introduce Sturm-Liouville operators on the interval [0, 1] with the Dirichlet and Neumann
boundary conditions:
H0f = −f ′′ + qf, f(0) = f(1) = 0,
H1f = −f ′′ + qf, f ′(0) = f ′(1) = 0,
(1.3)
and with so-called mixed boundary conditions:
H01f = −f ′′ + qf, f(0) = f ′(1) = 0,
H10f = −f ′′ + qf, f ′(0) = f(1) = 0,
(1.4)
and the operator Hpi on [0, 2] with 2-periodic boundary conditions:
Hpif = −f ′′ + qpif, qpi =
{
q(x), x ∈ [0, 1]
q(x− 1), x ∈ [1, 2] . (1.5)
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Let µn and ν0, νn, n > 1 be eigenvalues of H0 and H1 respectively. Let τn and ̺n, n > 1 be
eigenvalues ofH01 andH10 respectively. All these eigenvalues are simple. It is well known, that
the spectrum of Hpi discrete and its eigenvalues λ
+
0 , λ
±
n , n > 1 satisfy λ
+
n−1 < λ
−
n 6 λ
+
n , n > 1.
Moreover, all these eigenvalues satisfy
ν0 6 λ
+
0 < ̺1, τ1 < λ
−
1 6 µ1, ν1 6 λ
+
1 < ̺2, τ2 < λ
−
2 6 µ2, ν2 6 λ
+
2 < ...,
λ±n , νn, µn = (πn)
2 + c0 + o(1), ̺n, τn = π
2(n− 1
2
)2 + c0 + o(1) as n→∞,
(1.6)
where u, v denotes min{u, v} 6 max{u, v} for shortness and c0 =
∫ 1
0
qdx.
Given a self-adjoint, bounded from below operator A whose negative spectrum is discrete,
we denote by n−(A) the number of its negative eigenvalues, counted with multiplicities.
Theorem 1.1. i) The eigenvalues E1 < · · · < Em < 0 of T for the Case 1 satisfy
n−(T ) = n−(H01) > n−(H0), (1.7)
τ1 < E1 < µ1 < τ2 < E2 < µ2 < · · · < τm < Em < min{0, µm}. (1.8)
ii) The eigenvalues E˜1 < · · · < E˜N < 0 of T˜ for the Case 2 satisfy
n−(T˜ ) = n−(H1) (1.9)
and
ν0 < E˜1 < ̺1 < ν1 < E˜2 < ̺2 < · · · < νN−1 < E˜N < min{0, ̺N}, (1.10)
E˜1 < E1 < E˜2 < E2 < · · · < E˜N ,
{
if τN > 0⇒ m = N − 1
if τN < 0⇒ m = N and E˜N < EN
. (1.11)
iii) The operator T for the Case 3 has the eigenvalues E1 < .... < EN , which satisfy
n−(T ) = n−(T˜ ) = n−(H1), (1.12)
ν0 < E˜1 < E1 < E1 < E˜2 < E2 < · · · < νN−1 < E˜N < EN < min{0, EN}. (1.13)
Remark. Thus eigenvalues {τn} control {En}; {νn} control both {E˜n} and {En}.
We describe eigenvalues for Tey = −y′′ + qey on L2(R) with even potentials qe(x) = q(|x|)
for all x ∈ R. Using Theorem 1.1 and the known identity (2.23) we obtain
Corollary 1.2. The eigenvalues Ee1 < · · · < Eene < 0 of Te coincide with eigenvalues of the
operators T and T˜ geven by (1.1) and satisfy
σd(Te) = σd(T ) ∪ σd(T˜ ), ne = n−(Te) = N +m =
{
2N − 1 if τN > 0
2N if τN < 0
, (1.14)
ν0 < Ee1 < ̺1; τ1 < Ee2 < µ1; ν1 < Ee3 < ̺2; τ2 < Ee4 < µ2; ... (1.15)
Recall the Bargmann inequality [B52]: let in general, xq(x) belong to L1(0,∞), then
n−(T ) 6
∫ ∞
0
xq−(x)dx, (1.16)
where q− = max{−q, 0}. Recall the Calogero-Cohn inequality [Ca65], [Co65]: if q, |q| 12 ∈
L1(0,∞) and if q 6 0 is monotone, then
n−(T ) 6
2
π
∫ ∞
0
|q(x)| 12dx. (1.17)
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We also need an inequality from [HLT98], [W96]: if q ∈ L1(R), then∑
En<0
|En| 12 6 1
2
∫
R
q−(x)dx. (1.18)
Corollary 1.3. Let the operators H0, H01, Hpi given by (1.3)-(1.5). Then the number of their
eigenvalues below zero satisfies
1
2
(n−(Hpi)− 1) 6 n−(H0) 6 n−(H01) 6
∫ 1
0
xq−(x)dx, (1.19)
∑
µn<0
|µn| 12 6 1
2
∫ 1
0
q−(x)dx, (1.20)
∑
n>0,λ±n<0
|λ±n |
1
2 6
∫ 1
0
q−(x)dx. (1.21)
Moreover, let qε(x) =
{
q(x)− ε, x ∈ (0, 1)
0, x > 1
and let (qε)− be monotone for some ε ∈ R. Then
n−(H0 − ε) 6 n−(H01 − ε) 6 2
π
∫ 1
0
(q(x)− ε)
1
2−dx. (1.22)
There are a lot of results devoted to estimates of negative eigenvalues of dim d = 1 Schro¨dinger
operators, see [Ca65], [Co65], [B52], [DHS03], [HLT98], [S13], [W96] and references therein.
There exist many results about Sturm-Liouville operators on the unit interval, see [DT84],
[IT83], [KC09], [M86], [PT87] and on the circle, see [GT87], [K99], [M86] and references
therein. Unfortunately there only few results about estimates for such Sturm-Liouville op-
erators, for example, two-sided estimates of periodic potentials in terms of gap-lengths see
[K98].
2. Proof
2.1. Fundamental solutions. Let ϕ(x, λ), ϑ(x, λ) be the solutions of the equation
− y′′ + qy = λy, λ ∈ C, (2.1)
under the conditions ϕ′(0, λ) = ϑ(0, λ) = 1 and ϕ(0, λ) = ϑ′(0, λ) = 0. If q = 0, then the
corresponding fundamental solutions are given by ϕ0(x, λ) =
sin
√
λx√
λ
and ϑ0(x, λ) = cosx
√
λ.
Recall the well-known results.
Lemma 2.1. Let q ∈ L1(0, 1). Then the functions ϕ(1, λ), ϕ′(1, λ), ϑ(1, λ), ϑ′(1, λ) are entire
and satisfy:
ϕ(1, λ)− sin
√
λ√
λ
= e| Im
√
λ|O(λ−1),
ϕ′(1, λ)− cos
√
λ = e| Im
√
λ|O(λ−
1
2 ),
(2.2)
and
ϑ(1, λ)− cos
√
λ = e| Im
√
λ|O(λ−
1
2 ),
ϑ′(1, z) +
√
λ sin
√
λ = e| Im
√
λ|O(1),
(2.3)
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as |λ| → ∞, uniformly in arg λ ∈ [0, 2π], and, in particular,
ϕ(1, λ), ϕ′(1, λ), ϑ(1, λ), ϑ′(1, λ)→ +∞ as λ→ −∞. (2.4)
Note that {µn}, {νn}, {τn}, {̺n} are the zeros of ϕ(1, λ), ϑ′(1, λ), ϕ′(1, λ), ϑ(1, λ) respectively.
2.2. The periodic case. We consider the 2-periodic operator Hpi = − d2dx2 + qpi(x) on [0, 2]
given by (1.5). It is well known, that the spectrum ofHpi discrete and is eigenvalues λ
+
0 , λ
±
n , n >
1, which satisfy λ+n−1 < λ
−
n 6 λ
+
n , n > 1. The sequence λ
+
0 < λ
−
1 6 λ
+
1 < . . . is the spectrum
of equation
− y′′ + qpiy = λy (2.5)
with 2-periodic boundary conditions, i.e. y(x+2) = y(x), x ∈ R. If λ−n = λ+n for some n, then
this number λ±n is a double eigenvalue of Eq. (2.5) with 2-periodic boundary conditions. The
lowest eigenvalue λ+0 is always simple, and the corresponding eigenfunction is 1-periodic. The
eigenfunctions corresponding to the eigenvalue λ±n are 1-periodic, when n is even and they
are antiperiodic, i.e. y(x+ 1) = −y(x), x ∈ R, when n is odd. We introduce the Lyapunov
function ∆ = 1
2
(ϕ′(1, λ) + ϑ(1, λ)) It is well known that
∆(λ+0 ) = 1, ∆(λ
±
n ) = (−1)n, (−1)n∆([λ−n , λ+n ]) ⊂ [1,∞), n > 1. (2.6)
2.3. Jost functions. We recall well-known result about the Jost function from [F59], [M86],
[DT79]. The Schro¨dinger equation
− f ′′ + q(x)f = k2f, k ∈ C \ {0}, (2.7)
has unique solutions f±(x, k) such that f+(x, k) = eixk for x > 1 and f−(x, k) = e−ikx for
x < 0. Outside the support of q any solutions of (2.7) have to be combinations of e±ikx. The
Wronskian w for Case 3 is given by
w(k) = {f−(·, k), f+(·, k)} = ikf+(0, k) + f ′+(0, k), (2.8)
where {f, g} = fg′ − f ′g. In Case 1 the Jost function is defined as f+(0, ·) and in Case 2 the
Jost function is defined as f ′+(0, ·). The functions f+(0, k), f ′+(0, k), w(k) are entire, real on
the imaginary line and satisfy as |k| → ∞, k ∈ C+:
f+(0, k) = 1 +O(1/k), f
′
+(0, k) = ik +O(1),
w(k) = 2ik +O(1),
(2.9)
uniformly in arg ∈ [0, π]. Let F be one of the functions f+(0, ·), f ′+(0, ·) or w. The function F
has only finite simple number of zeros in the upper half-plane C+ given by
Case 1 : i|E1| 12 , . . . , i|Em| 12 ∈ iR+,
Case 2 : i|E1| 12 , . . . , i|EN | 12 ∈ iR+,
Case 3 : i|E1| 12 , . . . , i|EN | 12 ∈ iR+,
(2.10)
and an infinite number of zeros, so-called resonances, in C− and possibly one simple zero at 0
(for q 6= 0). By definition, a zero of F is called a resonance of the corresponding Schro¨dinger
operator. The multiplicity of the resonance is the multiplicity of the corresponding zero of F
and it can be any number, see [K04]. Introduce the norm ‖u‖2 = ∫ 1
0
|u(x)|2dx in L2(0, 1).
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2.4. Proof Theorem 1.1. i-ii) Dirichlet and Neumann boundary conditions. Recall
the identity from [K04]:
e−ikf ′+(0, k) = ikϑ(1, k)− ϑ′(1, k). (2.11)
From (2.11), (2.4) and (1.6) we have that E˜1 > ν0. Thus if ν0 > 0, then the operator T˜ has
not eigenvalues. We fix a real potential q0 ∈ L1(R+) such that supp q0 ∈ [0, 1] and ν0(q0) = 0.
Define the potential qε, ε ∈ R by
supp qε ⊂ [0, 1], qε(x) = q0(x)− ε, x ∈ [0, 1].
We sometimes write f+(0, k, ε), µn(ε), .. instead of f+(0, k), µn, .. when several potentials qε
are being dealt with. The operators in (1.3)-(1.4) and (1.1) with the potential qε we de-
note by H0(ε), H1(ε), ... and T (ε), ... and the corresponding eigenvalues by µn(ε), νn(ε).... and
En(ε), ..... Note that the eigenvalues µn(ε), νn(ε), .. satisfy
µn(ε) = µn(0)− ε, νn(ε) = νn(0)− ε, ... τn(ε) = τn(0)− ε, ̺n(ε) = ̺n(0)− ε. (2.12)
Firstly we consider the operator T˜ with the Neumann boundary condition. Due to (2.11)
the Jost function for T˜ (ε) for k = it, t ∈ R satisfies
e−ikf ′+(0, k, ε) = −ϑ′(1, k2, ε) + ikϑ(1, k2, ε) = ikϑ(1, ε− t2, 0)− ϑ′(1, ε− t2, 0). (2.13)
Define functions
F (t, ε) = −f(t2, ε)− tg(t2, ε), f(t2, ε) = ϑ′(1, ε− t2, q0), g(t2, ε) = ϑ(1, ε− t2, q0).
These functions are entire in t, ε and satisfy
f(0, 0) = 0, g(0, 0) 6= 0, F (0, 0) = 0, Ft(0, 0) 6= 0. (2.14)
Then due to the Implicit Function Theorem there exists a function t(ε), analytic in small disk
{|ε| < τ} such that F (t(ε), ε) = 0 in the disk {|ε| < τ} (and here E˜1(ε) = −t2(ε) for ε > 0).
We have t(ε) = t1ε+O(ε
2). Then from (2.13) we obtain for t = t(ε) as ε→ 0:
ϑ′(1, ε− t2, 0) = −t(ε)ϑ(1, ε− t2, 0) = t1εϑ(1, 0, 0) +O(ε2),
ϑ′(1, ε− t2, 0) = εϑ˙′(1, 0, 0) +O(ε2), (2.15)
which yields t1 = − ϑ˙′(1,0,0)ϑ(1,0,0) > 0, where u˙ = ∂∂λu.
If ε > 0 is small enough, then ν0(ε) = −ε and ̺1(ε) = ̺1(q0) − ε > 0, since there is the
basic relation (1.6). Thus we obtain ν0(ε) < E˜1(ε) < 0 < ̺1(ε). If ε is increasing then all
eigenvalues ν0(ε) < E˜1(ε) < 0 < ̺1(ε) move monotonically to left and at ε1 = τ1(0) we have
τ1(ε1) = 0.
Secondly, we consider the operator T with the Dirichlet boundary condition. The
function f+(0, k) is expressed in terms of the fundamental solutions ϕ, ϑ by
e−ikf+(0, k) = ϕ′(1, k2)− ikϕ(1, k2) ∀ k ∈ C. (2.16)
Note that if the operator H01 have eigenvalue τ1 > 0, then from (2.16), (2.4) and (1.6) we
deduce that the operator T has not any eigenvalue. Let ε = ε1 + z, where ε1 = τ1(0). Then
due to (2.16) the Jost function f+(0, k, ε) for the operator T (ε) with satisfies at k = it, t ∈ R:
e−ikf+(0, k, ε) = ϕ′(1, z − t2, ε1) + tϕ(1, z − t2, ε1). (2.17)
We rewrite the rhs of the last identity in the form:
Fo(t, ε) = fo(t
2, ε) + tgo(t
2, ε), fo(t
2, z) = ϕ′(1, z − t2, ε1), go(t2, z) = ϕ(1, z − t2, ε1).
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These functions are entire in t, z and satisfy
fo(0, 0) = 0, go(0, 0) 6= 0, Fo(0, 0) = 0, ∂
∂t
Fo(0, 0) 6= 0. (2.18)
Then the Implicit Function Theorem gives that there exists a function to(z), analytic in small
disk {|z| < δ} such that F (to(z), z) = 0 in the disk {|z| < δ}. Here we have E1(ε) = t2o(z), z =
ε− ε1. We have t(z) = t1z +O(z2) as z → 0. Then from f+(0, k, ε) = 0 and (2.17) we obtain
ϕ′(1, z − t2, ε1) = −t(z)ϕ(1, z − t2, ε1) = −t1zϕ(1, 0, ε1) +O(z2),
ϕ′(1, z − t2, ε1) = ϕ˙′(1, 0, ε1)z +O(z2),
(2.19)
which yields t1 = − ϕ˙′(1,0,ε1)ϕ(1,0,ε1) > 0, since ϕ(1, λ, ε1)→∞ as λ→ −∞ and µ1 > 0.
If z > 0 is small enough, then τ1(ε) = −z and µ1(ε) = µ1(0)− ε > 0, since there is the basic
relation (1.6). Thus we obtain
τ1(ε) < E1(ε) < 0 < µ1(ε), and E˜1(ε) < E1(ε).
It is important that E˜1(ε) < E1(ε) for any ε since σd(T ) ∩ σd(T˜ ) = ∅. If ε is increasing then
all eigenvalues τ1(ε) < E1(ε) < µ1(ε) and E˜1(ε) < E1(ε) move monotonically to left. If ε is
increasing more, then we have µ1(ε1) = 0 at ε1 = µ1(0), but this eigenvalues does not ”create”
eigenvalues for the operators T (ε), T˜ (ε). If ε is increasing again then we have ν1(ε2) = 0 at
ε2 = ν1(q0). Using the above arguments for the case ν0 = 0 we obtain (1.7) and (1.8), and so
on. Repeating these arguments we obtain (1.7)-(1.11), since we can take any q0 and ε.
iii) We consider the Schro¨diger operator T on the real line. Note that if the entire function
f ′+(0, k) < 0 for k ∈ iR+ and has the zero k = 0, then using w = ikf+(0, ·) + f ′+(0, ·) from
(2.8) we deduce that the operator T has not any eigenvalue.
Recall that q0 ∈ L1(R+) is such that supp q0 ∈ [0, 1] and ν0(q0) = 0. We need the identity
from [K05]:
e−ikw(k) = 2ik∆(λ) + λϕ(1, λ)− ϑ′(1, λ). (2.20)
Due to (2.20) the Wronskian for qε satisfies at k = it:
e−ikw(k, ε) = 2ik∆(λ, ε) + λϕ(1, λ, ε)− ϑ′(1, λ, ε),
etw(it, ε) = −2t∆(ε− t2, 0)− t2ϕ(1, ε− t2, 0)− ϑ′(1, ε− t2, 0).
We rewrite the rhs of the last identity for k = it, t ∈ R in the form:
F = −f − g, f(t, ε) = ϑ′(1, ε− t2, 0), g(t, ε) = 2t∆(ε− t2, 0) + t2ϕ(1, ε− t2, 0). (2.21)
These functions are entire in t, ε and satisfy at ε = t = 0:
f(0, 0) = 0, ft(0, 0) = 0, g(0, 0) = 0, gt(0, 0) = 2∆(0, 0) > 2, (2.22)
since ∆(λ, 0) > 1 for any λ 6 ν0(q0). We show that exists exactly one eigenvalue for small
ε > 0. From (2.20) we have the simple fact: w(0, 0) = 0 iff ϑ′(1, 0, 0) = 0. Then the Implicit
Function Theorem gives that there exists a function to(ε), analytic in small disk {|ε| < δ} such
that F (to(ε), ε) = 0 in the disk {|ε| < δ}. Moreover, from (2.21) we have to(ε) = −Cε+O(ε2),
where C = ϑ˙
′(1,0,0)
2∆(0,0)
< 0. Here we have E1(ε) = −t2o(ε). Thus the eigenvalues ν0(ε) at ε = 0
creates two eigenvalues ν0(ε) < E˜1(ε) < E1(ε) < 0 for small ε > 0. If ε is increasing then
repeating the arguments for the case of the operator T˜ we have (1.12), (1.13). Here we need
the fact: if E is an eigenvalue of T , then E /∈ σd(T ) ∪ σd(T˜ ).
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Proof of Corollary 1.2. The Schro¨dinger equation −f ′′+ qe(x)f = k2f, k ∈ C \ {0}, has
the Jost solutions ψ±(x, k) such that ψ+(x, k) = eixk, x > 1 and ψ−(x, k) = e−ikx, x 6 −1.
Note that the symmetry of the potential qe yields
ψ+(x, k) = f+(x, k) = ψ−(−x, k) ∀x ∈ [0, 1].
This implies that the Wronskian we(k) for the potential qe satisfies
we(k) = {ψ+(x, k), ψ−(x, k)}|x=0 = 2f+(0, k)f ′+(0, k), (2.23)
where f+(0, k) and f
′
+(0, k) are the Jost functions for the Cases 1 and 2 respectively with the
potential q. This identity and Theorem 1.1 yield the proof of Corollary 1.2.
Proof of Corollary 1.3. From Theorem 1.1 and inequalities (1.16), (1.17) and (1.18) we
obtain (1.19), (1.20), (1.22). Applying (1.18) to the operator Te and estimates from Corollary
1.3 we Ee1 < ρ1 < λ−1 , Ee2 < µ1 < λ+1 , .... we obtain∑
n>0,λ±n<0
|λ±n |
1
2 <
∑
Ee
n
<0
|Een|
1
2 6
1
2
∫
R
qe−(x)dx =
∫ 1
0
q−(x)dx.
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