In this paper, we investigate two classes of multivariate (n-D) polynomial matrices whose coefficient field is arbitrary and the greatest common divisor of maximal order minors satisfy certain condition. Two tractable criterions are presented for the existence of minor prime factorization, which can be realized by programming and complexity computations. On the theory and application, we shall obtain some new and interesting results, giving some constructive computational methods for carrying out the minor prime factorization.
Introduction
In the polynomial approach, pioneered by Rosenbrock [1] , matrices over R s , s ≡ d/dt are used to represent linear systems of ordinary differential equations. For more general linear functional systems, e.g., partial differential systems or delay-differential systems, the resulting system matrices are multivariate. The problem of multivariate (n-D) polynomial matrix has attracted much attention over the past decades because of its diverse applications in n-D systems, network theory, Wiener-Hopf equations, controls, and signal processing ( [2] [3] [4] [5] [6] [7] [8] ); its factorizations have attracted much attention over the past decades because of their wide applications ( [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] ). Lin-Bose conjecture is one of the important problems of n-D polynomial matrix factorizations, which has been proved in [15] [16] [17] [18] [19] [20] . It gave a sufficient condition for a matrix to have zero prime factorization or minor prime factorization. After that, Lin et al. proposed a tractable criterion for the existence of minor prime factorizations for a class of n-D polynomial matrices whose greatest common divisor of maximal order minors is z 1 − f z 2 , ⋯, z n . They have presented a constructive method for carrying out the minor prime factorization when it exists [14] , where the coefficient field is the complex number field. In this paper, we investigate the n-D polynomial matrices whose coefficient field is arbitrary and minor prime factorizations for two classes of n-D polynomial matrices whose the greatest common divisor of maximal order minors is z 1 − f z 2 , ⋯, z n or p k=1 z 1 − z 1k . In this case, because the coefficient field is an arbitrary field, the many previous results (lemmas) cannot be used directly. By giving some new key lemmas, two tractable criterions for the existence of minor prime factorization are obtained. These criterions can be judged by using "programming of reduced Gröbner basis." Furthermore, we give constructive computational methods for carrying out the minor prime factorization.
Proof 2. Since the reduced minors of Q generate the unit ideal K z , by Lin-Bose Theorem (Theorem 3.3 in [18] ), Q can be factorized as
is of normal full rank, and B 1 ∈ K l−1 ×l is ZRP. By Quillen-Suslin Theorem [26] , there is a unimodular U 1 ∈ K l×l z such that
Proof 3. Let F z = f ij m×l , for p ∈ 1, 2, ⋯, q , we may write f ij as
where
From (7) and Laplace Theorem, there is a permutation
Proof 4. For arbitrary but fixed z 2 = z 20 , … , z n = z n0 , where
From (11) and Laplace Theorem, there is a permutation
, the reduced minors of V 2 z generate the unit ideal K z , and
So the reduced minors of F z are the same as that of V 2 z , which generate the unit ideal K z .
Then a necessary and sufficient condition for F z to admit a minor prime factorization
Proof 7. Necessity. Supposing that F z admits a minor prime factorization
By Lemma 3.2, we see that the normal rank of
Sufficieny. Assuming that there exists a normal full rank
, z n such that the reduced minors of F 1 z 2 , ⋯, z n generate the unit ideal K z . According to Lemma 3.1, a ZRP vector ω ∈ K l×1 z 2 , ⋯, z n can be constructed such that
Since F f z 2 , ⋯, z n , z 2 , ⋯, z n is of normal rank l − 1, by (21) and the fact that F 1 z 2 , ⋯, z n is a normal full rank submatrix of F f z 2 , ⋯, z n , z 2 , ⋯, z n , we have
By Quillen-Suslin Theorem [26] , a unimodular square matrix V ∈ K l×l z 2 , ⋯, z n can be constructed such that ω z 2 , ⋯, z n is its first column; combined with Lemma 2.1, we have
where F 0 z ∈ K m×l z . It follows that
Remark 3.1. When K = C is the complex number field, according to Hilbert Zero Theorem, we see that the condition in Theorem 3.1 is the same as that of Theorem 2.1, and Theorem 3.1 is a generalization of Theorem 2.1.
According to Theorem 3.1, in order to check that F z satisfies the conditions of Theorem 3.1, we first find all saying as a i1 , a i2 , … , a 
Sufficiency. Assuming that b 1 , b 2 , … , b l generate the unit ideal K z , then the reduced Gröbner basis of the ideal b 1 , b 2 , ⋯, b l is 1 . Furthermore, the reduced Gröbner
The reduced Gröbner basis algorithm of an ideal can be found in [16] . ([13]) ; in the following, we study the minor prime factorization for this class of matrices and propose a tractable criterion. 
Proof 9. Necessity. Supposing that F z admits a minor prime factorization as follows:
where (27) and Lemma 3.4, we have
By Lemma 3.2, we obtain that rank F z 1k , z 2 , ⋯, z n is l − 1. Hence, from (28), there is a normal full rank l
where A z is an l − 1 × l submatrix of F 0 z 1k , z 2 , ⋯, z n ⋅ G z 1k , z 2 , ⋯, z n . By Lemma 3.5, the reduced minors of F k z 2 , ⋯, z n also generate the unit ideal K z . Sufficiency. If there exists a normal full rank l − 1 × l submatrix F 1 z 2 , ⋯, z n ≜ F 1 z 11 , z 2 , ⋯, z n of F z 11 , z 2 , ⋯, z n such that the reduced minors of F 1 z 2 , ⋯, z n generate the unit ideal K z , according to Lemma 3.1, we can construct a ZRP vector w 1 ∈ K l×l z 2 , ⋯, z n such that
By Lemma 3.2, F z 11 , z 2 , ⋯, z n is of normal rank l − 1, from (30), and the fact that F 1 z 2 , ⋯, z n is a normal full rank submatrix of F z 11 , z 2 , ⋯, z n , we have
By Quillen-Suslin Theorem [26] , a unimodular square matrix V 1 ∈ K l×l z 2 , ⋯, z n can be constructed such that w 1 is its first columns; combined with Lemma 2.1, we have
where A 1 z ∈ K m×l z . It follows that
, and from (33), we have
where A 12 z 12 , z 2 , ⋯, z n is an l − 1 × l submatrix of A 1 z 12 , z 2 , ⋯, z n . By Lemma 3.2, rank F z 12 , z 2 , ⋯, z n is l − 1 and from (34), rank A 1 z 12 , z 2 , ⋯, z n is also l − 1. By the assumption, the reduced minors of
1 is unimodular, by (35) and Cauchy-Binet formula, we obtain that the reduced minors of A 12 z 12 , z 2 , ⋯, z n also generate the unit ideal K z .
Repeating the procedure above for A 1 z with respect to z 1 − z 12 , we have
where A 23 z 13 , z 2 , ⋯, z n is an l − 1 × l submatrix of A 2 z 13 , z 2 , ⋯, z n . Furthermore, since F 3 z 13 , z 2 , ⋯, z n is of normal rank l − 1 and the reduced minors of F 3 z 13 , z 2 , ⋯, z n generate the unit ideal K z , by (38), then A 23 z 13 , z 2 , ⋯, z n is of normal rank l − 1, and the reduced minors of A 23 z 13 , z 2 , ⋯, z n also generate the unit ideal K z .
Repeating the same procedure continuously with respect to z 1 − z 1k , k = 3, … , p, we obtain that
Remark 3.3. Similar to Remark 3.2, judging whether F z satisfies the conditions of Theorem 3.1 or not, we only need to compute the reduced Gröbner bases of some ideals.
It is easy to check that the greatest common divisor of the 2 × 2 minors of F z is d F = z 1 + 2z we have
Remark 3.4. In our two main theorems (Theorem 3.1 and 3.3), F z ∈ K m×l l ≤ m are of normal full rank. In fact, our methods can also deal with some matrices not of full normal rank. When the normal rank of F z is r and r < l, if the reduce minors of F z generate the unit ideal K z , one has that F z = Q 1 z B 1 z such that Q 1 ∈ K m×r of normal full rank, and B 1 ∈ K r×l is ZRP. In order to consider the factorization of F z , one needs to consider the factorization of Q 1 z . See the following example. is of normal rank 1, the reduced minors of the second row of  F 1, z 2 , z 3 (a 1 × 2 submatrix of F 1, z 2 , z 3 ) are −6z 2 and −2, which generate the unit ideal K z . F 3, z 2 , z 3 is also of normal rank 1, the reduced minors of the first row of F 3, z 2 , z 3 are 8z 2 and 8, which also generate the unit ideal K z . By Theorem 3.3, there is a minor prime factorization for F z 1 , z 2 , z 3 .
To construct such a factorization, let
we have 
