AbstractÐWe provide scheduling algorithms that attempt to maximize the profits of a broadcast-based electronic delivery service for digital products purchased, for example, at e-commerce sites on the World Wide Web. Examples of such products include multimedia objects such as CDs and DVDs. Other examples include software and, with increasing popularity, electronic books as well. We consider two separate alternatives, depending in part on the sophistication of the set-top box receiving the product at the customer end. The first, more restrictive option, assumes that the atomic unit of transmission of the product is the entire object, which must be transmitted in order from start to finish. We provide a solution based in part on a transportation problem formulation for this so-called noncyclic scheduling problem. The second alternative, which is less restrictive, assumes that the product may be transmitted cyclically in smaller segments, starting from an arbitrary point in the object. Three heuristics are provided for this difficult cyclic scheduling problem. Both scenarios assume that the broadcasts of the same digital product to multiple customers can be ªbatched.º We examine the effectiveness of these algorithms via simulation experiments under varying parametric assumptions. Each of the three cyclic scheduling algorithms perform better than the noncyclic algorithm. Moreover, one of the cyclic scheduling algorithms emerges as the clear winner.
INTRODUCTION
W ITH the increased popularity of electronic commerce, many customers are now purchasing digital products at e-commerce sites on the World Wide Web. Examples are multimedia products such as CDs and DVDs. Software is also being purchased over the web, and it is possible that in the not too distant future electronic books will also become popular. At present, customers who purchase such products will generally receive them by mail or a similar private delivery service. However, in the near future, it will probably become more economical and satisfactory to deliver such products electronically. This statement will likely be true from both the customer's and the e-commerce merchant's points of view. The customer will receive the product more quickly, for example, and more cheaply, because of reduced labor costs. Additionally, the customer will only be charged a delivery fee when the product actually is fully transmittedÐat present, there are no real guarantees that the product will arrive on schedule. Finally, the e-commerce merchant will not be required to create or maintain a large inventory. In a sense, electronic delivery of the purchased products is simply the natural completion of the two stage process of computerizing the retail environment: Both the purchasing and delivery portions of the transaction will be handled electronically.
One major digital product delivery mechanism may well be the Internet, as indeed it is with MP3 at present. Another, which is the focus of this paper, will involve utilizing spare bandwidth in a broadcast television delivery system such as cable, satellite, or the airwaves. Consider, for example, the present National Television Systems Committee (NTSC) TV environment, employed for the past half century by the United States and a number of other countries. Some spare bandwidth usually exists even when a channel is broadcasting normal programming, typically in the form of the so-called vertical blanking interval, or VBI. Similarly, some channels will go ªdarkº in the middle of the night and/or at other times, potentially leaving the entire channel bandwidth available for broadcasting digital products. It is difficult to predict precisely what will happen in the coming High Definition TV (HDTV) environment. But, it is quite safe to say that there will be some spare bandwidth available in this scenario as well, for example, when a lower resolution Standard Definition TV (SDTV) broadcast is being aired over an HDTV channel. In fact, based on the relative bandwidth requirements of SDTV and HDTV, there will be spare bandwidth even if two SDTV broadcasts are being aired over an HDTV channel. (The reader may find details on TV standards, including a detailed glossary describing NTSC, HDTV and SDTV, in [33] .) It is assumed that the customer will have specialized hardware, most likely a set-top box, including an electronic disk or disks to store the digital product once it has been broadcast.
It would appear that the broadcast delivery of digital products may avoid some of the copyright questions inherent with Internet delivery. Such problems have been plaguing the entertainment industry for some time now.
Our paper deals with the management and allocation of the spare bandwidth in a broadcast environment in a manner that attempts to optimize the revenue, and thus the profits, for the e-commerce merchant. More specifically, the primary algorithms in this paper seek to optimize profits by intelligently scheduling the broadcasts of the various digital products. We should point out that each of the scheduling problems described in this paper fall in the NP-hard [13] category. So, the best one is likely to be able to find either polynomial time approximation algorithms (with provable worst-case performance guarantees) or heuristics. Indeed, the four scheduling algorithms described in this paper are all heuristic in nature. To date, we have not found any approximation algorithm for these scheduling problems.
Additionally, we will comment briefly in this paper on techniques to control the set of delivery price options offered to a given customer based on other outstanding activity, and also on pricing the delivery options themselves based on other outstanding activity. These last two items allow the e-commerce merchant to react dynamically to varying customer demands in a reasonable and profitable manner.
We note in passing that the algorithms for broadcast delivery of digital products described in this paper do not strictly require an e-commerce environment. For example, an 800 number telephone marketeer selling electronic items could handle delivery in precisely the same manner.
We point out that there are now several companies experimenting with rudimentary broadcast delivery of digital products. For example, Sony [26] and Australia's News Corporation ªlaunchedº a satellite-based service for distributing songs in Japan under the name MusicLink in 1999. The satellite system, SkyPerfecTV, has dedicated one channel to this service, with charges of roughly 100 yen per download. A description of the set-top box, which will cost roughly 62,000 yen, is given in [26] . As pointed out in [28] , other companies are following suit in somewhat similar ventures. These include Nippon and IBM.
The prior literature on optimal (or near-optimal) revenue-based scheduling of digital product delivery appears to be vacuous at present. However, it is true that the video-on-demand (VOD) literature is somewhat related, especially those papers involving batching. Roughly speaking, batching allows multiple customers who have purchased a single digital product to share a single broadcast transmission of that product. We will indeed borrow the notion of batching itself, formally described in the next section. See, for example, [7] , [2] , [11] , [15] for a discussion of batching in the context of VOD. Common batching algorithms include First Come First Served (FCFS), Maximum Queue Length (MQL), and Maximum Factored Queue Length (MFQL). But, batching algorithms for VOD schedule in an attempt to minimize latency (and thus average response time) is clearly less in the spirit of retailing than scheduling to maximize revenue. Ultimately, these scheduling techniques are not directly applicable to the current paper.
We consider two separate scheduling alternatives based primarily on the sophistication of the set-top box receiving the digital product at the customer end. The first, more restrictive, option assumes that the atomic unit of transmission of the product is the entire object, which must be transmitted in order from start to finish. We provide a solution based in part on a transportation problem formulation for this so-called noncyclic scheduling problem. The second alternative, which is less restrictive, assumes that the product may be transmitted cyclically in smaller segments, starting from an arbitrary point in the object. We believe that the notion of cyclic transmission for purposes of improved scheduling is itself a contribution of this paper. Three heuristics are provided for the difficult cyclic scheduling problem. It turns out that there is a clear ordering among the four scheduling heuristics described in this paper. The noncyclic scheduler is not surprisingly the least effective, because of its simpler set-top box. Furthermore, a clear winner emerges among the three cyclic schedulers.
The remainder of this paper is organized as follows: In Section 2, we describe some of the key assumptions made in the paper in order to formulate the various scheduling algorithms. In Section 3, we describe the noncyclic scheduler, the problem alternative which allows for a simpler set-top box. Section 4 describes the three cyclic schedulers, algorithms for the second and more elaborate set-top box alternative. In Section 5, we describe the methodology and results of simulation experiments to test the effectiveness of these algorithms and others relative to each other. Section 6 contains a brief summary of approaches to the related problems of controlling delivery prices and offered options. Section 7 contains our concluding remarks and plans for future work. Finally, an appendix surveys the current state of the (related) broadcasting literature. Both push and pull algorithms are highlighted. Unfortunately, none of this literature is precisely applicable to the problems posed in this paper.
KEY ASSUMPTIONS
In this section, we describe the underlying assumptions made in order to formulate our scheduling algorithms.
Bandwidth and Speedup
Although the spare bandwidth of each channel may vary over time, we can safely assume that it does so very predictably according to predetermined schedules agreed upon by the TV stations. This property of TV broadcast channels is quite valuable to us, since it allows for a high degree of predictability. In the present NTSC standard employed in the United States and a number of other countries, a full channel contains approximately 525 lines of resolution, while the VBI contains roughly 20 lines. (One line of VBI is often reserved by broadcasters to transmit closed caption text for the hearing impaired, and test signals can also be broadcast periodically.) Furthermore, it can be safely assumed that the speedup varies more or less linearly with bandwidth, since transmitting the digital products involves very little overhead. Suppose, for example, that channel 1 has a full 525 lines of bandwidth available, while channel 2 has only 20 lines of VBI bandwidth available. Then, it will take approximately 26.25 times as long to broadcast a digital product on channel 2 as on channel 1. All told, this means that the scheduling problems described in this paper involve deterministic rather than stochastic task execution times, though these execution times can vary depending on the channels and transmission times selected.
Cost and Revenue
A customer purchasing a CD or DVD over the web today must make a choice about delivery, picking one option from a menu of varying costs and speeds. These traditional options might include express delivery, first class mail, some lower-class service such as parcel post, and possibly others. The customer can generally assume the relative speeds of one class of delivery compared to another, but there are seldom explicit guarantees regarding the delivery time. Either a government or a private mail service is used. In an electronic environment, the most reasonable strategy would be similar, offering delivery costs which can be expressed as so-called step functions. For example, a customer may pay $3 for delivery within one hour, $2 for delivery more than one hour but within one day, $1 for delivery more than one day but within one week, and receive free delivery thereafter. (This last, free, option is a fallback, and need not be offered explicitly.) Such step functions would obviously be monotone nonincreasing. Although one of the scheduling algorithms in this paper can handle arbitrary cost functions, it seems sufficient to restrict ourselves to step functions anyway. We have already indicated some of the ways in which electronic delivery should improve upon traditional delivery services from the perspective of the customer: The service should be faster and cheaper if managed properly. Also, the delivery time actually achieved would be explicitly known by the scheduler. Thus, the cost to the customer would be based on actual rather than projected delivery times, as would be the case in a traditional service. This cost can be charged automatically at the time the digital product transmission is completed. There is one slightly more subtle advantage of electronic delivery: One can give the customer the opportunity to choose which subset of the delivery options are acceptable, so that more than one option can be chosen. (Of course, the scheduler will eventually decide on one of these options, or perhaps the fallback option.) Of course, the total cost to the various customers equals the revenue to the ecommerce merchant. And the profit will equal this revenue minus a presumably constant charge paid to the broadcaster for providing the bandwidth. Thus, maximizing the revenue will simultaneously optimize the profits as well.
Batching
We assume that broadcasts of the same digital product to multiple customers can be batched. That is, each such customer can receive the same broadcast of that particular digital product, with no extra expense to the e-commerce merchant. (Again, this is a concept borrowed from the VOD literature. See, for example, [7] , [2] , [11] , [15] ). The revenue achieved by the e-commerce merchant by such a single transmission equals the sum of the costs charged to each customer. There is no technical reason not to batch requests, and from the perspective of the e-commerce merchant there are clearly great benefits, particularly when delivering the more popular digital products. We note once again that batching algorithms for VOD were not designed to incorporate our particular revenueoriented metric, and therefore will not be directly applicable to the current problem.
Two Broadcast Alternatives
One alternative considered in this paper involves the assumption that the atomic unit of transmission of the digital product is the entire object, which must be transmitted in order from start to finish. Such an assumption allows for particularly simple software and set-top box hardware at the customer end and, thus, will be the likely scenario in early instances of such an electronic delivery service. Another alternative we consider in this paper involves the new notion of transmitting the digital product in cyclically ordered and arbitrarily sized partitioned segments, to be recombined at the set-top box via software and hardware, as necessary. Imagine, in other words, that the end of the digital object is ªgluedº to the beginning of the object, forming a ªcircleº rather than an ªinterval.º Then, we assume in this alternative that the transmission of the digital product for a particular customer will occur in arbitrarily sized segments. The first of these starts at some dynamically determined position in the product, the next one starts where the first ends, and so on to the last segment, which starts where the next to last segment ends and ends where the first segment started, thus completing a full transmission cycle of the digital product for that customer. (As a loose analogy, think of a customer going to a movie theater but arriving after the movie has started. The customer could watch the movie from that point to the end, then will start the next showing of the movie and watch until the point at which he or she came in. The analogy is loose primarily in the sense that, in our scheduler, the transmission may also stop and restart periodically.) In fact, as will be seen, the starting point of each partition for a particular customer purchasing a digital product will correspond precisely to the ending point of a previous customer purchasing that digital product, while the ending point for the particular customer will correspond to the position in the transmission of that product at the time the customer arrived. (Multiple arrivals of customers for a digital product during the same period of nontransmission get counted via batching as a single partition segment, not as several segments.) So, the sizes of the partition segments for the digital product, while arbitrary, are not random.
The first broadcast alternative implies a single segment for each transmission of a digital product, while the second allows multiple segments. Again, the revenue achieved equals the sum of the costs charged to each customer whose entire transmission is completed at the end of a particular segment. That is, we assume that the customer incurs cost only when all appropriate segments are completed, which is also the time at which it is known how much to charge.
We should point out a third potential broadcast alternative at this point, namely, the transmission of the digital product in arbitrarily permuted rather than cyclically ordered segments. However, as we will comment on later, there is a sense in which the optimal permutation can always be assumed to be cyclic. Thus, without loss of generality, this third broadcast alternative need not be considered further.
Scheduler Invocation
The schedulers described in this paper are intended to be invoked iteratively. The scheduler might, for example, be invoked after some predetermined number of new customer purchases. Alternatively, it might be invoked after some predetermined time interval has elapsed. Finally, it might be invoked at the moment when a channel will become free, as is the case in our simulations experiments. When invoking the scheduler it is possible to schedule all the tasks in the queue (as we do in the relatively static noncyclic scheduler) or to schedule just a small number of tasks at a time (as we do for the more dynamic cyclic scheduling algorithms). Finally, it is possible to honor previous scheduling decisions (as we shall do in our simulations) to revisit all such scheduling decisions or some combination of both.
THE NONCYCLIC SCHEDULER
In this section, we devise an algorithm to build a high quality schedule for the delivery of digital products over a broadcast network. The atomic unit of transmission is the entire object.
Let us first define some notation. Suppose that at a given moment in time (corresponding to a scheduler invocation) there are w distinct digital products to be scheduled and x distinct channels. For each digital product I i w one can construct a composite cost function r i t of time t measured from the start of the current scheduling invocation. This composite function is illustrated in Fig. 1 for a typical product purchased. The customers choose a subset of the possible deadlines and costs and the choices for two customers who have ordered the same digital product are shown in the figure.
Each step represents a drop in cost which would arise if a deadline is missed. It is assumed that digital product delivery for customer 1, who has arrived first, has not yet commenced at the current scheduler invocation time, which is, for simplicity, assumed to be at the arrival time of customer 2. So, each customer contributes a step cost function to the overall mix for the digital product. Thus, the overall cost function for this product is the sum of the two step functions associated with the individual customers for the appropriate time domain and this is itself a step function.
The goal of the scheduler will be to maximize the total revenue across all digital products being scheduled at the particular moment in time. This scheduling problem is difficult from the perspective of computational complexity. Specifically, even the simplified problem of a single channel with uniform bandwidth and a single drop in each step function can be seen to be NP-hard. See [13] for details on complexity. See [10] for details on scheduling in general and the NP-hardness result in particular. Note that the criteria regarding the step function makes the problem equivalent to one with a so-called sum of the weighted number of tardy jobs objective function, and the reduced problem can be then written as I jj w j j in scheduling theory notation. (A scheduling theory problem is typically written as a triplet j j , where defines the machine environment, the processing characteristics and constraints, and the objective function. Queueing theory employs a similar system. In this instance, there is one machine and no specific processing characteristics. j is a tardiness characteristic function for job j, namely, one if the deadline is missed and zero otherwise; w j is the weight of job j. For further details on scheduling theory see, for example, [22] .) The processors in the scheduling theory literature correspond to our channels. Similarly, the tasks to be scheduled correspond to the batched digital products. Accordingly, the algorithm described below is heuristic in nature: We have not yet found an approximation algorithm for this problem. (See [17] for details on approximation algorithms.) In the first step, we essentially make the incorrect but helpful assumption that the various tasks involve an equal amount of work. With this assumption, which might be better thought of as an ªapproximation,º the resulting problem can be solved efficiently and exactly as a so-called transportation problem. Furthermore, the assumption is not typically too far from being correct for the distribution of CDs or DVDs. For example, CDs tend to last for approximately one hour, containing about 650 Megabytes, and the variance is relatively small. DVD movies tend to last for approximately 90 minutes, containing about 4.38 Gigabytes, with similarly small variance. One can use either an average or a maximum task size as a good approximation. In the second step, a cleanup greedy swapping heuristic based on packing according to true task sizes eliminates the problems associated with the task size misassumptions in the first step, and so makes the scheduling more realistic and accurate. But in so doing, we appear to lose the prospect of a performance guarantee.
First we describe Step 1: Restricting ourselves to the scenario in which all tasks have equal amounts of work, let us examine Fig. 2 . This figure shows two different channels that may be used to complete any or all of the various tasks. Channel 1 varies in terms of available bandwidth over time, though channel 2 does not. In fact, channel 1 has a great deal more available bandwidth at all times than channel 2 does. The figure assumes, for simplicity, that there are no prior broadcast commitments. Since each task involves the same amount of work, we can divide time into intervals required to complete a single task, and this is indicated in the figure: Because we assume linear speedup with respect to bandwidth, all broadcast intervals have the same area. For example, channel 1 can fully complete eight broadcasts in the time shown, while channel 2 can only complete one such broadcast. The completion time of the kth task on channel j is denoted by jk for each I j x and I k w. (One can see that it is never intelligent for the scheduler to introduce idle time in this problem and, thus, the tasks are ªpackedº back-to-back without gaps. Obviously at most w tasks could possibly be scheduled on a given channel.) In the transportation problem, one may easily restrict or fix task assignments in terms of channels and/or time slots. One can also allow for channels to become available at arbitrary times, which allows the scheduler to honor previously computed task commitments. To do this one simply right shifts the time slots so that the first slot on each channel starts at the time the channel becomes available. (This obviously increases the values of the appropriate jk s.) Moreover, though we will be assuming step functions, the objective function may be completely arbitrary. (See [3] for a discussion of transportation problems.) The solution of a transportation problem can be accomplished in polynomial time. In the following, we describe the details of the specific transportation problem we will solve. The underlying network consists of supply nodes and demand nodes. The network is a complete bipartite graph, so that there will be one directed arc from each supply node to each demand node.
There will be two types of supply nodes, as follows: The first type consists of w nodes corresponding to the batched distribution tasks. Each of these has a supply of one unit. We index these by I i w. The second type consists of a single dummy node corresponding to unused channel slots with supply wx À w. There will be one demand node per time slot and channel pair, with a demand of one. We index these by I j x and I k w. The cost of arc ijk emanating for a ªtrueº supply node i to a demand node jk is Àr i jk and there is no cost associated with any arc emanating from the dummy node. Fig. 3 shows the underlying network for an example of this particular transportation problem. Here the number of broadcast tasks is w Q, which equals the number of meaningful time slots. The number of available channels is x P. Note that the total sum of all supplies is wx, which equals the total sum of all demands.
The specific linear optimization problem solved by the transportation problem can be formulated as follows: Although not obvious at first glance, the nature of the transportation problem formulation ensures that there exists an optimal solution with integral flows, and the techniques in the literature find such a solution. Again, see [3] for details. This implies that each f ijk is binary. If f ijk I, then digital product i is assigned to the kth time slot of channel j.
If it is required to fix or restrict certain tasks from certain channel slots this can be easily accomplished: One simply changes the costs of the restricted directed arcs to infinity. (Fixing a task to a subset of channel slots is the same as restricting it from the complementary channel slots.)
Step 2 is a cleanup heuristic based on true rather than surrogate task sizes. Very briefly, one can regard the results of Step 1 as determining the sequence of digital products assigned to each channel. Though their true time lengths do not correspond exactly to the time slots of the transportation problem, they can be packed in the correct sequence, backto-back without gaps. Such a packing can be thought of as the initial solution of the greedy heuristic in the second step. The greedy heuristic involves iteratively swapping arbitrary distinct tasks I i I T i P w in the current packed solution. Given two such candidate tasks of nonequal size, suppose without loss of generality that the work associated with digital product i I is less than the work associated with digital product i P . If i I and i P are assigned to different channels and the tasks are swapped and repacked, then i I and all tasks originally packed beyond task i P will be leftshifted, that is, completed earlier than before. Similarly i P and all tasks originally packed beyond task i I will be rightshifted, that is, completed later than before. If i I and i P are assigned to the same channel instead, then all tasks originally packed between the two (inclusive) will be shifted one way or the other. The point is that an incremental change in profit can easily be computed. So, the greedy heuristic examines the current solution, evaluates all possible pairs of tasks I i I T i P w, evaluates the incremental gain for each, and picks the pair with the best incremental gain if such gain is positive, or stops at a local optimum if no such pairs produce a positive incremental gain. In the case a swap is accepted, the new packed schedule becomes the current solution, and the greedy heuristic is iterated. Eventually, the process will stop either because no acceptable improvements can be found, resulting in a locally optimal solution, or because a predefined maximum number of swaps have been accomplished.
There are alternative greedy heuristics which could be employed in related algorithms. For example, rather than pick the ªbestº improvement one could find the ªfirstº improvement instead. Ordering the candidate tasks by appropriate measures of utility, one for purposes of shifting left and one for shifting right, can help ensure that early swaps will be significant.
By abuse of notation, we shall call the entire noncyclic scheduler by its key component, namely, the Transportation Problem (TP) algorithm.
THE CYCLIC SCHEDULER
Once again, we seek to build a high quality schedule for the delivery of digital products over a broadcast network to customers who arrive and make purchases at arbitrary times. Here, we assume that the digital products can be dynamically partitioned into cyclic segments and scheduled accordingly.
First, we describe the creation of subtasks, or segments, that, taken together, correspond to the transmission of the various digital products. This step will determine the ªsizeº of each subtask. Consider one such digital product and examine Fig. 4 . The top half of the figure shows five different customers who purchase this same digital product at various points in time. Customer A makes the first purchase and, for simplicity, we will assume that no previous customers exist. So, customer A spawns a single subtask that transmits the digital product from beginning to end for this customer, as shown by the leftmost heavy line. During actual transmission of the digital product customer B arrives. Customer B can immediately ªpiggybackº onto the transmission of the digital product for customer A, but must also receive the portion of the product which has already been missed. This leads to subtask 2, starting at the beginning of the digital product and running to a position equal to where customer B arrived. (The gap in time between the end of subtask 1 and the start of subtask 2 would typically be due to the transmission of other competing digital products.) So, full transmission of the digital product for customer B involves execution of a portion of subtask 1 and the complete execution of subtask 2. Customer C also arrives during transmission of subtask 1, spawning subtask 3. Full transmission of the digital product for customer C involves execution of a (smaller) portion of subtask 1, as well as full execution of subtasks 2 and 3. Customers D and E arrive during a period of nontransmission for the digital product, spawning subtask 4. This subtask happens to include both transmission of the digital product from the position where subtask 3 ends to the end of the product and resumed transmission of the digital product from the start of the object to the current position. (Remember that we are effectively gluing the ends of the digital product together.) Transmission of the digital product for customers D and E involves full execution of subtasks 3 and 4. The bottom half of the figure shows the circular nature of the various subtasks from a different perspective. Notice that each new subtask starts where the previous one ends. From a scheduling perspective, we can assume that these subtasks are ªcyclicº, involving chainlike precedence. That is, the previous subtask associated with a given digital product must be finished before the next subtask is allowed to begin. This ensures that the segments of the digital product arrive in order at the set-top box, making the job of ªgluingº it back together easier.
Note that customer A is charged when subtask 1 completes, customer B when subtask 2 completes, customer C when subtask 3 completes, and customers D and E when subtask 4 completes. Also, observe that by the nature of the problem, at most one full transmission of the digital object will need to be scheduled at any given scheduling invocation. For example, when customer C arrives, only (1/4)th of the previously scheduled subtask 1 is left, and the remaining unscheduled subtasks, which may include subtask 2 and does include subtask 3, constitute at most (3/4)ths of the transmission of the digital product.
We need a little additional notation. For each digital product I i w assume that there are a number of subtasks w i , ordered by chain precedence. For each such digital product i and subtask I j w i , one can construct a composite revenue step function h ij t of time t measured from the start of the current scheduling invocation. (We assume for concreteness that the value of h ij t at the points t of discontinuity is the lower of the two revenues, so that hitting the deadline counts as a ªmissº.) The goal of the scheduler will be to maximize the total revenue across all digital products being scheduled at the particular moment in time. This scheduling problem is also NP-hard. The three greedy algorithms presented are therefore heuristic in nature. These algorithms are more dynamic than the TP algorithm of the previous section. Again, we can find no approximation algorithm for this particular scheduling problem.
Consider the scheduling of the next subtask or subtasks on channel I l x, which has just become free. Due to precedence constraints, we are allowed to schedule any insequence set of subtasks of the formiY IY iY PY XXXY iY t, where I i w and I t w i . If we schedule this set immediately and back-to-back on channel l we can readily compute, due to the predictable nature of the channels, the times liI Y liP Y XXXY lit required to complete each transmission. Thus, completion of all of these transmissions requires time lit t jI lij . The total cost of scheduling this set of subtasks immediately is t jI h ij lij . Consider the times t itI t itP XXX t itq it at which the step function h it decreases. One can regard these as ªpseudodeadlines.º The revenue for scheduling the first t À I subtasks immediately and back-to-back on channel l and then leaving enough of a gap to just miss the mth pseudodeadline for subtask t is tÀI jI h ij lij h it t itm , assuming t itm b lit . This measures the optimal way of just missing the mth deadline for scheduling subtask iY t while respecting the chain precedence. Thus, the difference in revenue, which will be lost, between scheduling the t tasks immediately and scheduling in a way that just misses the mth deadline for task t is h it lit À h it t itm . We prorate this cost by the ratio lit at itm`I of times, which measures the degree of slackness available in meeting the deadline in the first place. Now we pick, among all I i w, among all I t w i , and among all I m q it satisfying t itm b lit , the triple that maximizes
Note that the ratio of times on the left side of the formula is unitless, so this term measures (prorated) revenue. The motivation behind the formula is that we are greedily attempting to avoid infliction of the maximum possible amount of lost revenue, by meeting the relevant pseudodeadline. To do this, one simply schedules the t subtasks of digital product i immediately and back-to-back on channel l. If the set over which the maximization takes place is empty, it means that there are no current subgroups of tasks which can meet their pseudodeadlines. Observe, that due to the predictable nature of the channels and subtasks it is easy to compute the times at which each of the other channels will become available again. If any of these subtasks could then meet some of their pseudodeadlines on any of the other (faster) channels, omit them from consideration. Apply the maximization rule to the other candidate subtasks, but relax the constraint that lit at itm`I . If all candidates have been eliminated by this criteria, the channel will temporarily not be scheduled.
Actually, we can simplify the scheduling algorithm by looking only at the first value of m satisfying t itm b lit for each t, picking among all I i w and among all I t w i , the double which maximizes
We call this simplified heuristic Avoid Lost Revenue 1 (ALR1), and the more general heuristic ALR2. As will be seen in the next section, the additional computational expense of ALR2 appears to be justified.
The final heuristic is quite similar, except that the greedy choice is based on a bang-for-the-buck metric instead. We simply choose the double that maximizes t jI h ij lij lit U instead of the (6) . This has the goal of achieving a relatively large total amount of revenue in a relatively small amount of time. We comment that the revenue in (7) appears in the numerator, so that the term ªbang-for-the-buckº here is not intended literally. Nevertheless, we call this scheduling heuristic Bang For Buck (BFB). There are many variations to the above algorithm. One can commit to either the entire chain of subtasks, which were chosen by the scheduler, or to just the first one. The latter option allows the scheduler to revisit the decision at a later point, perhaps with more information (that is, with new subtasks to schedule). One can apply the additional constraint lit at itm`I for some predetermined constant , which eliminates subtasks with too much slack from consideration for the time being. One can invoke the scheduler after each subtask has been transmitting for some fixed amount of time, possibly preempting the decisions already made. One can adopt a ªjust in timeº variation (as we do in the simulation experiments), delaying the start of certain subtasks to an alternative channel in cases where this can be done without causing a change to the relevant objective function metric. All of these alternatives fit within the spirit of the paper. Of the three algorithms, BFB looks into the ªnearº future holding on to revenue of which it can be assured. On the other hand, ALR1 and ALR2 look into the ªdistantº future and are more risk aversive. As will be seen, this appears to be the better choice.
We observe at this point that a simple work swapping argument will show that the cyclic chain ordering of our scheduling problem produces the optimal revenue among all possible permutations of subtask orders. This is due to the nature of the revenue, which is not generated until all relevant subtasks have been completed. Of course, we are not finding an optimal scheduling via our heuristics, so this observation is perhaps a bit delicate: There may be other algorithms which solve an inferior problem but perform better than some heuristics for the superior problem.
We should also point out that the cyclic scheduling problem described here can be reduced to one in which the objective function is the sum of the weighted number of tardy jobs, and the chain precedence constraints are maintained. The idea, briefly, is to replace a subtask of form iY j in the chain by one ªrealº subtask and a set of ªphantomº subtasks. The real subtask will have original size, weight equal to the difference h ij H À h ij t ijI between the largest and second largest revenue achievable by that subtask, and deadline equal to the first pseudodeadline t ijI . The kth phantom subtask will have size 0 zero weight equal to the difference h ij t ijk À h ij t ijkI , and deadline equal to the k Ist pseudodeadline t ijkI . These phantom subtasks will fit in between the real tasks in terms of chain precedence. They will be scheduled directly behind the real one (in one version of an optimal schedule), because they increase the objective function value and have no size. Because of this, the overall cost will be properly accounted for based on the completion time of the real subtask, as can be seen by a simple telescoping summation argument: The overall cost is the sum of the heights of the relevant steps. Fig. 5 illustrates this revised chain precedence. With this reduction, and the additional assumption that the channels do not vary in bandwidth, the scheduling problem described can be written as x j chain precedence j w j j in scheduling theory notation. Unfortunately, this problem is also known to be NP-hard, and there do not appear to be any known heuristics or approximation algorithms available to solve it. There does exist a polynomial time approximation algorithm [16] for I j precedence j w j g j , the objective function being the sum of the weighted completion times. This scheduling algorithm will then give a feasible solution for I j precedence j w j j , but the solution does not appear to be particularly good for our problem. Nor does it appear to generalize to larger numbers of processors (or channels in our case). So the issue of finding an approximation algorithm, even for x j chain precedence j w j j ,
appears to be open.
EXPERIMENTAL RESULTS
In this section, we compare the four scheduling algorithms introduced here via event-driven simulation experiments. Comparisons with other algorithms are possible, but we know of no others that explicitly attempt to build schedules which optimize revenue. (As noted earlier, the standard VOD batching algorithms such as First Come First Serve (FCFS), Maximum Queue Length (MQL), and Maximum Factored Queue Length (MFQL), described in [7] , [2] , [11] , [15] are not really appropriate choices: One could employ them as noncyclic scheduling algorithms, but they perform poorly in our current context. We will consequently restrict ourselves to just a few examples. Conversely, given that the response time objective function for which the batching algorithms perform well is quite different from the revenue metric of this paper, one would expect that the transportation problem scheduling algorithm would perform poorly in a VOD context.) In terms of the relative performance of the various scheduling algorithms the simulation experiment results will be shown to exhibit remarkable consistency. Specifically, among the three cyclic schedulers, the second Avoid Lost Revenue (ALR2) algorithm does best throughout with ALR1 next best and the Bang for Buck (BFB) algorithm worst. The scheduling algorithm based on the Transportation Problem (TP) for the noncyclic case is dominated by each of the three cyclic case scheduling algorithms. So, there is an advantage to the cyclic over the noncyclic paradigm and a clear ordering of the scheduling algorithms for the cyclic case. Indeed, this ordering was consistent throughout the many experiments not reported in this paper due to space limitations.
In each of the simulation experiments reported here, there were 10 channels and 25 digital products. Most of the experiments involved a current NTSC broadcast scenario with VBI bandwidth alternating with dark channels. In this case, we chose CDs as the digital products purchased. In one simulation experiment we considered a future HDTV environment with SDTV broadcasts alternating with dark channels: SDTV broadcasts over HDTV channels leave considerable bandwidth available for transmission of the digital products, which, for variety, were chosen to be DVDs in this scenario. Note that the uses of the terms ªVBIº in the NTSC context and ªSDTVº in the HDTV context are in a sense complementary. In the former case, the digital products are transmitted over the VBI bandwidth, while in the latter case they are transmitted over that portion of the channel not used by SDTV.
We first discuss the NTSC scenario, more typical of today's environment. For nearly all experiments, a choice of four delivery options were given to the customers with revenue of $4, $3, $2, and $1. (The exact revenue amounts do not actually matter here, though the proportions, of course, do.) The corresponding delivery deadlines were one hour, two hours, four hours, and eight hours, respectively. For most experiments, the customers were made to choose each of these four options with probability 0.5, subject to the natural constraint that at least one option was chosen. (Thus, if a customer happened to choose with 1/16 probability no delivery deadlines, the simulation was simply repeated as necessary until at least one option was picked.) We will call this the arbitrary revenue choice scenario.
The CDs were assumed to have a uniform size of 650 Megabytes. (This is approximately the maximum capacity of a CD, and clearly the uniformity is a slight misassumption. As noted, it allows us to employ the TP solution for the noncyclic case, without the additional cleanup greedy swapping heuristic, and know that the solution is optimal (within that context). This shows the TP algorithm in its best possible light.
A channel that can broadcast only on the 20 lines of VBI has a bandwidth of 57.6 Megabytes/hour. On the other hand, a dark channel with 525 lines available yields a bandwidth of 1512 Megabytes per hour. Thus, on an entirely dark channel, a CD can be broadcast in .43 hours, while on an entirely VBI channel the same transmission will take a much longer 11.28 hours. The former is sufficient to meet the tightest deadline, while the latter is not sufficient to meet the loosest deadline. The two bandwidth types were interspersed randomly among the various channels at predefined times of the day (corresponding to the tops and bottoms of the various hours), according to a parameter which controlled the percentage of time the channel had one bandwidth compared to the other.
In most of the experiments, customers chose among the 25 CDs according a Zipf-like probability [36] with Zipf parameter XPS, which corresponds to fairly typical skew. (See [34] for examples of actual distributions of movie popularity exhibiting comparable skew. We will show a few experiments with differing values of . These yielded very similar results, suggesting that the relative performance of the algorithms is essentially indifferent to this parameter.) In each case, the simulation experiments involved a minimum of 250,000 customers and were run at the 95 percent confidence interval via the method of independent replications [30] .
In order to create a robust experimental setting, we considered three types of customer request patterns, namely, those corresponding to exponential, lognormal, and AR (1) interarrival processes. Note that the first two represent scenarios where the interarrival times are independent and identically distributed, whereas the interarrival times are correlated in the third case; moreover, the marginal distributions in the exponential and AR(1) processes are light-tailed, whereas the lognormal process has a subexponential tail. While it is unknown what the customer request patterns will be in practice, these statistical properties have been found in a different web-related application domain [19] , [27] . To clarify our specific use of these processes, let n denote the interrequest time for the nth (generic) request having mean ! ÀI and standard deviation '. The lognormal case is then given by
where " log ! ÀI À 8 P aP, 8 log!' P I p , and n denotes the standard normal random variable with zero mean and unit variance. (In our experiments, ' was chosen to be 4.0.) The AR(1) case is given by
where 0 is the autoregressive parameter of the process. (In our experiments, 0 was chosen to be 0.88.) We assume the reader will be familiar with the exponential case.
Figs. 6, 7, and 8 show three representative baseline experiments. The total arrival rate was fixed at five CDs purchased per minute. On the x-axis of each figure, we vary the percent of time devoted to VBI bandwidth. Thus, a high number here means a low total amount of available bandwidth, and vice versa. (At 100 percent, VBI bandwidth no revenue will be generated, as previously noted, so that point is not shown.) The y-axis is revenue normalized by the total amount of revenue possible for the experiment obtained by adding up for each customer the costs of their most expensive choices. Naturally, this normalized percent decreases from left to right. Note that this value is not a percent of optimal, which, at least in the case of the cyclic schedulers may not be possible to determine in a reasonable amount amount of time. However, the value does provide a bound on the percent of optimal. Fig. 6 corresponds to lognormal interarrivals, Fig. 7 to exponential, and Fig. 8 to AR (1) . What is remarkable about these figures is the consistency of the results. In virtually all cases, ALR2 does better than ALR1, which does better than BFB, which does better than TP. The only exceptions to this appear to be at the very lowest available bandwidths on the right hand side of the figures. There ALR1 and BFB begin to have comparable performance (in the first two figures), while in the AR(1) case BFB slightly exceeds ALR1 in performance. Overall, the curves in the three figures have comparable shapes, though each of the scheduling algorithms do slightly but distinctly better in the case of AR (1) interarrivals. Fig. 6 shows the performance of the MFQL algorithm as well. Its performance is significantly poorer than any of the other algorithms. Again, this is not surprising in light of the fact that it is not designed to optimize revenues. Performance of the FCFS and MQL algorithms were similar, but are not shown. Tables 1, 2 , 3, and 4 depict results of typical simulations for the exponential interarrival case shown in Fig. 7 , in this case with the percentage of bandwidth devoted to VBI transmission fixed at 50 percent. Each table represents one of the four scheduling algorithms. The rows represent the number of revenue choices picked by the customers, while the first four columns represent the actual revenue choice achieved by the customers. Thus, for example, in Table 1 , 12.8 percent of the customers picked two revenue Tables 1 and 2 show the TP and BFB algorithms, respectively. Note that BFB is much better able to give customers their first choice. Indeed, the first column sum in Table 2 is 55.7 percent, compared to a first column sum in Table 1 Tables 3 and 4 , we see that ALR2 does better on first choices, 66.9 percent to 54.8 percent, at the expense of second choices, 17.7 percent to 30.1 percent. Fig. 9 shows percent of possible revenue as a function of arrivals per minute instead. In this case, the bandwidth devoted to VBI transmission was fixed to be 50 percent. The interarrival pattern in this experiment was lognormal, but other patterns showed very similar results. Note that these algorithms are all able to keep up nicely with increasing traffic, which is mostly a statement about the role of batching. There is a slight decline in all schedulers except ALR2 in the very low end of the traffic intensity scale. This decline is actually due to the fact that at extremely low traffic the scheduler is able to assign CDs to ªfastº channels very quickly and the queue of CDs to be scheduled remains empty much of the time. Of course, the total amount of possible revenue grows more or less linearly with the traffic intensity, so the profits grow accordingly. Fig. 10 shows the percent of possible work of the four algorithms as a function of VBI bandwidth percentage. This work metric is somewhat artificial, measuring the actual amount of bits transmitted by the (tagged) CDs in the simulation divided by the total amount of bits which would be broadcast had they been transmitted individually. This is a measure of the efficiency of the batching. One can clearly see that the three cyclic case curves are essentially identical, while the TP curve for the noncyclic case requires more time and, hence, ultimately a greater amount of work. The arbitrariness has to do with the length of the simulation: The TP curve would likely be closer to the other curves had the simulation been longer. Fig. 11 depicts a simulation experiment similar to that of Fig. 8 . The difference here is that we ªforcedº customers to accept all revenue choicesÐpresumably by not explicitly offering the choices to them. AR(1) interarrivals were assumed here, but other patterns showed similar results. Note the crossover of ALR1 and BFB at the higher VBI percentages, just as before. Also, note that the percentage of possible revenue actually increases in Fig. 11 relative to Fig. 8 , in spite of the higher maximum possible revenue.
This behavior can be explained by examining Tables 5, 6 , 7, and 8, which happens to be for exponential interarrivals instead. (Results for AR(1) interarrivals are comparable.) As before, 50 percent VBI bandwidth is assumed. These tables mimic Tables 1, 2, 3 , and 4, except that, given the four mandatory revenue choices, there is only one row per table.  Comparing Tables 1, 2, 3, and 4, with Tables 5, 6 , 7, and 8, one sees that the column sum proportions are nearly maintained, even though the number of revenue choices picked are quite different. Fig. 12 depicts a simulation experiment similar to that of Fig. 9 . The two differences here are the exponential interarrival times in Fig. 12 and the fact that we ªforcedº customers to pick a single revenue choice with equal probability. This scenario is directly comparable with the choice a customer would make in today's delivery environment. Again, the ordering of the algorithms remains fixed, and the curve is essentially flat. Fig. 13 shows work as a function of traffic intensity, with 50 percent VBI bandwidth and exponential interarrivals. The hyperbolic nature of these curves is indicative of the excellent efficiency of the batching. As before, the curves Tables 1, 2 , 3, 4, 5, 6, 7, and 8. Fig. 14 depicts an experiment with different revenue and deadline parameters. Specifically, we made the four deliver options have revenues which were geometric and deadlines which were linear. The previous experiments assumed the reverse. The revised revenues were chosen to be $4, $2, $1, and $.50, and the corresponding delivery deadlines were one hour, two hours, three hours, and four hours, respectively. Exponential interarrival times and an average of five purchases per minute were assumed. Though the absolute performance in Fig. 14 falls below that of Fig. 7 , the trends remain the same. Fig. 15 is a sensitivity study on the influence of the Zipflike parameter . Here, the arrival rate was five customers per minute with AR(1) interarrival times and 50 percent VBI bandwidth. Revenue choices were like those for the first experiments. The value of was allowed to vary between zero (a uniform distribution) and one (a pure Zipf distribution). There is nearly no effect on performance.
Finally, in Fig. 16 , we consider an HDTV environment instead with AR(1) interarrivals. Here, the x-axis represents the percent of the channels devoted to SDTVÐthe channels are dark at other times. A dark channel can transmit 8.55 Gigabytes per hour. SDTV transmission requires 2.88 Gigabytes per hour, leaving 5.67 Gigabytes per hour spare bandwidth for a channel transmitting SDTV. We assume that the products here are DVDs with a fixed size of 4.38 Gigabytes. We note the bandwidth ratio of a dark channel to a VBI channel in the NTSC scenario previously examined is 26.25, while the ratio of a dark channel to an SDTV channel in the HDTV environment is only 1.51. The penalty of having a smaller bandwidth channel here is much less. This is reflected in the much flatter curves in Fig. 16 compared with those of Fig. 8 , though the basic ordering of the algorithms is still intact. The behavior of these algorithms is highly predictable.
RELATED PROBLEMS
In this section, we briefly describe two interesting problems which are related to but distinct from the digital product scheduling problem itself. The first of these is to determine which, if any, delivery deadline alternatives would not be good to offer to a given customer. This might be the case simply because the scheduler could not meet the deadline anyway given existing scheduler commitments, or because meeting the deadline would cause profits to be diminished significantly. The second problem is to determine when it is a good idea to offer the customer reduced pricing for some delivery deadline, perhaps because the digital product purchased is identical to one already scheduled to be transmitted in the near future and could thus be batched along with it without additional cost. If such ªbargainsº are to be offered, there is the additional problem of determining optimal pricing strategies. The proper solutions to each of these obviously related problems can help to further optimize the profit of the e-commerce merchant. Moreover, both problems are highly dynamic: The solutions will rely heavily on the other outstanding activity at the moment the digital product is purchased.
Eliminating Pricing Alternatives
It is possible, due to previous scheduling commitments, that certain pricing alternatives may not be feasible for a customer at a given time. It is thus reasonable and prudent for the ecommerce merchant not to offer such pricing alternatives. The customer might be frustrated and also might get free delivery as a result. More subtly, a pricing alternative may be feasible but not desirable for the e-commerce merchant. When a customer purchases a digital product it would be useful to compute a minimum time ( at which the subtask associated with this customer can be profitably completed and offer only pricing alternatives greater than or equal to (. For a given value of (, one might run the scheduler ªhypotheticallyº with the additional constraint that the transmission is completed by time (, comparing the results with the output of the unconstrained scheduler. Then, ( can be accepted or rejected depending on whether these two revenue values are within some predetermined threshold of each other. A bracket and bisection technique could be employed to choose appropriate values of ( to test. (For details on bracket and bisection techniques see, for example, [23] .) One expected outcome of taking this approach would be that the earliest pricing alternatives would generally be offered to the more popular digital products. (See [23] for related problems.)
Offering Bargains to Encourage Pricing Alternatives
On the other hand, it is entirely possible that a customer might purchase a digital product which has already been purchased by a prior customer, and to which the scheduler is already committed. In such cases, it would clearly be a good idea to encourage the customer to choose relatively early time pricing alternatives. By lowering those prices and thus offering bargains, this behavior can be encouraged. The marketing literature contains many models which estimate the probability of purchase as a function of cost. By employing one of these techniques, it would be possible to choose bargain prices which optimize the expected profit achieved by the e-commerce merchant. This will have the effect of reducing some delivery prices for the hotter digital products while simultaneously increasing customer satisfaction.
CONCLUSIONS AND FUTURE WORK
Research on the electronic delivery of digital objects is in its infancy. Yet clearly such delivery is the next logical step in the computerization of the retail environment, providing benefit to both the customer and the merchant. Among others, CDs, DVDs, software, and books can potentially be delivered electronically, and many e-commerce merchants specialize in these products. In this paper, we have focused on the broadcast television delivery of digital products. Our main contributions include:
. The notion of batching the delivery of the digital products. This is a concept we borrow from the VOD literature. . The formulation and heuristic solution of the noncyclic scheduling problem, which assumes that the atomic unit of transmission is the entire product, in order from start to finish. Our proposed solution is based in part on a transportation problem algorithm. Our goal is to optimize the revenue and profits of the merchant. . The formulation and three heuristic solutions of the cyclic scheduling problem, which assumes that the product may be transmitted cyclically in smaller segments, starting from an arbitrary point in the object. Again, the goal is optimized revenue. It is clear, based on the performance of our three heuristics, that cyclic scheduling is a worthwhile idea. It is also clear that one of the three scheduling algorithms is the best performer of the group. . The twin notions of generating further profits by eliminating certain pricing alternatives and by offering bargains to encourage optimal customer delivery choices. Clearly, there is much to be done. We list a few areas of further research:
. From a theoretical perspective, we have thus far been unable to find approximation algorithms with provable worst-case performance for these difficult scheduling problems. We are particularly interested in finding such an algorithm for the scheduling problem x j chain precedence j w j j . As noted, this is only a modestly special case of our cyclic scheduling problem. It does not handle varying bandwidths among the channels. . An interesting variation on the scheduling problems we have discussed in this paper is as follows: Assume that the pseudodeadlines are defined to be more ªcommon.º One might offer a customer who purchases a product at 3:37 p.m. on Tuesday, for example, a ªone hourº deadline of 5:00 p.m. instead of 4:47 p.m. One might offer this customer a ªone-dayº deadline of midnight on Thursday rather than 3:37 p.m. on Wednesday. This certainly yields a scheduling problem in the same spirit, but it is possible that the more common deadlines might simplify matters theoretically. We are examining the possibility now of trying to employ an old approximation algorithm of Ibarra and Kim [18] to ªsolveº this related scheduling problem. . The one modest ªholeº we can find in our scheduling problem formulation has to do with customers who purchase multiple digital products simultaneously. If that customer can only receive one transmission at a time, we simply have to serialize the scheduling of the products. The customer is more likely to get the later products with free delivery. On the other hand, if the customer can receive multiple transmissions (via different cards in the customer's set-top box), as will likely be the case eventually, it begs the following question: Why not schedule single products using multiple transmissions? We are looking into the best way to answer these questions now. . We are continuing work on eliminating pricing alternatives and offering bargains, as outlined in the previous section.
. So far, we have considered broadcast delivery only. These problems are interesting and valuable in an Internet delivery environment also. Indeed, this may be the delivery mechanism of choice. The problem solutions, of course, will be quite different. In an Internet environment, multicasting may yield some of the efficiencies that batching provides in the broadcast environment.
APPENDIX
To the best of our knowledge, none of the existing literature on broadcasting is directly relevant to the problems considered in this paper. Nevertheless, we provide a brief overview of the related work on broadcasting. A broadcast delivery system uses one or more server(s) to satisfy the requests of a user-community. Two basic architectures are possible for a broadcast delivery system: push and pull. In a push system, transmission of data is independent of the actual customer request patterns, whereas in a pull system transmission of data is initiated due to customer requests.
Push systems. In a push system, customers cannot inform the server about the specific item they need. This model is appropriate for applications in which there is an inherent communication asymmetry between the customers and the servers, examples include, traffic information systems, news distribution systems, and information dispersal systems for time-sensitive information such as stock-prices, weather forecasts, etc. In a push system, customer requests do not propagate in the system, but instead wait until the requested item is broadcast by the server. The fundamental optimization problem in a push system is to design broadcast schedules for the server(s) so as to optimize an objective, which is a function of the expected wait-time of a typical request and transmission costs. More formally, suppose we have x items to be broadcast over w channels, the transmission time of item i on channel j is t ij , with the corresponding transmission cost being ij ; and p i is the a priori request probability (called popularity) of item i (this is estimated and updated using past history). Suppose also that customer requests are Poisson. The problem is to decide the sequence of the items in each of the channels over an infinite time-horizon so as to minimize the sum of expected service time of the requests and the expected transmission costs. This model has its origins in the design and analysis of Teletext systems. The case of w I, t ij , and ij H was first analyzed in [14] , who designed an optimal memoryless randomized algorithm, which picks the next item to be broadcast with probability proportional to the square root of its popularity. This case was further studied in [5] , [6] , who proved the existence of an optimal broadcast schedule that is periodic, based on which they derive a finite-time algorithm for find an optimal schedule; moreover, they also presented heuristics that result in good schedules in practice. A series of subsequent papers [8] , [29] , [9] described approximation algorithms and heuristics for this problem, culminating in the recent polynomial-time approximation scheme 1 [21] . The multichannel version of this problem is considered in [9] where the authors establish the existence of an optimal schedule that is periodic, and also design a polynomial time 9/8-approximation algorithm. The single-channel problem with nonuniform transmission times and ij H is considered in [20] , where the authors establish its NP-hardness, show the existence of an optimal schedule that is periodic, and design an (asymptotic) 3-approximation algorthim. Except for some very preliminary empirical work [31] , [32] , virtually nothing is known about multichannel versions of these problems.
Pull systems. In a pull system, the specific item requested by a customer can be observed by the server(s). At each point in time, the servers know the exact number of pending requests for each item, which can then be profitably exploited to decide which item to transmit next. An obvious advantage of pull systems is that they adapt better to wide fluctuations in the profile of customer requests. The fundamental optimization problem in a pull system is to design a scheduling algorithm for the server(s) so as to minimize the average response time, more general objective functions involving arbitrary functions of customer waittimes and transmission costs are also of interest. The problem of finding good scheduling schemes in pull systems has been considered in [12] , [35] , [4] , [1] . The early papers [12] , [35] considered some simple heuristics to determine the item to be transmitted in a single-channel setting with uniform transmission times; these heuristics included first come first served (FCFS), most requests first (MRF), and longest wait first (LWF). Recently, [4] , based on insights gained from the earlier papers, observed that MRF and FCFS fail (or succeed, depending on one's point of view) for different kinds of items: MRF does well for popular items, but generally at the expense of unreasonable wait times for infrequently requested items; in contrast FCFS ensures reasonable wait times for all items, but performs poorly precisely because it does not prioritize frequently requested items. This observation motivated the following compromise proposed in [4] . Whenever a scheduling decision has to be made, transmit the item with the maximum value, defined as Â , where is the number of outstanding requests for that item and is the elapsed time since the oldest outstanding request for that item. (A similar scheme for Video-on-Demand was proposed earlier in [2] .) In [1] , the authors consider a singlechannel model and items with nonuniform transmission times, but allow preemption. In addition to evaluating the performance of all of the earlier algorithms empirically, they design several algorithms so as to minimize stretch, which is defined as the ratio of the response time of a request to its transmission time. To some extent, minimizing stretch rather than average response time results in a ªfairerº schedule, as optimizing the response time tends to improve the performance of large jobs at the expense of small jobs. We note that all of the studies mentioned here present simulation-based experimental results; to the best of our knowledge, there has not been any mathematically rigorous analysis of these methods. Designing provably good approximation algorithms for these models remain an interesting open problem. Moreover, as in the case of push systems, multiple-channel versions of this problem have not received much attention. John J. Turek received the BSc degree in computer science and engineering from Massachusetts Institute of Technology and the PhD degree in computer science from New York University. He is currently a department group manager for Next Generation Web Technologies at the IBM, T.J. Watson Research Division. In this role, he manages a team of researchers working in the area of emerging web standards and the technologies that support these standards. He is also responsible for formulating and driving the worldwide research strategy, understanding how the new technologies defining the Web today will impact how services and applications are delivered over the internet, and how these technologies will impact IBM products. His previous roles include senior manager for Pervasive Computing in the Research Division, managing a technical strategy and architecture team within the Pervasive Computing Division of IBM Research, director of development at Tivoli Systems, manager and staff member at IBM's T.J. Watson Research involved in areas such as systems management, data compression, fault-tolerant distributed services for real-time operating systems, and database algorithm design and analysis. He has received 12 US patents and has many publications to his credit. He is a member of the IEEE.
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