Sparsity-based synthetic aperture radar (SAR) imaging has attracted much attention since it has potential advantages in improving the image quality and reducing the sampling rate. However, it is vulnerable to deliberate blanket disturbance, especially wideband noise interference (WBNI), which severely damages the imaging quality. This paper mainly focuses on WBNI suppression for SAR imaging from a new perspective-sparse recovery. We first analyze the impact of WBNI on signal reconstruction by deducing the interference energy projected on the real support set of the signal under different observation parameters. Based on the derived results, we propose a novel WBNI suppression algorithm based on dechirping and double subspace extraction (DDSE), where the signal of interest (SOI) is reconstructed by exploiting the known geometric prior and waveform prior, respectively. The experimental results illustrate that the DDSE-based WBNI suppression algorithm for sparsity-based SAR imaging is effective and outperforms the other algorithms. the range of frequency band occupied, while incoherent and coherent interference can be measured by structural similarity with the signal of interest (SOI). Generally speaking, coherent interference, usually generated by digital radio frequency memory (DRFM) [6] , theoretically performs with higher efficiency, since the processing gain can be obtained after pulse compression. However, this coherence is difficult to guarantee strictly in practical applications due to the estimation error of motion and other signal parameters. Moreover, under the conditions of a large scene, echoes of scattering points within the observation area overlap in the time domain, increasing the coherent interference power required [7] . By contrast, incoherent interference is easier to implement by a universal jammer with a simple structure, which directly sends disturbance waveforms to the SAR system instead of intercepting, modulating, and repeating.
Introduction
Synthetic aperture radar (SAR) is an active remote sensing modality for real-time information acquisition. It plays a significant role in the fields of civil exploration and military reconnaissance, owing to its capabilities of all-weather, all-time, and high-resolution imaging. Traditional SAR imaging technology is based on matched filtering in the Nyquist sampling framework, which is by far the most common but performs with some limitations. On the one hand, the increasing system bandwidth proportional to the radar resolution poses a great challenge in signal acquisition and data storage. On the other hand, the side lobe effect, which is caused by window functions in the process of pulse compression, affects the visual quality of SAR images. Sparsity-based SAR imaging [1, 2] , as a new radar imaging mechanism, has potential advantages in improving the image quality by introducing sparse signal processing into the SAR system. Since the concept of compressed sensing [3] has been proposed, radar imaging with incomplete data has become realizable by exploiting prior information. This kind of imaging method is also known as compressed sensing radar imaging [4, 5] .
Most SAR systems operate in the microwave band, and they are inevitably subject to various types of electromagnetic interference, including natural radiation and man-made interference, the latter of which is used for deliberately protecting important targets or scenes by damaging the image quality. Man-made SAR interference is divided into various categories based on different criteria. For example, the narrowband interference (NBI) and the wideband interference (WBI) are discriminated in terms of loop composed of interference detection and adaptive selective sampling is introduced into the entire echo acquisition and processing procedures. The advantage of this adaptive compressed sampling (ACS) method [25] is that the interference entrance is cut off from the source. Nevertheless, the signal distortion and the high system complexity are the main limitations, since the prior is not fully utilized.
In this paper, we focus on the suppression of incoherent wideband noise interference for SAR imaging from the perspective of sparse signal processing. Given that WBNI is hardly sparse on any known domain, existing methods based on interference reconstruction and elimination are no longer applicable. Fortunately, there is an incoherent relation between the WBNI and the SOI, making it possible to extract useful components by exploiting the prior information of observation geometry and transmitted signal, respectively. The geometric prior can be used to obtain a more compact subspace from the Fourier basis that minimizes the projected energy of interference. The waveform prior can be used to perform denoising detection and then extract possible atoms corresponding to SOI, making the reconstruction more accurate and efficient. Based on the above considerations, we propose a novel WBNI suppression approach based on dechirping and double subspace extraction (DDSE) algorithms that can be applied to sparsity-based SAR imaging.
The main contents of this paper are divided into four parts. In Section 2, we provide a brief review of sparsity-based SAR imaging. In Section 3, we analyze the impact of WBNI on sparse recovery by theoretical derivation. In Section 4, we propose the DDSE algorithm for WBNI suppression and present the detailed procedure. In Section 5, we carry out numerical experiments to investigate the performance of the proposed algorithm.
A Brief Review of Sparsity-Based SAR Imaging
The raw echo of SAR is usually considered as the convolution of the scattering points and the transmitted signal. The linear frequency-modulated (LFM) pulse is the most commonly used signal type, since it has a larger time-bandwidth product to ensure resolution. The ideal receiving signal in the analogy domain can be expressed as [26] :
where t is the fast time in the range direction; τ is the slow time in the azimuth direction; τ c is the zero-Doppler time; L is the number of scattering points in observed scene; σ l is the backscatter coefficient of the l-th point; f c is the carrier frequency; c is the speed of light; R l is the oblique distance between scattering point and SAR platform; K r is the frequency modulation slope; and w r (·) and w a (·) denote the rectangular window function in range and azimuth, respectively. In sparsity-based SAR imaging models, the observed scene is assumed to be uniformly divided into grids and composed of discrete scattering points, as shown in Figure 1 . If the number of points with large scattering coefficients is much smaller than that of grids, the scene can be considered sparse in the space domain. Thus, the ergodic scattering matrix can be expressed as: In order to intuitively analyze the mechanism of sparse imaging, the observed data matrix is usually vectorized into a one-dimensional vector with a length of XY in the following model:
where α = vec(A T ) is the coefficient column vector obtained by cascading rows of A; ε is the additive noise; and Ψ is the PQ × XY mapping matrix expressed as:
where P and Q are the number of samples in range and azimuth, respectively, and each row of Ψ can be considered as the discrete form of Equation (1) . To simplify the description, we now consider a simple but representative case where the azimuth dimension is assumed to be one, i.e., Q = 1. Then, the corresponding coefficient vector is reduced to α = [σ(1),…, σ(X)] T . Each column in Ψ is the transmitted signal with a specific delay determined by the oblique range of the scattering point from the SAR platform, reflecting the weight information of the backscattering coefficient of a specific target to each echo sample in the scene. Sometimes, we prefer to call the mapping matrix an echo dictionary or a basis, in which each column is called an atom. The process of sparsity-based radar imaging is essentially a kind of parameter estimation, based on which regularization introduces prior information to improve the estimation performance. Therefore, imaging is realized by solving a constrained optimization problem, i.e.:
where λ is the regularization parameter; and ||·||p denotes the Euclid norm (0 ≤ p ≤ 1). When p = 0, Equation (5) is specialized to the compressed sensing radar imaging problem, i.e.:
where δ > 0; Φ is an underdetermined observation matrix; and y is the compressed measurement vector. In compressed sensing, the problem of solving the ill-conditioned l0-norm is usually relaxed to convex optimization or greedy pursuit as long as the sensing matrix Θ = ΦΨ satisfies the restricted isometry property (RIP) [3, 27] .
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Sparse Models for Interference
The bandwidth of WBNI is generally not less than that of SAR for the purpose of blanketing the entire spectrum of signal. The unified mathematical model in the analog time domain can be expressed as:
where U 0 is a constant; U n (t) is the time-varying and band-limited noise; K AM and K FM are the amplitude-modulated and the frequency-modulated coefficients, respectively; and ϕ(t) is the random phase uniformly distributed in [0, 2π]. Notably, when K FM = 0 and U 0 = 0, n(t) represents the radio frequency interference; when K FM = 0, n(t) represents the amplitude-modulated noise interference; and when K AM = 0, n(t) represents the frequency-modulated noise interference. From sparse point of view, WBNI cannot be sparsely represented in any known signal dictionary. We recall Equation (3) and express the echo signal x in the presence of interference as:
where F and ν are the interference dictionary and the coefficient vector, respectively. The Fourier basis, as shown in Figure 2a , is commonly used for sparsely representing the narrowband interference. It can be expressed as the following N × N normalized orthogonal basis:
where W N = exp(-j2π/N). For radio frequency interference (RFI) or narrowband noise interference, their coefficients are sparsely or block-sparsely distributed in terms of both location and energy, as shown in Figure 2b ,c. For WBNI, however, its coefficients present a compact distribution throughout the entire dictionary, as shown in Figure 2d . 
where U0 is a constant; Un(t) is the time-varying and band-limited noise; KAM and KFM are the amplitude-modulated and the frequency-modulated coefficients, respectively; and ϕ(t) is the random phase uniformly distributed in [0, 2π]. Notably, when KFM = 0 and U0 = 0, n(t) represents the radio frequency interference; when KFM = 0, n(t) represents the amplitude-modulated noise interference; and when KAM = 0, n(t) represents the frequency-modulated noise interference. From sparse point of view, WBNI cannot be sparsely represented in any known signal dictionary. We recall Equation (3) and express the echo signal x in the presence of interference as: (8) where F and ν are the interference dictionary and the coefficient vector, respectively. The Fourier basis, as shown in Figure 2a , is commonly used for sparsely representing the narrowband interference. It can be expressed as the following N × N normalized orthogonal basis:
where WN = exp(-j2π/N). For radio frequency interference (RFI) or narrowband noise interference, their coefficients are sparsely or block-sparsely distributed in terms of both location and energy, as shown in Figure 2b ,c. For WBNI, however, its coefficients present a compact distribution throughout the entire dictionary, as shown in Figure 2d . We assume that the signal of interest (SOI) is on a K-dimensional subspace Ψ  composed of columns corresponding to nonzero coefficients in Ψ, and the WBNI is approximately modeled as a zero-mean Gaussian random vector, i.e., 2 
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N v v σ  0 I . These nonzero coefficients containing location and value information are also called a support set, denoted by α  and indexed by .
Therefore, the process of SAR image reconstruction can be transformed into a support estimation problem. If Ψ satisfies the K-RIP property with a constant 0 < δK < 1 for any K-sparse vector α, i.e.: We assume that the signal of interest (SOI) is on a K-dimensional subspace Ψ A composed of columns corresponding to nonzero coefficients in Ψ, and the WBNI is approximately modeled as a zero-mean Gaussian random vector, i.e., v ∼ N (0, σ 2 v I N ). These nonzero coefficients containing location and value information are also called a support set, denoted by α A and indexed by A. Therefore, the process of SAR image reconstruction can be transformed into a support estimation problem. If Ψ satisfies the K-RIP property with a constant 0 < δ K < 1 for any K-sparse vector α, i.e.:
and Ψ A is full-rank, then the support set can be estimated by:
where (·) † denotes the pseudo-inverse operation with the property of Ψ † A Ψ A = I K ; and Ψ † A Ωv is the interference component projected on the real support.
Impact of WBNI on Signal Recovery
From Equation (11) , the estimated support vector contains a real component and the projected WBNI component, the latter of which depends on the structure of the observation matrix and the support index. We next discuss the following cases for the observation matrix by introducing the coherent measure, defined as [28] :
where ψ i is the i-th column of Ψ; and ||·|| 2 denotes the l 2 -norm.
Case 1: µ Ψ = 0
When x is sparse on an orthogonal basis, such as the Fourier basis shown in Figure 2a , the estimated support set in Equation (11) can be rewritten as:
wherev A = Ω † A Ωv. Then, we have the following proposition.
Proposition 1.
If the observation matrix Ψ is an orthogonal Fourier basis Ω, i.e., µ Ψ = 0, the interference energy projected on the signal support holds after estimation.
Proof. Based on the property of Gaussian distribution and Fourier basis, we have:
and the interference energy on the support set of K-sparse signal ν A is:
where tr(·) denotes the trace. Drawing support from the equivalent relation [29] , we have:
where · F denotes the Frobenius norm. The projected energy of interference component in Equation (13) after estimation can be calculated by:
Electronics 2019, 8, 1019 7 of 21 Therefore, the projected energy of interference remains the same before and after estimation. On this basis, we can also obtain the following corollary. Corollary 1. When the observation matrix Ψ is orthogonal, i.e., the coherence measure is zero, the interference energy projected on the signal support will be minimum.
The proof of this corollary is given in the following Case 2.
Case 2: µ Ψ 0
Considering that the WBNI presents a Gaussian distribution on any basis, when Ψ is not an orthogonal basis, i.e., µ Ψ 0, Equation (11) can be rewritten as:
where u ∼ N (0, σ 2 u I N ) is a zero-mean Gaussian random vector. Then, the interference energy on the support set of K-sparse signal u A is:
The projected energy of interference in Equation (18) after estimation can be calculated by:
We define Ψ C A as the complement to Ψ A . Equation (20) can be further calculated by dividing the observation matrix into two parts, i.e.:
where ·|· denotes the operation that divides a matrix into a submatrix and its complementary.
Since the coherence measure µ Ψ 0, the elements on non-diagonal lines of Ψ † A Ψ C A are not all zero. Then, we have the following inequality:
Therefore, when Ψ is orthogonal, the interference energy projected on the signal support is minimal.
To further investigate the projected energy gain (PEG) of interference after signal recovery under different parameters, including the sparsity level, the measurement dimension, and the sampling mode, we performed numerical simulations using the LFM reference signal with delays and the Fourier matrix as their respective basis. The signal length N was set to 512, and the Monte-Carlo time was set to 1000. Figure 3a shows the simulation results of PEG under different values of sparsity level K, where the measurement dimension M is equal to N. It can be seen that the PEG presented nonlinear growth when the coherence measure was nonzero, while it remained zero when an orthogonal basis was adopted. Figure 3b illustrates variations of PEG with the measurement dimension M and the sampling mode, where the sparsity level K was set to 100. In this simulation, we set up two sampling modes; one was to directly observe the echo data using a randomly generated Gaussian matrix, and the other was to extract the echo data with a random sampling matrix. The latter has the smallest PEG with the change of the measurement dimension when the coherence measure is zero.
minimal.
To further investigate the projected energy gain (PEG) of interference after signal recovery under different parameters, including the sparsity level, the measurement dimension, and the sampling mode, we performed numerical simulations using the LFM reference signal with delays and the Fourier matrix as their respective basis. The signal length N was set to 512, and the Monte-Carlo time was set to 1000. According to the above analysis, we can infer that, when the SAR echo signal is contaminated with WBNI, the coherence measure of the basis matrix for sparse recovery should be minimized as much as possible, and the random sampling matrix is a better choice for the compressed observation (if reducing the data rate is necessary). In the next section, we develop an effective WBNI suppression algorithm based on these results.
WBNI Suppression Based on Dechirping and Double Subspace Extraction
Dechirping Observation
From the derived results in Section 3.2, the projected energy of WBNI on signal support depends on the sparsity level and the observation parameters. It reaches a minimum when the basis satisfies the orthogonality. As is known, however, most SAR systems usually observe targets by transmitting wideband linear frequency-modulated (LFM) waveforms that are non-sparse on an orthogonal basis. Therefore, we first need to find a linear transformation that meets both sparsity and orthogonality requirements.
Dechirping, also called stretch, is a specific approach for processing LFM signals [30] . It utilizes a time-fixed reference waveform with the same frequency-modulated slope as the transmitted signal and performs the mixing with the raw echo. For sparsity-based SAR, the basis is generally composed of reference sequences with specific delays determined by the distance from scattering points to the radar platform. Assuming that the range in an azimuth is divided into N grids, then the observation model in Equation (4) can be specified to the following expression after demodulation, i.e.:
where
. . , N is the echo atom of the l-th grid; λ is the radar wavelength; and T s is the sampling interval.
The N × N dechirping observation matrix Φ D is composed of reference signals, each column of which can be expressed as: where K ref is the frequency modulation slope; R ref is the reference distance referring to the nearest oblique distance from the scene center to the SAR platform; and w ref (·) denotes the reference rectangular window function, the length of which is not less than that of w r (·). Then, the dechirped sensing matrix is:
where • denotes the Hadamard product. The l-th dechirped atom is:
Double Subspace Extraction
Given that the dechirped measurement can be considered as a series of single frequency signals, we employ the orthogonal Fourier basis as the initial dictionary for signal reconstruction. To further reduce the proportion of WBNI projection as much as possible, we propose the double subspace extraction algorithm, the diagram of which is shown in Figure 4 . where π
Given that the dechirped measurement can be considered as a series of single frequency signals, we employ the orthogonal Fourier basis as the initial dictionary for signal reconstruction. To further reduce the proportion of WBNI projection as much as possible, we propose the double subspace extraction algorithm, the diagram of which is shown in Figure 4 . For small observed scenes, the dechirped echo of SAR occupies a smaller part of the frequency spectrum than the raw. Meanwhile, WBNI is still distributed throughout the entire spectrum after dechirping because of its incoherence. Since most SAR systems are cooperative, the geometric prior known in advance can be exploited to eliminate redundant information. That is, the relationship between target position and frequency spectrum makes it possible to extract the subspace spanned by effective columns in the basis. The others that contribute little to signal reconstruction and aggravate the interference projection are pruned out.
According to the observation geometry, the spectrum of the dechirped signal is within the range of:
where B is the signal bandwidth; Tr is the time width; and Rmax and Rmin are, respectively, the maximum and the minimum oblique distances depending on the range of the observed scene.
Assuming that the geometric and the signal parameters satisfy the condition of ΔBde < 0.5B, we first For small observed scenes, the dechirped echo of SAR occupies a smaller part of the frequency spectrum than the raw. Meanwhile, WBNI is still distributed throughout the entire spectrum after dechirping because of its incoherence. Since most SAR systems are cooperative, the geometric prior known in advance can be exploited to eliminate redundant information. That is, the relationship between target position and frequency spectrum makes it possible to extract the subspace spanned by effective columns in the basis. The others that contribute little to signal reconstruction and aggravate the interference projection are pruned out.
where B is the signal bandwidth; T r is the time width; and R max and R min are, respectively, the maximum and the minimum oblique distances depending on the range of the observed scene. Assuming that the geometric and the signal parameters satisfy the condition of ∆B de < 0.5B, we first extract the subspace matrix Ω I composed of columns indexed by the set I (blue dashed box in Figure 4 ) according to Equation (27). Moreover, there still exist redundant atoms in the preliminarily extracted subspace, since the observed scene is sparse. We adopt constant false-alarm ratio (CFAR) detection [31] to extract the candidate index set composed of possible atoms (red solid box in Figure 4 ). This process can be considered as the subspace extraction by exploiting the waveform prior.
Assuming that the raw echo contains only the SOI and the WBNI, then the contaminated signal can be modeled as:
where α is a K-sparse vector; and n is a non-sparse vector, which increases the decision threshold and reduces the detection performance. The waveform prior can be utilized to project the raw echo to K sparse coefficients. More advantageously, this projection has little effect on changing the distribution of WBNI, making it possible to further suppress most of the interference component by designing an observation matrix with a specific structure.
We model the following detection problem based on a binary hypothesis test:
where Γ denotes the denoising detection operator expressed as:
where Ψ proj = Ψ H Ψ −1 Ψ H is the projection matrix. To suppress the projection of the interference component as much as possible, the structural observation matrix Φ 0 is designed in the following form:
where η = N/M 0 is an integer. A greater value of M 0 is better for reducing the interference projection, since there are more zero-valued elements in each row of Φ 0 . Moreover, the cell-averaging constant false-alarm rate (CA-CFAR) structure [32] is utilized to determine the decision threshold, i.e.:
where N c is the number of detection cells; and P fa is the false-alarm rate.
There are some points that need to be specified in the above detection model. First, when the structural observation matrix is underdetermined, i.e., M 0 < N, one detection result corresponds to η candidate atoms (purple dashes in Figure 4 ). Second, we also include a certain number of atoms adjacent to the precise candidate in the index set to reduce signal distortion as much as possible, since offset may exist or detection is missed under low signal-to-interference ratio conditions. We denote the extracted subspace indexed by candidate set J as Ω J . Therefore, the final subspace matrix can be expressed as the intersection of these two extraction results, i.e.:
Algorithm and Procedure Details
Based on the above derivation, we designed the following compressed dechirping matrix (CDM) to perform the echo observation:
where Ξ is the random observation matrix; and (·) T denotes the transposition. Then, the measurement vector can be expressed as:
where s Dc is the dechirped SOI; and n Dc denotes the WBNI. Hence, the target reconstruction has been transformed into a sparse recovery problem in Equation (6) that can be solved by the classical orthogonal matching pursuit (OMP) algorithm [27] .
It is worth noting that three phase terms exist and cannot be ignored in the dechirped echo, since they introduce doppler and make the subsequent azimuth processing more complex. Hence, the reconstructed signal should be further compensated with the de-oblique factor C*(n), n = 1, . . . , N, i.e., the complex conjugate form of C(n) in Equation (26).
Based on the above analysis and derivation, we present the detailed steps of DDSE in Algorithm 1 and the flowchart of the WBNI suppression procedure in Figure 5 .
Algorithm 1 Dechirping and double subspace extraction (DDSE)
Inputs: raw echo x with WBNI, random sampling matrix Ξ, Fourier basis Ω; Outputs: WBNI-free signal x*;
1.
Construct the compressed dechirping matrix Φ Dc by Equations (25) and (34); 2.
Construct the sensing matrix by Θ = Φ Dc Ω; 3.
Obtain the measurements y by Equation (35); 4.
Extract the subspace Ω I based on Equation (27); 5.
Construct the denoising detection operator Γ by Equations (30)-(31); 6.
Extract the subspace Ω J by denoising CFAR detection based on Equation (32); 7.
Determine the final subspace matrix ΩS by Equation (33); 8.
Repeat from t = 1 until N iter ;
(1) Initialize the residual r 0 = y, index set Λ 0 = ∅, and augment matrix A 0 = ∅;
Find the index Λ t that maximizes the inner product Λ * t = max r t−1 ,θ n , n = 1, . . . ,N, where is the n-th column of Θ, and r t is the current residual vector;
(3) If Λ * t ∈ S, continue; else, set θ n = 0 and return to (2); (4) Update the augment matrix by A t = A t−1 ∪ θ n ; (5) Estimate the least square solution by α t * = argmin y-A t α t 2 ;
(6) Update the residual by r t = y − A t α t * ;
(7) t = t + 1;
9.
Obtain the compensation operator C with the de-oblique factor in Equation (26); 10. Reconstruct the WBNI-free signal by x * = CΩα t * .
(4) Update the augment matrix by At = At−1 ∪ θn; (5) Estimate the least square solution by αt * = argmin ||y-Atαt||2; (6) Update the residual by rt = y − Atαt * ; (7) t = t + 1;
9. Obtain the compensation operator C with the de-oblique factor in Equation (26) 
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Experiments
Experiment Specifications
To verify the performance of WBNI suppression for sparsity-based SAR imaging based on the proposed algorithm in this paper, we carried out multiple experiments with simulated data. First, we adopted the DDSE algorithm to range profile reconstruction of a multi-point target, where the interference suppression performance was mainly investigated from the perspective of signal reconstruction. Then, we extended the case to range-azimuth imaging of an aircraft target, where the interference suppression effect was mainly evaluated by visual quality and statistical characteristics of reconstructed SAR images. Moreover, we also compared the proposed algorithm to other advanced ones to analyze its superiority. Simulations were implemented with Matlab R2018b on a computer running Windows 7 with 3.4GHz Intel Core i7-4770 CPU and 16 GB RAM.
Simulation and Analysis
Range Profile Reconstruction
In this part, we first set up a simulation environment for range profile imaging of point targets, where geometric and waveform parameters for SAR observations are listed in Table 1 [33, 34] . Given that the distribution of the dechirped signal in the frequency domain depends on time width and distance differences according to Equation (27), the theoretical bandwidth ratio after dechirping observations is about 0.3 of the original. This means that a large amount of redundant information can be reduced in the frequency domain after coherent processing with the signal prior. For the simulation, a five-point target with normalized amplitudes and fixed locations within the scene range was modeled. The WBNI data were generated by modulating a band-limited noise to the carrier frequency and aligning them with the center of the signal spectrum, the bandwidth of which was set as equal to that of SAR. The interference-to-signal ratio (ISR) was set to 15 dB, and the additive signal-to-noise ratio (SNR) was set to 30 dB. We added the generated WBNI to the raw echo of SAR, and the signal characteristics in time, frequency, and range domain are respectively shown in Figure 6 .
It was apparent that the WBNI covered the entire pulse and spectrum of the SOI, making it impossible to obtain accurate range information by sparse reconstruction. Hence, it was necessary to introduce some suppression approaches into the process of signal acquisition and reconstruction to reduce the impact of interference as much as possible. We adopted the proposed DDSE-based WBNI suppression algorithm to the process of range profile reconstruction. As mentioned above, to avoid signal distortion resulting from missing detections, we also added the atoms adjacent to the detected position to the subspace matrix. Figure  7 shows the detection results under different η, where the probability of false-alarm was set to 10 −3 . As can be seen, the WBNI introduced false alert into the process of detection and added more undesired atoms in the subspace matrix. When η > 1, the subspace dimension increases, since one compressed range cell corresponds to η atoms. To verify the superiority of the DDSE, we compared it to other algorithms, including basic pursuit denoising (BPDN) [24] , adaptive compressed sampling (ACS) [25] , and block sparse Bayesian learning (BSBL) [33] , the results of which are shown in Figure 8 . We adopted the proposed DDSE-based WBNI suppression algorithm to the process of range profile reconstruction. As mentioned above, to avoid signal distortion resulting from missing detections, we also added the atoms adjacent to the detected position to the subspace matrix. Figure 7 shows the detection results under different η, where the probability of false-alarm was set to 10 −3 . As can be seen, the WBNI introduced false alert into the process of detection and added more undesired atoms in the subspace matrix. When η > 1, the subspace dimension increases, since one compressed range cell corresponds to η atoms. We adopted the proposed DDSE-based WBNI suppression algorithm to the process of range profile reconstruction. As mentioned above, to avoid signal distortion resulting from missing detections, we also added the atoms adjacent to the detected position to the subspace matrix. Figure  7 shows the detection results under different η, where the probability of false-alarm was set to 10 −3 . As can be seen, the WBNI introduced false alert into the process of detection and added more undesired atoms in the subspace matrix. When η > 1, the subspace dimension increases, since one compressed range cell corresponds to η atoms. To verify the superiority of the DDSE, we compared it to other algorithms, including basic pursuit denoising (BPDN) [24] , adaptive compressed sampling (ACS) [25] , and block sparse Bayesian learning (BSBL) [33] , the results of which are shown in Figure 8 . To verify the superiority of the DDSE, we compared it to other algorithms, including basic pursuit denoising (BPDN) [24] , adaptive compressed sampling (ACS) [25] , and block sparse Bayesian learning (BSBL) [33] , the results of which are shown in Figure 8 . As shown in Figure 8 , the proposed DDSE algorithm outperformed the others in terms of both signal distortion and WBNI suppression effects. The BPDN algorithm was hardly effective for WBNI suppression under low SNR conditions except for a little contribution to noise reduction. The ACS algorithm eliminated large amounts of interference but also useful information, leading to serious distortion since the signal prior was not fully exploited. The BSBL algorithm also generated undesired components in the process of WBNI suppression, though it was superior in narrowband interference (NBI) separation by utilizing structural information and time correlation [33, 34] .
To further benchmark the interference suppression performance of signal reconstruction, we employed the interference suppression degree (ISD) and the signal distortion degree (SDD) as main indicators [19] . ISD is usually employed to measure the ability to eliminate interference, which is defined as the energy ratio of the contaminated signal to the reconstructed one after interference suppression, i.e.: where xc is the contaminated signal; and xs is the reconstructed signal after interference suppression.
Since interference suppression inevitably leads to signal distortion, SDD is also utilized as an assisted but significant indicator, which is defined as the degree of energy loss of the reconstructed signal to the undisturbed one, i.e.: As shown in Figure 8 , the proposed DDSE algorithm outperformed the others in terms of both signal distortion and WBNI suppression effects. The BPDN algorithm was hardly effective for WBNI suppression under low SNR conditions except for a little contribution to noise reduction. The ACS algorithm eliminated large amounts of interference but also useful information, leading to serious distortion since the signal prior was not fully exploited. The BSBL algorithm also generated undesired components in the process of WBNI suppression, though it was superior in narrowband interference (NBI) separation by utilizing structural information and time correlation [33, 34] .
To further benchmark the interference suppression performance of signal reconstruction, we employed the interference suppression degree (ISD) and the signal distortion degree (SDD) as main indicators [19] . ISD is usually employed to measure the ability to eliminate interference, which is defined as the energy ratio of the contaminated signal to the reconstructed one after interference suppression, i.e.: 
where x c is the contaminated signal; and x s is the reconstructed signal after interference suppression.
Since interference suppression inevitably leads to signal distortion, SDD is also utilized as an assisted but significant indicator, which is defined as the degree of energy loss of the reconstructed signal to the undisturbed one, i.e.:
SDD= 10 log 10
where x 0 is the original signal without interference. We also investigated and analyzed the impact of different parameters on WBNI suppression performance by performing 100 numerical simulations. Figure 9 shows the statistical average of ISD and SDD under different ISRs from 0 dB to 30 dB. Tables 2 and 3 respectively show the changes of ISD and SDD based on the proposed DDSE algorithm with the sparsity level and the compression ratios (CR), where the ISR was set to 15 dB. where x0 is the original signal without interference. We also investigated and analyzed the impact of different parameters on WBNI suppression performance by performing 100 numerical simulations. Figure 9 shows the statistical average of ISD and SDD under different ISRs from 0 dB to 30 dB. Tables 2 and 3 From the results in Figure 9 , the proposed DDSE algorithm outperformed the others within the given parameter range in terms of both ISD and SDD. For the former indicator, the BPDN algorithm changed little, and the others presented a trend of increasing first and then decreasing. The ACS and the DDSE algorithms started to decrease when ISR reached 20 dB, while the BSBL algorithm started to decrease at 15 dB, which shows that DDSE and ACS are better able to suppress WBNI. For the latter indicator, all algorithms presented an upward trend with the ISR, where the DDSE and BSBL algorithms had better performances, indicating higher stability of signal recovery.
In Table 2 , the ISD mainly depended on the sparsity and changed little with the compression ratio, since the subspace for signal recovery was constructed according to target distribution and CFAR detection results in the DDSE algorithm, which meant that more atoms were eliminated from the subspace when the target was sparser. In Table 3 , the SDD was more affected by the compression ratio, since the low-dimensional observation introduced measurement noise into the process of signal recovery, leading to more serious signal distortion. From the results in Figure 9 , the proposed DDSE algorithm outperformed the others within the given parameter range in terms of both ISD and SDD. For the former indicator, the BPDN algorithm changed little, and the others presented a trend of increasing first and then decreasing. The ACS and the DDSE algorithms started to decrease when ISR reached 20 dB, while the BSBL algorithm started to decrease at 15 dB, which shows that DDSE and ACS are better able to suppress WBNI. For the latter indicator, all algorithms presented an upward trend with the ISR, where the DDSE and BSBL algorithms had better performances, indicating higher stability of signal recovery.
In Table 2 , the ISD mainly depended on the sparsity and changed little with the compression ratio, since the subspace for signal recovery was constructed according to target distribution and CFAR detection results in the DDSE algorithm, which meant that more atoms were eliminated from the subspace when the target was sparser. In Table 3 , the SDD was more affected by the compression ratio, since the low-dimensional observation introduced measurement noise into the process of signal recovery, leading to more serious signal distortion.
From the perspective of time efficiency, it is not difficult to see that the convergence iteration number in our proposed DDSE algorithm, which is the main factor of the running time, is determined by the dimensions of the extracted subspace. However, the detection results cannot be analyzed by a specific formula, since the WBNI is unpredictable. Thus, we calculated the average running time of each algorithm with the sparsity parameters listed above by 30 repeated simulations, the results of which are shown in Table 4 . It can be seen that the running time of our proposed DDSE algorithm was at a minimum under low sparsity conditions, but it increased with the sparsity just like ACS, while the BPDN and the BSBL changed little. 
Range-Azimuth Imaging
To further investigate the WBNI suppression effects with the proposed DDSE algorithm, we extended the simulation to the case of range-azimuth reconstruction, where an aircraft target with multiple scattering points was modeled and utilized for SAR imaging. The main parameters in this part are listed in Table 5 [33, 34] , and the intuitive results of range-azimuth imaging based on different WBNI suppression algorithms are shown in Figure 10 . specific formula, since the WBNI is unpredictable. Thus, we calculated the average running time of each algorithm with the sparsity parameters listed above by 30 repeated simulations, the results of which are shown in Table 4 . It can be seen that the running time of our proposed DDSE algorithm was at a minimum under low sparsity conditions, but it increased with the sparsity just like ACS, while the BPDN and the BSBL changed little. To further investigate the WBNI suppression effects with the proposed DDSE algorithm, we extended the simulation to the case of range-azimuth reconstruction, where an aircraft target with multiple scattering points was modeled and utilized for SAR imaging. The main parameters in this part are listed in Table 5 [33, 34] , and the intuitive results of range-azimuth imaging based on different WBNI suppression algorithms are shown in Figure 10 . In Figure 10a ,b, the reconstructed aircraft target is almost covered by WBNI and can hardly be distinguished if no measures are taken. In Figure 10c ,d, the BPDN algorithm has little effect on interference suppression, and the ACS algorithm leads to serious signal distortion. The BSBL algorithm in Figure 10e , which is effective for narrowband interference (NBI) separation, increases the adverse effect for image reconstruction. In contrast, the proposed DDSE algorithm in Figure 10f In Figure 10a ,b, the reconstructed aircraft target is almost covered by WBNI and can hardly be distinguished if no measures are taken. In Figure 10c ,d, the BPDN algorithm has little effect on interference suppression, and the ACS algorithm leads to serious signal distortion. The BSBL algorithm in Figure 10e , which is effective for narrowband interference (NBI) separation, increases the adverse effect for image reconstruction. In contrast, the proposed DDSE algorithm in Figure 10f performs better than the others in terms of visual quality.
We employed the peak signal-to-noise ratio (PSNR) and image entropy to perform a quantitative evaluation of WBNI suppression performance for range-azimuth imaging, and then we carried out multiple range-azimuth imaging simulations to compare these two indicators under different parameters.
PSNR is a common indicator for evaluating image quality, which is often defined by the mean square error. It reflects the extent to which the SAR image is affected by noise or interference, and a larger value of PSNR indicates better image quality. Given the discrete property of sparse SAR images, we redefined it as:
where N a and N r are, respectively, the number of cells in azimuth and range of an SAR image; L is the number of scattering points; A i,j denotes the complex value of the (i,j)-th point; |·| denotes the modulus value; and max L represents picking out L largest values. The image entropy is a statistical form used for representing the aggregation characteristics of the grayscale distribution and for measuring the average amount of information in an image. Since the principle of SAR imaging is different from that of conventional optical imaging, and a non-uniform grayscale histogram distribution can highlight the texture or the contour of the observation scene, we would rather obtain an SAR image with a lower entropy after suppression. This indicator can be calculated by:
where p i is the probability of the i-th grayscale level; and N G is the total number of all grayscale levels in the image. Figure 11 shows the statistical average of the peak-signal-to-noise ratio (PSNR) and image entropy under different ISRs from 0 dB to 30 dB by 100 numerical simulations. Figures 12 and 13 show the range-azimuth imaging results based on the DDSE algorithm under different sparsity levels and compression ratios, where the number of points in the simulated aircraft model were set to 174, 348, and 696, and the CRs were set to 1/2, 1/4, and 1/8, respectively. the principle of SAR imaging is different from that of conventional optical imaging, and a nonuniform grayscale histogram distribution can highlight the texture or the contour of the observation scene, we would rather obtain an SAR image with a lower entropy after suppression. This indicator can be calculated by:
where pi is the probability of the i-th grayscale level; and NG is the total number of all grayscale levels in the image. Figure 11 shows the statistical average of the peak-signal-to-noise ratio (PSNR) and image entropy under different ISRs from 0 dB to 30 dB by 100 numerical simulations. Figures 12 and 13 show the range-azimuth imaging results based on the DDSE algorithm under different sparsity levels and compression ratios, where the number of points in the simulated aircraft model were set to 174, 348, and 696, and the CRs were set to 1/2, 1/4, and 1/8, respectively. As can be seen from the results in Figure 11 , the PSNR decreases with an increasing interferenceto-signal ratio (ISR), while the image entropy increases. The BSBL algorithm performs better when the ISR is lower than 10 dB, but it also presents a rapid deterioration in performance. The proposed DDSE algorithm in this paper is superior to the other ones from the aspects of both WBNI suppression and stability. However, this superiority gradually weakens as the interference power increases further. Figures 12 and 13 , WBNI suppression for range-azimuth imaging is influenced by both the sparsity level and the compression ratio. Under the same conditions, the proposed DDSE algorithm performs better for the observed scene with a lower sparsity level, since the dimensions of subspace corresponding to the SOI are smaller, leading to more interference components being suppressed in the process of signal reconstruction. When the compression ratio is higher than 1/4, the image quality with WBNI suppression changes little with the reduction of measurement number, but when the compression ratio is reduced to 1/8, it begins to decline seriously.
As shown in
Conclusions
In this paper, we proposed a novel WBNI suppression approach for sparsity-based SAR imaging based on dechirping and double subspace extraction (DDSE) algorithms, the starting point of which was based on the derived conditions for minimizing energy projection of the interference. The dechirping observations were utilized to transform the raw echo to a series of single frequency signals, making it possible to be sparsely represented on an orthogonal basis, which was proven to be the optimal one. The subspace for accurate signal reconstruction was extracted from two separate and parallel steps, where both the geometric prior and the waveform prior were exploited, and then determined as the intersection of these two obtained index sets. The experimental results show that the proposed DDSE algorithm outperforms the others both in suppressing WBNI and in reducing signal distortion. It is necessary to note here that our proposed algorithm is effective under the assumptions of a small observed scene. Therefore, how to extend this algorithm to large scene conditions is our main area of focus in future research. Figures 12 and 13 , WBNI suppression for range-azimuth imaging is influenced by both the sparsity level and the compression ratio. Under the same conditions, the proposed DDSE algorithm performs better for the observed scene with a lower sparsity level, since the dimensions of subspace corresponding to the SOI are smaller, leading to more interference components being suppressed in the process of signal reconstruction. When the compression ratio is higher than 1/4, the image quality with WBNI suppression changes little with the reduction of measurement number, but when the compression ratio is reduced to 1/8, it begins to decline seriously.
As shown in
Conclusions
In this paper, we proposed a novel WBNI suppression approach for sparsity-based SAR imaging based on dechirping and double subspace extraction (DDSE) algorithms, the starting point of which was based on the derived conditions for minimizing energy projection of the interference. The dechirping observations were utilized to transform the raw echo to a series of single frequency signals, making it possible to be sparsely represented on an orthogonal basis, which was proven to be the optimal one. The subspace for accurate signal reconstruction was extracted from two separate and parallel steps, where both the geometric prior and the waveform prior were exploited, and then determined as the intersection of these two obtained index sets. The experimental results show that the proposed DDSE algorithm outperforms the others both in suppressing WBNI and in reducing signal distortion. It is necessary to note here that our proposed algorithm is effective under the assumptions of a small observed scene. Therefore, how to extend this algorithm to large scene conditions is our main area of focus in future research. As can be seen from the results in Figure 11 , the PSNR decreases with an increasing interference-to-signal ratio (ISR), while the image entropy increases. The BSBL algorithm performs better when the ISR is lower than 10 dB, but it also presents a rapid deterioration in performance. The proposed DDSE algorithm in this paper is superior to the other ones from the aspects of both WBNI suppression and stability. However, this superiority gradually weakens as the interference power increases further.
As shown in Figures 12 and 13 , WBNI suppression for range-azimuth imaging is influenced by both the sparsity level and the compression ratio. Under the same conditions, the proposed DDSE algorithm performs better for the observed scene with a lower sparsity level, since the dimensions of subspace corresponding to the SOI are smaller, leading to more interference components being suppressed in the process of signal reconstruction. When the compression ratio is higher than 1/4, the image quality with WBNI suppression changes little with the reduction of measurement number, but when the compression ratio is reduced to 1/8, it begins to decline seriously.
In this paper, we proposed a novel WBNI suppression approach for sparsity-based SAR imaging based on dechirping and double subspace extraction (DDSE) algorithms, the starting point of which was based on the derived conditions for minimizing energy projection of the interference. The dechirping observations were utilized to transform the raw echo to a series of single frequency signals, making it possible to be sparsely represented on an orthogonal basis, which was proven to be the optimal one. The subspace for accurate signal reconstruction was extracted from two separate and parallel steps, where both the geometric prior and the waveform prior were exploited, and then determined as the intersection of these two obtained index sets. The experimental results show that the proposed Electronics 2019, 8, 1019 20 of 21 DDSE algorithm outperforms the others both in suppressing WBNI and in reducing signal distortion. It is necessary to note here that our proposed algorithm is effective under the assumptions of a small observed scene. Therefore, how to extend this algorithm to large scene conditions is our main area of focus in future research.
