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Summary 
 
Porosity of bone directly affects the mechanical characteristics of the tissue.  With higher 
mineral content, the cortical bone is denser than trabecular bone, and can withstand greater 
stress but less strain.  Dual-energy x-ray absorptiometry (DXA) is commonly used to 
measure bone mineral density (BMD), reflecting the bone mineral content averaged across a 
specific region of interest.  However, this technique only produces a 2D projected 
measurement of the bone mineral density.  In this study, we use 3D computed tomography 
(CT) imaging to provide a measurement of the 3D bone mineral density of human spine, 
which could facilitate more accurate analysis of the bone mechanical characteristics.   
 
The accurate measurement of bone mineral density from CT imaging requires a consideration 
of beam hardening artifacts.  Beam hardening is caused by the filtering of a polychromatic 
x-ray beam by the objects in the scan field.  This effect, if not corrected, can cause severe 
errors in the measurements which result in inaccurate calculations.  Dual energy correction 
as described by Alvarez (1976) is capable of eliminating beam hardening artifacts by 
decomposing the linear attenuation coefficient into components resulting from Compton 
scatter and photoelectric absorption and generating separate Compton and photoelectric 
images free of hardening and other spectral artifacts.  However, dual energy imaging requires 
a sophisticated hardware setup or extra radiation dosage in a CT examination and may 
introduce motion artifacts into the images and cause misregistration.  Due to these 
shortcomings, dual energy correction is typically not used for clinical CT examination.  A 
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single energy correction method that could efficiently remove beam hardening artifacts could 
be potentially useful. 
 
Beam hardening correction requires the precise measurement of two x-ray beams of 
sufficiently widely spread peak energies, e.g. 80kVp and 120kVp settings.  As raw 
projection data from the detectors are typically not available to the CT end-users, a 
post-reconstruction approach is adopted that utilizes the reconstructed images for 
measurements and calculations.  With the help of phantoms made of 6 pure materials, the 
effective beam spectra are estimated which can be used to calculate the correct values 
measured in the CT phantoms. 
 
Both a single energy and a dual energy correction have been implemented on a hydroxyapatite 
(HA) bone density phantom and human cadaver spine sample.  The single energy processing 
presented assumes that each voxel in the scan field can be expressed as a mixture of two 
known materials.  Segmentation and a priori knowledge of the object in the scan field are 
required.  By incorporating the polychromatic characteristics of the x-ray beam into the 
reconstruction process, both single and dual energy correction algorithms are capable of 
eliminating beam hardening artifacts.   
 
A supervoxel model is used to suit the requirement of the bone volume mechanical analysis in 
Finite Element Modelling (FEM).  The use of a hydroxyapatite bone density phantom helped 
development of the linear HU-vBMD relation of single energy correction and dual energy 
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correction for an accurate measurement of bone mineral density.  The bone mineral 
measurement of single energy correction with dual energy correction has also been compared 
to the commonly used DXA.  Experimental results show that, compared to dual energy 
processing, the single energy correction has an equivalent capability with the dual energy CT 
correction in eliminating beam hardening artifacts and producing an accurate measurement of 
bone mineral density.  Though DXA is highly reproducible and uses very low dose, it lacks 
absolute accuracy due to its inability to account for the large variability in skeletal size and 
body composition, and the influence of soft tissue and/or the posterior elements of the 
scanning sample. 
 
This work has potential applications in bone and osteoporosis related research.  
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Osteoporosis is a disease affecting many millions of people around the world [Johnell 1997, 
Kannus et al. 1999].  It is characterized by low bone mass and micro-architectural 
deterioration of bone tissue, leading to bone fragility and a consequent increase in risk of 
fracture (WHO: World Health Organization, 2006).  Worldwide, it is estimated that one in 
three women and one in five men over 50 years of age will suffer from osteoporosis.   
 
The overall architecture of bone is divided into cancellous bone (also referred to as trabecular 
bone) and cortical bone as shown in Figure 1.1.  Most bones contain both types.  Cortical 
bone is dense, hard, and forms the protective exterior portion of all bones.  Trabecular bone 
is lighter and less dense than cortical bone.  Trabecular bone is enclosed by cortical bone and 
consists of plates (trabeculae) and bars of bone adjacent to small, irregular cavities that 
contain red bone marrow.  It may appear that the trabeculae are arranged in a haphazard 
manner, but they are organized to provide maximum strength similar to the braces that are 
used to support a building.  Trabecular bone occurs in most bones but its density may vary at 
different points.  The bone tissue is composed of several types of bone cells embedded in a 
web of inorganic composites (mostly calcium phosphate) to give the bone strength, and 
collagenous fibers and ground substance to give the bone flexibility. 
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 Figure 1.1: Distribution of cortical and cancellous bones in a lumbar vertebra. Image adapted 
from American Medical Association. [http://www.ama-cmeonline.com/osteo_ 
mgmt/module03/02path/02.htm] 
 
Trabecular bone micro-architecture is of particular importance, as trabeculae become thinner 
and lose structural connection when targeted by osteoporosis.  Patients usually have an 
extensive loss of trabecular bone structure in the vertebral body (see Figure 1.2).  These 
individuals are at risk of fractures at the hip, wrist, vertebral and other skeletal sites.  The 
hormonal change that takes place at menopause (declining estrogen levels) is one reason why 
women are at greater risk than men, although men also have a decline in the level of the 
hormone testosterone during adult life, which predisposes to bone loss (IOF: International 
Osteoporosis Foundation).  Since 1994, The World Health Organization (WHO) has 
identified osteoporosis as a priority health issue along with other major non-communicable 
diseases.  Nowadays, osteoporosis has become a common problem which is likely to 
increase more in the years to come because of a rapidly aging population.  The population in 
Singapore is going to become more aged in the next twenty years and osteoporosis will 
therefore become an even more significant problem in future. 
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Figure 1.2: Vertebral bodies (cross-section) of a normal individual (left) and an elderly 
individual (right) with osteoporosis, showing extensive loss of trabecular bone architecture. 
(Adapted from [Mosekilde, 2000]) 
 
Rapid progress is being made in the diagnosis and treatment of osteoporosis.  With accurate 
measurement of local bone mineral density (BMD), an individual can be screened for 
osteoporosis and if necessary the strength of a skeletal site which is an indication of bone 
strength and the likelihood of fracture [NCHS 1986] can be assessed.  
 
1.1.2 Bone Densitometry and Mechanical Properties 
Currently, clinical assessment of osteoporosis is based primarily on bone mineral density 




The most widely used technique is dual-energy X-ray absorptiometry (DXA) bone 
densitometry, in which two x-ray beams with different energy levels are aimed at the patient’s 
bones to generate a projection image of the region of interest.  When soft tissue absorption is 
subtracted out, the bone mineral density (BMD) can be determined from the absorption of 
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each beam by bone.   
 
To determine whether two measurements performed on the same patient are significantly 
different, the precision error of the scanner must be known.  Precision is usually expressed as 
a coefficient of variation (CV).  For the same DXA machine, the variation from exam to 
exam can be as small as 1% and this is able to capture the fractional bone mineral density 
change of the patients over time.  Therefore, DXA is highly reproducible and is routinely 
used in clinics.   It is also considered to be safer than other x-ray based techniques as the 
radiation dose is 1/30th that of a standard chest x-ray; therefore routine and repeated serial 
exposures are unlikely to cause any adverse side-effect.  DXA is commonly performed at the 
lumbar spine or proximal femur, but can also be used in peripheral sites such as the distal 
radius or calcaneus. 
 
One of the limitations of DXA is that it only measures BMD on a 2D basis-bone mineral per 
unit of area (in grams per squared centimeter).  People sometimes refer to DXA BMD as an 
areal bone mineral density (aBMD) because it is not able to estimate BMD of a 3D volume.  
It cannot distinguish between cortical and trabecular bone, and cannot discriminate 
measurements due to bone geometry change from those purely due to bone density change.  
Inaccuracy may also occur due to variable soft tissue density and in cases of osteoarthritis of 
the spine.  
 
Recent clinical observations have highlighted some other limitations of aBMD measurements.  
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For instance, half of incident fractures occur in women with BMD values above the World 
Health Organization (WHO)-defined diagnostic threshold for osteoporosis [Stone et al. 2003, 
Schuit et al. 2004].  In other words, average area BMD may overestimate the amount of 
trabecular bone in a region. 
 
DXA is only able to give a ‘relative’ bone mineral density instead an ‘absolute’ one.  The 
precision of DXA is influenced by age, skeleton size, body composition and clinical status.  
Since each vendor uses different body composition assumptions which can lead to significant 
differences between BMD values from different machines, the DXA results are highly 
scanner-dependent.  It is therefore important for patients to repeat DXA tests on the same 
machine each time, or at least on machines from the same manufacturer.  Errors between 
machines or from trying to convert measurements from one manufacturer’s standard to 
another can introduce errors that outweigh the sensitivity of the measurements [Nguyen et al. 
1997 &2000].  
 
Moreover, the quality of DXA operators varies widely.  DXA is not regulated like other 
radiation-based imaging techniques because of its low dosage.  Contrary to the common 
misconception that BMD measurement and interpretation is a simple procedure requiring no 
special expertise, the test results of DXA are very susceptible to operator errors, for example, 
densitometer maintenance/operation, region of interest selection, data acquisition, and 
interpretation/reporting.  In some countries, DXA is operated by unqualified technicians 
without demonstration of proficiency in bone densitometry [Nguyen et al. 1997 &2000, 
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Lewiecki et al. 2006].   
 
1.1.2.2 QUS 
Newer techniques such as quantitative ultrasound (QUS) have been introduced recently for 
measuring bone density in the appendicular skeleton.  QUS sends non-ionizing sound waves 
to detect mineral density.  Piezoelectric transducers transmit ultrasound energy that travels 
through the bone to the receiving transducer.  Reductions in ultrasound signal are attributed 
to attenuation by bone and tissue.  QUS is also an averaged area method and cannot 
distinguish cortical from trabecular bone.  It is therefore used mainly in thin cortex regions 
and is not able to measure sites at risk of osteoporotic fracture such as the hip or spine 
[Greenspan 1997].  Studies have shown that adding an ultrasound measurement to a DXA 
does not improve the prediction of fractures [Lochmüller et al. 2003, Cheng et al. 1997].  
Although some have said that ultrasound measures the ‘quality’ of bone, more careful studies 
suggest that it mainly measures the bone mass [Hans et al. 1999].  Newer systems 
incorporate imaging techniques to aid in positioning and increase precision [Stewart and Reid 
2000, Falgarone et al. 2004].  The advantages of QUS include no radiation exposure, low 
cost, portability and rapidity of scanning.  Assessment of fracture risk in elderly women by 
QUS has been proven [Cheng et al. 1997, Bauer et al. 1997, Gluer 1997], and studies indicate 
that in the elderly, QUS is as good a predictor of hip fracture as DXA [Bauer et al. 1997].  
However, QUS is not suitable for assessing the spine.  A primary disadvantage of QUS is 
lack of sensitivity, making it inappropriate for long term monitoring of osteoporosis or 
response to drug therapy.  Significant false negative rate has been detected in discriminating 
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healthy from osteoporotic groups [Moyad 2003]. 
 
1.1.2.3 QCT 
Since the mechanical properties of the bone depend largely on both the density and structure 
of the trabecular bone, imaging techniques with direct measures of trabecular bone structure 
may improve the analysis of bone biomechanical properties [Riggs and Melton 2002, Gordon 
et al. 1998, Chesnut and Rosen 2001] compared to those that only measure the average area 
BMD. 
 
The best method currently in use for noninvasive bone evaluation is quantitative computed 
tomography (QCT), whose primary advantage over DXA and QUS is the ability to assess 
bone quality in 3 dimensions.  It can provide a direct absolute measurement of BMD in a 
‘true’ 3D volume (in grams per cubic centimeter) [Genant et al. 1996], and is not susceptible 
to the confounding effect of bone-size in the way that DXA results are susceptible.  The 3D 
spatial resolution of QCT allows for considerations of not only bone density, but also bone 
geometry, enabling more detailed understanding of the changes associated with advancing 
pathology or response to drug therapy.  Clinical QCT measurements are made primarily in 
the lumbar spine.  It is able to isolate a volume of trabecular bone to eliminate the errors 
introduced by measuring cortical bone, as trabecular bone is more crucial in vertebral strength.  
Therefore, it is so far the most sensitive method for detecting vertebral bone loss [Genant et al. 
1982, Guglielmi et al. 1994, Moyad 2003].  Limitations of QCT include a higher radiation 
dose than DXA and QUS, a lower reproducibility than DXA when using in 2D technique, 
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high cost, and limited availability of equipment.  
 
The CT transmission mechanisms will be introduced in section 2.2.2.  To be able to measure 
bone mineral density accurately using CT imaging, certain artifacts and errors should be 
removed.  This is the main task of this work and will be further elaborated in the following 
chapters.  
 
1.1.3 Vertebral Compression Fractures (VCF) 
The human spine is a series of vertebrae forming the axis of the skeleton that support the body 
and protect the delicate spinal cord and nerves.  It comprises 33 vertebrae, grouped into 
different categories based on location and anatomy.  Mechanically, the human spine is an 
articulating, load-bearing structure that has the following functions: 1) aids the mobility of the 
upper torso or trunk, 2) supports the head, 3) absorbs vertical shock and 4) maintains correct 
posture [Teo 2003].  
 
As mentioned in section 1.1.1, osteoporosis is a common condition in the elderly 
characterized by decreased bone mass and increased fracture risk.  Among the most common 
osteoporosis related fractures (vertebral compression fracture and fractures of the distal radius, 
proximal humerus and hip fractures), vertebral compression fractures (VCF) are recognized as 
the hallmark of osteoporosis [Nevitt et al. 1998], and many of the risk factors are the same 
[National Osteoporosis Foundation 1998].  Vertebral compression fracture, or vertebral 
collapse, occurs spontaneously or with minimal trauma with osteoporosis.  Patients can have 
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fractures of a single vertebra or multiple vertebrae with an extensive loss of trabecular bone 
structure in the vertebral body.  It is most common in the lumbar vertebrae (see Figure 1.3) 
and some of the thoracic vertebrae (T6-T12) [Raisz et al. 1998].  VCF can be classified into 
several types, ranging from mild endplate deformities to complete collapse of the vertebral 
body as shown in Figure 1.4.  Though it is possible that some of the fractures occur gradually 
and therefore do not cause acute pain, VCF generally have a substantial negative impact on 
the patients’ quality of life [Cook et al. 1993].  Some severe fractures can cause significant 
pain, leading to inability to perform activities of daily living, and can be life-threatening in the 
elderly patients who already have decreased reserves [Gloth 2001].  Study has shown that 
VCF affect approximately 25% of all postmenopausal women in the United States [Melton 
1997].  The prevalence of this condition steadily increases with advancing age, reaching 40% 
in women of 80 years old [Melton et al. 1989].  Women diagnosed with VCF have a 15% 
higher mortality rate than those who do not have fractures [Cooper et al. 1993].   
 
According to data collected in 1995, the annual direct medical cost of VCF in the United 
States is estimated to be $746 million [Melton 1997].  Traditional treatment of VCF is 
non-operative and conservative.  Patients are treated with a short period (no more than a few 
days) of bed rest.  Oral or parenteral analgesics may be administered for pain control, with 
careful observation of bowel motility.  External back-braces, muscle relaxants and physical 
therapy modalities may also help [Tamayo-Orozco et al. 1997]. 
 
Patients who do not respond to traditional treatment are the potential candidates for 
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percutaneous vertebroplasty.  Percutaneous vertebroplasy involves bone needle insertion and 
acrylic cement injection into the collapsed vertebra to stabilize and strengthen the fracture of 
the vertebral body [Predey et al. 2002].  The bone needle insertion is performed in a standard 
angiography suite under strict sterile conditions [Jensen et al. 1997].  
 
Figure 1.3: Lateral view of the vertebral column with indication of the 4 separate regions, not 




Figure 1.4: Types of lumbar Vertebral Compression Fractures (VCF). (Adapted from [Genant 
et al. 1996]) 
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1.1.4 Quantitative Computed Tomography 
Computed tomography imaging is an established technology for in vivo measurement of bone 
density.  In CT imaging, the two-dimensional internal structure of an object can be 
reconstructed from a series of one-dimensional projections of the object acquired at different 
angles as outlined in Figure 1.5.   
 
Figure 1.5: Basic scanning system of computed tomography. 
 
In order to obtain such an image of a thin slice of tissue, the x-ray beam is collimated to give a 
beam.  Opposite the x-ray source, a radiation detector records the total number of x-ray 
photons that are transmitted through the object, producing a one-dimensional projection.  
The signal intensities in this projection are dictated by the two-dimensional distribution of 
tissue attenuation coefficients within the slice.  The scanning for angles ranging from 0° to 
360° is repeated so that sufficient data is collected to reconstruct the image with high spatial 
resolution.  Reconstruction of the image involves a process named filtered back projection 
(FBP).  It is based on the assumption that every pixel can be characterized by a single 
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parameter μ , the linear attenuation coefficient, and that the logarithm of the measurement is 
the line integral of μ  [De Man 2001].  The reconstructed image is displayed as a 
two-dimensional matrix, with each pixel representing the CT number of the tissue at that 
spatial location.  As the CT number and the attenuation coefficient of a voxel related to the 
bone is a near-linear function of the bone density, CT imaging is used to provide in-vivo 
quantitative analysis of local bone density.  Calibration phantoms can be used to convert 
attenuation to mineral density, yielding volumetric BMD (g/cm3). 
 
1.1.5  Non-idealities of CT Imaging  
Consider a parallel beam of x-ray photons propagating through an object.  If the photons 
travel along paths parallel to each other, there should not be any loss of beam intensity due to 
beam divergence.  However, the beam does attenuate due to photon absorption and scattering.  
Photoelectric absorption consists of an x-ray photon imparting all its energy to a tightly bound 
inner electron in an atom.  In this process, the incident x-ray photon disappears, transferring 
its energy to one of the orbital electrons of the atom.  The electron uses some of the acquired 
energy to overcome the binding energy within its shell, the rest appearing as the kinetic 
energy of the thus freed electron.  Compton scattering occurs when the incident x-ray photon 
ejects an electron from an atom and an x-ray photon of lower energy is scattered, or deflected 
from the atom [Kak and Slaney 1988].  The scatter angle is random but generally more x-ray 
photons are deflected in the forward direction.  Photoelectric absorption and Compton 
scattering are energy dependent, which means that the probability of a given photon being lost 
from the original propagating path due to either absorption or scattering is a function of 
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photon energy.  Photoelectric absorption is much more energy dependent and leads to beam 
hardening as a result.   
 
1.1.6 Beam Hardening Effect 
The linear attenuation coefficient of any material is a function of the photon energy of the 
x-ray beam and the atomic numbers of the elements in the material [Kreyszig 1978].  
Quantitative interpretation of reconstructed CT images is usually done by assuming that the 
attenuation coefficient is linearly proportional to its mass density.  However, this is not true 
for polychromatic x-ray beams used in clinical CT and micro CT [Van de Casteele et al. 2002].  
Figure 1.6 shows an example of an experimentally measured x-ray tube spectrum for an anode 
voltage of 105kVp [Epp and Weiss 1966].  In the energy range used for diagnostic imaging 
(20kVp-140kVp), the linear attenuation coefficient for many tissues decreases with energy.  
For a propagating polychromatic x-ray beam, the lower energy x-rays in the beam are more 
preferentially attenuated than the higher energy x-rays, such that the energy distribution 
spectrum of the beam changes as it passes through the object.  As a result, the exit spectrum 
is shifted to the right side and contains a higher proportion of high-energy (or ‘hard’) x-rays 
[Kak and Slaney 1988] as shown in Figure 1.7.  This phenomenon is called ‘beam 
hardening’.  In other words, beam hardening is caused by the filtering of a polychromatic 
x-ray beam by the objects in the scan field.  Since the grey values of the projection data are 
not linear with the object thickness, the reconstruction produces some distortions, such as 
pronounced edges and streak artifacts [Duerinckx and Macovski 1978, Zatz and Alvarez 1977, 
Brooks and Chrio 1976], making the quantitative interpretation of the images very difficult.  
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Current CT reconstruction algorithms are based on the assumption that the x-ray used for 
scanning is monochromatic.  Therefore, beam hardening, if not corrected, can cause severe 
artifacts in the CT images and result in inaccurate measurement of the bone density. 
 
Figure 1.6: An experimentally measured x-ray spectrum produced from a tube with a kVp 
value of 105keV.  Characteristic radiation lines from the anode occur at approximately 
60keV and 70keV. (Adapted from [Epp and Weiss 1966]). 
 
 
Figure 1.7: Beam hardening causes the exit spectrum to contain a higher proportion of 
high-energy (or ‘hard’) x-rays. 
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1.1.7 Current Status of Work in Beam Hardening Correction 
Many beam hardening correction methods have been developed since the early days of 
clinical CT.   
 
1.1.7.1 Early Approaches 
The earliest approach was to physically filter the x-ray beam to have a near-monochromatic 
source [Brooks and Chrio 1976, MacDavid et al. 1997].  However, the higher the degree of 
filtration, the smaller the number of x-ray photons reaching the detector.  This would greatly 
reduce the number of photons available for the purpose of scanning and result in the 
degradation of the signal-to-noise ratio (SNR), which is one of the most important parameters 
used to measure the quality of a CT image.  The original head CT scanners used a water bag 
surrounding the head to reduce beam-hardening artifacts.  The constant water length 
prefiltered the incident beam and effectively reduced the problem to a scan of a single 
“effective material” [McCullough et al. 1974].  But use of the water bag was cumbersome, 
and it required higher patient doses.  Its removal resulted in cupping artifacts.   
 
Some manufacturers provide phantoms in a range of sizes which allow the detectors to be 
calibrated with compensation tailored for the beam hardening effects of different parts of the 
patient.  However, this method is generally not effective because different regions in the scan 
field experience different degrees of beam hardening and calibration phantoms that are placed 
outside the patient body are not able to capture the beam hardening characteristics in the 
region of bone.  Modern CT scanners use internal references (fat, cortical bone and soft 
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tissue) instead of external reference phantoms to calibrate.  Although the reference points are 
nearer to the region of interest, the variation in the location of reference regions and the 
uncertainties in the reference materials may diminish the overall accuracy of this approach.  
For diagnostic purposes, this approach is fine and yields satisfactory images.  Problems only 
arise in quantitative analysis such as tissue perfusion after CM injection and bone mineral 
density (BMD). 
 
Various schemes have been suggested.  Basically, they fall into 4 categories: 1) dual-energy 
processing; 2) pre-processing of projection data; 3) post-processing of the reconstructed 
images; 4) statistical approach. 
 
1.1.7.2 Dual Energy Approach 
Since the 1970s, dual energy correction has been proposed to eliminate beam hardening 
artifacts [Alvarez and Macovski 1976, Pang and Genna 1976, Avrin et al. 1978, Christ 1984, 
Hemmingsson et al. 1986, Yan CH et al. 2000, Sukovic and Clinthorne 2000].  The 
technique is based on the premise that the linear attenuation coefficient )(Eξμ  of any 
material ξ  at any given x-ray energy E  can be expressed as a linear combination of the 
linear attenuation coefficients )(1 Eμ  and )(2 Eμ  of two basis materials 1 and 2, 
)()()( 2211 EcEcE μμμ ξξξ +=                   (1) 
where  and  are the coefficients.  This has led to the growing interest in developing 
dual energy algorithms.  Like other beam hardening correction approaches, dual energy 
processing algorithms can be classified to two groups: pre-reconstruction and 
1ξc 2ξc
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post-reconstruction [Kotzki et al. 1992, Reinbold et al. 1991, Tanno et al. 1996, Montner et al. 
1987, Engler and Friedman 1990, Nishimura et al. 1984], depending on whether the correction 
is applied to the raw projection data or the reconstructed images. 
 
Dual energy correction is useful for tissue characterization and quantitative CT, but its major 
drawback is the requirement of either two scans at different tube voltages which create extra 
radiation dosage, or special detectors with two different energy windows which requires 
sophisticated hardware.  Moreover, dual-energy correction with dual exposures may 
introduce motion artifacts into the images and cause misregistration.  Because of these 
shortcomings, dual-energy correction technique is rarely used for clinical examination. 
 
Nowadays, manufacturers are actively developing new CT technologies to implement dual 
energy processing with less radiation dosage and easy hardware setups.  Siemens’ Dual 
Source CT with 2 x-ray tubes is capable of simultaneous dual energy imaging but the allowed 
FOV is relatively small.  It is therefore used mainly for cardioangiography.  General 
Electric (GE) has proposed a photon-counting detector to produce a “spectral CT” through 
photon counting that could facilitate the separation of materials in stationary and moving 
objects such as calcium and iodine in coronary arteries.  Moreover, it has the potential to 
significantly improve spatial resolution at low x-ray doses with improved photon level 
detection.  However, this system is still under development. 
 
1.1.7.3 Single Energy Approach 
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The X-ray beam used in virtually all CT scanners in operation is inherently polychromatic.  
Attenuation of the intensity of the x-ray beam as it travels through tissue can be expressed 
mathematically by 
( )∫ ∫−= E xd dEdxExESII ),(exp)(0 μ                        (2) 
where  is the intensity of the incident x-ray beam,  is the x-ray intensity at a distance 0I dI
x  from the source, ),( Exμ  is the linear attenuation coefficient of tissue measured in , 




( )∫ ∫ ∫∫ ≈−=−= r Erd dEdEESdEdEESIIp xxxxrr ),()(),(exp)()(log)( 0 μμ ,        (3) 
where  represents the projection data, and a monochromatic reconstruction technique is 
applied directly onto .  Beam hardening artifacts essentially come from the flaw in the 




Currently, all beam hardening algorithms attempt to eliminate artifacts by minimizing the 
approximation error in Equation (3).  Water correction [Joseph and Spital 1978, Nalcioglu 
and Lou 1979] is one of the most commonly used methods.  It adds a correction factor 
 to each projection  so that )(rwa )(rp
∫ ∫=+ r Ew dEdEESap xxrr ),()()()( μ .         (4) 
)(rwa  is a function of the attenuation coefficient.  It can only be calculated with some a 
priori knowledge of the materials in the scan field.  Water correction assumes that all 
substances in the scanning field have an energy dependence similar to that of water and 
Lei Yang – MSc Thesis 18
corrects the measurements prior to reconstruction [Brooks and Chrio 1976, McDavid et al. 
1997, Pang and Genna 1976, Herman 1979].  This process is very fast and the results are 
satisfactory for soft tissues but worsen in the presence of high Z materials, for example, metal.  
Another correction method is bone correction [Joseph and Spital 1978] which assumes that 
the materials in the scan field are bone and water.  It also calculates a correction factor 
 and adds it to each projection  [Equation (4)].  The accuracy of this correction 
technique depends on the accuracy of the segmentation process..  Note that both water 
correction and bone correction are pre-reconstruction techniques that deal with the raw 
projection data  which is usually not available to end-users.  They are mainly 
employed in built-in algorithms for the ‘abdomen mode’ and ‘head mode’ in most 




The post-reconstruction approach to beam hardening correction involves an initial 
reconstruction of an image, followed by segmentation, correction and another reconstruction 
to get the corrected image.  This process can be repeated several times.  Joseph and Spital 
[Joseph and Ruth 1997, Joseph and Spital 1978] first developed such a post-processing 
technique that corrects for soft tissue and dense bone distortions as well as metal artifacts.  
After that, several groups proposed different methods to improve the technique [Rüegsegger 
et al. 1978, Kijewski and Bjärngard 1978, Herman (June) 1979, Nalcioglu and Lou 1979, 
Herman and Trivedi 1983, Robertson and Huang 1986, Meagher et al. 1990].  One of them 
was raised by Yan et al [Yan et al. 2000] whose iterative beam hardening correction method 
assumes two categories of materials and iteratively computes their volume fraction at each 
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voxel.  The post-reconstruction approach can greatly reduce the radiation dose and be 
adopted on objects with high Z materials.  However, it requires longer processing times and 
strict assumptions about the x-ray attenuation characteristics of the materials in the scan field. 
 
1.1.7.4 Statistical Approach 
The statistical approach incorporates a polychromatic statistical model into a 
maximum-likelihood or penalized-likelihood function and develops an iterative reconstruction 
algorithm for estimating the unknown density of each voxel [De Man et al. 2001, Elbakri and 
Fessler 2002 & 2003].  The design of the new reconstruction method requires two steps: first, 
the physical phenomena of data formation is modelled, followed by a reconstruction using a 
statistical iterative technique.  The algorithm uses the polychromatic source spectrum and 
does not require a pre-segmented image.  The algorithm has been compared to the 
post-reconstruction approach, and the degree of beam hardening correction was comparable 
[De Man et al. 2001].  The algorithm can further be extended by including other effects such 
as scatter and nonlinear partial volume artifacts in the acquisition model.  However, this 
technique cannot yet be used on objects with metallic implants and it cannot guarantee 
monotonicity in the iterations.  A strong reduction of computation time is also required 
before it can be used routinely [De Man et al. 2001].     
 
1.1.8 Virtual Spine Workstation 
As mentioned in section 1.1.3, bone needle insertion is performed in percutaneous 
vertebroplasy surgeries.  Before bone needle insertion takes place, during pre-operative 
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planning, there are several issues to consider: size of the pedicle, nature of the fracture, needle 
angulation and angle between the pedicle and the vertebral body.  These factors determine 
the surgery approach, needle angulation and the type of bone needle to use for cement 
injection.  If there is a system that can create a patient-specific model of the human spine, 
automatically analyze the bone mechanical properties and allow surgeons to plan and practice 
before the actual operation, that will greatly enhance the operation planning, improve the 
procedure and lower the risk. 
 
The Virtual Spine Workstation (VSW) is a research project that aims to provide an interactive 
virtual environment to improve human performance on the patient-specific task at hand.  
Bone densitometry is crucial in the accurate interface between medical imaging and 
biomechanical evaluation of structure stability, load capacity and movement. 
 
1.2 Objectives 
In the Virtual Spine Workstation (VSW), where finite elements are used to analyze the 
mechanical properties of human spine, single voxel mapping of CT number to bone density 
will greatly increase the computation time.  Instead, the system requires the mapping of the 
average CT number of a supervoxel, i.e. 3mm×3mm×5mm volume, depending on the FEM 
model. 
 
The objective of this study is to customize a simplified method for accurate and consistent 
mapping of the CT number of a supervoxel to bone density based on the requirement of VSW.  
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Figure 1.8 shows a flow chart of the work in this study. 
Original CT images 
Corrected CT images 
Average CT number of a supervoxel 
Average bone density of a supervoxel 
 
Figure 1.8: A flow chart of the work in this study. 
 
1.3 Thesis Overview 
This thesis brings together the process of work for x-ray beam energy spectrum estimation 
(Chapter 2), single-energy beam hardening correction (Chapter 4) in comparison to 
dual-energy beam hardening correction (Chapter 3) and bone density measurement (Chapter 
5).  The work enables us to identify the essential problems in CT bone densitometry and to 
perform accurate in-vivo measurement of bone density in the supervoxel to fit the 
requirements of VSW applications. 
 
Chapter 2 presents the procedure for estimating an accurate model of the polychromatic CT 
imaging process based on reconstructed images.  As raw projection data are typically not 




Bone mechanical properties 
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available to the end-users, a post-reconstruction approach is adopted.  This approach 
accounts for the errors from x-ray scatter and the non-idealities of the built-in 
pre-reconstruction water correction, which is crucial to beam hardening correction algorithms 
that are designed to be applied directly to CT reconstructed images. 
 
Chapter 3 discusses the beam hardening artifacts that are generated by clinical CT scanners.  
Dual-energy correction is performed for beam hardening correction.  The algorithm assumes 
that the attenuation coefficient of each voxel is a linear combination of two independent 
functions that represent Compton scattering and photoelectric interaction.  By making two 
scans at different energies, the problem can be solved.  Dual-energy has been recognized as 
the best approach for eliminating beam hardening artifacts, in despite of the sophisticated 
hardware setup and extra radiation dosage.  Therefore, the results of the dual-energy 
correction will be compared with our single-energy correction results in Chapter 4. 
 
Chapter 4 presents a single-energy beam hardening correction algorithm.  By incorporating 
the poly-chromatic characteristics that we get from the method in Chapter 2 into the 
reconstruction process, the algorithm has proved to be capable of minimizing beam hardening 
artifacts, comparable in accuracy to the dual-energy approach.  The algorithm assumes that 
each voxel in the scan field can be expressed as a mixture of two known materials, such as a 
mixture of fat and flesh, or trabecular bone and marrow.  These assumptions are easily 
satisfied in a QCT setting.  The algorithm can remove a substantial amount of beam 
hardening artifacts and thus allows for a much more accurate measurement of bone density 
Lei Yang – MSc Thesis 23
using QCT than on standard CT images. 
 
Chapter 5 describes the conversion method between the average supervoxel attenuation 
efficient and local bone density.  Bone densities calculated from single energy corrected CT 
images were compared with those from the dual energy corrected images and DXA 
measurements to validate the algorithm. 
 
Finally, Chapter 6 makes some concluding remarks and outlines potential future work. 
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Chapter 2    Poly-Chromatic Beam Spectrum Estimation 
 
2.1 Introduction 
Knowledge of the Computed Tomography (CT) beam energy spectrum in diagnostic 
radiology is important for dose calculations and correction for beam hardening artifacts.  
Therefore, methods for the estimation of beam spectrum have been studied extensively [Baird 
1981, Ruth and Joseph 1997, Fewell and Shuping 1977, Huang et al. 1986, Tucker et al. 1991, 
Birch and Marshall 1979].  Some techniques use the projection data from the detector output 
to estimate the beam energy spectrum.  These algorithms also require additional x-ray scatter 
reduction steps in their implementation.  However, projection data are typically not available 
to end-users and it is not practical to implement the scatter reduction steps in a clinical CT 
setting.  For these reasons, an estimation method based on the reconstructed images is 
necessary.   
 
In this chapter, we adopt Yan et al.’s post-reconstruction approach that utilizes the 
reconstructed images and includes errors from x-ray scatter and the non-idealities of the 
built-in water correction into the beam characteristics [Yan et al. 1999].  Due to all of these 
factors, our estimated beam spectrum is not the actual beam spectrum from the x-ray tube.  
Instead, it is called the effective beam spectrum that accounts for x-ray scatter and the built-in 
water correction as well.  This modeling of beam spectrum is crucial to beam hardening 
correction algorithms that are designed to be applied directly to CT reconstructed images. 
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X-ray beam spectrum modeling is inherently ill-conditioned due to the contributions from 
scatter and water correction in the reconstructed images.  Alternatively, we can use an 
empirical model for the effective beam spectrum [Baird 1981, Ruth and Joseph 1997, Huang 
et al. 1986] and adopt a regularization method [Yan et al. 1999] to overcome the ill condition.  
A statistical procedure, Cross Validation, is used to select the regularization parameter. 
 
2.2 Algorithm 
In this work, we only consider x-ray scatter and beam hardening, and assume all other 
non-ideal characteristics to be less important, that is 
( )∫ ∫−+= E xd dEdxExESaII ),(exp)(00 μ .                   (5) 
Here,  represents the scattering intensity which is assumed to be constant over the entire 
projection and the same for all projections in a scan [Glover 1982].  The constant  only 




By selecting proper step length EΔ  and number of data points , the discretized version of 
Equation (5) can be rewritten as 
N

















In this work, we assume that all reconstructed CT images have been performed with 
pre-reconstruction using water correction, which is a standard built-in feature in most 
commercial CT scanners.  It is mainly designed to correct beam hardening artifacts due to 
the water in the body.  By assuming the object in the scan field is composed of water, beam 
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hardening correction can be done based on the relationship between detected attenuation ratio 
and the path length of an x-ray beam through a water phantom.  Here, the attenuation ratio 






I =−+= ∫ μ .                 (7) 




I d  for various known path length of pure water, points on the 




I d  can be approximated 
using a suitable interpolation technique.  Therefore, the attenuation ratio 
0I
I d  recorded on 









H ds .  This is performed on each projection for all the angles.  Filtered back 
projection (FBP) is then used to reconstruct beam hardening corrected CT images using the 
modified projection data.   
 
When scanning a slab of homogeneous material with linear attenuation coefficient μ , the 
relationship between its equivalent water path length  and slab height  is governed by wL h











) ,           (8) 
which is equivalent to 







w μμ .              (9) 
By scanning K different slabs with heights ],1[, Kkhk ∈  separately, Equation (9) can be 
generalized to the matrix equation 
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where kμ  is the attenuation coefficient function,  is the equivalent water path length, 



































































Here we wish to find a beam spectrum  and constant  that minimizes , 
where  is the modeling error defined as 














                     (14) 
Effectively, we would like to look for a beam spectrum  and constant  that 
minimizes the difference between the attenuation ratios obtained separately from the CT 
images (equivalent water path-length ) 






[(RHS of Equation (8)] and the physical 






 [(LHS of Equation 
(8)]. 
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 The above problem can be written as 
MXMXX TTminarg=∗ , subject to  and ,               (15) 1=S1T 0S ≥
















{ }1,1 −≤−≤ S1S1 TT 0S and ≤− ,         (16) 
which is equivalent to 























































Thus, the optimization problem in Equation (15) can be written as a quadratic programming 
problem [Hiller and Lieberman 1990] that can be solved by a typical quadratic programming 
routine: 
MXMXX TTminarg=∗ , subject to bAX ≤ .            (18) 
The solution of Equation (18)  is stable under small changes in  if  has full rank 
[Yan et al. 1999].  However, as is well known,  is singular [Ruth and Joseph 1997].  
This is mainly due to the exponential weighting in the x-ray transmission equation and the low 
dimensionality of the attenuation coefficient function.  Since  is measured from 
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extremely sensitive to measurement noise.  Therefore, the problem is ill-conditioned.  A 
Regularization technique is used to tackle this problem.  
 
By adding a stabilizing functional  and a regularization parameter )(SΩ λ  to Equation (18), 
the problem is reformulated as 
ΩSΩSMXMXX
X



























Ω .              (19) 
Assuming that the effective spectrum is relatively smooth and defining  to represent a 
roughness penalty, a proper value of 
Ω
λ  is crucial so that the estimated beam spectrum is 
neither over-smoothed nor over-flexible.  Obviously, 0=λ  is the best for one data set.  
However, this might not be the best for a different set of data.  The problem is that whether 
the estimated beam spectrum is capable of also capturing the imaging characteristics for new 
data sets.  λ  of the best performance for different data sets should therefore be selected. 
 
The current data set is divided into  different subsets.  The th subset is assigned as test 
data set  and the rest as training data set .  The training data set is used to 
determine the beam spectrum for various
k i
iM i−M
λ .  The test data set is then used to evaluate each 








i λλ += −−∗− minarg)( , subject to  and ,      (20) 1=S1T 0S ≥
)()()( λλλ ∗−∗−= iiTiTiij XMMX .                    (21) 
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The process is repeated until each subset is assigned as test data set once.  A process named 
Cross Validation is then used to determine the best λ  that has the smallest cross validation 
error )(λJ  [Snee 1977 and Stone 1974].  The cross validation error is defined as 
∑=
i
ijJ )()( λλ .              (22) 
Note that the estimated beam spectrum here is the effective beam spectrum that accounts for 
the errors from x-ray scatter and the non-ideality of the built-in water correction in most 
clinical CT systems.  The effective beam spectrum is likely to be different from the actual 
x-ray beam spectrum. 
 
2.3 Experiment Design 
2.3.1 Estimation Dataset  
A step-wedge phantom (NASA Ames Research Center, U.S.A.) was available in 6 
homogeneous materials, Acrylic (PMMA), Kel-f (PCTFE), Kynar (PVDF), Halar (ECTFE), 
Lennite (UHMWPE) and Tedlar (PVF).  The x-ray mass attenuation coefficient of each 
material was obtained from the National Institute of Standards and Technology website 
(http://physics.nist.gov/lab.html).  Four configurations of the step-wedge phantoms were 
scanned using a Siemens Somatom Plus 4 CT scanner (National University Hospital, 
Singapore) with 120kVp and 80kVp, 200mA, FOV 140mm, slice width 4mm, and B30 (for 
abdomen, medium smooth) pre-reconstruction algorithm.  One of the phantom 
configurations and its CT image are shown in Figure 2.1 (a) and (b), with its equivalent water 
path length, which is the inverse filtered back projection of image (b) in the horizontal 
direction shown in (c).  To avoid additional objects in the scan field, each configuration of 
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the phantom was positioned on a holder attached at the edge of the CT bed in the centre of the 
gantry as shown in Figure 2.1 (a).  Each phantom configuration was scanned 10 times in the 
same position.  The 10 images were then averaged to reduce the scanning noise.  Thus, we 
obtained 4 images for 4 phantom configurations respectively.  The objective was to construct 
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 (c) 
Figure 2.1: (a) A photo of one of the combinations of the phantoms, attached to the holder. (b) 
CT image of this phantom. (c) Inverse filtered back projection of the CT image in the 
horizontal direction. 
 
In each phantom configuration, 10 step heights  were measured using a vernier caliper.  In 
order to avoid any possible artifact due to nonlinear scattering or aliasing near the vertical 
edges of the steps, only the mean value of the measurements from the central 10 readings of 
each step were used as the step’s measurement in the beam spectrum estimation.  In total, the 
estimation data set comprised of 40 data points.  As mentioned in section 2.2.3, back 
projection was previously used to reconstruct these CT images from their projection data 
which essentially were the equivalent water path length of the phantoms at various projection 
angles.  To obtain the equivalent water path length , an inverse filtered back projection 
(IFBP) was performed to get the projection data.  Since we are only interested in the 
projection data for the horizontal steps as shown in Figure 2.1, we performed the forward 
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rjiIiL ]),([)( ,           (23) 
where , ),( jiI r ,  represent the CT number at the pixel , pixel size, and the CT 




The estimation data set was divided into 4 subsets, 10 data points each.  We performed the 
cross validation procedure for λ  ranging from 1 to 40 in steps of 1.  Parameters used to 
construct matrices  and  are: (120kVp)iM i−M keV1=ΔE , keV250 =E ,  and 
(80kVp) , , 
96=N
keV1=ΔE keV150 =E 66=N .   
 
2.3.3 Spectrum Estimation 
Based on the algorithm stated in section 2.3, the optimized effective spectra for  




2.4 Results & Discussions 
Figure 2.2 shows the magnitude of the first 10 significant Eigen values of .  The rank of 
 was 5 even though we had 40 data points.  Thus  is singular.  Figure 2.3 shows the 
cross validation error [Equation (22)] as a function of 
M
M M
λ .  Figure 2.4 shows the estimated 
effective beam spectrum (solid line) obtained using regularization and cross validation and the 
characteristic spectra (dash) at 80kVp and 120kVp.  The filtration and beam hardening 
effects can be seen in comparison with Figure 1.6.  The minimum cross validation error 
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occurs at 35=λ  and 30=λ  respectively.  To further compare the estimated effective 
beam spectra with the actual beam spectra, the simulated “Body-Mode” x-ray spectra for the 
central beam at 80kVp and 120kVp are plotted in Figure 2.5.  It was calculated based on 
Monte Carlo Simulation Tool DRASIM by Dr. Karl Stierstorfer (Siemens Med CTE PA).  






 [RHS of Equat ion (8)] obtained 
from physical measurements (height and attenuation coefficient functions of the step-wedge 






 [LHS of Equation (8)] obtained from the CT 
images for the estimation data set.  A correlation coefficient R and a p-value were also 
calculated to evaluate the linear correlation of the two.  If p is small, say less than 0.05, the 
correlation R is significant.  Results give correlation coefficients of more than 0.99 with their 
p-value very small.  Thus we can say that the estimated beam spectra provide an accurate 
model of the estimation data set.   














Figure 2.2: The magnitude of the first 10 significant Eigen values of matrix M . The rank of 
 was 5 even though we had 40 data points.  Thus  is singular. M M
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Figure 2.3: Cross validation error as a function ofλ . The optimized λ  is 35. 
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Figure 2.4: The optimized effective beam spectra, characteristic spectra and experimentally 
measured beam spectra of (a) 80kVp and (b) 120kVp. 
 
 
Figure 2.5: Simulated “Body-Mode” x-ray spectrum for the central beam at 80kVp and 
120kVp, obtained from Siemens Med CTE PA. 
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Figure 2.6: Attenuation ratios μ,0/ hd II  [RHS of Equation (8)] obtained from physical 
measurements (height and attenuation coefficient functions of the step-wedge phantom) 
against the attenuation ratios 
wLd
II 0/  [LHS of Equation (8)] obtained from the CT images 
for the estimation data set.  The correlation coefficients are more than 0.99 with their p-value 
very small.  Therefore the estimated beam spectra provide an accurate model of the 
estimation data set. 
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Note that the effective beam spectrum is not the same as the actual beam spectrum, which 
needs a large  to capture the K-edge transitions.  The main idea of effective beam 
spectrum is to model the CT imaging process, which is a low order system and requires only 
small  for accurate modeling.  It is believed that for the development of beam hardening 
correction algorithms, the modeling of the K-edge transitions is secondary if the effective 
spectrum models the overall CT imaging accurately [Yan et al. 1999].  The shape of the 
estimated spectrum can be affected by the number of materials used in the phantoms.  
However, getting pure materials that have similar radiological characteristics with body 
tissues is not easy.  The 6 materials used in the estimation process have covered the 
attenuation range from soft tissue to hard tissue (see Figure 2.7).  Therefore, it is believed 
that using 6 different materials is sufficient to produce a stable spectrum.  The results may be 





The presence of a bowtie filter will result in different spectrum profiles for different regions of 
the scan field.  The effective beam spectrum is only valid for a small FOV at the isocenter of 
the gantry where the phantoms were placed and the bowtie filter effects are small.  Therefore, 
the modeling accuracy of the estimated spectrum degrades with the increase in the size of 
FOV. 
 
The beam spectrum estimated using this method is scanner-dependent.  Scanners of different 
types and manufacturers may have different effective beam spectra due to the fundamental 
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differences in beam generation, filtration, configuration and reconstruction algorithms for 
bone, lung, soft tissues, etc.  In this study, only the x-ray beam of Siemens 4-slice CT 
scanner was analyzed.  Future work is required to study the effective spectra of other 
scanners and the effect of other image reconstruction filters before beam hardening correction 
algorithm is performed. 
 
2.5 Conclusion 
We adopted Yan el al.’s approach to estimate an effective beam spectrum of a Siemens CT 
scanner based on reconstructed CT images.  In this approach, using a single reconstruction 
filtration for the body, the effect of scatter and the non ideality of the built-in water correction 
are included in the beam characteristics.  Step-wedge phantoms made of 6 materials were 
used in the estimation process.  The estimated spectrum can provide an accurate model for 
the CT imaging process and it will be used in the beam hardening corrections in Chapter 3 and 
Chapter 4. 
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Chapter 3    Dual Energy Beam Hardening Correction 
 
3.1 Introduction 
Dual energy x-ray computed tomography is a technique designed to allow determination of 
energy-independent material properties.  Regardless of its high radiation dosage and 
complex hardware setup, dual energy processing has always been regarded as the “gold 
standard” with a high capability of eliminating beam hardening artifacts.  Therefore, it serves 
as a good comparison for evaluating the single energy correction proposed in Chapter 4.  In 
this chapter, we adopt the method from Alvarez and Macovski and apply the algorithm on a 
hydroxyapatite bone density phantom. 
 
3.2 Algorithm 
The method proposed by Alvarez and Macovski (1976) is theoretically the most elegant 
approach to eliminating beam hardening artifacts.  It decomposes the attenuation coefficient 
into components resulting from Compton scatter and photoelectric absorption and generates 
separate Compton and photoelectric images free of hardening and other spectral artifacts.  
The decomposition method is also useful for identifying the atomic composition and density 
of unknown materials. 
 
The linear attenuation coefficient as a function of energy can be decomposed by a set of basis 
functions  with a small number of constants{ niEf i ,,2,1),( K= } { }nii ,,2,1, K=α : 
)()()()( 222211 EfEfEfE αααμ +++= K .               (24) 
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The choice of { }niEf i ,,2,1),( K=  is empirical.  When 2=n , it has been successful in 
fitting experimental data. 
 





f =                (25) 















++== EfEf KN ,  
keV
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E=α               (26) 
represents the energy dependence of the total cross-section for Compton scattering.  
Therefore, for a pixel in the scan field, 
)()(1)(),( 231 EfE
E KNxxx ααμ += .            (27) 
In Equation (2), the CT system fundamentally measures the line integrals of the linear 
attenuation coefficient, which is equivalent to measuring the line integrals of the coefficients 
1α  and 2α .  That is 
)(1),( 231 EfAE
AdsE KN+=∫ xμ                (28) 
where 
dsA )(11 x∫= α , .                (29) dsA )(22 x∫= α
The reconstruction of )(1 xα  and )(2 xα  requires the measurement of line integrals of  
and  at every point in the projections of the object, which means that two independent sets 
of information are needed at each point.  Thus, for dual energy processing,  
1A
2A
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 can be obtained from the physical measurements of the two energy 
scanning.   and  are the estimated effective beam spectra using the method 
mentioned in Chapter 2.  Equation group (30) with variables  and  can be easily 
solved using modern mathematical tools.  Once the sets of line integrals  and 
)(1 ES )(2 ES
1A 2A
{ }1A { }2A  
are known for all projections, )(1 xα  and )(2 xα  can be reconstructed using back projection 
as is done in most conventional CT systems.  Thus ),( Exμ  is known. 
 
3.3 Experimental Design 
3.3.1 Beam Spectrum 
Dual energy processing requires the object to be scanned using two different energies with all 
the other settings the same.  We scanned the object using a Siemens Somatom plus 4 CT 
scanner in National University Hospital (Singapore) at 80kVp and 120kVp.  The optimized 
effective beam spectra of 80kVp and 120kVp using the method in Chapter 2 are shown in 
Figure 2.4.   
 
3.3.2 Data Acquisition 
A bone density phantom (see Figure 3.1) that consists of an epoxy resin (Araldite M) base 
material and various additions of hydroxyapatite (HA) (Quality Assurance in Radiology and 
Medicine, Germany) was used.  The phantom is 100mm in diameter.  6 cylinders of HA 
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materials with different densities are positioned in the central area of the phantom, namely, 
HA50, HA100, HA200, HA400, HA800 and HA1100.  Around the 6 HA cylinders is a 
cylindrical HA1100 casing, as shown in Figure 3.1.  The outer circular region is made of 
epoxy resin (HA0) with no hydroxyapatite blended.  All HA samples were taken from the 
same cast.  The densities and dimensions of the HA materials are shown in Table 3.1. 
 
The HA bone density phantom was scanned at 120kVp and 80kVp with 240mA, FOV 140mm, 
slice width 4mm.  A medium smooth pre-reconstruction algorithm (B30) for abdomen has 
been chosen to minimize the edge artifacts, noise and filter effects in the CT images.  We 





igure 3.1: HA bone density phantom used in dual energy processing.  The phantom consists F
of an epoxy resin (Araldite M) base material and an addition of hydroxyapatite (HA) (Quality 
Assurance in Radiology and Medicine, Germany).  6 cylinders of HA materials (HA50, 
HA100, HA200, HA400, HA800, HA1100) with different densities are positioned in the 
central area of the phantom.  Around the 6 HA cylinders locates an HA1100 casing (see 
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Figure 3.1).  Epoxy resin is defined as HA0 with no hydroxyapatite blended.  
 






HA/ cm3) (g/cm (mm) 
HA0 casing Ø 1 0  1.131  100±0.
H 50A50 cylinder .7±1 1.164 Ø 6±0.1 
HA100 cylinder 99.8±1.5 1.196 Ø 6±0.1 
HA 200 core 201±2 1.266 Ø 44±0.1 
H r A 400 cylinde 399±3 1.392 Ø 6±0.1 
HA800 cylinder 800±5 1.655 Ø 6±0.1 
HA1100 cylinder 1114±8 1.859 Ø 6±0.1 
HA1100 casing 1114±8 1.856 Ø 50±0.1 
 
HA Bone Density Phantom @ 120kVp
 
HA Bone Density Phantom @ 80kVp
 
(a)                                  (b) 
Figure 3.2: CT reconst t (a) 120kVp and (b) 
3.3.3 Dual Energy Reconstruction 
Dual energy correction was performed on the images (see Figure 3.2) using MATLAB.  
 
3.4 Results & Discussions 
ructed images of the HA bone density phantom a
80kVp. 
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Figure 3.3 presents the CT image of the HA bone density phantom after dual energy 
correction.  The image is essentially a 512 × 512 matrix.  We extract the data along a 
horizontal line in the image at 230=i , and plot the data in Figure 3.4 (b).  As a comparison, 
we also plot the data of the same line in the image before correction in Figure 3.4 (a).  Note 
that in Figure 3.4 (a), there are significant ring artifacts (shown in arrows) caused by beam 
hardening effect.  In Figure 3.4 (b), such ring artifacts are greatly reduced as the CT numbers 
of the same materials are relatively consistent.  Noise is introduced into the corrected image 
in the forward and back projection processes.  However, we only match the average CT 
number of a supervoxel to bone density in VSW.  Therefore, the noise involved in the 
processed data will not cause significant errors.  The ring artifacts in Figure 3.4 (a) may be 
partially caused by the filter effects in the reconstruction process for the purpose of 
visualization.  A medium smooth pre-reconstruction algorithm (B30) for abdomen has been 
used to minimize such effects in the CT images.  Note that the dual energy correction 
algorithm is able to remove such artifacts and ‘flatten’ the steps as shown in Figure 3.4 (b). 
 
(a)                              (b) 
Figure 3.3: CT images of the HA bone density phantom before and after dual energy 
processing at kVp120=E . (a) Before correction, (b) after correction. 
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Figure 3.4: Comparison of a horizontal line (line 230) in the middle of the HA bone density 
phantom images (a) before and (b) after dual energy correction.  The ring artifacts (arrows) 
in (a) are greatly reduced in (b). 
 
At each HA density value, 10 data points were collected from CT images before and after dual 
energy correction.  A comparison of the HU-HA density curve is shown in Figure 3.5.  As 
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introduced in section 1.1.6, quantitative interpretation of reconstructed CT images is usually 
done by assuming that the attenuation coefficient is linearly proportional to its mass density.  
However, this is not true for the polychromatic x-ray beams used in clinical CT and micro CT.  
In the energy range used for diagnostic scanning (20kVp-140kVp), the linear attenuation 
coefficient for many tissues decreases with energy.  Using the HA bone density phantom, the 
non-linearity of CT number as a function of bone density is obvious in Figure 3.5.  Dual 
energy processing (DEP) is able to improve the linear correlation coefficient of the HU-HA 
density curve from  to 9805.0=r 9883.0=r  and therefore facilitate a more accurate 
conversion of CT number to bone density.  The variations of data points in Figure 3.5 are of 
a minimal level due to the scanning noise except for the measurement of the densest HA 
materials – HA1100 (shown in the oval).  As shown in Figure 3.1 and Table 3.1, CT numbers 
of HA1100 were collected from two different locations, the HA1100 cylinder and HA1100 
casing.  The significant measurement variation of material HA1100 in Figure 3.5 stems from 
the difference of CT numbers between HA1100 in different locations.  That is to say, the 
same material can have different CT measurements in different locations in the scan field.  
This is the effect of beam hardening.  If not corrected, such measurement errors can cause 
significant inaccuracy in bone densitometry.  As shown in Figure 3.5, the error at HA1100 is 
reduced from +241/-92 HU to +112/-51 HU after the dual energy correction, which shows that 
the algorithm is effective in eliminating about 50% of the errors caused by beam hardening. 




















Figure 3.5: Comparison of the Hounsfield Unit of the HA in the bone density phantom as a 
function of the HA density.  Dual energy processing (DEP) is able to improve the linear 
correlation coefficient of the HU-HA density curve from 9805.0=r  to  and 
therefore facilitate a more accurate conversion of CT number to bone density.  The variations 
of data points are of a minimal level due to the scanning noise except for the measurement of 
the densest HA materials – HA1100 (shown in the circle).  It stems from the difference of CT 
numbers between HA1100 in different locations.  That is to say, the same material can have 
different CT measurements in different locations in the scan field.  DEP is able to reduce 




By incorporating the polychromatic x-ray beam estimated in Chapter 2 into the dual energy 
algorithm (80kVp and 120kVp), about 50% of the beam hardening related errors can be 
removed.  The results also show that the effective beam spectrum works well with the 
correction algorithm and is an accurate model of the CT imaging process.  Therefore, the 
effective beam spectrum can be further used in the single energy correction in Chapter 4. 
Lei Yang – MSc Thesis 50
 There is no doubt that dual energy correction is capable of reducing the beam hardening 
artifacts.  However it requires extra radiation dosage and a sophisticated hardware setup.  
Due to these shortcomings, the dual energy technique is typically not used for clinical 
examination.  Nowadays, CT manufacturers are actively developing new technologies of 
lower radiation dosage and easier hardware setups (See section 1.1.7.3).  
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Chapter 4    Single Energy Beam Hardening Correction 
 
4.1 Introduction 
In this chapter, we adopt Yan’s approach and apply to the CT images of HA bone density 
phantom and cadaver human spines to fit the work scope of VSW (Virtual Spine Workstation).  
The algorithm assumes that each voxel in the scan field can be expressed as a mixture of two 
known substances, for example, a mixture of trabecular bone and marrow or a mixture of fat 
and soft tissue.  The validity of this method is evaluated using DXA and dual energy 
correction in Chapter 5.  
 
4.2 Algorithm 
We use an operator  to denote the polychromatic projection capturing process with a beam 












xxrrx μμ .      (31) 
Because  
2121 )( μμμμ Γ+Γ≠+Γ ,                 (32) 
the above process is nonlinear which is the main cause of beam hardening artifacts.  In most 
CT reconstruction process, the above process is assumed to be linear [Equation (3)].  I 
denote this linear polychromatic projection process as an operatorΠ :  
∫ ∫=Π r E dEdEESE xxrx ),()())](,([ μμ .               (33) 
We denote ’s inverse process as Π 1−Π  which is essentially Inverse Radon Transformation, 
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the standard monochromatic reconstruction technique, that is 
∫ ΠΠ= − ),(),()( 1 EdEEES xx μμ .               (34) 
Essentially, the problem is to find out ),( Exμ  that satisfies Equation (31), given  and 




),( Exμ  from a 2-dimensional function .   )(rc
 
To overcome the ill-condition, we assume that each voxel is comprised of at most two known 
substances.  A volume fraction  is used to represent the distribution of the two 
materials.  There is 
)(xv
),())(1(),()(),( 21 EvEvE xxxxx μμμ −+= ,               (35) 
where ),(1 Exμ  and ),(2 Exμ  are the known attenuation coefficient functions of the two 
base materials at location .  With this assumption, the problem is simplified to a 




),(1 Exμ  and ),(2 Exμ  have the following properties: 
1) 1μ  and 2μ  are monotonic decreasing functions with respect to E . 
2) 21 μμ −  is either a positive monotonic decreasing function or a negative monotonic 
increasing function with respect to E . 
 
)(xv  can be found using the following iterative algorithm: 
1) Assume an initial estimate . 0v
2) Using Equation (35) to construct  with the current estimate . kμ kv
3) Compute . { }ckkk +Γ−ΠΠ= −+ μμμ 11ˆ
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4) Solve for  using ,  1+kv 21111 ˆ)1(ˆˆ μμμ +++ −+= Kkk vv ∫= dEEES ii ),()()(ˆ xx μμ














4.3 Experimental Design 
4.3.1 Beam Spectrum 
we scanned the object using a Siemens Somatom plus 4 CT scanner in National University 
Hospital (Singapore) at 120kVp.  As shown in Figure 2.4 (b), the effective beam spectrum of 
the scanner at 120kVp was optimized using the procedure outlined in Chapter 2. 
 
4.3.2 Data Acquisition 
After we estimated the x-ray beam spectrum for 120kVp, we carried out two experiments: 
1) Experiment 1: CT images of the HA bone density phantom (Figure 3.1 & 3.2) obtained in 
the scan outlined in Chapter 3 were used for single energy correction, with the following 
settings: 120kVp, 240mA, FOV 140mm, B30 pre-reconstruction correction algorithm (for 
abdomen, medium smooth).  
 
2) Experiment 2: A human spine (L2-L4) of an 89-year-old Chinese male cadaver 
(Department of Orthopaedics, National University of Singapore) was scanned using a Siemens 
Somatom Sensation 64 CT scanner in National University Hospital (Singapore) since the 
64-slice CT scanner offers thinner slices, better 3D volume and higher isotropic resolution 
compared to the 4-slice CT scanner.  The scanning was done with the following settings: 
120kVp & 80kVp, 240mA, FOV 140mm, slice thickness 0.6mm, pixel size 0.273mm, B30 
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(abdomen, medium smooth) pre-reconstruction correction algorithm.  We soaked the cadaver 
spine in a water container to simulate the soft tissues around the spine.  The sample was 
scanned 3 times and the images at each position were averaged to reduce scanning noise. 
 
4.3.3 Single Energy Reconstruction 
We assume that every reconstructed voxel can be modeled as a mixture of two basic materials.  
Single energy correction was performed on the images in Experiment 1 and 2 using 
MATLAB. 
 
1) Experiment 1: The HA bone density phantom is made of epoxy resin and hydroxyapatite.  
Therefore, we segmented the images into regions of different mixtures, using a simple CT 
number thresholding scheme.  The optimal CT number threshold is 100, which is selected by 
examining the transition profile between regions.  Each image was thresholded using the 
selected threshold value.  The regions corresponding to different mixtures were extracted and 
modeled as follows:  
If CT# ≥ 100, basic material 1: tissue equivalent plastic, basic material 2: 
hydroxyapatite;  
If CT# < 100, basic material 1 & 2: air. 
The x-ray mass attenuation coefficients of tissue equivalent plastic, hydroxyapatite and air 
were available on the National Institute of Standards and Technology website 
(http://physics.nist.gov/lab.html).  With the segmented images, the effective beam spectrum 
(see Chapter 2) and the re-projected data, we carried out the single energy correction 
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algorithm on the image and obtained the reconstructed polychromatic images. 
 
2) Experiment 2: The CT images of human cadaver spine were segmented using a 3D 
adaptive thresholding method [Yan et al. 2004] into regions corresponding to different 
mixtures.  The regions were extracted and modeled as follows: 
 Region of soft tissue, basic material 1: water, basic material 2: soft tissue; 
 Region of vertebrae, basic material 1: cortical bone, basic material 2: water. 
The x-ray attenuation coefficient of soft tissue, cortical bone and water are known.  With the 
segmented images, the effective beam spectrum (see Chapter 2) and the re-projected data, we 
carried out the single energy correction algorithm on the image and obtained the reconstructed 
polychromatic images.  Notice that due to time constraints, the effective beam spectrum 
estimation was not done on a Siemens 64-slice CT scanner.  It was assumed that the 64-slice 
scanner used in Experiment 2 has the same beam profile with the 4-slice scanner used in 
Chapter 2.  However, potential errors may affect the accuracy of the measurements.  This 
will be discussed in section 4.5. 
 
4.4 Results & Discussions 
1) Experiment 1: Figure 4.1 presents the CT image of the HA bone density phantom after 
single energy correction.  Using the same evaluation method with dual energy correction (see 
3.5), we extracted the data along a horizontal line in the image at , and plotted the 
data in Figure 4.2.  Note that the significant ring artifacts (see Figure 3.4a) are greatly 
reduced as the CT numbers of the same materials are relatively consistent and the steps are 
256=i
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flatter in Figure 4.2.  The ring artifacts in Figure 4.2 may be partially caused by the filter 
effects in the reconstruction process for the purpose of visualization.  A medium smooth 
pre-reconstruction algorithm (B30) for abdomen has been used to minimize such effects in the 
CT images.  Again, noise is introduced into the corrected image in the forward and back 
projection process.  However, we only match the average CT number of a supervoxel to bone 
density in VSW.  Therefore, the noise involved in the processed data is acceptable.   
 
At each HA density value, 10 data points were collected in CT images before and after single 
energy correction.  A comparison of the HU-HA density curve before and after corrections is 
shown in Figure 4.3.  Both Single energy processing (SEP) and dual energy processing (DEP) 
improves the linear correlation coefficient of the curve.  Single energy processing (SEP) is 
able to improve it from  to 9805.0=r 9940.0=r  and therefore facilitate an accurate 
conversion of CT number into bone density.  As seen in Chapter 3, we noticed that the great 
variations of CT numbers of HA1100 (shown in the oval) is justified from +241/-92 HU to 
+29/-59 HU after the ingle energy correction which shows that the algorithm is capable of 
removing about 70% of the beam hardening artifacts.   
 
The x-ray effective beam spectrum used here is obtained using the procedure outlined in 
Chapter 2.  As mentioned in 2.5, the estimated beam spectra can only capture a substantial 
portion of the CT imaging characteristics for a small FOV at the isocenter.  Therefore, the 
modeling accuracy of the estimated spectra degrades with the increase in the size of the 
scanning object.  These modeling errors feed into the beam hardening correction process 
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which appear as residual beam hardening errors.  The small amount of residual errors (small 
cupping artifacts and bias) in Figure 4.2 and 4.3 is probably caused by such effect. 
 
 
Figure 4.1: Single energy processed image of the HA bone density phantom at . kVp120=E























Figure 4.2: A horizontal line (line 256) in the center of the HA bone density phantom images 
after single energy correction.   
 


















Original After DEP After SEP
 
Figure 4.3: Comparison of the Hounsfield Unit of the HA in the bone density phantom as a 
function of HA density before and after corrections.  Both Single energy processing (SEP) 
and dual energy processing (DEP) improves the linear correlation coefficient of the curve.  
Single energy processing (SEP) is able to improve it from 9805.0=r  to . Dual 
energy processing (DEP) is able to improve it from 
9940.0=r
9805.0=r  to .  The great 
variations of CT numbers of HA1100 (shown in the oval) is justified from +241/-92 HU to 
+29/-59 HU after the single energy correction which shows that the algorithm is capable of 
removing about 70% of the errors caused by beam hardening.   
9883.0=r
 
2) Experiment 2: Figure 4.4 shows one of the segmented CT images of vertebra L3 using 3D 
adaptive thresholding method.  Regions of vertebrae body and soft tissue are separated very 
well.  The main advantage of this method compared to a fixed threshold segmentation 
algorithm is the ability to dismiss noise so as to achieve a more accurate segmentation of the 
regions.  The segmented images were used in the single energy correction algorithm to help 
decide the two basic materials in Equation (35) for each pixel.  Figure 4.5 shows the beam 
hardening correction of the L3 vertebra image.  Using a HU-vBMD function, I was able to 
convert HU into volumetric bone mineral density (vBMD) in Chapter 5. 
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Figure 4.4: 3D adaptive thresholding segmentation for one of the CT images of vertebrae L3. 
(Left) original CT image, (right) segmented image.  
 
 
Figure 4.5: Beam hardening correction of the L3 CT image using single energy processing. 
(Left) single energy corrected image, (right) original 64-slice CT image. 
 
4-slice CT is a 5-year-old technology.  Today, in 64-slice CT, many things are completely 
different.  Since the effective beam spectrum estimated in Chapter 2 is scanner-dependant, 
the Siemens 64-slice CT scanner used here may well have a different effective beam spectrum 
with the 4-slice scanner used in Chapter 1 due to the fundamental difference in the beam 
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filtration, detector noise and configuration.  In the reconstruction process, it was assumed 
that the effective beam spectrum of the 64-slice CT is the same with that of the 4-slice CT.  
Therefore, potential errors may affect the accuracy of the measurements for the cadaver bones.  
Future work is required to validate the assumption and improve the accuracy of the 
measurements using the Siemens 64-slice CT scanner. 
 
The processing is currently implemented using MATLAB.  The processing time for single 
energy correction is about 10 minutes, whereas dual energy correction takes about 10 hours to 
process one image.  Forward and backward projection modules constitute about 90% of the 
processing time.  It is obvious that single energy correction has great advantage in processing 
time over dual energy correction.  Yan et al. (2000) have shown that a complete correction 
cycle needs 3-5 iterations, which can remove more than 75% of the beam hardening errors in 
the image.   
 
Nowadays, all the single energy post-reconstruction non-statistical beam hardening correction 
methods require an accurate segmentation of the target images.  We use a 3D adaptive 
thresholding segmentation algorithm which can accurately extract the region of interest by 
self-adjusting the thresholds according to the image gray values.  Our single energy 
correction algorithm is robust even if a pixel is misclassified due to an inaccurate 
segmentation.  This is because our iterative algorithm can determine the ratio of the two 
basic materials  that produces the least error.  For other existing non-statistical 
algorithms, if a pixel is misclassified in the segmentation process, there is no way that the 
)(xv
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correction algorithm can reduce this error without affecting other voxels.  Therefore, our 
method is more robust in the presence of segmentation errors than some other existing 
algorithms. 
 
The limitation of this method is that it relies on accurate a priori knowledge of the type of 
material present in the object.  Each region is then treated as a mixture of two different 
known materials.  Generally, this knowledge is not available, thereby limiting the application 
of the algorithm.  However, this algorithm is designed mainly for bone densitometry where 
we usually have knowledge of the materials in each voxel – bone and soft tissue, bone and fat, 
or fat and soft tissue.   
 
4.5 Conclusion 
A single energy post-reconstruction iterative algorithm for beam hardening correction using a 
polychromatic x-ray beam has been presented in this chapter.  The beam spectrum is an 
effective beam spectrum that is estimated using the method outlined in Chapter 2.  In this 
algorithm, we assume that each pixel in the scan field is a two-mixture material and the x-ray 
characteristics of the two materials are known.  This assumption is satisfied in most QCT 
examinations.  We compared the relation of HU as a function of HA density before and after 
correction and the bias caused by beam hardening effect.  The algorithm can remove about 
70% of the beam hardening artifacts.  Segmentation of the images was performed using a 3D 
adaptive thresholding method.  The algorithm has been applied on human cadaver spine CT 
data using a 64-slice CT scanner. 
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Chapter 5    Bone Density Measurement and Validation 
 
5.1 Bone Density Measurement 
In the Virtual Spine Workstation (VSW), we use FEM modelling to analyze the mechanical 
properties of human spine and allow surgeons to plan and practice before the actual operation.  
Previously in VSW, an FEM model for vertebrae has been created.  However, an accurate 
bone density measurement is required for the model to analyze the mechanical properties.  
Beam hardening correction is therefore essential for accurate mapping of CT number to bone 
density.  Due to limitations of computation time, we only look at the average CT number of a 
supervoxel (i.e. 3mm×3mm×3mm volume) (Figure 5.1) instead of single voxel, depending on 
the requirement of the FEM model.  We map the average CT number of a supervoxel to the 
average bone density according to a linear HU-vBMD function that is constructed using the 
HA bone density phantom.  A stack of the supervoxel images is then used to create a volume 
that can be analyzed by FEM (Figure 5.2).  A flow chart of the work is shown in Figure 1.7.   












Figure 5.1: A supervoxel (3mm×3mm×3mm volume) image of L3 vertebra, cortex excluded. 
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Figure 5.2: A stack of the supervoxel images creates a vertebra volume that can be analyzed 
by FEM. 
 
As shown in Figure 3.5 and 4.3, both dual energy and single energy corrections are capable of 
improving the linearity of the HU-vBMD relation.  With the help of the HA bone density 
phantom shown in Figure 3.1, simple linear regression is performed to study the mapping of 
CT Hounsfield number to volumetric bone mineral density (vBMD).  For the Siemens 
4-slice CT scanner, the HU-vBMD relation and their linear correlation coefficients for 
uncorrected CT images, single energy corrected images, and dual energy corrected images are 
shown below: 
Uncorrected CT images: 
3g/cm
3.894
99.65HUvBMD −= , 9805.0=r               (36) 
Single energy corrected CT images: 
3g/cm
0.935
1.163HUvBMD += , 9883.0=r                (37) 
Dual energy corrected CT images: 
3g/cm
0.868
51.95HUvBMD += , 9940.0=r                 (38) 
 
5.2 Validation 
To validate the accuracy of single energy correction, bone mineral density calculated from 
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single energy corrected CT images was compared with those from dual energy corrected 
images and DXA measurements.   
 
5.2.1 Data acquisition 
CT images of an 89-year-old Chinese male human cadaver spine (L2-L4) (Department of 
Orthopaedics, National University of Singapore) were processed using both single and dual 
energy correction algorithms.  vBMD was then calculated using Equation (37) and (38).  
Areal bone mineral density (aBMD) of the same human cadaver spine was measured by dual 
x-ray absorptiometer (DXA) (Norland XR-46 bone densitometer, with dynamic filtration, 
Norland Corp, Fort Atkinson, USA) in National University Hospital, Singapore.  The system 
is calibrated daily, 30 min after turning the apparatus on.  Quality control was performed 
using calibration standard and QC phantom.  The manufacturer’s software calculated bone 
mineral content (BMC) and aBMD for each vertebra.  The average BMC and BMD of L2-L4 
were determined by averaging the values for L2, L3 and L4.  The standard coefficients of 
variation for repeated DXA measurements of vertebral BMC and BMD have been reported to 
be 1.0% and 1.5% respectively.  The time required for the procedure was approximately 2 
min, and the radiation exposure was negligible. 
 
5.2.2 Result and Discussion 
As introduced in section 1.1.2, DXA only generates a projection image of the region of 
interest.  Therefore, it measures an areal bone mineral density (aBMD) on a 2D basis – bone 
mineral per unit of area (g/cm2).  In our case, DXA measures the average aBMD of L2, L3 
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and L4 and is not able to estimate BMD of a 3D volume.  Table 5.1 gives the BMC and 
aBMD results of the cadaver human vertebrae L2-L4 using DXA.  The bone image from 
DXA is shown in Figure 5.3.  To be able to relate vBMD from single and dual energy 
corrected CT images to DXA results, we have to convert vBMD (g/cm3) into aBMD (g/cm2).  
We first multiplied the cross-sectional areas by slice thickness and summed them together to 
calculate the volume of each vertebra ( Vol ).  The average vBMD ( vBMD ) were determined 
by averaging the values for L2, L3 and L4.  BMC was calculated 
using Vol(g)vBMDBMC ×= .  We rotated the 3D spine volume from the corrected images 
using a volume graphics software application (VG Studio Max) so that the projection of the 
volume is the same with the one in Figure 5.3, and then the areas of projection for L2, L3 and 
L4 were calculated with MATLAB.  Therefore, vBMD of each vertebra was converted to a 
projected  using .  A comparison of the aBMDs 
obtained by 3 techniques is shown in Figure 5.4. 
'aBMD )/cmBMC/Area(gaBMD' 2=
 
Table 5.1: Bone mineral density results of the cadaver human spine using dual-energy x-ray 
absorptiometry (DXA). 
 
Region BMD(g/cm2) BMC(g) Area (cm2) Length (cm) Width (cm)
L2 1.003±1% 14.94±1.5% 14.89 3.15 13.9 
L3 1.095±1% 18.65±1.5% 17.02 3.45 13.9 
L4 1.179±1% 21.64±1.5% 18.34 3.60 13.9 
 




Figure 5.3: Bone image of the cadaver human spine under dual-energy X-ray absorptiometry 
(DXA).  From the top to the bottom: L1 – L5. 
















 L2 L3 L4 
DXA aBMD (g/cm2)  1.003 ± 1% 1.095 ± 1% 1.179 ± 1% 
DEP aBMD’ (g/cm2)  0.6179 ± 4% 0.6291 ± 4% 0.6775 ± 4% 
SEP aBMD’ (g/cm2)  0.6060 ± 2.6% 0.6054 ± 2.6% 0.6615 ± 2.6% 
 
Figure 5.4: A comparison of aBMDs (g/cm2) of L2, L3 and L4 obtained from DXA, dual 
energy corrected CT images and single energy corrected CT images.  The standard 
deviations (SD) of DXA, DEP and SEP measurements are 1%, 4% and 2.6% respectively.  
DXA: dual energy x-ray absorptiometry; DEP: dual energy corrected CT images; SEP: single 
energy corrected CT images. 
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 In Figure 5.4, we see that aBMD values obtained from single energy corrected CT images are 
very close to those from dual energy corrected CT images.  This means that although the 
linear HU-vBMD functions [Equation (37) and (38)] of the two techniques vary, similar bone 
density results can be obtained out of the same CT data set.  Dual energy processing is 
proven to be capable of eliminating beam hardening artifacts.  Therefore, single energy 
correction has comparable capabilities and can produce an accurate absolute measurement of 
bone density.   
 
However, aBMDs from both dual energy and single energy processed images are much lower 
than the DXA measurements.  As mentioned in section 1.1.2, many factors can affect the 
accuracy of DXA measurement.  It has been reported that compared to CT measurements, 
DXA is likely to overestimate bone density [Wren TA et al. 2005, Lang et al. 2002 and 
Karantanas et al. 1991], which is probably due to two reasons.  One is the inability of DXA 
to account for the large variability in skeletal size and body composition, especially in the 
elderly and children.  In our case, the cadaver spine sample came from an 89-year-old 
Chinese male human being.  However, his height and weight are unknown.  As the skeletal 
size varies for different people, it is therefore impossible for the DXA software to make an 
accurate measurement of the bone mineral density purely from the 2D projection data.  
Second, the increase in the AP (anterior/posterior) spine DXA measurements is likely due to 
the influence of soft tissue and/or the posterior elements, such as the pedicles, laminas and 
spinous processes, rather than the bone composition within the vertebral body.  A lateral 
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spine DXA could be more sensitive to bone loss than AP DXA and be more analogous to CT.  
However, this is not used routinely in clinical practice. 
 
A comparison of the volumetric bone mineral densities obtained by dual energy and single 
energy processed CT images is shown in Figure 5.5.  The mean vBMDs measured using 
single energy corrected images for L2, L3 and L4 are 0.1474g/cm3, 0.1433 g/cm3 and 0.1494 
g/cm3 respectively with an average variation of 2.6%.  The measurements using dual energy 
corrected images are 0.1503 g/cm3, 0.1489 g/cm3 and 0.1530 g/cm3 with an average variation 
of 4%.  The average variation between the dual energy method and the single energy method 
is about 2.6% (Figure 5.5). 
 
The limitation of DXA is that it only gives an average 2D areal bone mineral density of the 
object in the region of interest.  It can neither distinguish between cortical and trabecular 
bone, nor can it discriminate measurements due to bone geometry change from those purely 
due to bone density change.  DXA is widely used in the clinics due to its very high 
reproducibility, which is important for serial monitoring of BMD changes with age and 
treatment.  However, it only reveals the ‘relative’ bone density and therefore cannot be used 
for any mechanical analysis or modeling of bone.  Quantitative computed tomography is able 
to assess bone quality in 3 dimensions and is so far the most accurate method of quantifying 
vertebral bone mass [Genant et al. 1982, Guglielmi et al. 1994, Moyad 2003]. 
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 L2 L3 L4 
DEP vBMD’ (g/cm3)  0.1503 ± 4% 0.1489 ± 4% 0.1530 ± 4% 
SEP vBMD’ (g/cm3)  0.1474 ± 2.6% 0.1433 ± 2.6% 0.1494 ± 2.6% 
 
Figure 5.5: A comparison of vBMDs (g/cm3) of L2, L3 and L4 obtained from dual energy and 
single energy corrected CT images.  The standard deviations (SD) of DEP and SEP 
measurements are 4% and 2.6% respectively.  DEP: dual energy corrected CT images; SEP: 
single energy corrected CT images. 
 
5.3 Conclusion 
In this chapter, a supervoxel model has been presented to suit the requirement of the bone 
mechanical analysis in the Virtual Spine Workstation project.  A stack of such supervoxel 
images creates a volume that can be analyzed using FEM.  The usage of an HA bone density 
phantom has helped develop the linear HU-vBMD relation of single energy correction and 
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dual energy correction for an accurate measurement of bone mineral density.  We have also 
compared the bone mineral measurement of the single energy correction with dual energy 
correction and the commonly used DXA.  Experimental results show that our single energy 
correction is capable of eliminating beam hardening artifacts and produce an accurate 
measurement of bone mineral density.  DXA overestimates bone mineral density probably 
due to its inability to account for the large variability in skeletal size and body composition, 
and the influence of soft tissue and/or the posterior elements in the AP scan. 
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Chapter 6    Conclusion & Future Directions 
 
6.1 Conclusion 
In this study, 
1) A good understanding of bone densitometry has been established through a literature 
review. 
2) A customized beam spectrum estimation software module has been developed to suit one 
of the CT imaging devices in NUH.  An effective beam spectrum that accounts for the effect 
of scatter and the non-ideality of the built-in water correction has been estimated using the 
module.  The estimated spectrum can provide an accurate model for CT imaging and be used 
in the beam hardening correction processes. 
3) The influence of beam hardening artifacts on CT imaging has been identified and 
presented using an HA bone density phantom.  Such effect, if not corrected, will generate 
significant errors in bone densitometry. 
4) A single energy post-reconstruction iterative algorithm has been presented for beam 
hardening correction using the effective polychromatic x-ray beam.  The algorithm has 
similar capability of eliminating beam hardening artifacts with dual energy correction. 
5) Linear equations have been developed for an accurate mapping of CT number to bone 
mineral density using the effective beam spectrum estimate. 
6) The single energy correction algorithm has been applied on human cadaver spine CT data.  
The measured bone density was compared with those from DXA and dual energy corrected 
CT images.  Once again, the single energy processing algorithm performed as well as dual 
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energy processing.  The average variation between the dual energy method and the single 
energy method is about 2.6%. 
 
6.2 Future Directions 
1) As shown in Figure 1.7, the main objective of this study is to develop a simplified 
method for accurate and consistent mapping of the CT number of a supervoxel to bone density, 
not simply to get the mean bone density of a vertebral body.  Quantitative computed 
tomography has the advantage in assessing bone quality in 3D and can provide a direct 
measurement of BMD in a ‘true’ 3D volume.  It is also able to isolate a volume of trabecular 
bone to eliminate the significant effects introduced by cortical bone, as trabecular bone is 
more crucial in vertebral strength.  For this reason, imaging techniques such as high 
resolution CT and MR imaging, should also play a role in examining bone structure.   
 
2)  Since the effective beam spectrum estimated using the method outlined in Chapter 2 is 
scanner-dependant, it is necessary to repeat the tests using the same phantoms on CT scanners 
of different types and different vendors.  The assumption that the Siemens’ 64-slice CT 
scanner produces the same effective beam spectrum with its 4-slice CT scanner may cause 
inaccurate measurement of bone densitometry.  Therefore, future work is required to validate 
the assumption and improve the accuracy of the measurements. 
 
3)  All the algorithms in this study were implemented using MATLAB.  Algorithm speed, 
effective memory usage and error handling was not taken into consideration.  Another 
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approach is to implement the application in hardware to reduce the processing time, which is 
more practical.   
 
4) Currently, we have verified our method using phantoms and a human cadaver spine 
sample.  It will be essential for us to repeat the test on patients to obtain accurate in-vivo 
measurement on the changes of bone density.   
 
5)  Future work may also involve developing “plug-in” to workstations or DICOM 
software for single energy correction using the scanner-dependent profiles.  Open source 
platforms for development of processing tools are available.  OsiriX URL, for example, 
supports a complete plug-in architecture that allows the users to expand the capabilities of 
OsiriX for their personal needs. 
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