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LetD be a digraph of order n andλ1, λ2, . . . , λn denote all the eigen-
values of the skew-adjacency matrix of D. The skew energy ES(D) of
D is defined as ES(D) = ∑ni=1 |λi|. In this paper, it is proved that for
any positive integer k  3, there exists a k-regular graph of order
n having an orientation D with ES(D) = n
√
k. This work positively
answers a problem proposed by Adiga et al. [C. Adiga, R. Balakrish-
nan, Wasin So, The skew energy of a digraph, Linear Algebra Appl.
432 (2010) 1825–1835]. In addition, a digraph is also constructed
such that its skew energy is the same as the energy of its underlying
graph.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let D = (V(D), Γ (D)) be a digraph of order n with the vertex set V(D) = {1, 2, . . . , n}, and the
arc set Γ (D) ⊂ V(D) × V(D). Throughout this paper, we assume that D does not have loops and
multiple arcs. Two vertices i and j of D are called adjacent if they are connected by an arc (i, j) ∈ Γ (D)
or (j, i) ∈ Γ (D). The skew-adjacency matrix S(D) [8] of D is a square matrix of order n, whose entry si,j
is defined as
si,j =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1, if (i, j) ∈ Γ (D),
−1, if (j, i) ∈ Γ (D),
0, otherwise.
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Since S(D) is a skew-symmetric matrix, the eigenvalues of S(D), denoted by λ1, λ2, . . . , λn, are all
purely imaginary numbers. The skew spectrum SpS(D) of D is defined as the spectrum of S(D). Conse-
quently, the skew energy ES(D) [1] of the digraphD is defined as ES(D) = ∑ni=1 |λi|. Formoreproperties
of the skew-adjacency matrix S(D) and the skew energy ES(D), readers may refer to [1,8] and the ref-
erences therein. It is worth mentioning that the energy of digraphs means a totally different thing in
[7]. For more details about the energy of digraphs, see [3,7] and the references therein.
Let D = (V(D), Γ (D)) be a digraph. The undirected graph GD = (V, E) is called the underlying
graph of D if the vertex set V = V(D) and the edge set contains an undirected edge uv if and only if
the vertices u and v are adjacent in D. Thus the underlying graph GD of D is a simple undirected graph.
For a simple undirected graph G, the spectrum Sp(G) of G is defined as the spectrum of its adjacency
matrix A(G). The energy E(G) [5] of G is defined as the sum of the absolute values of all the eigenvalues
of A(G). The energy E(G) of G has been extensively investigated for a long time (see, for example,
[2,3,5] and the references therein). For the latest papers, readers may check the online bibliography
maintained by Gutman available at http://www.sgt.pep.ufrj.br/ home arquivos/enerbib.pdf.
The direct sum D1 ⊕ D2 [4] of two digraphs D1 = (V1, Γ1) and D2 = (V2, Γ2) (V1 ∩ V2 = ∅) is the
digraph D = (V, Γ ) in which V = V1 ∪ V2 and Γ = Γ1 ∪ Γ2.
Let In be the identity matrix of order n, and when the order of the identity matrix is clear from the
context, we simply write I. In [1], the following two problems are presented:
Problem1.1. Which k-regular graphs onn vertices have orientationsDwith ES(D) = n
√
k, or equivalently
S(D)T S(D) = kIn?
Adiga et al. [1] haveproved that a 1-regular graphonn vertices has anorientationwith S(D)T S(D) =
In if and only if n is even and it is the direct sum of
n
2
copies of K2. At the same time, they have also
proved that a 2-regular graph on n vertices has an orientation with S(D)T S(D) = 2In if and only if
n is a multiple of 4 and it is the direct sum of n
4
copies of C4. However, it is not known yet as for
which k-regular graphs have orientations with S(D)T S(D) = kIn when k  3. In addition, note that
ES(D)  n
√
Δ from [1], where Δ is the maximum degree of the underlying graph GD of D. If many
k-regular graphs of order n in Problem 1.1 can be found, then themaximum skew energy digraphs over
the class of digraphs may also be obtained. These shall also partially answer the open problem (1) in
[1], that is, determine the maximum skew energy of regular digraphs.
Problem 1.2. Find new families of digraphs D with ES(D) = E(GD).
For Problem 1.2, Adiga et al. [1] pointed out that the skew energy of a directed tree is the same as
the energy of its underlying tree. Recently, Shader and So [8] have proved that G is a bipartite graph
if and only if there exists an orientation
−→
G such that SpS(
−→
G ) = iSp(G). This implies for bipartite
graphs, there is an orientation
−→
G with ES(
−→
G ) = E(G). However, to find new families of digraphs D
with ES(D) = E(GD) is still interesting.
Motivated by the above Problems 1.1 and 1.2, we shall further discuss the skew energy of digraphs.
The following results are obtained:
Theorem 1.1. For any positive integer k  3, there exists an infinite family of k-regular graphs having
orientations D with ES(D) = n
√
k, or equivalently S(D)T S(D) = kIn.
Let Hd be a hypercube of dimension d (see Definition 2.2 in Section 2). Using the orientation in the
proof of Theorem 2.2 in [8], we may obtain a digraph
−→Hd such that SpS(−→Hd) = iSp(Hd).
Theorem 1.2. For a hypercube Hd of dimension d  2, there exists an orientation −→Hd nonisomorphic to−→Hd such that SpS(−→Hd) = iSp(Hd). Moreover, the skew energy of −→Hd is the same as the energy of Hd.
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2. The proofs of the main results
We begin with a basic lemma without proof.
Lemma 2.1. Let D1,D2 be two digraphs of order n1, n2, respectively. Also let S(D1), S(D2) denote their
skew-adjacencymatrices. If S(D1)
T S(D1) = kIn1 and S(D2)T S(D2) = kIn2 for some positive integer k, then
the skew-adjacencymatrix S(D1 ⊕ D2) of the direct sumD1 ⊕ D2 satisfies S(D1 ⊕ D2)T S(D1 ⊕ D2) =
kIn1+n2 .
Let D1,D2, . . . ,Dr be the components of a digraph D of order n. Suppose that the skew-adjacency
matrix S(Di) of every componentDi satisfies S(Di)
T S(Di) = kIni (|Di| = ni, n1+n2+· · ·+nr = n) for
some positive integer k. Since every digraph is the direct sum of its components, Lemma 2.1 implies
that S(D)T S(D) = kIn. Without loss of generality, we shall assume that D is a connected digraph
throughout.
The following definition can be found in [6].
Definition 2.2 [6]. A hypercube Hd of dimension d is defined recursively in terms of the Cartesian
product of graphs as follows
Hd =
⎧⎨
⎩
K2, d = 1,
Hd−1 × H1, d ≥ 2.
The hypercube Hd of dimension dmay also be defined recursively as the following graph: let H1 = K2,
and assume that Hd−1 has been defined, then Hd is constructed by taking two copies of Hd−1, and
putting an edge between each vertex in the first copy and the corresponding vertex in the second
copy. Fig. 1 shows the first four hypercubes.
For a hypercube Hd of dimension d  2, since the length of every circuit of Hd is even, Hd is
a d-regular bipartite graph. Moreover, every edge of Hd lies in at least one circuit C4. For any two
distinct vertices u and v of Hd, |N(u) ∩ N(v)| is either zero or two, where N(·) stands for the neigh-
borhood of a vertex in Hd. For the sake of convenience, we shall assume that the vertex set of Hd is{1, 2, . . . , 2d−1, 2d−1 + 1, 2d−1 + 2, . . . , 2d}.
Below we shall give Hd an orientation
−→
Hd using the following algorithm.
Algorithm 1.
Step 1: Give the hypercube H1 an orientation
−→
H1 such that (1, 2) ∈ Γ (−→H1).
Step 2: Assume that H1,H2, . . . ,Hi have been oriented into
−→
H1,
−→
H2, . . . ,
−→
Hi . For Hi+1, we give an
orientation
−−→
Hi+1 using the following method:
(i) Take two copies of
−→
Hi , and put an edge between each vertex in the first copy and the corre-
spondingvertex in the secondcopy.Assumethat thevertex setof thefirst copy is {1, 2, . . . , 2i}
and the corresponding vertex set of the second copy is {2i + 1, 2i + 2, . . . , 2i+1}.
(ii) Let {i1, i2, . . . , i2i−1}, {i2i−1+1, i2i−1+2, . . . , i2i} be a bipartition of {1, 2, . . . , 2i}. Also let{i2i+1, i2i+2, . . . , i2i+2i−1}, {i2i+2i−1+1, i2i+2i−1+2, . . . , i2i+1} be the corresponding biparti-
tion of {2i +1, 2i +2, . . . , 2i+1}. Give each edge between {i1, i2, . . . , i2i−1} and {i2i+1, i2i+2,
. . . , i2i+2i−1} an orientation such that (ik, i2i+k) ∈ Γ (−−→Hi+1) for k = 1, 2, . . . , 2i−1. At
the same time, give each edge between {i2i−1+1, i2i−1+2, . . . , i2i} and {i2i+2i−1+1, i2i+2i−1+2,
. . . , i2i+1}anorientationsuch that (i2i+k, ik) ∈ Γ (−−→Hi+1) fork = 2i−1+1, 2i−1+2, . . . , 2i(see
Fig. 2).
Step 3: If i + 1 = d, stop; else take i := i + 1, return to Step 2.
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Fig. 1. The first four hypercubes H1,H2,H3,H4.
Fig. 2. Change each edge between two copies of
−→
Hi into an oriented edge.
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Next, we shall prove that
−→
Hd , obtained in Algorithm 1, satisfies S(
−→
Hd)
T S(
−→
Hd) = dI.
Theorem 2.3. Let Hd be a hypercube of dimension d with n = 2d vertices. Then−→Hd , obtained in Algorithm
1, satisfies S(
−→
Hd)
T S(
−→
Hd) = dI.
Proof. We shall prove that S(
−→
Hd)
T S(
−→
Hd) = dI by induction on d. If d = 1, then the skew-adjacency
matrix of
−→
H1 , obtained in Algorithm 1, is
S(
−→
H1) =
⎛
⎝ 0 1
−1 0
⎞
⎠ .
It is easy to verify that S(
−→
H1)
T S(
−→
H1) = I.
Now we assume that the skew-adjacency matrix S(
−−→
Hd−1) of
−−→
Hd−1 satisfies S(
−−→
Hd−1)T S(
−−→
Hd−1) =
(d − 1)I for some d  2. By Algorithm 1, the skew-adjacency matrix of −→Hd is
S(
−→
Hd) =
⎛
⎝ S(
−−→
Hd−1) Ad−1
−ATd−1 S(−−→Hd−1)
⎞
⎠ ,
where Ad−1 = diag(a1,2d−1+1, a2,2d−1+2, . . . , a2d−1,2d) is defined as, for i = 1, 2, . . . , 2d−1,
ai,2d−1+i =
⎧⎨
⎩
1, (i, 2d−1 + i) ∈ Γ (−→Hd),
−1, (2d−1 + i, i) ∈ Γ (−→Hd).
Thus,
S(
−→
Hd)
T S(
−→
Hd) =
⎛
⎝ S(
−−→
Hd−1) Ad−1
−ATd−1 S(−−→Hd−1)
⎞
⎠
T ⎛
⎝ S(
−−→
Hd−1) Ad−1
−ATd−1 S(−−→Hd−1)
⎞
⎠
=
⎛
⎝ S(
−−→
Hd−1)T −Ad−1
ATd−1 S(
−−→
Hd−1)T
⎞
⎠
⎛
⎝ S(
−−→
Hd−1) Ad−1
−ATd−1 S(−−→Hd−1)
⎞
⎠
=
⎛
⎝ S(
−−→
Hd−1)T S(
−−→
Hd−1) + Ad−1ATd−1 S(−−→Hd−1)TAd−1 − Ad−1S(−−→Hd−1)
ATd−1S(
−−→
Hd−1) − S(−−→Hd−1)TATd−1 S(−−→Hd−1)T S(−−→Hd−1) + ATd−1Ad−1
⎞
⎠
=
⎛
⎝ dI S(
−−→
Hd−1)TAd−1 − Ad−1S(−−→Hd−1)
ATd−1S(
−−→
Hd−1) − S(−−→Hd−1)TATd−1 dI
⎞
⎠ ,
where the last equality holds because S(
−−→
Hd−1)T S(
−−→
Hd−1) = (d − 1)I and Ad−1ATd−1 = I.
Fact 1. S(
−−→
Hd−1)Ad−1 + Ad−1S(−−→Hd−1) = 0.
Proof of Fact 1. For any two vertices i, j ∈ {1, 2, . . . , 2d−1}, consider the following three cases: (i)
(i, j) ∈ Γ (−−→Hd−1); (ii) (j, i) ∈ Γ (−−→Hd−1); (iii) (i, j) /∈ Γ (−−→Hd−1) and (j, i) /∈ Γ (−−→Hd−1).
First it is assumed that (i, j) ∈ Γ (−−→Hd−1). FromStep2ofAlgorithm1,weget that either (i, i+2d−1) ∈
Γ (
−→
Hd) and (j + 2d−1, j) ∈ Γ (−→Hd), or (i + 2d−1, i) ∈ Γ (−→Hd) and (j, j + 2d−1) ∈ Γ (−→Hd) (see
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Fig. 3. The orientation of edges related to vertices i, j, i + 2d−1, j + 2d−1.
Fig. 3). Hence, ai,i+2d−1 + aj,j+2d−1 = 0. Similarly, we may get that ai,i+2d−1 + aj,j+2d−1 = 0 when
(j, i) ∈ Γ (−−→Hd−1). If (i, j) /∈ Γ (−−→Hd−1) and (j, i) /∈ Γ (−−→Hd−1), then si,j = 0.
From all the above, we get that si,jai,i+2d−1 + si,jaj,j+2d−1 = 0 for any two vertices i, j ∈ {1, 2,
. . . , 2d−1}. Since Ad−1 is a diagonal matrix, al,j+2d−1 = 0 for every l except l = j and ai,l+2d−1 = 0 for
every l except l = i. Hence,
2d−1∑
l=1
si,lal,j+2d−1 +
2d−1∑
l=1
ai,l+2d−1sl,j = 0,
which implies that S(
−−→
Hd−1)Ad−1 + Ad−1S(−−→Hd−1) = 0. 
Since S(
−−→
Hd−1) is the skew-adjacency matrix of
−−→
Hd−1, S(
−−→
Hd−1) = −S(−−→Hd−1)T . By Fact 1, we have
S(
−−→
Hd−1)TAd−1 − Ad−1S(−−→Hd−1) = 0
and
ATd−1S(
−−→
Hd−1) − S(−−→Hd−1)TATd−1 = 0.
Hence, S(
−→
Hd)
T S(
−→
Hd) = dI. 
The proof of Theorem 1.1. Combining Lemma 2.1 with Theorem 2.3, we can obtain our result in
Theorem 1.1. 
Example 2.4. Consider the first four hypercubes H1,H2,H3,H4. Applying Algorithm 1, we obtain the
first four orientedhypercubes
−→
H1,
−→
H2,
−→
H3,
−→
H4(see Fig. 4).Note that eachoneof thesedigraphs is unique
under isomorphism. Their respective skew-adjacency matrices are
S(
−→
H1) =
⎛
⎝ 0 1
−1 0
⎞
⎠ , S(−→H2) =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 1 1 0
−1 0 0 −1
−1 0 0 1
0 1 −1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
,
S(
−→
H3) =
⎛
⎝ S(
−→
H2) A2
−AT2 S(−→H2)
⎞
⎠ , S(−→H4) =
⎛
⎝ S(
−→
H3) A3
−AT3 S(−→H3)
⎞
⎠ ,
where A2 = diag(1,−1,−1, 1) and A3 = diag(1,−1,−1, 1,−1, 1, 1,−1). By Theorem 2.3,
S(
−→
Hd)
T S(
−→
Hd) = dI(d = 1, 2, 3, 4). Hence, their skew energies are 2, 4
√
2, 8
√
3, 32, respectively.
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Fig. 4. The first four oriented hypercubes
−→
H1 ,
−→
H2 ,
−→
H3 ,
−→
H4 .
Next, we shall give Hd a new orientation
−→
Hd such that SpS(
−→
Hd) = iSp(Hd), which implies that the
skew energy of
−→
Hd is the same as the energy of Hd.
Algorithm 2.
Step 1: Give the hypercube H1 an orientation
−→
H1 such that (1, 2) ∈ Γ (−→H1).
Step 2: Assume that H1,H2, . . . ,Hi have been oriented into
−→
H1,
−→
H2, . . . ,
−→
Hi . For Hi+1, we give an
orientation
−−→
Hi+1 using the following method:
(i) Take two copies of
−→
Hi , and put an edge between each vertex in the first copy and the corre-
spondingvertex in the secondcopy.Assumethat thevertex setof thefirst copy is {1, 2, . . . , 2i}
and the corresponding vertex set of the second copy is {2i + 1, 2i + 2, . . . , 2i+1}.
(ii) Give each edge between {1, 2, . . . , 2i} and {2i +1, 2i +2, . . . , 2i+1} an orientation such that
(k, 2i + k) ∈ Γ (−−→Hi+1) for k = 1, 2, . . . , 2i (see Fig. 5).
Step 3: If i + 1 = d, stop; else take i := i + 1, return to Step 2.
Remark that the skew-adjacencymatrix of
−→
H1, obtained in Algorithm 2, is S(
−→
H1) =
⎛
⎝ 0 1
−1 0
⎞
⎠. It is
easy to verify that SpS(
−→
H1) = iSp(H1) (also see Theorem 2.2 in [8]). This implies that ES(−→H1) = E(H1).
It is assumed that d  2 in the proof of Theorem 1.2.
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Fig. 5. Change each edge between two copies of
−→
Hi into an oriented edge.
The proof of Theorem 1.2. Let A(Hd), E(Hd) denote the adjacency matrix and the energy of Hd,
respectively. We shall prove that ES(−→Hd) = E(Hd) by induction on d.
If d = 2, then the skew-adjacency matrix of −→H2, obtained in Algorithm 2, is
S(
−→
H2) =
⎛
⎝ S(
−→
H1) I
−I S(−→H1)
⎞
⎠ .
Let P2 = diag(−1,−1,−1, 1) and Q2 = diag(1,−1,−1,−1). It is easy to verify that P2S(−→H2)Q2 =
A(H2). The singular values of a real matrix are invariant under multiplication by an orthogonal matrix.
Note that iσ is the corresponding eigenvalue of B if σ is a singular value of a skew-symmetric matrix
B. We have SpS(
−→
H2) = iSp(H2), which implies that ES(−→H2) = E(H2).
Now we suppose that there exist two diagonal matrices Pk,Qk with each diagonal element being
either 1 or −1 such that PkS(−→Hk)Qk = A(Hk), implying SpS(−→Hk) = iSp(Hk) for k  d − 1. Then
ES(−→Hk) = E(Hk) for k  d − 1. By Algorithm 2, the skew-adjacency matrix of −−→Hk+1 is
S(
−−→
Hk+1) =
⎛
⎝ S(
−→
Hk) I
−I S(−→Hk)
⎞
⎠ .
Take
Pk+1 =
⎛
⎝ Pk 0
0 −Qk
⎞
⎠ , Qk+1 =
⎛
⎝ Qk 0
0 Pk
⎞
⎠ ,
where 0 denotes the zero matrix of the same size as that of Pk . By a simple calculation, we obtain
Pk+1S(
−−→
Hk+1)Qk+1 =
⎛
⎝ Pk 0
0 −Qk
⎞
⎠
⎛
⎝ S(
−→
Hk) I
−I S(−→Hk)
⎞
⎠
⎛
⎝ Qk 0
0 Pk
⎞
⎠
=
⎛
⎝ PkS(
−→
Hk)Qk PkPk
QkQk −QkS(−→Hk)Pk
⎞
⎠
=
⎛
⎝ PkS(
−→
Hk)Qk PkPk
QkQk PkS(
−→
Hk)Qk
⎞
⎠ ,
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Fig. 6. The first four oriented hypercubes
−→
H1,
−→
H2,
−→
H3,
−→
H4.
where the last equality holds because (QkS(
−→
Hk)Pk)
T = Pk(S(−→Hk))TQk = −PkS(−→Hk)Qk . Note that
the two diagonal matrices Pk,Qk have each diagonal element either 1 or −1. By induction assump-
tion, one has Pk+1S(
−−→
Hk+1)Qk+1 = A(Hk+1). Therefore, SpS(−−→Hk+1) = iSp(Hk+1), which implies that
ES(−−→Hk+1) = E(Hk+1).
It is easy to verify that
−→
Hd is nonisomorphic to
−→Hd. 
Theorem 1.2 implies that the skew energy of the digraph
−→
Hd is the same as the energy of its
underlying graph Hd, which partially answers Problem 1.2 stated in Section 1.
Example 2.5. Consider the first four hypercubes H1,H2,H3,H4. Applying Algorithm 2, we obtain the
first four oriented hypercubes
−→
H1,
−→
H2,
−→
H3,
−→
H4(see Fig. 6). It is easy to verify that
ES(−→H1) = E(H1) = 2, ES(−→H2) = E(H2) = 4,
ES(−→H3) = E(H3) = 12, ES(−→H4) = E(H4) = 24.
This example shows that Theorem 1.2 is valid.
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