Left-symmetric algebras and homogeneous improper affine spheres by Fox, Daniel J. F.
ar
X
iv
:1
70
7.
08
89
6v
2 
 [m
ath
.D
G]
  1
 N
ov
 20
17
LEFT-SYMMETRIC ALGEBRAS AND HOMOGENEOUS IMPROPER AFFINE
SPHERES
DANIEL J. F. FOX
Abstract. The nonzero level sets in n-dimensional flat affine space of a translationally homoge-
neous function are improper affine spheres if and only if the Hessian determinant of the function
is equal to a nonzero constant multiple of the nth power of the function. The exponentials of
the characteristic polynomials of certain left-symmetric algebras yield examples of such func-
tions whose level sets are analogues of the generalized Cayley hypersurface of Eastwood-Ezhov.
There are found purely algebraic conditions sufficient for the characteristic polynomial of the
left-symmetric algebra to have the desired properties. Precisely, it suffices that the algebra has
triangularizable left multiplication operators and the trace of the right multiplication is a Koszul
form for which right multiplication by the dual idempotent is projection along its kernel, which
equals the derived Lie subalgebra of the left-symmetric algebra.
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1. Introduction
Let ∇̂ be the standard flat affine connection on Rn+1 and fix a ∇̂-parallel volume form Ψ. Define
H(F ) by detHessF = H(F )Ψ⊗2. An immersed hypersurface Σ in Rn+1 is nondegenerate if its
second fundamental form with respect to ∇̂ is nondegenerate. In this case, there is a distinguished
equiaffinely invariant transverse vector field defined alongΣ, the equiaffine normal. A nondegenerate
connected hypersurface Σ is an improper affine sphere if its equiaffine normals are parallel. By
Theorem 2.3, the level sets of a smooth translationally homogeneous function F on Rn+1 satisfying
H(F ) = cFn+1(1.1)
for some c 6= 0 are improper affine spheres. That F be translationally homogeneous means that
there is a constant vector ei ∈ Rn+1 such that F (x+ te) = eλtF (x) for all t ∈ R and x ∈ Rn+1.
The main result reported here is Theorem 1.1, which yields translationally homogeneous solu-
tions of (1.1) having the form F = eP where P is a weighted homogeneous polynomial arising as
the characteristic polynomial of the left-symmetric algebra associated with the prehomogeneous
action of a simply-connected solvable Lie group. These solutions of (1.1) have the nice properties
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that they are defined and nonvanishing on all of Rn+1 and their level sets are connected, every-
where nondegenerate graphs that are homogeneous with respect to the action of a group of affine
transformations.
An algebra (A, ⋆) means a finite-dimensional vector space A with a bilinear product (multipli-
cation) ⋆ : A × A → A that need not be either unital or associative. Here mainly Lie algebras
and left-symmetric algebras are considered, although other algebras are mentioned occasionally. A
left-symmetric algebra1 (abbreviated LSA) (A, ⋆) is a vector space A equipped with a multiplication
⋆ such that the associated skew-symmetric bracket [a, b] = a ⋆ b− b ⋆ a satisfies the Jacobi identity,
so makes A into a Lie algebra, and such that the left regular representation L : A → End(A) defined
by L(a)b = a ⋆ b is a Lie algebra representation, meaning [L(a), L(b)] = L([a, b]). Equivalently, the
right regular representation R : A → End(A) defined by R(a)b = b ⋆ a satisfies
R(x ⋆ y)−R(y)R(x) = [L(x), R(y)].(1.2)
By (1.2) the trace form τ defined on A by τ(x, y) = trR(x)R(y) = trR(x ⋆ y) is symmetric. An
LSA is incomplete if the linear form trR is not zero. For an incomplete LSA with nondegenerate
trace form τ , the unique element r ∈ A such that trR(x) = τ(r, x) for all x ∈ A, is an idempotent
called the right principal idempotent. An LSA (A, ⋆) defined over a field k of characteristic zero is
triangularizable if there is a basis of A with respect to which every L(x) is triangular. By Lemma
5.2 this is equivalent to the condition that the underlying Lie algebra (A, [ · , · ]) is solvable and for
every x ∈ A the eigenvalues of L(x) are contained in k.
Theorem 1.1. Let (A, ⋆) be a triangularizable n-dimensional LSA over a field of characteristic zero
and having nondegenerate trace form τ and codimension one derived Lie subalgebra [A,A]. Let G be
the simply-connected Lie group with Lie algebra (A, [ · , · ]). There are a nonzero constant c and a
closed unimodular subgroup H ⊂ G having Lie algebra [A,A], such that the characteristic polynomial
P (x) = det(I + R(x)) of (A, ⋆) solves H(eP ) = cenP , and the level sets of P are improper affine
spheres homogeneous for the action of H and having affine normals equal to a constant multiple of
the right principal idempotent r.
The translational homogeneity of eP is equivalent to the identity P (x + tr) = P (x) + t, while
the weighted homogeneity of P is the statement that dP (E) = P where E is the vector field
Ex = r + r ⋆ x.
LSAs were introduced by Vinberg in [23] as a tool in the classification of homogeneous convex
cones. In [23], a triangularizable LSA with a Koszul form for which the associated metric is
positive definite is called a clan; see also [22], where there is studied the more general class of
triangularizable LSAs equipped with a positive definite Hessian metric (the definitions are recalled
in section 4). In [23], Vinberg showed that the automorphism group of a homogeneous convex cone
contains a triangularizable solvable subgroup acting simply transitively on the cone, and established
a bijective correspondence between clans and homogeneous convex cones. Although it has not been
completely developed, there should be a correspondence similar to that for homogeneous convex
cones relating a different sort of prehomogeneous actions of solvable Lie groups with the domains
bounded by homogeneous improper affine spheres. In the special case of a convex cone that is a
component of the complement of the zero set of the fundamental relative invariant of a real form of
an irreducible regular prehomogeneous vector space, the relative invariantQ of the prehomogeneous
vector space is among the relative invariants of this triangular subgroup. If the underlying space has
dimension n, Q solves an equation of the form H(Q) = cQm where m = n(k− 2)/k and k = degQ.
The equation H(P ) = cPn results formally when the homogeneity degree k tends to ∞, so in
some formal sense the analogue for this equation of degree k homogeneous polynomial solutions
1Left-symmetric algebras are also called pre-Lie algebras, Vinberg algebras, Koszul-Vinberg algebras, and chrono-
logical algebras, and some authors prefer to work with the opposite category of right-symmetric algebras.
LEFT-SYMMETRIC ALGEBRAS AND HOMOGENEOUS IMPROPER AFFINE SPHERES 3
of H(Q) = cQm should be functions that somehow can be regarded as polynomials homogeneous
of infinite degree. The conclusion of Theorem 1.1 shows that this makes sense if one regards a
translationally homogeneous exponential of a weighted homogeneous polynomial as having infinite
homogeneity degree. The point relevant here is that the P of Theorem 1.1 is relatively invariant
for the action of the simply-connected Lie group corresponding to the Lie algebra underlying the
LSA, so that Theorem 1.1 fits the case of improper affine spheres in a common framework with the
case of proper affine spheres studied in [11].
Section 2 presents the needed background on improper affine spheres. Theorem 2.3 shows that
the level sets of a translationally homogeneous function are improper affine spheres if and only if
the function solves a Monge-Ampère equation of the form (1.1). Lemma 2.5 shows the equivalence
of (1.1) to various other equations of Monge-Ampère type; these alternative formulations are used
in the proof of Theorem 1.1.
Section 3 reviews background on left-symmetric algebras, affine actions, and completeness. Al-
though most of this material can be found in other sources, it is recalled here to have in one place
all that is needed in subsequent sections. Following H. Shima, an LSA is Hessian if it admits a
nondegenerate symmetric bilinear form (a metric) satisfying the compatibility condition (4.1). Sec-
tion 4 treats Hessian LSAs. The technical Lemma 4.1 generalizes to indefinite signature Hessian
LSAs results obtained for clans by H. Shima and E. B. Vinberg. Theorem 4.3 gives conditions on a
Hessian LSA that in conjunction with Theorem 2.3 guarantee that the level sets of its characteristic
polynomial are improper affine spheres.
There are many notions of nilpotence used in studying LSAs and section 5 discusses the interre-
lationships between those most relevant here. Some of the results obtained have purely algebraic
interest. Theorem 5.10 shows that a finite-dimensional LSA over a field of characteristic zero is
nilpotent if and only if it is right nilpotent with nilpotent underlying Lie algebra. The reader
should see section 5 for the definitions because terminology related to notions of nilpotent varies
with the source; here the conventions follow those standard in the study of nonassociative algebras,
so that an algebra is nilpotent if the associative multiplication algebra generated by all left and
right multiplication operators is nilpotent.
By Lemma 5.6 such a right nilpotent LSA with nilpotent underlying Lie algebra is triangulariz-
able, and there results the following corollary of Theorem 6.10.
Corollary 1.2. Let (A, ⋆) be an n-dimensional LSA over a field of characteristic zero that is right
nilpotent with nilpotent underlying Lie algebra. Suppose the trace-form τ is nondegenerate and the
derived Lie subalgebra [A,A] has codimension one. Let G be the simply-connected Lie group with
Lie algebra (A, [ · , · ]). There are a nonzero constant c and a closed unimodular subgroup H ⊂ G
having Lie algebra [A,A], such that the characteristic polynomial P (x) = det(I + R(x)) of (A, ⋆)
solves H(eP ) = cenP , and the level sets of P are improper affine spheres homogeneous for the action
of H and having affine normals equal to a constant multiple of the right principal idempotent r.
By Theorem 5.10 the nilpotency hypothesis of Corollary 1.2 can be restated simply as that (A, ⋆)
be nilpotent.
Theorem 6.10 gives a sort of weight space decomposition of an LSA as in Theorem 1.1 that is
useful in constructing examples. Although this is not developed systematically, section 7 concludes
with some illustrative examples obtained by applying Theorem 1.1.
A motivating example, treated in Example 7.3, is given by the nth generalized Cayley hypersur-
face, defined by M. Eastwood and V. Ezhov in [7] as the zero level set of the polynomial
Φn(x1, . . . , xn) =
n∑
i=1
(−1)i
1
i
∑
j1+···+ji=n
xj1 . . . xji =
∑
λ⊢n
(−1)|λ|
cλ
|λ|
x(λ),(1.3)
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where the second sum is over all partitions λ of n; |λ| is the length of the partition λ; x(λ) =
xm11 . . . x
mn
n , where mi is the multiplicity of i in λ; and cλ is the number of integer compositions
of n determining the partition λ. Eastwood and Ezhov prove that the Cayley hypersurface is
an improper affine sphere admitting a transitive abelian group of affine motions and whose full
symmetry group has one-dimensional isotropy. They ask if these properties characterize these
hypersurfaces, and with the additional assumption that the domain above the hypersurface is
homogeneous this was proved by Y. Choi and H. Kim in [6] using the theory of LSAs. Relations
between homogeneous improper affine spheres, LSAs, and Monge-Ampère equations like that in
Theorem 1.1 and Theorems 4.3 and 6.10 in section 3 have been studied by Choi and Kim and
K. Chang in the papers [4], [5], and [6], that address a characterization of the generalized Cayley
hypersurfaces conjectured in [7]. Their work, as well as that of H. Shima [22] and A. Mizuhara
[19, 20], provided motivation for the material described here. In example 7.3 there is constructed for
each positive integer n an LSA (Cn, ⋆) that satisfies the hypotheses of Theorem 1.1 and, by Lemma
7.5, has the polynomial Pn = 1 − nΦn as its characteristic polynomial. This gives an alternative
demonstration that the Cayley hypersurfaces are homogeneous improper affine spheres with the
properties demonstrated in [7]. A consequence, also proved in Lemma 7.5, of the realization of
1− nΦn as a determinant, is the recursive formula
Φn(x1, . . . , xn) = −xn +
n−1∑
i=1
( in − 1)xiΦn−i(x1, . . . , xn−i),(1.4)
determining Φn (where Φ1(x) = −x).
2. Improper affine spheres as level sets
This section gives the background on improper affine spheres and translationally homogeneous
functions needed to understand the statement and proof of Theorem 1.1. The reader primarily
interested in left-symmetric algebras can skip directly to section 3.
The group Aff(n + 1,R) of affine transformations of Rn+1 comprises the automorphisms of the
standard flat affine connection ∇̂ on Rn+1. Elements of its subgroup preserving the tensor square
Ψ2 of a fixed ∇̂-parallel volume form Ψ are called unimodular affine or equiaffine.
Let Σ be a connected coorientable nondegenerate immersed hypersurface in Rn+1. Via the
splitting TRn+1 = TΣ ⊕ 〈N〉 determined by a vector field N transverse to Σ, the connection
∇̂ induces on Σ a connection ∇, a symmetric covariant two tensor h representing the second
fundamental form, a shape operator S ∈ Γ(End(TΣ)), and the connection one-form τ ∈ Γ(T ∗Σ);
these are defined by ∇̂XY = ∇XY + h(X,Y )N and ∇̂XN = −S(X) + τ(X)N , where X and Y
are tangent to Σ. Here, as in what follows, notation indicating the restriction to Σ, the immersion,
the pullback of TRn+1, etc. is omitted. As generally in what follows, when indices are used
the abstract index and summation conventions are employed and indices are to be understood as
labels indicating valence and symmetries. Tensors on Σ are labeled using capital Latin abstract
indices. That Σ be nondegenerate means that the second fundamental form of Σ, equivalently hIJ , is
nondegenerate. Since by assumption Σ is cooriented, it is orientable, and the interior multiplication
ι(N)Ψ is a volume form on Σ. Since ∇̂Ψ = 0, for X tangent to Σ, ∇Xι(N)Ψ = τ(X)ι(N)Ψ. Let
volh = qι(N)Ψ be the volume form induced on Σ by h and the orientation consistent with ι(N)Ψ.
Since vol2h = | deth|,
(2.1) hPQ∇IhPQ = 2vol
−1
h ∇Ivolh = 2
(
q−1dqI + τI
)
.
Any other transversal to Σ has the form N˜ = a(N + Z) for a nowhere vanishing function a and
a vector field Z tangent to Σ. The second fundamental form h˜, connection ∇˜, and connection
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one-form τ˜ determined by N˜ and ∇̂ are related to h, ∇, and τ by
h˜IJ = a
−1hIJ , ∇˜ = ∇− hIJZ
K , τ˜I = τI + a
−1daI + hIPZ
P .(2.2)
It follows from (2.1) and (2.2) that
(2.3) nτ˜I + h˜
PQ∇˜I h˜PQ = nτI + h
PQ∇IhPQ + (n+ 2)Z
PhIP ,
where hIJ and h˜IJ are the symmetric bivectors inverse to hIJ and h˜IJ . Since (2.3) does not depend
on a, the span of N˜ is determined by requiring nτ˜I = −h˜PQ∇˜I h˜PQ, so that, by (2.1) and (2.3),
(2.4) ZPhPI = − 1n+2
(
nτI + h
PQ∇IhPQ
)
= −τI −
2
n+2q
−1dqI = −
1
2h
PQ∇IhPQ +
1
n+2q
−1dqI .
Whatever is a, the resulting transversal N˜ is called an affine normal, and the line field it spans is
called the affine normal distribution of Σ. Since det h˜ = a−n deth, the equiaffine normal W = a(N+
Z) is determined up to sign by requiring |volh˜| = |ι(W)Ψ|, which forces q = |a|
(n+2)/2. By (2.2), the
connection one-form associated with the equiaffine normal vanishes. Once a coorientation has been
fixed, let ∇, h, and S be determined by the cooriented equiaffine normal. The pseudo-Riemannian
metric hIJ is called the equiaffine metric. The equiaffine mean curvature is H = n−1SI I .
A coorientable nondegenerate connected hypersurface Σ is an improper affine sphere if its
equiaffine normals are parallel. It is straightforward to check that Σ is an improper affine sphere if
and only if the shape operator determined by any affine normal vanishes identically.
The definition of a connected affine sphere does not require a choice of coorientation, but some
coherence condition on coorientations is necessary when there are multiple connected components.
The convention used in this paper is the following. A smoothly immersed hypersurface having
more than one connected component is an improper affine sphere if each connected component is
an improper affine sphere and the affine normal lines of the different components are all parallel and
there is a choice of coorientations of the components so that for the equiaffine normal consistent
with this choice the signatures modulo 4 of the equiaffine metrics of the different components are
all the same. Note that if a disconnected hypersurface is an affine sphere with respect to a given
choice of coorientations of the components, it is an affine sphere with respect to the opposite choice
of coorientations, but with respect to no other choice of coorientations. In this sense, the definition
is consistent with the definition for a connected hypersurface.
Let Ω ⊂ Rn+1 be an open domain (a nonempty open subset). For F ∈ Ck(Ω) let Fi1...ik =
∇̂i1 . . . ∇̂ik−1dFik , and let gij = (HessF )ij = Fij = ∇̂idFj be the Hessian of F . As detHessF
and the tensor square Ψ2 are 2-densities, it makes sense to define the Hessian determinant H(F )
of a C2 function F by detHessF = H(F )Ψ2. If x1, . . . , xn+1 are coordinate functions such that
dx1, . . . , dxn+1 is a ∇̂-parallel coframe and Ψ = dx1 ∧ · · · ∧ dxn+1, then H(F ) = det ∂
2F
∂xi∂xj .
Where H(F ) is nonzero, gij is a pseudo-Riemannian metric with inverse symmetric bivector gij .
In this case, indices are raised and lowered using gij and gij , so, for example, F i = gipFp. There is
written |dF |2g = F
pFp, although this need not be positive when gij is not positive definite.
Let ℓ : Aff(n + 1,R) → GL(n + 1,R) be the projection onto the linear part. Because of the
identity g · H(F ) = det 2ℓ(g)H(g · F ), the equation
H(F ) = φ(F )(2.5)
is affinely covariant in the sense that F solves (2.5) for some function φ if and only if g · F solves
(2.5) with a positive constant multiple of φ in place of φ. In particular, it is natural to consider
solutions of (2.5) up to unimodular affine equivalence. Moreover, the affine covariance suggests also
that properties of the equations (2.5) should be reflected in the unimodular affine geometry of the
level sets of F .
An interesting general problem is the determination up to affine equivalence of all sufficiently
smooth solutions of (2.5) on a domain Ω ⊂ Rn+1 for some particular choice of φ, e.g. when φ is a
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power or an exponential, and for particular choices of Ω. Of particular interest are cases of (2.5)
that admit solutions that are entire, meaning defined on all of Rn+1, or polynomial, meaning that
Fi1...ik = 0 for some k.
Here the interest is in equations of the form (2.5) whose solutions have level sets that are improper
affine spheres. Requiring some kind of homogeneity property of the function F restricts the possible
forms of φ in (2.5). In particular, here there will be considered functions F that are translationally
homogeneous in the sense explained next, and that such a function solve an equation of the form
(2.5) forces φ to be a polynomial. The precise statement is Theorem 2.3.
Let Ω ⊂ Rn+1 be an open domain. For F ∈ C0(Ω) and r ∈ R, let Σr(F,Ω) = {x ∈ Ω : F (x) = r}.
For λ ∈ R define Aλ(Ω) to comprise those F ∈ C0(Ω) ∩ C∞(Ω \ Σ0(F,Ω)) for which there exists
a parallel vector field (that is, a constant vector) ei ∈ Rn+1 such that F (x + te) = eλtF (x) for
all t ∈ R and x ∈ Ω such that x + te ∈ Ω. An element of Aλ is λ-translationally (affinely)
homogeneous with axis ei. For F ∈ C0(Ω) and g ∈ Aff(n + 1,R) define g · F ∈ C0(gΩ) by
(g · F )(x) = F (g−1x). Translational affine homogeneity is an affinely invariant condition in the
sense that F is translationally homogeneous if and only if g · F is translationally homogeneous for
all g ∈ Aff(n+ 1,R).
Lemma 2.1. A function F ∈ C∞(Ω\Σ0(F,Ω))∩C
0(Ω) is in Aλ(Ω) if and only if there is ei ∈ Rn+1
such that epFp = λF .
Proof. First suppose F ∈ Aλ(Ω). If x ∈ Ω and F (x) 6= 0 then, for any t ∈ R such that x+ te ∈ Ω,
F (x+ te) = eλtF (x) 6= 0, so x+ te /∈ Σ0(F,Ω). Since Ω is open, there is some small interval I ⊂ R
containing 0 such that x+ te ∈ Ω for t ∈ I. Hence epFp(x) = ddt
∣∣
t=0
F (x+ te) = ddt
∣∣
t=0
(
eλtF (x)
)
=
λF (x). Now suppose F ∈ C∞(Ω \Σ0(F,Ω)) ∩C0(Ω) satisfies epFp = λF for some fixed ei ∈ Rn+1.
Then f(t) = F (x + te) solves the initial value problem f(0) = F (x) and ddtf(t) = λf(t), so
F (x+ te) = f(t) = eλtF (x) for t such that x+ te ∈ Ω. 
Let R× = GL(1,R) be the group of nonzero real numbers.
Lemma 2.2. Suppose given an open domain Ω ⊂ Rn+1 and F ∈ Aλ(Ω) for λ ∈ R×. By Lemma
2.1 there is a vector field ei ∈ Rn+1 such that epFp = λF . For r ∈ R
×, the level set Σr(F,Ω) is
smoothly immersed and transverse to ei, and Σr(F,Ω) is nondegenerate if and only if H(F ) does
not vanish on Σr(F,Ω), in which case dF and |dF |
2
g do not vanish on Σr(F,Ω), and Σr(F,Ω) is
coorientable with equiaffine normal
(2.6) Wi = −λ−1(n+ 2)−1 |FH(F )|1/(n+2)
(
F−1ei + λH(F )−1H(F )i
)
.
Proof. Since ∇̂iej = 0, differentiating epFp = λF yields epFpi1...ik = λFi1...ik . Hence
λF i = ei, |dF |2g = F.(2.7)
Tracing epFijp = λFij and combining the result with (2.7) yields
e
p
H(F )p = H(F )e
pFpq
q = λ(n+ 1)H(F ),(2.8)
Since for x ∈ Σr(F,Ω), eiFi(x) = λr 6= 0, dF does not vanish on Σr(F,Ω) and so the level set
Σr(F,Ω) is smoothly immersed; moreover, ei is transverse to Σr(F,Ω). Let hIJ be the corresponding
second fundamental form. The restrictions FIJ , FIpep, and FI satisfy
FIJ = −λFhIJ , FIpe
p = λFI = 0, Fpqe
p
e
q = λ2F,(2.9)
along Σr(F,Ω). By (2.9), hIJ is nondegenerate along Σr(F,Ω) if and only H(F ) does not vanish
along Σr(F,Ω). In this case, it follows from (2.7) and λr 6= 0 that neither dF nor |dF |2g vanishes
along Σr(F,Ω).
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The equiaffine normal of Σr(F,Ω) has the form Wi = a(ei + Zi) where ZpFp = 0. Let
volh = qι(e)Ψ. By (2.1), 2q−1qI = hPQ∇IhPQ and so, since ∇̂iej = 0, it follows from (2.3) that
λ−1F−1(n+ 2)ZP gIP = −(n+ 2)Z
PhIP = 2q
−1dqI . On the other hand, it follows from (2.9) that
q = |λ|−(n+2)/2|F |−(n+1)/2|H(F )|1/2. Hence, by (2.7) and (2.8), Zi = (n+2)−1λF (H(F )−1H(F )i−
(n + 1)F−1F i) is tangent to Σr(F,Ω), and |a| = |λ|−1|F |−(n+1)/(n+2)|H(F )|1/(n+2). With the
coorientation convention these formulas combine to yield (2.6). 
Let sgn : R× → Z/2Z be the sign homomorphism sgn(r) = r|r|−1. Define the standard coori-
entation of a connected component of a level set of F to be that consistent with the vector field
− sgn(|dF |2g)F
i, where F i = gipFp. That under the hypotheses of Theorem 2.3 this vector field is
nonzero follows from Lemma 2.2. Theorem 2.3 shows that the nonzero level sets of a translationally
homogeneous solution of (1.1) on Rn+1 are improper affine spheres.
Theorem 2.3. Let λ ∈ R×. Let Ω ⊂ Rn+1 be a nonempty open subset, and let I ⊂ R× be a
nonempty, connected, open subset. For F ∈ Aλ(Ω), let ΩI = F
−1(I)∩Ω. Let ei ∈ Rn+1 be the axis
of F . The following are equivalent.
(1) There is a nonvanishing function φ : I → R such that F solves H(F ) = φ(F ) on ΩI .
(2) For all r ∈ I each level set Σr(F,ΩI), equipped with the coorientation of its components
consistent with − sgn(|dF |2g)F
i, is an improper affine sphere with equiaffine normal equal
to cei for a constant c depending only on r (and not the connected component).
When these conditions hold, there is a nonzero constant c such that φ has the form φ(r) = crn+1.
Proof. Suppose there holds (2). That is, F ∈ Aλ(Ω) and there is a connected open interval I ⊂
R \ {0} such that for all r ∈ I each level set Σr(F,ΩI), equipped with the coorientation of its
components consistent with − sgn(|dF |2g)F
i, is an affine sphere with affine normal parallel to a fixed
vector e. Because, by assumption, each connected component of Σr(F,ΩI) is nondegenerate, Lemma
2.2 implies that neither H(F ) nor |dF |2g vanishes on Σr(F,ΩI). A posteriori, this justifies assigning
to each component the coorientation given by − sgn(|dF |2g)F
i. By assumption, the equaffine normal
W satisfiesW∧e = 0 along Σr(F,ΩI). Comparing with (2.6) shows that di logH(F ) = cei = cλFi for
some c locally constant on Σr(F,ΩI). Contracting with ei = λF i and using (2.8) yields (n+1)λ =
cλ2F , so that di logH(F ) = (n + 1)F−1Fi. Hence F−n−1H(F ) is locally constant on Σr(F,ΩI).
By assumption the signatures of the second fundamental forms of the connected components of
Σr(F,ΩI) are the same modulo 4, and by (2.9) this implies that the signatures of HessF on the
different connected components are the same modulo 4, and so the signs of H(F ) on the different
connected components must be the same. This means that |H(F )| can be replaced by one of ±H(F )
coherently on all of Σr(F,ΩI). Since by assumption there is ei ∈ Rn+1 such that Wi = cei for some
c depending only on r and not the connected component of Σr(F,ΩI), it follows from (2.6) that
H(F ) is constant on Σr(F,ΩI). This is true for each r ∈ I, and so there is a function φ defined on
I such that H(F ) = φ(F ) for x ∈ ΩI . This shows (2) =⇒ (1).
The implication (1) =⇒ (2) is proved as follows. If F ∈ Aλ(Ω) solvesH(F ) = φ(F ) on ΩI for some
nonvanishing function φ : I → R, then, by Lemma 2.2, each level set Σr(F,ΩI) is nondegenerate
and dF and |dF |2g do not vanish on Σr(F,ΩI). In particular, the equiaffine normal W
i is defined on
ΩI . Since H(F ) is constant on Σr(F,ΩI), d logH(F )∧dF = 0 on ΩI . Hence, by (2.7), H(F )−1H(F )i
is a multiple of F i = λ−1ei. In (2.6) this shows that Wi is a multiple of ei, so that the connected
components of Σr(F,ΩI) are affine spheres with affine normals parallel to ei. Since by assumption
H(F ) = φ(F ) depends only on r, and not on the component, it follows that the equiaffine mean
curvatures of different components of Σr(F,ΩI) are the same. In both cases, from the constancy of
H(F ) on each Σr(F,ΩI) and (2.9) it follows that the signatures of the distinct connected components
of Σr(F,ΩI) are the same modulo 4.
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Suppose given F ∈ Aλ(Ω), an open interval I ⊂ R \ {0}, and a function φ defined on I such
that H(F ) = φ(F ) for x ∈ ΩI . Since, by (2.8), H(F ) has positive homogeneity (n + 1)λ, there
holds φ(eλtr) = e(n+1)λtφ(r) for r ∈ I and t sufficently small. In particular, this shows that φ is
continuous on I. Similarly, setting h(t) = (eλt − 1)r,
lim
t→0
φ(r+h(t))−φ(r)
h(t) = limt→0
φ(eλtr)−φ(r)
λrt = limt→0
(e(n+1)λt−1)
λr φ(r) =
(n+1)
r φ(r),(2.10)
so that φ is differentiable at r and φ′(r) = (n+1)r φ(r). The general solution has the form φ(r) = cr
n+1
for some c 6= 0. 
Lemma 2.4. If F ∈ C∞(Rn+1) satisfies F (x+ te) = F (x) + λt for some 0 6= ei ∈ Rn+1 and some
λ ∈ R, then det(HessF + cdF ⊗ dF ) = c det(HessF + dF ⊗ dF ) for all c ∈ C∞(Rn+1).
Proof. By assumption eiFi = λ and eiFij = 0. Fix a unimodular basis e1, . . . , en+1 such that
en+1 = v. Writing HessF + cdF ⊗ dF as a matrix with respect to this basis, there results
det(HessF + cdF ⊗ dF ) =
∣∣∣∣FIJ 00 cλ2
∣∣∣∣ = c ∣∣∣∣FIJ 00 λ2
∣∣∣∣ = c det(HessF + dF ⊗ dF )(2.11)
where the indices I and J run over {1, . . . , n}. 
Lemma 2.5. Let V be an (n+1)-dimensional real vector space equipped with the standard equiaffine
structure (∇,Ψ), where Ψ is given by the determinant. Let W ⊂ V be a codimension one subspace,
let 0 6= e ∈ V be a vector transverse to W , and let µ ∈ V∗ be such that µ(e) = 1 and kerµ = W.
Equip W with the induced affine structure and the parallel volume form µ = ι(e)Ψ and define the
operator H with respect to this induced equiaffine structure. Let π : V → W be the projection along
the span 〈e〉 of e. The following are equivalent.
(1) The graph of f ∈ C∞(W) along e, {(w, te) ∈ W ⊕ 〈e〉 : t = f(w)}, is an improper affine
sphere with affine normals parallel to e.
(2) There is c ∈ R× such that H(f) = c on W.
(3) There is c ∈ R× such that F = µ− f ◦ π solves det(HessF + dF ⊗ dF ) = (−1)ncΨ2 on V.
(4) There is c ∈ R× such that G = exp(µ− f ◦ π) solves H(G) = (−1)ncGn+1 on V.
(5) There is c ∈ R× such that φ = log(µ− f ◦ π) solves H(φ) = (−1)n+1ce−(n+2)φ on {x ∈ V :
µ(x) > f ◦ π(x)}.
Proof. Routine computations show the first two equalities of
(−1)nH(f) ◦ π = Ψ−2 ⊗ (det(HessF + dF ⊗ dF )) = G−n−1H(G) = −e(n+2)φH(φ),(2.12)
while the third equality follows from Lemma 2.4. From (2.12) the equivalence of (2)-(5) is immedi-
ate. Since G is by definition translationally homogeneous in the e direction, the equivalence of (1)
and (4) follows from Theorem 2.3. 
Remark 2.6. After an equiaffine transformation, V, W, e, and the associated connections and
volume forms can always be put in the following standard form. Let V = Rn+1 be equipped
with its standard equiaffine structure (∇,Ψ), where Ψ = dx1 ∧ · · · ∧ dxn+1, and regard Rn as the
equiaffine subspace W = {x ∈ V : xn+1 = 0} with the induced connection, also written ∇, and
the volume form µ = dx1 ∧ · · · ∧ dxn. Here µ = dxn+1, and the relation between f and F is
F (x1, . . . , xn+1) = xn+1 − f(x1, . . . , xn).
Remark 2.7. Examples of solutions of H(f) = c abound.
(1) If c < 0, any function of the form f(x1, . . . , xn+1) = (−c)1/2x1xn+1+q(x1)+ 12
∑n
i=2 x
2
i with
q ∈ C2(R) solves H(f) = c on all of Rn+1. This gives an infinitude of affinely inequivalent
solutions to H(f) = c for c < 0, and so, by Lemma 2.5, an infinitude of affinely inequivalent
entire solutions of H(G) = (−1)ncGn+1 with c < 0.
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(2) Let V be an n-dimensional vector space. Let Φ : V → V be a C1 diffeomorphism and
write Φi j = ∂∂xiΦ(x)
j . Define f : V × V∗ → R by f(x, y) = ypΦ(x)p. Let µ be the
standard parallel volume form on V and let Ψ be the parallel volume form on V × V∗
determined by µ and the dual volume form on V∗. A straightforward computation shows
that H(f) = (−1)n(det Φi j)2, where H is defined with respect to Ψ and φ∗(µ) = (det Φi j)µ.
In particular, if Φ has constant Jacobian, detΦi j = c, then H(f) = (−1)nc2. In this case
HessF has split signature.
In section 3 it is shown how to construct many more solutions of the equations in Lemma 2.5
from prehomogeneous actions of solvable Lie groups. Some simple, but typical, examples obtained
in this way are given by the translationally homogeneous (in the z-direction) functions
F (x, y, z) = ez−x
2−y2 , G(x, y, z) = ex
3/3−xy+z,(2.13)
that solve H(F ) = 4F 3 and H(G) = −G3, respectively. By Lemma 2.5 their level sets are improper
affine spheres.
3. Left-symmetric algebras, affine actions, and completeness
This section reviews basic material on LSAs in a form adequate for later applications. Part of
the material presented is an amalgamation of background taken from [12], [13], [16], [17], [18], [21],
[23]. In particular, many results from J. Helmstetter’s [13] are used.
Although all LSAs considered in this section have finite dimension over a field of characteristic
zero, these conditions are sometimes repeated so that the statements of lemmas and theorems are
self-contained. The base field is usually supposed to be R, but this is stated explicitly where it is
necessary, and many claims remain true over an arbitrary field k of characteristic zero.
For a connected Lie group G with Lie algebra g, the isomorphism classes of the following struc-
tures are in pairwise bijection:
• Left-invariant flat torsion-free affine connections on a Lie group G.
• Left-symmetric structures on the Lie algebra g of G compatible with the Lie bracket on g.
• Étale affine representations of the Lie algebra g.
This section begins by sketching the constructions of the bijections. While this is explained else-
where, for example in Proposition 1.1 of [16], [3], or [15], it is recalled here to fix terminology and
notation for later use.
A map f : A → B between affine spaces A and B is affine if there is a linear map ℓ(f) : V → W,
between the vector spaces V and W of translations of A and B, such that f(q)− f(p) = ℓ(f)(q − p)
for all p, q ∈ A. With the operation of composition the bijective affine maps of A to itself form
the Lie group Aff(A) of affine automorphisms of A, and ℓ : Aff(A) → GL(V) is a surjective Lie
group homomorphism. A one-parameter subgroup through the identity in Aff(A) has the form
IdA + tφ+ O(t2) for some affine map φ : A→ V. Consequently, the Lie algebra aff(A) of Aff(A) is
the vector space of affine maps from A to V equipped with the bracket [f, g] = ℓ(f)◦g− ℓ(g)◦f . An
affine representation of a Lie algebra (g, [ · , · ]) on the affine space A is a Lie algebra homomorphism
ρ : g → aff(A), that is, a linear map satisfying ρ([a, b]) = ℓ(ρ(a))ρ(b) − ℓ(ρ(b))ρ(a) for all a, b ∈
g. Any choice of fixed point (origin) a0 ∈ A determines a projection t : aff(A) → V onto the
translational part defined by t(f) = f(a0), so that f(a) = ℓ(f)(a − a0) + t(f) for any a ∈ A.
The Lie bracket on aff(A) can be transported to End(V) ⊕ V via the resulting linear isomorphism
ℓ⊕ t : aff(A)→ End(V)⊕ V.
Let ρ : g → aff(A) be an affine representation of the Lie algebra (g, [ · , · ]) on the affine space
A with translations V. The representation ρ is faithful if it is injective, it is prehomogeneous at x0
if there exists x0 ∈ A such that the map g → V defined by a → ρ(a)x0 is a linear surjection, and
it is étale at x0 if there exists x0 ∈ A such that the map g → V defined by a → ρ(a)x0 is a linear
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isomorphism. (If it is not important what x0 is, ρ is simply said to be prehomogeneous or étale.)
An affine representation is étale if and only if it is faithful and prehomogeneous.
Let (A, ⋆) be a finite-dimensional LSA. Let ℓ : aff(A)→ End(A) be the projection onto the linear
part and let t : aff(A)→ A be the projection, t(φ) = φ(0), corresponding to the origin 0 ∈ A. That
⋆ be left-symmetric is equivalent to the requirement that the map φ = L ⊕ I : A → End(A)⊕ A ≃
aff(A) be an affine Lie algebra representation, where I is the identity endomorphism of A and the
isomorphism End(A) ⊕ A ≃ aff(A) is that inverse to ℓ ⊕ t. Since t ◦ φ = I, that is φ(a)0 = a, φ is
étale. The map φ is the canonical affine representation of the LSA (A, ⋆).
In the other direction, given an étale affine representation ρ : g → aff(A), for a, b ∈ g there
exists a unique a ⋆ b ∈ g such that ℓ(ρ(a))ρ(b)x0 = ρ(a ⋆ b)x0. From the fact that ρ is a Lie algebra
representation it follows that ⋆ is a left-symmetric multiplication on g with underlying Lie bracket
[ · , · ]. The special case where g = A = A is a vector space with origin x0 = 0 and t ◦ ρ = I
yields the affine representation ρ : A → aff(A) of the Lie algebra (A, [ · , · ]) and the compatible
left-symmetric multiplication a ⋆ b = ρ(a ⋆ b)0 = ℓ(ρ(a))b = ρ(a)(0+ b)− ρ(a)0 = ρ(a)b− a with left
multiplication operator L = ℓ ◦ ρ.
The étale affine representation ρ : A → aff(A) determined by a left-symmetric multiplica-
tion ⋆ extends to a faithful linear representation ρˆ : A → gl(A ⊕ R) defined by ρˆ(a)(b, t) =
(ℓ(ρ(a))b + tt(ρ(a)), 0). Consequently, an n-dimensional Lie algebra that admits no faithful lin-
ear representation of dimension n+1 admits no compatible left-symmetric multiplication. The first
such example, with n = 11, was constructed by Y. Benoist in [2].
Given an LSA (A, ⋆), let G be the simply-connected Lie group with Lie algebra (A, [ · , · ]). For
a ∈ A, the vector field Lag =
d
dt
∣∣
t=0
g · expG(ta) generated on G by right multiplication by expG(ta)
is left-invariant. The relations defining an LSA mean that the left-invariant connection ∇ on G
defined by ∇LaLb = La⋆b is torsion-free and flat. Conversely, given a flat torsion-free left-invariant
connection ∇ on a Lie group G, defining a ⋆ b by ∇LaLb = La⋆b for a and b in the Lie algebra g of
G, makes g into an LSA.
Suppose G is simply-connected with identity element e and let dev : G → A be the developing
map such that dev(e) = 0. Let Rg be the operator on G of right multiplication by g. By the left
invariance of ∇ there exists a unique h(g) ∈ Aff(A) such that dev ◦ Rg = h(g) ◦ dev. The map
h : G → Aff(A) is a group homomorphism. Although the homomorphism h depends on the choice
of origin 0, another such choice leads to a homomorphism conjugate to h by an element of Aff(A).
Since dev is an open map, the image dev(G) is an open subset of A on which h(G) acts transitively
with discrete isotropy group. This is the canonical affine representation of G on A. Since the
isotropy group of h(G) is discrete, the corresponding affine representation Th(e) : g → aff(A) is
étale. Lemma 3.1 shows that Th(e) is the affine representation determined by the original LSA
and shows how the affine representation h intertwines the exponential maps on G and Aff(A). It is
equivalent to results in [18].
Lemma 3.1 (cf. [18]). Let G be the simply-connected Lie group with Lie algebra the underlying
Lie algebra of an LSA (A, ⋆), and let ∇ be the flat torsion-free left-invariant affine connection
determined on G by the multiplication ⋆. The differential Th(e) at the identity e ∈ G of the
affine representation h : G → Aff(A) corresponding to the developing map dev : G → A such that
dev(e) = 0 is equal to the canonical affine representation φ = L ⊕ I : A → aff(A), where L is the
operator of left multiplication in (A, ⋆). Precisely, for a, b ∈ A,
d
dt
∣∣
t=0
h(expG(ta)) · b = Th(e)a · b = φ(a)b = a ⋆ b+ a = (I +R(b))a,(3.1)
h(expG(a)) = expAff(A) ◦φ(a) = (e
L(a), E(a)),(3.2)
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where E(a) =
∑
k≥1
1
k!L(a)
k−1a. The differential Tdevg : TgG→ A of the developing map at g ∈ G
equals (I +R(dev(g))) ◦ TRg−1 . For a ∈ A regard the map x→ (I +R(x))a = H
a
x as a vector field
on A. The flow of Ha is φat (x) = h(expG(ta)) · x = e
tL(a)x+ E(ta).
Note that, by (3.2),
dev(expG(a)) = h(expG(a))0 = (e
L(a), E(a))0 = E(a).(3.3)
The identity (3.2) appears in an equivalent form in section II.1. of [23]; see also [4].
Proof. It follows from the definition of the exponential map of a Lie group that h ◦ expG =
expAff(A) ◦Th(e), where Th(e) : A → aff(A) is the differential of h at e. Precisely, for a ∈ g,
σ(t) = expAff(A)(tTh(e)a) is by definition the unique one-parameter subgroup of Aff(A) such that
σ(0) = eAff(A) and σ′(0) = Th(e)a; since h ◦ expG(ta) is a one-parameter subgroup of Aff(A)
satisfying the same initial conditions, it equals σ(t).
By the definition of dev, the image dev(γ(t)) of the ∇-geodesic γ(t) such that γ(0) = e and
γ˙(0) = a is a straight line in A tangent to a at 0 ∈ A, so Tdev(e)a = ddt
∣∣
t=0
dev(γ(t)) = a. Since γ(t)
is tangent at e to the curve expG(ta),
a = ddt
∣∣
t=0
dev(γ(t)) = Tdev(e)a = ddt
∣∣
t=0
dev(expG(ta))
= ddt
∣∣
t=0
h(expG(ta))dev(e) = Th(e)a · dev(e) = t(Th(e)a),
(3.4)
so t ◦ Th(e) = I. By the definition of dev, ∇ is the pullback via dev of the flat connection ∂ on
A determined by the flat affine structure on A whose geodesics are the lines in A. Let Y a
dev(g) =
d
dt
∣∣
t=0
dev(g · expG(ta)) = Tdev(g)(L
a
g). The integral curve through e of L
a is expG(ta) and the
integral curve through dev(e) of Y a is dev(expG(ta)). Combining the preceding observations with
(3.1) and (3.4) yields
a ⋆ b = Tdev(e)(La⋆be ) = Tdev(e)((∇LaL
b)e) = (∂Y aY
b)e
= ddt
∣∣
t=0
Y b
dev(expG(at))
= ddt
∣∣
t=0
d
ds
∣∣
s=0
dev(expG(ta) expG(sb))
= ddt
∣∣
t=0
d
ds
∣∣
s=0
h(expG(ta))dev(expG(sb))
= ddt
∣∣
t=0
d
ds
∣∣
s=0
expAff(A)(Th(e)(ta))dev(expG(sb))
= ddt
∣∣
t=0
ℓ(expAff(A)(tTh(e)a))b = ℓ(Th(e)a) · b.
(3.5)
This shows ℓ(Th(e)a) = L(a), and so Th(e) = φ. The exponential map expG of G can be described
explicitly for a ∈ A near 0 by representing aff(A) as a subgroup of End(A⊕ R) and exponentiating
the image φ(a). There results (3.2). Finally, for a ∈ A and g ∈ G,
Tdevg ◦ TRg(a) =
d
dt
∣∣
t=0
dev(expG(ta)g) =
d
dt
∣∣
t=0
h(expG(ta))dev(g)
= Th(e)a · dev(g) = (I +R(dev(g))a = Ha
dev(g),
(3.6)
by (3.4). There remains to show that the flow of Ha is φat (x) = e
tL(a)x+ E(ta). Because
d
dtE(ta) =
d
dt
∑
k≥1
tk
k!L(a)
k−1a =
∑
k≥1
tk−1
(k−1)!L(a)
k−1a = eL(a)a,(3.7)
there holds
d
dtφ
a
t (x) =
d
dt (e
tL(a)x+ E(ta)) = L(a)etL(a)x+ etL(a)a.(3.8)
On the other hand,
Haφat (x) = (I +R(φ
a
t (x))a = a+ L(a)e
tL(a)x+ L(a)E(ta) = L(a)etL(a)x+ etL(a)a.(3.9)
This shows the final claim. 
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By (3.1), for a, x ∈ A, the differential at e ∈ G of the map g → h(g) · x is I + R(x), and the
tangent space Txh(G) · x at x of the orbit h(G) · x is the image of I + R(x), which is spanned by
the vector fields Ha.
Following Helmstetter in [13], define the characteristic polynomial of the LSA by P (x) = det(I+
R(x)). Since R(x) is linear in x, degP ≤ dimA.
Lemma 3.2 (J. Helmstetter [13]). Let G be the simply-connected Lie group with Lie algebra the
underlying Lie algebra of the finite-dimensional LSA (A, ⋆). The characteristic polynomial P (x) =
det(I +R(x)) of (A, ⋆) satisfies
(h(g) · P )(x) = P (h(g−1)x) = χ(g−1)P (x)(3.10)
for g ∈ G and x ∈ A, where χ : G→ R+ is the group character satisfying χ ◦ expG(a) = e
trR(a) for
a ∈ A.
Proof. Proposition 3.1 of H. Kim’s [18] gives a proof of (3.10) in terms of the developing map. The
proof given here, based on (3.1), is similar to Kim’s. By (3.1), for g ∈ G and a, x ∈ A,
(I +R(h(g)x))a = ddt
∣∣
t=0
h(expG(ta))h(g)x =
d
dt
∣∣
t=0
h(g expG(tAd(g
−1)a))x.(3.11)
Suppose that g = expG(b). Then, using (3.1) and (3.2),
(I +R(h(expG(b))x))a =
d
dt
∣∣
t=0
h(expg(b) expG(tAd(expG(−b))a)x
= ddt
∣∣
t=0
(
eL(b)h(expG(tAd(expG(−b))a))x+ E(b)
)
= eL(b)(I +R(x))Ad(expG(−b))a.
(3.12)
Consequently P (h(expG(b))x) = e
(trL(b)−tr ad(b))P (x) = etrR(b)P (x). Since G is generated by any
given open neighborhood of the identity, in particular by expG(A), corresponding to the infinitesimal
character trR there is a unique group character χ : G→ R× satisfying χ ◦ expG(b) = e
trR(b) for all
b ∈ A. Then P (h(g)x) = χ(g)P (x) holds for g ∈ expG(A). Since expG(A) generates G, this implies
that equality holds for all g ∈ G. 
A consequence of Lemma 3.2 is the result of [12] (see section 1A.8) that the orbit h(G)0 =
h(G)dev(e) = dev(G) is the connected component containing 0 of the complement of the zero set of
P (see also Proposition 3.2 of [18]).
Corollary 3.3 ([12], [18], [13]). Let G be the simply-connected Lie group with Lie algebra the
underlying Lie algebra of the finite-dimensional LSA (A, ⋆). The orbit h(G)0 = h(G)dev(e) = dev(G)
is the connected component Ω containing 0 of the complement of the zero set {x ∈ A : P (x) = 0} of
the characteristic polynomial P and dev : G→ Ω is a diffeomorphism.
Proof. Taking x = 0 in (3.10) shows that
P (dev(g)) = P (h(g)0) = χ(g),(3.13)
for g ∈ G, so that P is nonvanishing on dev(G). By (3.10), the action of h(G) preserves {x ∈ A :
P (x) = 0}. Since G is path-connected, h(g)Ω = Ω for all g ∈ G, so h(G)Ω = Ω. Consequently
dev(G) = h(G)0 ⊂ h(G)Ω = Ω. By Lemma 3.1, the differential of dev at g ∈ G equals I+R(dev(g)),
and so is a linear isomorphism, since P (dev(g)) 6= 0. Hence dev : G→ Ω is a local diffeomorphism,
so an open map, and dev(G) is connected open subset of Ω, hence equals Ω. Since an open map is
proper, dev is a proper local diffeomorphism and so a covering map. Since G is simply-connected,
dev must be a diffeomorphism. 
Let (A, ⋆) be a finite-dimensional LSA. The trace form τ of the LSA (A, ⋆) is the symmetric
bilinear form defined by
τ(x, y) = trR(x)R(y) = trR(x ⋆ y)(3.14)
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(the second equality follows from (1.2)).
Differentiating h(expG(−ta)) · P using (3.2) and (3.10) yields
dPx((I +R(x))a) =
d
dt
∣∣
t=0
P (h(expG(ta))x) =
d
dt
∣∣
t=0
et trR(a)P (x) = P (x) trR(a).(3.15)
In particular, dP0 = d logP0 = trR.
Since R(x) is linear in x, differentiating R(x) in the direction of b ∈ A yields R(b). Writing (3.15)
as d logPx((I +R(x))a) = trR(a) and taking the derivative in the b direction yields
(Hess logP )x((I +R(x))a, b) = −d logPx(a ⋆ b) = − trR((I +R(x))
−1(a ⋆ b)).(3.16)
In particular, τ(a, b) = −(Hess logP )0(a, b), so that nondegeneracy of the trace form is the algebraic
condition corresponding to nondegeneracy of the Hessian of logP , or, what is essentially the same,
the nondegeneracy of the level sets of P . Since the eventual goal here is to find characteristic
polynomials P solving H(eP ) = cenP with c 6= 0, the focus is LSAs for which τ is nondegenerate.
Differentiating (3.16) yields
(∂2d logP )x((I +R(x))a, b, c) = −(Hess logP )x(a ⋆ b, c)− (Hess logP )x(b, a ⋆ c),(3.17)
which combined with (3.16) shows that
(∂2d logP )0(a, b, c) = τ(a ⋆ b, c) + τ(b, a ⋆ c).(3.18)
More generally there holds the following identity due to Helmstetter.
Lemma 3.4 (J. Helmstetter; (5) of [13]). The characteristic polynomial P of an LSA (A, ⋆) satisfies
(∂kd logP )0(a0, a1, . . . , ak) = (−1)
k
∑
σ∈Sk
tr
(
R(aσ(1)) . . . R(aσ(k))R(a0)
)
,(3.19)
for all a0, . . . , ak ∈ A.
Proof. The identity (3.19) is proved by induction on k. The base case k = 1 is true by (3.16).
Repeated differentiation shows that, for k ≥ 1,
(∂kd logP )x((I +R(x))a0, a1, . . . , ak) = −
k∑
i=1
(∂k−1d logP )x(a1, . . . , ai−1, a0 ⋆ ai, ai+1, . . . , ak).
(3.20)
The inductive step is proved using (3.20), (1.2), and that
∑
σ∈Sk+1
[Aσ(1) . . . Aσ(k), Aσ(k+1)] = 0 for
any A1, . . . , Ak+1 ∈ End(A). 
An LSA (A, ⋆) is right nil (left nil) if R(a) (respectively L(a)) is nilpotent for every a ∈ A.
A finite-dimensional LSA (A, ⋆) is complete if its characteristic polynomial is nowhere vanishing.
Equivalently, I + R(a) is invertible for all a ∈ A. The LSA is incomplete otherwise. If R(a) is
nilpotent, then I + R(a) is invertible, so P (a) 6= 0. Hence a right nil LSA is complete. The
contrary claim, that a complete LSA is right nil, is due to D. Segal. This and other equivalent
characterizations of completeness are explained in Lemma 3.5.
Lemma 3.5. Let (A, ⋆) be a finite-dimensional real LSA (A, ⋆) with characteristic polynomial P .
Let ∇ be the flat left-invariant affine connection determined by ⋆ on the simply-connected Lie group
G with Lie algebra (A, [ · , · ]). The following are equivalent.
(1) ∇ is complete.
(2) R(a) is nilpotent for all a ∈ A; that is, (A, ⋆) is right nil.
(3) trR(a) = 0 for all a ∈ A.
(4) The trace form τ defined in (3.14) is identically zero.
(5) (∂Nd logP )0 = 0 for some N ≥ 1.
(6) P is constant and equal to 1.
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(7) P has a critical point at 0 ∈ A.
(8) P is nowhere vanishing on A; that is, (A, ⋆) is complete.
Proof. (1) ⇐⇒ (8). By Corollary 3.3, dev is a diffeomorphism onto the connected component
containing 0 of the complement in A of the zero set of P . The affine connection ∇ is complete if
and only if dev is a diffeomorphism from G onto A. Hence ∇ is complete if and only if P is nowhere
vanishing.
(2) =⇒ (8) and (3). If R(a) is nilpotent, then I +R(a) is invertible and trR(a) = 0.
(8) =⇒ (3). It is equivalent to show that I +R(a) is invertible for all a ∈ A if and only if (A, ⋆)
is right nil. This is proved as Theorem 1 of D. Segal’s [21] (an alternative algebraic proof is given
in [8]). The proof uses facts about dominant morphisms and, in particular, the fact that the orbits
of a morphic action of a unipotent algebraic group are closed. Segal’s proof shows the stronger
statement that for a base field of characteristic zero, an LSA is complete if and only if the LSA
obtained by extension of scalars to the algebraic closure of the base field is also complete. In the
present context, this amounts to showing that the characteristic polynomial of the complexified
LSA is nowhere vanishing; since the nonvanishing of the characteristic polynomial implies that no
R(b) has a nonzero eigenvalue in the base field, this suffices to show that all R(b) are trace free.
(6) ⇐⇒ (2). If P is equal to 1 then (3.19) with a0 = a1 = · · · = ak = a implies trR(a)k+1 = 0
for all k ≥ 0. Hence R(a) is nilpotent for all a ∈ A. If R(a) is nilpotent for all a ∈ A, then I +R(a)
is unipotent for all a ∈ A, so P (a) = det(I +R(a)) = 1.
(6)⇐⇒ (3). If P is nowhere vanishing then I + R(x) is invertible for all x ∈ A. Associate with
a ∈ A the vector field Hax = (I + R(x))a. If P is nonvanishing, and {a1, . . . , an} is a basis of A,
then Ha1x , . . . , H
an
x are linearly independent for all x ∈ A. By (3.15), d logPx(H
ai
x ) = trR(ai). If P
is constant, the constant must be 1 because P (0) = 1, and so trR(a) = d logPx(Hax)) = 0 for all
a ∈ A. On the other hand, if trR = 0, then d logPx(Haix ) = 0 for 1 ≤ i ≤ n, so logP is constant.
(7) ⇐⇒ (3). Since P (0) = 1 and dP0 = d logP0 = trR, P has a critical point at 0 ∈ A if and
only if trR = 0.
(3) ⇐⇒ (4). If there holds (3), by (3.14), τ(x, y) = trR(x ⋆ y) = 0 for all x, y ∈ A. Suppose
there holds (4). Since trR is linear there is r ∈ A∗ such that trR(x) = r(x). Since P (0) = 1 and
P is a polynomial, logP is real analytic in a neighborhood of 0. By (3.20) with x = 0, if there
holds (∂k−1d logP )0 = 0 then (∂kd logP )0 = 0. By (3.16), that τ = 0 means (∂d logP )0 = 0,
so (∂kd logP )0 = 0 for k ≥ 2. Hence for x sufficiently near 0, logP (x) = r(x), or P (x) = er(x).
Differentiating this equality k times yields (∂kP )0 = r⊗k, the kfold tensor product of r with itself.
Since P is a polynomial, this vanishes for k > degP , and hence r must be 0.
(5) ⇐⇒ (6). That (6) =⇒ (5) is immediate, so suppose there holds (5). Since P (0) = 1 and P
is a polynomial, logP is real analytic in a neighborhood U of 0. By (3.20), that (∂Nd logP )0 = 0
means that (∂kd logP )0 = 0 for all k ≥ N . Since logP is real analytic, this implies it equals
some degree N − 1 polynomial Q in U . That P and eP both be polynomials means that both are
constant, so P is constant, equal to 1. 
Remark 3.6. It may be tempting to believe that (8) implies (7) for any real polynomial, that is,
that a nonvanishing real polynomial must have a critical point, but this is false. For example the
polynomial Q(x, y) = (1 + x + x2y)2 + x2 takes on all positive real values and has nonvanishing
gradient (this example is due to [10]). This means that this Q cannot be the characteristic polyno-
mial of a real finite-dimensional LSA. This suggests the problem: Characterize those polynomials
that occur as the characteristic polynomials of some real finite-dimensional LSA.
If (A, ⋆) is incomplete, there is a ∈ A such that trR(a) 6= 0 and so dP0 cannot be identically 0
and ker trR has codimension one.
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Lemma 3.7. If Ψ : (A, ⋆)→ (B, ◦) is an isomorphism of LSAs, the characteristic polynomials P⋆
and P◦ satisfy P◦ ◦Ψ = P⋆.
Proof. The right multiplication operators satisfy R◦(Ψ(x))◦Ψ = Ψ◦R⋆(x) for all x ∈ A. The claim
follows from the definition of the characteristic polynomial. 
Remark 3.8. By Lemma 3.7, isomorphic LSAs have affinely equivalent characteristic polynomi-
als. The converse is trivially false, because by Lemma 3.5 any two complete LSAs have affinely
equivalent characteristic polynomials. Example 7.8 exhibits nonisomorphic LSAs having the same
nondegenerate characteristic polynomial.
4. Hessian LSAs, Koszul forms, idempotents, and the trace-form
A symmetric bilinear form h on an LSA (A, ⋆) is Hessian if its cubic form Ch defined by
Ch(x, y, z) = h(x ⋆ y, z) + h(y, x ⋆ z) is completely symmetric, meaning
0 = Ch(x, y, z)− Ch(y, x, z) = h([x, y], z)− h(x, y ⋆ z) + h(y, x ⋆ z),(4.1)
for all x, y, z ∈ A. A metric is a nondegenerate symmetric bilinear form h. A Hessian LSA is a
triple (A, ⋆, h) comprising an LSA (A, ⋆) and a Hessian metric h. The terminology Hessian follows
[22]. It follows from (1.2) that the cubic form C = Cτ of the trace-form τ of an LSA is completely
symmetric, so τ is Hessian. Hence, if τ is nondegenerate then it is a Hessian metric. Moreover, the
identity (3.18) shows that C(a, b, c) = (∂2d logP )0(a, b, c).
A Koszul form on the LSA (A, ⋆) is an element λ ∈ A∗ such that h(x, y) = λ(x ⋆ y) is a metric.
The assumed symmetry of h implies [A,A] ⊂ kerλ, while the left symmetry of ⋆ implies that h is a
Hessian metric. If an LSA admits a Koszul form, then its left regular representation L is faithful,
for, if L(x) = 0, then h(x, y) = λ(L(x)y) = 0 for all y ∈ A implies x = 0.
An algebra (A, ⋆) is perfect if A ⋆ A = A. An algebra (A, ⋆) is simple if its square A2 is not zero,
and A contains no nontrivial two-sided ideal. A nontrivial ideal in an LSA (A, ⋆) is a nontrivial
ideal in the underlying Lie algebra (A, [ · , · ]). Consequently, if the Lie algebra underlying an LSA
is simple then the LSA is simple.
Since a simple algebra is perfect, if (A, ⋆) is a simple LSA then two Koszul forms inducing the
same metric must be equal.
Let (A, ⋆) be a finite-dimensional LSA. If the trace form τ defined in (3.14) is nondegenerate,
then trR is a Koszul form.
By (4) of Lemma 3.5, if (A, ⋆) is complete, then τ vanishes identically, so an LSA with nontrivial
trace form τ is necessarily incomplete.
Given a Koszul form λ on (A, ⋆), the unique element u ∈ A such that λ(a) = λ(a⋆u) for all a ∈ A
is idempotent. By (4.1), h(R(u)x, y) − h(x,R(u)y) = h(u, [x, y]) = λ([x, y]) = 0. Consequently,
h(u ⋆ u, x) = h(u, x ⋆ u) = λ(x ⋆ u) = h(x, u) for all x ∈ A, so u ⋆ u = u. The element u ∈ A is the
idempotent associated with λ.
Write 〈x1, . . . , xk〉 for the span of x1, . . . , xk ∈ A and V ⊥ for the orthogonal complement of the
subspace V ⊂ A with respect to a given Hessian metric h. For A ∈ End(A), let A∗ ∈ End(A) be the
h-adjoint of A defined by h(Ax, y) = h(x,A∗y).
Lemma 4.1. For an n-dimensional LSA (A, ⋆) with a Koszul form λ with associated Hessian metric
h, the idempotent u associated with λ has the following properties.
(1) L(u) and R(u) preserve the Lie ideal kerλ = 〈u〉⊥.
(2) L(u) + L(u)∗ = R(u) + I.
(3) R(u) is h-self-adjoint, R(u) = R(u)∗.
(4) R(u)−R(u)2 is nilpotent, and there is an integer k such that 1 ≤ trR(u) = dimA1 = k ≤ n
and (R(u)−R(u)2)max{k,n−k} = 0.
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(5)
∑
k≥1 kerR(u)
k ⊂ kerλ.
(6) No nontrivial left ideal of (A, ⋆) is contained in kerλ.
(7) kerR(u) ⊂ kerλ is a Lie subalgebra of A on which L(u) acts as a Lie algebra derivation.
Proof. If x ∈ kerλ then λ(R(u)x) = λ(L(u)x) = h(u, x) = λ(x) = 0, so L(u) kerλ ⊂ kerλ and
R(u) kerλ ⊂ kerλ. This shows (1). Taking y = u and h = τ in (4.1) yields (2) and so also (3). Let
N = R(u) − R(u)2 = [L(u), R(u)]. Then trNk+1 = tr[L(u), R(u)]Nk = trL(u)[R(u), Nk] = 0 for
all k ≥ 0. This implies N = R(u)−R(u)2 is nilpotent.
Next it is claimed that the Fitting decomposition A = A0 ⊕ A1 of A with respect to R(u) is an
h-orthogonal L(u)-invariant direct sum, that is A⊥0 = A1 and A
⊥
1 = A0 and L(u) preserves A0 and
A1, and, moreover, the Fitting decomposition A = A¯0 ⊕ A¯1 of A with respect to I − R(u) satisfies
A¯0 = A1 and A¯1 = A0. By definition of the Fitting decomposition A0 =
∑
k≥1 kerR(u)
k and
A1 = ∩k≥1R(u)
kA. Because A is finite-dimensional there is a minimal p such that A0 = kerR(u)p
and A1 = R(u)pA. If z ∈ A1 there is y ∈ A such that z = R(u)py and so for all x ∈ A0, h(z, x) =
h(R(u)py, x) = h(y,R(u)px) = 0, showing A1 ⊂ A⊥0 . If z ∈ A
⊥
1 , then h(R(u)
pz, x) = h(z,R(u)px) =
0 for all x ∈ A, so R(u)pz = 0 and z ∈ A0. Thus A⊥1 ⊂ A0. This shows A
⊥
0 = A1 and A
⊥
1 = A0. It
is easily checked, by induction on k, that [R(u)k, L(u)] = k(R(u)2 − R(u))R(u)k−1 for k ≥ 1. If
x ∈ A0 then R(u)pL(u)x = L(u)R(u)px+ p(R(u)p+1 −R(u)p)x = 0, so L(u)x ∈ A0. If x ∈ A1 then
there is y ∈ A such that x = R(u)py and L(u)x = L(u)R(u)py = R(u)p(L(u) + p(I −R(u)))y ∈ A1.
This shows that the Fitting decomposition is L(u) invariant. If (I −R(u))mx = 0 then
x = −
m∑
j=1
(
m
j
)
(−R(u))jx = R(u)
m∑
j=1
(
m
j
)
(−R(u))j−1x.(4.2)
This shows x ∈ ImR(u), and, substituted in (4.2) repeatedly, this implies x ∈ ∩j≥1 ImR(u)j = A1.
Consequently A¯0 ⊂ A1. Let q ≥ 1 be such that (R(u)−R(u)2)q = 0. If m ≥ q and x = (I−R(u))my
then R(u)mx = (R(u) − R(u)2)my = 0, so x ∈ kerR(u)m ⊂ A0. Hence A¯1 ⊂ A0. Since A¯0 ⊕ A¯1 =
A = A0 ⊕ A1, this suffices to show A¯1 = A0 and A¯0 = A1.
Since the only eigenvalue of R(u)− R(u)2 (over the algebraic closure of the base field) is 0, the
minimal polynomial of R(u) divides some power of x(1 − x), and any eigenvalue of R(u) is either
0 or 1. Hence k = trR(u) is an integer no greater than n. Since R(u) is invertible on A1 and
nilpotent on A0, k = trR(u) = dimA1. Since R(u)u = u, k ≥ 1. Let q ≥ 1 be the minimal integer
such that (R(u)−R(u)2)q = 0. Since R(u) is nilpotent on A0 and I −R(u) is nilpotent on A1 there
is a minimal integer t ≥ 1 such that R(u)t vanishes on A0 and (I − R(u))t vanishes on A1. Then
(R(u)−R(u)2)t = R(u)t(I−R(u))t = 0, so t ≥ q. Since t ≤ max{dimA0, dimA1} = max{n−k, k},
it follows that q ≤ max{n− k, k}.
Since, for all x ∈ A, λ(R(u)x) = λ(x ⋆ u) = h(x, u) = λ(x), there holds λ(R(u)kx) = λ(x) for
all k ≥ 1. If x ∈ A0 then x ∈ kerR(u)p for some p ≥ 0, so 0 = λ(R(u)px) = λ(x), showing that
x ∈ kerλ. This shows (5). Suppose J is a nontrivial left ideal in (A, ⋆) and 0 6= x ∈ J ∩ kerλ. By
the nondegeneracy of h there is y such that λ(y ⋆x) = h(x, y) 6= 0, and so y ⋆x ∈ J but y ⋆x /∈ kerλ.
This shows (6). Claim (7) is straightforward. 
Claims (2) and (3) are stated explicitly as Proposition 2.6 and Corollary 2.7 of [5]. When h is
positive definite the content of Lemma 4.1 is due to Vinberg in [23] (see pages 369 − 370), and is
also in [22]; the proofs for general h are essentially the same, although the conclusions are not as
strong as for positive definite h. If h is positive definite then that R(u) − R(u)2 be nilpotent and
self-adjoint means it is zero, so R(u) is a projection operator. In this case, R(u) commutes with
L(u), so if the eigenvalues of L(u) are real, so too are those of R(u), in which case it follows that
L(u) is self-adjoint. From these observations Vinberg constructed a canonical decomposition of the
LSA on which is based his structure theory for homogeneous convex cones. These results motivate
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much of what follows. When h has mixed signature the conditions that R(u)−R(u)2 be self-adjoint
and nilpotent alone are insufficient to conclude its vanishing; in this case it is not clear what purely
algebraic condition forces the conclusion that R(u) be a projection.
The rank of a Koszul form is the integer trR(u). The rank is a basic invariant of the Koszul
form. For the LSAs appearing in the classification of homogeneous convex cones, the idempotent
u is a unit, and so trR(u) = n, whereas for the LSAs giving rise to homogeneous improper affine
spheres, R(u) is a projection onto a one-dimensional ideal, so trR(u) = 1. Thus these two cases
can be seen as opposite extremes.
The right principal idempotent of an incomplete LSA with nondegenerate trace form τ is the
idempotent r associated with the Koszul form trR.
Lemma 4.2. For an incomplete LSA (A, ⋆) with nondegenerate trace form τ and right principal
idempotent r, (ker trR, [ · , · ]) is a unimodular Lie algebra if and only if trR(r) trL = trL(r) trR.
Proof. Clearly µ = trR(r) trL − trL(r) trR ∈ A∗ satisfies µ(r) = 0. Since [A,A] ⊂ ker trR, there
holds tr adker trR(x) = tr ad(x) = trL(x) − trR(x) = trL(x) for x ∈ ker trR. Hence µ(x) =
trR(r) tr adker trR(x) for x ∈ ker trR. Since by Lemma 4.1, 1 ≤ trR(r) ≤ dimA, it follows that µ
vanishes if and only if ker trR is unimodular. 
Theorem 4.3 shows that if the characteristic polynomial of an LSA satisfies certain conditions
then its level sets are improper affine spheres. This motivates identifying algebraic properties of
the LSA that guarantee that its characteristic polynomial satisfies these conditions.
Theorem 4.3. If the characteristic polynomial P (x) of an n-dimensional LSA (A, ⋆) satisfies P (x+
tv) = P (x) + λt for some 0 6= v ∈ A and λ ∈ R and (A, ⋆) satisfies 2 trL = (n + 1) trR, then
H(eP ) = cenP for some constant c ∈ R. If, moreover, the trace form τ is nondegenerate, then
(1) c 6= 0 and each level set of P is an improper affine sphere with affine normal equal to a
multiple of v;
(2) λ 6= 0, the element r = λ−1v is the right principal idempotent of (A, ⋆), and trR(r) = 1.
Proof. For any LSA, differentiating (3.10) yields
(detℓ(h(g)))−2h(g) · det(HessP + dP ⊗ dP )
= det(Hess(h(g) · P ) + d(h(g) · P )⊗ d(h(g) · P ))
= det(χ(g−1)HessP + χ(g−2)dP ⊗ dP ) = χ(g)−n det(HessP + χ(g)−1dP ⊗ dP ).
(4.3)
By Lemma 2.4, if eP is translationally homogeneous in some direction then the last term in
(4.3) equals χ(g)−n−1 det(HessP + dP ⊗ dP ). In such a case taking g = expG(a) and noting
det ℓ(h(expG(a))) = det e
L(a) = etrL(a) yields
h(g) · det(HessP + dP ⊗ dP ) = e2 trL(a)−(n+1) trR(a) det(HessP + dP ⊗ dP ).(4.4)
If 2 trL = (n + 1) trR, it follows that det(HessP + dP ⊗ dP ) is constant on an open set, and so
constant, because it is a polynomial. In this case eP solves H(eP ) = cenP for some constant c. If
c 6= 0 then the conclusion of claim (1) follows from Theorem 2.3. Suppose τ is nondegenerate. To
show c 6= 0 it suffices to show that H(eP ) is nonzero at a single point of A. Since P Hess(logP ) =
Pij − PiPj and e−P Hess(eP ) = Pij + PiPi, it follows from P (x + tv) = P (x) + λt and Lemma 2.4
that PnH(logP ) = −e−nPH(eP ). By (3.16) the nondegeneracy of τ implies that H(logP ) 6= 0 at 0,
and so H(eP ) is nonzero at 0. There remains to show (2). Differentiating P (x+ tv) = P (x) +λt at
t = 0 and using (3.15) shows that λ = dP0(v) = P (0) trR(v) = trR(v), and using this and (3.16),
shows that −λ trR(a) = (HessP )0(a, v) − λ trR(a) = (Hess logP )0(a, v) = −τ(a, v) for all a ∈ A.
By the nondegeneracy of τ , were λ zero then v would be zero, a contradiction. Hence λ 6= 0 and
r = λ−1v satisfies trR(r) = 1 and τ(a, r) = trR(a). 
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5. Notions of nilpotence for LSAs
Various notions of nilpotence, and their interrelations, that play a role in what follows are
explained now. The reader should be aware that the terminology for various different notions of
nilpotence is different in different papers on LSAs. For example, in [13] an LSA is called nilpotent
if it is what is here called right nil, while here nilpotent is used in a different sense.
Lemma 5.1. For a finite-dimensional LSA (A, ⋆) over a field of characteristic zero the kernel kerL
of the left regular representation L is a two-sided ideal and a trivial left-symmetric subalgebra of
(A, ⋆), for which −R is a Lie algebra representation by commuting operators.
Proof. By the definition of an LSA, kerL is a Lie subalgebra of (A, [ · , · ]). If x ∈ A and n ∈ kerL
then n ⋆ x = L(n)x = 0 ∈ kerL, and L(x ⋆ n) = L(n ⋆ x) + [L(x), L(n)] = 0, showing that
kerL is a two-sided ideal of (A, ⋆). By (1.2), if n,m ∈ kerL then 0 = R(m ⋆ n) = R(n)R(m), so
0 = R([m,n]) = −[R(m), R(n)]. This shows −R is a Lie algebra representation of kerL on A by
commuting operators. 
A finite-dimensional LSA (A, ⋆) defined over a field of characteristic zero is triangularizable if
there is a basis of A with respect to which L(x) is triangular for every x ∈ A.
Lemma 5.2. For a finite-dimensional LSA (A, ⋆) defined over a field k of characteristic zero, the
following are equivalent:
(1) (A, ⋆) is triangularizable.
(2) The underlying Lie algebra (A, [ · , · ]) is solvable and for every x ∈ A the eigenvalues of
L(x) are contained in k.
Proof. Suppose (A, ⋆) is triangularizable and fix a basis with respect to which L(x) is triangular for
all x ∈ A. This implies that the eigenvalues of L(x) are contained in k. Then L([x, y]) = [L(x), L(y)]
is strictly triangular for all x, y ∈ A and so L(a) is strictly triangular for every a ∈ [A,A]. This
implies trL(a)L(b) = 0 for all a, b ∈ [A,A]. Since, by Lemma 5.1, kerL is an abelian Lie algebra,
this implies (A, [ · , · ]) is solvable, by Cartan’s criterion (see, e.g., section III.4 of [14]). On the other
hand, if there holds (2) then, by one version of Lie’s Theorem (see, e.g., Theorem 1.2 in chapter 1
of [24]), there is a complete flag in A invariant under L(A), so (A, ⋆) is triangularizable. 
Lemma 5.3 is due to Helmstetter.
Lemma 5.3 (Proposition (20) and Corollary (21) of [13]). Let k be a field of characteristic zero.
(1) The underlying Lie algebra of a complete finite-dimensional LSA over k is solvable.
(2) The underlying Lie algebra of a finite-dimensional LSA over k is not perfect. In particular,
the codimension of [A,A] in A is always at least one.
Proof. If the underlying Lie algebra of a finite-dimensional LSA (A, ⋆) over k is not solvable, it
contains a nontrivial semisimple Lie subalgebra S and L is a representation of S on A. Since S is
semisimple, the first Lie algebra cohomology of any finite-dimensional representation of S is trivial.
View A as an S-module with the action given by L. Since the inclusion of S in A is a Lie algebra
cocycle of S with coefficients in A, there exists a ∈ S such that x = L(x)a = R(a)x for all x ∈ S.
This means that I − R(a) is not invertible, so P (−a) = 0. This shows (1). For a general finite-
dimensional LSA (A, ⋆), were A = [A,A], then, by (1.2), A would be right nil, and so complete. By
(1) this would imply that the underlying Lie algebra was solvable, contradicting A = [A,A]. 
Corollary 5.4. A complete finite-dimensional LSA over a field k of characteristic zero is triangu-
larizable if and only if for every x ∈ A the eigenvalues of L(x) are contained in k. In particular, a
complete finite-dimensional LSA over an algebraically closed field of characteristic zero is triangu-
larizable.
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Proof. This follows from Lemmas 5.3 and 5.2. 
Lemma 5.5 (Proposition (26) of [13]). A finite-dimensional LSA over a field of characteristic zero
is left nil if and only if it is right nil and its underlying Lie algebra is nilpotent.
Proof. This is Proposition (26) of [13] (see also section 2 of [16]). 
Associated with an LSA (A, ⋆) there are the following descending series of subspaces of A. Define
A1 = A, L1(A) = A and R1(A) = A, and define recursively Ai+1 = [A,Ai], Li+1(A) = A ⋆ Li(A) =
L(A)Li(A), and Ri+1(A) = Ri(A) ⋆ A = R(A)Ri(A). It can be checked by induction on i that
Ai ⋆ Lj(A) ⊂ Li+j(A); using this it can be checked by induction on i that Ai ⊂ Li(A). Using
Ai ⊂ Li(A) it can be checked by induction on i that Ri(A) is a two-sided ideal of (A, ⋆). This fact
is contained in Proposition 23 of [13] and the proof just sketched is indicated in [16]. The LSA
(A, ⋆) is right nilpotent of length k if there is k ≥ 1 such that Rk(A) 6= {0} and Rk+1(A) = {0}. A
two-sided ideal in a right nilpotent LSA is right nilpotent, as is the quotient of the LSA by the
ideal. A right nilpotent LSA is right nil, but a right nil LSA need not be right nilpotent.
Lemma 5.6 is a slight refinement of claim (3) of Proposition 24 of [13].
Lemma 5.6. For an n-dimensional LSA (A, ⋆) the following are equivalent:
(1) (A, ⋆) is right nilpotent.
(2) There is a sequence of two-sided ideals A = I1 ⊃ I2 ⊃ · · · ⊃ Ir = {0} such that R(A)Ii ⊂ Ii+1
for all 1 ≤ i ≤ r. In particular each quotient Ii/Ii+1 is a trivial LSA.
(3) There is a sequence of two-sided ideals A = J1 ⊃ J2 ⊃ · · · ⊃ Jn ⊃ Jn+1 = {0} such that
dimJi = n + 1 − i and such that R(A)Ji ⊂ Ji+1 for all 1 ≤ i ≤ n. In particular each
quotient Ji/Ji+1 is a trivial one-dimensional LSA.
In the case there hold (1)-(3), the LSA (A, ⋆) is triangularizable.
Proof. If (A, ⋆) is right nilpotent, then (1) implies (2) with Ii = Ri(A). In a trivial LSA any
subspace is a two-sided ideal, so any descending sequence of subspaces, each having codimension
one in the preceding, is a descending sequence of two-sided ideals, each having codimension one in
the preceding. Supposing given ideals as in (2), choosing such a sequence in each quotient Ii/Ii+1
and lifting the result to A yields the desired sequence of ideals Jj . Suppose given a sequence of ideals
Ji as in (3). Then R(a)Ji ⊂ Ji+1 for all a ∈ A, so R(a1) . . . R(an)J1 = {0} for all a1, . . . , an ∈ A,
which means A is right nilpotent. If there holds (3), then there is a complete flag of subspaces in A
stable under L(A), so (A, ⋆) is triangularizable. 
In a finite-dimensional algebra (A, ⋆) define M1(A) = A and define Mi(A) to be the vector subspace
of A generated by all products of at least i elements of A, however associated. Each term of the
decreasing sequence A = M1(A) ⊃ M2(A) ⊃ · · · ⊃ {0} is a two-sided ideal in A. If there is k such
that Mk(A) = {0}, then (A, ⋆) is nilpotent. By a theorem of I. M. H. Etherington [9], an algebra is
nilpotent if and only if the associative multiplication algebra M(A) ⊂ End(A) generated by L(A)
and R(A) is nilpotent. The proof amounts to showing that
M
i+1(A) ⊃M(A)iA ⊃ M2
i
(A).(5.1)
(Care is needed because althoughMi(A)A = L(A)Mi−1(A)A+R(A)Mi−1(A)A, by definition ofM(A),
it need not be the case that L(A)Mi(A) +R(A)Mi(A) equal Mi+1(A).)
By (5.1), a nilpotent LSA is right nilpotent with nilpotent underlying Lie algebra because
Rk+1(A) = R(A)kA ⊂ M(A)kA and Ak+1 = ad(A)kA ⊂ M(A)kA. Although, for a general not
necessarily associative algebra, nilpotence is stronger than right nilpotence, Theorem 5.10 shows
that a right nilpotent LSA with nilpotent underlying Lie algebra is nilpotent.
When considering multiple LSAs it is convenient to use subscripts indicating the dependence of
left and right regular representations L⋆ and R⋆ corresponding to a given LSA (A, ⋆). However,
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such subscripts will be used only when necessary, and when they are omitted, L and R are always
defined with respect to the multiplication indicated by the symbol ⋆.
Lemma 5.7. Let (A, ⋆) be a finite-dimensional LSA. If (A, ⋆) is left nil, right nil, right nilpo-
tent, nilpotent, or has nilpotent underlying Lie algebra, then any left-symmetric subalgebra or any
homomorphic image of (A, ⋆) has the same property.
Proof. All the claims for a homomorphic image follow from the observation that, if Φ : (A, ⋆) →
(B, ◦) is a surjective LSA homormophism, then
R◦(Φ(x)) ◦ Φ = Φ ◦R⋆(x), L◦(Φ(x)) ◦ Φ = Φ ◦ L⋆(x),(5.2)
for all x ∈ A. By (5.2) and its analogue for left multiplication operators it is immediate that a
homomorphic image of a right nil or a left nil LSA has the same property. Similarly, by (5.2), there
hold Rk(B) = Φ(Rk(A)) and Mi(B) = Φ(Mi(A)), from which it follows that a homomorphic image
of a right nilpotent or a nilpotent LSA is right nilpotent or nilpotent. The analogous claims for
subalgebras are all straightforward. 
Let (A, ⋆) be a finite-dimensional LSA. Define a two-sided ideal T(A) by
T(A) = kerL ∩ kerR = {a ∈ A : a ⋆ x = 0 = x ⋆ a for all x ∈ A}.(5.3)
Any vector subspace I ⊂ T(A) is also a two-sided ideal of (A, ⋆).
Lemma 5.8. The subspaces Ti(A) of the LSA (A, ⋆) defined by T1(A) = T(A) and
T
i+1(A) = {z ∈ A : L(z)A ⊂ Ti(A), R(z)A ⊂ Ti(A)}(5.4)
for i ≥ 1 are two-sided ideals in (A, ⋆) satisfying T1(A) ⊂ T2(A) ⊂ · · · ⊂ A.
Proof. The proof is by induction on i. The case i = 1 is clear. Suppose that for 1 ≤ j ≤ i it is
known that Tj(A) is a two-sided ideal of (A, ⋆) and there holds T1(A) ⊂ · · · ⊂ Tj(A). If z ∈ Ti(A)
and x ∈ A then z ⋆ x and x ⋆ z are contained in Ti(A) by the inductive hypothesis, so z ∈ Ti+1(A).
Suppose z ∈ Ti+1(A) and x ∈ A. Since z ⋆ x, x ⋆ z ∈ Ti(A) and Ti(A) is a two-sided ideal in (A, ⋆)
it follows that L(z ⋆ x)y, R(z ⋆ x)y, L(x ⋆ z)y, and R(x ⋆ z)y are contained in Ti(A), which shows
that x ⋆ z and z ⋆ x are contained in Ti+1(A). 
From the definition it is immediate that T(A/Ti(A)) = Ti+1(A)/Ti(A).
Lemma 5.9. A finite-dimensional LSA (A, ⋆) is nilpotent if and only if there is m ≥ 1 such that
T
m(A) = A.
Proof. An element z ∈ A is contained in Tm(A) if and only if any product of m left and right mul-
tiplication operators annihilates z. Consequently, Tm(A) = A if and only if M(A)mA = {0}, where
M(A) ⊂ End(A) is the multiplication algebra generated by L(A) and R(A). By (5.1), M(A)mA = {0}
if and only if A is nilpotent. 
Theorem 5.10 generalizes Lemma 4.2 of Choi and Kim’s [6], which reaches similar conclusions in
the case of a complete abelian LSA.
Theorem 5.10. If a finite-dimensional LSA (A, ⋆) is right nilpotent and has nilpotent underlying
Lie algebra, then T(A) has dimension at least one. In this case there is some m ≥ 1 such that
Tm(A) = A and so (A, ⋆) is nilpotent. If, moreover, A ⋆ A 6= {0} then T(A) ∩ (A ⋆ A) 6= {0}.
Proof. Since (A, ⋆) is right nilpotent it is right nil, and since it has nilpotent underlying Lie algebra,
it is left nil. Let Ji be a descending sequence of ideals as in Lemma 5.6. Then Jn is one-dimensional
where n = dimA. Let z generate Jn. Then z ⋆ x = 0 for all x ∈ A, so L(z) = 0. Since Jn = 〈z〉
is a two-sided ideal, R(z)x ∈ 〈z〉 for all x ∈ A. If there is x ∈ A such that R(z)x 6= 0, then, after
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rescaling x, it can be supposed that L(x)z = z. Since this means L(x) is not nilpotent, it contradicts
that (A, ⋆) is left nil. Hence R(z) = 0 and so z ∈ T(A). Since, by Lemma 5.7, A/Ti(A) is again right
nilpotent with nilpotent underlying Lie algebra, if Ti(A) 6= A then Ti+1(A)/Ti(A) = T(A/Ti(A)) has
dimension at least one, by the preceding. Since this implies that dimTi+1(A) > dimTi(A) unless
T
i(A) = A, it implies that there is some m ≥ 1 such that Tm(A) = A. By Lemma 5.9, (A, ⋆) is
nilpotent.
If A⋆A 6= {0}, then the ideals Ji may be chosen so that Jn ⊂ A⋆A, and since z ∈ Jn, this proves
the final claim. 
Lemma 5.11. A right nilpotent LSA admits no Koszul form.
Proof. Since (A, ⋆) is right nilpotent there is k ≥ 1 such that Rk+1(A) = {0} and Rk(A) 6= {0}.
Then Rk(A) is a two-sided ideal contained in kerL. However, if (A, ⋆) were to admit a Koszul form,
then L would be injective. 
6. LSAs with nondegenerate trace form and rank one right principal idempotent
A derivation D of the Hessian LSA (A, ⋆, h) is conformal if there is a constant c ∈ R such that
h(Dx, y) + h(x,Dy) = ch(x, y),(6.1)
for all x, y ∈ A. Equivalently, D +D∗ = cI. If c = 0 in (6.1) then D is an infinitesimally isometric
derivation. The conformal derivations and the infinitesimally isometric derivations constitute Lie
subalgebras of the Lie algebra of derivation of (A, ⋆). Following Definition 2.8 of [4], a derivation D
of (A, ⋆) satisfying (6.1) with c = 1 is called a compatible derivation of the Hessian LSA (A, ⋆, h).
Following Choi in [4], define the graph extension (A, ⋆, hˆ) of the Hessian LSA (B, ◦, h) with respect
to the compatible derivation D ∈ End(B) to be the vector space A = B ⊕ 〈D〉 equipped with the
multiplication
(x+ aD) ⋆ (y + bD) = x ◦ y + aDy + (h(x, y) + ab)D(6.2)
and the symmetric bilinear form
hˆ(x+ aD, y + bD) = h(x, y) + ab.(6.3)
Lemma 6.1. The graph extension (A = B⊕ 〈D〉, ⋆, hˆ) of the Hessian LSA (B, ◦, h) with respect to
the compatible derivation D ∈ End(B) satisfies:
(1) (A, ⋆, hˆ) is a Hessian LSA with Koszul form λ(x + aD) = a generating hˆ.
(2) D is the idempotent element of (A, ⋆, hˆ) associated with λ and satisfies kerR⋆(D) = kerλ =
B⊕ 〈0〉, and R⋆(D)
2 = R⋆(D).
(3) The restriction to B of L⋆(D) equals D, and
L⋆(D)
∗ + L⋆(D) = R⋆(D) + I.(6.4)
(4) Any nontrivial two-sided ideal of (A, ⋆) contains D.
(5) The Lie normalizer n(〈D〉) of the linear span of D in A equals kerD ⊕ 〈D〉. In particular
D is invertible if and only if n(〈D〉) = 〈D〉.
(6) If D is invertible then B = [A,A] and (A, ⋆) is simple.
(7) For x ∈ B⊕ 〈0〉 ⊂ A and yˆ ∈ A,
L⋆(D)(x ⋆ yˆ) = L⋆(D)x ⋆ yˆ + x ⋆ L⋆(D)yˆ.(6.5)
Consequently etL⋆(D)(x⋆yˆ) = etL⋆(D)x⋆etL⋆(D)yˆ, and etL⋆(D) is an automorphism of (B, ◦).
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Moreover,
trR⋆(x + aD) = trR◦(x) + a,(6.6)
hˆ(x+ aD, y + bD) = τ⋆(x+ aD, y + bD)− τ◦(x, y),(6.7)
PA,⋆(x + aD) = PB,◦(x)
(
1 + a− h(x, (I +R◦(x))
−1Dx)
)
,(6.8)
where τ⋆ and τ◦ are the right trace forms and PA,⋆ and PB,◦ are the characteristic polynomials of
(A, ⋆) and (B, ◦).
Proof. With respect to a basis e1, . . . , en of A such that en = D and B ⊕ 〈0〉 = 〈e1, . . . , en−1〉, the
left and right regular representations L◦, R◦, L⋆, and R⋆ of (B, ◦) and (A, ⋆) are related by
L⋆(x+ aD) =
(
L◦(x) + aD 0
x♭ a
)
, R⋆(x+ aD) =
(
R◦(x) Dx
x♭ a
)
(6.9)
where x♭ ∈ B∗ is defined by x♭(y) = h(x, y) for y ∈ B. Claims (1)-(3) can be verified by straight-
forward computations using the definitions and (6.9). If J is a two-sided ideal in (A, ⋆), by (6) of
Lemma 4.1 there is z ∈ J such that λ(z) 6= 0. Then λ(z)D = z ⋆ D ∈ J , so D ∈ J . This shows
(4). If x + aD ∈ n(〈D〉) then Dx = [D, x + aD] ∈ 〈D〉. As this holds if and only if x ∈ kerD,
n(〈D〉) = kerD ⊕ 〈D〉. This shows (5).
If D is invertible, then for x ∈ B there exists z ∈ B such that x = Dz = D ⋆ z − z ⋆ D. This
shows that B ⊂ [A,A]. Since the opposite containment is clear from (6.2), this shows B = [A,A].
By (4), a nontrivial two-sided ideal J in (A, ⋆) contains D. From (6.9) it is apparent that L⋆(D)
is invertible if and only if D is invertible. Consequently, if D is invertible, A = L⋆(D)A ⊂ J. This
shows that (A, ⋆) is simple and completes the proof of (6).
Claim (7) is essentially Lemma 3.2 of [22]. The proof is recalled for convenience. Since kerR⋆(D) =
kerλ, for x ∈ kerλ and yˆ ∈ A there holds (6.5). Since L⋆(D) preserves kerλ there follows
L⋆(D)
m(x ⋆ yˆ) =
∑m
j=0
(
m
j
)
L⋆(D)
jx ⋆ L⋆(D)
m−j yˆ, and so etL⋆(D)(x ⋆ yˆ) =
∑
m≥0
∑m
j=0 t
m(j!(m−
j)!)−1L⋆(D)
jx ⋆ L⋆(D)
m−j yˆ = etL⋆(D)x ⋆ etL⋆(D)yˆ. Differentiating hˆ(etL⋆(D)x, etL⋆(D)yˆ) in t and
simplifying the result using (4.1) and (6.4) yields
d
dt hˆ(e
tL⋆(D)x, etL⋆(D)yˆ) = hˆ(D ⋆ etL⋆(D)x, etL⋆(D)yˆ) + hˆ(etL⋆(D)x,D ⋆ etL⋆(D)yˆ)
= hˆ(etL⋆(D)x ⋆ D, etL⋆(D)yˆ) + hˆ(D, etL⋆(D)x ⋆ etL⋆(D)yˆ)
= hˆ(D, etL⋆(D)(x ⋆ yˆ)) = hˆ(etL⋆(D)
∗
D, x ⋆ yˆ) = ethˆ(x, yˆ),
(6.10)
which implies hˆ(etL⋆(D)x, etL⋆(D)yˆ) = ethˆ(x, yˆ). Since for x, y ∈ kerλ there holds x ⋆ y = x ◦ y,
there follows etL⋆(D)(x ◦ y) = etL⋆(D)x ◦ etL⋆(D)y, showing (7).
The identities (6.6)-(6.7) follow from (6.9). Writing vertical bars to indicate determinants,
PA,⋆(x+ aD) =
∣∣∣∣I +R◦(x) Dxx♭ 1 + a
∣∣∣∣ = ∣∣∣∣I +R◦(x) Dxx♭ 1
∣∣∣∣+ ∣∣∣∣I +R◦(x) 0x♭ a
∣∣∣∣
=
∣∣∣∣I +R◦(x) − (Dx)⊗ x♭ 0x♭ 1
∣∣∣∣+ a|I +R0(x)|
= |I +R0(x)|(1 − h(x, (I +R◦(x))
−1Dx)) + a|I +R0(x)|
= PB,◦(x)
(
1 + a− h(x, (I +R◦(x))
−1Dx)
)
,
(6.11)
where the penultimate equality follows from a standard identity for the determinant of a rank one
perturbation. 
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Remark 6.2. Claim (1) of Lemma 6.1 is a reformulation of Proposition 4.8 of Choi’s [4] (Choi
assumes (B, ⋆) is complete with unimodular underlying Lie algebra but, while this is necessary for
the applications in [4], it is irrelevant for the lemma).
Remark 6.3. Conclusion (6) of Lemma 6.1, that the graph extension of a Hessian LSA by an
invertible compatible derivation is simple, answers affirmatively a question posed by Choi in Remark
5.2 of [4].
Lemma 6.4. Let (A, ⋆, hˆ) be the graph extension of the Hessian LSA (B, ◦, h) with respect to the
compatible derivation D ∈ End(B). Then (B, ◦) is complete if and only if ker trR⋆ = kerR⋆(D). In
this case:
(1) hˆ = τ⋆.
(2) There is an integer 0 ≤ m ≤ dimB− 1 such that characteristic polynomial P of (A, ⋆) has
the form
P (x+ aD) = 1 + a− h(x,
m∑
l=0
(−R◦(x))
lDx).(6.12)
In particular, eP is 1-translationally homogeneous with axis D.
(3) If degP = k + 1, there exists x ∈ B such that R◦(x)k−1 6= 0; consequently, Rk(B, ◦) 6= {0}.
(4) The Lie algebras underlying (B, ◦) and (A, ⋆) are solvable.
(5) dP (E) = P where E is defined by EX = (I + R⋆(X))D = D +D ⋆X for X ∈ A.
If, additionally, the Lie algebra underlying (B, ◦) is unimodular, then
(6) there is a nonzero constant c such that H(eP ) = cenP , where n = dimA, and the level sets
of P are improper affine spheres with affine normal a constant multiple of D.
Proof. Note that B ⊕ 〈0〉 = kerR⋆(D) by definition of a graph extension. If (B, ◦) is complete,
then trR◦(x) = 0 for all x ∈ B, so by (6.6), trR⋆(x + aD) = a for all x ∈ B, from which it is
apparent that ker trR⋆ = B ⊕ 〈0〉 = kerR⋆(D). On the other hand, if ker trR⋆ = kerR⋆(D), then
ker trR⋆ = B⊕ 〈0〉, so, by (6.6), trR◦(x) = trR⋆(x) = 0 for all x ∈ B.
If (B, ◦) is complete, then τ◦ vanishes identically, so (6.7) yields τ⋆ = hˆ. As (B, ◦) is complete it
is right nil, so R◦(x) is nilpotent, and there is a minimal m ≤ dimB − 1 such that for all x ∈ B,
R◦(x)
m+1 = 0, while for some x ∈ B, R◦(x)m 6= 0. Hence (I +R◦(x))−1 =
∑m
l=0(−R◦(x))
l. With
PB,◦ = 1, in (6.8) this yields (6.12). By (6.12), if P has degree k + 1 then m ≥ k − 1. This
means there exists x ∈ B such that R◦(x)k−1 6= 0. In particular, this implies Rk(B, ◦) 6= {0}. This
shows (3). Since (B, ◦) is complete, the action on B of the simply-connected Lie group of (B, [ · , · ])
is simply transitive (see [13] or [16]). By Theorem I.1 of [1] this group is solvable, and so also
(B, [ · , · ]) is solvable. Since A/[A,A] is an abelian Lie algebra, (A, [ · , · ]) is solvable too. This
proves (4). Claim (5) follows from (3.15) and (6.6).
If the Lie algebra underlying (B, ◦) is unimodular, then by Lemma 4.2 and (2), P satisfies the
conditions of Theorem 4.3, and so (6) follows. 
By Lemma 6.1, the graph extension of a Hessian LSA with respect to a compatible derivation
is an LSA equipped with a Koszul form. Lemma 6.5 characterizes when an LSA equipped with a
Koszul form is isometrically isometric to a graph extension.
Lemma 6.5. For a finite-dimensional LSA (A, ⋆) equipped with a Koszul form λ ∈ A∗ having
associated idempotent u and Hessian metric h the following are equivalent:
(1) kerλ = kerR(u).
(2) h(u, u) = λ(u) 6= 0, R(u)2 = R(u), trR(u) = 1, and the linear span 〈u〉 is a left ideal and
λ(u) 6= 0.
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(3) h(u, u) = λ(u) 6= 0 and the multiplication x◦y = x⋆y−λ(u)−1h(x, y)u makes kerλ an LSA
for which the restriction of any nonzero multiple of h is a Hessian metric and on which
L(u) acts as a compatible derivation.
In the case there hold (1)-(3), (A, ⋆, λ(u)−1h) is isometrically isomorphic to the graph extension of
(kerλ, ◦, λ(u)−1h) with respect to L(u).
Moreover, if there hold (1)-(3), L(u) is invertible if and only if the linear span 〈u〉 equals its
normalizer in (A, [ · , · ]). In this case, [A,A] = kerλ = kerR(u) and (A, ⋆) is a simple LSA.
Proof. Suppose there holds (1) so that kerλ = kerR(u). Then u ∈ kerλ = kerR(u) implies the
contradictory u = R(u)u = 0. Hence h(u, u) = λ(u) 6= 0. For x ∈ kerλ, R(u)x = 0, while
R(u)u = u, so R(u) is the projection onto 〈u〉 along kerλ. This is equivalent to the conditions
R(u)2 = R(u) and trR(u) = codim kerR(u) = 1. As x ⋆ u = R(u)x ∈ 〈u〉, 〈u〉 is a left ideal in
(A, ⋆). Thus (1) implies (2). If there holds (2), then R(u) is a projection with one-dimensional
image, and since R(u)u = u the image is 〈u〉. For any x ∈ A there is c ∈ R such that R(u)x = cu.
Then cλ(u) = λ(cu) = λ(x ⋆ u) = h(x, u) = λ(x), so λ(u)R(u)x = λ(x)u from which it follows that
kerλ ⊂ kerR(u). This suffices to show kerR(u) = kerλ. Thus (2) implies (1).
If λ(u) = h(u, u) 6= 0 then ◦ is defined and x ◦ y ∈ kerλ for all x, y ∈ A. If x, y, z ∈ kerλ then
(x ◦ y − y ◦ x) ◦ z − x ◦ (y ◦ z) + y ◦ (x ◦ z) = λ(u)−1R(u)(h(x, z)y − h(y, z)x).(6.13)
From (6.13) it is immediate that kerR(u) = kerλ implies that (kerλ, ◦) is an LSA. Because,
for x, y, z ∈ kerλ, h(x ◦ y, z) = h(x ⋆ y, z), the restriction to kerλ of h is a Hessian metric for
(kerλ, ◦). Since λ(L(u)x) = h(u, x) = λ(x), L(u) preserves kerλ. If x ∈ kerλ then h(L(u)x, y) +
h(x, L(u)y) = h(R(u)x, y) + h(u, x ⋆ y) = h(x, y). Since kerR(u) = kerλ, if x ∈ kerλ then
L(u)(x ⋆ y)− L(u)x ⋆ y − x ⋆ L(u)y = R(u)x ⋆ y = 0. Hence, for x, y ∈ kerλ,
λ(u)(L(u)(x ◦ y)− L(u)x ◦ y − x ◦ L(u)y) = (h(L(u)x, y) + h(x, L(u)y − h(x, y))u = 0,(6.14)
showing that L(u) is a compatible derivation of the Hessian LSA (kerλ, ◦, h). This shows that (1)
implies (3).
Suppose there holds (3). Since h(u, u) 6= 0 the restriction of h to kerλ is nondegenerate. If
dimA > 2 then dimkerλ > 1 and so given 0 6= y ∈ kerλ there can be found x, z ∈ kerλ such that
h(y, z) = 0 and h(x, z) = 1. Susbtituting this into (6.13) and supposing ◦ is left-symmetric on kerλ
shows that R(u)y = 0. Hence kerλ ⊂ kerR(u) which suffices to show (1). If dimA = 2 then u is
transverse to both kerλ and kerR(u) and so kerR(u) ⊂ kerλ. Since L(u) is a compatible derivation
of (kerλ, ◦), for all x ∈ kerλ, h(R(u)x, x) = h(x ⋆ u, x) = h(u ⋆ x, x) − h(u, x ⋆ x) + h(x, u ⋆ x) =
h(x, x)−h(x, x) = 0. Since h(R(u)x, u) = λ(R(u)x) = h(u, x) = λ(x) = 0, it follows that R(u)x = 0
if x ∈ kerλ, so kerR(u) = kerλ. Thus (3) implies (1).
Suppose there hold (1)-(3). Let D = L(u) and define Ψ : kerλ⊕〈D〉 → A by Ψ(x+aD) = x+au.
Let (kerλ ⊕ 〈D〉, ⋆ˆ, hˆ) be the graph extension of (kerλ, ◦, λ(u)−1h) with respect to D = L(u). In
particular, for x, y ∈ kerλ, hˆ(x+ aD, y + bD) = ab+ λ(u)−1h(x, y), and
Ψ((x + aD)⋆ˆ(y + bD)) = Ψ(x ◦ y + aDy + (ab+ λ(u)−1h(x, y))D)
= x ◦ y + aDy + (ab+ λ(u)−1h(x, y))u = x ⋆ y + aL(u)y + abu
= (x+ au) ⋆ (y + bu) = Ψ(x+ aD) ⋆Ψ(y + aD),
(6.15)
so Ψ is an algebra isomorphism. Moreover, h(Ψ(x+aD),Ψ(y+bD)) = h(x, y)+abλ(u) = λ(u)hˆ(x+
aD, y + bD), so Ψ is isometric with respect to hˆ and λ(u)−1h.
Suppose there hold (1)-(3). If L(u) is not invertible there exists 0 6= x ∈ A such that L(u)x = 0.
Then λ(x) = h(u, x) = λ(L(u)x) = 0, so x ∈ kerλ = kerR(u). Hence [x, u] = R(u)x − L(u)x = 0
and x is contained in the normalizer in (A, [ · , · ]) of 〈u〉. It follows that if 〈u〉 equals its normalizer
in (A, [ · , · ]), then L(u) is invertible. Suppose L(u) is invertible and that x ∈ A is contained
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in the normalizer of 〈u〉 in (A, [ · , · ]). Then x¯ = x − λ(u)−1λ(x)u ∈ kerλ = kerR(u) is also
contained in the normalizer of 〈u〉 in (A, [ · , · ]), since [x¯, u] = [x, u]. There is some c ∈ R such that
L(u)x¯ = (L(u)− R(u))x¯ = [u, x¯] = cu. Since λ(u) 6= 0, that 0 = λ([u, x¯]) = cλ(u) implies c = 0 so
L(u)x¯ = [u, x¯] = 0. Since L(u) is invertible, this implies x¯ = 0, so x ∈ 〈u〉.
The conclusions that [A,A] = kerλ = kerR(u) and (A, ⋆) is a simple LSA when L(u) is invertible
follow from (5) and (6) of Lemma 6.1 and the fact that (A, ⋆, λ(u)−1hˆ) is isometrically isomorphic
to a graph extension with respect to L(u). 
If λ is a Koszul form, then, for any nonzero c, λ˜ = cλ is also a Koszul form. The metric
h˜ associated with λ˜ is h˜ = ch. Both λ and λ˜ determined the same idempotent, for if u˜ is the
idempotent associated with λ˜, then ch(u, x) = cλ(x) = λ˜(x) = h˜(u˜, x) = ch(u˜, x) for all x ∈ A, so
u˜ = u, by the nondegeneracy of h. If λ(u) 6= 0 then, replacing λ by λ(u)−1λ it can be assumed
λ(u) = 1. A Koszul form λ is normalized if λ(u) ∈ {0, 1}. If λ is a normalized Koszul form and
there hold (1)-(3) of Lemma 6.5, then (A, ⋆, h) is the graph extension of (kerλ, ◦, h) with respect to
L(u).
Given an LSA (A, ⋆) and an endomorphism D ∈ End(A) define Π(A, D) to be the set of weights
for the action of D on A and let
A
α = {x ∈ A : (D − αI)px = 0 for some p ≥ 1}(6.16)
be the weight space corresponding to α ∈ Π(A, D).
Lemma 6.6. Let D ∈ End(B) be a compatible derivation of the Hessian LSA (B, ◦, h) and let
(A, ⋆, hˆ) be the corresponding graph extension. Then
(1) If α ∈ Π(A, L⋆(D)) and α 6= 1 then α ∈ Π(B, D) and Bα = Aα ⊂ B. Consequently
Π(B, D) ⊂ Π(A, L⋆(D)).
(2) α ∈ Π(B, D) if and only if 1− α ∈ Π(B, D), and dimBα = dimB1−α.
(3) B1 = {0} if and only if D is invertible.
(4) For α, β ∈ Π(B, D), Bα ⋆ Bβ ⊂ Aα+β and Bα ◦ Bβ ⊂ Bα+β.
(5) For α, β ∈ Π(B, D), h : Bα × Bβ → R is nondegenerate if α + β = 1 and is the zero map
otherwise.
(6) [Aα,A1−α] ⊂ B1.
If Π(B, D) ⊂ (0, 1) and D is triangularizable then (B, ◦) is right nilpotent, so nilpotent.
Proof. Let λ = hˆ(D, · ). If α ∈ Π(A, L⋆(D)) and 0 6= a ∈ Aα, let p ≥ 1 be the minimal integer such
that (L⋆(D)− αI)pa = 0. By (6.4) of Lemma 6.1,
0 = hˆ((L⋆(D)− αI)
pa,D) = hˆ(a, (L⋆(D)
∗ − αI)pD)
= hˆ(a, (R⋆(D)− L⋆(D) + (1− α)I)
pD) = (1 − α)pλ(a),
(6.17)
so if α 6= 1 then a ∈ B. This shows Aα ⊂ B if α 6= 1. It follows that Bα = Aα if α 6= 1. Since L⋆(D)
preserves B, B1 = A1 ∩ B. This proves (1).
If α ∈ Π(B, D), 0 6= a ∈ Bα, and x ∈ B, then there is a minimal p ≥ 1 such that (D−αI)pa = 0,
and so, since D is a compatible derivation,
0 = h((D − αI)pa, x) = (−1)ph(a, (D − (1 − α)I)px).(6.18)
Were (D− (1−α)I)p invertible on B, then, by the nondegeneracy of h, (6.18) would imply a = 0, so
(D− (1−α)I)p has nonempty kernel on B, so B1−α is nontrivial. This proves that 1−α ∈ Π(B, D)
and dimBα ≤ dimB1−α. By symmetry, dimBα = dimB1−α, and so (2) is proved. By (2), B1 = {0}
if and only if B0 = {0}. As D is invertible on B if and only if B0 = {0}, there follows (3).
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If α, β ∈ Π(B, D), 0 6= a ∈ Bα, and 0 6= b ∈ Bβ , then, by (7) of Lemma 6.1, (D−(α+β)I)(a⋆b) =
((D − αI)a) ⋆ b+ a ⋆ (D − βI)b, so
(D − (α+ β)I)m(a ⋆ b) =
m∑
j=0
(
m
j
)
(D − αI)ja ⋆ (D − βI)m−jb.(6.19)
If m ≥ 2max{dimBα, dimBβ} then every term on the right-hand side of (6.19) vanishes, showing
that a ⋆ b ∈ Aα+β. Note that, although this shows Bα ⋆ Bβ ⊂ Aα+β , the possibility that a ⋆ b = 0
is not excluded and this argument does not show that α + β ∈ Π(B, D), and this need not be the
case.
Suppose α, β ∈ Π(B, D), 0 6= a ∈ Bα, and 0 6= b ∈ Bβ . If α+β 6= 1 then, by (1), Aα+β = Bα+β ⊂ B
so hˆ(a, b) = λ(a ⋆ b) = 0. Hence a ◦ b = a ⋆ b, so Bα ◦ Bβ ⊂ Bα+β . If β = 1 − α then a ⋆ b ∈ A1
so a ◦ b = a ⋆ b − hˆ(a, b)D ∈ A1 ∩ B = B1. This proves (4). If α, β ∈ Π(B, D) and α + β 6= 1 then
a ⋆ b ∈ Bα+β ⊂ kerλ, so h(a, b) = hˆ(a, b) = λ(a ⋆ b) = 0. On the other hand, if α ∈ Π(B, D) and
0 6= a ∈ Bα by the nondegeneracy of h on B there exists x ∈ B such that h(a, x) 6= 0. Since, for
β 6= 1 − α, the projection of x onto Bβ is h orthogonal to a, it can be assumed x ∈ B1−α. This
proves (5). Since [A,A] ⊂ kerλ, if a ∈ Aα and b ∈ A1−α then [a, b] ∈ A1 ∩ B = B1. This proves (6).
Suppose Π(B, D) ⊂ (0, 1) and let 0 < α1 < α2 < · · · < αr < 1 be the distinct elements of Π(B, D)
arranged in increasing order. If D is triangularizable, then B equals the direct sum ⊕ri=1B
αi of the
weight spaces ofD. By (4), each subspace Ii = ⊕j≥iBαj is a two-sided ideal and the quotients Ii/Ii+1
are trivial LSAs, so, by Lemma 5.6, (B, ◦) is right nilpotent. Since Π(B, D) ⊂ (0, 1), B = [A,A] is a
nilpotent Lie algebra, so by Theorem 5.10, (B, ◦) is a nilpotent LSA. 
Lemma 6.7 shows that the weights of a compatible triangularizable derivation acting on a com-
plete Hessian LSA necessarily satisfy an arithmetic relation of a particular form.
Lemma 6.7. Let (A, ⋆, hˆ) be the graph extension of the complete Hessian LSA (B, ◦, h) with respect
to a triangularizable compatible derivation D ∈ End(B), and let P be the characteristic polynomial
of (A, ⋆). Let Π(B, D) = {α1, . . . , αr}. For each integer 0 ≤ l ≤ dimB− 1 such that the degree l+2
component of P is not identically zero, there exists a partition l+2 =
∑r
k=1 ik of l+2 as a sum of
nonnegative integers i1, . . . , ir such that
∑r
k=1 ikαk = 1. In particular, this is true for at least one
nonnegative integer l, namely that for which l+ 2 = degP .
Proof. Since (B, ◦) is complete, by Lemma 6.4, the characteristic polynomial PA,⋆ of its graph
extension is given by (6.12) and hˆ = τ⋆, where τ⋆ is the trace form of (A, ⋆). Because D is
triangularizable, B is the direct sum ⊕αi∈Π(B,D)B
αi of the weight spaces Bαi of D. If x ∈ B write
x =
∑r
i=1 xαi where xαi ∈ B
αi . Consider an expression of the form h(x,R◦(x)lDx). Each term
R◦(x)
lDx is a linear combination of terms of the form R◦(xβ1) . . . R◦(xβl)Dxβl+1 where β1, . . . , βl+1
are not necessarily distinct elements of {α1, . . . , αr} = Π(B, D). By (4) of Lemma 6.6, the term
R◦(xβ1) . . . R◦(xβl)Dxβl+1 lies in B
β1+···+βl+1 . Hence
∑l+1
q=1 βq =
∑r
i=1 jiαi where ji is the number
of times αi appears in the set {β1, . . . , βl+1} and so
∑r
q=1 jq = l + 1. By (5) of Lemma 6.6, for
the h-pairing of R◦(xβ1) . . . R◦(xβl)Dxβl+1 with some xαi to be nonzero, it must be that 1− αi =∑r
q=1 jqαq. Equivalently, there are nonnegative integers i1, . . . , ir such that
∑r
q=1 iq = l + 2 and
1 =
∑r
q=1 iqαq. By (6.12) of Lemma 6.4, the degree l+ 2 part of P (x, a) is (−1)
l+1h(x,R◦(x)
lDx)
for (x, a) ∈ A. If there is some x ∈ B such that (−1)l+1h(x,R◦(x)lDx) is nonzero, then there
must β1, . . . , βl+1 and αi such that h(xαi , R◦(xβ1) . . . R◦(xβl)Dxβl+1) 6= 0, so there are nonnegative
integers i1, . . . , ir such that
∑r
q=1 iq = l+2 and 1 =
∑r
q=1 iqαq. If there is no such set of nonnegative
integers i1, . . . , ir for any 0 ≤ l ≤ dimB− 1, then, by (6.12) of Lemma 6.4, h(x,R◦(x)lDx) = 0 for
all 0 ≤ l ≤ dimB− 1. In this case PA,⋆(x+ aD) = 1 + a. Then the Hessian HessPA,⋆ is identically
zero, which contradicts (3.16), relating this Hessian to the nondegenerate bilinear form τ⋆. 
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Lemma 6.8. If the right principal idempotent r of an incomplete n-dimensional LSA (A, ⋆) with
nondegenerate trace form τ and characteristic polynomial P satisfies ker trR = kerR(r) then:
(1) B = ker trR equipped with the multiplication x ◦ y = x ⋆ y − τ(x, y)r is a complete LSA.
(2) The Lie algebra (A, [ · , · ]) is solvable.
(3) P (x+ tr) = P (x) + t for all t ∈ R and x ∈ A.
(4) For x, y ∈ B write R◦(x)y = y ◦ x. If P has degree k + 1 then there exists x ∈ B such that
R◦(x)
k−1 6= 0; consequently, Rk(B, ◦) 6= {0}.
(5) dP (E) = P , where E is the vector field defined by Ex = (I +R(x))r = r + r ⋆ x.
If, additionally, the Lie subalgebra B = ker trR is unimodular, then
(6) there is a nonzero constant c such that H(eP ) = cenP and the level sets of P are improper
affine spheres with affine normal a constant multiple of r.
In particular, if, in addition to satisfying ker trR = kerR(r), L(r) is invertible, then there holds
(6), [A,A] = ker trR = kerR(r), and (A, ⋆) is a simple LSA.
Proof. This follows from Lemmas 6.4 and 6.5. 
Lemma 6.9. Over a field of characteristic zero, a triangularizable LSA (A, ⋆) having nondegenerate
trace form τ contains an idempotent element u such that the linear span 〈u〉 is a left ideal and R(u)
is the operator of projection onto 〈u〉. That is, R(u)2 = R(u) and trR(u) = 1.
Proof. By assumption there exists a complete flag invariant under L(A), so there exist u ∈ A and
λ ∈ A∗ such that R(u)x = L(x)u = λ(x)u for all x ∈ A. Then trR(u) = λ(u) and τ(x, u) = trR(x ⋆
u) = λ(x) trR(u). Since τ is nondegenerate there is v ∈ A such that 0 6= τ(v, u) = λ(v) trR(u), so
λ(u) = trR(u) 6= 0. Replacing u by λ(u)−1u it may be assumed that λ(u) = trR(u) = 1. Then
x ⋆ u = λ(x)u, so 〈u〉 is a left ideal, and, in particular, u ⋆ u = u. Finally, R(u)2x = λ(x)R(u)u =
λ(x)u = R(u)x. 
Note that Lemma 6.9 implies that a triangularizable LSA with nondegenerate trace form is
incomplete. Suppose (A, ⋆) is a triangularizable LSA with nondegenerate trace form τ . It need not
be the case that the right principal idempotent r generate a left ideal. For example, in a clan, r
can be a right unit. Likewise it need not be the case that an idempotent u as in Lemma 6.9 be the
right principal idempotent (such a u need not be uniquely determined).
Note that, for u as in Lemma 6.9, by Lemma 6.5 the hypothesis that [A,A] have codimension
one follows from the assumption that L(u) be invertible.
Theorem 6.10 is a slight refinement of Theorem 1.1 in the introduction.
Theorem 6.10. Let (A, ⋆) be a triangularizable n-dimensional LSA over a field of characteristic
zero and having nondegenerate trace form τ and codimension one derived Lie subalgebra [A,A]. Let
G be the simply-connected Lie group with Lie algebra (A, [ · , · ]). There are a nonzero constant c
and a closed unimodular subgroup H ⊂ G having Lie algebra [A,A], such that the characteristic
polynomial P of (A, ⋆) solves H(eP ) = cenP , and the level sets of P are improper affine spheres
homogeneous for the action of H and having affine normals equal to a constant multiple of the right
principal idempotent r. Moreover:
(1) If Π(B, L(r)) ⊂ (0, 1) then (B, ◦) is right nilpotent, so nilpotent.
(2) If 0 /∈ Π(B, L(r)), then (A, ⋆) is simple.
Proof. Let u and λ be as in the proof of Lemma 6.9. Since [A,A] ⊂ kerλ ∩ ker trR, if [A,A]
has codimension one then [A,A] = kerλ = ker trR. Since also λ(u) = trR(u), it follows that
λ = trR, and so u is the right principal idempotent. The claims that the level sets of P are affine
spheres with affine normals a multiple of the right principal idempotent r follow from Lemmas
6.1, 6.5, and 6.8. If P (x) = 1 then x ∈ h(G)0, so x = h(g)0 for some g ∈ G. By (3.10),
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1 = P (x) = P (h(g)0) = χ(g)P (0) = χ(g), so g is contained in the subgroup H = kerχ, which is
unimodular, since the Lie algebra of kerχ is [A,A] = ker trR is unimodular. It follows that the level
set {x ∈ A : P (x) = 1} is homogeneous for the action of kerχ. By the translational homogeneity of
P in the r direction shown in (3) of Lemma 4.1, {x ∈ A : P (x) = 1 + t} = {x ∈ A : P (x) = 1}+ tr
is an affine image of {x ∈ A : P (x) = 1}, so is also a homogeneous improper affine sphere.
Suppose Π(B, L(r)) ⊂ (0, 1) and let 0 < α1 < α2 < · · · < αr < 1 be the distinct elements
of Π(B, L(r)) arranged in increasing order. By (4) of Lemma 6.6, each subspace Ii = ⊕j≥iBαj
is a two-sided ideal and the quotients Ii/Ii+1 are trivial LSAs, so, by Lemma 5.6, (B, ◦) is right
nilpotent. Since (A, ⋆) is triangularizable, by Lemma 5.2 its underlying Lie algbera is solvable, so
the underlying Lie algebra of B = [A,A] is nilpotent. Hence, by Theorem 5.10, (B, ◦) is nilpotent.
That 0 /∈ Π(B, L(r)) means L(r) is invertible. In this case (A, ⋆) is simple by Lemma 6.9. 
Note that the argument showing (B, ◦) is right nilpotent if Π(B, L(r)) ⊂ (0, 1) might fail were
there supposed instead Π(B, L(r)) ⊂ [0, 1]. The problem is that one cannot conclude that the
quotient I1/I2 is a trivial LSA.
Remark 6.11. In [19], Mizuhara takes as hypotheses conditions corresponding to special cases of
the conclusions (1)-(5) of Lemma 6.6. In particular, Mizuhara considers LSAs as in Theorem 6.10
and for which Π(B, L(r)) is contained in (0, 1) and L(r) is diagonalizable. Such hypotheses exclude
nontrivial LSAs. In example 7.8 there are constructed LSA satisfying the hypotheses of Theorem
6.10 and for which Π(B, L(r)) contains negative numbers or for which L(r) is not diagonalizable.
Remark 6.12. That a triangularizable LSA satisfying certain conditions must be simple shows a
sense in which LSAs are very different from Lie algebras.
Remark 6.13. By (3.15) and (3.16) the characteristic polynomial P of an LSA (A, ⋆) determines
the Koszul form trR and the metric τ , and, by (3.20) (with k = 2), P determines the commutative
part of the multiplication ⋆, but by itself P does not determine in an obvious way the multiplication
⋆. To reconstruct ⋆ it seems necessary, but not sufficient without further hypotheses, to know also
the underlying Lie algebra (A, [ , ]) and its relation to L(r). This raises the question whether two
triangularizable n-dimensional LSAs having nondegenerate trace form and codimension one derived
Lie algebra and having the same characteristic polynomial must be isomorphic. Example 7.8 shows
that the answer is negative. There needs to be imposed some normalization condition situating the
underlying Lie algebra of the LSA inside the symmetry algebra of P ; it is planned to discuss this
elsewhere.
7. Examples
This section records some of the simplest illustrative examples.
Example 7.1. Given an (n− 1)-dimensional vector space V with an nondegenerate inner product
g define an n-dimensional LSA (Parn(g), ⋆) as follows. Equip A = V⊕〈u〉 with the multiplication ⋆
defined, for x, y ∈ V, by x ⋆ y = g(x, y)u, x ⋆ u = 0, u ⋆ x = x/2, and u ⋆u = u. It is straightforward
to check that (Parn, ⋆) is an LSA with trace form τ(x+au, y+ bu) = ab+g(x, y) and characteristic
polynomial P (x+ au) = 1 + a− g(x, x)/2, whose level sets are paraboloids. In the case that g = δ
is the standard Euclidean inner product, there will be written simply Parn = Parn(δ). In this case
τ is positive definite. Moreover, if g is positive definite then Parn(g) is isomorphic to Parn.
Lemma 7.2. Suppose the n-dimensional LSA (A, ⋆) carries a Koszul form λ ∈ A∗ for which the
associated Hessian metric h is positive definite. Suppose that the associated idempotent u satisfies
λ(u) = 1 and that L(u) is invertible with real eigenvalues. Then (A, ⋆) is isomorphic to Parn.
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Proof. By the discussion following the proof of Lemma 4.1, L(u) is self-adjoint and so diagonalizable.
By the argument proving Proposition 4.1 of [22], the eigenvalues of the restriction of L(u) to kerλ
are all 1/2, so that this restriction is half the identity, and, if x, y ∈ kerλ, then x⋆y is an eigenvector
of L(u) with eigenvalue 1, so equals h(x, y)u. It follows that (A, ⋆) is isomorphic to Parn(g) where
g is the restriction of h to kerλ. 
Lemma 7.2 can be deduced as a special case of Proposition II.5 of [23]. Its relevance here is that
an LSA yielding a homogeneous improper affine sphere that is not an elliptic paraboloid must have
an indefinite signature trace form.
Example 7.3. Let Cn be an n-dimensional real vector space equipped with a basis e1, . . . , en. Let
ǫ1, . . . , ǫn be the dual basis of C∗n and write eij = ei ⊗ ǫj for the standard basis of End(Cn). For
x =
∑n
i=1 xiei there holds eij(x) = xjei. For x =
∑n
i=1 xiei, y =
∑n
i=1 yiei ∈ Cn, define L(x) and
R(x) by
L(x) = xn
n∑
i=1
ieii +
∑
1≤j<i≤n
xi−jeij =

xn 0 0 . . . 0 0 0
x1 2xn 0 . . . 0 0 0
x2 x1 3xn . . . 0 0 0
...
...
... . . .
...
...
...
xn−2 xn−3 xn−4 . . . x1 (n− 1)xn 0
xn−1 xn−2 xn−3 . . . x2 x1 nxn

,
R(x) =
n∑
i=1
ixiein +
∑
1≤j<i≤n
xi−jeij =

0 0 0 . . . 0 0 x1
x1 0 0 . . . 0 0 2x2
x2 x1 0 . . . 0 0 3x3
...
...
... . . .
...
...
...
xn−2 xn−3 xn−4 . . . x1 0 (n− 1)xn−1
xn−1 xn−2 xn−3 . . . x2 x1 nxn

,
(7.1)
so that x ⋆ y = L(x)y = R(y)x and [x, y] are given by
x ⋆ y =
n∑
i=1
ixnyi + ∑
1≤j<i
xi−jyj
 ei,
[x, y] =
n−1∑
i=1
i(yixn − xiyn)ei.
(7.2)
(When n = 1, (Cn, ⋆) is just the algebra of real numbers.) The Cayley algebra (Cn, ⋆) is an LSA
with underlying Lie bracket [x, y]. Since (n + 1) trR(x) = n(n + 1)xn = 2 trL(x), (Cn, ⋆) is not
complete. By (7.2),
τ(x, y) = trR(x ⋆ y) = n(x ⋆ y)n = n
2xnyn + n
∑
1≤j<n
xn−jyj ,(7.3)
where (x ⋆ y)n is the coefficient of en in x ⋆ y. The right principal idempotent in Cn is r = n−1en
and L(r) is invertible with
Π(Cn, L(r)) = {
1
n ,
2
n , . . . ,
n−1
n , 1}.(7.4)
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By (7.2), Fn−1 = [Cn,Cn] = ker trR = kerR(r) is a codimension one abelian Lie subalgebra, and
(Cn, [ · , · ]) is solvable. By Lemma 6.8 the multiplication
x ◦ y = x ⋆ y − 1nτ(x, y)en =
n−1∑
i=2
 ∑
1≤j<i
xi−jyj
 ei(7.5)
on Fn−1 makes (Fn−1, ◦) a complete LSA for which the restriction of h = 1nτ to (Fn−1, ◦) is a
Hessian metric on which L(r) acts as a compatible derivation and satisfying
h(x, y) =
∑
1≤j≤n−1
xn−jyj , x, y ∈ Fn−1.(7.6)
In terms of the basis {e1, . . . , en−1} the relations (7.5) and (7.6) have the forms
ei ◦ ej =
{
ei+j i+ j ≤ n− 1
0 i+ j > n− 1
, τ(ei, ej) =
{
1 i+ j = n
0 i+ j 6= n
,(7.7)
and L(r) is the derivation defined by Dei = inei. The expression
h(x ◦ y, z) =
∑
i+j+k=n,i≥1,j≥1,k≥1
xiyjzk,(7.8)
is completely symmetric and ◦ is abelian.
From Lemma 6.8 it follows that the level sets of the characteristic polynomial Pn are improper
affine spheres homogeneous for the action of the simply connected abelian Lie group corresponding
to [Cn,Cn]. As was mentioned in the introduction and will be proved now, these level sets are the
hypersurfaces called Cayley hypersurfaces in [7].
Lemma 7.4. For n ≥ 1, the characteristic polynomial Pn(x1, . . . , xn) of (Cn, ⋆) satisfies the recur-
sion
Pn(x1, . . . , xn)− 1 =
n−1∑
i=1
xi(1 − Pn−i(x1, . . . , xn−i)) + nxn,(7.9)
where P1(x) = 1 + x and, when n = 1, the sum in (7.9) is understood to be trivial.
Proof. Write
Pn(x) = det(I + R(x))
=
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
1 0 0 . . . 0 0 x1
x1 1 0 . . . 0 0 2x2
x2 x1 1 . . . 0 0 3x3
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
.
.
.
xn−3 xn−4 xn−5 . . . 1 0 (n − 2)xn−2
xn−2 xn−3 xn−4 . . . x1 1 (n − 1)xn−1
xn−1 xn−2 xn−3 . . . x2 x1 1 + nxn
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
=
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
1 0 0 . . . 0 0 x1
x1 1 0 . . . 0 0 2x2
x2 x1 1 . . . 0 0 3x3
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
.
.
.
xn−3 xn−4 xn−5 . . . 1 0 (n − 2)xn−2
xn−2 xn−3 xn−4 . . . x1 1 1 + (n − 1)xn−1
xn−1 xn−2 xn−3 . . . x2 x1 1 + nxn + x1
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
=
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
1 0 0 . . . 0 x1
x1 1 0 . . . 0 2x2
x2 x1 1 . . . 0 3x3
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
xn−3 xn−4 xn−5 . . . 1 (n − 2)xn−2
xn−1 xn−2 xn−3 . . . x2 1 + nxn + x1
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
− x1Pn−1(x1, . . . , xn−1),
(7.10)
where the first equality results from adding the penultimate column to the last column, and the
second equality results upon evaluating the second determinant by expanding by cofactors down
the penultimate column. Iterating the same procedure applied to the determinant appearing in the
final expression of (7.10) yields the recursion (7.9). 
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Lemma 7.5. The Eastwood-Ezhov polynomials Φn defined in (1.3) are related to the polynomials
Pn by
Pn − 1 = −nΦn.(7.11)
As a consequence the polynomials Φn satisfy the recursion (1.4).
Proof. Write P = Pn and Φ = Φn. By (3.15), for 1 ≤ i ≤ n−1, the vector field Ei = (I+R(x))ei =
∂i +
∑n
j=i+1 xj−i∂j satisfies dPx(Ei) = P (x) trR(ei) = 0. By Proposition 1 of [7], dΦ(Ei) = 0.
Examining the descriptions (7.9) and (1.3) of P and Φn, it is straightforward to see that that in P
and −nΦ the only monomial in which xn appears is nxn, so that ∂n annihilates P +nΦ. Hence the
n linearly independent vector fields E1, . . . , En−1, and ∂n annihilate P + nΦ, so it is constant. As
P (0) = 1 and Φ(0) = 0, the relation (7.11) follows. The recursion (1.4) for Φn follows from (7.9)
and (7.11). 
Since the polynomials (7.9) are related to the polynomials Φn by Pn− 1 = −nΦn, the preceding
discussion of Cn proves that the Cayley hypersurfaces are homogeneous improper affine spheres in
a manner different from that in [7].
Lemma 7.6. The characteristic polynomial Pn of the Cayley algebra (Cn, ⋆) solves
H(ePn) = (−1)n(n−1)/2nn+1enPn .(7.12)
Proof. Define Ei = (I + R(x))ei = ∂i +
∑n
j=i+1 xj−i∂j for 1 ≤ i ≤ n − 1 and En = ∂n. (Note
that En is not equal to (I + R(x))en.) These vector fields satisfy ∂EiEj = Ei+j if i + j ≤ n and
∂EiEj = 0 if i+ j > n. By (7.9), dPn(En) = −n. Since dPn(Ei) = 0 if i < n, there results
(HessPn + dPn ⊗ dPn) (Ei, Ej) =

−n if i+ j = n,
n2 if i = n = j,
0 if i+ j 6= n, i+ j < 2n,
(7.13)
from which it follows that det(HessPn+dPn⊗dPn) = (−1)n(n−1)/2nn+1Ψ2, where Ψ is the standard
volume form such that Ψ(E1, . . . , En) = 1. The claim (7.12) follows from Lemma 2.5. 
Here is an alternative description of Fn−1. Consider an n-dimensional real vector space V with ba-
sis {ǫ1, . . . , ǫn}. Let {ǫ1, . . . , ǫn} be the dual basis of V∗. View ǫi j = ǫi⊗ǫj as an element of End(V),
such that ǫi j(x) = xjǫi for x =
∑n
i=1 x
pǫp. Let End0(V) be the subspace of trace-free endomor-
phisms. The associative algebra structure on End(V) is given via composition by ǫi jǫk l = δk jǫi l,
where δk j is the Kronecker delta. The associated Lie bracket is the usual commutator of endomor-
phisms. The Lie centralizer c(J) in End0(V) of the nilpotent endomorphism J =
∑n
i=1 ǫi
i+1 is the
(n− 1)-dimensional subspace generated by the nontrivial powers of J . The map P : Fn−1 → c(J)
associating with x =
∑n−1
i=1 xiei ∈ Fn−1 the polynomial P (x) =
∑n−1
i=1 xiJ
i is a linear isomorphism,
and it is straightforward to check that P (x)P (y) = P (x ◦ y), where juxtaposition of elements of
End(V) indicates composition. Let E =
∑n
i=1
n+1−2i
2n ǫi
i ∈ End0(V) (E is the sum of the standard
positive roots of End0(V), divided by 2n). Then [E, Jk] = knJ
k, so D = ad(E) is the derivation of
c(J) corresponding to L(r) in the sense that ad(E)P (x) = P (L(r)x).
Define F∞ to be the vector space of infinite sequences (x1, x2, . . . ). It is straightforward to check
that the multiplication ◦ defined on F∞ by
(x ◦ y)i =
∑
1≤j<i
xi−jyj(7.14)
is associative (so left-symmetric) and commutative. The subspaces Fk∞ = {x ∈ F∞ : xi = 0 if i ≤ k}
constitute a decreasing filtration of F∞. If x ∈ Fp∞ and y ∈ F
q
∞ and i ≤ p+ q, then for a summand
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in (7.14) to be nonzero it must be that i − j > p and j > q. These inequalities together yield the
vacuous condition q < j < i − p ≤ q. This shows that Fp∞ ◦ F
q
∞ ⊂ F
p+q
∞ . Define πn : F∞ → Fn to
be the projection onto the first n components, so that kerπn = Fn∞. The preceding implies that
πn(x ◦ y) = πn(x) ◦ πn(y), so that πn is a left-symmetric homomorphism. Define λn : F∞ → R by
λn(x) = xn. It is claimed that the metric h on Fn−1 is defined by h(x, y) = λn(x¯◦ y¯) where x¯ and y¯
are any elements of F∞ such that πn−1(x¯) = x and πn−1(y¯) = y. If πn−1(xˆ) = x, then xˆ− x¯ ∈ Fn−1∞ ,
and so its product with y¯ is contained in Fn∞. Consequently, λn(x¯◦ y¯) does not depend on the choice
of x¯ and y¯. It is given explicitly by (7.6), and this shows that it is nondegenerate.
The space (F∞, ◦) can be viewed as the space of formal power series
∑
i≥1 xit
i with no constant
term with its usual multiplication. It is straightforward to check that the formal Euler operator
E : F∞ → F∞ defined by E(x)i = ixi is a derivation of ◦, that is E(x ◦ y) = E(x) ◦ y + x ◦ E(y).
Example 7.7. Here is given an example of a 6-dimensional incomplete LSA (A, ⋆) with nondegen-
erate trace form and satisfying the conditions of Theorem 6.10. With respect to the standard basis
on A = R6 the left and right multiplication operators are given by
L(x) =


1
4
x6 0 0 0 0 0
0 1
4
x6 0 0 0 0
0 0 1
2
x6 0 0 0
0 0 x2
3
4
x6 0 0
x3 x3 x1 + 2x2 0
3
4
x6 0
6x4 6x5 6x3 6x1 6x2 x6


, R(x) =


0 0 0 0 0 1
4
x1
0 0 0 0 0 1
4
x2
0 0 0 0 0 1
2
x3
0 x3 0 0 0
3
4
x4
x3 2x3 x1 + x2 0 0
3
4
x5
6x4 6x5 6x3 6x1 6x2 x6


.
(7.15)
That this defines an LSA is tedious but straightforward. The trace form is
τ(x, y) = 6(x1y4 + x4y1 + x2y5 + x5y2 + x3y3) + x6y6.(7.16)
The derived algebra [A,A] = ker trR = kerR(r) has codimension one and is nilpotent but not
abelian, for [[A,A], [A,A]] is a two-dimensional abelian subalgebra. The characteristic polynomial is
P (x) = 6x1x2x3 + 6x
2
2x3 − 6x1x4 − 6x2x5 − 3x
2
3 + x6 + 1,(7.17)
and p(x1, . . . , x5) = P (x) − 1 − 6x6 solves H(p) = −65. By Lemma 6.8 the level sets of P are
improper affine spheres with affine normals parallel to ∂x6 .
Example 7.8. Here is described a class of examples of incomplete LSAs (A, ⋆) having nondegenerate
trace forms, satisfying the conditions of Theorem 6.10, and such that L(r) has various interesting
properties, such as a negative eigenvalue or a nontrivial Jordan block.
Consider a trivial LSA (B, ◦). Any metric h is necessarily Hessian, and any endomorphism
D ∈ End(B) is a derivation. Any invertible endomorphism of B is an automorphism of ◦, so modulo
automorphisms of (B, ◦) it can be assumed that D has its real Jordan normal form. Supposing a
particular relation between D and h leads to the following examples.
Work with respect to the standard basis e1, . . . , en+1 of A = Rn+1 and write x = x¯ + xˆen+1
where x¯ = x1e1+ · · ·+xnen. Let B be the subspace of A spanned by e1, . . . , en. Define J ∈ End(B)
by J(en+1−i) = ei. Let D ∈ End(B) be diagonal with respect to the standard basis and such
that the diagonal entries di defined by D(ei) = diei satisfy dn+1−i = 1 − di. This is equivalent
to the relation JD +DJ = J . Let N ∈ End(B) be a nilpotent endomorphism of B, strictly lower
triangular with respect to the standard basis, and satisfying [D,N ] = 0 andN tJ = −JN , where the
transposed endomorphism N t is defined using the Euclidean structure on B for which the standard
basis is orthonormal. Examples showing that there exist J , D, and N satisfying the conditions
DJ + JD = J , [D,N ] = 0, and N tJ + JN = 0 are given below. The conditions DJ + JD = J and
N tJ +JN = 0 correspond to requiring that the derivation of the trivial LSA structure on B having
matrix D + N with respect to the standard basis be compatible with h. Using the mentioned
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Euclidean structure, x ∈ A is identified with a column vector with components xi. Let α be a
nonzero real number. The left and right multiplication operators are defined by
L(x) =
(
xˆ(D +N) 0
αx¯tJ xˆ
)
, R(x) =
(
0 (D +N)x¯
αx¯tJ xˆ
)
.(7.18)
That this defines an LSA is straightforward using the identities DJ + JD = J , [D,N ] = 0, and
N tJ = −JN . The multiplication and underlying Lie bracket are given explicitly by
x ⋆ y =
(
xˆ(D +N)y¯
αx¯tJy¯ + xˆyˆ
)
, [x, y] =
(
xˆ(D +N)y¯ − yˆ(D +N)x¯
0
)
(7.19)
The trace form is
τ(x, y) = xˆyˆ + αx¯tJy¯ = xn+1yn+1 + α
n∑
i=1
xn+1−iyi,(7.20)
which is evidently nondegenerate. The induced multiplication ◦ on B is trivial. The characteristic
polynomial is P (x) = 1 + xˆ− αx¯tJDx¯. Note that neither τ nor P depends on the choice of N .
The derived algebra [A,A] is abelian. If D is invertible then, because D and N commute, D−1N
is nilpotent, so D +N = D(I +D−1N) is invertible and it is apparent from (7.19) that [A,A] has
codimension one in A. However, if D is not invertible, then it can be that [A,A] has codimension
greater than one in A, as occurs for example for the LSA given by
J =
(
0 1
1 0
)
, D =
(
1 0
0 0
)
,(7.21)
N = 0, and α = 1.
A simple special case of the preceding showing that Π(A, L(r)) can contain nonpositive numbers
and irrational numbers is the following example of dimension n+ 1 = 4. For any σ ∈ R, define
J =
0 0 10 1 0
1 0 0
 , D =
σ 0 00 1/2 0
0 0 1− σ
 ,(7.22)
and N = 0. With respect to the standard basis on A = R4 the left and right multiplication operators
are
L(x) =

σx4 0 0 0
0 12x4 0 0
0 0 (1− σ)x4 0
x3 x2 x1 x4
 , R(x) =

0 0 0 σx1
0 0 0 12x2
0 0 0 (1− σ)x3
x3 x2 x1 x4
 .(7.23)
The trace form is
τ(x, y) = x1y3 + x3y1 + x2y2 + x4y4.(7.24)
The derived algebra [A,A] is abelian and, if σ /∈ {0, 1}, it has codimension one and equals ker trR =
kerR(r). The characteristic polynomial is P (x) = 1 + x4 − x1x3 − 12x
2
2.
A simple special case of the preceding showing that L(r) need not be diagonalizable is the
following example of dimension n+ 1 = 4. Define
J =
0 0 10 1 0
1 0 0
 , N =
0 0 0t 0 0
0 −t 0
 ,(7.25)
where t ∈ R, and let D = (1/2)I. The left and right multiplication operators are
L(x) =
(
1
2x4I + x4N 0
x¯tJ x4
)
, R(x) =
(
0 12 x¯+Nx¯
x¯tJ x4
)
.(7.26)
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That this defines an LSA is straightforward using the identity N tJ = −JN . The trace form is
τ(x, y) = x¯tJy¯ + x4y4 = x1y3 + x3y1 + x2y2 + x4y4,(7.27)
which is evidently nondegenerate. The derived algebra [A,A] = ker trR = kerR(r) has codimension
one and is abelian. The characteristic polynomial is P (x) = 1 + x4 − x1x3 − 12x
2
2.
In the preceding examples τ and P are the same, although the underlying LSAs (A, ⋆) are
not isomorphic because they have different Π(A, L(r)). This shows that a triangularizable LSA
having nondegenerate trace form and codimension one derived Lie algebra is not determined up to
isomorphism by its characteristic polynomial. On the other hand, the LSAs (B, ◦) are in all cases
trivial, so isomorphic.
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