Abstract. Polynomial-time algorithms are given to find a central decomposition of maximum size for a finite p-group of class 2 and for a nilpotent Lie ring of class 2. The algorithms use Las Vegas probabilistic routines to compute the structure of finite * -rings and also the Las Vegas C-MeatAxe. When p is small, the probabilistic methods can be replaced by deterministic polynomial-time algorithms.
Introduction
The main goal of this paper is to prove: Theorem 1.1. There are deterministic and Las Vegas polynomial-time algorithms which, given a finite p-group P of class 2, return a set H of subgroups of P where distinct members pairwise commute, and of maximum size such that H generates P and no proper subset does.
We call H a central decomposition of P since P is a central product of the groups in H (with centers permitted to overlap haphazardly) [1, (11.1) ]. P is input as a permutation, matrix, or (black-box) polycyclic group. Theorem 1.1 applies a new group isomorphism invariant for p-groups: an associative ring with involution, i.e.: a * -ring. Central decompositions are a natural application of these * -ring methods and appear to be undetectable by conventional p-groups methods such as using factors of a characteristic central series. The * -rings convert the commutation structure of a p-group into classical questions about ring structure which can be computed using linear algebra. The "atoms" of a central decomposition (centrally indecomposable subgroups) have specific associated * -rings making them detectable and restricting their structure. Theorem 1.1 applies broadly, but special groups are our main focus, specifically, p-groups P with elementary abelian Frattini subgroup Φ(P ) = P ′ = Z(P ). These groups have few discernible characteristic subgroups, so group isomorphism invariants of any kind are helpful. Despite their name, special groups are diverse, comprising at least p [33, Section 7] .
In Section 5, we begin the process of constructing self-adjoint idempotents by using the semisimple and radical structure of Adj(b). This structure can be computed efficiently by reducing to rings of characteristic p and applying the algorithms of Ronyai, Friedl, and Ivanyos for finite Z p -algebras [27, 16, 18] . This stage uses Las Vegas polynomial-time algorithms for factoring polynomials over finite fields of characteristic p, such as the methods of Berlekamp or Cantor-Zassenhaus [31, Chapter 14] . However, for a deterministic algorithm (for small p), Las Vegas algorithms can be avoided.
Section 6 includes the proof of Theorem 1.1 by first finding a orthogonal decomposition of b of maximum possible size and converting this to a central decomposition of P of maximum possible possible size.
Section 7 creates the analogue of Theorem 1.1 for nilpotent Lie rings of class 2, introduces the four families of centrally indecomposable p-groups, and presents new characteristic subgroups which are easily identified using Adj(b).
Section 8 shows how the nonabelian members of a central decompositions are preserved by group isoclinisms of any group, not only finite p-groups. There a conjecture is given concerning the uniqueness of central decompositions of maximum possible size. Then the rôle of adjoints is then expanded to central products of general groups is explained.
The appendices give examples which demonstrate that the cases considered in Section 5 do occur in the context of finite p-groups. We also provide an alternative proof of the example of C.Y. Tang [30, Section 6] using the methods of Theorem 1.1. Our proof extends the example to an infinite expanding family of examples.
Background
Throughout this work we assume p is a prime. Unless otherwise obvious, all our groups, rings, modules, and algebras are finite. All our associative rings are unital. We express abelian groups additively.
We use A⊔B for the disjoint union of sets A and B, and A−B for the complement of A ∩ B in A. For details on computational complexity and rigorous treatments of polynomial-time and Las Vegas algorithms see [28, Chapter I] .
For a p-group P , we let P ′ = [P, P ] denote the derived subgroup of P , Z(P ) the center of P , and Φ(P ) the Frattini subgroup of P .
We have need in various places to apply homomorphisms and isomorphisms between finite abelian p-groups, rings, and algebras. We say a homomorphism is effective when it can be evaluated efficiently -for instance with the same cost as matrix multiplication -and a coset representative for the preimage of an element in the codomain can also be found efficiently. This means that effective isomorphisms are easily evaluated and inverted on any desired element.
2.1. Central products and central decompositions. The term central product was invented by P. Hall to describe a specific type of amalgamated product especially common when constructing p-groups [10, Section 3.2]. Specifically, a central product over a set H of groups is an epimorphism ϕ : H∈H H → G such that H ∩ ker ϕ = 1 for all H ∈ H [1, (11.1)]. The problem with that definition is that it allows any epimorphism, for instance, Z n p → Z p so that Z p is a central product of an arbitrary number of groups. To avoid this obvious degeneracy, we consider only central products which have the added constraint: J ϕ = G for J ⊆ H implies J = H. All other central products will be known as degenerate so that by default central products are nondegenerate.
A central decomposition is a set H of subgroups of P which generates P , no proper subset does, and distinct members commute. Note that 1 is never in a central decomposition. When {P } is the only central decomposition of P , then P is centrally indecomposable. A central decomposition is fully refined when its members are centrally indecomposable. If H is a central decomposition of P , then the direct product H∈H H maps homomorphically onto P via (x H ) H∈H → H∈H x H , and the kernel of the map intersect each H ∈ H trivially. Thus, central decompositions give rise to central products, and vice-versa; compare [1, (11.1) ]. 
2.2.
Representing groups for computation. We assume throughout that P is a finite p-group of class 2 (i.e.: P ′ ≤ Z(P )) for a known prime p. Groups and subgroups will be specified with generators; so, P = S . We will not consider the specific representation of P , but assume only that it can be input with O(|S|n) bits of data (ex: n = |Ω| if G acts faithfully on Ω and n = d 2 log q if P ≤ GL(d, q)) and that there are polynomial-time, in n, algorithms which: multiply, invert, and test equality of elements in P ; and also test membership, i.e.: given g ∈ P and T ⊆ P , determine if g ∈ T . The first three problems have standard O(n 2 )-time algorithms (or better). However, the membership-test algorithms are considerably more involved, see [14, The assumptions on P given thus far lead to deterministic polynomial-time algorithms which: find | T | for any T ⊆ P , find generators for the normal closure T G of T ⊆ P ; find generators for P ′ , and find generators for Z(P ) [14, Section 3.3] . These are the additional algorithms we assume for our p-groups.
We will use the following in the timing of our algorithms:
(i) memb(P ) -the time to perform membership test in P , (ii) rank P -the rank of P , i.e. log p [P : Φ(P )], (iii) exp(P )-the exponent of P , i.e. the smallest p e such that P p e = 1.
Both P ′ and Z(P ) can be computed once at the start of our algorithms, and will not contribute to the overall complexity. We store any relevant elements of our groups as words (straight-line-programs) in the original generating set of P . We define homomorphisms by the images of the generators and therefore pulling back elements of the images can be done by pulling back words in the appropriate generating sets.
2.3. Central products and discrete logs. Suppose that P ≤ GL(d, q) with p > d and (p, q) = 1. This is enough to require that P embed in A := GF(q e1 ) × × · · · × GF(q es ) × , and so P is abelian. The centrally indecomposable abelian groups are cyclic of prime power order. However, to determine that a subgroup of A is cyclic appears to be a very difficult number theory problem in general solved (in non-polynomial-time) by discrete logs [14, Section 7.1].
For Theorem 1.1 we assume P has class 2; hence, p < d or p|q and thus the algorithms of [23, Theorem 3.2] can be applied instead of discrete logs. Thus, there are no discrete log type problems to consider for matrix p-groups of class 2.
2.4.
Abelian p-groups, bases, and solving systems of equations. We outline the obvious generalizations of linear algebra we require to work with abelian pgroups. A careful exposition is given in [24, Chapter I,Section I.G].
Let V be a finite abelian p-group. A set X ⊆ V is linearly independent if 0 = x∈X s x x, s x ∈ Z, implies s x ≡ 0 mod |x|, for all x ∈ X . A basis X for V is a linearly independent generating set of V ; hence, V = x∈X x . Every basis of V determines an isomorphism to an additive representation Z p e 1 ⊕ · · · ⊕ Z p es for e 1 ≤ · · · ≤ e s ∈ Z + . Operating in the latter representation is preferable to V 's original representation and we assume that all abelian groups (including subgroups) are specified with a basis.
Each endomorphism f of V can be represented by an integer matrix F = [F ij ] such that p ej −ei |F ij , 1 ≤ i ≤ j ≤ s, and furthermore, every such matrix induces an endomorphism of V (with respect to X ) [13, Theorem 3.3] .
To row-reduce an m×n matrix A with entries in Z p e is a modification of Gaussian elimination: first sort the rows so that the least residue classes satisfy A 11 |A i1 as integers, for all i ≥ 1, then continue with standard row reduction noting that it may be impossible to clear entries above a pivot entry. That process uses O(m 2 n) operations in Z p e and leads to algorithms which convert generators of V into a basis, extend linearly independent subsets of V to bases, and compute the intersection of subgroups. Improvements on these methods can be had, consider and [25, Theorem 8.3] .
Recently, P. A. Brooksbank and E. M. Luks created a polynomial-time algorithm which, given a module M and nontrivial submodule N , returns a direct decomposition M = X ⊕ Y with N ≤ X and X minimal with that property [5, Theorem 3.6] . We use that result in the specific context of Z p e -modules.
2.5. Bilinear maps, ⊥-decompositions, and isometry. A Z p e -bilinear map b : V × V → W is a function of Z p e -modules V and W where Let X and Z be ordered bases of the V and W respectively. Set B (z)
xy z, ∀s x , s y ∈ Z p e , x, y ∈ X .
so that B = [B xy ] x,y∈X is an n × n-matrix with entries in W , where n = |X |.
Writing the elements of V as row vectors with entries in Z p e with respect to the basis X we can then write:
Take F, G ∈ End V represented as matrices. Define F B and BG t by the usual matrix multiplication, but notice the result is a matrix with entries in W . Evidently, (F + G)B = F B + GB, F (GB) = (F G)B, and similarly for the action on the right. The significance of these operations is seen by their relation to b:
An isometry between two bilinear maps b :
′ . Finally, we call a bilinear map θ-symmetric if there is θ ∈ GL(W ) of order at most 2 such that
This meaning of θ-symmetric includes the usual symmetric, b(u, v) = b(v, u); and skew symmetric, b(u, v) = −b(v, u) flavors of bilinear maps. If W = b(u, v) : u, v ∈ V then θ is uniquely determined by b and so we make no effort to specify θ explicitly.
2.6. Rings. All our rings are subrings of End V , for a given abelian p-group V (as in Section 2.4). These rings will be specified by a set of matrices which generate the ring under addition and multiplication. Multiplication and addition are handled in the usual matrix manner.
Reducing central decompositions to orthogonal decompositions
In this section we reduce the problem of finding a central decomposition of a pgroup of class 2 to the related problem of finding a ⊥-decomposition of an associated bilinear map. Throughout we assume that P is a p-group of class 2.
3.1. The bilinear maps Bi(P ). R. Baer [2] associated to P various bilinear maps including: b := Bi(P ) defined by b : P/Z(P ) × P/Z(P ) → P ′ where
It is evident that b is Z p e -bilinear where p e = exp(P ). Notice that b is alternating: 
. Those examples are important to consider but highly atypical of the general setting.
3.2.
Central decompositions from orthogonal decompositions. Let H be a central decomposition of P . The following related sets are useful:
HZ(P )/Z(P ) := {HZ(P )/Z(P ) : H ∈ H} − {Z(P )/Z(P )}, and (3.4)
Note that H − Z(H) is in bijection with HZ(P )/Z(P ) so that
Suppose that V is a direct decomposition of P/Z(P ). Define
Note that V and H(V) are in a natural bijection.
Proposition 3.8. Let P be a p-group of class 2 and b := Bi(P ).
is a proper subset of V and as J /Z(P ) does not generate V it follows that J does not generate P . Finally, if H and K are distinct members of
Theorem 3.9. If P is a p-group of class 2, then P is centrally indecomposable if, and only if, Bi(P ) is ⊥-indecomposable and Z(P ) ≤ Φ(P ).
Proof. Assume that P is centrally indecomposable.
Let V be a ⊥-decomposition of Bi(P ). By Proposition 3.8.
(ii), H(V) is a central decomposition of P and therefore H(V) = {P }. Hence, V = H(V)/Z(P ) = {P/Z(P )}. As V was an arbitrary ⊥-decomposition of Bi(P ), it follows that Bi(P ) is ⊥-indecomposable.
Next let Φ(P ) ≤ Q ≤ P be such that P/Φ(P ) = Q/Φ(P ) ⊕ Z(P )Φ(P )/Φ(P ) as Z p -vector spaces. Set H = {Q, Z(P )}. Clearly [Q, Z(P )] = 1 and P is generated by H. Therefore, H contains a subset which is a central decomposition of P . As P is centrally indecomposable and P = Z(P ), it follows that P = Q, and so 1 = Z(P )Φ(P )/Φ(P ), so that Z(P ) ≤ Φ(P ).
For the reverse direction we assume that Bi(P ) is ⊥-indecomposable and that Z(P ) ≤ Φ(P ). Let H be a central decomposition of P .
By Proposition 3.8.(i) we know HZ(P )/Z(P ) is a ⊥-decomposition of Bi(P ). Thus, HZ(P )/Z(P ) = {P/Z(P )} so that HZ(P ) = {P }. Hence, for all H ∈ H, either H ≤ Z(P ) or HZ(P ) = P . As Z(P ) ≤ Φ(P ) < P , it follows that at least one H ∈ H is not contained in Z(P ) and furthermore, P = HZ(P ) = H as Z(P ) consists of non-generators. Since no proper subset of H generates P and P ∈ H, it follows that H = {P }. Since H was an arbitrary central decomposition of P it follows that P is centrally indecomposable.
Lemma 3.10. For a p-group P of class 2 where Bi(P ) is ⊥-indecomposable, every central decomposition of P has exactly one nonabelian member.
Proof. Let H be central decomposition of P . Since P = Z(P ) and Bi(P ) is ⊥-indecomposable, there is a nonabelian H ∈ H and HZ(P ) = {P } so that
, which proves that H is the only nonabelian group in H.
Proposition 3.11. There is a deterministic polynomial-time algorithm which, given a p-group P of class 2 such that Bi(P ) is ⊥-indecomposable, returns a nonabelian centrally indecomposable group
Proof. Algorithm. If Z(P ) ≤ Φ(P ) then return P ; otherwise, compute generators for a vector space complement Q/Φ(P ) to Z(P )Φ(P )/Φ(P ) in P/Φ(P ), Φ(P ) ≤ Q < P . Recurse with Q in the rôle of P and return the result of this recursive call.
Correctness. If Z(P ) ≤ Φ(P ) then Theorem 3.9 proves that P is centrally indecomposable. Otherwise, Z(P )Φ(P )/Φ(P ) is a proper subspace of the vector space P/Φ(P ). The group Q satisfies P = QZ(P ). Hence,
gives an isometry between Bi(P ) and Bi(Q) which implies that Bi(Q) is ⊥-indecomposable. Thus we may recurse with Q. By induction, the return of a recursive call is a centrally indecomposable subgroup P ′ ≤ R ≤ P such that Q = RZ(Q) and so P = RZ(P ), which proves that {R, Z(P )} is a central decomposition of P .
Timing. The number of recursive calls is bounded by the log of the exponent p e of P/P ′ . To find a vector space complement amounts to finding a basis of Z(P )Φ(P )/Φ(P ) and extending the basis to one for P/Φ(P ), and so it uses O(log 3 [P : Φ(P )]) operations in Z p . Hence, the total number of operations in Z p is in O(e log 3 [P :
Corollary 3.12. There are deterministic polynomial-time algorithms which, given a p-group P of class 2 and V a fully refined ⊥-decomposition of Bi(P ), return a fully refined central decomposition J of P such that:
In particular, if V has maximum size amongst the set of ⊥-decompositions of Bi(P ), then H has maximum size amongst the set of central decompositions of P .
Proof. Algorithm. Compute the pullback H := H(V). Set K = ∅. For each H ∈ H, use the algorithm of Proposition 3.11 to find a nonabelian centrally indecomposable subgroup K ≤ H such that H = KZ(P ) and add K to K. Next, find bases for Z(P ) and for Z( K ) and apply the algorithm for [5, Theorem 3.6] to find a direct factor X of Z(P ) which is minimal with respect to containing Z( K ). Find a basis X for X and Y of a complement Y to X in Z(P ), and return (3.13)
Correctness. By Proposition 3.8 we know that H is a central decomposition of P in which every member H has Z(H) = Z(P ) and Bi(H) is ⊥-indecomposable. Thus the algorithm of Proposition 3.11 can be applied to H and the set K consists of nonabelian centrally indecomposable subgroups where distinct members pairwise commute; thus, K is a fully refined central decomposition of K of maximum possible size. Notice K = J − Z(J ) and the members of Z(J ) are cyclic and a direct decomposition of Z(J ) . Hence, J is a fully refined central decomposition of P . Furthermore, KZ(P ) = H. By Proposition 3.8.(ii) we have:
Thus, (i) and (ii) is proved. It remains to prove that J has maximum size amongst central decompositions of P .
First |J | = |K| + |Z(J )|. Also, X is a minimal direct factor of Z(P ) which contains P ′ and so Z(P ) 
The * -ring of adjoints of a bilinear map
The translations of Section 3 lead us to consider how to find a fully refined ⊥-decomposition of a bilinear map. For this we introduce the ring of adjoints.
Throughout this section we assume that b : V × V → W is a θ-symmetric Z p e -bilinear map.
4.1. Adjoints: Adj(b), Sym(B), and H(R, * ). The ring of adjoints of b is:
There is a natural subset of Adj(b) of self-adjoint elements: 
is an anti-isomorphism * . Indeed, * has order 1 or 2 so that Adj(b) is a * -ring.
In general, for a * -ring (R, * ) and additive subgroup S ⊆ R, we define H(S, * ) = {s ∈ S : s * = s} which is again a subgroup of S as * is additive. (H is for Hermite and is a notation encouraged by Jacobson [20, Section 1.4].) Evidently, Sym(b) = H(Adj(b)).
Self-adjoint idempotents.
An endomorphism e ∈ End V is an idempotent if e 2 = e. This makes V = V e ⊕ V (1 − e). Indeed, every direct decomposition V of V is parameterized by the set E := E(V) of projection idempotents; that is, for each U ∈ V, e U ∈ E with kernel V − {U } and where the restriction of e U to U is the identity. It follows that distinct members e and f of E are orthogonal (i.e. ef = 0 = f e) and 1 = e∈E e.
Evidently 1 ∈ Sym(b), so Sym(b) contains idempotents. All idempotents in Sym(b) are self-adjoint. The significance of Sym(b) is the following:
and only if, E(V) ⊆ Sym(b).
Proof. Suppose that V is a ⊥-decomposition of b. Take e ∈ E(V). Then b(ue, v) = b(ue, ve + v(1 − e)) = b(ue, ve) + b(ue, v(1 − e)), for all u, v ∈ V . As 1 − e = f ∈E(V)−{e} f , and V e is perpendicular to V f for each f ∈ E(V), it follows that V e is perpendicular to V (1 − e); hence, b(ue, v) = b(ue, ve). Similarly, b(ue, ve) = b(u, ve), so that e ∈ Sym(b). Now suppose that V is a direct decomposition of V with E(V) ⊆ Sym(b). If e ∈ E(V) then b(ue, v(1 − e)) = b(u, v(1 − e)e) = 0, for all u, v ∈ V . So V e is perpendicular to V (1 − e). Thus every subspace of V (1 − e) is perpendicular to V e, which includes V f for every f ∈ E(V) − {e}. So V is a ⊥-decomposition of b.
A self-adjoint idempotent e ∈ Sym(b) is self-adjoint-primitive if it is not the sum of proper (i.e.: not 0 or 1) pairwise orthogonal self-adjoint idempotents in Sym(b). (Such idempotents need not be primitive in Adj(b) under the usual meaning of primitive idempotents.) A set of pairwise orthogonal self-adjoint-primitive idempotents of Sym(b) which sum to 1 is called a frame of Sym(b). More generally, in a * -ring (R, * ), a self-adjoint frame is a set of self-adjoint-primitive pairwise orthogonal idempotents which sum to 1. Proof. This follows directly from Theorem 4.4.
4.3.
Computing Adj(b) and Sym(b). Let V and W be finite abelian p-groups specified with bases X and Z respectively. Take b : V × V → W to be a Z p e -bilinear map. Assume that b is input with structure constant matrix B with respect to the bases X and Z (cf. (2.5)).
If End V is expressed as matrices (see Section 2.4) with respect to X then
To find a basis for Adj(B) we solve for X and Y such that:
This amounts to solving |X | 2 |Z| linear equations over Z p e , each in 2|X | variables and can be done using O(|X |
can be decreased by 2 by considering the ordering of the basis X and using only the equations (4.7) for x ≤ y, x, y ∈ X and z ∈ Z.
Algorithms for * -rings
In Section 4, the self-adjoint idempotents of the * -ring Adj(b) where linked with ⊥-decompositions of b, and through the theorems of Section 3, also to central decompositions of P . In this section we show how to find self-adjoint idempotents by appealing to the semisimple and radical structure of * -rings. Most of the algorithms reduce to known algorithms for the semisimple and radical structure theorems of finite algebras over Z p .
5.1.
A fast Skolem-Noether algorithm. Let K be a field of characteristic p. The Skolem-Noether theorem states that every ring automorphism ϕ of
, and for all X ∈ M n (K), [8, (3.62) ]. Given an effective automorphism ϕ, there is a straightforward method to find (D, σ) which involves solving a system of n 2 linear equations over K and thus uses O(n 6 ) field operations. We offer the following improvement by analyzing the proof the the Skolem-Noether theorem in [19, Chapter VIII].
Proposition 5.1. Given an effective ring automorphism ϕ of M n (K), K a finite field of characteristic p, there is a deterministic algorithm using
Fix a basis {x 1 , . . . , x n } of K n and find the first 1 ≤ i ≤ n such that
Correctness. We summarize how the steps in this algorithm perform the various stages of the proof of Skolem-Noether, given in [19, Chapter VIII] .
Let I be the image of g. As I is a minimal right ideal, the image J := Iϕ is also a minimal right ideal. Thus, there is an 1 ≤ i ≤ n such that x i J = 0. Since x i J is a simple right M n (K)-module, it follows that x i J ∼ = K n . As {x 1 g, . . . , x n g} is a basis of I, {x 1 τ, . . . , x n τ } is a basis of J and so {x i (x 1 τ ) , . . . , x i (x n τ )} is a basis of x i J. Thus D is an invertible matrix in M n (K). Finally, (αI n )ϕ = (ασ)I n , for α ∈ K, defines a field automorphisms of K. It follows that
Timing. The algorithm searches over the set of all 1 ≤ i, j ≤ n and tests whether x i (x j τ ) = 0, a test which uses O(n 2 ) field operations in K. The additional task of inducing σ uses O(dim Zp K) operations in Z p .
5.2.
Constructive recognition of finite simple * -rings. The classification (up to * -isomorphism) of simple * -rings appears to have developed from multiple disciplines simultaneously (most involving rings over infinite or arbitrary fields). Key players included A.A. Albert, N. Jacobson, and A. Weil; see [22] . We attempt to give an ersatz proof which condenses the various ideas distributed amongst the sources. In particular, we include the elements that will be used in our algorithms.
Lemma 5.2. The Jacobson radical of a * -ring is a * -ideal.
Proof. The Jacobson radical is the intersection over the set of maximal left ideals as well as the set of maximal right ideals; * interchanges these sets.
Theorem 5.3. A finite * -simple ring (R, * ) is either simple as a ring or the direct product of two isomorphic simple rings. Thus, there is a field K, a vector space V over K, and an involution • on End K V such that (R, * ) is * -ring isomorphic to one of the following:
, for all f, g ∈ End K V . Furthermore, any two exchange type * -simple * -rings which are isomorphic as rings are isomorphic as * -rings. [20, p. 178 ].) By Lemma 5.2, J(R) is a * -ideal. As (R, * ) is * -simple, J(R) = 0. By the Wedderburn theorems, R is a direct product of its minimal ideals. Fix a minimal ideal M of R and I a minimal left ideal of M . Thus, M * is also a minimal ideal of R with minimal right ideal I * . As M is a simple ring its center K := Z(M ) is a field. Evidently I is a left K-vector space and by Wedderburn's theorems, the left action of M on I produces a ring isomorphism ϕ : M → End K I. Define, ̺ : M * → End K I by v(x̺) := x * v for all x ∈ M * and v ∈ I. Evidently ̺ is also a ring isomorphism. Thus, f → f
Proof. (The proof is implicit in
• := (f ϕ −1 ) * ̺, for all f ∈ End K I, is an involution on End K I.
Finally, M + M * is a nontrivial * -ideal and (R, * ) is * -simple; therefore,
is of classical type and ϕ is a * -ring isomorphism to (End K I, •). Otherwise, R = M ⊕ M * and (R, * ) is of exchange type and ϕ ⊕ ̺ is a * -ring isomorphism to (
If * is another involution on End K I and ⋄ := * ≀2. Define µ :
Evidently µ is a ring isomorphism. Furthermore,
Thus µ is a * -ring isomorphism. Proposition 5.7. There is a deterministic polynomial-time algorithm which, given a finite classical * -simple * -ring (M n (K), •), returns a * -ring isomorphism ϕ : 
is biadditive, linear in the first variable, and nondegenerate. For all α ∈ K, α
If σ = 1 and α = 1 then d is Hermitian. Otherwise, α = −1 = 1, char K = 2, and K is a quadratic field extension over the subfield fixed by σ. So there is a β := γ − γ σ ∈ K such that
Timing. Applying the algorithm for Proposition 5.1 uses O(n 4 + dim Zp K) operations in Z p . Determining if σ = 1 discovers some γ ∈ K such that γ σ = γ, and can be carried out within the algorithm of Proposition 5.1. Therefore, the remaining computations involve only matrix multiplication. So the overall time lies in O(n 4 + dim Zp K).
Remark 5.9. The * -simple * -rings of exchange type can also be treated as adjoints of a form. Specifically, let C :
for uniform treatment of these forms using associative composition algebras.
5.3.
Computing the * -semisimple and * -radical structure of Adj(b). We require the following generalization of the algorithm of [16] using effective homomorphism (Section 2.4). Apply the C-MeatAxe, [26] , toS to find a the set X of irreducibleS-submodules ofV := V /pV . AsS is semisimple, X is a direct decomposition ofV . Conjugate R by the change of basis matrix resulting from the basis exhibiting the submodules in X so that R is block lower triangular. Use a greedy algorithm to find a minimal subset W of X such thatS acts faithfully on W . Let τ :R →S be the projection ofx ∈R toS given by the vector space decompositionR =S ⊕ J(R). Pull-backs of τ are defined by means of the image of basis elements and the linearity of τ .
For eachW ∈ W, define πW : R → EndW by xπW := (x + pR)τ |W , for x ∈ R. The coset representative of the inverse image oft ∈ EndW is created by extendinḡ t to V ass acting as 0 on eachV i =W , 1 ≤ i ≤ l (i.e.,s hast in theW diagonal block of the matrix and 0's elsewhere), and then returning a coset representative ofsτ −1 . Thus π is an effective homomorphism. The algorithm returns the set {πW :W ∈ W}.
Correctness. If M is a maximal ideal of R then R/M ∼ = End K W for some field extension K/Z p and K-vector space W . Hence, R/M is a Z p -vector space and so R/J(R) is a Z p -vector space, which proves that pR ≤ J(R) and J(R) = J(R)/pR. Therefore, it suffices to find the projections ofR onto its simple factors.
Since R/pR ⊆ EndV we can apply [16, Corollary 1.5]. Hence, we obtain a Wedderburn complement decompositionR =S ⊕ J(R). AsS is semisimple its action onV is completely reducible and the C-MeatAxe [26] finds a decomposition V =V 1 ⊕ · · · ⊕V l as above. For eachW ∈ W, the map πW is a ring homomorphism as τ is a ring homomorphism andW is an S-module. SinceW is also irreducible it follows thatT := RπW ≤S is a simple subring of End ZpW . The appropriate field of scalars is the center K ofT . ThusW is a K-vector space and πW is a ring epimorphism onto End KW with kernel a maximal ideal of R, proving (i). Since W is minimal with respect to havingS represented faithfully on W , the returned set of epimorphism has one epimorphism for each maximal ideal of R, thus proving (ii).
Finally, for (iii) we note that the representative matrix for the inverse image under π ∈ Ω, of a point in End KW is trivial in every block except the block on which π is projected. Furthermore, to evaluate π requires we compute (x + pR)τ which is done by writing x + pR in the bases of the block decomposition given by {V 1 , . . . , V l } and uses O(dim 3V ) operations. To compute a preimage oft under π requires we writet in the basis X τ where X is the fixed basis of R. Therefore the algorithm returns correctly.
Timing. The significant tasks are computing the Wedderburn decomposition and the use of the C-MeatAxe, both which use O(dim 5V ) operations in Z p ; see [16, Corollary 1.4] , [26] .
Lemma 5.11. There is a deterministic polynomial-time algorithm which, given a * -ring epimorphism γ : (R, * ) → (T, * ) and t ∈ T such that t * = t, returns an s ∈ R such that sγ = t and s * = s.
Proof. Algorithm. Use a basis X for H(R, * ) and write t = x∈X s x xγ, with s x ∈ Z p e . Return x∈X s x s.
Correctness. Since γ is an * -ring homomorphism, xγ * = x * γ = xγ. As γ is an epimorphism, X γ spans the submodule of self-adjoint elements of (T, * ). Therefore, t = x∈X s x xγ = x∈X s x x γ. So the return is correct. Timing. Assuming a basis for H(R, * ) is provided, the task required O(|X |) evaluations of γ, and Gaussian elimination to write t as a linear combination of X γ, which uses O(|X | 3 ) operations in T .
Corollary 5.12. There is a Las Vegas polynomial-time algorithm which, given a * -ring (R, * ) where R ⊆ End V for an abelian p-group V , returns a set Γ = {γ : (R, * ) → (T, * )} of * -ring epimorphisms where: (i) there is exactly one γ ∈ Γ for each maximal * -ideal M of (R, * ), and
of the pullbacks to (R, * ) of xγ and yγ given by the effective homomorphism γ ∈ Γ,
Proof. Algorithm. Let Γ = ∅. Using the algorithm of Theorem 5.10, compute a representative set of ring epimorphisms Ω = {π : R → M n (K)} corresponding to the maximal ideals of R. Take π ∈ Ω and set M := ker π. Test if M * = M . If so then apply the algorithm of Proposition 5.7 to construct an effective isomorphism ϕ : (M n (K), * ) → Adj(d). Add ϕ to Γ and continue. Otherwise, find π ′ ∈ Ω where ker π ′ = M * . Then remove π ′ from Ω and define γ :
. Add γ to Γ and continue. Correctness. By Theorem 5.3, Proposition 5.7, and Theorem 5.10 the algorithm returns correctly.
Timing. The number of operations is dominated by the algorithm for Theorem 5.10.
5.4.
Finding self-adjoint frames. Let (R, * ) be a finite * -ring. We outline how to find a self-adjoint frame of H(R, * ) = {r ∈ R : r * = r}. To do this we require the following lemma: Lemma 5.13 (Lifting idempotents). Suppose that e ∈ R such that e 2 − e ∈ rad R and (e 2 − e) n = 0 for some n ∈ Z. Setting (5.14)ê := e n n−1 Timing. Finding a standard basis of d can be done by standard linear algebra at a cost of O(n 3 ) operations in K.
Theorem 5.16. There is a Las Vegas polynomial-time algorithm which, given a * -ring (R, * ) with R ≤ End V , V an abelian p-group, returns a self-adjoint frame of (R, * ) of maximum possible size.
Proof. Algorithm. Use the algorithm for Corollary 5.12 to compute a set Γ of * -epimorphisms onto simple * -algebras, one for each maximal * -ideal of (R, * ). For each γ : (R, * ) → (T, * ) ∈ Γ, use the algorithm for Proposition 5.15 to compute a self-adjoint frame E γ of (T, * ) of maximum possible size. Use the algorithm for Corollary 5.12.(iii) to pullback E γ to a set
with F γ γ = E γ . Apply (5.14) to the members of F γ to create G = {f : f ∈ F γ , γ ∈ Γ}. Return G.
Correctness. Evidently, E := ⊔ γ∈Γ E γ is a self-adjoint frame of (R/J(R), * ) of maximum possible size. The pullback F := ⊔ γ∈Γ F γ consists of self-adjoint elements of (R, * ) for which F γ = E and the two sets are in bijection. By Lemma 5.13, the return G is a self-adjoint frame of (R, * ) of maximum possible size.
Timing. 
6. Proof of Theorem 1.1
Proof of Theorem 1.1. Algorithm. Given a finite p-group P of class 2, compute bases for P/Z(P ) and P ′ and compute a structure constant representation of b := Bi(P ) (which is straightforward from the definitions in Section 3.1 and (2.5)).
Next, compute a basis for Adj(b) (Section 4.3). Apply Theorem 5.16 to find a self-adjoint frame E of Adj(b) of maximum possible size. Induce a fully refined ⊥-decomposition V = {(P/Z(P ))e : e ∈ E} of b (cf. Corollary 4.5).
Apply Corollary 3.12 to produce a fully refined central decomposition of P .
Correctness. This follows from Corollary 3.12, Corollary 4.5, and Theorem 5.16.
, the total number of operations in Z p e lies in O(log 6 [P : P ′ ]). Deterministic version Suppose that p is small (p ≤ log c |P | for some constant c). Here, the Las Vegas method of [16] can be replaced by the deterministic methods of [27] in the algorithm of Theorem 5.10. Consequently, every Las Vegas algorithm is replaced by a deterministic algorithm. 6.1. Bottlenecks. The main bottleneck in practice is computing generators for Adj(Bi(P )) for a given p-group P . Examples carried with in collaboration with P. A. Brooksbank [6, 7] show that with a group of size p 40 , for p ∈ {5, 7, 11}, a conventional laptop used roughly 5 seconds of real-time to compute generators for Adj(Bi(P )) and only milliseconds to determine the * -ring structure of Adj(Bi(P )). Sometimes this occurs because the rank of Adj(Bi(P )) can be small as compared to the rank of P . However, examples of groups of order p 196 with intentionally large adjoint * -rings with radicals and multiple * -simple factors still spend most of the time computing generators for Adj(Bi(P )), roughly 1 hour as compared to the 1 minute spent in identify the ring structure. For details see [7] .
Related results
We summarize some of the related applications of the algorithm and methods for Theorem 1.1.
Central decompositions of Lie rings.
There is related problem of central decomposition of nilpotent Lie ring L of class 2; see [3, p.608-609 ]. Though we do not require L be an algebra over a field, we assume that multiplication in L is K-bilinear for some commutative ring K (not necessarily finite or of positive characteristic) for which computation is feasible either in polynomial-time or tolerable in practice, so we call L a Lie K-algebra. L should be specified by reasonable means, for instance, generated by matrices under the usual commutator bracket, or given with a basis and structure constants. 
Compute Adj(Bi(L)) and use Theorem 5.16 to find a self-adjoint frame E of Bi(L) (which requires the polynomial factorization oracle [27, Section 4, 5] ). Pullback the decomposition to L and apply the algorithms for Proposition 3.11 and Corollary 3.12 using Φ(
Correctness. The proof is the same as Theorem 1. 
Proof. By Theorem 3.9 it remains to show that (S, * ) := Adj(Bi(P ))/J(Adj(Bi(P ))) is one of the algebras listed. By Corollary 4.5, we know (S, * ) has no proper selfadjoint-primitive idempotents. This makes (S, * ) a * -simple ring. If S is classical, then by Proposition 5.7 it follows that S is * -isomorphic to Adj(d) for a nondegenerate symmetric, alternating, or Hermitian form d : K n × K n → K. By Corollary 4.5, d must be ⊥-indecomposable, so n = 1 if d is symmetric or Hermitian, or n = 2 if d is alternating. This handles cases (1), (2) , and (4).
If S has an exchange involution, then by Proposition 5.15.
(ii), S must be * -ring isomorphic to the * -ring in (3). Proof. This is immediate from Theorem 5.10, Proposition 5.7, and Theorem 7.3.
7.3. Testing indecomposability. Suppose that we are only interested in testing if a p-group P of class 2 is centrally indecomposable. By Theorem 7.3, the key step is to determine that Adj(b)/J(Adj(b)) is one of the four algebras in that list. That process is easier in the present framework as it requires that there be at most 2 isomorphism types of simple modules in the composition series of V as an Adj(b)-module. Furthermore, the simple modules have dimension 1 or 2 when viewed over the correct field, i.e. Z(Adj(b)/J(Adj(b))). This can be determined using the absolute irreducibility test of the MeatAxe [15] , thus reducing the time in those stages to O(log 4 |V |)-time. Unfortunately, the bottleneck remains in computing generators for Adj(b), which still requires O(log 5 |V |)-time.
Finding orbits of central decompositions.
In [33] , the action of the automorphism group of a p-group P of class 2 and exponent p was studied. Though not presented in detail, it is clear that the methods here can be used to find a representative fully refined central decomposition for each C Aut P (Z(P ))-orbit as described in [ 7.5. Finding some new characteristic and fully invariant subgroups. We now show how the * -ring Adj(Bi(P )) can be used to uncover new characteristic and fully invariant subgroups of P . Recall that Adj(Bi(P )) is a subring of End V × (End V ) op where V := P/Z(P ). Thus, Adj(Bi(P )) acts on V by v(f, g) := vf , for all v ∈ V and all (f, g) ∈ Adj(Bi(P )). If I is a right ideal of Adj(Bi(P )) then V I is a submodule of V . Recall that an ideal I of a * -ring R is * -characteristic ( * -fully invariant) if Iϕ = I for all * -ring automorphisms (endomorphisms) of R. We prove:
is a lattice of characteristic subgroups of P .
Proof. Aut P acts on Adj(Bi(P )) via (7.9) (f, g) ϕ := (ϕ|
That action commutes with the * involution on Adj(Bi(P )); so every * -characteristic * -ideal I of Adj(Bi(P )) is acted on by Aut P . Thus, 0 ≤ V I ≤ V is an Aut Psubmodule of V = P/Z(P ). As Z(P ) is characteristic in P , pulling back to P proves our claim.
Remark 7.10. There is a bilinear map Bi(P, P ′ ) from P/P ′ × P/P ′ → P ′ defined analogously to Bi(P ). This bilinear map may be degenerate; thus, Adj(Bi(P, P ′ )) is not necessarily a * -ring. However, because P ′ is fully invariant, it follows that (7.11) L := {P ′ ≤ L ≤ P : L/P ′ = (P/P ′ )I, I fully invariant in Adj(Bi(P, P ′ ))} is a lattice of fully invariant subgroups of P .
Using the radical and semisimple structure of Adj(Bi(P )) it is easy to identify various specific * -characteristic and * -fully invariant * -ideals of Adj(Bi(P )).
Example 7.12. Given a * -ring (R, * ):
(i) if J is the Jacobson radical of R, then {J i : i ∈ Z + } is a flag of * -fully invariant * -ideals of (R, * ); and (ii) the intersection of all maximal * -ideals with * -ring isomorphic quotients is a * -fully invariant * -ideal of (R, * ). Proof. This is an obvious application of the * -ring structure algorithms given in Section 5.
Central products of general groups
We deviate from our focus on p-groups of class 2 to address some of the situation for central decompositions of general finite groups. 8.1. Central products and isoclinism. We apply an equivalence relation on groups introduced by P. Hall [11] which is compatible with central products. This allows for a partial generalization of the concepts in Section 3.
The proof of Theorem 1.1 concentrates on the bilinear map Bi(P ) : P/Z(P ) × P/Z(P ) Isomorphic groups are immediately isoclinic, but the converse is false (abelian groups are isoclinic to the trivial group). Clearly, Bi(P ) and Adj(Bi(P )) are group isoclinism invariants of P . Moreover, if G and H are general groups and K is a central decomposition of G, then Using group isoclinism we can generalize a conjecture made in [33] . Examples such as D 8 •D 8 ∼ = Q 8 •Q 8 and the similar problem for odd extraspecial groups of exponent p 2 (see [9, Theorem 5.5 .2]) demonstrate that the group isomorphism classes of a central decomposition of maximum possible size need not be the same. However, we ask:
Is the multiset of group isoclinism types of a central decomposition of maximum possible size a group isoclinism invariant?
We conjecture that this is true for p-groups of class 2. If so, then it is probably true for all groups; in particular, the problem for nilpotent groups of larger class and groups with no center can benefit from the uniqueness afforded by the KrullRemak-Schmidt theorem; compare [32, Section 4. Obviously, Adj(c) is closed to products and has an anti-automorphism * : (f, g) → (g, f ) of order 2. However, unlike Adj(Bi(P )), Adj(G) need not be a ring since we cannot generally add endomorphisms of G/Z(G). Nonetheless, it follows that: Proof. The proof is the same as that of Proposition 3.8 and Corollary 4.5.
8.3.
Finding central products of general groups. To find central decompositions of groups G which are either non-nilpotent or nilpotent of class greater than 2, it is may be possible to begin by finding direct decompositions of G/Z(G), and then reduce to central decomposition of G. The first polynomial-time algorithm to find a direct product decomposition of a finite group appeared in [32, Chapter IV] along with the algorithms of Theorem 1.1 [32, Chapter III] . A preliminary inspection supports the conjecture that a combination of these two results will produce a polynomial-time algorithm to find fully refined central decompositions of arbitrary finite groups. 
