AbstractÐFor a PCS network to effectively deliver services to its mobile users, it must have an efficient way to keep track of the mobile users. The location management fulfills this task through location registration and paging. To reduce the signaling traffic, many schemes such as Local Anchor (LA) scheme, per-user caching scheme and pointer forwarding scheme have been proposed in the past. In this paper, we present a new location management scheme which intends to mitigate the signaling traffic as well as reduce the tracking delay in the PCS systems. In this strategy, we choose a set of VLRs traversed by users as the Mobility Agents (MA), which form another level of management in order to make some registration signaling traffic localized. The idea is as follows: Instead of always updating to the HLR, which would become the bottleneck otherwise, many location updates are carried out in the mobility agents. Thus, the two-level pointer forwarding scheme is designed to reduce the signaling traffic: Pointers can be set up between VLRs as the traditional pointer forwarding scheme and can also be set up between MAs. The numerical results show that this strategy can significantly reduce the network signaling traffic for users with low CMR without increasing much of the call setup delay.
INTRODUCTION
P ERSONAL Communications Systems (PCS) can provide wireless communication services to users on the move. To deliver services more effectively to a mobile user, it is important to have an efficient way to locate the mobile user [7] . Location management is used to track mobile subscribers in the PCS networks. Two standards currently exist for PCS location management: IS-41 [1] and GSM MAP [2] . The IS-41 is commonly used in North America, while the GSM is popular in Europe and Asia. Both strategies share the same characteristics, they both use a two-tier system of Home Location Register (HLR) and Visitor Location Register (VLR) databases. According to these strategies, a mobile user performs location update (registration) at the HLR every time the user crosses the boundary of a Registration Area (RA) and deregisters at the previous VLR. Thus, the registrations will incur high signaling traffic if many users update their locations to the HLR. If many users are far away from their HLRs, heavy signaling traffic over the network can occur. This problem becomes more serious with the increase of the number of mobile users. Many research works have been carried out to overcome the problem [6] . The local anchor (LA) scheme, proposed by Ho and Akyildiz [3] , reduces the signaling traffic by using a local anchor (a VLR a mobile user is currently visiting when he/she receives a call). In this scheme, a VLR close to the user is selected as the local anchor (LA) for the user. Whenever a user moves from one RA to another, it will perform location update to the LA. A LA for a mobile will change only when a call request to the mobile arrives; at the same time, the HLR is also updated via the registration process. When a call request terminating at this user is received by the HLR, the user can be traced to the LA. The LA scheme avoids update to HLR completely at the expense of the increase in local signaling traffic. The drawback of this scheme is that when the user keeps moving constantly without receiving any call, the updates to LA may become costly, a similar bottleneck as the HLR. For example, at the end of conferences or games, many people move away from one site without receiving calls, the LA for these people can become bottleneck. Jain and Lin proposed another scheme called per-user pointer forwarding scheme [4] . In this scheme, some updates to the HLR can be avoided by setting up a forwarding pointer from the previous VLR to the new VLR. When a call request to a mobile user arrives, the PCS network first queries the user's HLR to determine the VLR, which the user was visiting at the previous location update, then follows a chain of forwarding pointers to the user's current VLR to find the mobile user. The traffic to the HLR is decreased by using the pointer chain; however, the penalty is the time delay for tracking the user when a call to the user arrives. The longer the pointer chain, the less the signaling traffic, the longer the setup delay for finding the user. To avoid long setup delay, a threshold of the length of the pointer chain is used. The user needs to perform registration to the HLR after the chain threshold is reached. In order to overcome the drawbacks of the above two schemes, we propose a two-level pointer forwarding strategy. Two kinds of pointers are used in this scheme. Some VLRs are selected as the Mobility Agents (MA), which will be responsible for location management in a larger area comparing to the RAs and can be geographically distributed. They are not only managing the location information of mobile users traveling in their coverage areas, but also providing other services (such as serving as Foreign Agents in mobile IP networks, intrusion detection devices). Thus, all MAs can form what we call the Virtual Management Network (VMN). In this paper, we concentrate only on the location management purpose. The pointers between MAs are level_1 pointers and those between VLRs in the same charging domain of MAs are level_2 pointers. When the user crosses the boundaries of RAs, the level_2 pointers are set. If the level_2 pointer chain threshold is reached, the current RA is selected as an MA for this user and a level_1 pointer is set up from previous MA. Calls to a given user will query the HLR first and follow the level_1 pointer chain to the current MA, then reach the user current VLR by tracking the level_2 pointer chain. The user does not need to update the HLR until the level_1 pointer chain threshold is reached. The chain threshold in the two-level pointer forwarding strategy can be much longer than that in the simple pointer forwarding scheme, but can have shorter call setup delay due to the level_1 pointer chain. The two-level pointer forwarding scheme can avoid the possible costly updates to HLR and the bottleneck of local anchor. More importantly, the thresholds for the pointer chains are two parameters which can provide the flexibility in design comparing to the one-parameter traditional pointer forwarding strategy. Finally, we point out that our proposed scheme can be easily modified for the future generation wireless systems [9] , which is briefly discussed in this paper. More comprehensive research along this line will be carried out in the future. This paper is organized as follows: In Section 2, we describe the basic PCS network architecture to facilitate the presentation and analysis of the basic and two-level pointer forwarding strategies. Section 3 introduces the basic IS-41 location management and the new two-level pointer forwarding strategy in detail. We analyze the performance of the new scheme and compare it with the basic IS-41 scheme, theoretically, in Section 4, we also analyze how the user RA residence time can affect the two-level forwarding scheme performance in this section. We then compare the performance of the two-level pointer forwarding strategy with local anchor and per-user forwarding schemes in Section 5. In Section 6, we briefly discuss the relationship between our new two-level pointer forwarding scheme and the previous schemes, such as the per-user forwarding scheme, and present some alternative ways to select Mobility Agents and the implementation issues of the new scheme in 3G wireless communication systems. Section 7 provides the conclusions.
PCS NETWORK ARCHITECTURE
In a PCS networks, the service area covered by the PCS network is divided into cells. Each cell is primarily served by one base station, although a base station may serve one or more cells. An RA consists of an aggregation of a number of cells, forming a contiguous geographical region. The signaling network used to set up calls is distinct from the network used to actually transport the information contents of the calls. Specially, we assume that a Common Channel Signaling (CCS) network is used to set up calls which use the Signaling System No.7 (SS7) protocols (see Fig. 1 ). All the base stations in an RA are connected via a wire-line network to an end-office switch or Service Switching Point (SSP). Each SSP serves an RA. All the SSPs of different RAs are, in turn, connected to a higher hierarchical Local Signaling Transfer Points (LSTP), which are connected to a Regional STP (RSTP). An RSTP connects to all the LSTPs in one region. In practice, however, each STP actually consists of two STPs in a mated-pair configuration for reliability; for the simplicity of presentation, Fig. 1 (PSTN) ). Therefore, we assume that an MSC, an SSP, and a VLR database are associated together to serve an RA. The configuration may vary in practice, however, the assumption is used only for performance analysis. Since we do not deal with the content of the messages, we assume that the message sizes are equal for all signaling transactions. We will compare the cost of the basic strategy with and without the twolevel forwarding scheme in terms of signaling traffic.
TWO-LEVEL POINTER FORWARDING STRATEGY
To facilitate the presentation, the following two operations are defined 1. MOVE: the PCS user moves from one RA to another and 2. FIND: determination of the RA where the PCS user is currently located. Next, we present the procedures for the location management schemes used in IS-41 and our new strategy.
Basic User Location
Management Scheme in IS-41
We call the MOVE and FIND used in current PCS standards, such as IS-41 or GSM MAP, the BasicMOVE and BasicFIND. We present the procedures in the following pseudocode. We remark that the BasicMOVE and BasicFIND procedures we present here are simplifications of those in the standards; however, such simplifications do capture the major interactions between the HLR and VLR databases relevant to our comparative study. 
Two-Level Pointer Forwarding Scheme
The two-level pointer forwarding procedures modify the basic procedures as follows: When a user moves from one RA to another, it informs the switch (and the VLR) at the new RA about the old RA. It also informs the new RA about the previous MA it was registered to. The switch at the new RA determines whether to invoke the BasicMOVE or the TwoLevelFwdMOVE strategy.
In TwoLevelFwdMOVE(), the new VLR exchanges messages with the old VLR or the old MA to set up a forwarding pointer from the old VLR to the new VLR. If a pointer is set up from the previous MA, the new VLR is selected as the current MA. The TwoLevelFwdMOVE procedures do not involve the user's HLR. Fig. 2 shows Two-Level Forward MOVE procedures with level_1 pointers chain threshold limited to three. Assume that a user moves from RAa to RAg (these RAs are not necessary to be adjacent) and RAa is the user's MA. When the user leaves RAa but before enters RAb, the user informs the new VLRs and the level_2 pointers are built from the old VLR to the new VLR. When the user enters RAb, the chain threshold for level_2 pointer is reached, so RAb is selected as the user's new MA and a level_1 pointer is set up from the old MA to the new MA. At the same time, level_2 pointer chain is reset. The similar procedures are used at RAc. A level_1 pointer is set up from RAb to RAc and the VLR in RAc is the user's new MA. As the user keeps moving. In RAe, the threshold of a level_2 pointer chain is reached again, while this time the threshold of the level_1 pointer chain is reached, too. Instead of exchanging information with the previous MA, the BasicMOVE() is invoked. The HLR is updated with the user current location. The messages REGPTR_L1 and REGPTR_L2 are messages from the new VLR to the old VLR specifying that a level_1 or level_2 forwarding pointer is to be set up; messages regptr_l1 and regptr_l2 are the confirmations from the old VLR (or MA). In this figure, the VLRs in RAa, RAb, RAe, and RAf are selected as the user's MAs.
The TwolevelFwdFIND() procedure is invoked for the subsequent calls to the user from some other switches. The user's HLR is queried first as in the basic strategy, and a pointer to the user's potentially outdated MA is obtained. The pointer chain is followed to find out the user's current location (see Fig. 3 ). As we can see, in the two-level pointer forwarding scheme, the chain length can be longer than that in the basic pointer forwarding scheme without increasing the Find penalty significantly. The previous study [4] shows that more saving can be obtained with longer chain. However, the pointer chain length is limited by the delay restriction requirement. By appropriately tuning the two thresholds in our schemes, we can mitigate the signaling cost without too much increase in call setup delay. We describe the two-level pointer forwarding procedures using the following pseudocode (We use the shared global variable i and j in the pseudocode).
TwoLevelFwdMOVE()
{/*Initially, iY j are 0*/ if(j`u P and i`u I ) {
The user registers at the new RA/VLR, passing the id of the former RA/VLR and MA; The new VLR deregisters the user at old VLR; The old VLR sends ACK and the user's service profile to the new VLR; j X j IY } 
PERFORMANCE ANALYSIS
In this section, we develop an analytic model and study the performance of two-level pointer forwarding strategy based on different parameters for different classes of users.
We characterize the classes of users according to their call-to-mobility ratio (CMR). The CMR of a user is defined as the expected number of calls to a user during the period that the user visits an RA (Notice that the CMR is defined here in terms of the calls received by a particular user, not calls originated from the user). If calls are received by the user at a mean rate ! and the time the user resides in a given RA has a mean Ia", then the CMR, denoted as p, is given by p !a"X I
In order to make comparison of the cost with that of the basic IS-41 location management scheme, we need to model the basic procedures used in IS-41. Assume that a user crosses several RAs between two consecutive calls. If the basic user location strategy is used, the user's HLR is updated every time the user moves to a new RA. If the twolevel pointer forwarding strategy is used, the HLR is updated only every u I Á u P moves (u I and u P are the level_1 and level_2 pointer chain length threshold, respectively), while forwarding pointers are set up for all other moves.
We define g f and g p to be the total costs of maintaining the location information (location updating) and locating the user (location tracking) between two consecutive calls for the basic strategy and the two-level forwarding strategy, respectively. The following notations will be used in our analysis:
. m the cost of a single invocation of BasicMOVE. 
The cost p H is derived as follows: After the last BasicMove operations (if any), the user traverses
level_2 pointers. Thus, we obtain
In order to evaluate i, we make the following assumptions:
1
The expected residence time of a user at an RA is Ia". We denote g f Ã m ! for convenience. With these assumptions, it can be shown that (see Appendix for the derivation) that:
For demonstration purposes, we assume that the RA residence time of a user is Gamma distributed with mean Ia". The reason that Gamma distribution is selected is its flexibility in setting various parameters and can be used to fit the first two moments of the field data. The Laplace transform of a Gamma distribution is
In particular, when I, we have an exponential distribution for the RA residence time.
Performance Analysis for Exponential RA Residence Time
We first consider the situation when the RA residence time is exponentially distributed. By setting I in (8), we have
and (6) and (7) can be rewritten as (10) , and (3), we obtain
II
We notice that updating the HLR and performing a BasicFIND involve the same number of messages between HLR and VLR databases, so we can choose m p . Without loss of generality, we can normalize m I. We also assume that the cost of setting up a forwarding pointer is about twice the cost of traversing it since twice as many messages are involved, i.e., we set I P I and P P P . We consider P with `I. Since the level_1 pointer is more expensive than level_2 pointer in terms of setup cost, we can assume I u P with u ! I. It is reasonable to assume that I`I , too. We will see later, however, that the two-level forwarding strategy can also perform well even with I ! I. From (2), (9), (10), and (11), we obtain,
IS
In Figs. 4 , 5, and 6, we plot the costs as functions of CMR for various values of u I Y u P Y u, and . Fig. 4a shows that under certain conditions ( HXQY u IXS), two-level forwarding can result in TH À UH percent reductions in location update cost comparing to the basic strategy. However, Fig. 4b indicates that the FIND cost of the two-level forwarding scheme is higher than the basic strategy. The reason is that the call for the user needs to traverse the pointer chain to find the user's current location. However, as we observe in Fig. 4c , the two-level forwarding strategy can result in a PHETH percent reduction in the total cost. If we study the plots carefully, we can observe that both the relative MOVE an FIND cost are decreasing functions of p gw. When p is small, the user crosses RAs more frequently. The pointers are needed to be set up and a long chain of pointers have to be traversed, leading to the high setup cost. The improvement of total cost increases when the p decreases because most MOVEs do not result in HLR updates but pointer creations. Consider Fig. 4a again, we can have more saving in the MOVEs with a longer pointer chain because more updates to HLR can be substituted with pointer creations. However, a long pointer chain increases the FIND penalty at the same time (see Fig. 4b ). An advantage of the two-level forwarding strategy is that it can have a long pointer chain without increasing the delay penalty significantly because the pointer chain can be shortened by the level_1 pointers between MAs. Under the assumed conditions, the maximum pointer chain length can increase from eight to 24 with only QH percent FIND penalty increase.
Figs. 5a, 5b, and 5c show the plots when u increases from IXS to R. As we can see, even in this case, the cost of setting up a level_1 pointer exceeds the cost of updating HLR, there is only slight increase of the total cost. The MOVE and FIND costs both increase because the cost of setting up and traversing level_1 pointers chain increases. Since the level_1 pointer is built up only when the level_2 pointer chain threshold is reached and the number of level_2 pointers is dominant, the two-level forwarding strategy is not sensitive to the variation of u. Figs. 6a, 6b, and 6c indicate that the level_2 pointer operation cost has more effect on the system performance. In Figs. 6a, 6b , and 6c, is increased from HXQ to HXT. The MOVE, FIND and the net cost all increase. Finally, we can observe that, for small , increasing pointer chain length reduces the cost of twolevel forwarding scheme (because the pointer operations are cheaper).
Sensitivity of Performance to Residence Time Variance
We now investigate the sensitivity of the performance costs and benefits of the two-level forwarding scheme to the variance in the user's mobility patterns. We assume that call arrivals to a user form a Poisson process and the RA residence time has a Gamma distribution. For a Gamma distribution, the variance is I " P . That is, a large implies a small variance. Fig. 7 shows the effect of on w H awY p H ap and g p ag f . In Fig. 7 , we observe that the increase of the variance of RA residence time (smaller ) causes the increase of w H aw but the decrease of p H ap ; the net effect to g p ag f is not significant. Consider w H aw for `I comparing to the case when I. For a given p b H (see Fig. 7a) , the large variance of RA residence time implies high variation of the RA boundary crossing patterns. If the user crosses many RAs, a longer pointer chain will be created. When the chain limit u I Á u P reaches, the HLR will be updated, resulting in increase of w H . On the other hand, if fewer boundaries are crossed, only shorter pointer chains will be set up and the pointer creation/tracing cost will be saved. The net effect is an increase in w H . Now, consider the effect of variance in the RA residence time to the p H ap (See Fig. 7b ). When the variance is high, the number of RA boundaries the user crosses between two consecutive calls will vary greatly. When the number is small, the FIND cost is reduced; when the number is large, the pointer chain could be shortened. The net effect is a significant improvement in p H ap . The net effect of the variance of the residence time on total cost ratio g p ag f is not significant for low CMR (see Fig. 7c ).
PERFORMANCE COMPARISONS
In this section, we compare the performance of the twolevel pointer forwarding algorithm with those of per-user forwarding and local anchor schemes.
One of the advantages of the two-level pointer forwarding strategy is that it can have a long pointer chain without much increase of the FIND delay. The longer the pointer chain is, the fewer updates to the HLR. Although the net cost cannot be improved greatly with a long pointer chain (Fig. 8) , the frequent updates to the HLR can be avoided by a long pointer chain. Let v denote the pointer chain length threshold of a per-user forwarding scheme. In our analysis, we assume that the cost of transmitting and receiving a signaling message between MSC and HLR is a fixed value. In practice, the cost could vary or be higher as the signaling trunks or HLRs become congested. In that case, the twolevel pointer forwarding strategy will be more efficient. In Fig. 8b , we can observe that, for the same pointer chain length, the tracking delay in the two-level pointer forwarding scheme to find the user's current location is less than that in the per-user forwarding scheme.
In order to see this more clearly, we plot the relative finding delay for these two schemes in Fig. 9 . The relative delay here is defined as the ratio of the finding delay for the two-level pointer forwarding scheme (the proposed scheme) to that for the per-user pointer forwarding scheme. In Fig. 9 , we assume that the signaling message will travel back and forth along the same route from HLR to the user's current VLR and that the traversing delay for the level_1 pointer is IXS times of that for the level_2 pointer. As we can see from Fig. 9 , when the gw is less than 1, the delay in the two-level pointer forwarding scheme is less than that in per-user forwarding strategy. The effect is more obvious when the pointer length is longer. Since the thresholds for pointer chain are two parameters in our scheme, it is more flexible for the system operator to select different strategies for different users. We observe from the curves, for pointer chain length 12, that the delay is less for u I QY u P R than that for u I PY u P T. The reason is that the system traverses more level_1 pointers in the first case. However, there are more local signaling message exchanges in the first case because the level_2 pointer chain threshold is shorter. This is the trade off the operator can make for different classes of users with different QoS requirements. In the local anchor scheme, a VLR near the user is selected as the local anchor and the user will update his/her location to the local anchor upon every move. The local anchor will not change until a call arrives to the user. The advantage is that the local anchor is usually closer to the user than HLR is, so the total cost will be saved. However, if the user keeps moving away from his/her LA, the cost of updating the location to the LA will become higher and higher and the total cost will also become higher. For the comparison purpose, we will use the same notation in [3] described as follows:
. g h : Cost for a query or an update of the HLR. . All the above parameters can be considered in terms of processing or transmission delay. The results with less value indicate that the time in processing the location update and call delivery costs less. The following notations are also used in [3] :
. h I : The cost for sending a signaling message from one MSC to another MSC through the HLR, which is given by
The cost for sending a signaling message from one MSC to another MSC through the LSTP, which is given by h P g v g l Pg l . . h Q : The cost for sending a signaling message from one MSC to another MSC through the RSTP, which is given by
Because the cost in local anchor scheme for location update and call delivery heavily depends on the user location, we need to consider various location scenarios. The following three location types are defined in [3] :
. HOME: The mobile is located at the LA.
. LOCAL: The mobile is located at an RA other than the LA in the anchor LSTP region.
. REMOTE: The mobile terminal is outside of the anchor LSTP region. The cost of the local anchor scheme is determined by the user's moving direction. If the user keeps moving away from his/her LA before two consecutive calls, the cost will be high; otherwise, the cost is going to be low. The authors in [3] gave nine possible combinations of the location types when an additional movement, the n Ith movement, is performed after the nth movement (see [3] for details). In this comparison, for simplicity, we choose two scenarios: 1) three movement combination typesÐthe user moves around the LA and the probability for each type is I Q and 2) four movement combination typesÐthe user moves away from the LA, the probability for one type is HXI and the probability for each of the rest three types is HXQ. Based on these two scenarios, we compare the costs for the proposed scheme and the local anchor scheme.
According to above definition, the costs for two-level pointer forwarding scheme are given by:
where q is the probability that the user is within its current LSTP for any movement given by the user. Table 1 shows the relative cost of the LA and two-level pointer forwarding schemes. Here, we assume that the size of an LSTP region is V Â V, so q HXVUS [4] . We also assume that I IXS P , I IXS P , u I P, u P R, and g v g h HXS. The ve I is the case that a user always moves around the LA and never goes far between two consecutive calls (scenario 1). On the contrary, ve P is the situation that a user will leave the LA during the call interval with high probability (scenario 2). It can be expected that the values for ve I will be smaller than those for ve P . As we can see from Table 1 , h P is normalized to one because it is the smallest one. The twolevel pointer forwarding strategy could be adopted if its values are smaller than ve P . For the parameter sets 1, 2, and 4, the two-level pointer forwarding scheme performs better than the LA scheme. The smaller the local signaling cost relative to the long distance signaling cost, the better the result. For the parameter set 3, the cost for sending a signaling message through RSTP is not more expensive than h P . In this case, it is more efficient to set a long pointer from LA to the user than to set a chain consisting of shorter pointers, which is why the ve P is smaller. The parameter set 5 is just for demonstration purpose, it represents an extreme situation such that the cost for sending a message between two MSCs is constant regardless of the path selected. The relative cost for two-level pointer forwarding scheme is larger than 1, which is obvious because the cost of sending a message in this case is the same no matter where the user is, hence, it is cheaper to update the location to the HLR directly every time the user moves.
DISCUSSIONS
In the two-level pointer forwarding procedures, the pointer chain can be shortened by the MAs a user traverses. Thus, the updates to the HLR is mitigated at the expense of increase in the local signaling traffic. It is beneficial when the cost of communicating to HLR is relatively higher than the cost of local signaling traffic.
One of the advantages of the two-level forwarding strategy is that it can keep the FIND penalty low while significantly reducing the total system cost at the same time. As we can see from the previous sections, the peruser forwarding scheme [4] is a special case of the twolevel pointer forwarding scheme. When we set u I I or u P I, the two-level pointer forwarding strategy reduces to the per-user forwarding scheme. There are some other ways to set up the pointer chain. For example, all the PCS service area can be divided into Mobility Regions (MRs). A user will update his/her location to his/her MA in that region. Only when the user moves out of the region is a pointer set up from the old MA to the new one. For the 3G wireless communication systems, 3GPP 23.119 specification proposed an approach to limit the signaling traffic between the visited mobile system and the home mobile system [8] , [9] . A new entity gateway location register (GLR) is introduced between the VLR/SGSN and the HLR. From the viewpoint of the VLR/SGSN at the visited network, the GLR is treated as the roaming user's HLR located at the home network. From the viewpoint of the HLR at the home network, the GLR acts as the VLR/ SGSN at the visited network. Indeed, in the 3G wireless systems, a new level of location management database is added. The users need to exchange extra local messages but reduce the long distance or international messages exchanged in each of the subsequent registrations. The two-level pointer forwarding strategy can be implemented in the 3G systems in the following manner: The GLRs can be selected as the MAs. A realistic implementation of the two-level pointer forwarding scheme should also take into account the possibility that loops may form as the user visits several RAs in succession. Thus, if a user revisits an RA and a pointer for that user is found in that VLR, then the old pointer can be deleted to avoid unnecessary operations. This is called ªimplicit pointer compressionº in [4] .
CONCLUSIONS
In this paper, we propose a new location management scheme, called the two-level pointer forwarding strategy, which intends to reduce the cost of location management by localizing or distributing the signaling traffic and to overcome the HLR bottleneck problem while reducing the call setup (finding) delay. The performance analysis is carried out to show the advantages of the newly proposed scheme. Comparison studies with the per-user pointer forwarding scheme and the local anchor scheme are also undertaken and show that the proposed scheme outperforms either one of the aforementioned schemes. More importantly, the proposed scheme incorporates more parameters to be used to optimize the performance of the location management scheme. Moreover, the proposed scheme can be easily tailored for the 3G wireless systems in which gateway location register is used.
APPENDIX
In this appendix, we present the derivation of (6) and (7) with the assumptions given in Section 4. We observe that
can be simplified from the definition of i,
The probability i can be expressed as (see [5] for the detailed derivation), 
