Process model is the kernel element of Model Predictive Control (MPC) system. It is always desirable to get a model as accurate as the actual facility or plant to reduce the built-in mismatch. With the passage of time, the mismatch between model and plant increases, which results in degradation of MPC performance. To rectify mismatches through plant re-identification is exorbitant and time consuming. Hence, mismatch detection is critical to isolate the faulty sub models to avoid complete re-identification. Badwe et al. proposed a method using partial correlation to isolate and detect plant-model mismatch which uses dynamic models in the decorrelation step. This study extends his work by comparing the performances of Autoregressive Exogenous Input (ARX) model and Auto-Regressive Moving Average with Exogenous Input (ARMAX) model for detection of model-plant mismatch. Wood and Berry binary distillation column is used as a case study to demonstrate the application of the ARX and ARMAX models in mismatch detection. Results show that ARMAX models provide higher accuracy with less model order as compared to ARX. This results in less computational complexity and less processing power required in the MPC, hence improving its efficiency.
Introduction
Model Predictive Control (MPC) is an advanced control strategy which uses the model of the process to obtain an optimal series of control signals by minimizing an objective function [1, 2] . MPC is being used in the process plants such as oil refinery, gas processing and chemical production plants as well as food processing, automotive and aerospace applications [3] . MPC deals with the constraints and addresses interactions in MIMO systems effectively. However, maintenance of the control system is important to ensure long term success [4] , more specifically, the maintenance of MPC. Over time, the performance of MPC deteriorates, which leads to off-spec products and eventually shutdown. One of the main anomalies that affect the MPC performance is the model-plant mismatch, as the performance of the controller depends on how accurately the model is constructed.
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Model-plant mismatch (MPM) represents the deviation of the dynamic characteristics of a model from the dynamic characteristics of the plant it represents. The commissioning stage is usually where the model is being constructed and originally contains a tolerable mismatch. However, this mismatch increases over time, which requires the model to be re-identified and corrected. Re-identification is time consuming and costly, hence the best approach is to locate the specific subset of the model containing the mismatch and update it [5] . Consequently, there has been an urge to find a method or a technique that would solve the problem of identifying and detecting model-plant mismatch.
Webber and Gupta proposed a method to detect model-plant mismatch in multivariate models using closed loop cross correlation [6] , which is an extension to the work of Stanfelj in 1993 on univariate systems [7] . The method utilizes the cross correlation between the set point and prediction error to differentiate between disturbances and model error. The method is simple as it does not depend on specific mismatched parameters. However, it lacks the ability to pinpoint the exact location of mismatch directly, giving a number of candidates that require further work to pinpoint the channels with mismatch.
One of the notable works in mismatch detection is that of Badwe [5] . The technique depends on analyzing partial correlation between the inputs and model residuals, however, both must be free from disturbance and other inputs effect. The significance of mismatch is then evaluated by the significance of the correlation between the input and the model residual. Carlsson also used the partial correlation method proposed by Badwe. The issue addressed was considering the system dynamics in mismatch detection by removing the effect of previous inputs [8] . This modified method can help to find whether a specific input is related to the detected mismatch. In [9] Oliver and Craig published a paper on model-plant mismatch detection by utilizing Badwe's method in an industrial application i.e. ore milling process. The method was applied to the MPC controlling circuit to isolate and detect the mismatches introduced. Iqbal et al. compared the performance of FIR (Finite Impulse Response) and ARX models in detecting mismatch using Badwe's method [10] . The FIR is unable to detect mismatch as compared to ARX because FIR model structure lacks error model, and is deemed unsuitable for mismatch detection purposes. Leof et al. [11] proposed an enhancement to Badwe's method by providing information about the mismatch magnitude. The change in partial correlation when the offline white noise is added is used to estimate the extent of mismatch. In another work, Leof et al. studied the structure's effect on mismatch detection, specifically the model type and model order [12] .
Kano proposed a data driven method for MPM detection based on statistical variable selection method from closed-loop operation data [13] . This approach uses stepwise method to select past inputs which contribute to each model residual. The method has some drawbacks since data is selected based on statistical significance and not on how important they are, but that was rectified by adding white noise to the model residuals before applying the stepwise method. Yin used subspace approach to get the subspace matrices of the deterministic input [14] . The dynamics of the process are described by predefined Markov parameters, which is later estimated from historical data. The statistical band of the process is constructed by a moving window scheme to reduce the effects of noise and identification errors. The mismatch is then detected by overlapping a mismatched case with a normal one on the statistical band constructed earlier. This method can also be extended to Multiple-Input-Multiple-Output (MIMO) processes. Closed-loop operating data has been adopted by Wang et al. to detect mismatch. The detection of mismatch in this method is achieved by analyzing the relation between output error and disturbances, while utilizing the Dynamic Matrix Controller (DMC). [15] .
A novel algorithm was proposed by Tsai et al., in which he suggested to use a two steps algorithm for the mismatch detection [16] . However, this method requires sufficient set point excitation and zero-mean first order filtered noise disturbance, rendering these requirements as limitations to the application of this method. Yousefi et al. [17] proposed to detect model-plant mismatch using cross correlation between the prediction error and the inputs. The technique managed to distinguish model-plant mismatch from disturbance characteristics change. In addition to that, this method works without external excitation, which is a requirement of a majority of the detection techniques and methods available so far. However, the detectability is affected by the time delay which might cause the cross correlation to oscillate with the disturbance at the same frequency, making the mismatch indistinguishable.
Badwe has used ARX model in his proposal for MPM detection using partial correlation and concluded that it is successful in detecting the MPM when it occurs in one or multi channels under unmeasured disturbances. However, other dynamic models such as ARMAX can be explored and compared against the ARX for MPM isolation and detection, which might provide better results and higher accuracy, and that is the aim of this work. The scope of this paper covers the partial correlation analysis of ARX and ARMAX models to detect mismatch on the linear Wood and Berry distillation column, and comparison of the results for accurate detection of model-plant mismatch.
Methodology
Consider a closed loop Internal Model Control (IMC) structure as shown in Fig. 1(b) . Here Q is designed using the plant model . The controller uses the vectors of e (k) and r (k) to determine u (k) .
(a)
The expressions for residual e and input u can be written as:
The partial correlation in their generic sense cannot be used for the analysis needs to be done in dynamic mode, since we are dealing with time series data. Moreover, the Manipulated Variables (MVs) are under the effect of unmeasurable disturbance. Badwe suggested a method to overcome these limitations by using dynamic models, hence the use of ARX/ARMAX, and finding the MV component free from disturbance after sufficient excitation.
First, the MVs are rewritten to show the components affected by the set point and disturbance respectively, then the set point affected components are isolated:
Next is to de-correlate the MV's from each other:
Similarly, obtain the model residuals free of all effects.
A non-zero correlation between e ui (k) and j(k) will determine whether an MPM in the u i -y j channel is present. The magnitude of correlation also indicates the significance of mismatch present.
In this work, the decorrelation steps are carried out using ARX and ARMAX models to compare the efficacy of these models in detecting the mismatch. MATLAB ® /Simulink tool is utilized to simulate the scenarios and generate results. The focus would be on the gain mismatch since it has more significance as compared to the time delay and time constant mismatches due to its steady-state effect on the process dynamics.
Results
The plant selected for this study is the Wood and Berry distillation column [18] . It is a MIMO system with two controlled variables and , two manipulated variables R and S and F as a measurable disturbance.
The mismatches which are introduced in the system were gain, delay and time constant ranging from -20% to +50% for gain as well as time constant, and -2 to +3 seconds for time delay. The predictive and control horizons for MPC are selected as 30 and 20 respectively, whereas the sampling time is 1 second. The ARX and ARMAX model orders for decorrelation are 10 and 6 respectively.
Case I: No MPM
This case is important to verify that the proposed method, using the selected decorrelation models, does not raise a false detection of MPM when there is no such mismatch present. In this case, the plant and the model are exactly the same and no MPM (gain, dynamics or delay) is present. Results show that both models do not indicate any mismatch. In real world, there will always be a minor unavoidable mismatch between the model and the plant. Fig. 2 shows the partial correlation plots between the inputs and model residuals for ARX and ARMAX models respectively. The two horizontal lines denote the confidence region. The significance of mismatch increases with the increasing values of correlation coefficient. Since no correlation is found between the inputs and residuals, no mismatch is detected. 
Case II: Gain mismatch
To study the gain mismatch, the u i -y j channels are tried independently with both underestimated and overestimated values of steady-state gain. Both ARX and ARMAX models are able to identify the mismatch. However, ARMAX model is found to detect mismatch with better capture of its significance.
First, a -20% mismatch in gain is added in G 11 , due to which the controller is incapable to achieve the desired set point of distillate. Mismatch detection plots in Fig. 3 confirm this, as a high correlation between the input and the residual in G 11 is observed using ARX and ARMAX models respectively. The significance of gain mismatch arises from the effect of gain on the process dynamics. However, ARX model shows a slight mismatch in G 12 which can act as a misleading indication in an actual plant. On the other hand, ARMAX model shows channel G 12 as mismatch free, which is the actual case.
After that, mismatches were introduced in more than one location. Both G 11 and G 21 were altered by +20% mismatch. Fig. 4 shows that ARX detects the mismatches in G 11 and G 21 , but fails to capture the significance in G 21 whereas ARMAX successfully identifies both mismatches. This implies that mismatch detection in channels are independent to each other. 
Case III: Delay mismatch
A time delay mismatch only disturbs the response time but not the dynamics. Even with the presence of mismatch, the controller should eventually achieve the desired set point. Moreover, quicker controller response is expected with underestimated delay.
First, a delay mismatch of -1 second is introduced at G 11 , and controller responds quickly with no effect on its ability to achieve the desired set point. Bottom composition remains the same as expected. Fig. 5 shows the ARX and ARMAX mismatch detection. The mismatch only appears in transient state and then decreased to minimum, as shown by the response at the distillate. Similar accuracies were demonstrated with an overestimated time delay mismatch, the results of which are omitted for brevity.
To assess the ability to detect mismatches at different locations simultaneously, a mismatch of +2 seconds at G 11 and a mismatch of -1 second (G 21 ) were introduced. The performances of both models in time delay mismatch detection were almost equal as shown in Fig. 6 , with significance level appropriate to the mismatch.
Case IV: Time constant mismatch
Time constant refers to the promptness of the controlled variable to a change in the manipulated variable. Similar to the time delay mismatch, it is expected to change how fast/slow the process variable moves to the new set point when a change is introduced, without having such a great effect as in the gain mismatch case.
The overestimation of the time constant leads to increased time constant value, which means that the process variable will move slower in response to changes introduced to the controlled variable. ARX and ARMAX mismatch detection in Fig. 7 respectively shows the significance of the mismatch detected. Increased level of significance can be justified due to the difference between mismatch free case and the time constant mismatch case sustaining for a period of time before settling. Slight indication of mismatch can be seen in G 12 using ARX model, but ARMAX shows no mismatch, hence, the ARMAX has the upper hand in time constant mismatch detection as compared to ARX model. 
Case V: Lower Signal-to-Noise Ratios
In this case, the Signal-to-Noise ratio (SNR) is reduced to 2.72 which can be calculated using the following formula:
Gain of the u 1 -y 1 channel has been underestimated by 40%. Using 3000 data points for the study, partial correlations between the residuals and inputs are calculated using ARX and ARMAX models for decorrelation. These plots are presented in Fig. 8 . Although both models provide us with similar partial correlation coefficients, the coefficients provided by ARMAX are more reliable for mismatch detection due to the false detections by ARX model observed in previous cases. 
Conclusion
This study focused on the detection of model-plant mismatch using ARMAX model as a substitute to ARX used by Badwe in his partial correlation method. Performances of the two models were compared on the basis of their ability to detect and capture the significance of gain, delay and time constant mismatches. Simulations in MATLAB ® /Simulink utilizing Wood and Berry binary distillation column were used. Overestimated, underestimated and multiple mismatches were introduced in the model. Results show that ARMAX model has successfully detected mismatches in all cases. Gain mismatch was found to be the most prominent due to its lasting effect on controller performance. However, SNR seems to affect the efficacy of detection adversely which conforms to the literature.
Both ARX and ARMAX models are able to identify the mismatch introduced with little difference in magnitudes of partial correlation coefficients. However, ARMAX model is found to be better in capturing the significance of the mismatches introduced. Moreover, ARX model used a model order of 10 to match the performance of ARMAX model of order 6. This shows that ARMAX model offers an ease in computation with sufficient performance. This analysis can be extended to other dynamic models, wider range of scenarios and actual plants or facilities.
