Choose random functions f 1 , f 2 , f 3 , . . . independently and uniformly from among the n n functions from [n] into [n]. For t > 1, let g t = f t • f t−1 • · · · • f 1 be the composition of the first t functions, and let T be the smallest t for which g t is constant(i.e. g t (i) = g t (j) for all i, j).
Introduction
Let f 1 , f 2 , f 3 , . . . be a sequence of functions chosen independently and uniformly randomly from the n n functions on [n] . Let g 1 = f 1 , and for t > 1 let g t = f t • g t−1 be the composition of the first t random functions. Define T ( f i ∞ i=1 ) to be the smallest t for which g t is a constant function. (i.e. g t (i) = g t (j) for all i = j.) In [2] it is proved that E(T ) ∼ 2n; on average 2n(1 + o(1)) iterations are required to reach a constant function. The purpose of this paper is to strengthen that result by determining the asymptotic distribution of T .
For m > 1, let τ m = |{t : |Range(g t )| = m}| be the the number of iterates for which the range has exactly m elements. Thus T = n m=2 τ m . The random variables {τ m } n m=2 are not independent. They are however conditionally independent once we specify the set of visited states. Fortunately this set is well behaved, has some convenient properties that enable us to do computations.
Let ξ = ⌊log log n⌋, and decompose T as T = T 1 + T 2 , where
The following facts from [2] will be needed:
, and E(T 2 ) = o(n).
Characteristic Function
Let
Proof:
has an m element range R = {r 1 , r 2 , . . . , r m }. What is the chance that the next function g t still has an m element range? On R we have n choices for f t (r 1 ), then n − 1 choices for f t (r 2 ) etc. For x / ∈ R, f t (x) can be chosen arbitrarily. Hence the number of functions f t for which g t = f t • g t−1 has an an m element range is
and consequently
Now let φ n (t) = E(e itT 1 /n |A) be the characteristic function of the normalized random variable T 1 /n on A. Then the following corollary follows immediately from Theorem 2.
Proof: Note that, for m ≤ ξ,
and
Therefore
Finally, note that the infinite product 
Simplification
To facilitate inversion, we reexpress the characteristic function φ in a more convenient form. Working with the reciprocal, we have
. It is well known [3] that
Since α + β = −1, the right side of equation (5) becomes
.
Fourier Inversion
Inverting, we get the conditional density function f n for T 1 /n:
Note that
has simple poles at t = −i Proof: For any x,
Main Result
In the other direction, let ǫ be a fixed but arbitrarily small positive number. Then
The theorem follows from this and the fact that F is continuous.
Discussion
We close with a conjecture. It is clearly essential for our proof that most of the low numbered states are visited, and few of the high numbered states are visited. It would be interesting to have more information about N = n m=2 I [τm>0] , the number of states visited. We conjecture that E(N ) ∼ √ 2πn.
