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In this paper we study the extremal polynomials for the Markov inequality on a
convex symmetric body Km, that is, norm 1 polynomials on K whose gradients
attain the largest value on K. It is shown that any such polynomial must coincide
with the Chebyshev polynomial along a certain line. Moreover, this fact is applied
to the study of uniqueness of extremal polynomials.  2001 Academic Press
Let P m, n, m , be the space of real polynomials of m variables andn
total degree at most n, and consider a convex body Km symmetric
about 0 K. As usual,
m
 pn ² :grad p x  , D p x  grad p x , yŽ . Ž . Ž .n y n n½ 5 x j j1
are the gradient and derivative in the directions ym of p , respec-n
  ² :tively. Furthermore, x and x, y denote the Euclidean norm and inner
Ž m.product x, y , respectively.
The Markov factor of K is given by
m   M K  sup grad p : p  P ; p  1 ,Ž .  4CŽ K .Ž .C Kn n n n n
   Ž . where f  sup f x is the supremum norm on K. The study ofCŽ K . x K
such quantities was initiated by Markov who showed that for K B1 r
  Ž 1. 2 Ž  .	r, r we have M B  n r see 3, p. 233 . Moreover, the Chebyshevn r
Ž .polynomial T t  cos n arccos t is known to be the only polynomial inn
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1 Ž . Ž 1.P apart from a multiplicative constant for which M B is attained.n n 1
Ž Ž . Ž 1.  .Clearly T tr will be the extremal polynomial for M B , r . Thisn n r
classical result lead to the wide investigation of Markov factors. The first
 result for multivariate polynomials was given by Kellogg 4 , who showed
Ž m. 2 m  m   4that M B  n r for any m-dimensional ball B  x : x  r ,n r r
m
 1. Set
  4r K min x : x Bd K ,Ž .
where Bd K stands for the boundary of K , and K is a convex symmetric
Ž .body. It is easy to see that r K is the radius of the largest ball inscribed
 into K. Sarantopoulos 7 gave an elegant generalization of Kellogg’s result
Ž . 2 Ž . mshowing that M K  n r K for any convex body K symmetricn
Žabout 0. Note that the same result was obtained independently by Baran
 1 . For Markov and Bernstein-type inequalities on nonsymmetric convex
   bodies see Wilhelmsen 8 , Białas-Ciez and Goetgheluck 2 , and Kroo and˙ ´
  .Revesz 6 .´ ´
In this paper we shall study the extremal polynomials for the Markov
Ž . o factor M K when K is convex and symmetric about 0. Set K  xn
  Ž .4 oBd K : x  r K . Clearly, any y K is a smooth point of Bd K ; i.e., K
possesses a unique tangent plane at y, and, in addition, y is normal to this
² :  ² :   2 2Ž .tangent plane. Hence x, y  y, y  y  r K whenever x K
Ž² : 2Ž .. m Ž . oyielding that T x, y r K  P is extremal for M K when y K .n n n
Ž .Note that y is also the direction of the gradient in this case.
  mIt was shown in 7 that for every x, y K and p  P we haven n
2  D p x  n p . 1Ž . Ž .CŽ K .y n n
m Ž .  Now let p  P be an extremal polynomial for M K ; i.e., p CŽ K .n n n n
    Ž . 2 Ž . 1 and grad p M K  n r K . Hence for some x K andCŽ K .n n
m   Ž .y with y  r K
2  r K grad p x  D p x  n x K , y  r K . 2Ž . Ž . Ž . Ž . Ž .Ž .n y n
Ž . Ž . oEvidently it follows from 1 that y Bd K in 2 ; i.e., y K . Thus for
m  any p  P with p  1 its gradient can be maximal only inCŽ K .n n n
o Ž .directions y K . This clarifies the nature of y in 2 . But what can be
Ž .said about the extremal polynomial p satisfying relation 2 ? This ques-n
tion is addressed by the next
m Ž .  THEOREM 1. Let p  P n
 2, m
 1 , p  1 be an extremalCŽ K .n n n
o ² : Ž .polynomial; i.e., for some x K and y K with x, y 
 0 relations 2
  Ž Ž .. Ž .hold. Then x, y  Bd K and p ty s x	 y T t , t, s.n n
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Ž . Ž . Ž .According to the above result either x y in 2 and p ty T t orn n
  Ž .the nondegenerate segment x, y belongs to Bd K x y and the ex-
tremal polynomial coincides with a univariate Chebyshev polynomial on
 4the two-dimensional plane L span x, y . In particular we have the
following
Ž . Ž .COROLLARY 1. If p is an extremal polynomial for M K then p ty n n n
Ž . oT t for some y K .n
This corollary stating that restriction of any extremal polynomial to a
certain line coincides with the Chebyshev polynomial will play a crucial
role in the study of uniqueness of extremal polynomials given below.
Since the boundary of K cannot contain nondegenerate segments when
K is strictly convex Theorem 1 yields the next
COROLLARY 2. Let Km be strictly conex and symmetric, and let
p  P m be an extremal polynomial; i.e., for some x K and y K on n
Ž .equalities 2 hold. Then xy.
Finally, we would like to point out that Corollary 1 is sharp in the sense
that in general an extremal polynomial may coincide with the Cheby-
shev polynomial, only along a single line. This is shown by the next exam-
m  m   4ple. Let K B  x : x  1 . Consider the quadratic polynomial1
Ž . 2   2 Ž .   mp x  x  x 	 1, x x , . . . , x . Obviously, p  1, andCŽ B .2 1 1 m 2 1
    m Ž m. Ž Ž m. .grad p  4M B n 2, r B  1 . Thus p is an ex-C Ž B .2 2 1 1 21
Ž . m  tremal polynomial. Furthermore, for   , . . . ,   with   11 m
Ž . 2Ž 2 . m Ž . 2we have p  t  t   1 	 1, t . Note that T t  2 t 	 1; i.e.,2 1 2
Ž . Ž .  p  t can coincide with T t only when   1 and hence   0,2 2 1 j
2 jm, yielding a single line on which p  T .2 2
This paper is organized as follows. In Section 1 the proof of Theorem 1
is given. In Section 2 we shall apply Theorem 1 to the study of the
uniqueness of extremal polynomials. It turns out that uniqueness depends
on the geometry of the boundary of K around points y K o. We shall
provide a detailed study of uniqueness of extremal polynomials for Markov
Ž .inequality only for bivariate polynomials m 2 since the situation is
rather technical when m 2.
1. PROOF OF THEOREM 1
In order to verify our main theorem we shall need several auxiliary
statements.
The following well known elementary property of univariate polynomials
will be frequently used below without further reference.
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1  4PROPOSITION 1. If p  P  0 and x    x thenn n 0 n1
jmax 	1 p x  0.Ž . Ž .n j
0jn1
Ž  .Let us recall now the classical Schur inequality see 3, p. 233 for
 I 	1, 1 :
2 1' p  n 1 1	 x p , p  P . 3Ž . Ž .CŽ I . Ž .C In n n n
Ž .It is well known that equality in 3 holds for the Chebyshev polynomial of
2'Ž . Ž .second kind U x  sin n 1 arccos x 1	 x . Let us observe thatn
Ž .up to a multiplicative constant U is the only extremal polynomial in 3 .n
1 Ž .PROPOSITION 2. If for some p  P the equality in 3 is attained thenn n
p  cU , c.n n
1 n Ž .Proof. Assume that for p  P  a x   a 
 0 , we haven n n n
2'  1	 x p  1 and p  n 1.CŽ I .Ž .C In n
2' Ž .Evidently, 1	 x U x equioscillates between 	1 and 1 n 1 times onn
Ž .	1, 1 . Hence it is easy to see that p 	U has n 2 points of weak signn n
change; i.e., by Proposition 1 p U .n n
Let us also note that since the Schur inequality is instrumental in
Ž  .verifying the Markov inequality on I see 3, pp. 233234 the above
Žobservation also yields that T is the unique extremal up to a constantn
.multiplier for the Markov inequality on I.
We shall also need a simple fact about the geometry of convex symmet-
ric bodies. With every convex body Km symmetric about 0 we associ-
ate the norm
   4x  inf  : x K .K
 Then x  1 if and only if x K ; i.e., K is the unit ball corresponding toK
this norm. Then we have the next
      mPROPOSITION 3. If x y  x  y for some x, y thenK K K
     setting x x x , y y y  Bd K we hae x, y  Bd K.˜ ˜ ˜ ˜K K
      Ž   . Proof. Assume y 
 x . Then 2
 x y  1 x x y˜ ˜K K K K
Ž     .  Ž   .       4  y x  y 	 1 
 1 x x y 	 y  x  2. Thus x y˜ ˜K K K K K K K K
 Ž .  Ž .Ž 2. Then for any 0 t 12 we have 1
 tx 1	 t y  1	 t x˜ ˜K
. Ž .  Ž .   Ž . Ž y  2 t	 1 x 
 1	 t x y 	 1	 2 t  1. Hence tx 1	˜ ˜ ˜ ˜ ˜K K
.t y Bd K for 0 t 12. The case 12 t 1 is similar.˜
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m  Proof of Theorem 1. Let p  P , p  1 be such that for someCŽ K .n n n
o ² : Ž .   Ž .x K and y K with x, y 
 0 relations 2 hold. Since y  r K
 Ž .  2 Ž .and grad p x  n r K it also follows thatn
2r KŽ .
y grad p x . 4Ž . Ž .nž /n
 If x  y for some  0, 1 then the statement of the theorem follows
trivially from the fact that T is the unique extremal in the univariaten
Markov inequality.
 4Thus we may assume that x and y are not colinear; i.e., L span x, y
is two-dimensional. We can restrict our considerations now to this plane L.
That is, we can assume without loss of generality that m 2, L
Ž . 4 Ž Ž . .  x , x : x , x  , and y r K , 0  Bd K. Set also x x x ˜ K1 2 1 2
Ž . ² : oa, b  Bd K. Since x, y 
 0 we have a
 0. Moreover, y K im-
Ž .plies that K possesses vertical tangents at y, and therefore 0 a r K .
Ž . Ž .We claim that a r K . Assume that to the contrary a r K . For any
 0 t  1 consider the ellipse
2'  z   tx cos  1	 t y sin  ,  0, 2 . 5Ž . Ž .˜t
Ž   .This is a modification of the ellipse used by Sarantopoulos in 7 . Note
 4      that for every  ,  0 we must have  x  y     . In-˜ K
deed, if for some  ,  0
          x  y       x   y ,˜ ˜K K K
 then by Proposition 3 we have that x sgn  , y sgn   Bd K. But a˜
Ž .r K by our assumption, and we obtain a contradiction to the fact that K
     has vertical tangents at y. Thus  x  y     whenever  , ˜ K
 4 Ž .   0 . Hence we obtain from 5 for every 0 t  1 and  j2
Ž .0 j 4
2'   z   t cos   1	 t sin   1. 6Ž . Ž .t K
 Ž .    Ž .Moreover, z   1 when 0 t  1 and  j2 0 j 4 . ThusKt
Ž .  by 6 for every 0 t  1 we have
max z    t  1. 7Ž . Ž . Ž .t K  0, 2
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Ž . Ž . Ž   .Set 	 t  1	  t  0 0 t  1 and consider the modified ellipse
2'z   tx cos  1	 t 1 	 t y sin Ž . Ž .Ž .˜ ˜t
2'   z   1	 t 	 t y sin  ,  0, 2 .Ž . Ž .t
Ž .  Then by 7 for every 0 t  1 and 0  2
z   z   	 t  1.Ž . Ž . Ž .t˜ tK K
Ž .  This means that z   K whenever t  1 and 0  2 . Considert˜
Ž . Ž Ž ..now the univariate trigonometric polynomial t   p z  of degree˜n n t
   at most n. Since p  1 we also have t  1. Then by theC Ž K . C 0, 2 n n
   	 classical Bernstein inequality 3, p. 232 we have t  n. HenceC 0, 2 n
	 2'n
 t 0  1	 t 1 	 t D p txŽ . Ž . Ž .Ž . ˜n y n
 pn2'   r K 1	 t 1 	 t tx , t  1. 8Ž . Ž . Ž . Ž .Ž . ˜
 x1
Ž . Ž .Ž . 1 Ž .Set now g t   p  x tx  P . By 8˜n	1 n 1 n	1
n n
2'1	 t g t   9Ž . Ž .n	1 r K 1 	 t r KŽ . Ž . Ž .Ž .
    Ž .whenever 0 t  1. But for t  x we have by 2K0
2 p 1 nn
g t  x  D p x  0 t  1 .Ž . Ž . Ž . Ž .n	1 0 y n 0 x r K r KŽ . Ž .1
10Ž .
Ž . Ž .Relations 9 and 10 imply that g is an extremal polynomial in then	1
2'Ž . Ž .   Ž .Shur inequality 3 with n	 1 and 1	 t g  nr K . ThusC 	1, 1n	1
by Proposition 2 g  cU with some c. Note that n
 2; i.e.,n	1 n	1
2 2' 'Ž . Ž .the function 1	 t g t  c 1	 t U t must attain its normn	1 n	1
Ž . Ž . Ž .nr K in at least two distinct points in 	1, 1 , in contradiction with 9 .
Ž . Ž .Hence our initial assumption a r K was false; that is, a r K and
Ž Ž . . Ž .x r K , b . Note also that by 10˜
2 p nn




x  0. 11Ž . Ž .
 x2
Ž . Ž . 1    Set q t  p tx  P , t. Then q  p  1. More-˜ C 	1, 1 CŽ K .n n n n n
Ž . Ž .     Ž Ž . .over, by 10 and 11 we have for t  x and x x x  r K , b˜K K0
	 2² :q t  grad p x , x  n .Ž . Ž . ˜n 0 n
Ž .Thus q T and, in particular, t  1 and x Bd K x x . Without˜n n 0
Ž . Ž .loss of generality we may assume that q  T ; i.e., p tx  T t . Fur-n n n n
Ž Ž . .thermore, x r K , b  Bd K and K has a vertical tangent line at
Ž Ž . .  y r K , 0 . Thus evidently, x, y  Bd K. It remains to verify that
Ž Ž .. Ž . Ž Ž . . Ž Ž . .p ty s x	 y  T t , t, s. Since x r K , b and y r K , 0n n
˜Ž . Ž Ž .. Ž .we need to show that p x , x  T x r K , x , x . Set T x , xn 1 2 n 1 1 2 n 1 2
˜Ž Ž .. T x r K , p  p 	 T , and assume that p  0. It was shown˜ ˜n 1 n n n n
Ž . Ž .  4above that p tx  T t , t; i.e., p  0 along the line l tx : t .˜n n n
Then
kbx1 
p x , x  x 	 p x , x 12Ž . Ž . Ž .n˜ 1 2 2 n	k 1 2ž /r KŽ .
for some n
 k
 1 and p
  P 2 . We may assume that k is maximal;n	k n	k

 Ž .i.e., p does not vanish identically on l . Let 	r K  t    t n	k 0 n
Ž . Ž Ž .. Ž Ž .. Ž .n	 jr K be the extremal points of T x r K ; i.e., T t r K  	1 ,n 1 n j
0 j n. Note that
˜ ˜     T  1
 p  p  T .˜CŽ K . CŽ K . C Ž K .n n n n
Therefore
n	 j	1 p t , x  0, t , x  K , 0 j n. 13Ž . Ž .˜ Ž . Ž .n j 2 j 2
Clearly, the vertical lines x  t , 1 j n	 1, intersect the line l at the1 j
Ž Ž ..points t , bt r K lying in the interior of K when 1 j n	 1. More-j j
  Ž .over, using that x, y Bd K we obtain that the vertical line x  r K 1
t also intersects K along a nondegenerate interval. Using this togethern
Ž . Ž . 
with 12 and 13 yields that p has at least n weak sign changes alongn	k
l . Thus by Proposition 1 and maximality of k we obtain that k 1.
Ž .Applying again 12 with k 1, and the above observation that vertical
lines x  t intersect l at interior points of K when 1 j n	 1, we1 j
Ž . 
 Ž Ž ..obtain in view of 13 that p t , bt r K  0, 1  j  n 	 1.n	1 j j
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Ž . 
 Ž Ž .. 1Thus the univariate polynomial q t  p txr K  P vanishesn	1 n	1 n	1
Ž . Ž . Ž .for t t , 1 j n	 1. In addition by 11 and 12 with k 1 we havej
Ž Ž . .for x r K , b
 p  p˜n n 
0 x  x  p x  q r K .Ž . Ž . Ž . Ž .Ž .n	1 n	1 x  x2 2
Thus q has a total of n distinct zeros; i.e., p
  0 on l , a contradic-n	1 n	1
tion. This completes the proof of Theorem 1.
2. ON THE UNIQUENESS OF EXTREMAL
POLYNOMIALS FOR MARKOV INEQUALITY IN 2
Let K2 be a convex body symmetric about 0. As we have seen
Ž² : 2Ž .. oabove any polynomial of the form cT x, y r K where y K is an
fixed ‘‘minimal’’ direction is extremal for Markov inequality on K. Does
this describe all possible extreme polynomials? It turns out that the answer
to this question depends on the geometry of K around y K o. Clearly K
possesses a unique tangent line L at y K o and, in addition, L isy y
orthogonal to y.
DEFINITION. The point y K o is called a flat point of K if no disc
touching L at y contains K.y
 The notion of flat points was introduced in 5 for the study of unique-
ness of certain Chebyshev-type extremal polynomials on convex bodies.
Our next result shows that flat points play a similar role in uniqueness of
extremal polynomials for Markov inequality on convex bodies.
THEOREM 2. In order that eery extremal polynomial for the Marko
Ž² : 2Ž .. oinequality on K coincides with cT x, y r K for some y K andn
c it is necessary and sufficient that each y K o is flat.
Ž . ŽCOROLLARY. The extremal polynomial for M K is unique up to an
. o  4constant multiplier if and only if K  y and y is flat.
Ž . 2   p   p 4EXAMPLE. Let K K  x, y  : x  y  1 to be the l -p p
1 1o Ž .unit ball, 1 p 
. When p 1 K consist of four points  , , all1 2 2
of which are flat. For 1 p 2 there are no flat points on Bd K , whilep
o Ž . Ž .for p 2 K consists of 1, 0 , 0, 1 , all of which are flat. Hencep
Ž .when p 1 all extremal polynomials are given by cT x y , c; forn
Ž . Ž .2 p 
 every extremal polynomial coincides with cT x or cT y ,n n
c, and such a description of extremal polynomials is not possible if
1 p 2.
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Ž . oProof of Theorem 2 sufficiency . Assume that every y K is flat, and
2  let p  P , p  1 be an extremal polynomial. Then by Corollary 1CŽ K .n n n
we may assume that for some y K o
p ty  T t . 14Ž . Ž . Ž .n n
Ž Ž ..We may also assume that y 0, r K . Then K possesses horizontal
Ž Ž ..   Ž . Ž .tangents at 0, r K , and, in particular, x  r K whenever x , x2 1 2
Ž . 2 K. Set now for x x , x 1 2
x22˜ ˜² :T x  T x , y r K  T , q x  T x 	 p x .Ž . Ž . Ž . Ž . Ž .Ž .n n n n n nž /r KŽ .
Ž .Thus we need to show that q  0. If this is not the case then by 14n
q x , x  x k g x , x 15Ž . Ž . Ž .n 1 2 1 n	k 1 2
2  4with some k
 1 and g  P  0 . We may assume that k is chosenn	k n	k
Ž .to be maximal; i.e., g 0, x  0. Recall thatn	k 2
˜ ˜     T  1 p  T 	 q . 16Ž .CŽ K . C Ž K . CŽ K .n n n n
Ž . Ž .Moreover, for some 	r K  t    t  r K1 n1
n1jT˜ x , t  	1 , 1 j n 1, x . 17Ž . Ž .Ž .n 1 j 1
Ž .This and 16 yield that
n1j	1 q x , t 
 0, x , t  K . 18Ž . Ž .Ž . Ž .n 1 j 1 j
Note that there exists  0 such that
 x , t  K , 2 j n , x   . 19Ž .Ž .1 j 1
Ž . Ž .Thus by 15 and 18
n1j	1 g 0, t 
 0, 2 j n. 20Ž . Ž .Ž .n	k j
Ž .In view of Proposition 1 we have by 20 that k 1 or 2. We shall
consider these two cases separately.
Ž . Ž . Ž . Ž .Case 1 k 1 . Using again 15 with k 1 together with 18 and
Ž .19 yields that
g 0, t  0, 2 j n. 21Ž .Ž .n	1 j
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Ž Ž ..Furthermore, in a neighborhood of 0, r K the boundary Bd K of K
Ž .   Ž .can be represented by a curve x  F x , x   ,  0, where F 0 2 1 1
Ž . 	Ž .r K and F 0  0. Set
˜f x  T x , F x , g x  q x , F x . 22Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 n 1 1 1 n 1 1
Ž .We have by 16 that
max f x 	 g x  1 max f x .Ž . Ž . Ž .1 1 1
   x  x 1 1
˜ 	Ž . Ž Ž .. Ž . Ž . Ž .In addition, f 0  T 0, r K  T 1  1; i.e., f 0  0, and by 15n n
Ž . Ž Ž .. 	Ž . Ž . Ž .g 0  q 0, r K  0. Then clearly g 0  0. Hence using 22 and 15n
Ž .with k 1
 q  qn n	 	0 g 0  0, r K  F 0 0, r KŽ . Ž . Ž . Ž .Ž . Ž .
 x  x1 2
 qn 0, r K  g 0, r K  g 0, t .Ž . Ž . Ž .Ž . Ž .n	1 n	1 n1 x1
Ž .This together with 21 yields n distinct zeros for the univariate polynomial
Ž . Ž .g 0, x , contradicting the maximality of k in 15 .n	1 2
Ž .Case 2 k 2 . In this case we shall use the additional information
Ž Ž ..that y 0, r K is a flat point. This yields that there exists a sequence of
Žm. Ž Žm. Žm.. Žm. Žm.points y  x , x  K such that y  y as m 
, x  0,1 2 1
and
2Žm.xŽ .1 Žm.r K 	  x  r K , m.Ž . Ž .2m
Hence
2Žm. Žm.x xŽ .2 1Žm. Žm.T˜ x , x  T  1O . 23Ž .Ž .n 1 2 n ž / ž /r K mŽ .
Ž .Moreover, using 15 with k 2 we have
2Žm. Žm. Žm. Žm. Žm.q x , x  x g x , x . 24Ž .Ž . Ž . Ž .n 1 2 1 n	2 1 2
Ž . Ž . Ž . Ž . Ž Ž ..Recalling 16 we obtain by 23 and 24 that g y  g 0, r K 
 0.n	2 n	2
Ž . Ž .n1j Ž .This combined with 20 yields that 	1 g 0, t 
 0 for 2 j nn	2 j
 1, contradicting Proposition 1.
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Ž . oProof of Theorem 2 necessity . Assume that y K are not flat. We
Ž Ž ..may assume again that y 0, r K . Then there exists an r 0 such that
x 2 x 21 2  1, x , x  K ; 25Ž . Ž .1 22 2r r KŽ .
i.e., K is contained in the above ellipse.
 Ž . Ž Ž ..Let  0, r K be the largest zero of T tr K , and consider then
polynomial
x 	 x 22 1 2p x , x  T 1  P 	 0 . 26Ž . Ž . Ž .	 1 2 n n2 2ž / ž /r K x 	 Ž . 2
Clearly,
 p  p n2	 	
y  0; y  y 0, r K .Ž . Ž . Ž .Ž .Ž
 x  x r KŽ .1 2
Hence
n2
grad p y  . 27Ž . Ž .	 r KŽ .
 We claim that for 	 0 small enough p  1; i.e., p is extremal forCŽ K .	 	
the Markov inequality on K. Assume that to the contrary there exist
 Žm. Ž Žm. Žm.. Ž Žm.. Ž	 0 and x  x , x  K such that p x  1, m. Them 1 2 	m
Ž Žm.. . Žm.case p x 	1 is analogous. We can assume that x  x as	 2 0m  Ž . Ž . Ž .m 
, where x  	r K , r K . Moreover, it follows by 26 that0
Ž Ž ..   Ž Ž ..T x r K  1 and x   , where  is the largest zero of T tr K .n 0 0 n
Ž . Ž . Ž . Ž Ž .Hence x  r K or 	r K . Assume x  r K . The case x 	r K is0 0 0
. 	Ž . 2analogous. Since T 1  n we haven
x Žm. x Žm.2 2
T  1	 T 1 	 TŽ .n n nž / ž /ž /r K r KŽ . Ž .
n2
Žm. 1	 r K 	 x , m
m .Ž .Ž .2 02 r KŽ .
Ž .Furthermore, by 25 with suitable M 0
2Žm.xŽ .2 2Žm. 2 Žm.x  r 1	 M r K 	 x , m.Ž .Ž . Ž .1 22ž /r KŽ .
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Ž .Using the last two estimates in 26 we have with some M  0 and m1
large enough
n2
Žm. Žm. Žm.p x , x  1	 r K 	 xŽ .Ž . Ž .	 1 2 2m 2 r KŽ .
T tr KŽ .Ž .2 nŽm. 	 xŽ .m 1 2 2t 	   C 	1, 1
n2
Žm. Žm. 1	 r K 	 x M 	 r K 	 x  1.Ž . Ž .Ž . Ž .2 1 m 22 r KŽ .
 By this contradiction we obtain that p  1 for 	 small enough. ThisCŽ K .	
Ž . Ž .together with 27 means that p is extremal for M K for every 	 small	 n
enough. The proof of the theorem is completed.
REFERENCES
1. M. Baran, Bernstein type theorems for compact sets in  n revisited, J. Approx. Theory 79
Ž .1994 , 190198.
2. L. Białas-Ciez and P. Goetgheluck, Constants in Markov’s inequality on convex sets, East˙
Ž .J. Approx. 1 1995 , 379389.
3. P. Borwein and T. Erdelyi, ‘‘Polynomials and Polynomial Inequalities,’’ Springer-Verlag,´
BerlinNew York, 1995.
Ž .4. O. D. Kellogg, On bounded polynomials in several variables, Math. Z. 27 1928 , 5564.
5. A. Kroo, Chebyshev-type extremal problems for multivariate polynomials on convex´
Ž .bodies, East J. Approx. 5 1999 , 111.
6. A. Kroo and Sz. Revesz, On Bernstein and Markov-type inequalities for multivariate´ ´ ´
Ž .polynomials on convex bodies, J. Approx. Theory 99 1999 , 134152.
7. Y. Sarantopoulos, Bounds on the derivatives of polynomials on Banach spaces, Math. Proc.
Ž .Cambridge Philos. Soc. 110 1991 , 307312.
8. D. R. Wilhelmsen, A Markov inequality in several dimensions, J. Approx. Theory 11
Ž .1974 , 216220.
