Introduction {#s1}
============

In most animals, the first phase of embryonic development depends solely on maternally deposited proteins and RNAs and is often accompanied by very low or undetectable transcription ([@bib44], [@bib45]; [@bib53]). After several hours to several days, depending on the species, zygotic transcription initiates, marking the beginning of a process known as the maternal-to-zygotic transition (MZT) during which maternally deposited RNAs are degraded and the zygotic genome assumes control of its own mRNA production.

In *Drosophila melanogaster*, sustained zygotic transcription begins around mitotic cycle 7, about an hour into development, although there is growing evidence that very low levels of transcription occur even earlier ([@bib1]; [@bib54]). Zygotic transcription gradually increases with each subsequent mitotic cycle, but it is not until the end of mitotic cycle 13 that widespread zygotic transcription is observed ([@bib48]; [@bib27]; [@bib36]; [@bib41]). This zygotic genome activation, along with the elongation of mitotic cycle, and cellularization of the syncytial nuclei defines the mid-blastula transition (MBT). Approximately 3000 genes are transcribed in the cellular blastoderm ([@bib12]; [@bib27]; [@bib36]). Of these, roughly 1000 are expressed in spatially restricted patterns ([@bib57]; [@bib10]), a result of the differential binding by around 50 spatially patterned transcription factors to several thousands known and putative patterning transcriptional enhancers ([@bib31]; [@bib40]).

In the cellular blastoderm, active genomic regions are biochemically distinct from the rest of the genome: they have relatively low nucleosome densities; are bound by transcription factors, polymerases and other proteins that mediate their activity; and have characteristic histone modifications ([@bib32]; [@bib43]). This high level of activity and relatively complex landscape of genome organization is remarkable given that an hour earlier the genome was being continuously replicated and doing little else. Although the *Drosophila* cellular blastoderm is among the most well-characterized animal tissues, the transition from quiescent to active state that precedes the formation of this tissue remains poorly understood, despite increasing evidence of its importance ([@bib33]; [@bib4]; [@bib19]; [@bib46]; [@bib34]; [@bib28]; [@bib30]).

We have previously shown that a single seven base-pair DNA motif is found in the vast majority of patterning enhancers active in the cellular blastoderm ([@bib31]), and that the maternally deposited transcription factor Zelda (ZLD) ([@bib33]), which binds to this sequence, is present at these enhancers by mitotic cycle 8, in the early phase of the MZT ([@bib19]). ZLD binding sites were also found in the promoters of most genes activated in this early phase ([@bib54]), suggesting that ZLD may play a broad role in early embryonic genome activation and suggesting that ZLD might play a role analogous to the pioneer transcription factors that choreograph the reorganization of genome activity during differentiation, as reviewed in [@bib62].

Although ZLD mutants alter the expression of a large number of cellular blastoderm genes ([@bib33]), and affect transcription factor binding in the cellular blastoderm ([@bib61]; [@bib15]; [@bib60]), little is known about its molecular function or when its activity is required. We hypothesized that ZLD might affect transcription factor binding and enhancer activity indirectly through interactions with chromatin. To further explore this possibility, and to better situate ZLD action in the broader context of early embryogenesis, we decided to characterize the chromatin landscape of *D. melanogaster* embryos throughout the MZT.

Results {#s2}
=======

Quantitative mapping of nucleosome occupancy and histone modifications across the MZT {#s2-1}
-------------------------------------------------------------------------------------

To define the chromatin landscape before, during and after the maternal-to-zygotic transition, we collected *D. melanogaster* (Oregon-R) embryos from population cages at 25°C for 30 min, and aged them for 55, 85, 120 and 160 min to target mitotic cycles 8, 12, 14a and 14c respectively, prior to fixing them with formaldehyde ([Figure 1A](#fig1){ref-type="fig"}).10.7554/eLife.03737.003Figure 1.Hand sorting based on morphology results in tightly staged embryos.(**A**) Experimental scheme. *D. melanogaster* embryos were collected and allowed to develop before being fixed with formaldehyde. Fixed embryos were hand sorted to obtain pools of embryos within a relatively narrow age distributions between mitotic cycle 8 and the end of cycle 14. To serve as carrier and normalization standard, chromatin from fixed stage 5 (cycle 14) *D. pseudoobscura* embryos was prepared and added to the chromatin from the sorted embryos prior to chromatin immunoprecipitation. In ChIP-seq data analysis, the sequencing reads for *D. pseudoobscura* were used to normalize the *D. melanogaster* ChIP-seq signals. (**B**) Embryo collection and sorting. The timeline of the early embryogenesis is depicted on top with the relative lengths of each mitotic cycle approximated by the size of the box. The developmental stages (from 1--5) are indicated by different colors. The earliest sustained transcription is detected is at cycle 7, and the mid-blastula transition (MBT) occurs when a large number of genes are transcriptionally activated at approximately the end of cycle 13. We generated four pools of sorted embryos with developmental stages centered around cycles 8, 12, 14a, or 14c as shown by differential interference contrast (DIC) and DAPI. (**C**) We determined the distribution of the developmental cycle of the embryos in each pool as shown by counting the number of nuclei in DAPI-stained embryos or by examining the extent of membrane envagination during cycle 14.**DOI:** [http://dx.doi.org/10.7554/eLife.03737.003](10.7554/eLife.03737.003)10.7554/eLife.03737.004Figure 1---Figure supplement 1.Normalization using *D. pseudoobscura*.Analysis of the *D. pseudoobscura* chromatin used to normalize ChIP signals between different stages. Here we show the variance among the four replicates of *D. pseudoobscura* used to normalize the four *D. melanogaster* datasets (for cycles 8, 12, 14a and 14c). (**A**) Number of *D. pseudoobscura* peaks, as in [Figure 2B](#fig2){ref-type="fig"} (for *D. melanogaster* reads). (**B**) Comparison of each D. pse replicate (Y-axis) to their average (X-axis). *Dpse*. = *D. pseudoobscura*.**DOI:** [http://dx.doi.org/10.7554/eLife.03737.004](10.7554/eLife.03737.004)

As *D. melanogaster* females often retain eggs post-fertilization, leading to unacceptable levels of contaminating older embryos in embryo pools ([@bib19]), we manually removed embryos of incorrect stages by inspection under a light microscope, as previously described ([@bib19]). The purity of the resulting embryo pools was confirmed by examining the density of nuclei in 4\',6-diamidino-2-phenylindole (DAPI) stained samples from each pool ([Figure 1B,C](#fig1){ref-type="fig"}).

We carried out chromatin immunoprecipitation and DNA sequencing (ChIP-seq) using commercial antibodies against nine post-translation modifications (acetylation at H3K9, H3K18, H3K27, H4K5 and H4K8, mono-methylation at H3K4, and tri-methylation at H3K4, H3K27 and K3K36), as well as histone H3 ([Table 1](#tbl1){ref-type="table"}).10.7554/eLife.03737.005Table 1.Antibodies used in this study**DOI:** [http://dx.doi.org/10.7554/eLife.03737.005](10.7554/eLife.03737.005)*MarkAB sourceAB catalog \#*H3Abcamab1791H4K5acMillipore07-327H4K8acAbcamab15823H3K18acAbcamab1191H3K27acAbcamab4729H3K4me1Abcamab8895H3K4me3Abcamab8580H3K9acActiveMotif39,138H3K27me3Millipore07-449H3K36me3Abcamab9050

As we sought to compare not just the genomic distribution of marks but also their relative levels across the MZT, we developed a strategy to normalize across time-points for the same antibody. Briefly, we prepared chromatin from stage 5 *Drosophila pseudoobscura* embryos (mitotic cycle 14), and 'spiked in' a fixed amount of this common reference to each *D. melanogaster* chromatin sample prior to ChIP and sequencing. We chose *D. pseudoobscura* since it is sufficiently diverged from *D. melanogaster* that there is very little ambiguity in the assignment of reads to the correct species ([@bib47]).

The *D. pseudoobscura* chromatin served as an internal standard. Since the *D. pseudoobscura* chromatin in each sample was identical, we expected it to be identically immunoprecipitated (within experimental error). Indeed, we found that both the number of peaks ([Figure 1---Figure supplement 1A](#fig1s1){ref-type="fig"}) and the peak-by-peak signal ([Figure 1---Figure supplement 1B](#fig1s1){ref-type="fig"}) for the *D. pseudoobscura* fraction across time-points were fairly stable. We therefore used the relative recovery of *D. melanogaster* compared to *D. pseudoobscura* in each time-point as a measure of the relative abundance of the corresponding mark in that time-point.

Dramatic shift in chromatin during the maternal-to-zygotic transition {#s2-2}
---------------------------------------------------------------------

We used three measures of genome-wide recovery of each histone mark to examine their dynamics: the total normalized number of *D. melanogaster* reads ([Figure 2A](#fig2){ref-type="fig"}), the number of regions scored by MACS as enriched ([Figure 2B](#fig2){ref-type="fig"}) and the average ChIP signal among all enriched regions ([Figure 2C](#fig2){ref-type="fig"}). These all gave qualitatively similar results except for H4K5ac, which had anomalously few peaks at early stages despite being found at uniformly high levels across the genome.10.7554/eLife.03737.006Figure 2.Global levels of histone marks change over early development.(**A**) The number of aligned reads (after normalization to *D. pseudoobscura*) for the four developmental time points are indicated for each histone mark and histone H3. (**B**) The number of peaks detected using the peak calling program, MACS ([@bib64]), for each histone mark at each stage are shown. (**C**) Box plots show the trend of average ChIP-seq signals over ±500 bp around the peaks detected across all stages for each histone mark. The dark line in the middle of the plot represents the median, the edges of the box represent the first and third quartiles.**DOI:** [http://dx.doi.org/10.7554/eLife.03737.006](10.7554/eLife.03737.006)

As expected, global levels of histone H3 were relatively stable, although we observed a gradual increase of approximately 1.4-fold over time, possibly reflecting an overall increase in nucleosome density and chromatin compaction in cycle 14 relative to cycle 8. The replication associated mark H4K5ac ([@bib52]), found ubiquitously across the genome, declined rapidly from cycle 8 onwards, consistent with the elongation of cell cycles duration over time and the decreasing fraction of nuclei caught in S phase. The remaining marks all showed dramatic increases over the MZT. H4K8ac, H3K18ac, and H3K27ac were enriched at hundreds of loci at cycle 8 and steadily increased through cycle 14. The remaining marks, H3K9ac, H3K4me1, H3K4me3, H3K36me3 and H3K27me3, were effectively absent at cycles 8 and 12, but showed sharp increases at cycle 14a. This distinction between these two groups of marks is evident when examining levels of histone modification at individual loci ([Figure 3](#fig3){ref-type="fig"}).10.7554/eLife.03737.007Figure 3.Dynamics of H3 and histone marks around selected genes.The normalized ChIP-seq signal profiles, for histone H3 and nine different histone marks at four development time points at selected genomic loci. Shown are the early onset genes, sna and amos, and late onset genes, btsz and lea. The peak regions of histone acetylation marks detectable prior to MBT are highlighted with cyan-colored boxes. The peak regions for histone marks detected only after the MZT are highlighted by yellow-colored boxes. Below are the ZLD ChIP-seq profile ([@bib19]) from c8, 13, and 14 embryos, as well as RNA-seq signals ([@bib36]) at c11, c13, c14b.**DOI:** [http://dx.doi.org/10.7554/eLife.03737.007](10.7554/eLife.03737.007)

Chromatin changes in transcribed regions are associated with gene activation {#s2-3}
----------------------------------------------------------------------------

The transcription of several thousand genes is initiated during the period covered by our analyses, and we were interested in the relationship between the timing of the onset of transcription at individual loci and their chromatin dynamics. We used high-temporal resolution expression data previously collected by our lab ([@bib36]) to identify genes that were exclusively zygotically transcribed, genes whose mRNAs were deposited into the egg maternally, and genes that are not transcribed in the early embryo. We divided the exclusively zygotic genes into four temporal groups according to their onset times ([Figure 4](#fig4){ref-type="fig"}), and used RNA polymerase II binding data from ([@bib8]) to divide maternally deposited genes into those transcribed in the early embryo (maternal-zygotic genes) and those that are not. We then examined patterns of nucleosome enrichment and histone modifications around the transcription start sites, and in the gene body, of genes in each of these classes ([Figure 5](#fig5){ref-type="fig"}).10.7554/eLife.03737.008Figure 4.Classification of genes based on timing of transcriptional initiation during early embryogenesis.Using single-embryo RNA-seq data from our group ([@bib36]), we identified three broad classes of genes: those at high levels in the earliest embryos ('maternal' genes), those not present in the earliest embryos, but transcribed prior to or during mitotic cycle 14 ('zygotic'), and those not present through cycle 14 ('silent'). We further divided the zygotic genes into four different groups based on their onset of zygotic expression---'Early' genes with onset of expression around mitotic cycles 10--11, 'Mid' genes at cycles 12--13, 'Late' genes at early cycle 14, and 'Later' zygotic genes whose onset of expression was during late cycle 14. Post-MBT polII ChIP data ([@bib8]) was used to define two maternal groups of genes---those bound by polII in the embryo ('Mat/Zyg' genes), and those that are strictly maternally deposited ('Mat-only' genes). (**A**) Heatmap showing the expression levels for all groups at 8 timepoints (from cycle 10 through 14D) across the MZT ([@bib36]). (**B**) Heatmaps showing RNA polymerase II ChIP-seq signals ([@bib8]) around the transcription start sites (±1.5 kb) of the genes in each category for three developmental time points, pre-MBT (left), MBT (middle), and post-MBT (right) embryos. Genes within each group were ordered based on cycle 14 RNA polymerase II signals (genes with the highest signal are on top).**DOI:** [http://dx.doi.org/10.7554/eLife.03737.008](10.7554/eLife.03737.008)10.7554/eLife.03737.009Figure 5.Relationship between H3 depletion, histone modifications and transcription dynamics.Heatmaps show ChIP-seq signals for histone H3 and different histone modification marks at each stage centered around the transcription start sites (±1.5 kb). Genes are groups and ordered as described in [Figure 4](#fig4){ref-type="fig"}. For each histone mark and for histone H3 the same color scaling was used for heatmaps across all four developmental time points. TSS = transcriptional start site.**DOI:** [http://dx.doi.org/10.7554/eLife.03737.009](10.7554/eLife.03737.009)

Nucleosome free regions (NFRs; areas of relatively low histone H3 recovery) emerged around the transcription start sites of zygotically transcribed genes at roughly the same time that their transcripts were evident in our transcription data ([Figure 5](#fig5){ref-type="fig"}). Several histone modifications appeared along with transcription: H4K8ac, H3K18ac and H3K27ac ([Figure 5](#fig5){ref-type="fig"}). In contrast, H3K9ac and the four histone methylation marks examined here were absent until cycle 14a, when widespread transcription begins.

In cycle 14 embryos, regions both upstream and downstream of the promoters of zygotically expressed genes were enriched for the Polycomb-associated mark H3K27me3 ([Figure 5](#fig5){ref-type="fig"}), while the mark was almost completely absent from maternal genes, consistent with the known role of Polycomb group proteins in cell-type specific silencing of developmental genes ([@bib6]; [@bib29]; [@bib51]).

We also observed that maternally deposited genes, both those transcribed in the early embryo and those that are not, had fairly strong NFRs upstream of the promoter at all time points ([Figure 5](#fig5){ref-type="fig"}). A strong transcription-independent NFR in maternally deposited genes was been previously described by [@bib16], who also showed that, based on DNA sequence alone, these genes also have a strong predicted NFR upstream of the promoter. Our data extend this observation, showing that this NFR is developmentally stable. It has been previously observed that maternal-zygotic genes have different promoter motifs than zygotic genes ([@bib16]; [@bib8]) and this may be at least partially responsible for the difference.

Dynamic histone marks at blastoderm enhancers {#s2-4}
---------------------------------------------

Many of the genes transcribed by cycle 14 are expressed in clear spatial patterns ([@bib27]; [@bib57]; [@bib10]) driven by the action of distinct transcriptional enhancers. Although several catalogs of blastoderm enhancers exist ([@bib17]), they are limited in scope. To generate a larger set of likely enhancers, we took advantage of the strong correlation between the binding of transcription factors known to regulate blastoderm expression and enhancer activity ([@bib40]; [@bib14]). We calculated the cumulative in vivo binding landscape of 16 early developmental transcription factors, including the anteroposterior regulators Bicoid, Caudal, Hunchback, Giant, Krüppel, Knirps, Huckebein, Tailless, and Dichaete; and the dorsoventral regulators Dorsal, Snail, Twist, Daughterless, Mothers against dpp, Medea, and Schnurri ([@bib40]). We then identified a set of 784 regions showing the strongest overall binding, excluded peaks overlapping promoters and coding regions, and obtained a stringent set of 588 likely blastoderm enhancers in introns and intergenic regions.

The chromatin state we observed associated with these putative enhancers during cycle 14, when blastoderm enhancers are active and bound by multiple transcription factors were as expected based on previous studies of transcriptionally active mammalian and insect cells and tissues ([@bib21], [@bib20]; [@bib59]; [@bib11]; [@bib25]; [@bib43]; [@bib49]). As shown in [Figure 6](#fig6){ref-type="fig"}, enhancers at cycle 14 exhibited strong nucleosome depletion ([@bib24]; [@bib32]). Flanking nucleosomes were enriched with H3K4me1, H3K27ac, and H3K18ac, marks previously shown to be enriched at active enhancers ([@bib21]; [@bib59]; [@bib11]; [@bib25]; [@bib49]) and depleted for H3K4me3 and H3K36me3. As many early developmental genes are located in broad domains of Polycomb-associated H3K27me3 ([@bib43]), many of our putative enhancers are found within large regions containing high levels of this repressive mark.10.7554/eLife.03737.010Figure 6.Dynamics of histone H3 depletion and histone modifications around blastoderm embryo enhancers.Heatmaps show ChIP-seq signals for histone H3 and different histone modification marks at each stage centered around putative enhancers (as described in text). Enhancers are ordered by chromatin accessibility, as measured by DNaseI--seq signals from cycle 14 embryos ([@bib55]) from high (top) to low (bottom). On the right, the heatmaps show the ChIP-seq signals for ZLD binding around these enhancers at c8, c13, and c14 ([@bib19]). Line plots at the bottom show the average ChIP-seq for histone H3, histone modifications, and ZLD at each stage around the enhancers. Enh. = enhancer.**DOI:** [http://dx.doi.org/10.7554/eLife.03737.010](10.7554/eLife.03737.010)

While the chromatin status of enhancers at cycle 14 has been intensively investigated, their status earlier during the MZT has received much less attention. Our set of likely blastoderm enhancers had, as a class, relatively high nucleosome densities at mitotic cycle 8 ([Figure 6](#fig6){ref-type="fig"}; top left). At this early time point, flanking nucleosomes were weakly enriched for the three early appearing histone acetyl marks, especially H3K18ac, with these marks becoming more strongly enriched by cycle 12.

The process of nucleosome depletion was initially evident at cycle 12, but was much stronger at cycle 14a, when these enhancers begin to be active. The enhancer-associated mark H3K4me1 appeared on flanking nucleosomes by cycle 14a, but the repressive H3K27me3 did not appear in surrounding regions until cycle 14c. This raises the possibility that early events, reflected by the appearance of these enhancer-associated acetylation and methylation marks, play an important role in keeping these regions active once broader domains of inactivity are established.

Early appearing chromatin features are associated with binding sites for the transcription factor ZLD {#s2-5}
-----------------------------------------------------------------------------------------------------

As expected from our previous study ([@bib19]), almost all enhancer sequences described above are also strongly associated with early binding of the transcription factor ZLD ([Figure 6](#fig6){ref-type="fig"}). This suggests that at least at the enhancers, ZLD binding is likely to play a major role in directing the deposition of the histone acetylation marks in early embryos. To investigate this further and to identify other factors that may play a major role in determining overall histone acetylation patterns, not just the enhancers in early embryos, we carried out k-mer enrichment analysis and used the motif search tool MEME ([@bib2]) to identify sequence motifs associated with different histone mark peaks identified at each stage. We found that the motif most strongly correlated with the early appearing marks, H3K27ac, H3K18ac and H4K8ac, was ZLD\'s CAGGTAG binding ([Figure 7A](#fig7){ref-type="fig"}). A small number of other motifs also showed modest enrichment using these two methods, but they failed to show substantial enrichment when the enrichment is plotted around the histone mark peaks. These analyses thus suggested a close connection between ZLD binding and early histone acetylation in general, which is further highlighted by the extremely high degree of overlap between early (cycle 8) ZLD-bound peaks and early (cycles 8 or 12) peaks for H3K27ac, H3K18ac and H4K8ac ([Figure 7B](#fig7){ref-type="fig"}). The relationship is quantitative, with higher levels of ZLD binding coupled to increased levels of the same three marks in cycle 8 and cycle 12 embryos ([Figure 7C](#fig7){ref-type="fig"}). The relationship between ZLD binding and these histone marks decays over time ([Figure 7D](#fig7){ref-type="fig"}), likely reflecting the increasingly complex transcriptional profile of the genome. However, the strength of this association in early stages of the MZT suggests that ZLD is indeed a dominant factor shaping the early chromatin landscape.10.7554/eLife.03737.011Figure 7.Relationship between histone occupancy, histone modification pattern and ZLD binding.(**A**) ZLD DNA binding motif enrichment around cycle 8 peaks for H4K8ac, H3K18ac, and H3K27ac. Peaks were ranked based on peak height, divided into bins of 100, and analyzed. Heatmaps show, for each location (column) and set of peaks (row), the average number of ZLD putative sites at each position/set. (**B**) Heatmap showing the overlap between histone acetylation peaks detected at cycle 8 and 12, a.nd ZLD peaks detected at cycle 8 (top 2000 ranked peaks). As a control, overlaps between histone mark peaks with random set of genomic positions that matched the number of ZLD peaks are shown. (**C**) Scatter plots showing the correlation between the signals around the peaks for the histone acetylation marks at cycle 8 and cycle 12 (X-axis) and the heights of the associated ZLD peaks within 1 kb of the histone mark peaks (Y-axis). The signal for each peak was the average over the ±1 kb region surrounding the peak. The correlation coefficient (r) for each plot is shown. (**D**) Heatmaps showing Pearson correlation coefficients between ChIP signal of top 5000 ZLD peaks and histone marks at same locations. ChIP-seq signals for histone H3 was averaged over a ±200 bp region around each ZLD peak. Histone marks were averaged over ±1 kb around ZLD peaks. The correlation coefficients were calculated individually for all the ZLD peaks ('All'), for intergenic and intronic ZLD peaks ('INT'), for promoter peaks ('Promoter'), and for ZLD peaks within coding sequences (CDS).**DOI:** [http://dx.doi.org/10.7554/eLife.03737.011](10.7554/eLife.03737.011)

Histone marks at enhancers are decreased in embryos lacking maternal ZLD {#s2-6}
------------------------------------------------------------------------

To directly analyze the role that ZLD plays in the activation of the zygotic genome during the MZT, we carried out a limited series of ChIP experiments using embryos lacking maternal *zld* mRNA, obtained from *zld*- germ-line clones ([@bib33]). These females lay significantly less than their wild-type counterparts, and thus obtaining sufficient amounts of staged chromatin was a challenge.

ChIP with an anti-ZLD antibody on these nominally *zld-* embryos at mitotic cycle 12 to mid-14, showed modest ZLD binding at the same set of sites bound in wild-type embryos ([Figure 8](#fig8){ref-type="fig"}). This residual ZLD activity is likely due to weak zygotic transcription of the paternal copy in female embryos (*zelda* is on the X chromosome and thus male offsprings do not receive a functional *zelda* from their father). Thus these ChIP data reflect the depletion, rather than complete elimination, of ZLD.10.7554/eLife.03737.012Figure 8.Effect of zld mutation on histone occupancy and modifications.Heatmaps show ChIP-seq data from WT embryos (left) and embryos lacking maternal *zld* (right). (**A**) Heatmaps centered at transcription start sites (TSS) and ordered by cycle 14 RNA polymerase II binding. (**B**) Heatmaps centered around intergenic ZLD peaks ([@bib19]). Shown are all the intergenic and intronic peaks, among top 1000 ZLD bound regions (total of 656), ordered by ZLD ChIP signal and aligned by peak position. TSS, transcription start site.**DOI:** [http://dx.doi.org/10.7554/eLife.03737.012](10.7554/eLife.03737.012)

Intergenic ZLD-bound regions ([Figure 8B](#fig8){ref-type="fig"}) had a marked loss of H3K4me1 and a decrease of H3K18ac. The ZLD-associated NFR present in wild-type embryos was almost completely gone. In contrast, we saw a limited effect of ZLD depletion on the promoter histone state globally. There is still a strong NFR, and the marks we observed are present at roughly the same levels.

Discussion {#s3}
==========

Nature of chromatin changes during MZT {#s3-1}
--------------------------------------

During the first stage of embryonic development, the genome must be reprogrammed from the differentiated states associated with the egg or sperm to create a set of totipotent cells capable of generating a new organism. By combining high-resolution gene expression analysis with precise mapping of nine histone marks throughout this early stage of development, our data suggest that this reprogramming, at least in *Drosophila melanogaster*, occurs by transitioning through a naïve state in which many histone marks commonly present in somatic cells are absent or at comparably low levels. We further demonstrate that histone acetylation of H3K18, H3K27, and H4K8 precedes most histone methylation. Thus we suggest that the establishment of the totipotent chromatin architecture proceeds in an ordered process with acetyl marks being deposited prior to methyl marks.

Studies in other organisms have similarly suggested that this early reprogramming is characterized by a transition through a relatively unmodified chromatin state. There is a loss and then reestablishment of DNA methylation following fertilization in mouse embryos ([@bib50]). Immunostaining in mouse and bovine embryos has demonstrated that some histone methylation marks are removed following fertilization ([@bib7]). Additionally, studies in zebrafish have demonstrated widespread changes in chromatin marks as the embryo progresses through the MZT. While the extent and location of specific histone modifications in zebrafish is not consistent between recent studies ([@bib58]; [@bib35]), a general widespread increase in histone methylation (H3K4me3, H3K27me3, H3K36me3, and H3K9me3) is evident at the MZT. Thus in most, if not all, organisms studied to date there is a dramatic increase in the abundance of histone modifications at the MZT, coinciding with zygotic genome activation.

One important lingering question is how this naïve state is established; whether there is a specific system that removes gametic marks associated with sperm and egg at fertilization, or whether the rapid replication cycles of early development are simply incompatible with active and differentiated chromatin. The lack of some histone marks in developing mouse and bovine embryos, which do not undergo rapid cell cycles early in development, suggests that while the mechanisms may vary between species, the removal of parental histone modifications may be a general feature of reprogramming. In the future, it will be important to understand how this transition is regulated to allow for the generation of a totipotent cell population.

Early transcription does not require marks canonically associated with activation {#s3-2}
---------------------------------------------------------------------------------

The presence of several post-translational modifications (e.g. H3K4me3 and H3K36me3) is correlated with transcription and with different states of gene expression in a variety of eukaryotic cells and tissues (c.f. ([@bib42])). By comparing high temporal-resolution transcription data to the quantitative histone modification data, we find that, at least in the early embryo, transcription often occurs in the near absence of these marks. These data confirm and extend the previous observation that H3K4me3 levels are first detectable at the MBT ([@bib8]). Interestingly global H3K36me3 levels are also below the level of detection in the mouse embryo as it undergoes the first wave of zygotic genome activation ([@bib5]).

Together these data suggest that marks canonically associated with gene activation at later stages of development are not associated with transcriptional activity in the very early zygote. Moreover, recent data has demonstrated that these marks may not be required for transcription later in development. For example, in the *Drosophila* wing disc, methylation of H3K4me3 is not required for transcriptional activity ([@bib23]). In *Drosophila* embryonic tissue culture cells transcriptionally active euchromatin can be divided into two classes and only one of these is enriched for H3K36me3 ([@bib13]). Therefore transcription in the absence of H3K4me3 and H3K36me3 is likely not a distinctive feature of early embryonic development. Additionally, data from *Saccharomyces cerevisiae* show robust transcriptional activation of a gene localized to heterochromatin in the presence of minimal amounts of H3K36me3 ([@bib63]).

By contrast, in zebrafish H3K4me3 was identified at promoters of genes prior to their occupancy by RNA polymerase ([@bib58]; [@bib35]). Because those genes marked by H3K4me3 early are more likely than most genes to be activated at the MZT, it has been proposed that this mark is preparing genes for activation in the early zebrafish embryo. Thus, while histone marks can be associated with specific transcriptional outputs it appears that they are neither necessary nor sufficient for predicting gene expression.

A simple model for early genome activation {#s3-3}
------------------------------------------

While the data presented here are far from complete, together with our previously published high-resolution transcriptional analysis, they suggest a model in which regions of genomic activity in the cellular blastoderm are established by events that transpire earlier in development. In particular, they indicate that the binding of ZLD to target sites across the genome prior to the MZT may trigger a cascade of events---reflected in early histone depletion, the appearance of several histone acetylation marks, and the subsequent appearance of functional class-specific methylation marks---that may act to counter the establishment of Polycomb-mediated repression in many loci ([Figure 9](#fig9){ref-type="fig"}).10.7554/eLife.03737.013Figure 9.Model for ZLD function during zygotic genome activation.ZLD binds to enhancers in pre-MBT embryos at as early as cycle 8. This leads to histone acetylation and nucleosome remodeling around ZLD binding sites, which facilitates binding by other transcription factors, and in many other cases leads to additional deposition of histone marks including H3K4me1 while at the same time prevents local deposition of repressive histone mark H3K27me3 and presumably formation of repressive higher order chromatin structure.**DOI:** [http://dx.doi.org/10.7554/eLife.03737.013](10.7554/eLife.03737.013)

Indeed it has been shown in *D. melanogaster* S2 cells that acetylation of H3K27 by Nejire inhibits Polycomb silencing and the establishment of H3K27 trimethylation ([@bib56]), and ZLD may play a role in the process by directing H3K27 acetylation to enhancers. One possibility is that ZLD directly recruits histone acetyltransferases, several of which including Nejire and Diskette are maternally deposited, and that these modifications play a direct or indirect role in genome activation. Alternatively, ZLD may simply act as a kind of steric impediment to subsequent chromatin compaction and silencing---with the observed histone acetylation an indirect byproduct of early ZLD binding.

We have previously observed that, while ZLD binding is fairly stable across the MZT, some of the regions it binds at cycle 8 are unbound at cycle 14 ([@bib19]). This may reflect the need for other factors to work in conjunction with ZLD while more restrictive chromatin is established. Indeed, while ZLD protein levels remain high through the MZT, the increasing number of nuclei means that absolute ZLD levels are dropping in each nucleus and may reach a point at which ZLD binding alone is insufficient to keep regions active or resist silencing.

ZLD as a pioneer transcription factor {#s3-4}
-------------------------------------

Work from Ken Zaret and others over the past decades has identified a class of transcription factors, known as 'pioneer' factors, that bind early to enhancers during differentiation and thereby promote the binding of other factors to the enhancer. Zaret attributes two characteristics to pioneer factors: 1) they bind to DNA prior to activation and prior to the binding of other factors, and 2) they bind their target sites in nucleosomes and in condensed chromatin ([@bib62]).

ZLD clearly has the first characteristic. But it is not clear that is has the second. Our data suggest that there is essentially no condensed chromatin in the early embryo, as nucleosome density is relatively low, nucleosomes are relatively evenly distributed across the genome, and hallmarks of repressed chromatin are absent. This is consistent with the unusually broad binding of ZLD to its target sequences: ZLD binds to more than fifty percent of its target sites in the genome, far more than what is typical for other factors later in development ([@bib19]). We and others have shown that the restricted binding of other factors is largely due to the occlusion of most of their sites by condensed chromatin. Perhaps ZLD binds to a large fraction of its sites because there simply is no condensed chromatin in the early embryo. If so, ZLD would not require, and therefore would likely not possess, the ability to bind its sites in condensed chromatin.

Nonetheless, it is clear, if our model is correct, that ZLD is fulfilling the same general role that pioneer factors carry out---getting to the genome first and facilitating the subsequent binding of other factors.

While there are no clear ZLD homologs outside of insects, it has recently been shown that in zebrafish the transcription factor Pou5f1 (Oct4), in combination with Nanog and SoxB1, drives zygotic genome activation and may share with ZLD a pioneer-like activity ([@bib28]; [@bib30]). Together these data suggest that pioneer transcription factors may generally be required to prepare the embryonic genome for widespread transcriptional activation at the MZT. Interestingly, Pou5f1 is homologous to the canonical pluripotency factor Oct4, which along with Nanog and Sox2, are transcription factors expressed to generate induced pluripotent stem cells. Together these data make an explicit connection between the role of pioneer-like factors in zygotic genome activation and the establishment of a totipotent state.

Separation of enhancer specification from output {#s3-5}
------------------------------------------------

Another attractive feature of the model presented above is that it would explain an important and unexplained question about transcriptional enhancers: given that essentially every enhancer sized stretch of the *Drosophila* genome contains a large number of binding sites for the factors active in the cellular blastoderm (or any other stage of development) ([@bib3]), why is it that only a small fraction of the genome functions as an enhancer?

It has long been thought that the difference between enhancers and the remainder of the genome is that enhancers do not simply contain binding sites, but rather have these sites in a particular configuration that leads to activation. However, the arrangement of binding sites within *Drosophila* enhancers is highly flexible ([@bib37]; [@bib39], [@bib38]; [@bib18]), and we have struggled to find any evidence for strong 'grammatical' effects in enhancer organization.

The data presented here and elsewhere on ZLD binding and activity support the alternative explanation that the specification of enhancer location and output are distinct processes carried out by specific sets of factors: pioneer factors like ZLD---that determine where an enhancer will be, by influencing the maturation of genomic chromatin, and more classical patterning factors that determine what the transcriptional output of the enhancer will be.

Materials and methods {#s4}
=====================

Antibodies {#s4-1}
----------

The antibodies for histone H3, and various histone modifications were purchased from commercial sources as listed in [Table 1](#tbl1){ref-type="table"}.

Fly strains {#s4-2}
-----------

The zld^294^ mutant and the ovo^D1^ mutant lines used to obtain *zld* maternal mutant embryos using the FLP-DFS technique ([@bib9]) have been described previously ([@bib33]) and were obtained from the laboratory of Christine Rushlow at New York University.

In vivo formaldehyde cross-linking of embryos, embryo sorting, and chromatin preparation {#s4-3}
----------------------------------------------------------------------------------------

*D. melanogaster* flies were maintained in large population cages in an incubator set at standard conditions (25°C). Embryos were collected for 30 min, and then allowed to develop for 55, 85, 120 or 160 additional minutes before being harvested and fixed with formaldehyde. The fixed embryos were hand sorted in small batches using an inverted microscope to remove embryos younger or older than the targeted age range based on morphology of the embryos as previous described ([@bib19]). After sorting, embryos were stored at −80°C. After all collections were completed, the sorted embryos of each stage were pooled, and a sample of each pool were stained with DAPI. The ages of the embryos and their distribution in the two younger embryo pools (c7--9, and c11--13) were determined based on nuclei density of the stained embryos. The ages of embryos between c14a and c14c, both which were distinct from c13 based nuclei density, were determined based on morphology. 7.5, 0.7, 0.4, and 0.3 g of embryos at four different stages respectively, were used to prepare chromatin for immunoprecipitation following the CsCl~2~ gradient ultracentrifugation protocol as previously described ([@bib19]).

ChIP and sequencing {#s4-4}
-------------------

The chromatin obtained was fragmented to sizes ranging from 100 to 300 bp using a Bioruptor (Diagenode, Inc., Seraing, Belgium) for a total of processing time of 140 min (15 s on, 45 s off), with power setting at 'H'. Prior to carrying out chromatin immunoprecipitation, we mixed the chromatin from each sample with a roughly equivalent amount of chromatin isolated from stage 5 (mitotic cycle 14) *D. pseudobscura* embryos, and used about 2 µg of total chromatin (1 µg each of the *D. melanogaster* and *D. pseudobscura* chromatin) for each chromatin immunoprecipitation. The chromatin immunoprecipitation reactions were carried out as described previously ([@bib19]) with 0.5 μg anti-H4K5ac (07-327; Millipore, Billerica, MA), 0.5 μg of anti-H3K4me3 (ab8580; Abcam, Cambridge, United Kingdom), 0.5 μg of anti-H3K27ac (ab4729; Abcam), 1 μg of anti-H3 (ab1791; Abcam), 0.75 μg anti-H3K4me1 (ab8895; Abcam), 0.75 μg anti-H4K8ac (ab15823; Abcam), 1.5 μl of anti-H3K9ac (39,138; Activemotif), 0.75 μg anti-H3K18ac (ab1191; Abcam), 3 μg anti-H3K27me3 (07-449; Millipore), or 0.75 μg anti-H3K36me3 (ab9050; Abcam). The sequencing libraries were prepared from the ChIP and Input DNA samples using the Illumina (San Diego, CA) TruSeq DNA Sample Preparation kit following the manufacturer\'s instructions, and DNA was subjected to ultra-high throughput sequencing on a Illumina HiSeq 2000 DNA sequencers.

Mapping sequencing reads to the genome, and peak calling {#s4-5}
--------------------------------------------------------

Sequenced reads were mapped jointly to the April 2006 assembly of the *D. melanogaster* genome \[Flybase Release 5\] and the November 2004 assembly of the *D. pseudoobscura* genome \[Flybase Release 1.0\] using Bowtie ([@bib26]) with the command-line options '-q −5 5 -3 5 -l 70 -n 2 -a -m 1 --best -strata', thereby trimming 5 bases from each end of the 100 base single reads, and keeping only tags that mapped uniquely to the genomes with at most two mismatches. Each read was extended to 130 bp based on its orientation to generate the ChIP profiles. We called peaks for each experiment using MACS ([@bib64]) v1.4.2 with the options '\-- nomodel\--shiftsize = 130', and used Input as controls.

Data normalization {#s4-6}
------------------

The addition of *D. pseudoobscura* chromatin prior to the chromatin immunoprecipitation provided us with a means to normalize the ChIP signals for each histone mark and for H3 between different stages. To normalize, we first determined the scaling factor needed to normalize the number of reads for *D. pseudoobscura* to 10 million, and scaled the signals of *D. melanogaster* ChIP profile in each sample using this factor. We then multiplied the scaled *D. melanogaster* signals by the ratio of *D. pseudoobscura* reads to *D. melanogaster* reads in the Input sample, which represents the relative amounts of chromatin of the *D. melanogaster* and the *D. pseudoobscura* in the starting chromatin samples used for the chromatin immunoprecipitation reactions.

Overall dynamics of ChIP signals under enrichment peaks {#s4-7}
-------------------------------------------------------

Starting with peaks called by MACS as described above, we identified subpeaks by peaksplitter \[<http://www.ebi.ac.uk/research/bertone/software>\], and generated a consolidated list of subpeaks for each histone mark for all stages by joining each group of subpeaks that are within 200 bp into a single peak. We calculated the ChIP signal for each subpeak at each stage by summing the ChIP signal around a 500 bp window center around of each peak position in the normalized ChIP profile generated as described above. To show the overall trend of each histone mark, the range of the ChIP signal among all the subpeaks at each stage is shown as box plot.

Gene classification according to transcription dynamics {#s4-8}
-------------------------------------------------------

Using our previous single-embryo RNA-seq data from Lott et al. ([@bib36]), genes were classified as zygotic or maternal. We further divided the zygotic genes into four different groups based on their onset of zygotic expression (first time point with FPKM\>1). This includes 107 genes whose onset of expression was around mitotic cycles 10--11 ('Early' group), 99 genes at cycles 12--13 ('Mid'), 143 genes at early cycle 14 ('Late'), and 99 genes during late cycle 14 ('Later'). The maternal group of genes was then compared against post-MBT polII ChIP ([@bib8]) and split into Maternal/Zygotic genes that show in vivo promoter binding of polII ('Mat/Zyg') and a group of genes that show no polII binding ('Mat--only'). In addition, we used RNA-seq data ([@bib36]) to define another class of non-expressed genes, showing no transcription from mitotic cycles 10 through the end of cycle14 ('Silent').

Defining embryo blastoderm enhancers {#s4-9}
------------------------------------

A set of putative enhancers was defined based on the in vivo binding locations for early transcription, as measured previously by us using ChIP--chip ([@bib40]). Here, we summed the raw ChIP--chip signal for 16 factors, including the A/P (Bicoid, Caudal, Hunchback, Giant, Krüppel, Knirps, Huckebein, Tailless, and Dichaete) and D/V (Dorsal, Snail, Twist, Daughterless, Mad, Medea, and Schnurri) regulators. We then identified all regions with cumulative signal over 20. This yielded 784 genomic regions, with an average length of 488 bp. These putative enhancers were then classified based on their position with regard to nearby genes, retaining only a set of 588 intergenic and intronic putative enhancers.

Analysis of motif enrichment {#s4-10}
----------------------------

Two methods were used to investigate the DNA motifs enriched around the peaks identified by MACS. First, 7mers enriched in the 2 kb sequences around the peaks for each experiment were identified by comparing the frequency of each 7mer to the 7mer distribution in randomly selected 2 kb sequences throughout the genome. The selection of the random sequences was restricted to the major chromosome arms excluding the heterochromatic sequences, and the distribution of the number of random sequences were set to match the distribution of peaks among different chromosome arms. The enrichment of the 7mers was ranked based on Z scores. In parallel, the motif enrichment analysis was also carried out using MEME ([@bib2]) with motif length set at 6--10 and maximum number of motifs to be found at 10. In this case the sequences located in the 250--650 bp surrounding the maximum of the histone mark peak were used, and random sequences selected using the same criteria as the kmer enrichment analysis were used as negative control. The search was limited to the 150 top ranked peaks for each histone mark. After the candidate enriched motif was identified from these two methods, the motifs were used to map the enrichment around all the peaks by patser ([@bib22]) using a ln(p-value) cutoff of −7.5, and with Alphabet set at 'a:t 0.3 c:g 0.2'.

ChIP-seq in *zld* mutant embryos {#s4-11}
--------------------------------

To obtain embryos depleted of maternal *zld* RNA, the FLP-DFS technique was used. Briefly, *zld*^*294*^, *FRT19A*/*FM7* ([@bib33]) virgin females were crossed with *ovo*^*D1*^*,hsFLP112,FRT19A*/Y ([@bib33]) males. The larvae developed from embryos laid by females from these crosses were heatshocked twice, each for 2 hr at 37°C, when they were between 24--48 hr, and between 48--72 hr old. Collection of the mutant embryos from the resulting female progeny, as well as the aging and fixation of the embryos was carried out following standard protocol as described above except that the collection period is 3 hr followed by 1 hr aging. The embryos were sorted to remove deformed post cycle 14 embryos. As a control, wild-type embryos were collected, treated in parallel and sorted to remove embryos older than stage 5. The ChIP-seq was carried out with the chromatin from the mutant and wild-type embryos using anti-H3, anti-H3K18ac, anti-H3K4me1, and anti-ZLD antibodies as described above.

Data availability {#s4-12}
-----------------

All raw data are available at the GEO database under the accession number GSE58935. A genome browser with tracks from the data generated and analyzed here is available at the [UCSC genome browser](https://genome.ucsc.edu/cgi-bin/hgTracks?db=dm3&position=chr3R%3A10558417-10772607&hgsid=394898153_KMdAlQFJaCYF3W6M3jDnHjC7Abvs).
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Harrison MM, Li XY, Kaplan T, Botchan MR, Eisen MB, 2011,Zelda binding in the early Drosophila melanogaster embryo marks regions subsequently activated at the maternal-to-zygotic transition,<http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE30757>,Publicly available at NCBI Gene Expression Omnibus.

Lott SE, Villalta JE, Schroth GP, Luo S, Tonkin LA, Eisen MB, 2011,Noncanonical compensation of zygotic X transcription in early Drosophila melanogaster development revealed through single-embryo RNA-seq,<http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE25180>,Publicly available at NCBI Gene Expression Omnibus.

Chen K, Johnston J, Shao W, Meier S, Staber C, Zeitlinger J, 2013,A global change in RNA polymerase II pausing during the Drosophila midblastula transition,<http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE41703>,Publicly available at NCBI Gene Expression Omnibus.
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eLife posts the editorial decision letter and author response on a selection of the published articles (subject to the approval of the authors). An edited version of the letter sent to the authors after peer review is shown, indicating the substantive concerns or comments; minor concerns are not usually shown. Reviewers have the opportunity to discuss the decision before the letter is sent (see [review process](http://elifesciences.org/review-process)). Similarly, the author response typically shows only responses to the major concerns raised by the reviewers.

Thank you for sending your work entitled "Establishment of regions of genomic activity during the *Drosophila* maternal to zygotic transition" for consideration at *eLife*. Your article has been favorably evaluated by Chris Ponting (Senior editor), a Reviewing editor, and 2 reviewers.

The Reviewing editor and the reviewers discussed their comments before we reached this decision, and the Reviewing editor has assembled the following comments to help you prepare a revised submission.

The manuscript presents interesting data that provide a unique view into how histone modifications accumulate at enhancers that are activated during the maternal-to-zygotic transition. The reviewers agree in principle that this is worthy of publication in *eLife*. However, two major concerns on the manuscript need to be addressed before further consideration.

1\) The first is a concern raised by reviewer 2 on the normalization of datasets across different samples (here embryonic stages and wildtype versus Zelda-depleted embryos), when the samples are expected to strongly differ in the strengths and relevant features.

2\) The second is a shared general concern of both reviewers that key aspects of existing literature are not cited and integrated into the text. Several conclusions drawn are already well established in the literature. These omissions detract from the balance and quality of the work and must be addressed. Specific examples are noted in the reviewers\' opinions, which are included below to aid the authors in revising the manuscript.

*Reviewer \#1*:

Li et al. perform a careful genome-wide analysis of various histone modifications during the maternal-to-zygotic transition in *Drosophila* embryos. Their major finding is that histone acetylation at many residues is present before the mid-blastula transition and that the presence correlates with sites of Zelda motifs and Zelda binding. In contrast, histone methylation, including H3K4me1, which is thought to be a general mark of enhancers, is not present until after widespread transcription begins during the mid-blastula transition.

Overall, the data and the analysis seemed to be of high quality and provide a unique view into how histone modifications accumulate at enhancers that are activated during the maternal-to-zygotic transition. Unfortunately, the interpretation of the data frequently does not take into account the current knowledge of the literature and thus many observations that the authors describe are either already published or are very speculative and not well supported. While the novelty of the manuscript lies in the enhancer analysis before transcription begins, the authors spend quite a deal on well-studied areas such as the role of H3K27me3 or the differences in nucleosomes and histone modifications at different gene classes (see below). These oversights unfortunately detract from the manuscript and leave me wondering what the novelty and significance of the presented findings is. Looking at the data, I do think that the manuscript has value but I would have expected a much more balanced paper (with the inclusion of appropriate citations and better emphasis on what\'s novel) for publication in *eLife*.

Findings that were already known and not acknowledged:

1\) The authors write "Despite the generally assumed correlation between H3K4me3 at promoters and H3K36me36 at gene bodies, our data demonstrate that at early expressed genes transcription proceeds in the absence of these marks ([Figure 5](#fig5){ref-type="fig"})."

It has become clear in the last few years that this general assumption is incorrect. Rach et al. (PLOS Genetics 2011) showed that epigenetic features such as histone modifications differ between promoter classes and this difference has also been observed between the five chromatin states observed by Bas van Steensel\'d group in Kc cells. They show that H3K36me3 is specific for yellow chromatin (housekeeping genes) versus red (developmental genes). Finally, Chen et al. (eLife 2013) showed that genes expressed before the midblatula transition in *Drosophila* do not show H3K4me3. The latter paper is cited in the manuscript with regard to the Pol II data so I am surprised that the authors do not cite the paper in this context.

2\) The authors write "Surprisingly, we observed NFRs at the promoters of maternally deposited genes at all time points ([Figure 5](#fig5){ref-type="fig"}), even though there is no evidence that genes in this set are transcribed either from expression data or ChIP with RNA polymerase."

Actually, the traditional view is usually that promoters are naturally nucleosome-free. However, it is known from yeast and *Drosophila* and that regulated promoters tend to have a strong disposition for promoter nucleosomes. For example, it has been shown by Gilchrist et al. (Cell 2010) and Gaertner et al. (Cell reports 2012) that promoters with paused Pol II (thus developmental genes) tend to have a strong promoter nucleosome when Pol II is not present. Thus, the fact that maternal genes and developmental genes have a different natural nucleosome configuration at the promoter was already known.

3\) The authors find that H3K27me3 was completely absent from maternal genes and they speculate in quite some detail about the "balanced state" of Polycomb-repressed genes as if nothing had been said about this before. The fact that H3K27me3 is specifically found at developmental genes both in *Drosophila* and mammals has been known for a long time (e.g. Schwartz 2006, Boyer 2006, Lee 2006) and the relationship between H3K27me3 and Pol II (the balanced state) is fairly complex and not accurately described in the manuscript.

Recommended reading (to name a few): Dellino (Mol Cell 2004); Stock et al. (Nat Cell Biol 2007); Enderle et al. (Genome Res 2011); Gaertner et al. (Cell reports 2012); Bonn et al. (Nat Genet 2012); Lehmann et al. (JBC 2012)

4\) The authors propose that inconsistent results from reporter assays on Zelda enhancers stem from the fact that reporter lines usually have insulator sites and thus are not under the influence of Polycomb repression. This is certainly a good point but has previously been reported by Arnold at el. (Science 2013). In fact, Arnold et al. found this in S2 cells, suggesting that this is a general phenomenon and not specifically linked to Zelda.

Other major points:

The authors describe "within the broad H3k27me3 domains, the signal was almost completely absent in regions corresponding to ZLD-binding peaks" and speculate a fair bit about the significance. However, the simplest explanation for this is that ZLD-bound regions are nucleosome-depleted and thus do not have H3K27me3 signal. Looking at the average plots of other histone modifications on [Figure 6](#fig6){ref-type="fig"}, this dip is certainly observed for all other histone modifications, too (although the scale is different so it\'s hard to compare). The overlap between ZLD-bound regions and H3K27me3 regions as shown in [Figure 8A](#fig8){ref-type="fig"} is actually fairly low (\<50%) and could be explained by the fact that both Zelda and H3K27me3 are preferentially found at developmental genes. I would predict that the same relationship would be found between any other early transcription factor and H3K27me3 regions. I do find it very conceivable, however, that the H327ac that accumulates at ZLD enhancers would prevent H3K27me3 (as described by Tie et al. Development 2009) but the data shown in the manuscript have not convinced me yet that this is visible in the genome-wide H3K27me3 data (I am also surprised that the authors do not cite this paper).

The authors propose that some enhancers that are bound by Zelda and have H3K27me3 are poised for future activation later in development. Unfortunately, this is only based on one gene and its published expression pattern. At the very least, one would like to see that the ZLD-bound region is indeed a late enhancer (e.g. based on Kwon et al. Nature 2014) and that this pattern can be observed for multiple enhancers. To my knowledge, early ZLD-bound regions are generally not active late so I would need better evidence to be convinced otherwise.

*Reviewer \#2*:

How zygotic genomes are transcriptionally activated during early embryogenesis is an important open question. The authors determine the genomic distribution of histone H3 and different histone marks at 4 stages of embryogenesis using ChIP from tightly staged embryos. They integrate these datasets with previously published data on transcription and the binding of Pol II and the transcription factor Zelda. This allows the authors to investigate the dynamics of these chromatin features in general, at the transcription starting sites of different sets of genes (e.g. genes expressed during early embryogenesis, maternal genes, etc.), and around the locations of putative blastoderm embryo enhancers. Overall, this reveals that the genome appears relatively uniformly at mitotic cycle 8 and acquires the different histone modifications and nucleosome free regions only later between cycles 12 and 14. Correlations between histone modification patterns and Zelda binding strengthens the previous notion that Zelda is involved in zygotic genome activation and in defining embryonic enhancers. The authors repeat some of their experiments and analyses in embryos in which Zelda had been genetically depleted and found that the chromatin structure at intergenic position that bind Zelda in wildtype embryos was strongly affected while little effect was observed at TSS.

I find this an interesting and important paper that presents a time-course of how prominent chromatin features associated with transcription and transcriptional regulation are formed during the activation of the zygotic genome in early embryogenesis. I have only 1 major technical comment and a few suggestions that might help the authors to clarify a few sections of the text and figures.

Major technical comment:

The normalization of datasets across different samples (here embryonic stages and wildtype versus Zelda-depleted embryos) is an important issue, especially when the samples are expected to strongly differ in the strengths or even the presence of the studied features. The authors present an elegant solution: prior to the chromatin immunoprecipication, they mix their stage-specific *D. melanogaster* chromatin samples with a constant spike-in sample, *D. pseudoobscura* chromatin from stage 5 (mitotic cycle 14) embryos. As the associated DNA molecules differ characteristically in their sequences, the origin of the sequencing reads can be determined after deep sequencing, allowing the normalization of the different *D. melanogaster* samples to the constant spike-in *D. pseudoobscura* sample.

Judging from the description of the data normalization, this spike-in control might however have been used sub-optimally; the authors state that they normalize their data based on the number of reads, which can only ensure that the same number of reads (i.e. the same \'sequencing power\') goes into the analysis of each sample. While this makes sense for RNA-seq data, it does not account for possible experimental variability in a ChIP experiment and the results are in my opinion difficult to interpret. In other words, the number of reads is unrelated and uninformative regarding the quality of a ChIP enrichment, i.e. if the IP step enriched for the respective antibody epitope comparably strongly or not. Similarly, it cannot control for potential differences in library complexity, i.e. the number of identical reads that can arise during PCR amplification.

To demonstrate that the different experiments worked comparably, the authors should determine peaks in the D. pseudoobscura spike-in sample and show that they are of similar heights across the different experiments (e.g. next to the respective *D. melanogaster* data). This is particularly relevant when no signal is seen in the *D. melanogaster* samples, e.g. for early stages in [Figure 5, 6](#fig5 fig6){ref-type="fig"}, and the current normalization cannot exclude that the ChIP failed.

10.7554/eLife.03737.015

Author response

We have addressed the concern of reviewer 2 about normalization with several additional analyses, and we have extensively rewritten the manuscript to more fully and accurately cite the relevant literature and contextualize our results. We have also removed several sections that were too speculative and superfluous to our main point.

Reviewer \#1:

\[...\]

*1) The authors write "Despite the generally assumed correlation between H3K4me3 at promoters and H3K36me36 at gene bodies, our data demonstrate that at early expressed genes transcription proceeds in the absence of these marks (*[*Figure 5*](#fig5){ref-type="fig"}*)*.*"*

*It has become clear in the last few years that this general assumption is incorrect. Rach et al. (PLOS Genetics 2011) showed that epigenetic features such as histone modifications differ between promoter classes and this difference has also been observed between the five chromatin states observed by Bas van Steensel\'s group in Kc cells. They show that H3K36me3 is specific for yellow chromatin (housekeeping genes) versus red (developmental genes). Finally, Chen et al. (eLife 2013) showed that genes expressed before the midblatula transition in* Drosophila *do not show H3K4me3. The latter paper is cited in the manuscript with regard to the Pol II data so I am surprised that the authors do not cite the paper in this context.*

We have modified the text referred to here (which is from the Results section) to simply note the absence of these methyl marks at transcribed genes prior to the cellular blastoderm. We have expanded the discussion to properly situate it with respect to earlier observations.

*2) The authors write "Surprisingly, we observed NFRs at the promoters of maternally deposited genes at all time points (*[*Figure 5*](#fig5){ref-type="fig"}*), even though there is no evidence that genes in this set are transcribed either from expression data or ChIP with RNA polymerase*.*"*

*Actually, the traditional view is usually that promoters are naturally nucleosome-free. However, it is known from yeast and* Drosophila *and that regulated promoters tend to have a strong disposition for promoter nucleosomes. For example, it has been shown by Gilchrist et al. (Cell 2010) and Gaertner et al. (Cell reports 2012) that promoters with paused Pol II (thus developmental genes) tend to have a strong promoter nucleosome when Pol II is not present. Thus, the fact that maternal genes and developmental genes have a different natural nucleosome configuration at the promoter was already known.*

Here too we have modified the text in the Results to simply point out that the non-transcribed maternal genes have a clear nucleosome-free region, and to highlight the earlier work from Gaertner (which we think is more relevant to our point than Gilchrist). We point out the new contribution from our data, which is the developmental stability of the maternal-gene associated NFR, and interpret it as consistent with the observation from Gaertner.

*3) The authors find that H3K27me3 was completely absent from maternal genes and they speculate in quite some detail about the "balanced state" of Polycomb-repressed genes as if nothing had been said about this before. The fact that H3K27me3 is specifically found at developmental genes both in* Drosophila *and mammals has been known for a long time (e.g. Schwartz 2006, Boyer 2006, Lee 2006) and the relationship between H3K27me3 and Pol II (the balanced state) is fairly complex and not accurately described in the manuscript*.

*Recommended reading (to name a few)*:

*Dellino (Mol Cell 2004); Stock et al. (Nat Cell Biol 2007); Enderle et al. (Genome Res 2011); Gaertner et al. (Cell reports 2012); Bonn et al. (Nat Genet 2012); Lehmann et al*. *(JBC 2012)*

We have removed this discussion of the balanced state from the Results. It was superfluous to our main point and, as the reviewer points out, our data do not significantly enhance our understanding of this state. We thank the reviewer for the guidance and added relevant references.

*4) The authors propose that inconsistent results from reporter assays on Zelda enhancers stem from the fact that reporter lines usually have insulator sites and thus are not under the influence of Polycomb repression. This is certainly a good point but has previously been reported by Arnold at el. (Science 2013). In fact, Arnold et al. found this in S2 cells, suggesting that this is a general phenomenon and not specifically linked to Zelda*.

We did not mean to suggest that it was a new idea that enhancers can be silenced in their endogenous location but active in a transgene assay. Rather, we were suggesting a specific mechanism to explain the observed effect. However, this is really just speculation that could be relatively easily tested, so we have removed this section of the manuscript and will investigate this question experimentally and publish it elsewhere.

*Other major points*:

*The authors describe "within the broad H3k27me3 domains, the signal was almost completely absent in regions corresponding to ZLD-binding peaks" and speculate a fair bit about the significance. However, the simplest explanation for this is that ZLD-bound regions are nucleosome-depleted and thus do not have H3K27me3 signal. Looking at the average plots of other histone modifications on* [*Figure 6*](#fig6){ref-type="fig"}*, this dip is certainly observed for all other histone modifications, too (although the scale is different so it\'s hard to compare)*.

We agree that the simplest explanation for the drop in H3K27me3 levels in the immediate vicinity of ZLD is nucleosome depletion, although the regions of H3K27me3 depletion tend to be larger than that of nucleosome depletion. However, our primary point was that ZLD binding tends to interrupt regions H3K27me3 -- it is this spatial relationship, not the specific mechanism of depletion, to which we were referring. We have rewritten the sections referring to H3K27me3 to make this clear.

*The overlap between ZLD-bound regions and H3K27me3 regions as shown in* [*Figure 8A*](#fig8){ref-type="fig"} *is actually fairly low (\<50%) and could be explained by the fact that both Zelda and H3K27me3 are preferentially found at developmental genes. I would predict that the same relationship would be found between any other early transcription factor and H3K27me3 regions*.

We have dropped this section from the paper. We agree with the reviewer, it was not compelling.

*I do find it very conceivable, however, that the H327ac that accumulates at ZLD enhancers would prevent H3K27me3 (as described by Tie et al. Development 2009) but the data shown in the manuscript have not convinced me yet that this is visible in the genome-wide H3K27me3 data (I am also surprised that the authors do not cite this paper)*.

We have added a discussion of Tie's results to the Discussion section, and agree that this is a tantalizing possibility, although our current data do not really speak to it.

*The authors propose that some enhancers that are bound by Zelda and have H3K27me3 are poised for future activation later in development. Unfortunately, this is only based on one gene and its published expression pattern. At the very least, one would like to see that the ZLD-bound region is indeed a late enhancer (e.g. based on Kwon et al. Nature 2014) and that this pattern can be observed for multiple enhancers. To my knowledge, early ZLD-bound regions are generally not active late so I would need better evidence to be convinced otherwise*.

There are several additional examples of this, but we feel that additional data are needed to understand their functional relevance, so we have removed any discussion of poised enhancers from the paper.

Reviewer \#2:

*\[...\] Judging from the description of the data normalization, this spike-in control might however have been used sub-optimally; the authors state that they normalize their data based on the number of reads, which can only ensure that the same number of reads (i.e. the same \'sequencing power\') goes into the analysis of each sample. While this makes sense for RNA-seq data, it does not account for possible experimental variability in a ChIP experiment and the results are in my opinion difficult to interpret. In other words, the number of reads is unrelated and uninformative regarding the quality of a ChIP enrichment, i.e. if the IP step enriched for the respective antibody epitope comparably strongly or not. Similarly, it cannot control for potential differences in library complexity, i.e. the number of identical reads that can arise during PCR amplification*.

*To demonstrate that the different experiments worked comparably, the authors should determine peaks in the* D. pseudoobscura *spike-in sample and show that they are of similar heights across the different experiments (e.g. next to the respective* D. melanogaster *data). This is particularly relevant when no signal is seen in the* D. melanogaster *samples, e.g. for early stages in* [*Figure 5, 6*](#fig5 fig6){ref-type="fig"}*, and the current normalization cannot exclude that the ChIP failed.*

We agree with everything the reviewer says here. Indeed we had done all of the analyses they suggest in the early stages of this paper, and chose to use the simple read-based normalization because the results were the same as when we used peak heights. We note that while it is certainly true that there is a lot of variation between antibodies in the efficacy of the immunoprecipitation, here we are only normalizing between parallel IPs using the same antibody (and carried out at the same time). While it is obviously possible for there to be differences in IP efficiency between experiments with the same antibody, our results here, and more generally, suggest that this is relatively uncommon, meaning that read- based normalization will work in most cases. Nonetheless, we have added an additional figure addressing consistency in the *D. pseudoobscura* IPs and discuss the use of peak-based normalization in the text.

[^1]: These authors are co-senior authors.
