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ABSTRACT
Nonlinear structures exhibit complex behaviors that can be predicted and analyzed once a mathe-
matical model of the structure is available. Obtaining such a model is a challenge. Several works in the
literature suggest different methods for the identification of nonlinear structures. Some of the methods
only address the question of whether the system is linear or not, other are more suitable for localize the
source of nonlinearity in the structure, only a few suggest some quantification of the nonlinear terms.
Despite the effort made in this field, there are several limits in the identification methods suggested
so far, especially when the identification of a multi-degree of freedom (MDOF) nonlinear structure is
required.
This work presents a novel method for the identification of nonlinear structures. The method is
based on estimating backbone curves and the relation between backbone curves and the response of
the system in the frequency domain. Using a Bayesian framework alongside Markov chain Monte Carlo
(MCMC) methods, nonlinear model parameters were inferred from the backbone curves of the response
and the Second Order Nonlinear Normal Forms which gives a relationship between the model and the
backbone curve. The potential advantage of this method is that it is both efficient from a computation
and from an experimental point of view and it allows the output-only system identification of MDOF
nonlinear systems.
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Introduction
In the last decades the scientific community has shown a growing interest in the dynamics of nonlinear
structures. This is mainly due to the increasing demand of lighter structures where the same level of safety
is guaranteed and, eventually, the region of operation is extended. When the structures are particularly
light, in order to assess the safety of the structure, large deflections have to be taken into account, but the
theory commonly used to study the dynamics of structures relies on the assumption of linear behavior.
This assumption is not true for large deformations.
Many authors have developed numerical tools able to capture the nonlinear behavior in structures.
Although the resulting numerical models give great insight in the physics and the mechanism that govern
the nonlinear behavior, a correct characterization of the nonlinear laws that characterize such behavior in
a real structure is still challenging.
The problem of defining such a law is commonly referred to as “nonlinear identification”. Unlike linear
identification, where the basic assumption is that the structure can be described by a set of linear equations
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and that only the coefficients of such linear equations are unknown, in nonlinear identification both the
coefficients and the form of the equations are to be found.
Several nonlinear identification techniques attempted to linearize the behavior of the system in the
neighborhood of a parameter set (see for example [1, 2]). This is equivalent to describe the system in terms
of a set of linear oscillators, each able to reproduce the response of the system for a particular range of
amplitude. Although this approach has the advantage of re-introducing some of the tools of linear analysis,
it comes with many disadvantages. One of the main disadvantages is that these techniques are able to
describe the system only when the nonlinear contribution to the response is extremely small. Also it is
essential that the response does not go through any bifurcation. When these requirements are not met,
other techniques are to be preferred.
A set of techniques that overcome this limitation is based on the restoring force surface [3]. This
technique, using some features of the surface that relate the restoring force to its state variables, provides
a way to estimate the nonlinear parameters. This approach is incredibly powerful for single degrees of
freedom systems where the equivalent parameters can be extracted by studying the intersection of the
surface with planes characterized by either zero velocities or zero displacement —zero planes. When the
number of degrees of freedom increases, the construction of these surfaces becomes more complicated and
the interpretation of the intersection with the zero-planes is not trivial. Besides, building these surfaces
requires the acquisition of a great number of time histories resulting incredibly time consuming.
In [4] the author suggested that using Bayesian interference, it is possible to find the parameters that
minimize the error between the data predicted by the model using those parameters and the input data.
This approach proved to be quite successful for systems with a limited number of degrees of freedom
and seems promising for future applications. One drawback of the techniques is that the input data are
compared with simulated data generated through the integration of differential equations. This means that
the set of differential equations has to be integrated a number of times equal to the number of values in
the posterior distribution. This process can be extremely time demanding.
In this work we present a different approach that uses the Bayesian method in conjunction with the
nonlinear normal forms [5, 6]. The advantage of this approach is that the normal forms provide a useful
framework to reduce a complex nonlinear model to a set of algebraic equations. The method does not
require forced responses but it uses the decay from resonance, or any other techniques that can provide an
estimation of the backbone curves of the system. The equations provided by the second order nonlinear
normal forms are then used to investigate the set of nonlinear parameters that minimizes the error between
simulated and input data.
After a brief introduction to nonlinear normal forms and how they can be used for identification
purposes, a brief overview of the adaptation of the Bayesian interference for identification with the nonlinear
normal forms is provided. Then, a simulated two-degree of freedom nonlinear system with known nonlinear
parameters is used to show the procedure to assess the accuracy of the identification technique. Finally,
after a brief discussion of the results, the conclusions are drawn.
Nonlinear normal forms and backbone curves
A description of the second order nonlinear normal forms can be found in [6, 7]. Here, for sake of simplicity,
a brief description in general terms is provided.
The concept behind the nonlinear normal forms [5] is that a set of nonlinear differential equations can
be simplified applying a set of transformation that separates the effect of the nonlinear terms retaining
only those that are more influential for the description of the response. The second order nonlinear normal
forms [6], a variation of the original formulation, is particularly convenient for describing the dynamics
of structures. In fact, the equation of motion are always expressed in terms of second order differential
equations. The second order normal forms avoid to rewrite the set of equation in terms of a Cauchy
problem (i.e. to reduce the system to the first order).
In this work the second order nonlinear normal forms are used to find algebraic equations that describe
the backbone curves of the system. To find the backbone curves, the system has to be considered unforced
and undamped. Therefore, the damping and forcing terms must be removed from the equations, which
can then be transformed using the following transformations:
• A linear modal transform – the system is projected onto the linear modes (i.e. the modes of the
underlying linear system).
• A nonlinear near-identity transform – this removes any non-resonant terms from each equation of
motion.
Once these transforms are applied, each mode is described by an equation of motion consisting only of
the terms resonating at one frequency — the response frequency (ωri for the ith mode). This way, the
harmonic components of the equation are balanced, and any time-dependence removed. We invite the
reader to note that the frequency at which the ith mode responds is named here as ωri, whereas ωni is the
ith underlying linear natural frequency.
Broadly adopting the notation used by [10], we write the resulting unforced modal dynamics as
v¨ + Λv + Nv(v, v˙) = 0, (1)
where v is a vector of modal displacements, Λ is a diagonal matrix having the ith diagonal term equal to
ω2ni and Nv contains the nonlinear terms, which are assumed to be small. The final step in the technique
is the near-identity nonlinear transform v→ u
v = u + H(u, u˙)
v¨ + Λv + Nv(v, v˙) = 0 −→ u¨ + Λu + Nu(u, u˙) = 0, (2)
where H stores all the terms that do not contribute to the fundamental response. All nonlinear terms
resonating at ωri, for the ith mode, are collected in Nu. A general solution for the i
th component of the
fundamental response u can be written as ui = uip + uim = Uie
jωritc + Uie
−jωrit+φi , where Ui represents
the amplitude of the sinusoidal response and φi its phase. Substituting this solution for u in equations 2,
and writing Nu(u, u˙) and H(u, u˙) as a linear combination of all nonlinear terms in the form
u∗` =
I∏
i=1
{
u
s`ip
ip u
s`im
im
}
, (3)
it is possible to eliminate the time dependency from equations 2 and write the response of the system
in terms of algebraic equations. The coefficients of these linear combinations can be found following the
procedure described in [7]. Since the response is now expressed in terms of algebraic equations, relating
the response to the change in parameters becomes extremely simple and computationally efficient. This
is one of the great advantage of performing the identification of the parameters of the system using these
equations, rather than the original differential equations.
Identification with bayesian method
In the previous section, the second order nonlinear normal forms were used to find algebraic expression for
a generic backbone curve of the system. To use these expressions for identification purposes, the backbone
curve of the system must be estimated with an experimental procedure. For this purpose the techniques
introduced by Feldman in [8] is used.
This techniques requires that the system is excited with a step sine so that the maximum amplitude
response on one resonant peak is reached (red star in figure 1). Once this response is achieved, the forcing
is stopped and the free response of the system is measured.
Figure 1: Schematic of the backbone curve estimation with the free decay curve method. The thin lines
represent the frequency response around resonance (grey solid curves show the stable responses whereas
red dashed lines represent the unstable responses). The system is forced with a step sine until the forced
response (black dots) reaches the resonant peak (red star). At this point the forcing is brought to zero and
the damping in the system causes the response of the system to freely decay to zero.
Because the system was vibrating around a resonant peak, the initial condition for the free vibration
is also compatible with that resonance, hence the system response decays along its backbone curve. A
schematic representation of this method is shown in figure 1. Here the response to the swept sine is
represented with a dotted line, the resonant peak, where the forcing is stopped, is indicated with a red
star and the backbone curve followed by the decaying signal is represented by a thick solid black line. The
complete response of the system is shown in the system with a thin line. The response is shown in solid
black if stable, dashed red if unstable.
Note that the maximum amplitude response is in the proximity of a fold bifurcation (after which the
response becomes unstable). This means that it is impossible to reach the peak (the basin of attraction
of that solution is almost null and any small perturbation make the solution jump to the lower solution).
For this reason, when conducting the experiment, the forcing has to be stopped before the resonant peak.
From numerical simulation it seems this does not cause any problem in the estimation of the backbone
curve, since the free response rapidly converge to it.
Once the free vibration has been measured, the estimation of the backbone curve can be done by
considering the period between too consecutive zeros and the amplitude of the signal at that instant of
time (since the signal is decaying an average value on the interval is considered). For the backbone curves to
be used with the nonlinear normal forms, they need to be expressed in terms of the underlying linear modal
coordinates. This can be achieved applying the modal transform to the measured physical displacements.
The modal transform can be obtained by running an initial test at low amplitude so that the nonlinear
contribution is very small. This test is also needed to find the linear natural frequencies.
Once the backbone curves are evaluated, the Bayesian interference can be used. Here a brief description
of the method is provided. For more details see [4].
Using Bayes’ rule
P (θ|D,M) = P (D|θ,M)P (θ|M)
P (D|M) (4)
it is possible to evaluate the probability that a certain parameter assumes a certain value given a data
distribution D and a certain model M. In this case, the data distribution consists of the measured values
of U1,n and U2,n along the backbone curves together with the corresponding frequencies ωrn. Here with
the subscript n we indicate the resonance. So U1,1 is the component U1 of the first backbone curve. From
now on the data are separated in two sets: the set of the U1,n values and their corresponding response
frequency ωrn is named D1 and the set of the U2,n values together with their response frequency D2.
The vector of parameters θ contains all the parameters that must be identified. The modelM, in this
case is the algebraic equation derived from the second order normal forms that maps values of omegarn in
values of U1,n and U2,n.
To define the likelihood P (D|θ,M), we assume that, for a given model M and a parameter set θ, the
probability of witnessing U1,n and U2,n are mutually independent, so that
P (D|θ,M) = P (D1|θ,M)P (D2|θ,M). (5)
Also it is assumed that the PDF of witnessing a data point is given by a Gaussian distribution with
mean equal to the model output,
P (U
(i)
1 |θ,M) = N (Uˆ1(θ), σ21), (6)
P (U
(i)
2 |θ,M) = N (Uˆ2(θ), σ22). (7)
Here the Uˆ1 and Uˆ2 are the output values of the modelM for U1 and U2 (the hat indicates that this values
are simulated) and therefore they are a function of the parameter θ. The parameters σ1 and σ2 can be
included in the parameter vector and considered as unknown for the problem.
It is safe to assume that there is mutual independence between the data point, that is
P (U
(i)
1 , U
(j)
1 |D,M) = P (U (i)1 |D,M)P (U (j)1 |D,M), (8)
P (U
(i)
2 , U
(j)
2 |D,M) = P (U (i)2 |D,M)P (U (j)2 |D,M). (9)
Under these assumption the likelihood of the data set D given a parameter set θ and a model M is
P (D|θ,M) =
N∏
i=1
N (Uˆ (i)1 (θ), σ21)N (Uˆ (i)2 (θ), σ22). (10)
In equation 4 the distribution P (θ|M) is the prior distribution, that is a probability distribution
representing the knowledge of θ before the data are known. In this work the prior is assumed to have a
uniform distribution over a range of values chosen arbitrarily. The denominator of equation 4 can be seen
as a normalizing constant which ensure that the integral of the posterior distribution over the domain in
which θ varies is equal to 1.
To generate the samples from the posterior we use a Markov Chain Monte Carlo (MCMC). In partic-
ular for this work we used the Simulated Annealing algorithm which involves targeting the sequence of
distributions:
piβj ∝ P (D|θ,M)βjP (θ|M) j = 1, 2, . . . (11)
where β1, β2, β3, is a sequence which increases monotonically from 0 to 1 — annealing schedule. Using
equation 4 an adaptive annealing schedule was chosen. This ensures that the information content of the
data (measured using the Shannon entropy) is introduced into the target distribution at a constant rate.
Moreover, to avoid local trap, multiple Markov Chain can be grown in parallel.
Nonlinear identification of a 2-DOF nonlinear oscillator
In this section a two mass system featuring a nonlinear spring is presented. This system is used to produce
a set of numerical data which can be used for the nonlinear identification. The known characteristics of
the system allows to verify the accuracy of the identified parameters.
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Figure 2: A schematic diagram of the nonlinear two-mass oscillator.
A schematic of the system is provided in figure 2. Both masses are connected to ground and between
each other with linear springs and viscous dampers. All the springs have the same stiffness value K of
1 N/m, the external dampers (labeled C )have a damping constant of 1 × 10−3 Ns/m and the central
dampers (labeled C2) have a damping constant of 5 × 10−4 Ns/m. The spring between ground and the
first mass has an additional cubic term with a nonlinear coefficient κ of 0.5 N/m3.
In this example, the system has not been excited as previously described. Since the system presented
is simulated, it was possible to reverse the time flow and start the time decay from a solution in the close
proximity of zero. The advantage of this method is that when the amplitude of vibration approaches zero,
the system behaves linearly and the initial displacement can be chosen so that it is compatible with the
modeshape corresponding to the nth mode of the underlying linear system. In this case, the eigenvector of
the underlying linear system are [1, 1] and [1,−1]. A simulation starting from [δ, δ] is used to generate a
time history from which the first backbone curve can be estimates. The same approach, starting from an
initial displacement of [δ,−δ] gives the time history to estimate the second backbone curve . Here with δ
we mean a generic small displacement.
The backbone curve, estimated evaluating the instantaneous frequency at the zero crossing, are then
used as input data for the Bayesian technique illustrated in section . For this test we hypothesized that the
number of nonlinear springs and their position were known and that only the value of the nonlinearity was
unknown. Using the nonlinear normal forms, analytical expressions for the backbone curves of a system
featuring two masses and three linear springs are derived:
S1 :
(
ω2n1 − ω2r1
)
U1 +
3
8m
[
κ (U1 + U2)
3
]
= 0, (12)
S2 :
(
ω2n2 − ω2r2
)
U2 +
3
8m
[
κ (U1 + U2)
3
]
= 0. (13)
In the model, the number of nonlinear springs is one and its position is known: this simplified the derivation
of the backbone curves. Also, only one nonlinear parameter has to be identified. For the estimation of the
nonlinear parameter a uniform distribution for the prior has been used. The limit of the distribution for
each parameter are listed in table 1
Parameter Lower Limit Upper limit
κ 0 1
σ1 0 0.5
σ2 0 0.5
Table 1: Parameters limits for the prior distribution.
The parameter vector θ in this case is made of the nonlinear parameter κ and the variance of the
data around the value estimated by the model. To find the parameter vector 8000 posterior samples were
generated using MCMC. The identification methods predicted a value for κ of 0.481 N/m3 as shown in
Figure 3: Parameter distribution in the data generated by the MCMC. Each of the three columns of figures
shows the evolution of one the parameters (bottom) and its histogram (top). The nonlinear coefficient κ
is estimated to be 4.81 N/m3. The second and the third column show the values of σ1 and σ2 for the
distribution of the input data around the values predicted by the model.
figure 3 whereas the real value was 0.5 N/m3. Figures 4 and 5 show the measured backbone curves (black
dots), the most likely backbone curves identified by the techniques using the estimated value of κ (red
lines). Also the ±3 sigma interval (delimited by the blue curves) is shown. The estimated backbone curve,
the predicted ones and the interval limits are very close to each other: from the figures they are barely
distinguishable. The backbone curves in figure 4 and figure 5 are represented in terms of the amplitude of
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Figure 4: Parameter distribution in the data generated by the MCMC.
the fundamentals U1 and U2 respectively. This representation has been chosen to be consistent with the
variable used in the identification methods. Other representations are possible (for example in terms of
the physical coordinates).
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Figure 5: Parameter distribution in the data generated by the MCMC.
Conclusions
A procedure for identifying nonlinear system has been described. The method, based on the second order
nonlinear normal forms, uses a Bayesian framework to find the nonlinear parameters that minimize the error
between the predicted results and the input data. The advantage of this technique over other techniques
using Bayesian frameworks, is that the simulated data are obtained using algebraic equations rather than
differential equations. This results in reduced computation time and in the possibility to compare the input
data with a higher number of nonlinear functions. After the introduction of the techniques, a numerical
model of a 2DOF nonlinear oscillator has been used to provide input data for the identification procedure.
In section , the identification procedure was implemented on the simulated data and more insight in the
technique provided. The parameter used for the simulation was correctly identified by the identification
method shown in this work with an error of 5%. For this initial test, the position and the number of
nonlinear springs were assumed as known. Future work will assess whether this technique is able to
localize the nonlinearity and if the estimation error can be reduced.
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