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Abstract
Additive models play an important role in semiparametric statis-
tics. This paper gives learning rates for regularized kernel based meth-
ods for additive models. These learning rates compare favourably in
particular in high dimensions to recent results on optimal learning
rates for purely nonparametric regularized kernel based quantile re-
gression using the Gaussian radial basis function kernel, provided the
assumption of an additive model is valid. Additionally, a concrete ex-
ample is presented to show that a Gaussian function depending only
on one variable lies in a reproducing kernel Hilbert space generated by
an additive Gaussian kernel, but does not belong to the reproducing
kernel Hilbert space generated by the multivariate Gaussian kernel of
the same variance.
Key words and phrases. Additive model, kernel, quantile regression,
semiparametric, rate of convergence, support vector machine.
1 Introduction
Additive models [30, 9, 10] provide an important family of models for semi-
parametric regression or classification. Some reasons for the success of addi-
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X. Zhou described in this paper is supported by a grant from the Research Grants Council
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tive models are their increased flexibility when compared to linear or gener-
alized linear models and their increased interpretability when compared to
fully nonparametric models. It is well-known that good estimators in ad-
ditive models are in general less prone to the curse of high dimensionality
than good estimators in fully nonparametric models. Many examples of such
estimators belong to the large class of regularized kernel based methods over
a reproducing kernel Hilbert space H, see e.g. [21, 38]. In the last years
many interesting results on learning rates of regularized kernel based models
for additive models have been published when the focus is on sparsity and
when the classical least squares loss function is used, see e.g. [18], [1], [17],
[19], [22], [33] and the references therein. Of course, the least squares loss
function is differentiable and has many nice mathematical properties, but it
is only locally Lipschitz continuous and therefore regularized kernel based
methods based on this loss function typically suffer on bad statistical ro-
bustness properties, even if the kernel is bounded. This is in sharp contrast
to kernel methods based on a Lipschitz continuous loss function and on a
bounded loss function, where results on upper bounds for the maxbias bias
and on a bounded influence function are known, see e.g. [4] for the general
case and [3] for additive models.
Therefore, we will here consider the case of regularized kernel based meth-
ods based on a general convex and Lipschitz continuous loss function, on
a general kernel, and on the classical regularizing term λ‖ · ‖2H for some
λ > 0 which is a smoothness penalty but not a sparsity penalty, see e.g.
[36, 37, 23, 32, 6, 26, 11, 7]. Such regularized kernel based methods are now
often called support vector machines (SVMs), although the notation was his-
torically used for such methods based on the special hinge loss function and
for special kernels only, we refer to [35, 2, 5].
In this paper we address the open question, whether an SVM with an
additive kernel can provide a substantially better learning rate in high di-
mensions than an SVM with a general kernel, say a classical Gaussian RBF
kernel, if the assumption of an additive model is satisfied. Our leading ex-
ample covers learning rates for quantile regression based on the Lipschitz
continuous but non-differentiable pinball loss function, which is also called
check function in the literature, see e.g. [16] and [15] for parametric quantile
regression and [24], [34], and [28] for kernel based quantile regression. We
will not address the question how to check whether the assumption of an ad-
ditive model is satisfied because this would be a topic of a paper of its own.
Of course, a practical approach might be to fit both models and compare
their risks evaluated for test data. For the same reason we will also not cover
sparsity.
Consistency of support vector machines generated by additive kernels for
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additive models was considered in [3]. In this paper we establish learning
rates for these algorithms. Let us recall the framework with a complete
separable metric space X as the input space and a closed subset Y of R as the
output space. A Borel probability measure P on Z := X×Y is used to model
the learning problem and an independent and identically distributed sample
Dn = {(xi, yi)}ni=1 is drawn according to P for learning. A loss function
L : X × Y × R → [0,∞) is used to measure the quality of a prediction
function f : X → R by the local error L(x, y, f(x)). Throughout the paper
we assume that L is measurable, L(x, y, y) = 0, convex with respect to the
third variable, and uniformly Lipschitz continuous satisfying
sup
(x,y)∈Z
|L(x, y, t)− L(x, y, t′)| ≤ |L|1|t− t′| ∀t, t′ ∈ R (1.1)
with a finite constant |L|1 ∈ (0,∞).
Support vector machines (SVMs) considered here are kernel-based re-
gularization schemes in a reproducing kernel Hilbert space (RKHS) H gen-
erated by a Mercer kernel k : X × X → R. With a shifted loss function
L∗ : X ×Y ×R→ R introduced for dealing even with heavy-tailed distribu-
tions as L∗(x, y, t) = L(x, y, t)− L(x, y, 0), they take the form fL,Dn,λ where
for a general Borel measure ρ on Z, the function fL,ρ,λ is defined by
fL,ρ,λ = arg min
f∈H
{RL∗,ρ(f) + λ‖f‖2H} , RL∗,ρ(f) = ∫
Z
L∗(x, y, f(x)) dρ(x, y),
(1.2)
where λ > 0 is a regularization parameter. The idea to shift a loss function
has a long history, see e.g. [14] in the context of M-estimators. It was shown
in [4] that fL,ρ,λ is also a minimizer of the following optimization problem
involving the original loss function L if a minimizer exists:
min
f∈H
{∫
Z
L(x, y, f(x)) dρ(x, y) + λ‖f‖2H
}
. (1.3)
The additive model we consider consists of the input space decomposition
X = X1 × . . . × Xs with each Xj a complete separable metric space and a
hypothesis space
F = {f1 + . . .+ fs : fj ∈ Fj, j = 1, . . . , s} , (1.4)
where Fj is a set of functions fj : Xj → R each of which is also identified as
a map (x1, . . . , xs) 7−→ fj(xj) from X to R. Hence the functions from F take
the additive form f(x1, . . . , xs) = f1(x1) + . . . + fs(xs). We mention, that
there is strictly speaking a notational problem here, because in the previous
3
formula each quantity xj is an element of the set Xj which is a subset of
the full input space X , j = 1, . . . , s, whereas in the definition of sample
Dn = {(xi, yi)}ni=1 each quantity xi is an element of the full input space X ,
where i = 1, . . . , n. Because these notations will only be used in different
places and because we do not expect any misunderstandings, we think this
notation is easier and more intuitive than specifying these quantities with
different symbols.
The additive kernel k = k1 + . . .+ks is defined in terms of Mercer kernels
kj on Xj as
k ((x1, . . . , xs), (x
′
1, . . . , x
′
s)) = k1(x1, x
′
1) + . . .+ ks(xs, x
′
s).
It generates an RKHS H which can be written in terms of the RKHS Hj
generated by kj on Xj corresponding to the form (1.4) as
H = {f1 + . . .+ fs : fj ∈ Hj, j = 1, . . . , s}
with norm given by
‖f‖2H = min
f=f1+...+fs
f1∈H1,...,fs∈Hs
‖f1‖2H1 + . . .+ ‖fs‖2Hs .
The norm of f := f1 + . . .+ fs satisfies
‖f1 + . . .+ fs‖2H ≤ ‖f1‖2H1 + . . .+ ‖fs‖2Hs , f1 ∈ H1, . . . , fs ∈ Hs. (1.5)
To illustrate advantages of additive models, we provide two examples
of comparing additive with product kernels. The first example deals with
Gaussian RBF kernels. All proofs will be given in Section 4.
Example 1. Let s = 2, X1 = X2 = [0, 1] and X = [0, 1]2. Let σ > 0 and
k1(u, v) = k2(u, v) = exp
(
−|u− v|
2
σ2
)
, u, v ∈ [0, 1].
The additive kernel k ((x1, x2), (x
′
1, x
′
2)) = k1(x1, x
′
1) + k2(x2, x
′
2) is given by
k ((x1, x2), (x
′
1, x
′
2)) = exp
(
−|x1 − x
′
1|2
σ2
)
+ exp
(
−|x2 − x
′
2|2
σ2
)
. (1.6)
Furthermore, the product kernel kΠ ((x1, x2), (x
′
1, x
′
2)) = k1(x1, x
′
1) · k2(x2, x′2)
is the standard Gaussian kernel given by
kΠ ((x1, x2), (x
′
1, x
′
2)) = exp
(
−|x1 − x
′
1|2 + |x2 − x′2|2
σ2
)
(1.7)
= exp
(
−|(x1, x2)− (x
′
1, x
′
2)|2
σ2
)
. (1.8)
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Define a Gaussian function f on X = [0, 1]2 depending only on one variable
by
f (x1, x2) = exp
(
−|x1|
2
σ2
)
. (1.9)
Then f ∈ H but
f 6∈ HkΠ , (1.10)
where HkΠ denotes the RKHS generated by the standard Gaussian RBF kernel
kΠ.
The second example is about Sobolev kernels.
Example 2. Let 2 ≤ s ∈ N, X1 = . . . = Xs = [0, 1] and X = [0, 1]s. Let
W 1[0, 1] :=
{
u ∈ L2([0, 1]);Dαu ∈ L2([0, 1]) for all |α| ≤ 1
}
be the Sobolev space consisting of all square integrable univariate functions
whose derivative is also square integrable. It is an RKHS with a Mercer
kernel k∗ defined on [0, 1]2. If we take all the Mercer kernels k1, . . . , ks to be
k∗, then Hj = W 1[0, 1] for each j. The additive kernel k is also a Mercer
kernel and defines an RKHS
H = H1 + . . .+Hs =
{
f1(x1) + . . .+ fs(xs) : f1, . . . , fs ∈ W 1[0, 1]
}
.
However, the multivariate Sobolev space W 1([0, 1]s), consisting of all square
integrable functions whose partial derivatives are all square integrable, con-
tains discontinuous functions and is not an RKHS.
Denote the marginal distribution of P on Xj as PXj . Under the assump-
tion that Hj ⊂ Fj ⊂ L1(PXj) for each j and that Hj is dense in Fj in the
L1(PXj)-metric, it was proved in [3] that
RL∗,P (fL,Dn,λ)→ R∗L∗,P,F := inf
f∈F
RL∗,P (f) (n→∞)
in probability as long as λ = λn satisfies limn→∞ λn = 0 and limn→∞ λ2nn =
∞.
The rest of the paper has the following structure. Section 2 contains our
main results on learning rates for SVMs based on additive kernels. Learning
rates for quantile regression are treated as important special cases. Section
3 contains a comparison of our results with other learning rates published
recently. Section 4 contains all the proofs and some results which can be
interesting in their own.
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2 Main results on learning rates
In this paper we provide some learning rates for the support vector machines
generated by additive kernels for additive models which helps improve the
quantitative understanding presented in [3]. The rates are about asymp-
totic behaviors of the excess risk RL∗,P (fL,Dn,λ)−R∗L∗,P,F and take the form
O(m−α) with α > 0. They will be stated under three kinds of conditions
involving the hypothesis space H, the measure P , the loss L, and the choice
of the regularization parameter λ.
2.1 Approximation error in the additive model
The first condition is about the approximation ability of the hypothesis space
H. Since the output function fL,Dn,λ is from the hypothesis space, the learn-
ing rates of the learning algorithm depend on the approximation ability of
the hypothesis space H with respect to the optimal risk R∗L∗,P,F measured
by the following approximation error.
Definition 1. The approximation error of the triple (H,P, λ) is defined as
D(λ) = inf
f∈H
{RL∗,P (f)−R∗L∗,P,F + λ‖f‖2H} , λ > 0. (2.1)
To estimate the approximation error, we make an assumption about the
minimizer of the risk
f ∗F ,P = arg inf
f∈F
RL∗,P (f). (2.2)
For each j ∈ {1, . . . , s}, define the integral operator Lkj : L2(PXj) →
L2(PXj) associated with the kernel kj by
Lkj(f)(xj) =
∫
Xj
kj(xj, uj)f(uj)dPXj(uj), xj ∈ Xj, f ∈ L2(PXj).
We mention that Lkj is a compact and positive operator on L2(PXj). Hence
we can find its normalized eigenpairs ((λj,`, ψj,`))`∈N such that (ψj,`)`∈N is an
orthonormal basis of L2(PXj) and λj,` → 0 as ` → ∞. Fix r > 0. Then we
can define the r-th power Lrkj of Lkj by
Lrkj
(∑
`
cj,` ψj,`
)
=
∑
`
cj,`λ
r
j,` ψj,`, ∀(cj,`)`∈N ∈ `2.
This is a positive and bounded operator and its range is well-defined. The
assumption f ∗j = L
r
kj
(g∗j ) means f
∗
j lies in this range.
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Assumption 1. We assume f ∗F ,P ∈ L∞(PX ) and f ∗F ,P = f ∗1 + . . .+ f ∗s where
for some 0 < r ≤ 1
2
and each j ∈ {1, . . . , s}, f ∗j : Xj → R is a function of the
form f ∗j = L
r
kj
(g∗j ) with some g
∗
j ∈ L2(PXj).
The case r = 1
2
of Assumption 1 means each f ∗j lies in the RKHS Hj.
A standard condition in the literature (e.g., [25]) for achieving decays of
the form D(λ) = O(λr) for the approximation error (2.1) is f ∗F ,P = Lrk(g∗)
with some g∗ ∈ L2(PX ). Here the operator Lk is defined by
Lk(f)(x1, . . . , xs) =
∫
X
( s∑
j=1
kj(xj, x
′
j))
)
f(x′1, . . . , x
′
s)dPX (x
′
1, . . . , x
′
s). (2.3)
In general, this cannot be written in an additive form. However, the hypoth-
esis space (1.4) takes an additive form F = F1 + . . . + Fs. So it is natural
for us to impose an additive expression f ∗F ,P = f
∗
1 + . . . + f
∗
s for the target
function f ∗F ,P with the component functions f
∗
j satisfying the power condition
f ∗j = L
r
kj
(g∗j ).
The above natural assumption leads to a technical difficulty in estimating
the approximation error: the function f ∗j has no direct connection to the
marginal distribution PXj projected onto Xj, hence existing methods in the
literature (e.g., [25]) cannot be applied directly. Note that on the product
space Xj ×Y , there is no natural probability measure projected from P , and
the risk on Xj × Y is not defined.
Our idea to overcome the difficulty is to introduce an intermediate func-
tion fj,λ. It may not minimize a risk (which is not even defined). However, it
approximates the component function f ∗j well. When we add up such func-
tions f1,λ+ . . .+fs,λ ∈ H, we get a good approximation of the target function
f ∗F ,P , and thereby a good estimate of the approximation error. This is the
first novelty of the paper.
Theorem 1. Under Assumption 1, we have
D(λ) ≤ Crλr ∀ 0 < λ ≤ 1, (2.4)
where Cr is the constant given by
Cr =
s∑
j=1
(
|L|1‖g∗j‖L2(PXj ) + ‖g∗j‖2L2(PXj )
)
.
2.2 Special bounds for covering numbers in the addi-
tive model
The second condition for our learning rates is about the capacity of the
hypothesis space measured by `2-empirical covering numbers.
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Definition 2. Let G be a set of functions on Z and z = {z1, · · · , zm} ⊂ Z.
For every  > 0, the covering number of G with respect to the empirical
metric d2,z, given by d2,z(f, g) =
{
1
m
∑m
i=1
(
f(zi)− g(zi)
)2}1/2
is defined as
N2,z(G, ) = inf
{
` ∈ N : ∃{fi}`i=1 ⊂ G such that G =
⋃`
i=1
{f ∈ G : d2,z(f, fi) ≤ }
}
and the `2-empirical covering number of G is defined as
N (G, ) = sup
m∈N
sup
z∈Zm
N2,z
(
G, 
)
.
Assumption 2. We assume κ :=
∑s
j=1 supxj∈Xj
√
kj(xj, xj) < ∞ and that
for some ζ ∈ (0, 2), cζ > 0 and every j ∈ {1, . . . , s}, the `2-empirical covering
number of the unit ball of Hj satisfies
logN ({f ∈ Hj : ‖f‖Hj ≤ 1}, ) ≤ cζ (1
)ζ
, ∀  > 0. (2.5)
The second novelty of this paper is to observe that the additive nature
of the hypothesis space yields the following nice bound with a dimension-
independent power exponent for the covering numbers of the balls of the
hypothesis space H, to be proved in Section 4.4.
Theorem 2. Under Assumption 2, for any R ≥ 1 and  > 0, we have
logN ({f ∈ H : ‖f‖H ≤ R}, ) ≤ s1+ζcζ
(
R

)ζ
, ∀ > 0. (2.6)
Remark 1. The bound for the covering numbers stated in Theorem 2 is
special: the power ζ is independent of the number s of the components in the
additive model. It is well-known [8] in the literature of function spaces that
the covering numbers of balls of the Sobolev space W h on the cube [−1, 1]s
of the Euclidean space Rs with regularity index h > s/2 has the following
asymptotic behavior with 0 < ch,s < Ch,s <∞:
ch,s
(
R

)s/h
≤ logN ({f ∈ W h : ‖f‖Wh ≤ R}, ) ≤ Ch,s(R
)s/h
.
Here the power s
h
depends linearly on the dimension s. Similar dimension-
dependent bounds for the covering numbers of the RKHSs associated with
Gaussian RBF-kernels can be found in [44]. The special bound in Theorem 2
demonstrates an advantage of the additive model in terms of capacity of the
additive hypothesis space.
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2.3 Learning rates for quantile regression
The third condition for our learning rates is about the noise level in the
measure P with respect to the hypothesis space. Before stating the general
condition, we consider a special case for quantile regression, to illustrate
our general results. Let 0 < τ < 1 be a quantile parameter. The quantile
regression function fP,τ is defined by its value fP,τ (x) to be a τ -quantile of
P (·|x), i.e., a value u ∈ Y = R satisfying
ρ ({y ∈ Y : y ≤ u}|x) ≥ τ and ρ ({y ∈ Y : y ≥ u}|x) ≥ 1− τ. (2.7)
The regularization scheme for quantile regression considered here takes the
form (1.2) with the loss function L given by the pinball loss as
L(x, y, t) =
{
(1− τ)(t− y), if t > y,
−τ(t− y), if t ≤ y. (2.8)
A noise condition on P for quantile regression is defined in [27, 28] as
follows. To this end, let Q be a probability measure on R and τ ∈ (0, 1).
Then a real number qτ is called τ -quantile of Q, if and only if qτ belongs to
the set
F ∗τ (Q) :=
{
t ∈ R, Q((−∞, t]) ≥ τ and Q([t,∞)) ≥ 1− τ} .
It is well-known that F ∗τ (Q) is a compact interval.
Definition 3. Let τ ∈ (0, 1).
(1) A probability measure Q on R is said to have a τ-quantile of type 2,
if there exist a τ -quantile t∗ ∈ R and a constant bQ > 0 such that, for
all s ∈ [0, 2], we have
Q
(
(t∗ − s, t∗)) ≥ bQs and Q((t∗, t∗ + s)) ≥ bQs . (2.9)
(2) Let p ∈ (0,∞]. We say that a probability measure ρ on X × Y has a
τ-quantile of p-average type 2 if the conditional probability mea-
sure Qx := ρ(·|x) has ρX -almost surely a τ -quantile of type 2 and the
function
γ : X → (0,∞), γ(x) := γρ(·|x) := bρ(·|x) ,
where bρ(·|x) > 0 is the constant defined in part (1), satisfies γ−1 ∈ LpρX .
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One can show that a distribution Q having a τ -quantile of type 2 has
a unique τ -quantile t∗. Moreover, if Q has a Lebesgue density hQ then Q
has a τ -quantile of type 2 if hQ is bounded away from zero on [t
∗ − a, t∗ +
a] since we can use bQ := inf{hQ(t) : t ∈ [t∗ − a, t∗ + a]} in (2.9). This
assumption is general enough to cover many distributions used in parametric
statistics such as Gaussian, Student’s t, and logistic distributions (with Y =
R), Gamma and log-normal distributions (with Y = [0,∞)), and uniform
and Beta distributions (with Y = [0, 1]).
The following theorem, to be proved in Section 4, gives a learning rate
for the regularization scheme (1.2) in the special case of quantile regression.
Theorem 3. Suppose that |y| ≤ |L|0 almost surely for some constant |L|0 >
0, and that each kernel kj is C
∞ with Xj ⊂ Rdj for some dj ∈ N. If Assump-
tion 1 holds with r = 1
2
and P has a τ -quantile of p-average type 2 for some
p ∈ (0,∞], then by taking λ = n− 4(p+1)3(p+2) , for any  > 0 and 0 < δ < 1, with
confidence at least 1− δ we have
RL∗,P (fL,Dn,λ)−R∗L∗,P,F ≤ C˜
(
log
2
δ
+ log
(
log
1

+ 2
))2
n−α(p),(2.10)
where C˜ is a constant independent of n and δ and
α(p) =
2(p+ 1)
3(p+ 2)
. (2.11)
Please note that the exponent α(p) given by (2.11) for the learning rate
in (2.10) is independent of the quantile level τ , of the number s of additive
components in f ∗L∗,F ,P = f
∗
1 + . . .+ f
∗
s , and of the dimensions d1, . . . , ds and
d =
s∑
j=1
dj .
Further note that α(p) ∈ [1
2
, 2
3
), if p ≥ 2, and α(p) → 2
3
if p → ∞. Because
 > 0 can be arbitrarily close to 0, the learning rate, which is independent of
the dimension d and given by Theorem 3, is close to n−2/3 for large values of
p and is close to n−1/2 or better, if p ≥ 2.
2.4 General learning rates
To state our general learning rates, we need an assumption on a variance-
expectation bound which is similar to Definition 3 in the special case of quan-
tile regression.
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Assumption 3. We assume that there exist an exponent θ ∈ [0, 1] and a
positive constant cθ such that∫
Z
{(
L∗(x, y, f(x))− L∗(x, y, f ∗F ,P (x)
)2}
dP (x, y)
≤ cθ (1 + ‖f‖∞)2−θ
{RL∗,P (f)−RL∗,P (f ∗F ,P )}θ , ∀f ∈ F . (2.12)
Remark 2. Assumption 3 always holds true for θ = 0. If the triple (P,F , L)
satisfies some conditions, the exponent θ can be larger. For example, when L
is the pinball loss (2.8) and P has a τ -quantile of p-average type q for some
p ∈ (0,∞] and q ∈ (1,∞) as defined in [26], then θ = min{2
q
, p
p+1
}.
Theorem 4. Suppose that L(x, y, 0) is bounded by a constant |L|0 almost
surely. Under Assumptions 1 to 3, if we take  > 0 and λ = n−β for some
β > 0, then for any 0 < δ < 1, with confidence at least 1− δ we have
RL∗,P (fL,Dn,λ)−R∗L∗,P,F ≤ C˜
(
log
2
δ
+ log
(
log
1

+ 2
))2
n−α(r,β,θ,ζ),
(2.13)
where α(r, β, θ, ζ) is given by
min
{
rβ, 1
2
+ β
(
θ(1+r)
4
− 1−r
2
)
, 4
4−2θ+ζθ − β, (2.14)
2
4−2θ+ζθ − (1−r)β2 , 24−2θ+ζθ − (1−r)β2 −
β(1+r)(1− θ
2
)−1
4
}
and C˜ is constant independent of n or δ (to be given explicitly in the proof).
3 Comparison of learning rates
We now add some theoretical and numerical comparisons on the goodness
of our learning rates with those from the literature. As already mentioned
in the introduction, some reasons for the popularity of additive models are
flexibility, increased interpretability, and (often) a reduced proneness of the
curse of high dimensions. Hence it is important to check, whether the learn-
ing rate given in Theorem 4 under the assumption of an additive model
favourably compares to (essentially) optimal learning rates without this as-
sumption. In other words, we need to demonstrate that the main goal of this
paper is achieved by Theorem 3 and Theorem 4, i.e. that an SVM based
on an additive kernel can provide a substantially better learning rate in high
dimensions than an SVM with a general kernel, say a classical Gaussian RBF
kernel, provided the assumption of an additive model is satisfied.
11
Remark 3. Our learning rate in Theorem 3 is new and optimal in the lit-
erature of SVM for quantile regression. Most learning rates in the litera-
ture of SVM for quantile regression are given for projected output functions
Π|L|0(fL,Dn,λ), while it is well known that projections improve learning rates
[40]. Here the projection operator Π|L|0 is defined for any measurable function
f : X → R by
Π|L|0(f)(x) =

f(x), if |f(x)| ≤ |L|0,
|L|0, if f(x) > |L|0,
−|L|0, if f(x) < −|L|0.
(3.1)
Sometimes this is called clipping. Such results are given in [28, 41]. For
example, under the assumptions that P has a τ -quantile of p-average type 2,
the approximation error condition (2.4) is satisfied for some 0 < r ≤ 1, and
that for some constants a ≥ 1, ξ ∈ (0, 1), the sequence of eigenvalues (λi) of
the integral operator Lk satisfies λi ≤ ai−1/ξ for every i ∈ N, it was shown in
[28] that with confidence at least 1− δ,
RL∗,P
(
Π|L|0(fL,Dn,λ)
)−R∗L∗,P,F ≤ C˜ log 2δn−α,
where
α = min
{
(p+ 1)r
(p+ 2)r + (p+ 1− r)ξ ,
2r
r + 1
}
.
Here the parameter ξ measures the capacity of the RKHS Hk and it plays a
similar role as half of the parameter ζ in Assumption 2. For a C∞ kernel and
r = 1
2
, one can choose ξ and ζ to be arbitrarily small and the above power
index α can be taken as α = min{p+1
p+2
, 2
3
} − .
The learning rate in Theorem 3 may be improved by relaxing Assumption
1 to a Sobolev smoothness condition for f ∗F ,P and a regularity condition for
the marginal distribution PX . For example, one may use a Gaussian kernel
k = k(n) depending on the sample size n and [29] achieve the approximation
error condition (2.4) for some 0 < r < 1. This is done for quantile regression
in [42, 7]. Since we are mainly interested in additive models, we shall not
discuss such an extension.
Example 3. Let s = 2, X1 = X2 = [0, 1] and X = [0, 1]2. Let σ > 0 and the
additive kernel k be given by (1.6) with k1, k2 in Example 1 as
k1(u, v) = k2(u, v) = exp
(
−|u− v|
2
σ2
)
, u, v ∈ [0, 1].
If the function f ∗F ,P is given by (1.9), |y| ≤ |L|0 almost surely for some
constant |L|0 > 0, and P has a τ -quantile of p-average type 2 for some
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p ∈ (0,∞], then by taking λ = n− 4(p+1)3(p+2) , for any  > 0 and 0 < δ < 1, (2.10)
holds with confidence at least 1− δ.
Remark 4. It is unknown whether the above learning rate can be derived
by existing approaches in the literature (e.g. [28, 29, 41, 42, 7]) even after
projection. Note that the kernel in the above example is independent of the
sample size. It would be interesting to see whether there exists some r > 0
such that the function f defined by (1.9) lies in the range of the operator LrkΠ.
The existence of such a positive index would lead to the approximation error
condition (2.4), see [25, 31].
Let us now add some numerical comparisons on the goodness of our learn-
ing rates given by Theorem 4 with those given by [7]. Their Corollary 4.12
gives (essentially) minmax optimal learning rates for (clipped) SVMs in the
context of nonparametric quantile regression using one Gaussian RBF kernel
on the whole input space under appropriate smoothness assumptions of the
target function. Let us consider the case that the distribution P has a τ -
quantile of p-average type 2, where p =∞, and assume that both Corollary
4.12 in [7] and our Theorem 4 are applicable. I.e., we assume in particu-
lar that P is a probability measure on X × Y := Rd × [−1,+1] and that
the marginal distribution PX has a Lebesgue density g ∈ Lw(Rd) for some
w ≥ 1. Furthermore, suppose that the optimal decision function f ∗L∗,F ,P
has (to make Theorem 4 applicable with r ∈ (0, 1
2
]) the additive structure
f ∗L∗,F ,P = f
∗
1 + . . . + f
∗
s with each f
∗
j as stated in Assumption 1, where
Xj = Rdj and d :=
∑s
j=1 dj, with minimal risk R∗L∗,P,F and additionally
fulfills (to make Corollary 4.12 in [7] applicable)
f ∗L∗,P,F ∈ L2(Rd) ∩ L∞(Rd) ∩Bα2s,∞(Rd)
where s := w
w−1 ∈ [1,∞] and Bα2s,∞(Rd) denotes a Besov space with smooth-
ness parameter α ≥ 1. The intuitive meaning of α is, that increasing values
of α correspond to increased smoothness. We refer to [8, p. 25-27 and
p. 44] for details on Besov spaces. It is well-known that the Besov space
Bαp,q(Rd) contains the Sobolev space Wαp (Rd) for α ∈ N, p ∈ (1,∞), and
max{p, 2} ≤ q ≤ ∞, and that Wα2 (Rd) = Bα2,2(Rd). We mention that if all
kj are suitably chosen Wendland kernels, their reproducing kernel Hilbert
spaces Hj are Sobolev spaces, see [39, Thm. 10.35, p. 160]. Furthermore,
we use the same sequence of regularizing parameters as in [7, Cor. 4.9, Cor.
4.12], i.e.,
λn = c1n
−βES(d,α,θ) , where βES(d, α, θ) :=
2α + d
2α(2− θ) + d, n ∈ N, (3.2)
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where d ∈ N, α ≥ 1, θ ∈ [0, 1], and c1 is some user-defined positive constant
independent of n ∈ N. For reasons of simplicity, let us fix c1 = 1. Then [7,
Cor. 4.12] gives learning rates for the risk of SVMs for τ -quantile regression,
if a single Gaussian RBF-kernel on X ⊂ Rd is used for τ -quantile functions
of p-average type 2 with p =∞, which are of order
c2n
−αES(d,α), where αES(d, α) =
2α
2α + d
.
Hence the learning rate in Theorem 3 is better than the one in [7, Cor. 4.12]
in this situation, if
α(r, βES(d, α, θ), θ, ζ) > αES(d, α) ,
provided the assumption of the additive model is valid. Table 1 lists the
values of α(r, βES(d, α, θ), θ, ζ) from (2.14) for some finite values of the di-
mension d, where α ∈ [1,∞). All of these values of α(r, βES(d, α, θ), θ, ζ) are
positive with the exceptions if θ = 0 or ζ → 2. This is in contrast to the
corresponding exponent in the learning rate by [7, Cor. 4.12], because
lim
d→∞
αES(d, α) = lim
d→∞
2α
2α + d
= 0, ∀α ∈ [1,∞).
Table 2 and Figures 1 to 2 give additional information on the limit
limd→∞ α(r, βES(d, α, θ), θ, ζ). Of course, higher values of the exponent indi-
cates faster rates of convergence. It is obvious, that an SVM based on an
additive kernel has a significantly faster rate of convergence in higher dimen-
sions d compared to SVM based on a single Gaussian RBF kernel defined
on the whole input space, of course under the assumption that the additive
model is valid. The figures seem to indicate that our learning rate from The-
orem 4 is probably not optimal for small dimensions. However, the main
focus of the present paper is on high dimensions.
We now briefly comment on the goodness of the learning rate provided by
Theorem 3. Let us assume that the distribution P on X ×Y := Rd× [−1,+1]
has a τ -quantile of p-average type q = 2 for some p ∈ (1,∞]. Furthermore,
consider the sequence of regularizing parameters
λ := c1n
−βES(d,α,θ) , with βES(d, α, θ) :=
2α + d
2α(2− θ) + d ,
where c1 > 0, α ≥ 1, and θ ∈ [0, 1]. For reasons of simplicity, we set c1 = 1.
Under the assumptions of Corollary 4.9 in [7], the learning rate for the risk
14
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Figure 1: Plots of the exponents limd→∞ α(r, βES(d, α, θ), θ, ζ) from Theorem
4 (thick curve) and [7, Cor. 4.12] (thin curve) versus the dimension d, if
the regularizing parameter λ = λn is chosen in an optimal manner for the
nonparametric setup, i.e. λn = n
−(2α+d)/(2α(2−θ)+d) with α = 1. We set
θ = 0.5 and ζ = 1.
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Figure 2: Similar to Figure 1, but for α = 10.
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θ ∈ [0, 1] ζ ∈ (0, 2) limd→∞ αES(d, α) limd→∞ α(r, βES(d, α, θ), θ, ζ)
from [7, Cor. 4.12] from Thm. 4
> 0 fixed 0 positive
1 1 0 min{r, 1/3}
1 3/2 0 min{r, 1/7}
1/2 1 0 min{r, 1/7}
0 fixed 0 0
∈ [0, 1] → 2 0 0
Table 1: The table lists the limits of the exponents limd→∞ αES(d, α) from [7,
Cor. 4.12] and limd→∞ α(r, βES(d, α, θ), θ, ζ) from Theorem 4, respectively,
if the regularizing parameter λ = λn is chosen in an optimal manner for the
nonparametric setup, i.e. λn = n
−βES(d,α,θ), with βES(d, α, θ)→ 1 for d→∞
and α ∈ [1,∞). Recall that r ∈ (0, 1
2
].
of SVMs for τ -quantile regression, when a single Gaussian RBF-kernel on
X = Rd is used, is then of order
c2n
−αES(d,α,θ), where αES(d, α, θ) =
2α
2α(2− θ) + d ,
where c2 > 0 is a constant independent of n. If α, θ, and p are chosen such
that 2α+d
2α(2−θ)+d =
4(p+1)
3(p+2)
is fulfilled with d ∈ N, we can make a fair comparison
between the learning rates given by [7, Cor. 4.9] and by Theorem 3, respec-
tively. Obviously, the learning rate given in Theorem 3 favourably compares
to the one given by [7, Cor. 4.9] for high dimensions d, if the assumption of
an additive model is satisfied, because the exponent α(p) = 2(p+1)
3(p+2)
in The-
orem 3 is positive and independent of d ∈ N, whereas αES(d, α, θ) → 0, if
d→∞.
Summarizing, the following conclusion seems to be fair. If an additive
model is valid and the dimension d of X = Rd is high, then it makes sense
to use an additive kernel, because (i) from a theoretical point of view: faster
rate of convergence, (ii) from the big data point of view: the same accuracy
of estimating the risk can in principle be achieved already with much smaller
data sets, (iii) from an applied point of view: increased interpretability and
flexibility.
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r θ ζ limd→∞ α(r, βES(d, α, θ), θ, ζ)
0.5 1 0.1 0.5
1 0.333
1.9 0.026
0.5 0.5 0.1 0.311
1 0.143
1.9 0.013
0.5 0.1 0.1 0.05
1 0.026
1.9 0.003
0.25 1 0.1 0.25
1 0.25
1.9 0.026
0.25 0.5 0.1 0.25
1 0.143
1.9 0.013
0.25 0.1 0.1 0.05
1 0.026
1.9 0.003
0.1 1 0.1 0.1
1 0.1
1.9 0.026
0.1 0.5 0.1 0.1
1 0.1
1.9 0.013
0.1 0.1 0.1 0.05
1 0.026
1.9 0.003
Table 2: The table lists the limits of the exponents
limd→∞ α(r, βES(d, α, θ), θ, ζ) from Theorem 4, if the regularizing pa-
rameter λ is chosen in optimal manner for the nonparametric setup, i.e.
λ = n−(2α+d)/(2α(2−θ)+d) with α ∈ [1,∞) and θ ∈ [0, 1], see [7, Cor. 4.12].
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4 Proofs
This section contains all the proofs of this paper. As some of the results may
be interesting in their own, we treat the topics estimation of the approxi-
mation error, the proof of the somewhat surprising assertion in Example 1,
sample error estimates, and the proofs of our learning rates from Section 2
in different subsections.
4.1 Estimating the approximation error
To carry out our analysis, we need an error decomposition framework.
Lemma 1. There holds
RL∗,P (fL,Dn,λ)−R∗L∗,P,F + λ‖fL,Dn,λ‖2H ≤ S +D(λ), (4.1)
where the terms are defined as
S = {RL∗,P (fL,Dn,λ)−RL∗,Dn(fL,Dn,λ)}
+ {RL∗,Dn(fL,P,λ)−RL∗,P (fL,P,λ)} , (4.2)
D(λ) = RL∗,P (fL,P,λ)−R∗L∗,P,F + λ‖fL,P,λ‖2H . (4.3)
Proof. We compare the risk with the empirical risk and write RL∗,P (fL,Dn,λ)
as {RL∗,P (fL,Dn,λ)−RL∗,Dn(fL,Dn,λ)} + RL∗,Dn(fL,Dn,λ). Then we add and
subtract a term involving the function fL,P,λ to find
RL∗,P (fL,Dn,λ)−R∗L∗,P,F + λ‖fL,Dn,λ‖2H
= {RL∗,P (fL,Dn,λ)−RL∗,Dn(fL,Dn,λ)}
+
{(RL∗,Dn(fL,Dn,λ) + λ‖fL,Dn,λ‖2H)− (RL∗,Dn(fL,P,λ) + λ‖fL,P,λ‖2H)}
+ {RL∗,Dn(fL,P,λ)−RL∗,P (fL,P,λ)}
+
{RL∗,P (fL,P,λ)−R∗L∗,P,F + λ‖fL,P,λ‖2H} .
But (RL∗,Dn(fL,Dn,λ) + λ‖fL,Dn,λ‖2H) − (RL∗,Dn(fL,P,λ) + λ‖fL,P,λ‖2H) ≤ 0 by
the definition of fL,Dn,λ. Then the desired statement is proved.
In the error decomposition (4.1), the first term S is called sample error
and will be dealt with later on. The second term D(λ) is the approximation
error which can be stated equivalently by Definition 1.
In this section we estimate the approximation error based on Assumption
1. Our estimation is based on the following lemma which is proved by the
same method as that in [25]. Recall that the integral operator Lkj is a positive
operator on L2(PXj), hence Lkj + λI is invertible.
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Lemma 2. Let j ∈ {1, . . . , s} and 0 < r ≤ 1
2
. Assume f ∗j = L
r
kj
(g∗j ) for
some g∗j ∈ L2(PXj). Define an intermediate function fj,λ on Xj by
fj,λ = (Lkj + λI)
−1Lkj(f
∗
j ). (4.4)
Then we have
‖fj,λ − f ∗j ‖2L2(PXj ) + λ‖fj,λ‖
2
kj
≤ λ2r‖g∗j‖2L2(PXj ). (4.5)
Proof. If {(λi, ψi)}i≥1 are the normalized eigenpairs of the integral operator
Lkj , then the system {
√
λiψi : λi > 0} is orthogonal in Hj.
Write g∗j =
∑
i≥1 diψi with ‖{di}‖`2 = ‖g∗j‖L2(PXj ) < ∞. Then f ∗j =∑
i≥1 λ
r
idiψi and
fj,λ − f ∗j =
(
Lkj + λI
)−1
Lkj(f
∗
j )− f ∗j = −
∑
i≥1
λ
λi + λ
λridiψi.
Hence
‖fj,λ−f ∗j ‖2L2(PXj ) =
∑
i≥1
(
λ
λi + λ
λridi
)2
= λ2r
∑
i≥1
(
λ
λi + λ
)2(1−r)(
λi
λi + λ
)2r
d2i .
Also,
‖fj,λ‖2kj =
∥∥∥∥∥∑
i≥1
λi
λi + λ
λridiψi
∥∥∥∥∥
2
kj
=
∥∥∥∥∥∑
i≥1
λ
1
2
+r
i
λi + λ
di
√
λiψi
∥∥∥∥∥
2
kj
=
∑
i≥1
λ1+2ri
(λi + λ)2
d2i .
Therefore, we have
‖fj,λ − f ∗j ‖2L2(PXj ) + λ‖fj,λ‖
2
kj
= λ2r
∑
i≥1
{(
λ
λi + λ
)2(1−r)(
λi
λi + λ
)2r
+
(
λ
λi + λ
)1−2r(
λi
λi + λ
)1+2r}
d2i
≤ λ2r
∑
i≥1
{
λ
λi + λ
+
λi
λi + λ
}
d2i = λ
2r‖{di}‖2`2 = λ2r‖g∗j‖2L2(PXj ).
This proves the desired bound.
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4.2 Proof of Theorem 1
Proof of Theorem 1. Observe that fj,λ ∈ Hj. So f1,λ + . . .+ fs,λ ∈ H and by
the definition of the approximation error, we have
D(λ) ≤ RL∗,P (f1,λ + . . .+ fs,λ)−R∗L∗,P,F + λ‖f1,λ + . . .+ fs,λ‖2H .
But
R∗L∗,P,F = RL∗,P (f ∗F ,P ) = RL∗,P (f ∗1 + . . .+ f ∗s )
according to Assumption 1. Using the inequality in (1.5), we obtain
D(λ) ≤ RL∗,P (f1,λ + . . .+ fs,λ)−RL∗,P (f ∗1 + . . .+ f ∗s ) + λ
s∑
j=1
‖fj,λ‖2Hj .
Applying the Lipschitz property (1.1), the excess risk term can be estimated
as
RL∗,P (f1,λ + . . .+ fs,λ)−RL∗,P (f ∗1 + . . .+ f ∗s )
=
∫
Z
L∗ (x, y, f1,λ(x1) + . . .+ fs,λ(xs)) dP (x, y)
−
∫
Z
L∗ (x, y, f ∗1 (x1) + . . .+ f
∗
s (xs)) dP (x, y)
≤
∫
Z
|L|1
∣∣∣ s∑
j=1
fj,λ(xj)−
s∑
j=1
f ∗j (xj)
∣∣∣dP (x, y)
≤ |L|1
s∑
j=1
∫
Xj
∣∣fj,λ(xj)− f ∗j (xj)∣∣ dPXj(xj) .
But∫
Xj
∣∣fj,λ(xj)− f ∗j (xj)∣∣ dPXj(xj) = ‖fj,λ − f ∗j ‖L1(PXj ) ≤ ‖fj,λ − f ∗j ‖L2(PXj ).
The bound (4.5) implies the following two inequalities
‖fj,λ − f ∗j ‖2L2(PXj ) ≤ λ
2r‖g∗j‖2L2(PXj ) (4.6)
and
λ‖fj,λ‖2kj ≤ λ2r‖g∗j‖2L2(PXj ). (4.7)
Taking square roots on both sides in (4.6) yields
D(λ) ≤
s∑
j=1
(
|L|1‖fj,λ − f ∗j ‖L2(PXj ) + λ‖fj,λ‖2Hj
)
.
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This together with (4.7) and Lemma 2 gives
D(λ) ≤
s∑
j=1
{
|L|1λr‖g∗j‖L2(PXj ) + λ2r‖g∗j‖2L2(PXj )
}
and completes the proof of the statement.
4.3 Proof of the assertion in Example 1
Proof of Example 1. The function f can be written as f = f1 + 0 where f1
is a function on X1 given by f1(x1, x′1) = k1(x1, 0) ∈ H1. So f ∈ H.
Now we prove (1.10). Assume to the contrary that f ∈ HkΠ . We apply a
characterization of the RKHS HkΠ given in [20, Thm. 1] as
HkΠ =
f = e− ‖x‖2σ2
∞∑
|α|=0
wαx
α : ‖f‖2K =
∞∑
`=0
`!
(2/σ2)`
∑
|α|=`
w2α
C`α
<∞
 , (4.8)
where ‖x‖2 = |x1|2 + |x2|2 and C`α = `!α1!α2! for α = (α1, α2) ∈ Z2+. Since
f ∈ HkΠ , we have
f (x1, x2) = exp
{
−|x1|
2
σ2
}
= e−
|x1|2+|x2|2
σ2
∞∑
|α|=0
wαx
α
where the coefficient sequence {wα : α ∈ Z2+} satisfies
‖f‖2K =
∞∑
`=0
`!
(2/σ2)`
∑
|α|=`
w2α
C`α
<∞.
It follows that
exp
{ |x2|2
σ2
}
=
∞∑
m=0
1
m!
( |x2|2
σ2
)m
=
∞∑
|α|=0
wαx
α.
Hence
wα =
{
1
m!σ2m
, if α = (0, 2m) with m ∈ Z+,
0, otherwise,
and
‖f‖2K =
∞∑
m=0
(2m)!
(2/σ2)2m
w2(0,2m)
C2m(0,2m)
=
∞∑
m=0
(2m)!
(2/σ2)2m
(
1
m!σ2m
)2
=
∞∑
m=0
(2m)!
22m(m!)2
.
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Finally we apply the Stirling’s approximation:
√
2pim
(m
pi
)m
≤ m! ≤ e√
2pi
√
2pim
(m
pi
)m
,
and find
‖f‖2K =
∞∑
m=0
(2m)!
22m(m!)2
≥
∞∑
m=0
√
2pi(2m)
(
2m
pi
)2m
22m
(
e√
2pi
√
2pim
(
m
pi
)m)2 =
∞∑
m=0
2
√
pi
e2
√
m
=∞.
This is a contradiction. Therefore, f 6∈ HkΠ . This proves the conclusion in
Example 1.
4.4 Sample error estimates
In this subsection we bound the sample error S defined by (4.2) by Assump-
tion 3. It can first be decomposed in two terms:
S = S1 + S2, (4.9)
where
S1 =
{RL∗,P (fL,Dn,λ)−RL∗,P (f ∗F ,P )}
−{RL∗,Dn(fL,Dn,λ)−RL∗,Dn(f ∗F ,P )} , (4.10)
S2 =
{RL∗,Dn(fL,P,λ)−RL∗,Dn(f ∗F ,P )}
−{RL∗,P (fL,P,λ)−RL∗,P (f ∗F ,P )} . (4.11)
The second term S2 can be bounded easily by the Bernstein inequality.
Lemma 3. Under Assumptions 1 and 3, for any 0 < λ ≤ 1 and 0 < δ < 1,
with confidence 1− δ
2
, we have
S2 ≤ C ′1 log
2
δ
max
{
λ
r−1
2
n
,
λ
r−1
2
+
θ(r+1)
4√
n
}
, (4.12)
where C ′1 is a constant independent of δ, n or λ and given explicitly in the
proof, see (4.13).
Proof. Consider the random variable ξ on (Z,B(Z)) defined by
ξ(x, y) = L∗(x, y, fL,P,λ(x))− L∗(x, y, f ∗F ,P (x)), z = (x, y) ∈ Z.
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Here B(Z) denotes the Borel-σ-algebra. Recall our notation for the constant
κ :=
∑s
j=1 supxj∈Xj
√
kj(xj, xj) ≥
√‖k‖∞. By Assumption 1 and Assump-
tion 3, ‖f ∗F ,P‖L∞(PX ) <∞ and by Theorem 1,
‖fL,P,λ‖L∞(PX ) ≤ κ‖fL,P,λ‖H ≤ κ
√
D(λ)/λ ≤ κ
√
Crλ
r−1
2 < ∞.
This in connection with the Lipschitz condition (1.1) for L tells us that the
random variable ξ is bounded by
Bλ := |L|1
(
‖f ∗F ,P‖L∞(PX ) + κ
√
Crλ
r−1
2
)
.
By Assumption 3, we also know that its variance σ2(ξ) can be bounded
as
σ2(ξ) ≤
∫
Z
(ξ(x, y))2 dP (x, y)
≤ cθ
(
1 + ‖fL,P,λ‖L∞(PX )
)2−θ {RL∗,P (fL,P,λ)−RL∗,P (f ∗F ,P )}θ
≤ cθ
(
1 + κ
√
Crλ
r−1
2
)2−θ
{Crλr}θ ≤ cθ
(
1 + κ
√
Cr
)2−θ
Cθrλ
r−1+ θ(r+1)
2 .
Now we apply the one-sided Bernstein inequality to ξ which asserts that, for
all  > 0,
Prob
(
1
n
n∑
i=1
ξ(zi)− E(ξ) > 
)
≤ exp
(
− n
2
2
(
σ2(ξ) + 1
3
Bλ
)).
Solving the quadratic equation
n2
2
(
σ2(ξ) + 1
3
Bλ
) = log 2
δ
for  > 0, we see that with confidence 1− δ
2
, we have
1
n
n∑
i=1
ξ(zi)− E(ξ) ≤
1
3
Bλ log
2
δ
+
√(
1
3
Bλ log
2
δ
)2
+ 2nσ2(ξ) log 2
δ
n
≤ 2Bλ log
2
δ
3n
+
√
2 log 2
δ
n
σ2(ξ) ≤ C ′1 log
2
δ
max
{
λ
r−1
2
n
,
λ
r−1
2
+
θ(r+1)
4√
n
}
,
where C ′1 is the constant given by
C ′1 = |L|1
(
‖f ∗F ,P‖L∞(PX ) + κ
√
Cr
)
+
√
2cθ
(
1 + κ
√
Cr
)1− θ
2
C
θ
2
r . (4.13)
But 1
n
∑n
i=1 ξ(zi)− E(ξ) = S2. So our conclusion follows.
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The term S1 involves the function fL,Dn,λ which varies with the sample.
Hence we need a concentration inequality to bound this term. We shall do
so by applying the following concentration inequality [41] to the function set
G = {L∗(x, y, f(x))− L∗(x, y, f ∗F ,P (x)) : f ∈ H with ‖f‖H ≤ R} (4.14)
parameterized by the radius R involving the `2-empirical covering numbers
of the function set.
Proposition 1. [41, Prop. 6] Let G be a set of measurable functions on Z,
and B, c > 0, θ ∈ [0, 1] be constants such that each function f ∈ G satisfies
‖f‖∞ ≤ B and E(f 2) ≤ c(Ef)θ. If for some a > 0 and p ∈ (0, 2),
sup
`∈N
sup
z∈Z`
logN2,z(G, ) ≤ a−p, ∀ > 0,
then there exists a constant c′p depending only on p such that for any t > 0,
with probability at least 1− e−t, there holds
Ef − 1
n
n∑
i=1
f(zi) ≤ 1
2
η1−θ(Ef)θ + c′pη + 2
(ct
n
)1/(2−θ)
+
18Bt
n
, ∀f ∈ G,
where
η := max
{
c
2−p
4−2θ+pθ
(a
n
) 2
4−2θ+pθ
, B
2−p
2+p
(a
n
) 2
2+p
}
.
Lemma 4. Under Assumptions 2 and 3, for any R ≥ 1, 0 < λ ≤ 1 and
0 < δ < 1, with confidence 1− δ
2
, we have{RL∗,P (f)−RL∗,P (f ∗F ,P )}− {RL∗,Dn(f)−RL∗,Dn(f ∗F ,P )}
≤ C ′2R1−θn−
2(1−θ)
4−2θ+ζθ
(RL∗,P (f)−RL∗,P (f ∗F ,P ))θ
+C ′′2 log
2
δ
Rn−
2
4−2θ+ζθ , ∀‖f‖H ≤ R, (4.15)
where C ′2, C
′′
2 are constants independent of R, δ, n or λ and given explicitly in
the proof. In particular, C ′2 =
1
2
when θ = 1.
Proof. Consider the function set G defined by (4.14). Each function takes the
form g(x, y) = L∗(x, y, f(x))− L∗(x, y, f ∗F ,P (x)) with ‖f‖H ≤ R. It satisfies
‖g‖∞ ≤ |L|1‖f − f ∗F ,P‖∞ ≤ |L|1
(
κ+ ‖f ∗F ,P‖L∞(PX )
)
R =: B
and by Assumption 3 and the condition R ≥ 1,
E(g2) ≤ (1 + κ)2−θcθR2−θ(Eg)θ.
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Moreover, the Lipschitz property (1.1) and Lemma 2 imply that for any  > 0
there holds
sup
`∈N
sup
z∈Z`
logN2,z(G, ) ≤ logN
(
{f ∈ H : ‖f‖H ≤ R}, |L|1
)
≤ scζ
(
s|L|1R

)ζ
.
Thus all the conditions of Proposition 1 are satisfied with p = ζ and we see
that with confidence at least 1− δ
2
, there holds
Eg − 1
n
n∑
i=1
g(zi) ≤ 1
2
η1−θ(Eg)θ + c′ζη + 2
(c log(2/δ)
n
)1/(2−θ)
+
18B log(2/δ)
n
, ∀g ∈ G, (4.16)
where c = (1 + κ)2−θcθR2−θ, a = scζ (s|L|1R)ζ and
η = max
{
c
2−ζ
4−2θ+ζθ
(a
n
) 2
4−2θ+ζθ
, B
2−ζ
2+ζ
(a
n
) 2
2+ζ
}
.
But
Eg = RL∗,P (f)−RL∗,P (f ∗F ,P )
and
1
n
n∑
i=1
g(zi) = RL∗,Dn(f)−RL∗,Dn(f ∗F ,P ).
Notice from the inequality 4− 2θ + ζθ ≥ 2 + ζ that
η ≤ C ′3Rn−
2
4−2θ+ζθ ,
where C ′3 is the constant given by
C ′3 : = ((1 + κ)
2−θcθ)
2−ζ
4−2θ+ζθ
(
scζ(s|L|1)ζ
) 2
4−2θ+ζθ
+
(|L|1 (κ+ ‖f ∗F ,P‖L∞(PX ))) 2−ζ2+ζ (scζ(s|L|1)ζ) 22+ζ .
Then our desired bound holds true with the constants given by
C ′′2 = max
{
1
2
(C ′3)
1−θ, c′ζC
′
3, 2(1 + κ)(cθ)
1/(2−θ) + 18|L|1
(
κ+ ‖f ∗F ,P‖L∞(PX )
)}
and
C ′2 =
{
C ′′2 , if 0 ≤ θ < 1,
1
2
, if θ = 1.
Here the case θ = 1 can be seen directly from (4.16). This completes the
proof.
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Combining all the above results yields the following error bounds. For
R ≥ 1, we denote a sample set
W(R) = {z ∈ Zn : ‖fL,Dn,λ‖H ≤ R} . (4.17)
Proposition 2. Under Assumptions 1 to 3, let R ≥ 1, 0 < λ ≤ 1 and
0 < δ < 1. Then there exists a subset VR of Zn with probability at most δ
such that
RL∗,P (fL,Dn,λ)−R∗L∗,P,F + λ‖fL,Dn,λ‖2H
≤ C ′2R1−θn−
2(1−θ)
4−2θ+ζθ
(RL∗,P (fL,Dn,λ)−RL∗,P (f ∗F ,P ))θ
+C ′1 log
2
δ
max
{
λ
r−1
2
n
,
λ
r−1
2
+
θ(r+1)
4√
n
}
+C ′′2 log
2
δ
Rn−
2
4−2θ+ζθ + Crλ
r, ∀z ∈ W(R) \ VR. (4.18)
To apply the above analysis we need a radius R which bounds the norm
of the function fL,Dn,λ.
Lemma 5. If L(x, y, 0) is bounded by a constant |L|0 almost surely, then we
have almost surely
‖fL,Dn,λ‖H ≤
√
|L|0/λ.
Proof. By the definition of the function fL,Dn,λ, we have
RL∗,Dn(fL,Dn,λ) + λ‖fL,Dn,λ‖2H ≤ RL∗,Dn(0) + λ‖0‖2H = 0.
Hence we have almost surely
λ‖fL,Dn,λ‖2H ≤ −RL∗,Dn(fL,Dn,λ) ≤
1
n
n∑
i=1
L(xi, yi, 0) ≤ |L|0.
Then our desired bound follows.
Applying Proposition 2 to R =
√|L|0/λ gives a learning rate. But we
can do better by an iteration technique. However, we will first give the proof
of Theorem 2.
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4.5 Proofs of the main results in Section 2
Proof of Theorem 2. By the definition of the `2-empirical covering number,
for every j ∈ {1, . . . , s} and x(j) ∈ (Xj)n, there exists a set of functions
{f (j)i : i = 1, . . . ,N (j)} with N (j) = N
({f ∈ Hj : ‖f‖Hj ≤ 1}, ) such that
for every f (j) ∈ Hj with ‖f (j)‖Hj ≤ 1 we can find some ij ∈ {1, . . . ,N (j)}
satisfying d2,x(j)(f
(j), f
(j)
ij
) ≤ .
Now every function f ∈ H with ‖f‖H ≤ 1 can be written as f = f (1) +
. . .+f (s) with ‖f (j)‖Hj ≤ 1. Also, every x = (x`)n`=1 ∈ (X )n can be expressed
as x` =
(
x
(1)
` , . . . , x
(s)
`
)
with x(j) = (x
(j)
` )
n
`=1 ∈ (Xj)n. By taking the function
fi1,...,is = f
(1)
i1
+ . . .+ f
(s)
is
, we see that
d2,x (f, fi1,...,is) =
{
1
n
n∑
`=1
(
f(x`)− fi1,...,is(x`)
)2}1/2
=
{ 1
n
n∑
`=1
((
f (1)(x
(1)
` ) + . . .+ f
(s)(x
(s)
` )
)
−
(
f
(1)
i1
(x
(1)
` ) + . . .+ f
(s)
is
(x
(s)
` )
))2}1/2
≤
s∑
j=1
{ 1
n
n∑
`=1
(
f (j)(x
(j)
` )− f (j)ij (x
(j)
` )
)2}1/2
=
s∑
j=1
d2,x(j)
(
f (j), f
(j)
ij
)
≤ s.
The number of functions of the form fi1,...,is is Π
s
j=1N (j). Therefore,
logN ({f ∈ H : ‖f‖H ≤ 1}, s) ≤
s∑
j=1
logN ({f ∈ Hj : ‖f‖Hj ≤ 1}, )
≤ scζ
(
1

)ζ
.
Then our desired statement follows by scaling R to 1.
We are now in a position to prove our main results stated in Section 2.
Theorem 4 is proved by applying Proposition 2 iteratively. The iteration
technique for analyzing regularization schemes has been well developed in
the literature [29, 41, 12, 13].
Proof of Theorem 4. Take R[0] = max{√|L|0, 1} 1√λ . Lemma 5 tells us that
W(R[0]) = Zn. We apply an iteration technique with a sequence of radii
{R[`] ≥ 1}`∈N to be defined below.
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Apply Proposition 2 to R = R[`], and when 0 ≤ θ < 1, apply the elemen-
tary inequality
1
q
+
1
q∗
= 1 with q, q∗ > 1 =⇒ a · b ≤ 1
q
aq +
1
q∗
bq
∗
, ∀a, b ≥ 0
with q = 1
θ
, q∗ = 1
1−θ and
a = 2−θ
(RL∗,P (fL,Dn,λ)−RL∗,P (f ∗F ,P ))θ , b = 2θC ′2R1−θn− 2(1−θ)4−2θ+ζθ .
We know that there exists a subset VR[`] of Zn with measure at most δ such
that
RL∗,P (fL,Dn,λ)−R∗L∗,P,F + λ‖fL,Dn,λ‖2H
≤ 1
2
{RL∗,P (fL,Dn,λ)−RL∗,P (f ∗F ,P )}
+
(
2θC ′2
) 1
1−θ R[`]n−
2
4−2θ+ζθ
+C ′1 log
2
δ
max
{
λ
r−1
2
n
,
λ
r−1
2
+
θ(r+1)
4√
n
}
+C ′′2 log
2
δ
R[`]n−
2
4−2θ+ζθ + Crλ
r, ∀z ∈ W(R[`]) \ VR[`] .
It follows that when λ = n−β for some β > 0, we have
RL∗,P (fL,Dn,λ)−R∗L∗,P,F+λ‖fL,Dn,λ‖2H ≤ max
{
an,δR
[`], bn,δ
}
, ∀z ∈ W(R[`])\VR[`] ,
(4.19)
where
an,δ :=
{
4
(
2θC ′2
) 1
1−θ + 4C ′′2
}
log
2
δ
n−
2
4−2θ+ζθ
and
bn,δ := {4C ′1 + 4Cr} log
2
δ
n−α
′
with
α′ := min
{
1
2
+ β
(
θ(1 + r)
4
− 1− r
2
)
, rβ
}
.
Thus we have
‖fL,Dn,λ‖H ≤ max
{
n
β
2
√
an,δ
√
R[`], n
β
2
√
bn,δ
}
, ∀z ∈ W(R[`]) \ VR[`] .
Hence
W(R[`]) ⊆ W(R[`+1]) ∪ VR[`] , (4.20)
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after we define the sequence of radii {R[`] ≥ 1}`∈N by
R[`+1] = max
{
n
β
2
√
an,δ
√
R[`], n
β
2
√
bn,δ, 1
}
. (4.21)
For any positive integer J ∈ N, we have
Zm =W(R[0]) ⊆ W(R) ∪ VR[0] ⊆ . . . ⊆ W(R[J ]) ∪
(∪J−1`=0 VR[`]) ,
which tells us that the set W(R[J ]) has measure at least 1− Jδ. We also see
iteratively from the definition (4.21) that
R[J ] ≤ max
{
n
β
2
√
an,δ
√
R[J−1], n
β
2
√
bn,δ, 1
}
≤ . . .
≤ max
{(
n
β
2
√
an,δ
)1+ 1
2
+...+ 1
2J−1 (
R[0]
) 1
2J , n
β
2
√
bn,δ, 1, . . . ,(
n
β
2
√
an,δ
)1+ 1
2
+...+ 1
2J−1
(
max
{
n
β
2
√
bn,δ, 1
}) 1
2J−1
}
≤
{
4
(
2θC ′2
) 1
1−θ + 4C ′′2 + 4C
′
1 + 4Cr + 1
}
max{
√
|L|0, 1} log 2
δ
nα
′′
,
where
α′′ = max
{(
2− 1
2J−1
)(
β
2
− 1
4− 2θ + ζθ
)
+
β
2J+1
,
β
2
− α
′
2
,(
β
2
− 1
4− 2θ + ζθ
)
1
2
(
β
2
− α
′
2
)
, . . . ,(
2− 1
2J−1
)(
β
2
− 1
4− 2θ + ζθ
)
+
1
2J−1
(
β
2
− α
′
2
)}
≤ max
{
β − 2
4− 2θ + ζθ ,
β
2
− α
′
2
}
+
1
2J
= max
{
β − 2
4− 2θ + ζθ ,
(1− r)β
2
,
(1− r)β
2
+
β(1 + r)(1− θ
2
)− 1
4
}
+
1
2J
.
Denote
α′′′ = max
{
β − 2
4− 2θ + ζθ ,
(1− r)β
2
,
(1− r)β
2
+
β(1 + r)(1− θ
2
)− 1
4
}
and the constant
C3 =
{
4
(
2θC ′2
) 1
1−θ + 4C ′′2 + 4C
′
1 + 4Cr
}
max{
√
|L|0, 1}.
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Choose J to be the smallest positive integer greater than or equal to log2
1

.
Then 1
2J
≤  and
R[J ] ≤ C3 log 2
δ
nα
′′′+.
Applying (4.19) to ` = J , we know that for every z ∈ W(R[J ]) \ VR[J] , there
holds
RL∗,P (fL,Dn,λ)−R∗L∗,P,F ≤ max
{
an,δR
[J ], bn,δ
}
≤
(
C3
{
4
(
2θC ′2
) 1
1−θ + 4C ′′2
}
+ {4C ′1 + 4Cr}
)(
log
2
δ
)2
n−min{ 24−2θ+ζθ−α′′′, α′}.
Since the set W(R[J ]) has measure at least 1 − Jδ while the set VR[J] has
measure at most δ, we know that with confidence at least 1− (J + 1)δ,
RL∗,P (fL,Dn,λ)−R∗L∗,P,F ≤ C˜
(
log
2
δ
)2
m−α,
where
α = min
{
2
4− 2θ + ζθ − α
′′′, α′
}
and
C˜ =
(
C3
{
4
(
2θC ′2
) 1
1−θ + 4C ′′2
}
+ {4C ′1 + 4Cr}
)
.
Scaling Jδ to δ, and expressing α explicitly, we see that the conclusion of
Theorem 4 holds true.
It only remains to prove Theorem 3. We will do so by showing that
Theorem 3 is a special case of Theorem 4.
Proof of Theorem 3. Since P has a τ -quantile of p-average type 2 for some
p ∈ (0,∞], we know from [27] that Assumption 3 holds true with θ = p
p+1
.
Since Xj ⊂ Rdj and kj ∈ C∞(Xj × Xj), we know from [44] that Assumption
2 holds true for an arbitrarily small ζ > 0. By inserting r = 1
2
, β = 4(p+1)
3(p+2)
and θ = p
p+1
into the expression of α in Theorem 4 and choosing ζ to be
sufficiently small, we know that the conclusion of Theorem 3 follows from
that of Theorem 4.
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