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Eine neue Targetpräparationsanlage für hochpräzise AMS-Messungen
und Strategien zur eizienten 14CO2-Probenahme
Ziel dieser Arbeit war es, die Prozessierung von in großem Umfang genomme-
nen atmosphärischen 14CO2-Proben zu Graphittargets für die hochpräzise Ana-
lyse an einem Beschleuniger-Massenspektrometer (AMS) zu ermöglichen und die
Probennahme selber, die in ganz Europa im Rahmen des Netzwerks Integrated
Carbon Observation System (ICOS) stattfindet, weiterzuentwickeln. Für den er-
sten Teil wurde im Zentralen Radiokohlenstofflabor (CRL) von ICOS eine zum
größten Teil automatisierte Extraktions- und Graphitisierungsanlage (EGL) ent-
wickelt, die Konstruktion in der Institutswerkstatt angeleitet und das Prozessver-
halten sowie die Targetgüte optimiert und charakterisiert. Die Prozessfraktionie-
rung in δ 13C von der Luftprobenflask bis zum Graphittarget ist mit (0.04 ± 0.09)‰
nicht unterscheidbar von Null. Die Abweichung zur absoluten, kanonischen
∆14C-Skala wurde bestimmt als (0.7 ± 0.5)‰. Es wurde gezeigt, dass die Repro-
duzierbarkeit der ∆14C-Ergebnisse von prozessierten Luftproben für die finalen
Graphitisierungsparameter bei ±1.9 ‰ oder darunter liegt. Kompatibilitätstests
lieferten eine Abweichung der Ergebnisse der mit der EGL prozessierten und
am AMS des Curt-Engelhorn-Zentrum Archäometrie (CEZ) analysierten Proben
von den Resultaten des CRL Low-Level-Zählungslabors (LLC) von (2.2 ± 0.9)‰,
wobei der Grund noch unbekannt ist. Für die Weiterentwicklung der 14CO2-
Probennahme wurde eine neue trajektoriengetriggerte Strategie in einem atmos-
phärischem Vorwärtsmodellsystem simuliert. Es wurde gezeigt, dass hiermit
schwache fossile CO2-Signale von Emissionshotspots bei vier deutschen ICOS-
Stationen um einen Faktor von bis zu 7 verstärkt werden können, während der
Signalhintergrund mit parallel genommenen Proben abgeschätzt wird.
A new target preparation facility for high precision AMS measurements
and strategies for eicient 14CO2 sampling
The aim of this thesis was to allow for the processing of large-scale atmospheric
14CO2 samples into graphite targets for high-precision analysis on an accelerator
mass spectrometer (AMS) and to further develop the sampling itself, which ta-
kes place throughout Europe within the Integrated Carbon Observation System
(ICOS) network. For the first part, a largely automated Extraction and Graphi-
tisation Line (EGL) was developed at the ICOS Central Radiocarbon Laboratory
(CRL); the construction at the institute workshop was guided and process beha-
viour and target quality was characterised. Process fractionation in δ 13C from
the whole-air sample flask to the graphite target cannot be distinguished from
zero with (0.04 ± 0.09)‰. The deviation from the absolute canonical ∆14C scale
was determined to (0.7 ± 0.5)‰. It was shown that the reproducibility of ∆14C
results from processed air samples is at ±1.9 ‰ or below for the final graphitisa-
tion parameters. Compatibility tests provided a deviation of the results of sam-
ples processed with EGL and analysed by the AMS at the Curt-Engelhorn-Centre
Archaeometry (CEZ) from the results of the CRL Low-Level Counting (LLC) labo-
ratory of (2.2 ± 0.9)‰. The reason for the deviation is currently unknown. For the
further development of 14CO2 sampling, a new trajectory-triggered strategy was
simulated in an atmospheric forward modelling system. It was shown that weak
fossil CO2 signals from emission hotspots at four German ICOS stations can be
amplified by a factor of up to 7, while the signal background is estimated with
parallely taken samples.
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Introduction
In December 2015, 195 member countries of the United Nations signed a declara-
tion of intent that was called an historical event in the public. And – in fact for the
first time – all of the world’s governments except Syria and Nicaragua stated that
they are
[...] recognizing the need for an effective and progressive response
to the urgent threat of climate change on the basis of the best available
scientific knowledge.
Consequently, these nations agreed on adopting measures to achieve a limitation
of the current temperature increase at “well below 2 ◦C” above the pre-industrial
level. The agreement encourages all parties to strengthen their efforts in scientific
and technological progress to fulfil this goal (UNFCCC, 2015). This goal, however,
seems to be very ambitious as a later start in reducing the global greenhouse gas
(GHG) emissions means that the rate of reductions, which have to be undertaken,
will be more demanding. Figure 1 shows modelled surface temperature changes
for different carbon dioxide (CO2) emission scenarios, which range from a net ne-
gative emission in the middle of the century (blue lines) to the worst-case scenario
with emissions increasing to more than 100 Pg CO2 a−1 and a corresponding tem-
perature increase of 3.2 ◦C to 5.4 ◦C (red lines). The black line in Figure 2 gives an
impression of the rate of reduction of CO2 equivalent GHGs the global commu-
nity has to accomplish to not exceed the 2-degree goal at a 66 % likelihood. The
emission pathways for individual nations or confederations following the inten-
ded nationally determined contributions (INDC) of the Paris agreement are shown
in different colours. The emission pledges of the top-4 emitters leave no room for
the rest of the world. This highlights once again how demanding the required
GHG emission reductions are to stay below 2 ◦C temperature increase.
As shown by Le Quéré et al. (2016), the ten most populous nations span a
wide range of emissions per capita. Beginning with the USA with 17 tons CO2
equivalent per capita and year, EU and China with about 7 and India with 2 tons
CO2 equivalent per capita and year. The world average amounts to 5 tons CO2 per
capita and year. Considering the 2 ◦C goal and a growing world population this
world average soon has to be reduced, since the remaining quota of CO2 emissions
after 2016 amounts to 816 Pg CO2 and would be consumed within 25 years at
a current emission rate of 35 Pg a−1. Therefore, we have to find a compromise
between equity in the “right” to emit GHGs and making it possible for less wealthy
countries to develop on a lower level of GHG emissions.
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Figure 1.: Emission scenarios and associa-
ted surface temperature models. Thick
lines represent four representative con-
centration pathways and related tempe-
rature increase (Le Quéré et al., 2016).
Figure 2.: Required emission progress to
accomplish 2-degree target with 66 % li-
kelyhood and INDCs of the top-4 emit-
ters in different colours (Le Quéré et al.,
2016).
Europe’s role in this situation could be not only to reduce it’s own emission
amount below these 5 tons CO2 per capita and year but also to act as a model for
emerging countries how to handle the will for prosperity of the population and
the need to deal with climate change. In this setting there is a need to have tools to
check the impact of the taken measures for reducing GHG emission independently.
A need, for which in 2008 the Integrated Carbon Observation System Research
Infrastructure (ICOS RI) was realised in Europe.
The mission of ICOS RI is to enable research to understand GHG budgets and
perturbations. ICOS provides a framework to perform and maintain long-term
observations in order to understand the present state and predict future behaviour
of the global carbon cycle and GHG emissions. In short it can be summarised in
two objectives (ICOS RI, 2014):
The 1st objective is to give access to a single and coherent data set to enable a
multi-scale analysis of GHG emissions, sinks and underlying processes that
determine them. ICOS aims to be a template for future similar integrated
GHG observation networks
The 2nd objective is to provide reliable information for research and understan-
ding of regional budgets of GHG sources and sinks, their drivers and their
control mechanisms. The network shall give early warnings of negative
changes and responses of natural fluxes to changes in climatic circumstances.
Furthermore, it permits to reduce uncertainties in earth system models.
The present thesis is dedicated to bring progress in fulfilling both objectives
in the framework of ICOS. To improve our understanding of the impact of an-
thropogenic emissions to the climate system, we need to be able to measure the
corresponding quantities in the atmosphere with sufficient precision. The arrows
in Figure 3 show the current yearly CO2 net fluxes between the three main carbon
10
storage compartments on earth. The perturbation by human activities, mainly
combustion of fossil fuels and change in land usage (e.g. deforestation), repre-
sents only a small portion of the total fluxes between atmosphere and biosphere
respectively ocean. It leads, however, to a steady increase of most recently – in
2016 – (22.4 ± 0.7) Pg a−1 of carbon dioxide in the atmospheric reservoir of about
2900 Pg CO2 (Le Quéré et al., 2017). This increase in atmospheric CO2 acts as the
main driver of global warming (see e.g. Ciais et al., 2013), even though only 54 %
of the anthropologically released CO2 remained in the atmosphere in 2016. Avera-
ged over the last 10 years, 44 % of the anthropogenic emission led to an increase in
atmospheric CO2 concentration, 28 % was absorbed by the biosphere and 22 % by
the ocean.
The numbers above are determined by using national emission budgets based
on energy statistics and cement production data (Le Quéré et al., 2017). That me-
ans the global anthropogenic emissions are calculated bottom-up, by multiplying
a so called “emission factor” to given statistical activity data. Thus, they are sensi-
tive to systematic errors and – in worst case – to manipulation. In order to be able
to validate emission reporting independently, it is inevitable to precisely measure
suitable tracers for fossil fuel CO2 (FFCO2) in the atmosphere.
Figure 3.: Schematic representation of the
global carbon budget 2007-2016. The
numbers on the arrows indicate CO2
fluxes into and out of reservoirs. Picture
taken from Le Quéré et al. (2017).
Figure 4.: Origin and reservoirs of 14C. Na-
tural equilibrium between production
and decay has been disturbed by the
release of FFCO2 and 14C production
in nuclear reactors and nuclear weapon
tests. Picture taken from Mook (2000).
Atmospheric 14CO2 has proven to be an efficient tracer to separate fossil fuel
induced from ecosystem fluxes (see e.g. Levin et al., 1989; Levin and Hesshaimer,
2000; Levin and Rödenbeck, 2008; Levin et al., 2003, 2008, 2011; Graven, 2015;
Turnbull et al., 2015a). Radiocarbon is naturally formed in the transitional zone
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between the lower stratosphere and the upper troposphere (see Libby, 1946; Mook,
2000). 14C is produced by a nuclear reaction of atmospheric nitrogen with thermal
neutrons (Figure 4). Thermal neutrons are produced by reactions of high-energetic
cosmic ray protons and molecules of the atmosphere. The formed 14C is rapidly
oxidised to 14CO and 14CO2, which mixes with atmospheric CO2 and takes part at
all CO2 exchange processes.
In the undisturbed carbon cycle, balance is reached between cosmic ray induced
production and radioactive decay of 14C. With start of the industrialisation the first
major anthropogenic disturbance of the natural 14C/C ratio began. Fossil energy
carrier are free from radioactive carbon since their genesis time was millions of
years ago, i.e. very long compared to the 5700 years half life of 14C. Hence, with
the invention of the steam machine and the combustion of fossil coal, humanity
begun to dilute the 14C/C ratio in the more rapidly exchanged carbon reservoirs
on earth, namely biosphere, the top of the oceans and especially the atmosphere.
This effect was measured in 1955 by Hans Suess and is therefore called Suess effect
(Suess, 1955).
Figure 5.: Development of tropospheric ∆14C
of the Northern Hemisphere during the
last 70 years. Data until 1959 derived from
tree rings (Stuiver and Quay, 1981); later
from measurements at alpine sites (Levin
et al., 2010).
The second major disturbance was
caused by extensive testing of nuclear
weapons from 1956 until the inception
of the Nuclear Test Ban Treaty by the
Soviet Union and the USA in 1963,
which has for the most part put an end
to these tests. Production of 14C by re-
action with thermal neutrons from the
atmospheric tests doubled the 14C/C
ratio in the troposphere. The uptake
of this 14CO2 into fast exchanging re-
servoirs superposed the decline cau-
sed by the Suess effect for several de-
cades. Recently the larger perturbation
is once again the emission of FFCO2
(Levin et al., 2008, 2010). Figure 5
shows the long term trend in tropos-
pheric ∆14C, which reports the norma-
lised 14C activity relative to a standard
in ‰, in the northern hemisphere.
As mentioned above, radiocarbon observations are – due to the properties of
14CO2 – essential to separate the fossil part of regionally emitted atmospheric CO2.
This can be done by measuring a regional ∆14C offset from a background value.
But, since only one in 1012 atmospheric carbon atoms is a 14C atom and distur-
bances due to anthropogenic activities are small, it is challenging to measure ∆14C
sufficiently precise in a reproducible way.
The WMO (World Metereological Organisation) recommends to achieve a re-
producibility of 30 % to 50 % for individual measurements of the regional ∆14C
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offset (GAW, 2015). This goal is not demanding for urban stations like Heidel-
berg, which show yearly mean FFCO2 surpluses of typically about 10 ppm (e.g.
Levin et al., 2008). Rural stations, on the other hand, typically show mean offsets
of 1 ppm to 3 ppm, corresponding to a required ∆14C reproducibility of about 0.5 ‰
to 2.4 ‰.
Therefore, coming now back to the first of the ICOS objectives, the main part
of my thesis was the set-up of a new extraction and graphitisation line (EGL) at
the ICOS Central Radiocarbon Laboratory (CRL) in Heidelberg. The CRL offers its
expertise built upon decades of high-precision 14C analytics and monitoring 14CO2
in Heidelberg and worldwide. In this framework, the EGL provides an additional
preprocessing capacity of 1500 atmospheric 14CO2 samples for accelerator mass
spectrometry (AMS) analysis per year.
The EGL combines three preprocessing steps, which had to be performed sepa-
rately until now, namely, extraction of CO2 from whole air samples, determination
of δ 13C and graphitisation. A flexible and disturbance-tolerant control software
has been developed to provide a high degree of automation and standardisation.
Test series on atmospheric target gases were used to demonstrate precision and
accuracy of analysis. Furthermore, determination of the sample’s δ 13C inside the
EGL facilitates not only immediate monitoring of process fractionation and conta-
minations, but also fractionation correction to its true value and avoidance of the
δ 13C-Suess effect, which causes a slight ∆14C offset, and allows the calculation of
a δ 14C value (Stuiver and Polach, 1977). Extensive tests of measurement stability
and reaction parameters have been conducted to ensure a process fractionation of
less than 0.1 ‰ in δ 13C. I give a detailed description of the technical realisation of
the construction, the electronic and sensor systems and the software architecture
of the EGL.
Finally, I address the understanding of regional FFCO2 sources and budgets
and, hence, the second of the two objectives of ICOS. Even though we are now
able to measure 1500 whole-air samples for ∆14C per year, this number of analyses
is far from being able to perform continuous ∆14C measurements in the ICOS net-
work. Moreover, most observational stations are located far from FFCO2 emission
hotspots, therefore providing only weak ∆14C signals. Thus, new sampling stra-
tegies for atmospheric 14CO2 have been virtually tested in this work on a model
basis, that address the problem to resolve weak signals in few samples by trig-
gering sampling by anticipating air mass trajectories passing emission hotspots.
On the basis of atmospheric transport model data for different ICOS stations, the
increase of surface-to-atmosphere emission sensitivity of the FFCO2 signal for a
defined target region has been examined. This includes estimates of large-scale
station-specific FFCO2 background, which needs to be subtracted from the total
signal. This means that a new, regional application of the proven approach of
evaluating FFCO2 against a continental background signal is presented.
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1. Basics
1.1. The Central Radiocarbon Laboratory in the ICOS
network
In the introduction, I gave a short overview about objectives and aims of ICOS
RI. Here we will have a closer look at the structure of the network as well as
the integration of the CRL in this structure and especially its tasks. ICOS-RI
aims to integrate the results of its widespread measurement networks (see Fi-
gure 1.1) to coherent data sets. Therefore all components bundle their activi-
ties in the respective thematic centres, which, in turn, pass the data to the ICOS
Carbon Portal, which provides data and elaborated data products to the public
Figure 1.1.: Current station network of ICOS
RI for atmospheric, ecosystem and ocean
measurements (ICOS RI, 2017b).
as well as to the scientific community
as presented by Hellström et al. (2016)
and shown in Figure B.1.
The ecosystem stations measure heat
fluxes and especially CO2, CH4 and
H2O together with environmental vari-
ables to improve the understanding of
ecosystem-atmosphere exchange and
the underlying processes. The stations
are located at different typical ecosy-
stem sites (e.g. cropland, forests, grass-
land, marshes) to enable up-scaling of
the results to areas without measure-
ments (ICOS RI, 2017b).
The ocean network consists of a com-
bination of measurements on land-
based stations as well as sampling on
research vessels or commercial liners.
Currently carbon uptake and parame-
ters like acidification, surface tempera-
ture and salinity are monitored on 21
stations in the north Atlantic, the Baltic
and the Mediterranean sea (ICOS RI,
2017b).
The CRL mainly provides services
for the atmospheric network, which focusses on measurements of trace gas con-
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centrations of CO2, CH4, CO and N2O as well as on stable isotopes in these gases
and 14CO2, which is the focus of this work. Criteria for the locations of the at-
mospheric stations were determined by a network design task force during ICOS
preparatory phase: In multi-transport model footprint simulations for hypotheti-
cal networks, a number of recommendations have been elaborated to achieve the
highest possible reduction in uncertainties in surface-atmosphere fluxes. In short,
the benchmark for the distance between stations should be about 300 km, but not
less than 50 km. Furthermore station placement should avoid short distance from
strong anthropogenic sources like cities (Laurent, 2016). The last point is espe-
cially important for measurement of atmospheric 14CO2, since the FFCO2-related
gradients strongly drop with distance from large emitters (see sections below).
This leads to the high demands in measurement precision in ∆14C of 2 ‰ to re-
solve FFCO2 signals of less than 1 ppm.
An important goal of ICOS-RI is to enable quantitative analysis of global or con-
tinental scale atmospheric data from different stations and networks. Therefore,
the instrumentation of the atmospheric stations has been chosen to be in compli-
ance with the compatibility goals, which the WMO published in GAW (2015); the
compatibility goal for ∆14C – the CRL commits to – is better than 0.5 ‰.
1.1.1. 14CO2 sampling in the ICOS network
The 14CO2 sampling in ICOS RI aims to provide a measure to separate FFCO2
from biospheric fluxes. Hence, the sampling method is adapted to the constraints
and requirements of current atmospheric modelling as the tool to realise this se-
paration, as presented e.g. by Trusilova et al. (2010):
• Night-time concentrations near the surface are too much influenced by small
scale circulation patterns, which are not resolved in global or regional mo-
dels.
• Day-time measurements at tall towers in a well mixed planetary boundary
layer are well represented in current atmospheric models.
Figure 1.2.: 3 L flask for whole air 14CO2
sampling (ICOS RI, 2017b)
Therefore, day-time 14CO2 sampling at
100 m in 3 litre glass flasks (see Figure 1.2) is
recommended for class 1 stations (Laurent,
2016). In my thesis, new sampling strate-
gies for whole air 14CO2 sampling at ICOS
stations have been examined. Also, in the
framework of RINGO (Readiness of ICOS
for Necessities of integrated Global Obser-
vations) new approaches in this direction
are currently investigated at the CRL in
Heidelberg.
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1.2. Radiocarbon formalism
Diurnal cycle and event-based sampling will be made with the standard ICOS
flask sampler; supplied by the FCL (Flask and Calibration Laboratory ICOS RI,
2017a). In the CRL, the sample flasks will be completely tracked in all their accu-
mulating measurement metadata and important preprocessing parameters, so that
we can deliver complete and comprehensive datasets in the end after final 14C
analysis. In addition to the flask sampling, integrated samples are taken at ICOS
Class-1 stations in the traditional way by absorbing CO2 in basic NaOH solution
(Levin et al., 1980).
1.1.2. Role of the ICOS Central Radiocarbon Laboratory
In short, the tasks of the CRL can be summarised in four points, that all have been
subject of this work (ICOS RI, 2017a):
High precision AMS analysis of 14CO2 from atmospheric whole air samples. This
service includes CO2 extraction, in-line δ 13C analysis, graphitisation and tar-
get preparation for up to 1500 AMS samples per year. Furthermore, internal
and inter-laboratory compatibility and processing quality assessment is pro-
vided.
Pilot station operation in the urban Heidelberg area. Here, all important long-
lived GHGs are routinely measured as well as integrated 14CO2 and 222Rn
progenies. Additionally new methods for FFCO2 quantification and sample-
taking and new atmospheric tracers are examined before implementing them
into the ICOS atmospheric station network.
Low Level Counting (LLC) 14C analysis of 500 high-volume pure-CO2 samples per
year in an underground laboratory and prior CO2 extraction from the basic
solution. This includes compatibility studies with other labs, especially the
AMS analysis.
Network services for the ICOS atmospheric stations. This includes supply of inte-
grating high-volume 14CO2 samplers and the corresponding CO2 free NaOH
solutions. In combination with the sampling methods examination at the pi-
lot station, the CRL develops new sampling equipment.
Together with the Flask and Calibration Laboratory (FCL) in Jena the CRL forms
the Central Analytical Laboratories, which aim to assure the accuracy of ICOS
atmospheric measurement data.
1.2. Radiocarbon formalism
In 1949 the first radiocarbon dating was performed by Libby et al. (1949) and since
then the corresponding formalism has developed based on measuring the radi-
oactive decay of 14C. In later years, AMS analysis made it possible to directly
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measure isotope ratios in solid carbon samples (Currie, 1978), but the correspon-
ding units and normalisation procedures are still based on a specific activity As
of the sample. Here I introduce the units and calculation regarding radiocarbon
measurement used in this work. Stenström et al. (2011) give a comprehensive
derivation of these calculations.
1.2.1. Specific activity
The net specific activity A of an examined sample (As ) or standard (Astand ) is in
first order provided by subtraction of a measured background activity A˜b from the
measured target activity A˜:
A = A˜ − A˜b . (1.1)
In AMS analysis no specific activity is measured. Instead, carbon isotope nucli-
des are counted yielding the numbers of nuclides N (12C), N (13C) and N (14C). The
specific activity in the sample is proportional to the ratio of 14C atoms to the total
number of carbon atoms. Hence following approximation can be made
A ∝ R = N (
14C)
N (12C) + N (13C) + N (14C) ≈
N (14C)
N (12C) + N (13C) ≈
N (14C)
N (12C) :=
14C
12C
(1.2)
with the isotope ratio R, that is for the AMS results presented in this work derived
from the measured ratio R˜ and the background ratio R˜b analogous to (1.1) (Wacker
et al., 2010b):
R = R˜ − R˜b (1.3)
The last approximation in (1.2) means, that all ratios of specific activities can be
also performed for ratios of isotope ratios N (
14C)
N (12C) . All AMS results presented in this
work have been calculated using (1.2). Donahue et al. (1990) specified the error
introduced by this approximation to 0.1 ‰ on the calibrated result. For simplicity
reasons, I will display isotope counts of carbon isotopes with mass x as xC instead
of N(xC) in this work.
1.2.2. Handling isotope fractionation
All chemical processes lead to a fractionation between different isotopologues of
the same substance. In general this is described by an isotope fractionation factor
αB/A for a transition A
 B or A→ B for irreversible processes
αB/A =
RB
RA
, 1 (1.4)
for the isotope ratios R before and after reaction. In principle one can differentiate
between three effects responsible for isotopic fractionation (see Mook, 2000):
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Kinetic fractionation results from irreversible physical or chemical processes, e.g.
the evaporation of water from the ocean with immediate removal by wind.
The effect depends on the binding energy of the compounds in the way
that isotopically lighter particles have generally smaller binding energies and
higher velocities than heavier. Chemical reactions occur faster for lighter
particles as well.
Inverse kinetic fractionation takes place for reactions that behave opposite from
the rules for kinetic fractionation, that means the heavier isotope having a
lower binding energy. This effect commonly occurs for reactions involving
hydrogen, e.g. 13CO2 has a lower solubility in water than 12CO2
Equilibrium fractionation is the effect involved in an equilibrium reaction. The
fractionation factor equals the equilibrium constant between the phases con-
taining the different isotopes. The fractionation factor depends approxi-
mately exponentially on the inverse temperature: α ≈ AeB/T , with A and
B containing the temperature independent reaction parameters. In general
equilibrium fractionation effects are smaller than kinetic fractionations.
These fractionation effects can be calculated, if all corresponding binding ener-
gies are known. However, this is often not the case in practise; furthermore, al-
most no reactions are occurring purely irreversible or reversible (Mook, 2000).
Following this, the isotopic fractionation has to be most often determined experi-
mentally, what, in this thesis, has been done for most of the relevant processes.
1.2.2.1. δ -notation
Fractionation of carbon in carbon cycle exchange processes or in the laboratory
lead to an enrichment or depletion of 13C in the measured sample. The resulting
13C/12C ratio is canonically expressed relative to the Vienna Pee Dee Belemnite
(VPDB) standard:
δ 13C =
©­­«
(
13C
12C
)
S
−
(
13C
12C
)
V PDB(
13C
12C
)
V PDB
ª®®¬ · 1000 ‰ (1.5)
This defines the δ -notation for 13C/12C ratios for a sample S in per mille.
1.2.2.2. δ 13C Normalisation
Normalisation of the 14C results based on their 13C isotope ratio becomes manda-
tory when comparing 14C/C ratios of samples from different natural reservoirs,
which underwent different chemical production processes, e.g. in archaeometry
bone samples (δ 13C ≈ −20 ‰) and charcoal (δ 13C ≈ −25 ‰). The processes leading
to the mass-dependent fractionation in 13C lead to a higher effect in 14C/C ratios,
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since the mass difference to the abundant isotope 12C is doubled. Furthermore
and more importantly for this work, different laboratories processing and measu-
ring similar samples can apply different grades of fractionation by deviations in
the sampling or measurement technique. Not correcting for fractionation would
render the results of these laboratories as not compatible.
To quantify this and allow to correct 14C fractionation, Stuiver and Robinson
(1974) introduced a 13C fractionation factor f13
f13 =
(
13C
12C
)
[−25](
13C
12C
)
S
, (1.6)
which is the ratio of the 13C/C ratio of a sample with δ 13C = −25 ‰ with the 13C/C
ratio of a sample. This can be expressed using the δ -notation (1.5)
f13 =
0.975(
1 + δ
13CS
1000
) (1.7)
with the δ 13C value of the sample S . Stuiver and Robinson (1974) approximated
the 14C fractionation factor f14 to
f14 ≈ f b13 ≈ f 213 (1.8)
In radiocarbon reporting the exponent b has been set to b := 2 and hence f14 := f 213,
despite Stuiver and Robinson (1974) already supposed b = 1.9 to be more correct;
the impacts of this definition will be discussed later.
Using this formalism, any specific activity A of a sample with known δ 13CS can
now be normalised to δ 13C = −25 ‰ by
AN = A · f14 = A · f 213 = A ·
©­­«
0.975(
1 + δ
13CS
1000
) ª®®¬
2
. (1.9)
In the following we discuss two effects, that have to be kept in mind when
examining normalised (atmospheric) 14CO2 samples.
1.2.2.3. Suess eect in 13C and 14C
As explained in the introduction, we can use 14CO2 as quantitative tracer for fossil
fuel combustion due to the large difference in 14C activity in modern air and fossil
fuels. The dilution of the atmosphere in specific radiocarbon activity by FFCO2
emissions is called the Suess effect (Suess, 1955). However, a similar, but smaller
effect is also observed in atmospheric δ 13C, which could be used to differentiate
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carbon dioxide emitters (e.g. Vardag et al., 2016). Figure 1.3 shows the relations
regarding 14C and 13C in different natural reservoirs.
Figure 1.3.: Relation between variations in 13C and 14C in nature. 14a is the 14C activity
ratio. Picture taken from Mook (2000).
Ongoing dilution of atmospheric background 13CO2/12CO2 by FFCO2 hence
leads to an increase in the fractionation factors f13 (see (1.7)), which is not indu-
ced by fractionation effects. With f14 = f 213 this process changes the normalised
14C activity AN of an atmospheric sample independent from its actual activity A.
Correction of the specific activity A of a sample for measurement and processing
induced fractionation to it’s atmospheric δ 13C value would be a measure to avoid
this influence on 14CO2 results. Analogously to (1.5), this would lead to a fractio-
nation corrected δ 14C value.
1.2.2.4. Deviations from the normalisation by dierent fractionation processes
As mentioned above Stuiver and Robinson (1974) worked out, that in normalisa-
tion of radiocarbon activities an exponent b = 1.9, rather than 2.0, would lead
to more accurate results. Recently, Fahrni et al. (2017) determined an experi-
mental value of b = 1.882 ± 0.019 for fractionation occurring during graphitisa-
tion of Oxalic Acid I or II samples. Photosynthesis induced fractionation led to
b = 1.953 ± 0.025 for C3 and C4 plants growing in synthetic air mixed with CO2
from Oxalic Acid I. The fractionation exponents for equilibrium (b = 1.857) and
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kinetic fractionation (1.89 ≤ b ≤ 2, depending on the molecular mass of con-
tributing particles) have been estimated using different approximations. Hence,
the exponent for the graphitisation reaction as measured by Fahrni et al. (2017)
can be interpreted as a large contribution of equilibrium fractionation or kinetic
fractionation involving low-mass particles. In this work, similar studies have been
performed, leading to comparable results (see Section 3.5.1).
Since it is in practise never known, which fractionation processes take part in
the sample preparation and measurement processes, this leads to the conclusion,
that process fractionation should be minimised, where possible. Following the
considerations above, an equilibrium reaction induced fractionation of ∆δ 13C =
−5 ‰ causes an deviation of 1.4 ‰ in f14 compared to an evaluation with the
canonical value of b = 2 for a sample with a true value of δ 13C = −10 ‰. Such
large fractionation effects can occur during AMS measurements (see Section 1.4)
and potential biases in ∆14C results should be kept in mind.
1.2.3. Notation and standards
By definition, radiocarbon is reported relative to a standard with a specific activity
of (e.g. Mook and van der Plicht, 1999)
Aabs = 226 Bq kg−1. (1.10)
As standard material NIST Oxalic Acid I has been chosen. The normalised (to
δ 13C = −19 ‰) standard activity AON is defined as
AON = 0.95AOxI
(
1 − 191000
1 + δ 13C1000 ‰
)2
(1.11)
with the activity of Oxalic Acid I AOxI . AON is decaying with time and can be
converted back to Aabs using the law of radioactive decay
Aabs = AON e
λC(y−1950) (1.12)
with the decay constant of radiocarbon λC = 1/8267 a−1 and y as the year of mea-
surement.
When the stock of OxI started to dwindle, new standard materials were produ-
ced. In the present thesis, most samples were measured relative to the Oxalic Acid
II standard, which is defined as
AON = 0.759AOxI I
(
1 − 251000
1 + δ 13C1000 ‰
)2
(1.13)
normalised to δ 13C = −25 ‰.
22
1.3. Estimates of regional FFCO2
In this work, as used to be done in reporting of atmospheric 14C, an age-
corrected ∆ notation (Stuiver and Polach, 1977) is used for reporting sample re-
sults:
∆14C =
(
ASN e
λC(y−x )
Aabs
− 1
)
· 1000‰ =
(
ASN e
λC(1950−x )
AON
− 1
)
· 1000‰ (1.14)
with x as the year of sampling and ASN as the normalised sample activity, corre-
sponding to the unit ∆ in Stuiver and Polach (1977). This value is independent of
the time of measurement and reports 14C data in numerical values appropriate to
the expected signals.
1.2.3.1. 14C age
The classical motivation for performing 14C measurements is radiocarbon dating
in the age range of 1 × 102 a to 1 × 105 a. By convention in radiocarbon dating, the
year 1950 is set to t = 0 and the Libby decay constant is set to λL = 1/8033 a−1. With
these definitions, the conventional radiocarbon age T14C can be expressed as
T14C = −
1
λL
ln
(
ASN
AON
)
= − 1
λL
ln
((
∆14C
1000 ‰ + 1
)
eλC (x−1950)
)
(1.15)
where λC is the decay constant of radiocarbon as used in the ∆14C notation, i.e.
1/8267 a−1, and x the year of sampling.
In this thesis, the 14C age is used to present low sample or standard activities
(esp. of blanks) and their uncertainties in an appropriate format, i.e. comparable
with the values from literature.
1.3. Estimates of regional FFCO2
Suess (1955) detected the dilution in atmospheric 14CO2 by FFCO2 emissions in
tree ring measurements. On a global scale, e.g. Stuiver and Quay (1981) found
good agreement between tree-ring derived ∆14CO2 data between 1820 and 1954
and predictions by a global box-diffusion model – taking into account natural
variations in radiocarbon production and estimated FFCO2 release in this time.
They found industrial FFCO2 emissions to be responsible for 85 % of the observed
decrease in ∆14CO2. Levin et al. (1989) developed a method to resolve regional
FFCO2 offsets relative to a continental background site. They found the FFCO2
concentrations at the rural Schauinsland station and the urban station in Heidel-
berg comparing well in the yearly mean to the expected concentrations derived
from emission inventories, but showing a more distinct seasonality.
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In principle, the concentration of the regional FFCO2 component is calculated
by combining two balance equations for the CO2 concentration c and the corre-
sponding ∆14C values:
cmeas =cbд + cbio + cf oss (1.16)
cmeas (∆14Cmeas + 1000 ‰) =cbд(∆14Cbд + 1000 ‰)
+ cbio(∆14Cbio + 1000 ‰)
+ cf oss (∆14Cf oss + 1000 ‰), (1.17)
where meas indicates the measured quantities at the station and bд the correspon-
ding background measurements e.g. at a continental background station. Various
approaches have been made or are in preparation to yield the appropriate back-
ground for a station; this will be discussed below. bio marks the regional biogenic
CO2 and f oss the FFCO2 component.
Following Levin et al. (2003), we set ∆14Cf oss = −1000 ‰, since the FFCO2 com-
ponent is free of 14C. Furthermore, the 14C signature of the biosphere is assumed
to be close to the background:
∆14Cbio = ∆14Cbд (1.18)
I will address the implications of this approximation later in this section. With
these assumptions we can solve equations (1.16) and (1.17) to
cf oss = cmeas
∆14Cbд − ∆14Cmeas
∆14Cbд + 1000 ‰
. (1.19)
The corresponding measurement induced variance σ (cf oss )2 in the calculation is
described by
σ (cf oss )2 =
(
σ (cmeas )
(
1 − ∆
14Cmeas + 1000 ‰
∆14Cbд + 1000 ‰
))2
+
(
cmeas
(
σ (∆14Cmeas )
∆14Cbд + 1000 ‰
))2
+
(
cmeas
(
(∆14Cmeas + 1000 ‰) · σ (∆14Cbд)
(∆14Cbд + 1000 ‰)2
))2
(1.20)
assuming Gaussian uncertainty. When we assume the measurement uncertainty
for radiocarbon ratios to be the same for background and station samples
σ (∆14Cmeas ) = σ (∆14Cbд) = σ (∆14C)
and the relative error of the concentration measurement much smaller than the
uncertainty in radiocarbon measurements
σ (c)
c
 σ (∆
14C)
∆14C + 1000 ‰
,
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we can simplify (1.20) to the measurement uncertainty for the FFCO2 component
σ (cf oss ) = cmeasσ (∆
14C)
(∆14Cbд + 1000 ‰)2
√
(∆14Cbд + 1000 ‰)2 + (∆14Cmeas + 1000 ‰)2. (1.21)
For recent atmospheric radiocarbon ratios and CO2 concentrations (1.21) leads to
≈ 0.6 ppm ‰−1 uncertainty on the calculated concentration of FFCO2 due to ∆14C
measurement uncertainty. This highlights the necessity for precise radiocarbon
measurements with precisions <2 ‰ for the ICOS network, since rural stations
show typical FFCO2 surpluses of 1 ppm to 2 ppm; e.g. Levin et al. (2008) presented
a long term FFCO2 excess of (1.31 ± 0.09) ppm for the Schauinsland station in the
black forest region.
1.3.1. Eect of the biogenic 14C signature
For (1.19) ∆14Cbio has been set equal to ∆14Cbд . Without using approximation (1.18)
equation (1.19) becomes
cf oss =
cbд(∆14Cbд − ∆14Cbio) − cmeas (∆14Cmeas − ∆14Cbio)
∆14Cbio + 1000 ‰
(1.22)
∆14Cbio has been estimated using model calculations by Naegler (2005) of bio-
genic heterotrophic respiration in the mid latitudes of the northern hemisphere.
In Heidelberg heterotrophic respiration accounts only for one half of the biogenic
CO2 component, the other half is caused by autotrophic respiration, whose radi-
ocarbon signature can be approximated by ∆14Cbд . For Heidelberg, these calcula-
tions lead to the result that equation (1.19) underestimates the FFCO2 component
on average by 0.17 ppm in the period from 1996-2006 (Levin et al., 2008).
1.3.2. Applications of 14CO2 measurements for FFCO2 estimation
Levin et al. (2011) presented an application of (1.19) on the long time measurement
series of ∆14C in the catchment area of Heidelberg and the high-alpine station
Jungfraujoch in the Alps, that has been used as background in this comparison.
Using the differences of the monthly means of the biweekly sampled integrated
night-time ∆14C from the Heidelberg station and smoothed background ∆14C va-
lues leads to an monthly averaged FFCO2 offset. This method allows to estimate
long term changes in the averaged FFCO2 offset (see Levin and Rödenbeck, 2008).
There are a number of other applications of this top-down method for quanti-
fying FFCO2 offsets on different locations. Turnbull et al. (2015a) used 12 tower
locations inside and outside the urban area of Indianopolis, USA, to collect sam-
ples of air parcels before and after passing the urban area and therefore to directly
measure the FFCO2 enhancement by the city. They compared these results to those
derived by using a continental background station for supplying ∆14Cbд .
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A similar approach is currently under development in the RINGO project, I
mentioned in Section 1.1.1, for investigating the Rhein-Neckar metropolitan area
and especially the city of Mannheim, using two stations in upwind and downwind
direction of the main emitters.
Graven et al. (2009) investigated the use of ∆14C for the estimation of FFCO2 in
airborne measurements. They could resolve patterns of CO2 source components
in the planetary boundary layer and showed that campaigns of this type could be
used to enhance the knowledge of vertical mixing of surface fluxes, that is used in
atmospheric modelling.
1.4. 14CO2 analysis by accelerator mass spectrometry
As mentioned in Section 1.2, the traditional method of radiocarbon dating is LLC
analysis of the decay products. Since the ratio
14C
C lies for modern atmospheric
samples in the order of 10−12, large sample amounts are needed to provide suffi-
cient counting statistic in a time-frame of days. E.g. the integrated samples at the
Heidelberg station consist typically of ≈16 g CO2 and are measured for 3 d to 4 d to
achieve a Poisson uncertainty of about 2 ‰.
In AMS analysis, in contrast, isotope counts and consequently
14C
12C ratios are me-
asured directly, which causes a massive reduction of the required sample amount
to typically 0.5 mg to 2 mg of carbon corresponding to 1.8 mg to 7.3 mg of CO2. The
measurement time to achieve less than 2 ‰ uncertainty is reduced as well to less
than 2 h from several days counting time in LLC analysis.
1.4.1. Performing measurements with MICADAS
All AMS targets in this work have been analysed using the Mini-Radiocarbon Da-
ting System (MICADAS) at the Curt-Engelhorn-Centre for Archaeometry (Curt-
Engelhorn-Zentrum für Archäometrie – CEZ) in Mannheim (see Kromer et al.,
2013). The concept of this low-energy accelerator dating system has been descri-
bed by Synal et al. (2004); Synal et al. (2007) give a comprehensive description of
the technical details of the system, while Wacker et al. (2010a) give an overview
over the machine performance. Here we focus on outlining the essential technical
aspects of the used AMS.
With the progress in AMS measurement techniques it became possible to lower
the AMS operation voltage from 500 kV to less than 200 kV. The lower beam energy
allowed the construction of more compact tabletop systems like MICADAS. Figure
1.4 shows the accelerator layout with the essential functional components. Follo-
wing procedure steps are taken between target insertion and 14C detection:
Target insertion into the ion source is done automatically. A linear magazine –
holding up to 39 graphite targets – is located outside the ion source box
in an evacuated chamber, from where a mechanism transfers single target
cathodes into the sputtering position in the ion source.
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Figure 1.4.: Schematic picture of the Mini-Radiocarbon Dating System (MICADAS). The
linear target magazine (current size: 39) is inserted at the bottom left side. Picture taken
from Synal et al. (2007)
Target spuering is performed by a 5 keV to 12 keV Cs+ beam. A spherical ioni-
ser and two lenses are used to focus the sputtering stream onto the target.
Sputtered ions from the target (e.g. C– ) are extracted and accelerated to up
to 40 keV, leading to typical negative ion currents of 30 µA to 50 µA.
Low energy mass spectrometry is implemented using a dipole magnet on the low
energy side for mass separation. An off-set Faraday cup is placed in the
image plane of the magnet to measure the negative ion current from the
source. The abundant isotope 12C is not measured here, but detected at
the high-energy mass spectrometer, since this has been proven before to be
advantageous for measurement precision (e.g. Suter et al., 1984). A fast beam
pulsing system injects short isotope beams of 12C (50 µs), 13C (500 µs) and 14C
(40 ms) using electrostatic lenses.
Ion acceleration and molecule destruction is performed in the acceleration unit.
The ions are accelerated by a terminal voltage of 200 kV. Within the accele-
ration unit a permanent stripper gas pressure of 1 × 10−5 mbar is maintained
to change the injected negative ions into positive ions. Furthermore, mole-
cules are destroyed, that passed through the low energy mass spectrometer;
e.g. 13CH– molecules are injected together with 14C. Currently, N2 is used
as stripper gas, but there are plans to implement a He stripping system at
the CEZ-AMS, which would probably increase the ion transmission rate and
reduce scattering losses.
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High energy mass spectrometry follows the acceleration. A stigmatic magnet per-
forms separation regarding particle charge and impulse (p/q separation); Fa-
raday cups on the focal plane of this magnet are measuring currents of the
stable carbon isotopes 12C and 13C as well as the fragments of 13CH– mo-
lecules, destroyed by collisions with the stripper gas. “Molecule currents”
presented in this work have been measured here.
14C detection is the final step in the isotope ratio determination. 14C ions are
identified in a gas ionisation chamber using isobutane as detector gas. An
14C ion deposits a total energy of 428 keV in the detector, which is used for
particle identification.
1.4.2. Measurement evaluation
The evaluation of the measured AMS targets and the reduction of the data produ-
ced during analysis has been performed using the software BATS, that has been
described in detail by Wacker et al. (2010b). The principles of ∆14C calculation are
described in Section 1.2; here I give an overview about the formalisms, that are
used by BATS to utilise the MICADAS measurement data.
Initially, the raw isotope ratios R =
14C
12C and
13C
12C are calculated. As described
above, the stable isotopes are measured quasi-simultaneously with 14C as ion cur-
rents Ix in Faraday cups. Stable isotope counts are therefore calculated using
xC = Ix ·T14/e (1.23)
with the measurement time T14 for 14C and the elementary charge e.
1.4.2.1. Correction of systematic eects
Three types of systematic effects can be manually addressed on single measure-
ment level in BATS before calculating sample and standard means:
• Influence of beam current variations on measured isotopic ratios.
• Drifts in measured isotopic ratios depending on time.
• Disturbances in the background measurement (by blank samples) due to
misidentified events, that can result e.g. by break-up of molecules.
All AMS measurements carried out for this work were systematically evaluated
at the CEZ regarding to the first point in the list above. For every magazine a linear
function has been set up to correct the raw isotopic ratio of each measurement:( 14C
12C
)
curr .corr .
=
( 14C
12C
)
(1 − cI · (I − I0)) (1.24)
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with the high energy 12C current I , a current offset I0 (set to 5 µA) and the cor-
rection factor cI . cI is determined by minimising the slope of standard target
measurements’
(
14C
12C
)
(std)curr .corr . depending on I . Following this, cI is applied on
all measurements of the same magazine. Typically cI is 1 ‰ µA−1.
1.4.2.2. Background correction
An empirical molecule correction is applied to all measured ratios R, since back-
ground count rates show a linear relationship to measured molecule counts 13Cmol :
Rmol =
14C − kmol 13Cmol
12C
(1.25)
with kmol as a constant experimentally determined factor. This correction is ty-
pically small. The molecule current correction is then complemented by a blank
target correction following (1.3); subtracting the mean blank target ratio from all
other targets: Rmol,bl = Rmol − 〈Rmol (bl)〉.
1.4.2.3. Fractionation correction
Every single background corrected measurement is then analysed for δ 13C using
the mean ratio
〈
13C
12C (std)
〉
of the standard targets as δ 13C standard. With the δ 13C
of every single measurement a normalisation to −25 ‰ is carried out, correcting
Rmol,bl for fractionation processes occuring with an exponent of b = 2 on the 13C
fractionation factor (see Section 1.2.2.2) and thus leading to a normalised ratio
Rmol,bl,norm .
1.4.2.4. Calibration
For calibration, the weighted mean of all normalised and corrected standard me-
asurements is calculated:
〈
Rmol,bl,norm(std)
〉
. Following this, all sample ratios can
be calibrated for the nominal value of the standard targets (Rnom(std)):
Rmol,bl,norm,std =
Rnom(std)〈
Rmol,bl,norm(std)
〉Rmol,bl,norm (1.26)
As final step, the weighted mean of the single measurements of every target is
calculated:
〈
Rmol,bl,norm,std
〉
. This value can then be utilised to express the measu-
rement results in ∆-notation, following (1.14).
1.4.2.5. Determination of the uncertainties
To every result Rmol,bl,norm,std a measurement uncertainty σ (Rmol,bl,norm,std ) is as-
signed. In summary, BATS accounts for uncertainties in
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Counting statistics: In most cases the Poisson uncertainty of the counting statis-
tics (σpoiss =
√
14C) is the dominant part in the resulting uncertainty of the
radiocarbon ratio measurement σ (Rmol,bl,norm,std ).
Standard mean: σ (〈Rmol,bl,norm(std)〉) is the statistical uncertainty in the mean va-
lue of the standard targets. In general, a higher standard target count n leads
to a more precise determination of
〈
Rmol,bl,norm(std)
〉
, since the mean error
decreases with 1/√n.
Molecule current correction: This accounts for errors in the molecule current cor-
rection factor kmol , that propagates with σ (kmol ) · 13C
Blank measurements: This error contribution is calculated as the scatter of blank
targets: σ (Rmol (bl)). It accounts for the variability in blank contamination of
the samples; more than one blank target has to be measured in the magazine
to consider for this error.
Nominal standard value: σ (Rnom) is the uncertainty of the nominal standard value
Rnom .
External interference: This contribution covers additional errors σex (e.g. ma-
chine instabilities or differences in target preparation). Per default, it is esti-
mated from the scatter of individual standard target ratios Rmol,bl,norm,std (std)
around their common mean. More standard targets in a magazine lead to a
better estimation of σex .
In BATS Gaussian error propagation is assumed; the related formulas can be
reviewed in Wacker et al. (2010b). For the total error σ (Rmol,bl,norm,std ) therefore
the contributions are added quadratically; that leads to
σ (Rmol,bl,norm,std ) =
〈
Rmol,bl,norm,std
〉 ·√√(
σpoiss,bl,mol,ex〈
Rmol,bl,norm
〉 )2 + (σ (〈Rmol,bl,norm(std)〉)〈
Rmol,bl,norm(std)
〉 )2 + (σ (Rnom)
Rnom
)2
,
(1.27)
where σpoiss,bl,mol,ex contains the errors for counting statistics, molecule current
correction, blank variability and external interference.
1.4.3. The graphitisation reaction
The design of the MICADAS as well as the majority of current AMS devices for
radiocarbon analysis require solid carbon in graphite form for high-precision me-
asurements. The process to reduce CO2 to graphite can be simplified described by
a Bosch reaction
CO2 + 2H2 
 C + 2H2O, (1.28)
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which can be catalysed by e.g. iron or cobalt. This balanced equation is, however,
the product of a large number of different reactions occurring simultaneously in
the graphitisation reactor. In the following, I will give an overview about the
chemical details of the graphitisation.
A number of publications cover this topic with different intentions: McNichol
et al. (1992) studied the composition of the gas phases during graphitisation using
an in-line gas chromatograph. They examined changes in catalyst, hydrogen
amount and reaction temperature. Neˇmec et al. (2010) focus on optimising the
graphitisation parameters for the recently developed Automated Graphitisation
Equipment (AGE) system (Wacker et al., 2010c) in consideration of the theoreti-
cally expected chemical reactions. Gudenau et al. (2005) approach the topic from
the other side, that means in research of efficient ways to reduce iron oxides to
pure iron using carbon as reduction agent; the chemical processes, however, are
the same as for the graphitisation process in AMS target preparation.
Here I focus on reactions involving iron as catalyst at temperatures between
400 ◦C to 650 ◦C, since most labs operate in this range (Turnbull et al., 2010b). The
following reactions take place in a H2/H2O atmosphere between the gases and
iron and it’s oxides hematite (Fe2O3), magnetite (Fe3O4) and wustite (FeO):
3Fe2O3 + H2 
 2Fe3O4 + H2O ∆H < 0 (1.29)
Fe3O4 + H2 
 3FeO + H2O ∆H > 0 (1.30)
FeO + H2 
 Fe + H2O ∆H > 0 (1.31)
Fe3O4 + 4H2 
 3Fe + 4H2O ∆H < 0 (1.32)
Reaction (1.32) only takes place below 570 ◦C, since the wustite phase does not
occur there. Equivalently to (1.29-1.32) the following reactions occur in a CO/CO2
atmosphere:
3Fe2O3 + CO
 2Fe3O4 + CO2 ∆H > 0 (1.33)
Fe3O4 + CO
 3FeO + CO2 ∆H > 0 (1.34)
FeO + CO
 Fe + CO2 ∆H < 0 (1.35)
Fe3O4 + 4CO
 3Fe + 4CO2 ∆H > 0 (1.36)
The reaction enthalpies ∆H indicate, if the reaction is occurring exothermically
(∆H < 0) or endothermically (∆H > 0) and, thus, the temperature dependency of
these reactions. Figure 1.5 shows a combination of the Baur-Glaessner diagrams
for the reactions (1.29-1.36). It shows the fractions of CO/CO2 resp. H2/H2O in
the gas phase over iron and its oxides depending on the temperature.
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The activities of H2, CO and CO2 are coupled according to the water gas re-
duction, which can take place in different forms:
C + H2O
 H2 + CO ∆H = 118.5 kJ mol−1 (1.37)
C + 2H2O
 2H2 + CO2 ∆H = 16 kJ mol−1 (1.38)
CO + H2O
 H2 + CO2 ∆H = −42 kJ mol−1 (1.39)
The reactions (1.37) and (1.39) slide to the side of CO for higher temperatures.
Between graphite, CO and CO2 the Boudouard-reaction takes place, that is en-
dothermic and also highly dependent on temperature:
CO2 + C
 2CO ∆H = 159.9 kJ mol−1 (1.40)
Simultaneously, methane production is occurring , which is generally unwanted
in graphitisation and taking place exothermically and therefore decreasing with
temperature:
C + 2H2 
 CH4 ∆H = −75 kJ mol−1 (1.41)
CO + 3H2 
 CH4 + H2O ∆H = −206 kJ mol−1 (1.42)
Figure 1.6 shows the temperature dependency of the water gas, Boudouard and
methanisation reactions. Generally, we see an increase in CO and an decrease in
Figure 1.5.: Baur-Glaessner diagrams for
the reactions between iron, carbon and
hydrogen compounds. Picture from Gu-
denau et al. (2005).
Figure 1.6.: Equilibria and temperature de-
pendency of the water gas reaction. Pic-
ture from Gudenau et al. (2005).
CH4 production with temperature. The first attempt in optimising the reaction
temperature would be, to choose the temperature on the intercept point of the
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boudouard and the methanisation curve, to minimise CO as well as CH4 end
products, i.e. at ≈600 ◦C.
Furthermore, considering the reactions containing H2 and H2O, the reaction
products can be pushed in direction of reduced carbon compounds by removing
the water from the reactor and adding more H2. The drawback in addition of
too much hydrogen, however, is the enforcing of additional methane production,
following the reactions (1.41) and (1.42).
In real reactors the desired reaction conditions (e.g. homogeneous temperature)
can hardly be achieved. For every graphitisation line therefore an optimised set
of parameters has to be figured out. McNichol et al. (1992) performed an in-line
measurement of reaction gas components during graphitisation for different tem-
peratures, shown in Figure 1.7. Here we see in the first place the order of product
Figure 1.7.: Changes in total, CO2, CO and CH4 pressure during graphitisation using dif-
ferent reaction temperatures; measured utilising an in-line gas chromatograph. Experi-
ments performed by McNichol et al. (1992).
genesis, that means first CO2 is reduced to CO, which then is further processed
until a temperature dependent end pressure is reached. As expected from the
theoretical considerations above, the CO end pressure increases with temperature
and CH4 production decreases between temperatures of 530 ◦C to 625 ◦C, but show
no further decrease at higher temperatures.
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1.4.3.1. Catalyst pretreatment
Typically iron is used as catalyst for graphitisation (Turnbull et al., 2010b), but
the type of iron as well as the pretreatment methods differ widely. Most labs are
using elementary iron that is reduced in a hydrogen atmosphere according to the
reactions (1.29-1.32). Some labs oxidise the iron surface prior to hydrogen induced
reduction, in order to oxidise and therefore remove contaminations with organic
carbon, though this approach can lead to sintering of the iron. E.g. Turnbull et al.
(2015b) starts with magnetite powder, that is reduced afterwards.
Similar to the situation for the graphitisation parameters, there exist no canoni-
cal pretreatment “receipe”. Therefore, in this work a large number of tests to work
out the optimal parameters for the graphitisation in the EGL have been performed.
1.5. Modelling principles & methods
As explained before, understanding of the sources and sinks of radiatively active
trace gases in the atmosphere is essential for quantifying the human impact on
the climate (e.g. Mooney et al., 1987). Observational networks like ICOS provide
data on atmospheric concentrations with high temporal and increasingly dense
spatial resolution (ICOS RI, 2017b). ∆14C measurements, however, are still limited
in their ability to cover high temporal resolutions, due to the high effort, that has
to be made to achieve atmospheric ∆14C values with a precision of ≈2 ‰. The-
refore, I examined a new sampling method, set-up in a model framework, that
specifically targets regions with high FFCO2 emissions and parallel correspon-
ding background regions, to enhance the resulting ∆14C difference and hence the
amount of information on the target region’s FFCO2 emissions retrieved from a
small number of measurements by enhancing the signal to noise ratio (section 4.2).
CO2 concentrations in the Planetary Boundary Layer (PBL), where most of our
measurements take place, are sensitive to surface fluxes. Nevertheless, the impact
of these fluxes is heavily influenced by atmospheric transport. Since the globally
averaged ventilation time for the PBL is about four days, one can estimate the
length scale for the relevant transport processes and hence the size of the area
influencing the observations to 100 km to 1000 km. Thus, in order to resolve FFCO2
sources in this area, one has to model atmospheric transport as accurately as pos-
sible (Lin et al., 2003). This section addresses the basics of atmospheric modelling
and introduces the model systems used in the present thesis.
1.5.1. Mixing processes in the planetary boundary layer
Near field atmospheric transport models need to account for mixing and trans-
port processes in the PBL. Stull (2012) defines these lowest 100 m to 3000 m of the
atmosphere as follows:
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We can define the boundary layer as that part of the troposphere
that is directly influenced by the presence of the earth’s surface, and
responds to surface forcings with a timescale of about an hour or less.
These forcings include for example frictional drag, evaporation, transpiration, heat
transfer, terrain induced flow modification and emission of pollutants.
In principle, air flow can be divided into three categories: mean wind, tur-
bulence and waves. Each of these exists in the boundary layer. Mean wind is
responsible for horizontal transport or advection; the wind speed usually slows
down heavily near the ground towards the surface layer. Waves usually transport
not much heat, humidity or particles, but are effective in transporting momentum
and energy. The main source of vertical transport are turbulent processes. Tur-
bulence can be visualised as irregular swirls of motion, which are called eddies.
Usually the turbulence builds up from many differently scaled eddies, superim-
posed on each other. The largest eddies in the PBL can scale up to the height of the
PBL. To adequately represent this turbulent vertical transport is one of the major
challenges of current highly resolving atmospheric models.
Since in the PBL the main interference of surface and atmosphere takes place,
its structure and depth is highly dependent on surface properties and varies in a
wide range. Over land surfaces in high pressure regions the PBL has a defined
structure, which evolves with the diurnal cycle (see Figure 1.8). The surface layer
Figure 1.8.: The PBL in high pressure regions. One can differentiate three main parts: A
turbulent mixed layer at day-time, a less turbulent residual layer that contains the air
from the former mixed layer and a stable boundary layer at night. Picture from Stull
(2012).
represents the region on the bottom of the PBL, where turbulent fluxes and stress
vary by less than 10 % of their magnitude. The mixed layer builds up on day-time;
it’s turbulence is usually convectively driven. Current atmospheric models are
able to represent this well mixed layer well (Trusilova et al., 2010), which leads
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to favouring of day-time over night-time sampling serving for inverse modelling
(see Section 1.5.2). When approaching sunset, thermal convection starts to dimi-
nish and turbulences decay. This leads in first place to a layer of air, containing
the properties and concentrations of the formerly mixed layer, which is therefore
called residual layer. During the night, a stable boundary layer forms from the
ground upwards. Other than the diurnal mixed layer, the stable boundary layer
has no clearly defined top and transitions smoothly into the residual layer on top
(Stull, 2012). Especially important for atmospheric trace gas measurements is the
fact, that any surface emissions at day-time are mixed into a larger volume than at
night-time, what leads to an higher sensitivity for regional surface fluxes at night.
1.5.2. Theoretical background of inverse modelling
The general problem is to estimate surface fluxes from ambient measurements of
GHG concentrations. This means, in principle, to go back from the effect to the
cause; an approach known as Inverse Problem. The general inverse problem can
be addressed by setting up and solving a set of equations (linear or non-linear)
while considering uncertainties in some of the parameters (e.g. measurement er-
rors). The considerations outlined in this section can be studied in more detail in
Rodgers (2000).
1.5.2.1. Formulation of the problem
We start with the most general expression of the problem:
®y = ®F (®x) + ®ϵ (1.43)
The finite number (m) of quantities that are measured (y1,y2, ...,ym) can be repre-
sented by the measurement vector ®y, whilst the related errors form the vector of
errors ®ϵ . ®F is called the forward model, which maps the state of the system to the
measurement space. The state of the system – the element aimed to be retrieved
– is represented by a state vector ®x . In general the dimension n of ®x , that means
the number of states needed to describe the system (x1,x2, ...,xn), is infinite, since
nature is not discretised.
1.5.2.2. Linear problem with Gaussian uncertainties
To handle this problem, several assumptions have to be made. First, it is conside-
red a linear problem, in order that we can write
®y = ®F (®x) + ®ϵ = F®x + ®ϵ (1.44)
with F being a m × n-matrix performing the linear mapping. Secondly we assume
all uncertainties to be Gaussian. This assumption is suitable for measurement
uncertainties but is maybe not suitable for other types of errors.
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Describing errors with probability density functions The probability density function
(pdf) P(y) of a measurement with a value y¯ and Gaussian error σ can be written as
P(y) = 1(2pi )1/2σ exp
(
−(y − y¯)
2
2σ 2
)
. (1.45)
When the measured quantity is a vector, the pdf in equation (1.45) takes the form
P(®y) = 1(2pi )n/2 |Sy |1/2
exp
(
−12 (®y − ®¯y)
T S−1y (®y − ®¯y)
)
, (1.46)
where Sy is the error covariance matrix of ®y. The diagonal elements of Sy are the
variances of the yi .
Applying Bayes’ theorem After introducing the formalism of pdfs let’s now de-
fine several more special pdfs suitable for the given problem:
P(®x) is the prior pdf of ®x . This term expresses the knowledge about ®x before the
measurement.
P(®y) is the pdf of the measurement vector ®y, before it is made. Since it is not
dependent on ®x , it stays constant during parameter estimation.
P(®y | ®x) is the conditional pdf of ®y under the condition that ®x happened; that means
with a given state ®x
P(®x | ®y) is the quantity of interest when solving the inverse problem. It is the pdf
of ®x under the condition of the pdf of the measurement – a given ®y.
Bayes’ Theorem expresses the general relationship between two conditional pdfs:
P(®x | ®y) = P(®y | ®x)P(®x)
P(®y) (1.47)
This term gives us a formalism for calculating the posterior pdf of ®x by using a
measurement pdf.
Retrieving of the state vector Assuming Gaussian errors we can express P(®y | ®x)
with (1.44) and (1.46) as
− 2 ln P(®y | ®x) = (®y − F®x)T S−1ϵ (®y − F®x) + c1 (1.48)
and, analogously, P(®x) as
− 2 ln P(®x) = (®x − ®xa)T S−1a (®x − ®xa) + c2. (1.49)
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c1 and c2 are constants, Sϵ and Sa are the error covariance matrices of the measu-
rement ®y resp. the a priori state ®xa . Substituting the equations above in (1.47) and
doing some algebra gives us the best estimate of ®x – the expected value ®ˆx :
®ˆx = ®xa + SaFT (FSaFT + Sϵ )−1(®y − F®xa) (1.50)
The corresponding error covariance matrix can be described as follows (Thompson
et al., 2011; Tarantola, 2005):
Sˆ = Sa − SaFT (FSaFT + Sϵ )−1FSa (1.51)
The equations (1.50) and (1.51) are used as computational backbone in Section 4.2
to estimate the impact of the proposed new sampling system on future inverse
modelling attempts made with real world measurement data. The effect of dif-
ferent sampling approaches on sampled FFCO2 concentration is estimated using
equation 1.44 with a linear mapping function F (see Section 1.5.3.2) and different
emission inventories ®x (section 1.5.4).
1.5.3. Model systems
In this section, I will give an short overview of the model systems used. Since
this work focuses not on model development, but on the usage of model results
for sampling methods development, I refer to the cited publications for detailed
derivations of the related mathematics.
1.5.3.1. Modelling particle trajectories with HYSPLIT_4
The HYSPLIT_4 (HYbrid Single-Particle Lagrangian Integrated Trajectory) model
was used in this study to calculate particle trajectory forecasts. Draxler and Hess
(1998) describe the model in detail and give an overview about the underlying
equations. HYSPLIT_4 is – beside particle trajectory calculation – capable of calcu-
lating air concentrations for analytical studies and supporting atmospheric emer-
gency response applications. In the following we focus on the usage of HYSPLIT_4
for trajectory calculation.
In principle, atmospheric dispersion modelling is divided into two categories:
Eulerian models, that calculate the advection-diffusion equation on a fixed grid
and Lagrangian models, in which advection and diffusion equations are solved
independently. Eularian models are typically favoured when handling complex
emission scenarios, while Lagrangian frameworks are chosen, when point-source
emissions only require a few grid-points. The method HYSPLIT is utilising is
a hybrid between Lagrangian and Eulerian approach; the trajectory calculations,
however, are made in a Lagrangian framework:
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Trajectory calculation A strength of the HYSPLIT_4 model is, that it can process
a variety of different meteorological data as input. Internally this data is linearly
interpolated to a terrain following coordinate system σ :
σ = 1 − z/Ztop (1.52)
where z is the height and Ztop the height of the HYSPLIT coordinate system.
Horizontally, the grid system is identical to that of the used meteorological input
data.
After the minimal required meteorological parameters U ,V (horizontal wind
components), T (temperature), z (height) and p (pressure) have been scaled and
interpolated to the model grid, the particle advection in a 3-dimensional velocity
grid V = (U ,V ,W ) can be calculated: Given an initial particle position P(t) and the
mean velocity in space and time V(P , t) a first guess position P ′(t +∆t) is calculated
P ′(t + ∆t) = P(t) + V(P , t)∆t (1.53)
and on this basis the final particle position after the time step ∆t :
P(t + ∆t) = P(t) + 0.5(V(P , t) + V(P ′, t + ∆t))∆t (1.54)
∆t is computed following the requirement that the advection distance per ∆t has
to be smaller than 0.75 of the meteorological grid spacing. For trajectory forecasts,
Draxler (1991) found an spatial accuracy of 20 % to 30 % of the travelled distance.
In the framework of ICOS, Kuderer (2016) and Kneuer (2017) already used
HYSPLIT_4 to trigger sampling in a first trajectory-triggered sampling prototype
device; furthermore the influence of nuclear power plants on the integrated radi-
ocarbon sampling has been quantified (Kuderer et al., 2018).
1.5.3.2. STILT
The Stochastic Time-Inverted Lagrangian Transport (STILT) model has been desig-
ned to determine surface-to-atmosphere fluxes. In this work, however, I utilised
this system to set-up a simulated atmosphere at different ICOS stations and at the
station of Heidelberg. Here, I will give a short overview about the principles of
this model, which is covered in more detail in Lin et al. (2003).
Lagrangian particle dispersion models – like STILT – are able to address the
challenge to represent the near-field influences of atmospheric transport in the
PBL by simulating turbulence and capturing subgrid scale transport (advection
as well as dispersion). Particle locations are calculated without restriction of grid
cells, that means small-scale effects or fine structures can be resolved. The straig-
htforward way to determine the effect of an emission source on the concentration
at the measurement site (the receptor) is to transport a number of tracer particles
from the source forward in time through the modelled atmosphere. The number
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of particles arriving at the receptor divided by the released particles corresponds
to the emitter’s influence on the receptor’s concentration.
If the transport processes are time-reversible, the backward run of the model –
starting from the receptor – results in the same fraction of molecules at the recep-
tor. The resulting spatial particle density provides an influence density, which is
defined as “the change in tracer concentration at the receptor in response to fluxes
at the locations and times where the particles are found in the time-reversed mo-
del” (Zannetti, 1990). Figure 1.9 illustrates the difference between forward and
backward time simulations. STILT makes use of this method and embodies a
Figure 1.9.: Comparison between forward and backward time simulations. A backward
time release of particles provides an influence map of the particle count at the receptor
depending on particle releases in all source areas and times. Picture from Lin et al.
(2003).
powerful tool to create highly-resolved emission influence maps (footprints) for
atmospheric measurement stations, which are, however, dependent on the resolu-
tion and accuracy of the underlying meteorological data.
The footprints, provided by STILT model runs, can be seen as linear models F to
map emission inventories ®x in space and time onto time series ®y of concentrations
at the receptor location. The derivation of the related matrix equations has been
shown in Section 1.5.2. The principles of emission inventory composition will be
presented in Section 1.5.4.
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1.5.4. Emission inventories for FFCO2
Reliable emission inventories for FFCO2 are of great importance for the present
study as well as for current inverse atmospheric measurement applications. Ty-
pically, FFCO2 emissions are designated as background flux; this means these
emissions are inserted into the models with a small error, relative to other sour-
ces and sinks (e.g. biological fluxes), leading to only minor adjustments on the a
priori values (Gurney et al., 2005). FFCO2 estimation by ∆14C analysis, on the ot-
her hand, targets the fossil component and aims to improve our knowledge about
FFCO2 emissions.
The first step in emission inventory composition is the creation of national emis-
sion inventories, which are usually provided by the appropriate government agen-
cies (e.g. for Germany (1990-2015): Strogies and Gniffke, 2017). In the case of
FFCO2, so called emission factors are applied to usually known fossil fuel imports
and statistics (e.g. the official German emission factors are published by Juhrich,
2016), specified for fuel and combustion types.
1.5.4.1. Inventory decomposition
These national inventories then have to undergo a spatial and temporal disaggre-
gation, down to the required resolution. E.g. Pregger et al. (2007) give an ex-
tensive description of the methods used to compose an high resolution inventory
for Europe (spatial grid size 5′, IER-5) and Germany (spatial grid size 1′, IER-1).
They further resolved national emission data with statistical data for administra-
tive units (e.g. population density) and geographic information like point source
coordinates, land use maps and road and railway maps. Sources have been dif-
ferentiated into point, line and area sources. For emission variations in time, the
total emissions have been assigned to seven major emission sources: Power plants,
industrial combustion plants, small combustion plants, refineries, industrial pro-
cesses, road transport and air transport. The temporal course of the assigned
emissions has been scaled down to hourly resolution by usage of socio-economic
data (e.g. working times for industrial processes).
1.5.4.2. Uncertainties
Even though large effort is made to decompose national data to regional scale, dif-
ferences in the used decomposition methods and also in inter-national differences
in the generation of the national inventories lead to large discrepancies between
existing inventories. Pregger et al. (2007) estimate the errors on the underlying na-
tional inventories for CO2 for IER-1 and IER-5 to 10 % to 30 %. Peylin et al. (2011)
found that the annual totals of four European countries differ by 10 % in average
and up to 40 %. Gurney et al. (2005) performed model experiments using different
seasonal variations in the fluxes and found the potential biases introduced by the
lack of seasonality to be up to 50 % of the residual flux. Wang et al. (2013) reported
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the relative errors for the 0.1°× 0.1° CO2 emission maps PKU-FUEL and PKU-CO2
to be 63 %.
In summary, therefore, it can be said that there is still need to further develop
reliable regionally scaled emission inventories for FFCO2 and independent mea-
surements to validate them.
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-laboratory
From 2008 to 2016 the ICOS project was situated in the so called preparatory
phase. In this time more than 1200 targets for AMS analysis have been prepared at
the Institute of Environmental Physics (Institut für Umweltphysik) 14C laboratory
to introduce new methods in sample handling, preprocessing, and quality control
(QC) for the AMS target preparation. This section presents the results of the
present thesis in this phase and their consequences for the development of the
final CRL set-up.
2.1. Graphitisation
The samples presented in the following subsections have been extracted and grap-
hitised at existing processing systems at the IUP. The IUP graphitisation line (see
Figure 2.1) has been in operation since 2006 (Unkel, 2006). The graphitisation pa-
rameters, which led to the best results in repeatability and precision for the IUP
line have been determined in the beginning of this work by Roos (2013) and are
listed in Table 2.1.
Table 2.1.: Applied parameters for graphitisation reaction at IUP (see Roos, 2013)
Parameter Values
Iron oxidation 1000 mbar laboratory air for 5 min at 400 ◦C
Iron reduction 2× 400 mbar H2 for 10 min at 400 ◦C
mFe : mC 3 : 1
n(H2) : n(CO2) 2.2
Temperature 575 ◦C
Reactor length 12 cm
Graphitisation end 2× no change in pressure sensor value for 3 min
2.1.1. Fractionation eects in the graphitisation line
To assess the fractionation induced by the sample processing at the IUP graphiti-
sation line, a measurement series was started by transferring Oxalic acid II CO2
samples the whole way through the graphitisation line similar to normal sam-
ples. Instead of graphitisation after transfer to the reactor, this CO2 was trapped
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Figure 2.1.: Graphitisation line at IUP 14C laboratory Photo Florian Freundt.
inside a glass break-seal, followed by 2 to 4 δ 13C analyses using mass spectro-
metry (MSP – Thermo Fisher Scientific, Finnigan MAT 252). In a second series
the gas was graphitised applying the standard parameters (Table 2.1) and the re-
sulting graphite/iron powder mixture was combusted in an elemental analyser
(EA – Elementar Inc, Vario MicroCube) at CEZ. The thereby formed CO2 was then
again analysed for δ 13C by mass spectrometry. The results of both experiments
are shown in Table 2.2.
Table 2.2.: δ 13C fractionation at the IUP graphitisation line before and after graphitisation.
Tests have been performed by using Oxalic Acid II CO2 as examination agent (δ 13C =
−17.8 ‰). Mean fractionation is the mean of differences between the test result and
the nominal value (δ 13Ctest − δ 13Cnom). The error is calculated as the error of the mean
values of the measurement results.
Tested fractionation N Mean fractionation
After transfer to reactor 6 (−0.004 ± 0.002)‰
After graphitisation 5 (0.007 ± 0.060)‰
The fractionation of −0.004 ‰ in the process of freezing-over the sample to the
reactor is not significant considering the measurement variation. Though, the
results indicate, that the IUP graphitisation line does not introduce an additional
fractionation bias prior to graphitisation.
The processing to graphite and combustion leads to a larger scatter (±0.06 ‰),
but inside its uncertainty it doesn’t show a bias from the nominal value. The
variation is small compared to the typically observed spread of standard targets
in δ 13C during AMS analysis of ≈2 ‰.
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2.2. ality control
To monitor precision in the whole range of measurement, long term stability, influ-
ence of the sampling method and inter-laboratory compatibility we specified and
tested two different quality control methods at the IUP 13C laboratory, presented
in the following two subsections.
2.2.1. Target gases
Whole air target gas cylinders were started to be analysed in 2013. Beside keeping
an eye on long term stability of the AMS measurements, these are serving as QC
for the range of expected ∆14C results. For that purpose we filled two aluminium
tanks (Luxfer) with dry ambient air from Heidelberg. One in winter for low ∆14C,
one in summer for heavier isotopy. In the following these are referred to as Target
gas low respectively Target gas high. Furthermore, these measurements allow us to
separate the error introduced by sampling and storing samples in glass flasks (like
Figure 1.2) from other measurement and preprocessing related errors: CO2 from
Target gas high was extracted directly from the storage cylinder, whereas Target
gases low was filled and stored in conditioned flasks before extracting its CO2.
Figure 2.2 shows the AMS results of 4 years target gas QC in preparation for the
EGL in the final operational CRL.
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Figure 2.2.: AMS target gases during preparatory phase. CO2 from Target gas high was
extracted directly from the storage cylinder; Target gases low were filled and stored in
conditioned flasks before extracting CO2. Error bars indicate the error σAMSm in the
AMS measurement.
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2.2.1.1. Error decomposition
With that longterm dataset of samples not only an empirical standard deviation
(σemp ) from the common mean value (∆14C) of each QC type could be calculated,
but also separation of errors in the AMS measurement (σAMSm), short-term uncer-
tainties and long-term deviations from the mean was performed. This has been
conducted by Turnbull et al. (2015b) before; similar calculation methods are used
here. The applied relationship for the errors is shown in equation 2.1:
σ 2emp ≈ σ 2 = σ 2AMSm + σ 2wm + σ 2am . (2.1)
The unknown width of the assumed gaussian distribution of measurement re-
sults (σ ) is estimated by σemp . σAMSm – the measurement error given by BATS
– is dominated by the poisson uncertainty (1/√N ) of counting the 14C atoms of
an individual sample in the accelerator. A typical sample reaches 500000 counts,
contributing a Poisson uncertainty of 1.4 ‰. σwm is the within-magazine repeata-
bility, consisting of deviations from the target mean in the same AMS magazine
and therefore short-term uncertainties in the measurement, that are not covered by
σAMSm as well as errors in sampling, sample handling and graphitisation, which
exist from sample to sample. σam , on the other hand, is the across-magazine un-
certainty, made-up by long-term changes in the parameters mentioned above; for
example graphitisation parameter changes or changes in the tuning of the AMS.
We can now calculate the within-magazine standardised residual rwmi for every
QC sample:
rwmi =
∆14Ci − ∆14Cwm
σAMSmi
. (2.2)
These residuals should uniformly scatter around 0 in case of normal distribution.
Same calculation can be done for the across-wheel standardised residual ram :
rami =
∆14Ci − ∆14C
σAMSmi
, (2.3)
representing the scattering around the common mean of all results of the same
QC type. Figures 2.3 and 2.4 show the residuals of the AMS results of the 3 used
QC target gases from the total mean respectively from the mean of each single
magazine.
To quantify the visual finding of a greater scatter in the across-wheel residuals
a χ 2 evaluation was performed, such that
χ 2γ =
Σir
2
i
γ
, (2.4)
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Figure 2.3.: Target gas high AMS result residuals within every magazine (rwm , closed sym-
bols) and across all samples (ram , open symbols).
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Figure 2.4.: Target gas low AMS result residuals within every magazine (rwm , closed sym-
bols) and across all samples (ram , open symbolsr).
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where r is rwm respective ram and γ the degree of freedom, here the sample count
of each type minus 1. A χ 2 of about 1 means, that the assumed error (here the
AMS error) describes the uncertainties well. A χ 2 far from 1 indicates additional
errors. These additional errors can be calculated as follows for σwm
σwm = σAMSm ·
√
χ 2wm − 1 (2.5)
with the mean given AMS uncertainty σAMSm as estimated underlying error. And
same for σam :
σam =
√
σAMSm
2 + σ 2wm ·
√
χ 2am − 1. (2.6)
Table 2.3 shows the results of the statistical analysis. Apparently the additional
within-magazine variability is very small (<0.5 ‰) with a χ 2 around 1. This means,
Table 2.3.: Results of the error analysis of target gas measurement series (see Fig. 2.2) for
within-magazine (wm) and across-magazine (am) repeatability. The χ 2 hypothesis test
was conducted by assuming the AMS error σAMSm as error for the distribution
Sample Mean STD Typ. error Distrib. test Addit. errors
∆14C σemp σAMSm χ
2
wm χ
2
am σwm σam
Target high 8.58 ‰ 2.42 ‰ 1.76 ‰ 0.96 1.90 - 1.67 ‰
Target low A −39.27 ‰ 2.80 ‰ 1.72 ‰ 1.01 2.70 0.19 ‰ 2.26 ‰
Target low B −54.19 ‰ 2.27 ‰ 1.97 ‰ 1.06 1.42 0.49 ‰ 1.31 ‰
the deviation of the observed σemp from the expected variability of σAMS is almost
exclusively caused by long term changes in the accelerator accuracy, e.g. exchange
of the ion source, or the target preparation, e.g. usage of a new standard gas.
Responsible for parts of the across-magazine variability might be drifts in the
isotopy of the target cylinders: Target gas low A was monitored throughout its
lifetime (until exchange of the cylinder filling)rr down to a cylinder pressure of
about 50 bar, showing with 2.3 ‰ a larger additional long-term variability than
Target gas low B with 1.3 ‰.
In summary, this QC method provides valuable information about the contri-
bution of measurement errors from different sources. In particular, it could be
shown here that the short-term uncertainty, the repeatability, corresponds to the
uncertainties, which are given by BATS after evaluation of the AMS analysis.
2.2.2. LLC aliquots
As mentioned in the introduction, the WMO recommends an inter laboratory com-
patibility of ∆14C < 0.5 ‰. The CRL will operate resp. is operating two different
labs to determine atmospheric ∆14C values: LLC analysis for large samples and
AMS analysis for small flask samples; that means two methods that are funda-
mentally different in sample taking, handling and analysis. In this thesis a long
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term effort has been undertaken to determine the inter laboratory compatibility
over four years from 2013 to 2016. In 2017 and the beginning of 2018, the CRL
target preparation facility EGL was under construction and testing. First compa-
tibility tests between LLC and AMS analysis for the CRL are presented in Section
3.7.2.
The samples, which have been investigated, are in sodium hydroxide absorbed
ambient CO2 taken at the Heidelberg pilot station at the IUP (see Section 1.3.2).
Graphitising-aliquots of these high-volume specimen have been taken at the con-
ventional 14C laboratory by freezing ≈100 µmol CO2 into duran glass break-seals.
The aliquots have been graphitised and AMS analysed alongside with other sam-
ples over the whole investigation period in the framework of this work. The exa-
mination of the mother samples has been undertaken by the LLC lab (Kromer and
Münnich, 1992).
Figure 2.5 shows the deviations of the AMS aliquots from the LLC results over
the 4 years. An error was assigned to each point according to
σLLC−AMSi =
√
σ 2AMSi + σ
2
LLC . (2.7)
Here σAMSi is assigned to each AMS result equivalent to Section 2.2.1. There we
could see that σAMSmi covers well the short term uncertainties in graphitising,
preprocessing and AMS analysis. The long-term reproducibility of graphite target
preparation and AMS analysis is estimated using σam of Target gas high – its
examination period covers the same time like this AMS-LLC comparison – so that
σAMSi =
√
σ 2AMSmi + σam(Target gas high)2 (2.8)
is true with σAMSmi as the individually assigned machine uncertainty. For σLLC a
flat value of 2.1 ‰ is chosen, which is derived from the standard deviation of LLC
QC results1, because the individually assigned error σLLCi would only consist of
the Poisson uncertainty, which has been proven as too low by replicate LLC-QC
measurements.
Corresponding to (2.3), a residual for every point has been calculated as well
as a χ 2LLC−AMS (2.4). In Table 2.4 the related values are summarised. We see that
the assigned errors describe the empirical standard deviation of 3.7 ‰ for the most
part. The additional errors – corresponding to a χ 2LLC−AMS of 1.3 – add up to 1.7 ‰.
The most probable source for that uncertainty are problems in the aliquotation of
the small AMS from the voluminous LLC sample. These could be leakages in the
aliquotation facility as well as fractionation during freezing-over of the CO2.
The main result, however, represents the mean deviation of the two measure-
ment and processing techniques of (0.1 ± 0.3)‰. That means that the two labs
match their compatibility inside the 0.5 ‰ goal of the WMO within 1σ probability.
Hammer et al. (2017) showed a similar agreement of the Heidelberg LLC lab with
1Personal communication: Samuel Hammer, 2017
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Figure 2.5.: Compatibility between CRL low-level counting and CRL AMS analysis from
2013-2016. Compared samples are high-volume pure CO2 sampled in Heidelberg (see
Section 1.3.2) and its aliquots processed and graphitised at the IUP. The error bars
correspond to
√
σ 2AMSi + σ
2
LLC
Table 2.4.: Characteristics of the measurements results of the AMS-LLC compatibility
study. Measurement errors are σAMSi resp. σLLC . Mean deviation is the averaged
difference between the LLC result and each of its AMS aliquots. The error of mean
deviation is calculated as the error of the mean
Analysis Meas. Sample Mean STD of Distrib. test Unacc.
method error count deviation dev. χ 2LLC−AMS uncert.
AMS 2.5 ‰ 129 (0.1 ± 0.3)‰ 3.7 ‰ 1.3 1.7 ‰
LLC 2.1 ‰ 70
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a consensus value of different AMS laboratories all over the world in different
samples. But due to lack of pure sample count no 1σ probability accordance to the
goal could be achieved before for the CRL labs.
2.3. Storage test of graphitised samples and blank
contamination
Usually graphitised samples are analysed by AMS within one to four weeks after
their reaction from CO2 in air or from a pure CO2 sample to graphite. Howe-
ver, there could be situations, when the AMS is under repair and not usable or
when more urgent samples are demanding the measurement time, so that already
preprocessed graphite needs to be stored. To examine the influence of prolon-
ged storage time on the ∆14C results a storage test with samples of known ∆14C
was started. These are graphite from blank CO2 from combusted natural gas that
should not contain any 14C and Oxalic Acid I standard. After standard graphiti-
sation procedure these specimen have been stored in the standard glass vials (see
Section EGL parts in the annex) for different periods of time between one month
and 2.5 years.
Figure 2.6 shows the AMS results in ∆14C of the analysed samples in compari-
son to their respective target values. Linear fits have been plotted to the data to
quantify the storage effect.
Oxalic Acid I has a ∆14C reference value of 39.8 ‰ when measured as “unknown”
sample in the AMS (see Section 1.2). The mean ∆14C of the storage test results fits
to this value with (38.9 ± 1.1)‰ (error of mean). The slope of the fit over all points
gives no evidence of any storage effect to the activity ratio of graphite from sam-
ples with near atmospheric ∆14C.
The nominal value of the blanks has been determined by two samples measured
immediately after graphitisation. The found starting ∆14C is (−998.84 ± 0.02)‰.
We see an increase in this ∆14C of (0.24 ± 0.05)‰ a−1. Taking into account the
small absolute errors of the blanks we observe a small, but significant increase in
blank sample activities over longer periods of time. Expressed in 14C age, this
slope corresponds to an decrease of (−1500 ± 300) a a−1.
An explanation for this behaviour could be a slowly but steadily happening
exchange of carbon atoms in the graphite surface with those in the ambient labo-
ratory air. Brown (1952) showed that for example the reaction
C∗O2 + C
 CO2 + C∗ (2.9)
could take place, so that atmospheric 14C switches places with 12C in the blanks.
That reaction would have a much smaller effect on the OxI samples, because the
difference in the 14C ratio is – compared to the blanks – very small, namely ≈50 ‰
instead of ≈1000 ‰. In summary, these test suggests to avoid extremely long
storage of blank graphite, but don’t show an effect on other samples.
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Figure 2.6.: Chronological sequence of AMS measurements in different times after one
common graphitising date for every sample type (Blank samples and Oxalic Acid I).
The samples have been stored in graphite powder form. Small squares pointed on by
the arrows mark the target value and graphitising date.
Similar reactions might happen, when transferring the graphitised and pressed
targets to the AMS, in our case from Heidelberg to the CEZ in Mannheim. Figure
2.7 shows the course of measurement of two blank targets in the AMS. In both
cases we see a higher ∆14C in the beginning of the measurement, reaching a lower
saturation value after several runs, when the caesium stream burnt deeper into
the target surface and went through the potentially contaminated layer. Since the
graphite is mixed homogeneously before the target pressing and a much shorter
running-in effect is observed in blanks, which have been transported sheltered in
a nitrogen 5.0 atmosphere (red points in Figure 2.7) as well as in those produ-
ced in Mannheim near the accelerator, that points onto some surface interaction
happening with the air during transport. The black coloured sample, shown in
Figure 2.7, was transferred on open-air, sheltered only by aluminium foil. To reli-
ably quantify this effect, however, a systematic test series would be necessary, but
nevertheless, the findings here suggest to use a tight transport container, prefera-
bly filled with non-reacting, CO2-free gas to avoid contamination of samples with
ambient CO2.
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Figure 2.7.: Typical running-in effects of two blank measurements in the AMS. Every point
represents the result of one run. The black points correspond to a target, that was
transported in the open air; the red target was transported in an air-tight bag, filled
with nitrogen 5.0.
2.4. Test of the target press
The last step in preparing 14C samples for AMS analysis is to press graphitised
samples into aluminium target holder in a specialised target press. During the
course of this work a new target press has been constructed by the IUP workshop
and tested for the implementation in the CRL lab. The graphite, inserted into
the target, is fixed under the press by a specialised target holder. The pressing
stamp presses the graphite/iron powder over a small aluminium ball onto a clean
ceramic sphere, driven by 3.2 bar of pressurised air. So the resulting target graphite
gets a smooth, slightly concave surface for the following AMS measurement.
To quantify potential effects of the target press on the ∆14C results, two ex-
periments have been performed: CO2 from combusted Oxalic Acid I has been
graphitised under the same standard procedure and was afterwards pressed with
the target press either in Mannheim at the CEZ (Ionplus, PSP - Pneumatic Sam-
ple Press) or with the newly built CRL press, which works according to a similar
principle. Table 2.5 shows the AMS results of both batches.
Within the errors, the samples pressed by both target presses don’t differ. The
nominal value of −39.8 ‰ lies barely out of the error range of the CRL target press
results, while the CEZ press target’s mean is 0.7 ‰ heavier. Sample scattering is
larger in the CRL case, but still about 0.5 ‰ lower than the expected value due
to pure measurement uncertainty. In summary, we see no significant difference
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Table 2.5.: Target press comparison of the CEZ press or the CRL press: ∆14C results. The
error of mean ∆14C is 2.4 ‰/√N. Sample SD is the scatter of AMS results.
Used target press N Mean ∆14C Sample SD
CEZ press 6 (41.8 ± 1.0)‰ 0.4 ‰
CRL press 4 (41.1 ± 1.2)‰ 1.5 ‰
between CRL and CEZ press and the nominal value of the targets lies in the 2σ
range of both measurement batches.
2.5. Consequences of the preparatory phase
Even though the build-up of the AMS sample preparation lab was not finished
before early 2017 and most targets during this work have been processed at the
corresponding devices at the IUP, the results presented above in this section pro-
vided valuable knowledge for the further development of the CRL and especially
the EGL as part of it, as well as a foundation for choosing efficient and meaningful
quality control methods for future sample processing at the CRL.
2.5.1. Magazine composition
During most time of the preparatory phase, AMS measurements at the MICADAS
in Mannheim were performed using AMS magazines holding 22 targets. Target
gases, which spanned the expected atmospheric ∆14C range from low (2 targets)
to high (2 targets) values were introduced to monitor the analysis quality (section
2.2.1). In that case, the low target gas served as well as monitoring agent for poten-
tial effects of flask conditioning, filling and storage. Every magazine contained at
least two blanks to make variations in sample contamination during preparation,
storage and measurement visible. For assessment of the inter- laboratory compati-
bility between AMS and LLC on average about 3 aliquots of high-volume Raschig
tube samples per magazine have been processed. Magazines were calibrated by 6
Oxalic Acid II standard samples per magazine.
Recent and future specimen are analysed in a larger, 39 target holder, magazine.
In Section 1.4.2.5 an overview is given about the uncertainties considered by the
AMS evaluation software BATS (Wacker et al., 2010b). A substantial error com-
ponent, which can be directly addressed by the magazine composition, is the sta-
tistical uncertainty of the mean value of the standard targets σ (〈Rmol,bl,norm(std)〉).
A higher count of standard samples Nstd per magazine allows a more precise de-
termination of the standard’s
14C
12C . Figure 2.8 shows the dependency of the total
AMS measurement uncertainty for non-standard samples depending on the num-
ber of standards in the magazine and the AMS 14C counts of the targets. Typical
14C counts range from 300 000 to 555 000 during 2 d to 3 d magazine analysis. For 5
standards per magazine, the uncertainty for the lower threshold 300 000 falls below
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Figure 2.8.: Dependency of the AMS measurement uncertainty increase on the number of
standard targets in the same magazine and the AMS 14C counts of the targets. For this
plot, the total error has been estimated to consist of Poisson uncertainty σpoiss and the
statistical uncertainty of the mean value of the standard targets σ (〈Rmol,bl,norm(std)〉).
Bold black line indicates a total error of 2 ‰.
2 ‰. In order to maintain a reserve standard target and considering that Figure
2.8 neglect errors beside Poisson and standard target uncertainty, a number of 6
standards per magazine holding 39 targets is recommended.
Furthermore, two blanks are required to allow BATS to estimate the blank scat-
ter uncertainty σ (Rmol (bl)). The count of LLC aliquot targets for QC is determined
by the large-volume sampling at the pilot station Heidelberg. Since samples are
taken integrated over two weeks and at least 2 aliquots of each sample should be
analysed, this leads to 1 to 2 LLC aliquot per magazine for 1000 to 1500 scientific
samples and 40 to 60 analysed magazines per year. A pure CO2 QC measure-
ment series, which was started in this work (section 3.7.3) using Oxalic Acid I for
absolute scale determination, is designed for long term QC and hence should be
measured at most once per magazine.
Finally, the target gas analyses are intended to place the within-magazine and
across-magazine error analysis on a broad statistical base as demonstrated in
Section 2.2.1. It is recommended here, to continue the parallel preparation of
QC target flask targets (up to now: target gas low) and targets, which are obtained
by directly connected air gas cylinders (up to now: target gas high). To be able to
perform continuous within and across magazine analysis for both sample types, 2
of each should be included in each magazine. Table 2.6 gives an overview of the
amount of set target places in every magazine.
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Table 2.6.: Planned composition of future magazines for the CEZ AMS. Magazine size
amounts to 39.
Sampletype Target count
Standards 6
Blanks 2
Target gas High 2
Target gas Low 2
Pure CO2 QC 1
LLC aliquots 1 to 2
Scientific samples 24 to 25
In summary, about 1/3 of the magazine is reserved for calibration and QC tar-
gets, which means, that analysis of 1000 to 1500 scientific samples per year requires
preparation of 1400 to 2000 targets in total. E.g. Graven et al. (2007) use 12 to 14
standard and QC targets in a 24 target holder magazine for high-precision AMS
measurements; Turnbull et al. (2015b) include 2 tuning targets, 8 standard targets,
3 whole-air QC targets and 1 process blank in a 40 target AMS wheel.
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and Graphitisation Line
In the Sections 2.2, 2.3 and 2.4 we discussed sources of uncertainties for the 14C
measurement results and how these can be assessed during routine operation. The
finding was that long-term repeatability and inter-laboratory compatibility as well
as blank contamination can be reliably determined, but for the cost of additional
samples in every magazine. In Section 2.5.1 a magazine composition for the future
CRL operation was recommended. Following this, about 60 % of the number of
scientific samples have to be prepared as additional targets for calibration, blank
correction and quality control. This emphasises once again not only the need for
precision but also for labour and resource efficient preprocessing.
Consequently, this chapter targets the development of the new Extraction and
Graphitisation Line (EGL) at the Central Radiocarbon Laboratory (CRL) in the fra-
mework of the Integrated Carbon Observation System (ICOS) as a tool to manage
the given tasks. First, Section 3.1 gives an overview about the processing steps of a
14C sample before AMS analysis. In Section 3.2, 3.3 and 3.4 an in-detail-description
of the soft- and hardware developed to manage the samples arriving at the CRL
for AMS analysis is given. Section 3.5 shows the results of comprehensive tests, we
performed to examine the best process parameters for the EGL operation. Finally,
Section 3.7 presents the first results of continuously performed quality control me-
asurements to assess the EGL performance in comparison to primary scales and
compatibility to the IUP 14C laboratory and the CRL LLC-lab.
3.1. Processing chain
Table 3.1 lists the steps an incoming sample has to pass until AMS analysis at the
CEZ. The listed estimated expenditures of time for each preprocessing step until
magazine preparation assume flawless sample handling and sample processing one
by one. The most time-consuming steps conducted at the CRL are the evacuations
of the tubing (10 min to 30 min), the iron pretreatment (1 h to 2 h), CO2 extraction
from flasks or aluminium containers (5 min to 20 min) and graphitisation (2.5 h to
5 h). In the following Section 3.2 we will follow this step list for the different con-
tainer types to explain what measures have been taken to parallelise and pipeline
especially these tasks until the target is readily prepared for the AMS as far as
possible.
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Table 3.1.: Steps of procedure for AMS sample preparation and measurement at the CRL.
From “Magazine preparation” on, the prepared magazine of 39 samples is handled as
one. The column “Sample container type” lists the points, where samples in different
form can be inserted in (←) or taken out of (→) the processing chain. Duration is
estimated and summed up for successive execution of the steps. Automatic proces-
sing means here processing steps that don’t need permanent attendance: Evacuation,
conditioning, graphitisation and AMS counting
↓ Processing step Duration Sample container type
per sample
Preparing graphitisation ≈5 min
Iron conditioning 1 h to 2 h
Evacuate processing line 10 min to 30 min
Extraction of CO2 5 min to 20 min ←Whole air sample
Evacuating residual gas 1 min container
Expanding CO2 1 min to 3 min → Pure CO2 break-seal
Transferring to quantific. vol. 2 min to 3 min ← Pure CO2 break-seal
Flushing evacuated tubing 2 min to 5 min or mini flask
Expanding CO2 2 min to 4 min
Quantify CO2 amount 1 min
Taking aliq. for δ 13C analysis 30 s
Transfer to reactor 2 min to 5 min
Adding H2 into reactor 2 min
Expanding CO2 2 min to 4 min
Graphitisation 2.5 h to 5 h
Weighting and containerising 5 min to 10 min
Pressing into target 2 min ← Graphite sample
Magazine preparation 30 min/39 samp.
Magazine transport to CEZ 2 h/39 samp.
AMS analysis 1 d/39 to 3 d/39 samp.
Result evaluation 1 h/39 to 3 h/39 samp.
Sum person minutes 37min to 75min
Sum automatic processing 262min to 565min
The sums of required processing times listed in the two lines at bottom of Table
3.1 shows the need to reduce the required working time for every sample between
arrival at the CRL and writing the final ∆14C result into the database. In Section
3.4, it will be shown to what extent software automatisation and parallelisation of
the processes affect these numbers.
During this work, the CRL database was adapted in cooperation with the CRL
database administration team to map the physical processing steps into the da-
tabase and enable tracking of the current processing step for each sample during
the AMS preprocessing.
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3.2. Construction of the EGL
In this section the technical build-up and construction of the Extraction and Grap-
hitisation Line (EGL) is described. Tests to assess the performance and influences
of the different components (e.g. fractionation) to the sample result will be pre-
sented in Section 3.6. Figure 3.1 shows the principal scheme of the EGL with all
technical components, which will be addressed from left to right. In the Section
EGL parts in the annex, the built-in commercial components are listed.
Figure 3.1.: Basic scheme of the main technical components of the EGL and allocated fea-
tures. A detailed scheme is given in Figure 3.8
3.2.1. Sample inlets and outlets
Here I present, how to insert whole air sampling containers, QC air, pure CO2
samples and 14CO2 standards into the EGL.
3.2.1.1. Whole-air insertion
The majority of samples processed by the EGL will be whole-air filled 3 l glass
flasks (see Figure 1.2 and a technical drawing in the annex in Figure B.4). These
samples enter the processing chain for extraction of CO2, the same does the quality
control target gas. As seen in Table 3.1, the required time for this working step
until CO2 expansion sums up to – depending on the extraction speed – 7 min to
24 min. To enable parallel CO2 extraction to improve this time, we added four
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vacuum screw connections (1/2′′) to attach the flasks. Directly on the base of each
of these connections a 1/8′′ tubing has been welded on to provide direct and leak
free access to a target gas tank for quality control. The fourfold implementation of
that element enables parallelisation of that time consuming step as well as simple
insertion of the quality control gas, which follows then the exact same pathway
through the EGL as flask samples – a necessary part of complete assessment of
the device’s reliability.
3.2.1.2. Pure CO2 insertion and draw-o
Beside these whole-air samples, a smaller number will have to enter the processing
as pure CO2, primarily for QC and inter-laboratory compatibility (see 2.2.2).
On the other hand the capability is needed to store extracted CO2 encapsulated
in glass containers; that may be desired due to limited AMS measurement capacity,
so that incoming flasks have to be processed but can’t be analysed and have to be
stored for longer periods of time. Production of inter-comparison samples may be
another reason.
In summary, due to the limited number of samples, that follow this path, and
the short time, that is needed to transfer the CO2 to the quantification volume
(Table 3.1), only one pure CO2 insertion and extraction component has been built
in the EGL. This is a 1/2′′ vacuum screw connection; here an element consisting of
a 1/2′′ convoluted metal tubing, that is filler plugged at one side, can be inserted
to crack break-seal CO2 samples. The same socket can be used in combination
with an adapter to a 3/8′′ vacuum screw connection, in order to plug in 8 mm
glass break-seal tubes for flaming-off previously extracted CO2.
3.2.1.3. Standard gases and pure-CO2-QC supply
The EGL includes an internal supply of standard gases and pure CO2 quality con-
trol gas. This leads – in comparison to manual insertion of the standard gas over
one of the sample insertions described above – to an higher degree of standar-
disation in standard target production and the possibility to fully automate the
standard gas aliquotation in the EGL. The graphitisation of a pure CO2 quality
control gas allows to systematically monitor the quality of standard gas proces-
sing in the EGL. Figure 3.2 shows a schematic picture of the EGL standard gases
and pure-CO2-QC supply part.
The 6 l or 10 l glass containers can be closed by attached hand valves for transport
to refilling. In standard operation the hand valves are opened and the pressure
in the subsequent capillaries (L = 1 m, ∅ = 0.4 mm) equilibrates with the pressure
of the respective glass container. For standard gas processing, the corresponding
valve to the evacuated measuring volume V opens and slowly increases the pres-
sure in V (≈10 mbar s−1) until a defined target pressure is reached and the valves
are closed. The sampled CO2 is then further processed like other targets and
cryogenically transferred to the quantification volume.
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Figure 3.2.: Schematic figure of the EGL standard gases and pure-CO2-QC supply part.
The glass tanks containing the gases can be closed by hand valves; the connection to
the measuring volume V is made through pneumatic valves and capillaries inside the
1/8′′ tubing (L = 1 m, ∅ = 0.4 mm). Further CO2 transfer and evacuation is performed
through the pneumatic valve on the right side.
The volume V amounts (5.5 ± 0.4)ml and is mainly defined by the internal vo-
lume of the four pneumatic valves. That means that for a standard target of
100 µmol CO2 a pressure of 490 mbar in V has to be measured. Therefore, a glass
tank reaching this pressure has to be refilled. The current primary standard for
EGL targets is Oxalic Acid II CO2, the blank is CO2 produced by combustion of
natural gas and as gas for standard gas quality control Oxalic Acid I CO2 is used.
3.2.2. CO2 extraction
The EGL operates four parallel CO2 extraction lines, one for each whole-air sample
inlet, whose components will be described in the following.
3.2.2.1. Cooling trap
A common way of extracting CO2 out of air samples is cryogenical extraction.
Other labs (e.g. Turnbull et al., 2007) use cryogenically performed CO2 separation
with an air flow of 200 ml through a liquid nitrogen cooled double glass trap.
The formerly used CO2 extraction facility at the IUP 14C lab followed a similar
approach before comparative CO2 extraction tests in this thesis yielded a higher
freezing-out efficiency for multiply coiled stainless steel tubing in liquid nitrogen.
Basically, the outflow concentration of these stainless steel cooling traps turned
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out to be below the detection limit of the Licor NDIR (Non Dispersive Infrared)
analyser (Licor, LI-820); therefore we chose to build the cryogenical extraction line
around that component.
Figure 3.3 shows technical drawings of the deployment of the EGL cooling traps.
The fourfold winding of the EGL traps results from structural properties of solid
Figure 3.3.: EGL cooling trap. A: Side view, schematic, with heights and width, on
freezing-out immersion depth di ; in red electric heating wires to thaw up frozen CO2
and to reach a defined temperature level in the trap (regulated by a NiCr-Ni thermal
element). B: Top view, schematic, of the trap with dimensions. C: Technical 3D drawing
of the bend 1/4′′ stainless steal tube (see Figure B.5).
CO2: Out of the gas phase resublimating CO2 tends to immediately freeze on
surfaces whose temperature falls below −80 ◦C. This leads to a thick layer of in-
homogeneously oriented CO2 crystals within the first few mm of the cooling trap.
That can lead to choking of tight tubing or, especially in high-flow environments,
to a breaking off of CO2 flakes, which can then migrate with the cooled air flow
out of the trap. Glass traps usually counter that effect by using a frit on the trap
exit to filter out CO2 crystals before leaving the cooled section. The design of the
EGL trap aims to force arising CO2 flakes to traverse tubing parts that exceed su-
blimation temperature to change them back into gas phase in order to resublimate
the resulting CO2 again at the next cold coil. For this reason, the upper part of the
EGL trap remains outside of liquid nitrogen during extraction. In Section 3.6.1,
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the results of a test to specifically target the influence of the immersion depth di
on sample fractionation are presented.
3.2.2.2. Flow regulation
The air flow through the extraction line is driven by a drawing membrane pump
(KNF, PM28170-938.50, EPDM membrane) at the end of each line, which has been
tested for CO2 back-flush from the ambient laboratory air back into the trap (see
Section 3.6.1). Flow regulation is performed by a Low ∆p mass flow controller
(MFC – Bronkhorst, F-201DV-ABD-88-V), regulating the flow before entering the
cooling coil. These MFCs are capable of maintaining the set flow, even when
the pressure difference is smaller than 1 mbar before and after the steering valve.
That property shows it’s importance, when the attached sample flask runs empty
and the pressure difference between drawing pump and flask approaches zero. It
enables freezing out onto a lower flask pressure in a reasonable timeframe: The
EGL CO2 extraction process is ended at a flow of 20 mln/min. The cooling trap
pressure is monitored during extraction, stopping the flow in case of more than
150 mbar gas pressure, to prevent potentially dangerous condensation of O2 in the
tubing.
3.2.2.3. Cooling and elevators
The cooling agent N2(l) is hold by a stainless steel dewar (KGW-Isotherm) on
freezing-out height. It is fixed to a threaded rod, which again is driven by an
electromotor to enable the nitrogen dewar to automatically move up- and down-
ward. Three positions are defined by applied electric switches, which signal the
controlling PC about the current position of the dewar elevator:
Elevator on top position: This means, the elevator holds the topmost position and
most part of the cooling trap is immersed into N2(l). This position is used
for residual gas evacuation after freezing-out, in other words removal of
nitrogen and oxygen within the trap tubing and ensuring to keep as much
CO2 in solid form as possible.
Elevator on freezing-out position: On this height CO2 extraction is performed
(Figure 3.3A); the steel coil immerses into N2(l) to a depth of 50 mm above
the bottom wind (see Section 3.6.1 for corresponding fractionation tests).
Elevator at boom: After extraction and residual gas removal the elevator moves
down to this position for heating-up and CO2 expansion.
3.2.2.4. Heating
For thawing of the extracted CO2 3 m stainless steel heating wire (Thermocoax,
SEA15/300, 60 V, 200 W, up to 600 ◦C) are blazed on each trap tubing; these are in-
sulated by compressed magnesium oxide ad coated by a stainless steel layer and
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resistant to extreme temperature changes. The heating is driven by 200 W, which
leads to a quick heating up to laboratory temperature from −195.8 ◦C temperature
of the N2(l) in less than 2 min and therefore rapid CO2 expansion. A NiCr-Ni ther-
moelement for temperature regulation and monitoring is fixed 40 mm above the
bottom of the cooling trap coils. The thermovoltage for this type is defined from
−270 ◦C to 1300 ◦C; due to that wide range, they are used here to signal the heater
temperature as well as a feedback for the trap’s immersion into liquid nitrogen.
Regulation of the heating wire is described in Section A.1.1; it is performed auto-
matically by an autonomous device to a settable value by the technician. However,
the temperature should never be regulated above ≈100 ◦C, since the blazing starts
to soften at the contacts with the hot wire, when about this temperature is reached
at the sensor’s location.
3.2.2.5. Extract properties
Other CO2 extraction lines (e.g. Turnbull et al. (2007) or the CO2 extraction at the
IUP 14C laboratory) operate a water trap upstream of the CO2 trap or after the
CO2 extraction. Cooling agents like ethanol or dry ice/acetone mixture are used
to lower the moisture content to a dew point of −60 ◦C to −90 ◦C. The EGL CO2
extraction line doesn’t separate water from CO2 for three main reasons:
• The current ICOS Atmospheric Station Specifications (Laurent, 2016) recom-
mend drying of 14C samples collected in flasks; so we expect to face a low
water content in processed flasks.
• Moisture is removed separately at the graphitisation reactors, this also ad-
dresses residual water from the air sample.
• Cooling agents can potentially cause harmful health issues, when degasing
in proximity to the technician (e.g. acetone).
Not only water is extracted alongside CO2 but also N2O condensates at tempe-
ratures below −88.8 ◦C. No attempt is made to remove that share from the CO2
extract; since no interference with the graphitisation process has been observed
before (Smith et al., 2007).
It must be kept in mind, that the partial pressure of these gases add to all
pressures, that are measured in the further processing. When we assume an air
sample with 400 µmol mol−1 CO2 concentration and 0.330 µmol mol−1 N2O concen-
tration, that was dried to a dewpoint of −40 ◦C (≈0.13 mbar  130 µmol mol−1 H2O),
we would get a bias in all CO2 pressure measurements in the EGL of(
400 + 0.33 + 130
400 − 1
)
· 100% = 32.6%
if all water is in its gaseous phase. Since the vapour pressure of water at a labo-
ratory temperature of 20 ◦C to 30 ◦C ranges from 23 mbar to 42 mbar and the N2O
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influence is small, water vapour in non-heated sections of the EGL would conden-
sate at – depending on temperature – pmaxH2O (23 mbar to 42 mbar) for total pressures
greater than 530.43/130 ×pmaxH2O , which would be 94 mbar to 171 mbar. Below this
threshold pressure the percentage dependency is valid. This means, measured
pressure values of CO2 of moist samples have to be corrected for their water va-
pour contribution.
3.2.3. CO2 transfer inside EGL
Post- extraction CO2 transfers inside the EGL are performed by desublimating it
into the respective volumes using cooling fingers in N2(l). Similar handling was
conducted at the graphitisation line at the IUP 14C laboratory, but other methods
to transfer CO2 inside a processing line are also used. E.g. Wacker et al. (2010c)
use Zeolith to trap CO2 in the reaction section. But because of easy, clean and fast
regeneration by simply heating up the cooling finger and evacuating the residuals
as well as successful experience at the IUP 14C laboratory line, we decided to use
cryogenical transfer at the EGL. Transfer of gaseous CO2 is performed in three
parts of the extraction and graphitisation process:
• In case of taking out extracted CO2 of the EGL, the target is transferred to a
break-seal glass tube, which is flamed off after transfer.
• From the EGL CO2 extraction line or pure CO2 insertion ports the gas is
transferred to a stainless steel quantification volume (see Section 3.2.4).
• After target amount quantification the CO2 is transferred into a graphitisa-
tion reactor (see Section 3.2.6). Here the sample is frozen into a Duran glass
tube (∅ = 6 mm, wall thickness 2 mm).
3.2.4. antification
All targets processed by the EGL undergo a step to quantify the amount of target,
which has been extracted – or inserted as pure CO2 – and therefore are transferred
to a quantification volume. Figure 3.4 shows a schematic image of the quantifica-
tion finger.
The quantification element consist of a stainless steel CO2 freezing finger (∅1/4′′),
that is over-wrapped by 0.75 m blazed-on heating wire (compare Section 3.2.2.4),
driven by 100 W (Thermocoax, SEA10/75, 30 V, 100 W, up to 600 ◦C). The finger is
placed above a similar elevator construction as described in Section 3.2.2.3. Here
we define two possible positions of the elevator, which can be read out and targe-
ted by the controlling PC:
Elevator on boom: On that position the dewar on the elevator can be filled with
N2(l) by the technician. Automatic heating and expanding of the CO2 sample
takes place here.
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Figure 3.4.: Scheme of the EGL CO2 quantification finger.
Elevator on top: Here the quantification finger almost completely immerses into
the N2(l) in the dewar below. Whenever reaching this elevator position one
should keep in mind, that it takes 60 s to 70 s to equilibrate in temperature
with the N2(l); so when manually transferring a sample into the quantifica-
tion element one should wait this amount of time before starting the transfer.
3.2.4.1. Calculation of CO2 amount and uncertainties
In principle the sample amount is calculated by measuring the CO2 pressure in a
known volume with known temperature using the state equation for ideal gases
n =
pq ·Vq
R ·Tq (3.1)
with quantification pressure pq and the ideal gas constant R = 8.3 J mol−1 K−1. The
determination of the finger’s volume Vq = (2.69 ± 0.20)ml is shown in Section
3.2.7.1; the temperature Tq is determined on the outer surface of the steel finger
by a NiCr-Ni thermocouple. The ideal gas equation is used here in favour over
the Van-der-Waals equation for real gases, since the differences in the calculated
amount of substance for real and ideal gases at room temperature are way smaller
than the error induced by pressure or temperature measurement uncertainty.
The volume is chosen in a way, that regular samples of about 55 µmol to 110 µmol
CO2 span a pressure range of 500 mbar to 1000 mbar at the sensor for pq , so that
absolute sensor errors are small in comparison to the measurement value. The
sensor’s uncertainty after calibration is smaller than 0.15 % of the full-scale of here
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1000 mbar: ∆pmeasq = 1.5 mbar. As deduced in Section 3.2.2.5, is the pressure devi-
ation within that pressure range set by pmaxH2O , defined by the vapour pressure at
Tq . It has been observed, however, that the water needs much (>10 min) longer to
reach equilibrium pressure within the quantification volume. Since the quantifi-
cation pressure measurement is performed one minute after CO2 expansion, we
set an empirically determined pH2Oq = (18 ± 5)mbar for gases containing H2O and
pH2Oq = 0 for moisture free samples. By default, the heating target temperature is set
to 30 ◦C, but since not the whole quantification volume is wrapped-in by heating
wires, we set the resulting effective quantification temperature to Tq = (25 ± 5) ◦C.
For the quantification result we now change equation 3.1 for moist samples to
nCO2 =
(pq − pH2Oq ) ·Vq
R ·Tq = (pq − 18 mbar) · 0.109 µmol mbar
−1 (3.2)
with an error of
σ (nCO2) =
1
RTq
√√
(pq − pH2Oq )2
((
σ (Tq)
Tq
)2
+
(
σ (Vq)
Vq
)2)
+ σ (pH2Oq )2
=
√
(pq − 18 mbar)2 + 4.3 × 103 mbar2 · 8.3 × 10−3 µmol mbar−1 (3.3)
for a negligible error of the pressure measurement σ (pq). For the amount of CO2
for water-free samples we get
nCO2 =
pq ·Vq
R ·Tq = pq · 0.109 µmol mbar
−1 (3.4)
with
∆nCO2 =
pq ·Vq
R ·Tq
√(
σ (Vq)
Vq
)2
+
(
σ (Tq)
Tq
)2
= pq · 8.3 × 10−3 µmol mbar−1 (3.5)
These equations allow the calculation of the extracted or inserted CO2 amount
with its errors for on-line comparison between actual sample size and the expected
sample size, derived from database information, to evaluate the extraction and
transfer efficiency. It is suggested here to use equations 3.2 and 3.3 for all processed
flask samples and equations 3.4 and 3.5 for processed pure CO2 and high-pressure
air (i.e. from pressurised cylinders).
The other main purpose for this quantification effort is to calculate the amount
of hydrogen in the graphitisation reactor, that is needed for the size of the current
sample, this will be described in Section 3.2.6.
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3.2.5. Aliqotation and δ 13C analysis
As explained in Section 1.2 it is necessary to determine a sample’s δ 13C during the
AMS measurement to correct for fractionation in the accelerator and normalising
the results to δ 13C = −25 ‰. However, there may be the need to provide precise
δ 13C for samples that have not undergone the regular analysis chain within the
CALs; i.e. they have not been analysed for δ 13C at the FCL in Jena. Furthermore
and more importantly, a regular precise determination (σ < 0.1 ‰) of the CO2’s
δ 13C before graphitisation provides an important quality control measure for tar-
gets with known δ 13C: Fractionation resulting from CO2 extraction and transfer
inside the EGL can be routinely quantified that way. Therefore we connected the
EGL to an additional on-line δ 13C measurement device, which determines each
sample’s δ 13C post-quantification and pre-graphitisation.
The instrument chosen for these tasks is a Delta Ray Infrared Isotope Spectrome-
try (IRIS) instrument, that has been characterised in detail by Zipf (2017). Figure
3.5 illustrates the connection of the two devices schematically. 3.5A shows the
parts of the EGL taking part in aliquotation: After quantification and 60 s mixing
time the sample gas in section [1] is expanded into [2] and [3]; the aliquot for δ 13C
is then closed into [3]. After this the aliquot is transferred into a stainless steel tu-
bing sample storage loop, utilising liquid nitrogen induced freezing over through
the multiport valves V1 and V2 (Figure 3.5B, see also Zipf (2017)). At the end of
the working day, when no more aliquots are expected to be stored in the loops,
the Delta Ray IRIS control software starts to flush the stored aliquots with a carrier
gas (<0.2 ppm CO2) through V1, V2 and V3 into the analyser for δ 13C analysis.
In principle, repeatabilities of 0.02 ‰ and long-term reproducibilities of 0.04 ‰
in δ 13C can be reached, when following the optimal calibration and measurement
procedure with this instrument. Tests with mini-flasks and a CO2 concentration of
1000 ppm in the Delta Ray IRIS lead to a reproducibility of 0.05 ‰ and a accuracy of
0.05 ‰ (Zipf, 2017). The amount of CO2 taken as aliquot was adjusted in a way to
enable the Delta Ray IRIS to reach these 1000 ppm when diluting the pure CO2 for
measurement. Hence, volume [3] was set to 1.2 ml corresponding to an aliquot of
6.5 % of the total sample amount (Table 3.2). A regular sample amounts ≈100 µmol
of CO2 and is split into 93.5 µmol for graphitisation and 14C analysis and 6.5 µmol
for δ 13C analysis.
Table 3.2.: Fractions of the total CO2 amount for ∆14C and δ 13C analysis. Uncertainties
originate from pressure measurement errors in the volume ratio determination (Table
3.5).
Quota of sample/standard CO2 for
∆14C meas.: Q14 δ 13C meas.: Q13
(93.574 ± 0.003)% (6.426 ± 0.003)%
68
3.2. Construction of the EGL
A
Figure 3.5.: A: Functional scheme of the sections taking part in δ 13C aliquotation in the
EGL. 1: Quantification volume. 2: Tubing between quantification and aliquotation
volume. 3: Aliquot volume; quantified samples are expanded into this volume.
B: Overview sketch of the planned valve setup for EGL aliquot measurement in the
Delta Ray, modified from Zipf (2017). ”Sample aliquot” corresponds to section 3 in A. p
marks a pirani pressure sensor; V1, V2 and V3 are Vici Valco multiport selector valves:
V2 is connected to stainless steel tubing loops for temporary aliquot storage; V1 selects
between aliquot storing and transfer to Delta Ray; V3 chooses between different sample
inputs for the Delta Ray.
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The valve and tubing set-up shown in Figure 3.5B is under construction at the
moment, so no further testing of the quality of the EGL aliquotation could be
performed, but will be done after finalisation of the set-up.
3.2.6. Graphitisation
The central parts of the EGL are its graphitisation reactors. As described in Section
1.4.3 the reduction of CO2 to graphite requires to provide optimal conditions for
the corresponding reactions and, at the same time, to minimise production of met-
hane and residual amounts of carbon monoxide. On the other hand, the reactors
ought to provide the possibility for uncomplicated and fast catalyst and sample
handling by the technician. Figure 3.6 shows the final design of the EGL graphiti-
sation reactor, its parts are described below.
Sample, Ar, H 
and synt. air insertion
Filter gasket
20µm
2
sensor
T regulation
Pressurised
air (5bar)
Quartz glass reaction tube
Pressure sensor
0..3000mbar abs.
Catalyst
Teﬂon
closure
Liquid
nitrogen
Pneumatic
valve Oven
Rotor
Figure 3.6.: Schematic representation of the EGL graphitisation reactor.
Twelve reactors have been installed on the EGL, as the graphitisation is with
2.5 h to 5 h duration by far the most time-consuming step in the target preparation
process; so I introduced here the largest degree of parallelisation in the EGL.
Every reactor is equipped with a linear pressure sensor (Keller AG, PAA-9 LD,
0 mbar to 3000 mbar abs., TEB1= 0.5 % FS) to control working gas insertion and to
monitor graphitisation pressure. In an EGL prototype system we faced issues with
1Total Error Band: Maximum deviation inside the specified pressure and temperature range
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internally leaking pneumatic valves. Apparently, graphite or iron dust migrated
onto the valve membrane and hindered complete closure; therefore I installed
silver-plated filter gaskets with a mesh size of 20 µm (Swagelok, SS-4-VCR-2-20M)
at the end of each reactor, to protect the other parts of the EGL from graphite
contamination.
3.2.6.1. CO2 transfer/storage tube and liquid nitrogen elevator
CO2 transfer into the reactor is performed cryogenically into a liquid nitrogen
cooled Duran glass tube (L = 6 cm, ∅ = 6 mm, WT= 2 mm). The wall thickness of
2 mm was chosen to reduce the volume in the reactor not providing reaction space
due to low temperature.
Liquid nitrogen cooling is provided by an automatic dewar elevator, constructed
at the IUP workshop. This elevator is able to move in two dimensions: Horizontal
movement to head for the reactor that needs nitrogen cooling and vertical mo-
vement to immerse or emerge the CO2 transfer and storage tube. Due to location
determination by position sensors the liquid nitrogen cooling can be initiated fully
automatically. The filling of the dewar through a funnel on top of each reactor has
to be done manually.
3.2.6.2. H2, Ar and synthetic air supply
The EGL provides built in supply of three types of working gases:
Hydrogen serves in the first place as reducing agent for CO2. It’s second purpose
is again to reduce iron oxides on the surface of the catalyst during pretreat-
ment.
Argon is inserted to the reactor after finalisation of the graphitising reaction. It
works as protective gas for the newly produced graphite and shields from
possible contamination due to interaction with the laboratory air.
Synthetic air resp. its containing oxygen functions as oxidising agent in catalyst
pretreatment. Pure O2 tended to sinter the catalyst powder during pretreat-
ment and was therefore excluded as oxidising agent
The tanks containing these gases are connected to the EGL via ≈8 m of stainless
steel tubes. The possibility to achieve fine dosing of the inserted gas amount
is achieved by stainless steel capillaries inside these tubes. The need for finer
(hydrogen) or faster (Argon, synt. air) dosing defined the respective capillary
diameter. Automatic gas dosing into the EGL is steered by pneumatic valves.
Table 3.3 lists the used gases and capillary types.
71
3. Set-up of the AMS target Extraction and Graphitisation Line
Table 3.3.: Working gas and connection properties.
Gas Purity Pressure Admiss. Capillary
regulator pressure
H2 <0.1 ppm CO2 Druva,FMD50016 1.6 bar L = 1 m, ∅ = 0.4 mm
Ar <0.2 ppm CO2 Druva,FMD50016 3.5 bar L = 1 m, ∅ = 0.5 mm
Synt. air <1 ppm CO2 Druva,FMD30018 3 bar L = 1 m, ∅ = 0.5 mm
3.2.6.3. Water removal system
Other graphitisation lines use acetone dry ice mixtures with ≈ − 75 ◦C (e.g. the line
at the IUP 14C-laboratory (see Section 2.1)) or magnesium perchlorate (Graven
et al., 2007) to fulfil the necessary removal of water, forming during graphitisation
reaction. A less labour intensive and automatable method is water removal by
thermo electric cooling (e.g. Wacker et al., 2010c). Roos (2013) showed in prepa-
ration of the EGL design, that the acetone dry ice method could be replaced by
thermo-electric cooling by an air-cooled peltier element (reaching ≈ − 30 ◦C under
load) for the cost of 0.5 h longer reaction time due to a higher H2O partial pres-
sure in the reactor. Since an important goal of the EGL is to automatise the target
preparation process as far as possible, we equipped the EGL reactors with such a
cooling system.
This system consists of a 1/4′′ stainless steel pipe stub positioned on top of the
CO2 transfer and storage tube. The stub is enclosed into an aluminium block
providing the contact to a multi-level peltier element (TRU components, TEC2-
127-63-04, V = 14.6 V, Imax = 4.2 A, ∆Tmax = 88 K). Heat dissipation is carried out
by a radial fan driven air-flow cooled aluminium fin block.
3.2.6.4. Oven
Heating of the catalyst and the reacting gases to their reaction temperatures is
performed by ceramic fiber tubular furnaces (Watlow, VC400J06A-0000R, inner-
∅ = 13 mm, L = 152 mm, 175 W, 60 V). The fibre material has been coated into
a stainless steel hull, so that only the opening for insertion of the reaction tube
remains open. The ovens are moved over the reaction glass tubes mounted on
rails.
Temperature regulation is conducted by an autonomous temperature regulation
system (shown in Section A.1.1). The corresponding regulation sensor (thermal
element, type K, Ni – NiCr) is placed next to the reaction catalyst, this means the
end of the glass tube, to ensure as precise temperature regulation at the catalyst
surface – where the graphitisation takes place – as possible.
Figure 3.7 shows the temperature dependency – measured by a Ni – NiCr ther-
mal element inside the reaction glass tube – from the depth the reactor is moved
inside the oven. That experiment has been performed for differently set tempera-
tures, that are regulated outside the reactor by the regulation sensor, that was fixed
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in position inside the oven. We see a strong decrease from the target temperature
towards oven opening and furthermore an offset of 5 K to 10 K towards lower tem-
peratures inside the reactor for the measurements taken at the same depth like the
regulation sensor is placed. The measurement sensor has been 1-point calibrated
to the value of the regulation sensor at 600 ◦C.
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Figure 3.7.: Temperature profiles in the reaction zone of the graphitisation reactor in de-
pendency of the distance to the oven’s opening. Temperature measurements taken with
a Ni-NiCr thermocouple, 1-point calibrated to the regulation sensor at 600 ◦C. For all
points, the measurement probe was placed at the end inside a quartz glass reaction tube
(L = 12 cm, ∅ = 6 mm, WT= 0.5 mm). Grey zones mark the position of the graphitisation
catalyst inside the oven for different reaction tube lengths.
To lower the temperature slope towards the opening we fabricated a teflon clo-
sure ring with an inner diameter of ≈6 mm, that fits over the reaction glass tube
and covers the oven opening. The temperature tests in Figure 3.7 are done with
that closure ring.
3.2.6.5. Reaction space
The graphitisation reactions are conducted inside quartz glass tubes (proQuarz,
L = 95 mm, ∅ = 6 mm, WT= 0.5 mm). Other labs use borosilicate glass like Pyrex
(Turnbull et al., 2010b) or Duran (Wacker et al., 2010c), that has a melting point
of about 600 ◦C, what leads to an upper threshold for the reaction temperature.
Like other labs (e.g. the IUP 14C laboratory) we chose quartz consisting of pure
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silicium dioxide and a transition point of ≈1200 ◦C (see proQuarz, 2017). However,
this material has the drawback of being brittle compared to other glass types and
therefore requires careful handling.
The iron catalyst is placed upon a sample scoop (quartz glass, L =10 mm to
20 mm, ∅ = 4 mm), that is pushed to the end of the reaction tube after dosing the
2 mg to 5 mg iron catalyst amount on it.
It turned out, that the length of the reaction tube has a significant impact on
the graphitisation result. I conducted a number of graphitisations under the same
graphitisation parameters comparing different sets of quartz glass reaction tube
lengths. Table 3.4 lists the results of these tests.
Table 3.4.: Comparison of the influence of different reaction tube dimensions (length L and
wall thickness WT) to the duration of the graphitisation and the sample yield. Sample
yield has been calculated as percentage of the weight gain during graphitisation from
the expected gain calculated by the known amount of CO2. The error of duration is
the standard deviation of each sample set; the error of the yield is the sample amount
error (±0.1 mg) combined with the SD of the graphite masses; N is the sample count.
All tests were performed with following parameters: Tдraph,set = 575 ◦C, n(H2)/n(CO2) =
2.2 − 2.4, ∅tube = 6 mm. Graphitisations were ended, when the pressure slope Ûpдraph >
−0.18 mbar min−1. Tests with WT= 1 mm were performed at an EGL prototype line,
which was manually controlled.
L WT N Duration Yield Commentary
[mm] [mm] [h] [%]
95 0.5 8 3.5 ± 0.2 78 ± 15 Final choice for EGL
120 0.5 6 3.9 ± 0.3 77 ± 10
70 0.5 8 3.9 ± 0.2 36 ± 39 Low and variable graphitisation
temperature on catalyst (see fig. 3.7)
120, 70 1 25 Not comparable Difficult handling due to narrow
sample scoop
The short (70 mm) tubes showed a very low and at the same time variable sample
yield. As seen in Figure 3.7, the catalyst scoops in these tubes are placed in a vari-
able temperature regime 50 ◦C to 100 ◦C below the oven’s set point. This could lead
to an incomplete graphitisation reaction, e.g. by increased methane production.
The 120 mm tubes on the other hand, even though enabling a reaction in a con-
stant and well-set temperature zone, are showing a longer graphitisation duration
(0.4 h) than 95 mm tubes. The sample yield for both lengths is indistinguishable
inside the error margins. The faster graphitisation time points to more favourable
reaction conditions in the 95 mm tubes, which therefore have been chosen for the
equipment of the EGL. A possible reason for the difference in durations could be
a decreased convection over the catalyst surface for longer reactors and a less ef-
ficient water removal. In an EGL prototype system also reaction tubes with only
4 mm inner diameter (WT= 1 mm) have been tested, but have shown an impracti-
cable handling of iron dosing onto the narrower sample scoops.
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3.2.7. Properties of the whole system
The functional parts of the EGL described above have been assembled at the
workshop at the IUP. Figure 3.8 shows a technical scheme of the whole EGL and
allocates the respective indices of vacuum sections (green), heating elements (red),
pressure sensors (blue) and pneumatic valves (grey), that are used in the following
sections as well as in the EGL control software.
Connective tubing consists especially of 1/4′′ stainless steel tubing (Dockweiler,
TCC LZ1.4404 / 316L (S)) or 1/2′′ tubing directly on the vacuum pumps (see Section
3.2.7.2). Following connection types are used:
Tube welding is used wherever possible for connections, that are not needed to
be detachable (e.g. for expendable parts.). All weld seams are helium leak-
tested.
Face-Seal Fiings (Fitok, 1/4′′) are used for connection of all pneumatic valves to
the tubing system. Seal rings are silver coated stainless steel rings. Face-
Seal is equivalent to VCR (Swagelok); statements of both companies about
combinability of both systems are contradictory. Leak rate per connection
<4 × 10−9 cm3n s−1 (manufacturer’s specifications)2.
Small flanges (Ger.: Kleinflansch, Pfeiffer Vakuum, ISO-KF, sizes: 16, 25, 40) are
used on vacuum valves in the vacuum area and for connection of pirani and
cold cathode pressure sensors. Leak rates per connection: <9.9 × 10−10 cm3n s−1
(manufacturer’s specifications).
Swagelok Tube Fiings connect working gas tanks and internal CO2 supply (stan-
dard, blank, pure CO2 QC) to the EGL. Leak rates are not provided, but are
said to be lower than Face-Seal Fitting leak rates3: <4 × 10−9 cm3n s−1
All software controlled valves in the EGL are Low Pressure Pneumatic Di-
aphragm Valve (PDVN – Plastic Diaphragm Valve Nest) (TK-FUJIKIN, S4PDVN-
VM-C) with a Ni-Co alloy membrane over a PCTFE (Polychlorotrifluoroethylene)
seat. PCTFE is chemically similar to PTFE (Polytetrafluoroethylene), that has pro-
ved to be a suitable membrane and sealing material in trace gas handling in the
carbon cycle group at the IUP due to it’s chemical stability. The valves are nor-
mally closed, opening is controlled by pressurised air (4 bar to 6 bar), which is
controlled by a set of magnetic valves, which are described in Section A.1.4.
3.2.7.1. Section volumes
After assembly of the EGL the volumes of most vacuum sections have been quan-
tified. This has been performed in two steps:
2standard cubic centimetre per second
3Personal communication: Patrick Düppuis, Swagelok employee
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Figure 3.8.: Complete scheme of mechanical and electrical parts of the EGL interacting
with the samples. Blue numbers represent pressure sensor indices, red temperature
and oven sensor indices, grey valve indices and green vacuum section indices.
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Determination of volume ratios After evacuation of the whole line the vacuum
sections 5, 9, 11, 14 and 15 (green numbers in Figure 3.8) have been filled with
≈900 mbar Argon, leading to a pressure at sensor P0 of p5,9,11,14,15. While keeping the
connecting valves between these vacuum sections open, the valve to the respective
measured volume Vi was opened, enabling pressure equalisation. After closure of
the valve to the test volume the pressure at P0 (p5,9,11,14,15,i ) can be used to calculate
a volume ratio ViV5,9,11,14,15 with V5,9,11,14,15 = V5 +V9 +V11 +V14 +V15:
p5,9,11,14,15
p5,9,11,14,15,i
=
V5,9,11,14,15 +Vi
V5,9,11,14,15
=
Vi
V5,9,11,14,15
+ 1 (3.6)
These volume ratios were then used to express every Vi in units of the quantifica-
tion volume V13:
Vi
V5,9,11,14,15
/ V13
V5,9,11,14,15
=
Vi
V13
(3.7)
Volume ratios ViV13 for the sections i = 4, 6, 7, 8, 12, 16, 17, 18 could be directly deter-
mined by two pressure measurements as described above. The volume ratios of
the sections j = 0, 1, 2, 3, 5, 9, 11, 14, 15 to the quantification volume were calculated
indirectly by determining pressure ratios between known sections i and unknown
sections j. The additional introduced measurement uncertainty due to more re-
quired pressure measurements leads to an increased relative volume uncertainty
(see Table 3.5).
The main application for this ratio is the H2 dosing into the reactor. Since a
certain H2/CO2 ratio is given by the process parameters, the correct H2 pressure
in the reactor can be calculated without thawing and metering the CO2 there,
leading to a ≈3 min to 5 min shorter preparation time per target.
Volume measurement of the quantification volume To calculate absolute vo-
lume values for those sections, I transferred a known amount of CO2 into the
quantification volume and determined its pressure and hence its volume V13 and
– using the ViV13 – the other volumes Vi . The amount of substance n was measured
by extracting CO2 from a volume Vair,n (measured by the built-in MFC) of a gas
with known CO2 concentration c. The extract consisted mainly of CO2 and H2O.
Cooling the extract to ≈ − 75 ◦C with an Aceton/dry ice mixture lead to separation
of water and purification of CO2, which has been transferred to the quantification
volume and heated to a temperature T , leading to a pressure p13 in V13. V13 can be
calculated by
V13 =
nRT
p13
=
ϵcVair,nRT
p13Vm
(3.8)
using the ideal gas equation with ideal gas constant R, molar volume Vm and a
CO2 extraction and transfer efficiency ϵ , which we assume as 1 since all exhaust
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gas measurements with a Licor analyser showed a concentration below the instru-
ment’s detection limit.
Volume errors All measured quantities used for the calculations above are error-
prone. It is, however, difficult to assign a reliable error value for the effective
temperature T in the quantification volume after thawing the CO2: The part of
the quantification volume V13 containing the solid CO2 after transfer is heated
to 30 ◦C, while the residual tubing of that part and the internal volume remains
at temperatures near laboratory temperature (20 ◦C). Similar to Section 3.2.2.5, I
therefore estimated (25 ± 5) ◦C as effective temperature inV13 during quantification.
Also not known is the uncertainty of the extraction and transfer efficiency σ (ϵ).
The value of this uncertainty together with variations in the experimental proce-
dure were estimated by double measurements of the volumes and volume ratios.
Table 3.5 shows the volumes and volume to quantification volume ratios for
the examined vacuum sections. Knowing the volumes enables tracking of the
Table 3.5.: Volumes and volume to quantification volume ratios for different EGL vacuum
sections. Errors in absolute volume σVi are estimated from double measurements (result
differences); the errors for Vi/V13 are derived from deviations in the pressure measure-
ments. The errors in mean reactor and mean cooling trap values includes margins in
tubing and reaction glass volumes.
Section Volume Vi Rel. vol. Description
index i [ml] Vi/V13
0 13.53 ± 1.01 5.030 ± 0.004 Sample insertion and FC at port 1
1 13.54 ± 1.01 5.033 ± 0.004 Sample insertion and FC at port 2
2 13.28 ± 0.99 4.938 ± 0.003 Sample insertion and FC at port 3
3 13.23 ± 0.99 4.920 ± 0.003 Sample insertion and FC at port 4
4 5.50 ± 0.41 2.043 ± 0.001 Standard gas volume
5 29.64 ± 2.21 11.019 ± 0.008 Cooling trap port 1
6 29.11 ± 2.17 10.822 ± 0.005 Cooling trap port 2
7 28.98 ± 2.16 10.773 ± 0.005 Cooling trap port 3
8 29.04 ± 2.17 10.794 ± 0.005 Cooling trap port 4
9 41.12 ± 3.07 15.286 ± 0.011 Tubing after CO2 traps and std. gas vol.
11 14.84 ± 1.11 5.582 ± 0.004 Tubing betw. δ 13C aliq. and quantific.
12 1.22 ± 0.09 0.4520 ± 0.0002 δ 13C aliquotation volume
13 2.69 ± 0.20 1 Quantification volume
14 23.58 ± 1.76 8.765 ± 0.006 Tubing after quantification
15 43.93 ± 3.28 16.333 ± 0.012 Tubing to reactors
16 7.64 ± 0.57 2.842 ± 0.001 Reactor 1, L = 95 mm
17 7.64 ± 0.57 2.841 ± 0.001 Reactor 2, L = 95 mm
18 7.70 ± 0.57 2.862 ± 0.001 Reactor 3, L = 95 mm
16, 17, 18 7.66 ± 0.57 2.85 ± 0.01 Mean reactor
6, 7, 8 29.04 ± 2.17 10.80 ± 0.02 Mean cooling trap
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sample amount for quality control during routine operation, by measuring the
CO2 pressure in the respective volumes. The errors in the volume ratios are small
(≤ 0.012) due to low relative errors in the pressure measurements. The error in
the absolute volumes originates in the error in volume determination of V13, here
dominates the experimental error in transfer efficiency σ (ϵ), estimated by double
measurements.
It would be beneficial, to execute more measurements for the absolute value of
V13 in the future to decrease the error of currently 7 % on the volumes.
3.2.7.2. Evacuation
The EGL evacuation system (blue lines in Figure 3.8) is structured on two le-
vels: The first step is always to evacuate the bulk of gas amounts with an high
throughput membrane pump (vacuubrand, MD 1) to a pressure <5 mbar. Then
the evacuation switches to one of two turbo molecular vacuum pumps (Pfeiffer
Vacuum, HiCube) to finish evacuation until medium to high vacuum, depending
on pumping time. This approach has three main advantages over using the turbo
pump in the first place:
• When facing large amounts of medium, exceeding an internal threshold,
the turbo vacuum pump performs an emergency shut-off. The two-level
approach eliminates this issue and possible sample loss due to evacuation
breakdown and contamination with laboratory air.
• The operating life of the turbo pumps is prolonged, since the stress on the
blades of the turbo pump is reduced, due to lower molecule counts to be
evacuated.
• The pumping performance of the whole system is increased, as the turbo
pump can constantly operate on maximum rotational speed and maintains
high vacuum (10−6 mbar) in the volume before the pump.
The evacuation system reaches pressures of about 7 × 10−7 mbar near the turbo
pump and 8 × 10−5 mbar at sensor P25 at a central position in the EGL.
Leakage evaluation To examine leakage rates and their influence on the ∆14C
results, a comprehensive pressure test of the vacuum sections of the EGL has been
performed. Figure 3.9 shows the pressure increase in closed sections or sets of
sections after more than 4 d of precursory evacuation.4 The pressure increase of
the graphitising reactors has not been measured directly this way, since it is highly
variable and dependent on wear parts like o-rings and quartz glass reaction tubes.
Instead, process data of 475 EGL graphitisations has been used: Preceding every
catalyst pretreatment, a 5 min pressure test after evacuation to 2.2 × 10−3 mbar for
4This test has been executed after preliminary pressure tests lead to identification and removal of
severe post-assembly leakages.
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Figure 3.9.: Pressure increase during 1 d in EGL vacuum sections after >4 d evacuation
and closing of the listed sections or sets of sections. The measurement values scatter
differently, because of different types of used pressure sensors: P0 − P3: pirani pressure
sensors, P4 − P9: linear sensors, P25: cold cathode sensor.
each reactor is performed by default; the pressure increase is saved to the CRL
database. Using this quality control data I estimated a mean reactor pressure
increase rate.
For sections with known volume V the pressure increase rate Ûp can be utilised
to calculate a standardised leaking rate RL
RL =
V · Ûp
pn
(3.9)
with the standard pressure pn = 1013.3 mbar. This rate can be caused by external
leakage, e.g. through vacuum screw connections or imperfect welding seams,
hence leading to a contamination with laboratory air. Alternatively, not properly
closing pneumatic valves could cause internal leakage. This is especially important
for the standard gas volume (vacuum section 4), where internal leaking could
cause a contamination of the standard, blank or pure CO2 quality control target
with CO2 holding a very different ∆14C value (e.g. −1000 ‰ blank with 341 ‰
Oxalic Acid II).
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To judge the influence of these leakages, I estimated a possible CO2 contamina-
tion µ using
µ =
RLttypc
ntypVm
(3.10)
where ttyp indicates a typical time of residency for the processed gas in the re-
spective volume, ntyp = 100 µmol is the typical CO2 amount of a sample and c
is the concentration of CO2 in the contaminating gas: c = 1 for pure CO2 and
estimated as c = 500 µmol mol−1 for laboratory air.
Table 3.6 lists the results of these calculations, showing Ûp, RL and µ for all tested
sections. Evidently, µ is most important in the standard gas volume, since a con-
tamination with pure CO2 from other tanks can’t be excluded. The contamination
Table 3.6.: Pressure increase after evacuation, leakage rates and CO2 contaminations in
different EGL sections. Errors in Ûp are derived from the uncertainty in pressure mea-
surement. Errors in RL and µ additionally include errors in the volume determination
(see Table 3.5).
Tested section Mean press. slope Leak rate RL Possible CO2
Ûp [mbarmin−1] [cm3n s−1] contam. µ [%]
Mean reactor (1.7 ± 3.0) × 10−2 (2.1 ± 3.8) × 10−6 (6.8 ± 12.2) × 10−4
Standard gas volume (7.2 ± 1.2) × 10−4 (6.6 ± 1.2) × 10−8 (2.6 ± 0.5) × 10−3
Cooling trap port 1 (1.5 ± 1.2) × 10−4 (6.9 ± 5.8) × 10−8 (2.8 ± 2.3) × 10−6
Cooling trap port 2 (0.6 ± 1.2) × 10−4 (3.1 ± 5.8) × 10−8 (1.2 ± 2.3) × 10−6
Cooling trap port 3 (0.9 ± 1.2) × 10−4 (4.2 ± 5.8) × 10−8 (1.7 ± 2.3) × 10−6
Cooling trap port 4 (1.5 ± 1.2) × 10−4 (6.9 ± 5.8) × 10−8 (2.8 ± 2.3) × 10−6
Quantific. and aliquot. (3.1 ± 1.2) × 10−4 (9.7 ± 3.8) × 10−8 (3.9 ± 1.5) × 10−6
CO2 transfer to reactor (9.4 ± 0.6) × 10−4 (1.0 ± 0.1) × 10−6 (5.6 ± 0.4) × 10−5
Sample insertion port 1 (9.4 ± 0.9) × 10−4 (2.1 ± 0.2) × 10−7 (1.1 ± 0.1) × 10−5
Sample insertion port 2 (3.2 ± 0.3) × 10−4 (7.1 ± 0.7) × 10−8 (3.8 ± 0.4) × 10−6
Sample insertion port 3 (1.9 ± 0.2) × 10−4 (4.2 ± 0.4) × 10−8 (2.2 ± 0.2) × 10−6
Sample insertion port 4 (6.0 ± 0.6) × 10−4 (1.3 ± 0.1) × 10−7 (7.0 ± 0.7) × 10−6
in the reactor during graphitisation is also relevant, due to long residency time
and a relatively high leaking rate there. On the other hand, contamination during
extraction or quantification and aliquotation is as negligible as the one during
sample transfer inside the EGL.
Assuming now the most considerable contamination µ = (2.6 ± 0.5) × 10−3 % with
the – at the moment – largest possible ∆14C difference in the EGL (∆(∆14C) =
1334 ‰), we can determine the additional error on the ∆14C analysis due to EGL
leakages σµ as σµ = ∆(∆14C) · µ = (0.030 ± 0.007)‰. This value is negligible (two
orders of magnitude smaller) compared to the uncertainties in AMS analysis, that
means we don’t expect any influence on the target quality due to EGL leakage at
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the current state, following the pressure test protocols at the beginning of each
preprocessing.
3.3. Regulation electronics and user interface
In this section the principal electrical interconnection of the EGL is shown. A
detailed list and description of the individual components and useful informa-
tion for the hardware control is given in the annex in Section A.1. Figure 3.10
gives a schematic overview of the electric interconnection of the EGL. The type of
interconnection is represented by the line colour.
All power supply units except the 5 V power supply for the I2C sensors, current
switching semiconductor relays, almost all communication and steering electronic
as well as the controlling PC are built into an 1798 mm × 800 mm × 600 mm electric
cabinet (Pentair Technical Solutions, Eurorack). The connection between the sample
processing part and the electric cabinet is provided by a set of bundled cable
equipped with standardised plugs for connection. This separation between sample
processing and electronic was introduced for four main reasons:
• Providing accessibility of the electronics in case of malfunction and debug-
ging, as well as giving enough space in the cabinet to allow for adapting
wiring of the components if necessary.
• Open electric contacts above the legal contact voltage threshold of AC 25 Ve
and DC 60 V are separated from the laboratory environment to avoid harmful
electrical contacts.
• During target preprocessing liquid nitrogen is used, furthermore on cold
surfaces on the EGL air moisture condenses in considerable amounts. This
approach prevents damage on the electric components by contact with li-
quids.
• Splitting of the EGL into two parts allowed transport of the system from the
construction to the laboratory area and facilitates the transport in case of
future design changes, when necessary.
Figure 3.11 illustrates the part of the electronics marked by the dashed grey box
in Figure 3.10, which is the controlling PC with periphery, i.e. digital or analo-
gous input/output (I/O) devices. All components have been chosen regarding to
functionality and the existence of LabVIEW drivers or the possibility to write new
drivers in the framework of this thesis.
3.4. Development of the EGL control soware
A control software has been developed in the framework of this work, which pa-
rallelises, standardises and automatises the target preparation processes as well as
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Figure 3.10.: Schematic view of the interconnection regarding signalling and power supply
of the electrical components of the EGL. A detailed view of the PC, its periphery and
directly connected devices (grey, dashed box) is given in 3.11.
Figure 3.11.: Detailed view of the controlling PC, its periphery and directly connected
devices. The used communication interfaces are shown in different coloured boxes.
3.4. Development of the EGL control software
guides the technician through the steps of procedure, which have to be done ma-
nually. All regulation electronics, presented in Sections 3.3 and A.1, are controlled
by this software. The software has been developed in the LabVIEW environment,
since it features the intrinsic possibility to parallelise sub-processes and, foremost,
is supported by driver software by a large part of the suppliers of the electronic
components of the EGL.
3.4.1. User Interface
The software presents its functionality in high clarity. Interactive elements, which
are needed in routine operation, are displayed prominently. Settings for process
parameters and software properties, which need to be altered only occasionally,
can be directly changed in an annotated configuration file. This design choice has
the purpose to clarify at all times during routine operation, which steps have to
be performed to ensure an as efficient operation as possible.
During routine operation one of the EGL screens displays an interactive graphi-
cal representation of the EGL, shown in Figure 3.12. It shows the evacuation state
of the different vacuum sections of the EGL (e.g. “evac finished” or “section bloc-
ked for evacuation”) as well as the opening states of all pneumatic valves, the
position of the multiport valves going to δ 13C measurement, working state of the
extraction pumps and the outputs of all sensors built in the EGL. Therefore, this
overview provides the user comprehensive information about the current state of
the system and enables intuitive control of the EGL by manually switching valves
and pumps directly in the scheme.
The second screen is showing the control surface, usually the graphitisation
surface guiding through the sample processing (see Figure 3.13). The properties
of the different control panels are explained in the following.
3.4.1.1. Target compilation
The User Interface (UI) at the “Prepare Graphitisation” tab (see Figure B.8) pro-
vides the main linkage of the EGL control software to the CRL database. A list
of samples present at the CRL is displayed, showing the estimated sample size
based on CO2 concentration and sample volume. These samples can be selected
for graphitisation here as well as predetermined for sample splitting. This means,
that large samples can be split off here in several new samples in the database. A
split air sample is not completely extracted in automatic processing, but regarding
to its expected size and the amount of splits ought to be produced from it. New
targets for the database can be created here as well; this is required for targets
produced at the EGL, i.e. QC targets and standards.
In this UI, the targets for the respective next graphitisation procedure can be
compilated manually or chosen automatically: Originating from a predefined ma-
gazine composition (e.g. Table 2.6), the software scans the database for targets,
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Figure 3.12.: Graphical representation of tubing, reactors, measurement devices, evacua-
tion and valve control in EGL control software. The evacuation status of the EGL parts
is displayed in different colours.
Figure 3.13.: User interface of the EGL control software for automatic sample processing.
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already assigned to the current magazine, and adds or creates targets for the next
graphitisation, which are missing to accomplish this composition.
3.4.1.2. Catalyst pretreatment and graphitisation
The “Graphitisation” section (see Figure 3.13) represents the main control interface
during routine operation of the EGL. It displays for every graphitisation reactor
the current state of the respective catalyst conditioning (e.g. “1st conditioning with
H2”), target preprocessing (e.g. “Quantification”) and graphitising. Furthermore,
corresponding manual tasks to every target are displayed, in particular regarding
sample insertion and keeping the N2(l) dewars filled, which can be confirmed by
the technician after completion. On this surface, also the sample registration (pure
CO2 or flasks) by container ID scanning takes place.
3.4.1.3. Process monitoring, direct control and process simulation
All pressure values in the parts of the EGL containing processed CO2 are continu-
ously monitored during automatic processing. The UI section “Diagrams” (Figure
B.9) shows the courses of pressures and flow rates for CO2 extraction, transfer,
quantification and graphitisation.
The tab control “Control” provides direct manual access to the control parame-
ters, which are utilised by the automatic processing. This means, sample proces-
sing is possible manually without software guidance as well.
Finally, a process simulation has been implemented: To every valve a flow re-
sistance and to every EGL vacuum section a volume value has been assigned.
After simulated sample insertion, a pressure exchange defined by these parame-
ters is calculated on every valve, effectively enabling simulation of evacuation and
sample transfer in the EGL. This feature facilitates testing of newly developed
software components, without potentially erroneously addressing the hardware
components of the EGL.
3.4.2. Pipelining of the tasks
As described in Section 3.1 and Table 3.1, a serial conduct of the required proces-
sing steps would not be possible in CRL routine operation, since the amount of
working minutes required per target sums up to 30.5 min to 78.5 min between fi-
nishing of catalyst pretreatment and start of graphitisation. When introducing the
choices for construction components for the EGL in Section 3.2, I motivated the
different levels of parallelisation: 4× CO2 extraction, 1× CO2 quantification, pure
CO2 insertion and standard gas sampling as well as 12 graphitisation reactors and
2 independent evacuation lines. Here, I explain principally how the potential for
parallelisation in the different compartments of the EGL has been realised pro-
grammatically by the EGL control software.
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During routine operation, unforeseeable incidents can delay further processing
of a sample (e.g. leakages at flask connection or prolonged CO2 transfer time
due to unexpected high humidity in the sample). A predefined process sequence
would be delayed by the same amount of time even if set up in a parallel matter.
For this reason, I developed a system of 25 parallel running finite state machines5,
which can flexibly make use of opening time windows, while following a set
of rules to prohibit unwanted interaction of the processes. Figure 3.14 gives a
simplified overview about the set-up system of state machines, which interact with
the other essential program components, namely UI, hardware control, database
communication and backup system. In the following, these components will be
explained in short.
Hardware control & sensing: A common principle in component development of
the EGL control software is the centralisation of hardware interaction. This
means, every hardware control, presented in Section 3.3, is implemented
once in the software and being conducted regularly (every 100 ms to 1000 ms).
Every request for hardware actions (e.g. setting of the reactor oven tempera-
ture) or sensing data (e.g. pressure values) by other program components is
performed via internal variables. This approach prevents access violation on
the respective communication buses and unexpected hardware behaviour by
simultaneous access by different processes.
Conditioning state machine: This state machine waits until the technician con-
firms catalyst insertion into the chosen reactors and conducts the defined
pretreatment routine (see Section 1.4.3.1) for all catalysts, supposing the re-
spective reactors are not occupied by the graphitising state machines. Vice
versa, successful completion of the conditioning is a prerequisite for trans-
ferring a target into the reactor for the other state machines. At all times, the
state is published to the other program components.
Preprocessing state machines: This part is the core component of the software,
since it covers all steps from sample registration at the EGL until start of the
graphitisation process. The software runs one preprocessing state machine
for every graphitisation reactor and potential target in preprocessing. At all
times, the state is published to the other program components. In case of a
delay of one of the machines, the other 11 can freely pass by, if the delayed
process is not blocking a singular physical EGL component (e.g. quantifica-
tion volume). After transfer to the reactor, expansion of the condensed CO2
and start of the chemical reaction, the respective target is handed over to
one of the graphitising state machines, freeing the preprocessing for a new
target, which can in principle be started to process during graphitisation in
5According to Kent and Williams (1991), a finite state machine is a mechanism for defining algo-
rithms in terms of memory (state variable), which can take a defined, finite number of values (its
states). A set of processing rules defines for a particular input, what state changes (transitions)
and actions (outputs) are performed.
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Figure 3.14.: Simplified overview chart about the data flow and process arrangement in
the EGL control software. Target preparation usually starts at the left side with “Target
choice”. The numbers Nx on the top right of the process loops indicate the number
of parallel processes of the respective type. Small arrows show the main data flow
pathways in the program. Broad grey arrows indicate communication with the EGL
hardware.
the allocated reactor. This facilitates high-throughput processing in case of
important or numerous pending samples.
Graphitising state machines: Analogous to preprocessing, these machines moni-
tor the graphitisation processes and initiate the reaction end by reactor eva-
cuation and subsequent filling of the reactor with insulation gas (Ar).
Evacuation state machines: The two evacuation state machines are responsible
for the evacuation of the sampling and extraction region, respectively the
quantification and reactors region of the EGL. They serve as “doormen” to
prevent evacuation or mixture of targets in commonly used EGL compo-
nents: The conditioning, preprocessing and graphitising processes enqueue
their evacuation requests, assigned with priority values. The requesting state
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machine has to wait with proceeding to the status, where the evacuation is
needed, until the evacuation is confirmed by the evacuation state machine.
The evacuation state machines handle these requests beginning with the first
entry with the highest priority. Simultaneously, all public states of the other
state machines are checked for states, which block evacuation of certain EGL
sections (e.g. the state “Fillig reactor with H2” blocks the evacuation of the
respective reactor and the tubing to the H2 tank). Blocked evacuations are
skipped, leading to a flexible adaptation to the current overall status of the
EGL and immediate evacuation of the most important free sections. Further-
more, an automatic evacuation is conducted for free sections, when no other
evacuation request is pending, to keep the EGL in an evacuated state at all
times.
Database communication: The EGL control software is inextricably linked to the
CRL database (CRL DB). Metadata occurring during conditioning, prepro-
cessing and graphitising are routinely stored into the DB, linked to the re-
spective sample ID of the processing target. The user interface is fed by
sample information from the DB to provide support to the technician. Du-
ring preprocessing, potential handling mistakes or sample defects ought to
be revealed by comparison of process data with known sample properties
from the DB (e.g. actual extraction volume vs. container volume and sample
pressure from DB).
User interface: The UI is updated every 500 ms with the current states of all run-
ning state machines. If a state transition requires an action of the technician,
the machine sends the corresponding task to the task interface in the grap-
hitisation UI and waits for task confirmation by operation of the “Done!”
button. All measurement values are updated regularly in the UI as well.
State backup: Since many tasks and operations are performed parallelly at the
EGL, it would be difficult for the user to remember the states of every target
after a computer crash or blackout. To prevent sample loss in these cases, a
backup process is running, which regularly (by default every 20 s) saves all
software states at the hard drive of the computer. These can be loaded into
the program after restart.
3.4.2.1. Optimised processing chain
The self-organised process organisation, outlined above, works well in current
routine operation. After catalyst pretreatment, we reach a target transfer rate into
the reactors of up to 1/15 min, which is more than a factor of two faster than
the fastest estimated subsequent processing time of 30.5 min, derived from Table
3.1. The largest delay in time is observed, when processing humid flask samples,
whose CO2 transfer times inside the EGL differ by a factor 2 to 4 compared to dry
CO2 targets.
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3.5. Optimisation of the graphitisation parameters
As outlined in Section 1.4.3, a wide variety of chemical reactions takes place in the
graphitisation reactor, depending on the reaction conditions. Incomplete graphi-
tisation can lead to kinetic or equilibrium fractionation (see Section 1.2.2). In this
section, I present test series, that have been conducted to adjust the preprocessing
parameters to optimise AMS target quality.
The graphitisation parameter test series have been designed considering the
estimated strength of the influence of the varied parameters and the number of
tests that had to be performed to achieve a comprehensive set of graphitisation
parameters. Figure 3.15 gives a schematic overview of the experiment planning
and the available parameters to judge the graphitisation performance.
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Figure 3.15.: Scheme of the adjustable (orange) and measurable (blue) parameters for the
EGL parameter test. Width of arrows indicates the estimated strength of the correspon-
ding signal for test series order (top) and parameter selection (bottom).
In this test series a total of 168 graphite targets has been prepared using gases
with known nominal δ 13C and ∆14C values. These were sampled from Oxalic Acid
II and 14C free blank gas containers, which have been permanently installed at the
EGL (see 3.2.1.3).
108 targets have been analysed by AMS; 68 of these are Oxalic Acid II targets
and 40 blanks. Standardisation of the AMS results according to the scheme shown
in Section 1.4.2.4 has been performed by concurrently measured Oxalic Acid II
targets prepared at the target preparation line at the CEZ 14C laboratory in Mann-
heim. In the course of the test series, a number of graphitisation parameter sets
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P have been developed, starting from the parameter set of the IUP 14C laboratory
Piup (see Table 2.1).
3.5.1. Overview of performance indicator choice
On the basis of long-term experiences at the IUP graphitisation line (see Section
2.1) and preparatory tests on the EGL, as well as results of other labs (e.g. Neˇmec
et al., 2010), I chose the performance indicators, presented in the following sub-
sections, for examination of the test series, ordered by the assigned importance.
3.5.1.1. ∆14C of standard gas
The variability and the absolute value of the ∆14C analysis is the most important
indicator, since the EGL performance is crucially dependent on the stability of
∆14C results. It has been evaluated as the AMS ∆14C of the Oxalic Acid II samples.
Comparisons with the nominal value of ∆14C = 340.07 ‰ should be made with re-
gard to the fact, that the samples have been standardised using CEZ targets, which
were prepared under different but constant graphitisation parameters. Therefore,
main focus is the scatter of the samples under certain conditions.
3.5.1.2. AMS δ 13C scaer
I evaluated the deviations of the samples from their nominal δ 13C value, which
is −19.3 ‰ for Oxalic Acid II and −37.4 ‰ for the blank CO2 used in this study.
δ 13C is an essential parameter to optimise, since it directly yields a measure to
quantify the fractionation during preprocessing, graphitisation and AMS analysis,
while the ∆14C value only shows fractionation effects, that are not corrected by the
normalisation to δ 13C = −25 ‰ (see (1.9)). In general, we aim to uphold an high
level of reproducibility in all measurements, this includes the δ 13C, which directly
influences the ∆14C results by the normalisation procedure.
Furthermore, as explained in Section 1.2.2.4, deviations from a fractionation
exponent b = 2 lead to a systematic error in the ∆14C results. In order to illustrate
this effect, Figure 3.16 shows the deviation of the target gas results, prepared at
the graphitisation line of the IUP 14C laboratory, depending on its δ 13C.
The linear fit, applied to these results, indicates a mean ∆14C deviation of the
normalised values of (0.17 ± 0.08)‰ per ‰ deviation in δ 13C. Even though the
majority of the scatter originates from other sources (discussed in Section 2.2),
which the linear model can not represent, a part of the ∆14C deviation is signifi-
cantly linearly correlated to the AMS δ 13C.
To gain further insight in the responsible effects, I re-evaluated the normalisa-
tion of the points given in Figure 3.16: A fractionation factor of b = 1.85 ± 0.06
would cancel out the linear dependency of ∆14C on δ 13C. This factor compares
well to b = 1.882 ± 0.019, found by Fahrni et al. (2017) for graphitisation of Oxalic
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Acid samples. However, evaluation of the ∆14C with new normalisation parame-
ters would put the CRL ∆14C results on a new scale and render them incompatible
with measurements by other labs, using the standard normalisation. This further
emphasises, that fractionation should be avoided in graphite samples as well as
standards to minimise this effect.
Similar to the evaluation in ∆14C the AMS δ 13C results are standardised accor-
ding to the CEZ standard targets’
(
13C
12C
)
, graphitised using the CEZ parameters.
Therefore, the scatter of the δ 13C results is a more meaningful indicator for pro-
cess quality than the absolute values. The uncertainty σ (δ 13C) is not dominated
by the measurement error in the AMS, since the 13C currents are high. Main
contribution is the error in δ 13C calibration, introduced by the δ 13C scatter of the
standard targets. Therefore, σ (δ 13C) was estimated by the mean scatter of Oxalic
Acid II standard targets, analysed in 2016, divided by
√
6, for 6 standard targets
per magazine.
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3.5.1.3. AMS 12C current
This indicator is the positive 12C current measured by Faraday cups at the high
energy mass spectrometry site of the AMS (see Section 1.4.1). The 12C current is
dependent on and a signal for the density of carbon atoms in the target material.
In this regard, a more complete graphitisation reaction leads to an higher carbon
content in the target, yielding an higher 12C current.
In terms of measurement technique, for the carbon isotope currents I (xC) of a
sample the relationship I (12C) ∝ I (xC) is valid. Therefore, an increased 12C current
points to an increased 14C counting rate, thus a better counting statistic and lower
measurement uncertainty (see Section 1.4.2.5). In addition, targets with low carbon
content and 12C current tend to burn through in the course of AMS measurement,
which leads to a drastic decrease in the current and the δ 13C isotopy.
Considering the AMS evaluation, an important part of the measurement value
generation is the
14C
12C correction depending on AMS
12C current (see Section 1.4.2.1).
Errors in the determination of the linear correction function lead to substantial
deviations in ∆14C for targets showing much higher or lower AMS 12C currents
than the magazine standard targets. This points out the need to keep the target
scatter low in the 12C current over all targets in a magazine. In summary, I aimed
to set the parameters in order to maximise the 12C current, while minimising the
scatter between the single targets.
3.5.1.4. Blank age
The blank age is a measure for the contamination of the samples, introduced by
catalyst and EGL processing. Here, it is calculated using the
(
14C
12C
)
of blank targets,
according to Section 1.2.3. In preparation of the parameter test series, this indicator
has been introduced to quantify the cleanliness of the target preprocessing and
especially the catalyst pretreatment (section 1.4.3.1).
However, in the course of the test series, I observed a high variability in blank
ages even in between targets prepared under same parameters. I determined a
correlation between low blank ages, i.e. high levels of contamination of the target,
and processing of Oxalic Acid II targets before the respective blank in the EGL.
The reason behind this effect might be adsorption of previously processed CO2
standard gas molecules on stainless steel surfaces in the EGL (e.g. Langenfelds
et al., 2005). A part of these bonded molecules cannot be removed from the surface
by diffusive transport during 3 min evacuation in standard operation of the EGL.
Equilibration of the adsorbed CO2 with an isotopic signature of  −1000 ‰ with
the blank CO2 then leads to a contamination in 14C of the blank target.
I addressed this effect by implementing a “flushing stage” into the processing
routine of the EGL and its software. Before evacuating and filling with a new
sample or standard gas, the EGL tubing is 2× filled with 100 mbar Argon and after-
wards evacuated again. This procedure facilitates evacuation of small CO2 partial
pressures and subsequent relief of the CO2 molecules bonded onto the surface. Si-
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milarly, the standard gas volume (vacuum section index 4) is 3× filled with ≈20 %
(100 mbar) of the amount of the gas planned to be sampled afterwards. This is
followed by an equilibration time of 1 min to allow exchange of the molecules ad-
sorbed at the surface and evacuation of the flushing CO2. Figure 3.17 shows the
effect of this approach in blank ages typically achieved by EGL blanks. I managed
to increase the mean blank age by about 1700 a to a mean of 51 000 a and to decrease
the scatter from 2000 a to 1300 a.
0 7 - 1 7 0 8 - 1 7 0 9 - 1 7 1 0 - 1 7 1 1 - 1 7 1 2 - 1 74 4 0 0 0
4 6 0 0 0
4 8 0 0 0
5 0 0 0 0
5 2 0 0 0
5 4 0 0 0
4 9 6 0 0
5 1 0 0 0
5 2 3 0 0
4 6 4 0 0
5 0 4 0 0
Bla
nk a
ge [
a]
G r a p h i t i s i n g  d a t e
I n f l u e n c e  o f  v o l u m e  f l u s h i n g  o n  b l a n k  a g e
4 8 4 0 0
V o l u m e  f l u s h i n g  w i t h  A r  o r  s y n t h .  a i r  i n t r o d u c e d
Figure 3.17.: 14C age of blank targets during the course of parameter test series. The ver-
tical black line indicates the date, when EGL volume flushing with first synthetic air
and then argon gas was introduced. Horizontal blue lines show the mean age of the
respective periods with red lines enclosing the 1σ range of the corresponding standard
deviations.
The consequence for the parameter test series is, that in particular blank targets
should be compared, which are either prepared after introduction of the flushing
routine or whose processing predecessor was another blank target. Potentially
contaminated blank results by the effect described here are in the following mar-
ked by an exclamation mark. The given uncertainties of the blank ages are mainly
determined by the Poisson uncertainties in the AMS.
3.5.1.5. AMS molecule current
The AMS molecule current (see Section 1.4.1) is a measure for the amount of hyd-
rocarbon molecules in the graphite target. Hydrocarbon molecules on the target
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surface can originate in sample contamination after graphitisation, e.g. during
transport to the AMS. Though, here we focus on the hydrocarbons molecules for-
ming during graphitisation: Incomplete graphitisation, e.g. by low temperatures,
leads to enhanced methane production (section 1.4.3); further unknown but ge-
nerally unfavourable chemical reactions might also lead to an increased molecule
counting rate in the AMS.
There is, however, a linear dependency of molecule current Imol on AMS 12C
current I 12C: A higher density of carbon atoms in the target, usually indicates a
higher absolute hydrocarbon count, produced in graphitisation. To correct for this
effect I present molecule current results in this section as relative molecule current
Imol/I 12C with the unit pA µA−1.
The attempt in this test series was minimising the molecule current as well as
the current differences between samples to increase compatibility of sample and
standard measurements.
3.5.1.6. EGL mass eiciency
In routine operation of the EGL, every sample and standard is quantified re-
garding its amount of substance nCO2 , following equation 3.4 in Section 3.2.4.1.
Furthermore the weight of the graphitisation catalyst mFe and the resulting iron-
graphite mixture mtarдet is determined by default, using a µg scale. These values
can be utilised to calculate an EGL mass efficiency, that indicates how complete
the sample processing after quantification was performed, esp. the graphitisation.
In order to assess the reliability of the mass measurements, I performed a test
series to determine the mass loss in certain steps of catalyst handling. The test
samples (4 mg Fe powder) have been weighted, filled into the reactor, undergone
the standard catalyst pretreatment and weighted again in a similar way as a grap-
hitised sample. Table 3.7 lists the resulting losses. We see, that the mean sample
Table 3.7.: Catalyst mass loss during different processing steps. Mass changes are derived
from weight measurements of the catalyst powder resp. the whole reactor glass tube
before and after catalyst pretreatment. Uncertainties are the standard deviation of N =
8 catalyst samples with the error of the respective mean in brackets. Respectively 4
samples were prepared with 3.8 mg to 4.2 mg iron catalyst of grain size <74 µm and
<44 µm.
Catalyst mass loss [mg] during Total
Reactor filling Pretreatment Harvesting loss [mg]
0.23 ± 0.24(±0.09) 0.09 ± 0.07(±0.03) −0.05 ± 0.11(±0.04) 0.27 ± 0.28(±0.10)
loss of (0.27 ± 0.28)mg mainly originates from handling losses in filling the cata-
lyst into the reactor. A smaller, but significant mean weight loss occurs during
pretreatment. Presumably this is caused by reduction of present iron oxides and,
though, loss of the oxygen mass.
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An important point here is, that the measured mass loss takes place before grap-
hitisation and is therefore affecting solely pure catalyst. That means, for calcula-
ting the produced carbon mass mC we can add the total loss mloss to the difference
of the graphitisation product mass mtarдet and the catalyst mass mFe:
mC =mtarдet −mFe +mloss (3.11)
With this value we can define a graphitisation efficiency ϵдraph , which gives the
fraction of produced graphite over the expected carbon mass from the gas amount
measurement:
ϵдraph =mC/(nCO2Q14MC) (3.12)
with the mole mass of carbon MC. The related uncertainties are
σ (mC ) =
√
σ (mtarдet )2 + σ (mFe)2 + σ (mloss )2 (3.13)
σ (ϵдraph) = ϵдraph
√(
σ (mC )
mC
)2
+
(
σ (nCO2)
nCO2
)2
+
(
σ (Q14)
Q14
)2
(3.14)
with σ (mtarдet ) and σ (mFe) as the weighting uncertainty of 0.1 mg and σ (mloss ) as
the standard deviation of the total loss in Table 3.7, containing measurement errors
and deviations in the loss. Q14 is the quota of the total sample for ∆14C analysis,
given in Table 3.2.
Since in preparatory graphitisation tests low mass efficiencies coincided with
incomplete highly fractionating graphitisation reactions, I aimed in this test series
to maximise the efficiency. The uncertainty of this indicator is in the order of 20 %
to 30 %, which is large relative to the performance indicators originating from AMS
measurements.
3.5.1.7. Deviation from expected end pressure
This indicator is the deviation of the reactor pressure at the end of graphitisation
from the expected pressure assuming complete reaction of the CO2 following the
Bosch reaction (1.28). This value gives insight in the type of reactions occurring in
the reactor (see Section 1.4.3). In particular, we expect lower end pressures than
expected, when large amounts of methane are produced. On the other side, an
excess of carbon monoxide production leads to an offset of CO as well as H2 in
the reactor and therefore to high end pressures.
The measured CO2 pressure pq in the quantification processing step determines
the target pressure pH2 of H2 inserted into the graphitisation reactor by means of
the mean relative reactor volume VRV13 (see Table 3.5):
pH2 = pqFCQ14
nH2
nCO2
VR
V13
(3.15)
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Here FC is a reactor specific cooling factor, that gives the relative pressure change
of a gas in the reactor when applying cooling on parts of the reactor (by liquid
nitrogen and peltier elements) during H2 filling. For switched on peltier elements,
9.5 cm reactor length and 6 cm long N2(l) cooling fingers, I found FC = 0.904 ± 0.005.
The hydrogen to carbon dioxide ratio nH2nCO2 is defined by the user of the graphi-
tisation. In Section 3.5.5 the test results of a variation of this parameter from 2 to
2.8 are presented. Q14 is the fraction of the sample’s total CO2 in the reactor (Table
3.2).
We can now express an expected end pressure for 1000 mbar reaction start pres-
sure as function of the set-up hydrogen to carbon dioxide ratio, when we assume
to use two H2 per CO2 molecule:
p1000 mbarend,exp
(
nH2
nCO2
)
=
(
nH2
nCO2
)
− 2(
nH2
nCO2
)
+ 1
· FH · 1000 mbar (3.16)
Analogous to the cooling factor in (3.15), FH is a heating factor, which represents
the gas expansion in the reactor by heating of the reaction tube. For switched
on peltier elements, 9.5 cm reactor length and 575 ◦C reaction temperature it was
determined as FH = 1.106 ± 0.008.
The measured end pressure pend,meas can now be normalised to a reaction start
pressure pstar t,meas of 1000 mbar
p1000 mbarend,meas = pend,meas ·
1000 mbar
pstar t,meas
(3.17)
to eliminate variations induced solely by differences in sample size and hence re-
action start pressure. The difference p1000 mbarend,meas −p1000 mbarend,exp is used as the performance
indicator “deviation from expected end pressure” in the following sections.
In the time of the parameter test series the nH2nCO2 ratio inserted into the EGL reac-
tors was accomplished with a mean offset of −0.006 ± 0.051 in 389 graphitisations.
The targets, analysed for errors in nH2nCO2 , include standards, pure CO2 samples, tar-
get gas and flask samples. The standard deviation of ≈2.5 % of the nH2nCO2 is the
dominant uncertainty in this indicator.
3.5.1.8. Graphitisation duration
The EGL control software automatically recognises start and end of the graphi-
tisation reaction by monitoring the reaction pressure in the reactor. Figure 3.18
shows the typical course of reactor pressure at the end of the graphitisation and
a corresponding pressure slope calculated from the difference of the respective
pressure sensor’s measurement value with the value 5 min before. This slope va-
lue is used by the EGL software to trigger stopping of the graphitisation by reactor
evacuation, when it exceeds a settable threshold (e.g. −0.2 mbar min−1) for longer
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Figure 3.18.: Reaction pressure (black) and corresponding pressure slope (light blue) at
the end of the graphitisation. The pink line indicates the time, when the noise of the
slope (calculated over 5 min) lies sustainably above the threshold value. The green arrow
indicates the pressure difference between shut-off pressure and reaction end pressure.
than 1 min to 2 min. This threshold value is given in the respective figures of the
test series results, since it directly influences the duration measured.
The duration acts as adjustable reaction parameter as well as performance indi-
cator for these. It can be seen as qualitative indicator for favourable reaction condi-
tions. I assessed, however, the importance of this indicator as low relatively to the
others. In preparatory tests, I observed short reaction times at graphitisation tem-
peratures <530 ◦C in conjunction with low graphite production rate and therefore
low 12C currents in AMS measurements, which indicates an increased methane
production rate. Furthermore, graphitisation in routine operation is performed
automatically by the EGL after end of the working day, therefore a reduction in
reaction time would not lead to an immediate improvement in operational effi-
ciency.
I don’t provide uncertainties for the data points regarding graphitisation dura-
tion, since the error in time measurements of the EGL software and the amount of
time passing during the defined graphitisation end and the actual evacuation of
the reactor is very short compared to the graphitisation duration.
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3.5.2. Test of iron type
As sketched in Section 1.4.3.1, there are many different preferences of AMS labo-
ratories regarding their catalyst choice. Santos et al. (2007) give an overview about
11 commonly used catalysts and their performance in AMS analysis. In the para-
meter test series, I examined four different types of iron catalyst for graphitisation
at the EGL. Table 3.8 lists these iron powders and the respective abbreviations,
which are used below.
Table 3.8.: Iron catalyst powders, that have been tested in this series.
Trade name Size Comment
A
Alfa Aesar -325 mesh, >99 % purity <44 µm Used in IUP
14C laboratory
C Iron A, preheated 3 h, 200 ◦C
B Alfa Aesar -200 mesh, >99 % purity <74 µm
E Alfa Aesar -200 mesh, >99 % purity <74 µm Used in graphitisation at CEZ
Irontype A has been used for graphitisation at the IUP 14C laboratory (see Chap-
ter 2). Type C originates from the same batch, but is biweekly preheated in labo-
ratory air at 200 ◦C. I tested this approach, since the graphitisation lab at the CEZ,
preheats the catalyst prior to the regular catalyst pretreatment by default. Iron B
and E are nominally equal but the batches showed significant differences in the
graphitisation results (see below); furthermore iron E seemed to be much more
coarse grained than its equivalent B. Due to its fine-grained structure, B tended to
build catalyst chunks after pretreatment, which complicated further processing at
the target press.
Figure 3.19 shows the results of the examination of the different iron types. In
Performance indicator specific results, the details of the test outcomes are summari-
sed, referring to the sub-figures in 3.19.
Following the performance indicators, which could be evaluated in short-term, I
chose iron C for continuation of the series (Pp,1) and following tests (Pp,2 for the QC
results, presented in Section 3.7). The clump-forming catalyst B was not chosen,
because of its more time-consuming and error-prone handling after graphitisation.
Catalyst E was withdrawn, due to the very long graphitisation time. C showed the
fastest graphitisation (indicating favourable reaction conditions), while yielding
similar performance in deviation from expected end pressure and efficiency as A.
After final examination, however, A is the catalyst of choice. In absolute values,
it shows similar mean values as C in all AMS performance indicators, but the
standard deviations of A targets are considerably lower in molecule current and
12C current.
In summary, the choice of the catalyst had the most considerable impact on pro-
cess performance indicators like graphitisation duration and ease of target pres-
sing. In terms of yielding viable ∆14C results, all tested catalyst would be suitable.
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Figure 3.19.: Examination of iron type; applied parameter given in the resp. boxes. ():
Graphitised, but not AMS analysed, targets. (1): Possibly incompletely harvested and
contaminated target. (!): Blank targets, that have been prepared before introducing
of volume flushing and were possibly contaminated by a previously processed Oxalic
Acid target. Errors in B, C, F, G and H are measurement errors as given in Sec. 3.5.1.
A, D and E are measured very precisely compared to the scale.
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Performance indicator specific results
H: In ∆14C no significant deviations from the nominal value for Oxalic Acid
II are visible. The measurement values for type A and C are inside their
respective uncertainties.
G: In the δ13 deviation from the standard gases’ nominal values, the means
of all types, except C, are significantly different from zero. The standard
deviations of the respective measurement values are ±0.3 ‰ for A, ±2.1 ‰
for B, ±0.7 ‰ for C and ±1.4 ‰ for iron E.
E: Type E is the only catalyst that induces a substantially higher (≈ +1 µA) 12C
current in the AMS. A shows the lowest current scatter (±0.2 µA), followed
by C and E with ±0.6 µA and B with ±1.1 µA.
F: All targets of type B show a blank age older than 50 000 a as well as the target
of type E, which was not subject of possible contamination, suggesting these
to be the least contaminated catalysts. For type A, no reliable conclusions
can be drawn.
D: The mean relative molecule current of iron B is with (59 ± 4) pA µA−1 the
lowest among all tested catalysts. The lowest standard deviation shows A
with (67.7 ± 0.6) pA µA−1.
B, C: In EGL mass efficiency ϵдraph and deviation from expected end pressure
p1000 mbarend,meas − p1000 mbarend,exp no catalyst shows a significant deviation from the com-
mon means: ϵдraph = (90 ± 25)% and p1000 mbarend,meas − p1000 mbarend,exp = (−23 ± 15)mbar.
The observed variance corresponds to the assigned measurement uncertain-
ties.
A: Graphitisations catalysed with type E took considerably longer ((5.2 ± 1.0) h)
than the comparative tests. For type C, the fastest achievement of the target
slope of 0.13 mbar min−1 was observed ((3.4 ± 0.1) h).
3.5.3. Test of graphitisation duration
The influence of different reaction durations on the graphitisation result was tes-
ted. In preparation of these tests, I expected a strong dependency of EGL mass
efficiency and AMS 12C current on the given time for reaction. Preparatory tests,
conducted at lower temperatures (<530 ◦C), showed ϵдraph ≈ 30 % and 10 µA /
I 12C / 12 µA for durations <4 h. These values improved to 80 % to 100 % and 14 µA
to 16 µA for very long reaction times (>10 h).
In this test series, under more canonical reaction circumstances, I didn’t observe
a significant performance improvement with longer reaction times. The results of
these tests are shown in the annex in Figure B.10. As pressure slope threshold va-
lue for further experiments −0.2 mbar min−1 was chosen for all following parameter
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sets (Pf , Pp,1, Pp,2). The related difference in end pressure to the end pressure after
complete reaction of ≈6 mbar (see Figure 3.18) corresponds to 0.5 % to 1 % of the
total pressure decrease during reaction.
3.5.4. Test of catalyst pretreatment
The procedure of preheating the catalyst in oxidising and reducing atmospheres
was expected to strongly influence the course of graphitisation at the EGL. Neˇmec
et al. (2010) showed, that preheating with H2 at 400 ◦C lowered the reaction time by
a factor of more than two at the AGE-1 graphitisation system. A prior oxidation is
intended to transform the catalyst into a well-defined state and oxidise impurities
on the surface to volatile oxides, hence increasing the target’s blank age (see also
Section 1.4.3.1).
In this series, I tested the effect of different oxidation and reduction tempera-
tures on the graphitisation performance. Tested catalysts were iron types A and
C. The oxidising atmosphere was 1000 mbar synthetic air in the EGL reactors, re-
acting for 5 min. Reduction was performed at 800 mbar H2 (see gas types in Table
3.3) for respectively 10 min. Figure 3.20 shows the reactor gas pressure during the
course of pretreatment for different temperature combinations and reduction step
repetition numbers.
During the oxidation step, an increasing pressure drop for higher air tempera-
tures can be observed. At 400 ◦C no pressure decrease or even a slight increase of
2 mbar to 5 mbar can be seen. A pressure decrease indicates occurring oxidation of
the iron surface, due to loss of O2 molecules for production of iron oxides. Com-
bustion of impurities, on the other hand, does not necessarily lead to a change in
reactor pressure, since each carbon or sulphur oxidising O2 molecule is replaced
by a CO2 or SO2 molecule. Produced H2O is slowly removed from the reaction by
the reactor’s peltier water removal system.
At the first reduction step, a larger H2 loss is observed on catalysts, that have
been more widely oxidised before and consequently require more H2 to reduce the
iron oxides. Under the targets reduced after 400° oxidation (dashed lines in Figure
3.20) only small dependencies on H2 temperature are visible for 400 ◦C and 500 ◦C.
Under the high temperature (600 ◦C) H2 atmosphere, the reaction induced water
vapour partial pressure presumably didn’t reach its condensation point near the
peltier cooled steel surface, hence staying gaseous and balancing out the reactor
pressure. Further reduction steps didn’t show considerable changes in pressure,
indicating almost complete iron oxide reduction in the first 10 min.
Using the known reactor volume and the ideal gas law, the H2 pressure loss of
(40 ± 5)mbar in 500 ◦C after oxidation in 500 ◦C corresponds to an amount of H2 of
nH2 = (11.2 ± 1.4)µmol, which has reacted. During oxidation before, the catalyst
was – regarding the pressure drop – oxidised by (2.0 ± 0.3)µmol O2. Assuming
now, that the H2 completely reduced iron oxides in the catalyst, we can estimate
the mass of volatilised oxygen, that was present in the catalyst prior to pretreat-
ment, as mloss,O2 = (0.11 ± 0.02)mg. This value compares well to the (0.09 ± 0.03)mg
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Figure 3.20.: Dependency of the pretreatment reactor pressure on the temperature of the
oxidising (synt. air) and reducing (H2) agent. Pressure series taken with 4 mg iron
powder (type A) in one session at different EGL reactors (see reactor numbers in the
box). In bold (dark blue, dashed): Final conditioning parameter choice.
mass loss during pretreatment presented in Table 3.7, which was determined by
catalyst weighting.
Figure 3.21 shows the results of the performance indicators for six different
combinations of oxidation and reduction temperatures. In Performance indicator
specific results, the details of the test outcomes are summarised, referring to the
sub-figures in 3.21. The catalyst types A and C have been tested in this part of the
series. I will refer to temperature combinations T (air ) and T (H2) as [T (air )|T (H2)],
in the following.
The pretreatment routine [500 ◦C|600 ◦C] with three consecutive reduction steps
was included into the preliminary graphitisation parameter list Pp,1 for continua-
tion of the parameter test series. It provides reliable surface oxidation (see Figure
3.20), without influencing target preparation due to catalyst sintering. Further
tests have been performed (section 3.7) using set Pp,2 with [500 ◦C|500 ◦C], which
provided higher 12C currents in this test series.
After final examination, I propose the routine [400 ◦C|500 ◦C], which overall pro-
vides stable results in all indicators, especially in AMS 12C current and relative
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Figure 3.21.: Examination of catalyst pretreatment; applied parameter given in the resp.
boxes. (): Graphitised, but not AMS analysed, targets. (!): Blank targets, that have been
prepared before introducing of volume flushing and were possibly contaminated by a
previously processed Oxalic Acid target. Errors in B, C, F, G and H are measurement
errors as given in Sec. 3.5.1. A, D and E are measured very precisely compared to the
scale.
3. Set-up of the AMS target Extraction and Graphitisation Line
molecule current. The third reduction step should not be performed, to save pro-
cessing time.
Performance indicator specific results
H: In ∆14C, the results for [400 ◦C|500 ◦C], [400 ◦C|600 ◦C] and [500 ◦C|600 ◦C] show
the most stable results, whereas the targets of [400 ◦C|400 ◦C] show unusually
high measurement uncertainties in their AMS results.
G: The standard deviations of δ13 deviations from the standard gases’ nominal
values are for all combinations in the range of ±0.8 ‰ to ±1.2 ‰. The targets
for [400 ◦C|400 ◦C] barely differ here.
E: All combinations except [500 ◦C|600 ◦C] yield sufficient 12C currents in the AMS.
Analysing the standard deviations, [500 ◦C|600 ◦C] and [600 ◦C|500 ◦C] scatter
with ±0.2 µA to ±0.3 µA. [400 ◦C|500 ◦C] and [400 ◦C|600 ◦C] show standard de-
viations of ±0.6 µA, the others are above this.
F: The blank target for [400 ◦C|400 ◦C] lies at 45 000 a, which indicates an insuf-
ficient cleaning of impurities. The variance of the other combination’s blank
targets does not allow further interpretation.
D: The high-temperature oxidation in [600 ◦C|500 ◦C] lead to a significantly lower
mean relative molecule current of (55 ± 4) pA µA−1. The results of the other
pretreatment routines are around (66 ± 3) pA µA−1.
C: On EGL mass efficiency ϵдraph , the conditioning parameters have no significant
influence. The values derived from target weighting scatter around (96 ± 20)%.
B: In deviation from expected end pressure p1000 mbarend,meas−p1000 mbarend,exp , most pretreatment
combinations fall within the common mean of (−22 ± 7)mbar. The target mean
of [400 ◦C|600 ◦C] is situated one standard deviation closer to the expected end
pressure: (−14 ± 5)mbar.
A: In graphitisation duration, the data show a slight increase in duration with
temperature from (3.1 ± 0.1) h for [400 ◦C|400 ◦C] to (3.4 ± 0.2) h for [600 ◦C|500 ◦C].
This effect points to an unfavourable transformation of the catalyst surface, e.g.
surface downsizing, due to high temperatures. A similar conclusion, can be
derived from the observation, that catalyst powder oxidised at 600 ◦C or more
sinters to solid chunks of iron, that handicap further processing (esp. target
pressing).
3.5.5. Test of temperature and hydrogen amount variations
In this part of the test series, the influence of variations in graphitisation tempera-
ture and nH2/nCO2 ratio has been examined. As sketched in Figure 3.15, I expected
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3.5. Optimisation of the graphitisation parameters
for these parameters the most considerable impact on EGL performance indica-
tors, since temperature as well as partial hydrogen pressure immediately change
the chemical reaction conditions in the reactor (see equations in Section 1.4.3) and
proofed their importance in preparatory tests of the EGL, the IUP 14C laboratory
(Roos, 2013) and other labs (e.g. Neˇmec et al., 2010; McNichol et al., 1992).
For this examination, 60 targets were prepared, which cover 2 ≤ nH2/nCO2 ≤ 2.8
and 565 ◦C ≤ Tдraph ≤ 620 ◦C. Measurements have been performed at measurement
clusters of 1 to 12 targets per parameter combination, with the aim to cover the
examined parameter range uniformly. Promising parameter regions or those with
high gradients in its performance indicators were examined more densely.
The adjustment of nH2nCO2 andTдraph in the EGL is subject to uncertainty: As shown
in Section 3.5.1.7, the standard deviation of the nH2nCO2 of a single target was deter-
mined as σ
(
nH2
nCO2
)
= ±0.051. The distribution of temperature in the graphitisation
reactor has been determined as well (see Figure 3.7). For the 9.5 cm reactor tubes
used in this study, the temperature measurements showed a possible decrease in
the graphitisation temperature inside the reaction zone of 10 ◦C. In the following
we will use an uncertainty range of σ (Tдraph) = −10 ◦C. Figure 3.22 shows the re-
sults of the tests, illustrated as interpolated colormap between the means of the
respective measurement clusters. In Performance indicator specific results, the details
of the test outcomes are summarised, referring to the sub-figures in 3.22. Ana-
logously to Section 3.5.4, I refer to parameter combinations nH2/nCO2 and Tдraph
by [nH2/nCO2|Tдraph]. In general, parameter sets were judged as promising, when
situated near a local minimum, maximum or saddle point in the colormaps of the
∆14C and δ 13C distribution, since the smallest gradient is expected there.
Investigation of the results leads to a final parameter combination Pf of [2.5|-
612.5 ◦C]. Inside the range of the parameter errors, the range of the interpolated
analysis results in ∆14C is below 1 ‰. The range in δ 13C is 2.2 ‰, which are
corrected for the largest part in ∆14C. Furthermore, Pf yields high 12C currents
(18 µA with a range of 2 µA), medium low relative molecule currents (47 pA µA−1
with a range of 9 pA µA−1) and deviations from the expected end pressure for
complete Bosch reactions of less than 20 mbar (2 % of the reaction start pressure).
The resulting iron/graphite mixture could be further processed unproblematically
at the CRL target press.
I also propose an alternative final parameter set Pf ,a at [2.45|585 ◦C]. In tem-
perature, Pf ,a is situated near the well established reaction conditions at CEZ,
[2.5|580 ◦C], and the IUP 14C laboratory, [2.2|575 ◦C]. The hydrogen to carbon di-
oxide ratio lies in between. In δ 13C, Pf ,a lies in a zone of low variability (1.4 ‰),
but the ∆14C range is with 2 ‰ higher than at Pf . Moreover, the 12C current for Pf
is lower than that of the mean over all measurements and the measured relative
molecule currents near this parameter set were maximal. All together, the para-
meter range of Pf ,a shows very stable δ 13C, but is inferior to Pf in the majority of
the important performance indicators.
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Figure 3.22.: Examination of H2/CO2 ratio and graphitisation temperature; applied para-
meter given in the resp. boxes. (•): Cluster of 1 to 12 measurement values. (): Final
(Pf ), alternative final (Pf ,a) and preliminary (Pp,1, Pp,2) parameter sets with respective
error range (grey box). Contour smoothing by Origin (Parameters: Point count factor:
15 000 to 20 000, smoothing parameter: 0.1). F: Only targets before implementation of
the volume flushing.
3.5. Optimisation of the graphitisation parameters
In the preliminary parameter set Pp,1, [2.4|605 ◦C] was included for the conti-
nuation of the test series. The graphitisations here showed a satisfactory mass
efficiency of 85 %, an end pressure deviation of 15 mbar and a duration of less
than 3.4 h. The ∆14C are of similar stability as for Pf . After the test series, the
set Pp,2, [2.3|612.5 ◦C], has been further tested in QC measurement series (section
3.7), which shows similar behaviour to Pp,1, but less dependency on temperature
variations in 12C current and δ 13C.
Performance indicator specific results
H: In ∆14C, 30 Oxalic Acid II targets have been analysed, overall yielding ∆14C =
(338.4 ± 2.5)‰. In general, the variability increases for lower temperatures
and nH2/nCO2 in the reactor. The absolute values are dependent on the stan-
dards, graphitised at CEZ with [2.5|580 ◦C].
G: Over all targets in this tests, I measured a mean δ 13C deviation from the
nominal target values of (0.07 ± 2.60)‰ for 46 targets. We see lighter re-
sults towards low nH2/nCO2 (<2.5). The heavier isotopy around [2.4|600 ◦C to
620 ◦C] is presumably dependent on the high 12C currents in this region (see
E).
E: The distribution of the 12C current is structurally similar to the δ 13C distri-
bution. This dependency is presumably connected to the known correlation
between current and AMS δ 13C and ∆14C measurement. During data evalu-
ation, this effect is corrected by a linear function, fit to the standard target
ratios (see Section 1.4.2.1). In this test series, all targets have been evaluated
using CEZ standards, not covering the current range of the test series targets,
leading to possible erroneous current correction.
D: The relative molecule current, indicating the relative strength of hydrocar-
bon production in graphitisation, shows a notable gradient to low mole-
cule currents (40 pA µA−1) towards higher temperatures and lower hydrogen
amounts in the reactor. This finding is consistent to the expected chemical
reactions (see Section 1.4.3):
• The methane formation via the equations (1.41) and (1.42) occurs exot-
hermically, hence decreasing with temperature.
• Lower hydrogen abundance in the reactor drags the reaction equili-
brium to the left side of the respective equations, meaning an increased
C and CO production.
B: The deviation from the expected end pressure in most part shows the ex-
pected behaviour from the theory. Similar to D, we see a strong depen-
dency of methane (lower end pressure) or carbon monoxide (higher end
pressure) production on the abundance of hydrogen in the reactor ( nH2nCO2 ).
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3. Set-up of the AMS target Extraction and Graphitisation Line
Above nH2nCO2 = 2.2, we observe as well an increase in end pressure as expected
from the temperature dependency of the Boudouard-reaction (1.40). Below
nH2
nCO2
= 2.2, no temperature dependency can be observed, indicating a domi-
nance of the hydrogen driven water gas reactions (1.37-1.39) over the tempe-
rature driven Boudouard-reaction. Equilibrium between pressure excess by
CO and shortage by CH4 is reached along
nH2
nCO2
= 2.2 up to Tдraph = 610 ◦C.
A: In graphitisation duration, a notable prolongation for lower nH2nCO2 was ob-
served. This is consistent with the expectations, since hydrogen drives the
involved chemical reactions from the side of oxidised carbon educts to re-
duced carbon products (C, CH4). Furthermore, a slight increase of duration
with temperature can be seen. A reason behind this might be a less efficient
cold surface driven removal of H2O and thus slowed down carbon oxide
reduction (1.37-1.39).
C, F: Considering the measurement uncertainties for mass efficiency (≈ ± 27 %)
and typical sample scatter of blank targets of ±1200 a no significant trends
over temperature and hydrogen amount could be observed in the respective
sub-figures.
3.5.6. Test of catalyst amount
The influence of the ratio of iron catalyst to graphitised carbon has been examined,
since in radiocarbon labs exists a wide variety of approaches for the amount of
catalyst used. Used iron amounts and ratios are e.g.:
• 1.6 mg to 2.0 mg Fe for 0.5 mg to 1 mg C (1.6 ≤ mFemC ≤ 4) by Turnbull et al.
(2015b)
• 3.2 mg Fe for 1 mg C (mFemC = 3.2) by Neˇmec et al. (2010)
• 3 mg to 4 mg Fe for 0.4 mg to 1 mg C (3 ≤ mFemC ≤ 10) by Turnbull et al. (2010a)
• 4 mg to 5 mg Fe for 1 mg C (4 ≤ mFemC ≤ 5) by Santos et al. (2007)
• 5 mg Fe for 0.3 mg to 0.75 mg C (6.7 ≤ mFemC ≤ 16.7) by Fahrni et al. (2017)
• 5.5 mg Fe for 0.4 mg to 1 mg C (5.5 ≤ mFemC ≤ 13.8) by Turnbull et al. (2015b)
The optimal amount of catalyst is dependent on the AMS used for ∆14C analy-
sis. For analysis at the MICADAS system (see Section 1.4.1), targets prepared at
the IUP 14C laboratory as well as at the graphitisation line at the CEZ, which is
the main supplier for targets for the CEZ AMS, were graphitised under mFemC ≈ 3.
Usually the iron amounts were ranging from 3 mg to 4 mg.
The EGL software is capable of estimating the carbon content of future targets,
since meta-data like CO2 concentration, flask pressure and sample container vo-
lume of incoming samples are transferred to the CRL database. For preparation
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3.5. Optimisation of the graphitisation parameters
of the graphitisation reactors, the software displays the iron amount, which has
to be dosed into reactor to yield a certain mFemC in the resulting target. This feature
facilitates to set up the mFemC , leading to the most stable results, as default catalyst
ratio for future targets.
In this test, 12 targets have been prepared, covering a range 1.6 ≤ mFemC ≤ 5.3.
Calculation of mFemC has been performed similarly to the efficiency calculation (3.12),
using the carbon mass derived by the quantified CO2 amount mC,q as carbon mass
in the target:
mFe
mC
:= mFe
mC,q
=
mFe
nCO2Q14MC
(3.18)
with pressure derived CO2 amount nCO2 , mole mass of carbon MC and ∆
14C quota
of the whole gas amount Q14. Losses in the catalyst amount due to handling in
weight measurement are not taken into account here. Uncertainties in mFemC , dis-
played in the following, are originating in weighting uncertainties and deviations
in quantification.
Figure 3.23 shows the results of the tests. In Performance indicator specific results,
the details of the test outcomes are summarised, referring to the sub-figures in
3.23. After examination of the test results, the well-established ratio mFemC = 3.0 ± 0.3
was kept for EGL targets. In δ 13C and AMS 12C current, I observed the strongest
dependency of all conducted parameter tests on mFemC (see Figure 3.23 E and F). In
these performance indicators, mFemC = 3 yielded a robust high energy current around
17 µA. Furthermore, the CRL targets fractionate at this point for the same extent
as the CEZ standards (δ 13C deviation around 0 ‰), which has also been prepared
with mFemC = 3. Furthermore, this test shows, that a fixed iron amount (e.g. 5 mg) for
different sample sizes is not suitable to keep variations in fractionation and carbon
current low for measurements with MICADAS.
Performance indicator specific results
H: In ∆14C no significant deviation of the 6 target results from their com-
mon mean (339.5 ± 0.9)‰ can be observed. This indicates, that the con-
siderable fractionation seen in δ 13C (G) is mass dependent and could be
corrected by sample normalisation.
G: This test yields a linear dependency of δ 13C on mFemC of (4.9 ± 1.3)‰ mg mg−1.
All targets have been analysed in the same AMS magazine. Presumably,
the absolute value of this slope is strongly dependent on AMS tuning.
This result, however, shows, that the iron content in the target is the
main driver of fractionation in the AMS, considering the tested parame-
ter. Reasons behind this effect could be changes in the electric field near
the target or in the sputtering behaviour.
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Figure 3.23.: Examination of iron to carbon ratio; applied parameter given in the resp.
boxes. (): Graphitised, but not AMS analysed, target. (!): Blank targets, that have been
prepared before introducing of volume flushing and were possibly contaminated by a
previously processed Oxalic Acid target. Errors in B, C, F, G and H are measurement
errors as given in Sec. 3.5.1. A, D and E are measured very precisely compared to the
scale. Errors in the iron to carbon ratio are deduced from uncertainties in weighting
and CO2 quantification.
3.5. Optimisation of the graphitisation parameters
E: The 12C current decreases with a slope of (−1.3 ± 0.3)µA mg mg−1 on hig-
her mFemC . The correlation between
12C current and δ 13C in this test is
reversed to the ones observed in experiments before: A burned through
target usually drops heavily in current as well as in δ 13C. This indicates
different causes for both effects.
F: In blank age, a slight trend towards lower blank ages for higher iron
contents can be seen. This might not be significant, but would be in
accordance to the expectations, since blank contaminations considerably
originate in catalyst impurities.
A: Graphitisations took (3.51 ± 0.07) h for targets with mFemC < 3 and for
mFe
mC
> 3
(3.40 ± 0.05) h (errors of mean). A slightly faster reaction can originate in
larger accessible catalyst surfaces.
B, C, D: In reaction end pressure, graphitisation efficiency and molecule currents,
no dependency on mFemC could be deduced by these test results.
3.5.7. Overview of the parameter test results
As outlined in the beginning of this section, a number of graphitisation parameter
sets P has been developed and tested in the course of the examination of the
EGL: Starting from the parameters used at the IUP 14C laboratory Piup , to the set
of the first results of the EGL parameter test series Pp,1, leading to the medium-
term preliminary parameter set Pp,2, whose results are discussed in Section 3.7.
After final examination and AMS analysis of all corresponding targets, a final
parameter set Pf could be proposed, complemented by an alternative final set Pf ,a ,
which uses different graphitisation temperatures and H2/CO2 ratios and showed
higher stability in δ 13C than Pf during the parameter test series. Table 3.9 lists the
parameter sets mentioned here, which were the product of extensive test series.
Table 3.9.: Overview of the EGL parameter sets developed and tested in this work.
Set Cata- Duration Catalyst Graph. Graph. Catalyst
lyst threshold pretreatment temp. nH2nCO2 ratio
mFe
mC
Piup A > − 0.13 mbar min−1 [400 ◦C|400 ◦C] 575 ◦C 2.4 3
Pp,1 C > − 0.2 mbar min−1 [500 ◦C|600 ◦C] 605 ◦C 2.4 3
Pp,2 C > − 0.2 mbar min−1 [500 ◦C|500 ◦C] 612.5 ◦C 2.3 3
Pf ,a A > − 0.2 mbar min−1 [400 ◦C|500 ◦C] 585 ◦C 2.45 3
Pf A > − 0.2 mbar min−1 [400 ◦C|500 ◦C] 612.5 ◦C 2.5 3
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3.6. Fractionation during preprocessing
Comparable to the situation in the graphitisation reactor, incomplete CO2 ex-
traction, expansion or transfer can lead to fractionation in the EGL target. To
quantify these effects, the fractionation in the EGL, occurring at different pre-
processing steps and for different target types (CO2 from whole-air, Oxalic Acid
I and II) has been examined in a comprehensive test series. Extraction (section
3.6.1), Transfer to reactors (section 3.6.2), Sampling of standard gases (section 3.6.3)
and Graphitisation (section 3.6.4) have been tested in this order to take fractiona-
tion in a processing step into account, which might occur at the respective next
test as well.
All δ 13C measurements in this test series were conducted by storing the re-
spective CO2 samples in glass vials and determining the 13C isotopy at the same
MSP as for the tests in Section 2.1.1. The measurement uncertainty in δ 13C is defi-
ned here as the error of the mean of 2 to 4 MSP measurements of every sample.
3.6.1. Extraction
The dependency of δ 13C on immersion depth di of the EGL cooling trap has been
tested. As described in Section 3.2.2, the vertical position of the N2(l) dewar during
CO2 extraction can be adjusted. This test ought to determine the optimal CO2-
extraction depth for air samples and target gases.
The experiment has been performed with 1000 mln/min flow rate through the
trap by default. The N2(l) level has been manually kept on the respective di with
an uncertainty of ≈ 2 mm. The extracted CO2 and H2O were then thawed and
subsequently separated, by sublimating the trapped water in an aceton-dry ice
mixture (−70 ◦C to −80 ◦C), replacing the N2(l). Water removal was performed to
increase measurement precision of the MSP. The CO2 was cryogenically transfer-
red to a Duran glass break-seal on the CO2 transfer position at reactor 1 (see Figure
3.6) and stored glass-sealed until MSP analysis.
Figure 3.24 shows the test results. The deviation of the results for di = 5 cm to
the nominal value is (0.008 ± 0.010)‰, hence agreeing within their uncertainties.
di = 7 cm lies with a deviation of (0.014 ± 0.012)‰ near the nominal value as well.
di = 3 cm shows with (−0.054 ± 0.016)‰ a significant depletion in δ 13C. The reason
behind this might be inverse kinetic fractionation due to incomplete extraction and
therefore favoured draining of heavier carbon isotopes (see Mook, 2000). These
results lead to a continuation of the fractionation tests on and recommendation of
an extraction immersion depth of di = 5 cm.
3.6.2. Transfer to reactors
Methodologically analogous to the test of the immersion depth, fractionation in
sample transfer to different reactors has been tested. Parallel, all four extraction
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Figure 3.24.: δ 13C results dependent on immersion depth di of the EGL CO2 extraction of
target gas high (see Figure 3.3). Blue lines are the mean of δ 13C for each di . Teal zones
indicate the error of these means (σSTD (δ 13C)/
√
N ). Nominal value of the target gas
derived from multiple MSP analyses, error (grey) is the error of the mean.
lines were examined. These experiments were performed, since – due to the geo-
metry of the EGL – the CO2 transfer extends about 1 m more for samples moving
to the reactors at the end of the line (e.g. 1 and 12), compared to reactors 6 to 7
in the middle (see Figure 3.8). The extraction lines were tested individually, since
differences in the cooling trap geometry as well as in the extraction pump perfor-
mance also could lead to differences in extraction efficiency and hence to sample
fractionation.
Figure 3.25 shows the results of these tests. No significant dependency of sample
fractionation on the extraction port nor on reactor number can be derived from
these results. This means, all processing routes for the samples are equivalent
and should produce compatible targets. The means of all tested parameters are
in accordance with the nominal value within their respective uncertainties, except
for the sample in reactor 2. The cause for this deviation is not known, but since
for no other reactors any significant deviation from the mean is seen – especially
for reactor 11, that is placed opposite to reactor 2 – I assume handling or manual
processing errors to be responsible for that.
3.6.3. Sampling of standard gases
In this part of the test series, three issues were subject of investigation:
• The pure CO2 gases used in the EGL for quality control and standardisation
in AMS measurements were tested for preset fractionation, i.e. deviations
from the nominal values of the standard gases (oxcalic acid I and II).
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Figure 3.25.: δ 13C results dependent on sample target reactor and extraction line. Immer-
sion depth: di = 5 cm. Blue line is the mean of δ 13C for all reactors and traps. Red lines
indicate the 1σ range of the calculated standard deviation over all samples. Nominal
value of the target gas derived from multiple MSP analyses; error (grey) is the error of
the mean.
• The standard CO2 has been sampled and dosed through a 0.4 mm outer di-
ameter capillary. Here, I tested for any fractionating effects ongoing during
this process.
• In contrast to the previous tests (sections 3.6.1 and 3.6.2), the sample CO2
in this experiment went through the complete transfer and quantification
process, which is performed by default by the EGL. This means, after CO2
dosing, the samples had been transferred to the quantification volume, ali-
quoted and further transferred to reactor 1.
δ 13C sampling and measurement was conducted in the same way as in Sections
3.6.1 and 3.6.2.
The results are plotted in Figure 3.26. The Oxalic Acid I samples show very
small scatter and deviation from the nominal value: (0.003 ± 0.005)‰. This sugge-
sts, that sampling through the capillary, two-stage CO2 transfer and aliquotation
does not cause additional fractionation.
Considering this, the deviation of Oxalic Acid II of (−0.06 ± 0.01)‰ is presuma-
bly caused by differences in the isotopy of the used CO2 compared to the nominal
value. Before being filled into the storage tank, the Oxalic Acid II standard mate-
rial has to be combusted under controlled conditions, the used CO2 was analysed
at least 10 times at the LLC laboratory, which includes several CO2 transfers, and
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Figure 3.26.: δ 13C deviation from the nominal values for Oxalic Acid I and II standard
gases, sampled from the built-in EGL standard gas supply tanks. Nom. values: −19.3 ‰
for Oxalic Acid I and −17.8 ‰ for Oxalic Acid II. Blue lines are the mean deviation, red
lines indicate the 1σ range of the measured standard deviation.
had to be transferred into the glass storage tank, which could lead to this small
fractionation relative to the nominal value.
In summary, since no samples showed considerable deviations, the results indi-
cate no occurring fractionation in standard gas sampling and transfer. The stan-
dard and QC CO2 in the EGL agrees well to the respective nominal values in δ 13C.
3.6.4. Graphitisation
This section is about concluding the δ 13C fractionation test series with a compre-
hensive experiment, which includes all preprocessing steps handled before (Secti-
ons 3.6.1-3.6.3) as well as graphitisation under the preliminary parameter set Pp,2,
derived from the graphitisation parameter tests before. Graphite produced from
Oxalic Acid II has been combusted in an EA (Elementar Inc., Vario MicroCube)
yielding CO2 again, which has been stored in mini glass flasks with a volume of
4 ml (see Zipf, 2017) until analysis in MSP.
3.6.4.1. δ 13C results
Figure 3.27 shows the δ 13C isotopy of the combusted graphite. The nominal value
of Oxalic Acid II lies with (−17.76 ± 0.09)‰ within the error of the measurement
mean. These results are in agreement with the findings without graphitisation of
the standard samples (see Section 3.6.3) within the errors of the sample mean. The
standard deviation increased by a factor of 20 to 40 from ±0.005 ‰ to ±0.01 ‰ to
±0.24 ‰. This indicates additional sources of uncertainties due to graphitisation
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Figure 3.27.: Fractionation test including all EGL processing steps (sampling until graphi-
tisation in different reactors and an additional combustion back to CO2) for Oxalic Acid
II samples by usage of graphitisation parameter set Pp,2. Sample handling identical to
the default processing procedure in the EGL. Graphite has been combusted in an EA
at the CEZ, followed by subsequent δ 13C measurement by MSP. The blue line is the
measurement mean, red lines indicate the 1σ standard deviation.
and target combustion, but no systematical offset after graphitisation can be ob-
served, meaning that the EGL does not introduce a bias into the δ 13C by sample
fractionation. Furthermore, the scatter in δ 13C, which was determined here, is
much smaller than the typical δ 13C target variability during AMS measurement of
≈2 ‰.
3.6.4.2. Eiciency
The composition of 12 examined Oxalic Acid II targets was analysed by the EA in
the course of combustion. This gives us an independent measure to quantify the
efficiency of the EGL graphitisation besides catalyst and target weighting.
Table 3.10 shows the results of both approaches. For catalyst & target weighting,
mC and ϵдraph are calculated according to equations (3.11) and (3.12). mtarдet is
the weighted target mass after graphitisation. In case of EA analysis, mCmtarдet is
directly measured and displayed by the instrument. Preceding from this value,
mC is received by multiplication with mtarдet . ϵдraph is then again calculated by
(3.12).
The results indicate a significant systematical deviation of both efficiency deter-
mination methods of (98 ± 5)% compared to (79 ± 1)%. This might suggest, that
the catalyst handling loss has been overestimated for these samples or that parts
of the graphite, which is finer than the catalyst powder, has been lost in prepara-
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Table 3.10.: Comparison between graphitisation efficiency measures, derived from the de-
fault catalyst and target weighting at the CRL and elemental analysis (EA). mCmtarдet is
the fraction of the whole target, which is carbon. ϵдraph expresses, which part of the
expected carbon mass from CO2 quantification is finally measured in the target. Uncer-
tainties are the standard deviations of the measurements, errors of the means are given
in brackets.
N Catalyst & target weighting EA analysis & target weighting
mC
mt ar дet
[%] ϵдr aph [%]
mC
mt ar дet
[%] ϵдr aph [%]
12 25.1 ± 1.4(±0.4) 98 ± 17(±5) 19.7 ± 0.9(±0.3) 79 ± 4(±1)
tion of EA analysis. It can be stated after this test, that the EGL graphitisation line
operates with an efficiency of at least (79 ± 1)% for the graphitisation parameter
set Pp,2. Since the final set Pf lies at the same level as Pp,2 in end pressure devia-
tion and mass efficiency, these results can presumably be transferred to the final
procedure.
3.7. Establishing EGL quality control
In Section 2.2 was demonstrated, that performing long-term quality control mea-
surements provides valuable data to assess target preparation and AMS analysis
performance and to separate their uncertainties. In Sections 3.7.1 and 3.7.2 the
mentioned measures have been continued for QC of the EGL. To allow, further-
more, an absolute statement about the EGL ∆14C scale, I present the results of a
newly started Oxalic Acid I measurement series (section 3.7.3).
3.7.1. Target gases
After completion of the EGL parameter test series (section 3.5) the target gas me-
asurement series, presented in Section 2.2.1 for the IUP 14C laboratory, has been
continued. Target gas processed at the EGL has been inserted into EGL CO2 ex-
traction directly from the respective pressurised aluminium cylinders.
8 targets were prepared at EGL from CO2 extracted at the IUP 14C laboratory,
which was stored in Duran glass break-seals. This enables to separately test the
∆14C stability of samples inserted as pure CO2 into the EGL.
All target gas graphite targets have been prepared using the same graphitisation
parameter sets as the concurrently used standard and blank targets. Each period of
constant graphitisation parameters, which are analysed in the following, extends
at least across two AMS magazines, to take across-magazine uncertainties into
account (see Section 2.2.1.1).
Figure 3.28 shows the analysis results of the target targets for high (3.28A) resp.
low (3.28B) ∆14C. The results show for both target gases standard deviations be-
low 2 ‰ (1.7 ‰ and 1.9 ‰). The mean AMS measurement uncertainty lies for
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Figure 3.28.: ∆14C analysis results of target gases prepared and graphitised at the IUP
14C laboratory and the EGL. Blue lines indicate the target mean over periods of the
same graphitisation parameters. Red lines show the range of the empirical standard
deviation. Informations in the boxes refer to targets indicated by the same colour in
the respective periods. A: All targets’ CO2 was extracted directly from the pressurised
air storage cylinder. 4 targets (shown in dark blue) have been analysed, which were
extracted at the IUP 14C lab and graphitised at EGL. B: IUP targets were sampled in 1 L
and 2 L glass flasks prior to extraction. EGL targets’ CO2 was extracted directly from
the pressurised air storage cylinder. 4 targets have been analysed, which were extracted
at the IUP 14C lab and graphitised at EGL.
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both gases at 1.9 ‰, which means, that no additional uncertainties are introduced
during target preparation using Pf .
The standard deviations for the targets prepared at IUP 14C laboratory (Piup ) and
EGL with Pp,2 range from 2.3 ‰ to 2.6 ‰, hence showing no relevant differences.
Analysis of the IUP aliquots, prepared by EGL, indicate an additional uncertainty
of 1.8 ‰ to 2.4 ‰ to account for the higher standard deviation. Sources of errors,
which are unaccounted for by the other EGL targets, could originate in the pure
CO2 sample handling at EGL. This test, however, was performed with only 4
targets per target gas. 5 to 10 more existing IUP aliquots are ready to be analysed
to confirm this finding in the future.
The mean level of ∆14C for target gas low stays constant over all results within
the errors of the means. In target gas high, we see a significant tendency towards
1.7 ‰ heavier 14C isotopy with time. Figure 3.29 shows the course of the measured
δ 13C within the same timespan. We see an opposite trend in δ 13C compared to
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Figure 3.29.: AMS δ 13C results for target gas high targets (see ∆14C in Figure 3.28A). Blue
lines are the measurement means, red lines indicate the 1σ standard deviation.
∆14C of −2.6 ‰. The target gas high cylinder depleted at the end of this work:
In March 2018, the remnant cylinder pressure amounted to 30 bar from 140 bar for
the newly filled cylinder. These points might indicate a fractionation occurring in
the target gas storage cylinder towards the end of its usage period, which can not
be corrected for by normalisation of ∆14C results. The effect of observing drifts in
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δ 13C in emptying pressurised air containers has been observed before at the IUP
14C laboratory6.
3.7.2. LLC compatibility
The compatibility of the results of the two CRL 14C analysis systems has been
examined. For this reason, the AMS-LLC compatibility test series, introduced in
2.2.2, has been continued at the EGL after completion of the parameter test series.
Figure 3.30 shows the results of these comparisons. The first finding, which can
be deduced from this study, is a decrease in the scattering of the ∆14C deviations
with introduction of the final graphitisation parameter set in March 2018 to 2.7 ‰
(3.30B), which corresponds to the expected uncertainty of the difference derived
from the mean measurement uncertainties of the involved values. The scatter
of deviation does presumably not originate in short-time deviations of the LLC
analysis, since for all periods with two or more measured duplicate samples the
standard deviation of the difference of the duplicate samples is larger or equal
than the scattering in LLC-AMS difference.
This leads to the second important finding of this examination: Aliquots, which
have been sampled and prepared at the CRL since November 2016, show a signi-
ficant offset from the LLC ∆14C results of (2.6 ± 0.7)‰. For samples taken from
January until October 2016, which are also prepared at the EGL, no such an off-
set can be observed. Together with the fact, that the deviations in the differences
between duplicate aliquots are 2 ‰ larger than in the time of the IUP 14C labora-
tory, this might indicate issues regarding the CRL aliquotation device7. The bias
of the duplicate sample difference, which is calculated as the difference between
the first and the second taken aliquot, is with ∆(∆14C) = (−1.8 ± 1.6)‰ not signi-
ficant. Another possible reason for the offset of LLC to AMS analysis could be a
downshift in LLC measurement since beginning of 2017: A drop in ∆14C of the
long-term LLC QC CO2 of (−2.5 ± 0.6)‰ was observed8. This matter is currently
subject of further investigation.
Overall, these findings demonstrate the benefits achieved by performing long-
term compatibility test series between the CRL labs. They yield not only additi-
onal information about AMS measurement precision of EGL-prepared pure CO2
samples, but also point out systematic problems in the analysis procedures of the
involved laboratories.
3.7.3. Oxalic Acid I as primary QC
As introduced in Section 1.2.3, CO2 from combusted Oxalic Acid I material was
chosen to define the scale for ∆14C measurements. Reverting the normalisation
6Personal communication: Ingeborg Levin [April 2018]
7The effects of changes in the aliquotation process regarding incomplete CO2 transfer are currently
subject of investigation.
8Personal communication: Samuel Hammer [March 2018]
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Figure 3.30.: Examination of the compatibility between LLC analysis of high-volume sam-
ples and AMS analysis of aliquots of the same samples prepared by IUP graphitisation
(black points, see also Section 2.2.2) and EGL (orange). Blue lines are the measure-
ment means, red lines indicate the 1σ standard deviation. These lines also indicate the
periods of time related to the results of the averaging periods presented in the boxes.
Shown are the differences in ∆14C between LLC results and AMS aliquots dependent
on sampling date of the NaOH sample (A) and graphitising date of the aliquot (B). The
difference between the AMS aliquots of the respective same sample are also shown ver-
sus sampling date (C) and graphitisation date (D). Sampling date corresponds within a
few days to LLC measurement and aliquot taking.
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of the scale definition in equation (1.11) from −19 ‰ to −25 ‰ yields an nominal
value of Oxalic Acid I, normalised to −25 ‰, of ∆14Cox I = 39.8 ‰.
At this point, the foundation is laid for a long-term QC series, which classifies
the ∆14C results of the EGL-prepared AMS measurements on an absolute scale.
The recently filled pure CO2 Oxalic Acid I storage flask, inserted in the EGL,
approximately supplies 1000 QC targets. For 1500 CRL samples per year and one
primary QC target per AMS magazine, the Oxalic Acid I stock, stored in the EGL,
supplies 15 a of QC operation.
Figure 3.31 shows the QC series for two different batches of Oxalic Acid I CO2
and the preliminary graphitisation parameter set Pp,2 as well as the final set Pf .
The standard deviation of the examined sample sets decreased from 2.3 ‰ to 2 ‰
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Figure 3.31.: Results of the primary QC test series with Oxalic Acid I targets, sampled by
the internal pure CO2 sampling system of the EGL. Oxalic Acid I CO2 originating from
two different combustion batches has been used in this work.
for the newly filled Oxalic Acid I storage, which is the source for the planned
long-term QC. Therewith the empirical standard deviation is equal to the AMS
measurement uncertainty, indicating that no additional errors are introduced by
the target preparation at the EGL.
Furthermore, the mean ∆14C converges towards the nominal value, which lies
within the 2σ uncertainty of the targets prepared in 2018. This means, at the
moment we can limit the offset to the canonical ∆14C scale for EGL targets to
(0.7 ± 0.5)‰. A continuation of this QC series will lead to a more precise determi-
nation of this offset value.
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3.7.4. Overview of the first results of the EGL QC test series
After introduction of the parameter set Pp,2 in July 2017, two long-term QC test
series were started at the EGL for assessment of the repeatability of single sam-
ple measurements at the CEZ AMS (Section 3.7.1). These were performed using
two different whole-air target gases, which were preprocessed in a similar way as
whole-air flask samples and allow to determine the repeatability of sample mea-
surements. During the first timespan (July 2017 to February 2018 with parameter
set Pp,2) substantial improvements of the processing protocol at the EGL were im-
plemented; in particular should be mentioned the introduction of tube flushing
(September 2017). From March 2018 on, after determination of the final process
protocol and introduction of the final graphite parameters, the AMS results sho-
wed a standard deviation in ∆14C of ±1.7 ‰ (Figure 3.28A) resp. ±1.9 ‰ (Figure
3.28B), which correspond to the AMS measurement uncertainties. These results
are comparable to other laboratories measuring ∆14C of air materials to high preci-
sion, as Graven et al. (2007) with long-term repeatabilities of ±1.7 ‰ and (Lehman
et al., 2013; Turnbull et al., 2015b), who report ±1.8 ‰. The EGL whole-air target
gas measurement series, presented here, has been performed for only 2 months at
the end of this work with 11 targets for each of the two target gases, which were
distributed to 3 resp. 2 AMS magazines. A continuation of this series in the future
will provide a reliable validation or falsification of these promising first results
for the long-term repeatability for whole-air samples, which are processed at the
EGL and analysed at the CEZ AMS. A similar result, regarding the variability in
∆14C results, was shown in the test series with Oxalic Acid I CO2 as primary QC
material for ∆14C analysis (Section 3.7.3): The first results, using the final pro-
cess protocol and graphite parameters, analysed in 1 AMS magazine showed a
standard deviation of ±2 ‰ and show no significant offset from the absolute ∆14C
scale, defined by Oxalic Acid I.
The results for the LLC-AMS compatibility test series (Section 3.7.2) point out
two main problems, which are under investigation right now (see Summary & out-
look). Firstly, a bias of −2.3 ‰ to −2.2 ‰ between LLC and AMS measurements
was observed for LLC aliquots prepared at the EGL, which corresponds to a drop
in QC measurements performed at the LLC in 2017 of (−2.5 ± 0.6)‰. Secondly,
a large variability in the ∆14C differences of duplicate aliquots was observed, in-
dicating problems in aliquotation of the large volume samples or in pure CO2
target insertion at the EGL. In summary, the compatibility of these two labora-
tories needs to be further addressed and does not reach that level of agreement
shown in Section 2.2.2 for the IUP 14C laboratory or presented by Hammer et al.
(2017) for a consensus value of AMS laboratories all over the world.
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4. Development of new 14CO2 sampling
strategies
Chapter 3 described in detail the development and design of the facility, which
serves to convert atmospheric air CO2 samples into graphite targets to allow es-
timation of the fossil CO2 component in the atmosphere by high-precision ∆14C
measurements. This chapter is dedicated to developing new strategies and met-
hods for 14CO2 sampling, which justify the still significant amount of time and
resources for ∆14C measurements through valuable new information about the
observed regions.
4.1. Set-up of time-triggered integrated 14CO2 sampling in
Heidelberg
Here, I present the methods and results of a newly built-up parallel integrated
14CO2 sampling system in Heidelberg (HEI). It samples time-triggered at night-
(19:00-7:00 UTC+1) and daytime (12:00-18:00 UTC+1). Parallel sampling is perfor-
med by two different 14CO2 sampling methods: On the one hand, a new approach
of taking whole-air samples in flasks, which are integrated over a period of one
week or more. These flask samples can then be analysed for trace gas concentra-
tions and the CO2 be subsequently processed to graphite targets by the EGL and
analysed for ∆14C by AMS. On the other hand and in addition to this, the tradi-
tional integrated CO2 absorption in NaOH solution and subsequent LLC analysis
(see Levin et al., 1980) in Heidelberg has been extended to daytime and nighttime
sampling parallelly to the flask sample collection.
14CO2 sampling in Heidelberg, which is situated in the moderately polluted
Rhine valley area, has been performed since 1976 (Levin et al., 2003; Gamnitzer
et al., 2006). The first 12 years of sampling were conducted the whole day, since
1988 only during the night to reduce influence of local sources (e.g. traffic emissi-
ons in the direct vicinity of the station).
4.1.1. Objectives
Several objectives are behind the development of the new sampling strategy. Fore-
most, valuable new information about the FFCO2 emissions in the catchment area
of HEI are expected by day- and nighttime sampling. As introduced in Section
1.5.1, we observe different regimes in the planetary boundary layer at different
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times of the day: At daytime, the FFCO2 concentrations in the thermal convection
driven mixed layer are less influenced by surface to atmosphere fluxes than at
night. Additionally, model calculations performed in this work (sections 4.1.2 and
4.2) showed for the years 2005 and 2006, 53 % of the mean nocturnal FFCO2 off-
set relative to a continental background originate from a radius of 30 km around
HEI. The same region only contributes 36 % of the daytime FFCO2 offset. Thus,
we monitor a larger catchment area during daytime sampling, due to increased
horizontal transport. The stable boundary layer at nighttime builds up from the
remnants of the daytime mixed layer. For this reason, it is reasonable to see the
mixed layer as background for the subsequent stable boundary layer. This appro-
ach was also taken by Vardag et al. (2015) and tested in this work for FFCO2.
The integrated flask sampling can be performed in a flexible interval. A more
frequent period than the biweekly measurements of the traditional large volume
sampling, e.g. weekly, enhances the temporal resolution of deduced regional fossil
fuel offsets and lowers the impact of ∆14C measurement uncertainties on averaged
results, due to a broader basis of measurement results.
An additional important reason for the introduction of daytime sampling in HEI
are the requirements of current atmospheric modelling. As sketched in Section
1.1.1, night-time mixing ratios are not sufficiently well represented in global or
regional atmospheric models. To enable the usage of our integrated 14CO2 data
in current model systems it is inevitable to provide daytime data. At the same
time, the long-term nighttime measurement series is continued and can be utilised,
when the models are capable to use them in a quantitative way.
The last substantial reason to set-up the parallel sampling system is the possibi-
lity to backup missing points in the respective measurement series by the second
sampling system. Simultaneous sampling of the same atmospheric parameters
is performed with two different sampling lines and two fundamentally different
measurement methods (AMS and LLC). This complements the AMS-LLC compa-
tibility tests (sections 2.2.2 and 3.7.2), which compares equally sampled specimens
for the two analysis methods.
4.1.2. Catchment area
The catchment area of time-triggered integrated sampling in HEI has been eva-
luated. In this work, an evaluation set-up for STILT emission influence maps
(footprints) was developed (more details about this set-up will be presented in
Section 4.2.1.1). Figure 4.1 shows the results of this evaluation regarding daytime
and nighttime sampling.
As mentioned above, the sensitivity of nighttime sampling for near emission
sources is substantially higher than that of daytime sampling. The mean sensiti-
vities for different distance ranges from HEI are listed in Table 4.1. The closest
range includes the Mannheim metropolitan area (MA) with the BASF industrial
complex and the large power plant Mannheim with more than 2 GW output power
and more than 7 Mt a−1 CO2 emission (Umweltbundesamt, 2018). Here, the inte-
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Figure 4.1.: Mean modelled sensitivity for trace gas fluxes from the surface to the atmos-
phere at HEI in integrated daytime (A) and nighttime samples (B) in 2005 and 2006.
Averaged footprints obtained from one-hourly STILT footprints (see 4.2.1.1). The reso-
lution is 6′, which corresponds to 7 km×11 km in HEI. Asterisks indicate the largest CO2
point emission sources in the vicinity of HEI. The colour scale is logarithmic.
Table 4.1.: Mean surface emission sensitivity of integrated day- and nighttime sampling
for different distance ranges from HEI. For >100 km, no average sensitivity was calcula-
ted: Given is an upper threshold. Values derived from averaged STILT footprints.
Distance range Mean sensitivity [ppmm2 sµmol−1] during
from HEI Daytime Nighttime
<30 km 1.3 × 10−2 4.8 × 10−2
30 km to 100 km 2.1 × 10−3 4.3 × 10−3
>100 km <1.8 × 10−3 <2.4 × 10−3
grated nighttime sampling is 3.7 times more sensitive to CO2 fluxes. The second
range up to 100 km covers all major point source CO2 emitters, shown in Figure
4.1. In this range, the sensitivity differences flatten out to a factor of 2. The long-
range sensitivity makes up a comparable background for both sampling methods,
rapidly falling below 1 × 10−3 ppm m2 s µmol−1 for both timeframes.
The results shown here refer to footprints integrated for more than two years.
The sensitivity of the biweekly integrated samples depends on the weather condi-
tions and season, but due to the long integration time they are structurally similar
to the two-year averages shown in Figure 4.1. Since the night is not well represen-
ted in models for atmospheric mixing, the absolute values presented here might
not be exact, but the principal behaviour of nighttime and daytime sensitivity is
based on the physics of the boundary layer mixing.
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4.1.3. Sampling set-up
Figure 4.2 shows the sampling set-up of the parallel time-triggered sampling. The
ambient air, sampled by both systems, is transferred from the southwest edge of
the institute’s roof (30 m intake height) to the sampling room by a high throughput
pump in less than 1 min.
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Figure 4.2.: Final set-up of the integrated sampling set-up in Heidelberg. Ambient air
taken in by high volume flushing from the roof of the IUP (30 m) is sampled by a
parallel ∆14CO2 sampling approach for daytime and nighttime. The existing integrated
NaOH sampling (see Levin et al., 1980) was split up to time-triggered operation at two
periods from only nighttime sampling.
For the integrated NaOH sampling, the ambient air is – after being filtered
from dust particles – fed by a membrane pump into the respective Raschig tube
device, built by the IUP workshop and described by Levin et al. (1980). Two clock
timers toggle the power supply for the corresponding solenoid valves and the
Raschig tube engine. Between 18:00-19:00 and 7:00-12:00 UTC+1, the valves are in
electroless state, leading the air flow to an exhaust outlet. The air flow is set up
for daytime sampling to 200 ln h−1 and for nighttime sampling to 150 ln h−1.
In the flask sampling line, the filtered and cryogenically dried (−30 ◦C) air is fed
into the system by a membrane pump (KNF, N 86 KT.18). The flow through the
high-flow region of the line is regulated by a needle valve to 250 mln min−1, since
this flow rate proofed in preparatory tests to pass the membrane pump without
being contaminated (esp. in N2O) by the pump. The pressure behind the pump is
regulated to 2.3 bar by a pressure relief valve. Before sampling, the sampling flasks
are evacuated to less than 1 mbar by a membrane vacuum pump (vacuubrand, MV
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2 NT). The steady flow into the sampling flasks to perform temporally represen-
tative integrated sampling is performed by a low ∆p flow controller (Bronkhorst,
Low ∆p: F-200LV-002-ABD-11-E) subsequent to a buffer volume (glass flask, 1 L).
The buffer volume ensures non fluctuating high-pressure, which can be reliably
regulated by the flow controller. Typically, the flow, which is lead into the sam-
pling flasks or to exhaust by a multiport valve (VICI, 12G-1103V 15L), is 1 mln/min
for nighttime sampling in standard ICOS 3 L flasks and 0.79 mln/min for daytime
sampling in 1 L flasks. Setting up of flow rate and valve position is conducted by
a connected controlling PC.
4.1.4. Trace gases
Typically, air samples in flasks are taken as spot samples or short-time integrated
samples ranging from about 1 h (e.g. Turnbull et al., 2012) to 1 d (Kuderer, 2016;
Kneuer, 2017). The approach, tested in this work, relies on integration of the
ambient air over a substantially longer timespan; time ranges from 3 d to 18 d have
been tested. The combination of low flow (<1 mln min−1) and long sampling time
makes this approach vulnerable to contamination by leakages and interaction with
the sampling material like seal rings, pump membranes as well as steel and glass
surfaces.
To examine the influence of these aspects, all flasks, sampled in the testing
period from June 2015 until January 2018, were analysed for CO2, CH4, N2O,
CO and H2 with the combined Heidelberg gas chromatographic (GC) system (see
Hammer, 2008; Hammer and Levin, 2009). The trace gas concentrations were then
compared to the respective mean concentrations over the sampling time in conti-
nuous trace gas measurements, performed by the same GC from the same intake
line. The continuous mean was calculated by linearly interpolating valid GC me-
asurement points and integrating the resulting piecewise linear function exactly
over the time of sampling. A time shift of 18 min was added to the sampling time,
which corresponds to the exchange time of the air in the volumes of the sampling
system before the sampling flasks, i.e. the time difference between continuous
measurement and arrival of the corresponding air parcel at the flask. An exact
consideration of the sampling timings has significant impact on the comparison
results, since the time-triggered sampling integrates over several shorter sampling
periods, adding up the boundary effects.
Figure 4.3A shows the flask results, continuous measurements and its means.
Displayed in red is sampling period 1, where in a slightly different set-up integra-
ted samples over the whole day have been taken. In black (nighttime) and blue
(daytime) the time-triggered results are shown (period 2), here as well as in the
following sections. The ambient CO2 shows a range of 140 ppm with some higher
exceptions. The mean CO2 concentrations range from 395 ppm to 465 ppm. The
difference of mean nighttime (430 ppm) and daytime (418 ppm) CO2 is 12 ppm. In
Section 4.1.6 will be shown, which part of this offset is FFCO2.
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Figure 4.3.: Evaluation of the integrated flask sampling by comparison of the mean of
continuous CO2 measurements and flask results. A: CO2 concentrations in ambient air,
the mean of ambient air and integrated flasks. B: Concentration difference between
flask and mean CO2: cf lask − cmean . The grey zone indicates the concentration range
outside of which contamination in pure FFCO2 would have an effect of more than 2 ‰
on the ∆14C results.
Figure 4.3B shows the differences between flask CO2 concentrations and con-
tinuous means. The mean difference in both periods lies within the 2σ range of
the error of the means at zero. The standard deviation of single differences lies
at ±0.9 ppm for both periods. Flasks have been flagged for this comparison, if the
comparison could not be reliably performed due to large gaps (>5 h) in the conti-
nuous data or problems with the GC system. The grey zone (±1.2 ppm) indicates
the range, where sample contamination of pure FFCO2 would cause an offset,
smaller than the ∆14C measurement uncertainty according to (1.21). Samples out-
side this zone are considered as questionable in the following.
The comparison results for CH4, N2O, CO and H2 are shown in Figure B.11.
In methane, especially daytime flasks show an mean enrichment of (3.9 ± 0.7) ppb.
Nitrous oxide is slightly depleted in flasks ((−0.09 ± 0.04) ppb), which has been ob-
served before when conveying air with the feed pump used in this test setting.
Hydrogen is slightly depleted in flasks, which is possibly caused by the high vola-
tility of the small H2 molecules and loss through small leakages. A flask offset in
CO of 4 ppb to 5.3 ppb and the deviation in H2 could also be caused by non-linearity
effects in the GC measurement, since the range in continuous measurements is
much larger than in the flasks.
In summary, we see a good agreement in the trace gas comparison. Especially,
the scatter in CO2 is less than 1 ppm, which is mainly driven by individual outliers.
When no continuous trace gas measurement is available at the station, the flask
samples provide reliable integrated trace gas concentrations. With parallel conti-
nuous measurements, a practicable tool is available to determine samples, which
were taken non-optimally.
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4.1.5. 14CO2 results
In Figure 4.4, the ∆14C results of almost 5 years of integrated NaOH sampling at
day- and nighttime as well as long-term integrated flask sampling are presented.
Graphite target preparation of flask samples, integrated over 3 d to 13 d without
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Figure 4.4.: ∆14C results for integrated sampling from 2013 to January 2018. Error bars
indicate the measurement uncertainties of LLC or AMS analysis. In autumn 2015, un-
noticed leakages in the NaOH sampling line lead to an interruption of the measurement
series, compensated by integrated flask sampling. In summer 2017, the commissioning
of the CRL caused a gap in LLC analysis. (!): Questionable flask results, which could
not be examined in trace gas comparison or showed high deviations in CO2.
time-triggering, has been performed at the IUP 14C laboratory. Night- and day-
time triggered whole-air samples have been processed at the EGL with the graphi-
tisation parameter set Pp,2. A long term measurement series of integrated daytime
∆14C has been established, providing Heidelberg 14C data at daytimes, which are
well represented in current atmospheric models.
In general, a continuation of the long-term decrease in atmospheric ∆14C at
HEI can be observed in all sampling and measurement methods. An examination
of the differences between flask and NaOH sampling as well as AMS and LLC
analysis are given in the following subsections.
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4.1.5.1. Integrated flask sampling
The ∆14C results of the integrated flask samples have been compared to the me-
asurements of the corresponding NaOH samples. For this measure two diffe-
rent averaging methods had to be used. For period 1, the mean of two weekly
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Figure 4.5.: Linear interpolation of
day- and nighttime ∆14C to the
whole day.
taken integrated flasks (collected over the
entire day) is compared to a hypothe-
tical whole-day NaOH sampling result.
The weighted mean of the respective day-
time and nighttime samples is calcula-
ted following the interpolation sketched in
Figure 4.5. During period 2 the two week
means of the day- and nighttime flasks are
directly compared to the respective NaOH
samples.
Figure 4.6 shows the results of this com-
prehensive comparison of fundamentally
different sampling and analysis methods. Where available, the evaluation ver-
sus the LLC analysis results was supplemented by AMS analysis of NaOH sample
aliquots.
The results for period 1 show in their mean value with (−0.4 ± 0.9)‰ no signifi-
cant offset from zero. The standard deviation is with ±2.6 ‰ slightly higher than
the mean measurement uncertainty induced uncertainty of 1.7 ‰. The resulting
additional error component of 2 ‰ is composed of unaccounted errors in sample
preparation for 14C analysis, not sufficient representation of the true diurnal ∆14C
cycle by the simple model shown in Figure 4.5 and contaminations during the
sampling.
The evaluation of period 2 also shows no significant offset from zero between
both analysis techniques. However, the results, which only differ in the method of
their NaOH 14C analysis vary by (2.4 ± 1.8)‰. This is consistent with the syste-
matical offset between LLC and AMS in 2017, shown in Section 3.7.2. The sample
variability of ±4.3 ‰ over all results in period 2 is also well in line with the value of
±4.4 ‰ found in the AMS-LLC compatibility test series (Figure 3.30B). This means
no additional error contributions by the integrated flask sampling technique can
be observed. Only four sequent daytime integrated flasks, which were not flagged
due to trace gas concentration deviations, were prepared to graphite targets and
analysed by AMS. Due to this, no substantial statement about differences in ∆14C
between day- and nighttime flask sampling can be made here. In general, daytime
targets show an increased AMS analysis error (≈3 ‰), since they provide only one
third of the standard CO2 amount for EGL, due to the smaller sample volume of
1 l, leading to an lower AMS counting rate.
In summary, these results show, that integrated low-flow 14CO2 sampling in
whole-air flasks is possible without applying substantial additional variation and
any significant offset to the results of the integrated NaOH sampling technique,
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Figure 4.6.: Evaluation of the integrated flasks’ ∆14C deviation versus integrated NaOH
samples. Flask samples have been prepared for AMS at the IUP 14C lab (period 1)
or with the EGL (period 2). Contributing NaOH results have been achieved by LLC
analysis or EGL preparation and AMS analysis of the respective aliquots. Error bars
are calculated by Gaussian error propagation of the measurement uncertainties in the
related formulas for differences calculation. Displayed uncertainty values are standard
deviations, listed in parentheses are errors of the mean.
proven over decades in Heidelberg. The integrated flask set-up allows to examine
new sampling strategies for ∆14C monitoring and FFCO2 estimation. This could
be a long-term measurement series in nocturnal ∆14C as started in this work or
parallel day- and nighttime sampling to examine the differences in the respective
FFCO2 offsets (compare Section 4.1.6 for the NaOH sampling results). New stra-
tegies for integrated 14CO2 sampling (see Section 4.2) can be realised on stations
without continuous trace gas monitoring, since the flasks provide reliable integra-
ted concentration information.
4.1.6. Nighime FFCO2 oset in Heidelberg
Here, I present the nocturnal FFCO2 offset in HEI from 2013-2018 compared to the
daytime level in the same period. As introduced in Section 1.3, the traditional ap-
proach in estimating regional FFCO2 offsets is to compare the 14C measurements at
the polluted site (e.g. HEI) with a continental (e.g. Jungfraujoch – JFJ) or maritime
(e.g. Mace Head – MHD) background site. The approach, presented here, follows
the idea, sketched in 4.1.1 and utilised before by Vardag et al. (2015) and uses the
∆14C results of integrated daytime sampling as background to evaluate the night-
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time results for estimating nighttime FFCO2 offsets. In Section 4.1.2 was shown
that for distances from HEI >100 km the emission sensitivities according to STILT
model runs for daytime and nighttime sampling are similar. For distances <100 km
the mean sensitivity for daytime sampling amounts to 3.1 × 10−3 ppm m2 s µmol−1
and for nighttime to 8.2 × 10−3 ppm m2 s µmol−1. It is evaluated, whether the sen-
sitivity difference of 5.1 × 10−3 ppm m2 s µmol−1 is reflected in the measurements.
This method is only expected to yield reliable information about the nighttime
catchment area of the HEI station for sampling times with distinctive nocturnal
inversion. This means especially in winter no nocturnal FFCO2 offset is expected.
Figure 4.7A shows the course of the nighttime versus daytime ∆14C results and
the differences in mean CO2 concentrations, which were calculated from continu-
ously measured ambient CO2 at the station. In the CO2 differences an expected
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Figure 4.7.: FFCO2 analysis of 5 a integral day- and nighttime sampling at HEI. This eva-
luation is performed with LLC analysis results of integrated NaOH samples. A: ∆14C
and CO2 concentration differences between night- and daytime samples. B: Nocturnal
FFCO2 offset in Heidelberg, calculated according to (1.19) using the measurement data
shown in A and Figure 4.4. Errors of FFCO2 were derived using (1.21) and originate as
well as the uncertainties in the ∆14C differences in LLC measurement uncertainty.
seasonal cycle can be seen, which is dominated by biospheric activity: During the
growing season, especially in summer, large-scale net uptake of CO2 by photo-
synthesis depletes the atmospheric concentration on daytime and biospheric net
fluxes increase the nighttime CO2 concentration. The same plot shows the ∆14C
differences between parallelly conducted nighttime and daytime integrated 14CO2
NaOH sampling, analysed by LLC. The absolute values were shown in Figure
4.4. In most years during the observed period, the majority of nighttime samples
shows lower ∆14C than the parallel daytime sample, indicating a larger FFCO2
component during night.
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Figure 4.7B shows the biweekly integrated nocturnal FFCO2 excess compared
to the daytime sample as background, calculated according to (1.19). Most yearly
mean nighttime FFCO2 offsets range from 1 ppm to 1.5 ppm, without being dis-
tinguishable outside their error ranges. In 2014, however, the evaluation shows
a higher FFCO2 concentration during daytime. This is probably caused by ex-
tensive construction work, which was carried out to complete the Mathematikon
building about 50 m from the sampling site on the roof of the IUP. The operation
of construction machinery and extensive excavation caused presumably very local
FFCO2 concentration increases, which falsified the background provided by the
daytime sampling. Therefore, further considerations were made by means of data
from 2015-2017.
Table 4.2 lists the results of this study by seasons. As expected, the seasonality in
the total FFCO2 offset is different to what is seen in the traditional approach: E.g.
Levin et al. (2011) show that the largest offset in HEI compared to JFJ is observed
in January due to suppression of vertical mixing by long-lasting inversions in
the Rhine valley. In this study relatively strong nighttime FFCO2 offsets relative
Table 4.2.: Ambient CO2 and FFCO2 excess of night versus day samples by seasons in
the years 2015-2017. The fraction FFCO2 in CO2 surplus is the nighttime to daytime
FFCO2 offset divided by the total CO2 excess. Uncertainties are the errors of the means
calculated from offset variation within the respective seasons.
Season Nighttime offset Fraction FFCO2 in
CO2 [ppm] FFCO2 [ppm] CO2 surplus [%]
Spring 12.6 ± 1.3 1.8 ± 0.5 14 ± 4
Summer 19.1 ± 1.4 0.3 ± 0.4 2 ± 2
Autumn 12.3 ± 2.4 1.6 ± 0.9 13 ± 8
Winter 3.3 ± 1.3 0.5 ± 0.4 15 ± 13
to daytime signals are seen in spring and autumn, while in winter and summer
only insignificant FFCO2 offsets can be observed. The fraction of FFCO2 in the
nocturnal CO2 offset ranges from 13 % to 15 %, except for summer with a very
small fossil part in the large, mainly biospheric, CO2 offset. The fraction FFCO2
in CO2 surplus in winter could not reliably determined due to the small signal to
noise ratio.
An explanation for these findings can likely be derived from two important
influencing factors. On the one hand, FFCO2 emissions are subject to variations on
a seasonal and daily scale. This means in particular that in the night less emissions
by domestic heating and traffic are expected to take place in the catchment area.
The same is true for summertime, where less domestic heating occurs, especially in
the city area of Heidelberg, which might explain the small offset in summer, where
a distinct diurnal cycle of the atmospheric mixing should allow the usage of this
method. On the other hand and presumably more important, the results obtained
by this method are mainly not determined by the degree of vertical mixing in the
PBL, but by the difference in the degree of vertical mixing between day and night.
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This means e.g., when the mixing in the PBL on a winter day is almost as weak
as in the following night, the emitted nighttime FFCO2 does not build up to a
significant offset.
In summary, the method presented here with its first results provides additional
information about the emissions in the catchment area by means of significant nig-
httime FFCO2 offsets in spring and autumn. To retrieve quantitative statements,
emission signals would need to be disentangled from atmospheric transport. This
could be done by development of transport models, which represent the nocturnal
atmosphere well enough, or by utilisation of the Radon-tracer method (Schmidt
et al., 2003).
4.2. Modelling of trajectory-triggered integrated sampling
Here, a method is presented and investigated, which allows allocating measured
FFCO2 offsets to a certain source region by utilising a trajectory-triggered integra-
ted sampling procedure. Figure 4.8 shows the principle of this sampling method
for the example of the Heidelberg (HEI) sampling site.
HEITarget region
for emissions
of Mannheim
𝑐𝑓𝑜𝑠𝑠
𝑐𝑓𝑜𝑠𝑠
Target region
for background
sampling
Figure 4.8.: Principle of triggered FFCO2 sampling, using the example of Heidelberg. An-
thropogenic CO2 emissions around HEI in 1′ resolution are taken from Pregger et al.
(2007). The red box indicates the region of interest (Mannheim metropolitan area),
which contributes the FFCO2 component cf oss to the concentration measured at the
station. The blue box hems an area of low FFCO2 emissions, used to estimate the back-
ground contribution cf oss . Sampling at the station is triggered by trajectory forecasts
(dashed lines).
The integrated 14CO2 sampling is triggered by air mass trajectory forecasts (see
Section 4.2.1.2) passing a beforehand defined region of interest. This procedure
138
4.2. Modelling of trajectory-triggered integrated sampling
aims to enhance the sample’s sensitivity for FFCO2 emissions in the region of
interest (ROI) compared to untriggered or time-triggered integrated sampling (see
Section 4.1.2). In addition, a background FFCO2 sampling is conducted. This
background is supposed to be provided by a parallel integral sampling, triggered
to a low-emission target region, which avoids direct contribution from the ROI.
The physical sampling method, e.g. long-term/low-flow integrated flask sam-
pling (section 4.1.3), traditional NaOH sampling (Levin et al., 1980) or short-term
integrated sampling (Kuderer, 2016; Kneuer, 2017), is not predefined by this met-
hodology and can be chosen according to the conditions at the station. In this
thesis, however, the sampling is virtually tested in a model environment, descri-
bed in the following sections. For four ICOS stations (Gartow (GAT), Lindenberg
(LIN), Hohenpeißenberg (HPB) and the pilot station Heidelberg (HEI)), the opti-
mal station specific trajectory-triggered sampling routine has been investigated.
4.2.1. Model environment
To evaluate the real or simulated measurements of the integrated samples, the
balance equations (1.16) and (1.17) have to be adapted to the sampling conditions
for a targeted region:
cmeas =cbд + cbio + cf oss + cf oss (4.1)
cmeas (∆14Cmeas + 1000 ‰) =cbд(∆14Cbд + 1000 ‰)
+ cbio(∆14Cbio + 1000 ‰), (4.2)
where the fossil component from (1.16) and (1.17) is split up into one part cf oss , ori-
ginating from the target region and cf oss contributed by emitters in the catchment
area, which are not in the target region (cf. Figure 4.8). cbд is the contribution from
the continental background and cbio from the biosphere. The equations (4.1) and
(4.2) describe the concentrations and isotopic balance in the sample, triggered for
the ROI. To solve these equations for the contribution only from the target region
(cf oss ), we need to make following assumptions:
1. Within the same sampling period, cf oss of the ROI can be estimated by the
whole FFCO2 component of the background sampling.
2. Both samples share the same continental background CO2 level cbд .
3. The biospheric 14C signature can be approximated by the ∆14C measurement
of the background sample: ∆14Cmeas = ∆14Cbio
In other words, the triggered sampling for the low-emission region provides a
station specific background for the sample, triggered for the ROI, when these
assumptions can be made. Especially near-field emissions in the direct vicinity
of the station are removed from the equation, facilitating a separate monitoring
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of the FFCO2 originating in emissions from the ROI. With these assumptions, an
equation can be established, analogously to (1.19):
cf oss = cmeas
∆14Cmeas − ∆14Cmeas
∆14Cmeas + 1000 ‰
(4.3)
Assumption 2 can likely be made, since, even if the backgrounds of both sam-
ples would be better represented by different background domains, the differen-
ces are small. Levin and Kromer (2004) found a difference between the continental
∆14C background level at Jungfraujoch and the marine background at Mace Head
of only 0.7 ‰. Assumption 3 is justified in the same way as shown in Section 1.3.1.
For the justification of assumption 1, a model environment for the stations men-
tioned above has been set up, in a way that only FFCO2 emissions are present
(cbд = cbio = 0), to prove this concept without disturbances. An evaluation soft-
ware has been developed to conduct the required calculations for the investigated
time automatically, summarise the results and create visual representations of the
results. In the following, I will give an short overview of the used model systems.
4.2.1.1. Atmospheric transport
Simulation of the atmospheric FFCO2 transport to the station locations has been
conducted using STILT footprints. The operating principle of STILT footprint ge-
neration was explained in Section 1.5.3.2. Table 4.3 lists the characteristics of the
emission sensitivity data used in this work. The set of STILT model sensitivity
Table 4.3.: Characteristics of the STILT footprint data used in this study. Timeframe indi-
cates the years, for which the model has been run. Backward time is the time, which
the meteorological fields were run backwards to create the emission sensitivity. Foot-
prints were provided by Frank-Thomas Koch (Max Planck Institute for Biogeochemistry,
Jena, Germany) and Felix Vogel (Laboratoire des Sciences du Climat et de l’Environnement,
Gif-sur-Yvette, France).
Evaluated Resolution Timeframe Spatial Backw.
stations Space Time coverage time
HEI 6′ × 6′ 1 h 2005-2006 40° × 40° 24 h
HPB, LIN, GAT 15′ × 15′ 3 h 2007 28° × 47° 300 h
results provides for each point in space and time, defined by the resolution, a
linear mapping from the emission space to the observation, i.e. concentration,
space. The sensitivity is given in units of concentration per emission rate density:
ppm/µmolm2 s = ppm m2 s µmol−1.
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4.2.1.2. Trajectory calculation
The HYSPLIT trajectories (see Section 1.5.3.1) in a real-world sampling system are
calculated using wind fields from weather forecast data. Kuderer (2016) used the
forecasts provided by the Global Forecast System (GFS) with a spatial resolution
of 0.5° × 0.5° and a temporal resolution of 3 h.
In the virtual sampling set-up presented here, trajectory analysis based on ar-
chived meteorological data is performed. For the years 2005-2007, covered by the
used STILT footprints, the Global Data Assimilation System (GDAS) archive with
1° × 1° spatial resolution is utilised. This archive is the only globally operating,
which provides hourly time resolution for HYSPLIT trajectory calculation before
2012. After this time, a resolution of 0.25° × 0.25° is provided. In the framework of
this study, the evaluation software was used to calculate the respective simulated
HYSPLIT trajectory forecast for the date of every utilised STILT footprint.
4.2.1.3. A priori emission model
As described above, a model world with purely anthropogenic emissions has been
set up. For this purpose three different GHG emission inventories have been used
to simulate FFCO2 emissions in the evaluated station’s catchment areas
IER-5 covers the entirety of Europe in a spatial resolution of 5′. The decompo-
sition of this inventory from the official UNFCCC Greenhouse gas inventory data
2004 has been sketched in Section 1.5.4.1 and by Pregger et al. (2007). Figure 4.9
gives an overview of the distribution of anthropogenic CO2 emissions in Europe,
given by the yearly total of IER-5. IER-1 has been decomposed in even more detail
to 1′ resolution, but is only available for the area of Germany. Both inventories dif-
ferentiate between emission sources according to the Selected Nomenclature for
Air Pollution (SNAP). For this study, the combined emissions of the SNAP sectors
1 to 9 have been used for the simulation of the trajectory-triggered sampling, as-
suming the emissions for the most part to be fossil. The modelled emissions are
modulated on a daily, weekly and monthly basis, to represent e.g. the increased
emissions by domestic heating in winter or rush-hour traffic on weekdays. This
was taken into account in the calculations carried out in this study.
To perform a comparison with another set of emission inventory data, the Emis-
sions Database for Global Atmospheric Research (EDGAR 4.2 EDGAR, 2011) was
additionally used. EDGAR provides decomposed inventory data based on the
energy balance statistics of the International Energy Agency (IEA). In this study,
the CO2 emission inventory excluding short term cycles (e.g. biomass burning)
was used and assumed to be fossil for the most part.
4.2.1.4. Contribution matrices and sample concentrations
The concentration contribution analysis performed in this study is based on ge-
nerated contribution matrices. For each point in time, which was chosen by the
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HEI
LIN
HPB
GAT
Figure 4.9.: Anthropogenic CO2 emission inventory for Europe. Regional decomposition
performed on the basis of the official UNFCCC Greenhouse Gas Inventory Data 2004
(excluding biomass burning, international bunkers, agriculture, land-use change and
forestry). Emission units are Mg a−1, colour scale is logarithmic. Marked on the map are
the ICOS stations Gartow (GAT), Lindenberg (LIN), Hohenpeißenberg (HPB) and pilot
station Heidelberg (HEI), which have been investigated regarding triggered sampling
in this work. Emission map in 5′ resolution by Pregger et al. (2007).
respective trajectory triggering, a contribution matrix has been calculated from
the data of the spatially gridded emission and transport models according to the
scheme displayed in Figure 4.10.
For the simulation of integrated sampling, the contribution matrices, associated
to the sampling times, have been averaged over the duration of sampling (e.g. one
month). The sum of all entries of a mean contribution matrix indicates the total
FFCO2 concentration in the respective integrated sample. The share of a subregion
(e.g. the Mannheim metropolitan area for sampling in HEI) is determined by the
sum of the entries that are spatially assigned to this region. In the following
sections, the contribution matrices are visualized as contribution maps with the
units concentration contribution per angle surface: ppb (′)−2.
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Figure 4.10.: Schematic diagram of the conducted convolution of the emission models (en-
tries Ei j ) with the STILT transport models (Ti j ). The emission data were converted into
a grid of emission rate densities (µmol m−2 s−1) taking into account the cell size and the
value of the time resolution. For each time step studied, the emission and sensitivity
grids in matrix form are upscaled (indicated by *) to a common resolution. The new
grid cells are loaded with the same values as the underlying cells in sensitivity and
emission rate density. The Hadamard product of both upscaled matrices of the same
dimensions yields the contribution matrix, which specifies the contribution E∗i j · T ∗i j of
each grid cell to the measured concentration at the station.
4.2.2. Virtual FFCO2 sampling at German ICOS stations
Here, the results of the virtual sampling at four different ICOS stations are presen-
ted. For every station, one or two metropolitan ROIs have been defined (Mann-
heim, Munich, Berlin or Hamburg) for enhancement of the FFCO2 sampling. Re-
garding the background sampling, in principle three different triggering methods
have been tested for each station:
• Triggering for a specific region with low FFCO2 emissions. This background
sample aims to reliably represent the near field FFCO2 signal of the station.
However the background signal windward of the ROI is not covered by the
background sample. For this approach to work, the contribution pattern
on the windward side of the region of interest must be approachable by
the signal on the windward side of the background region. This strategy is
sketched in Figure 4.8.
• Background sampling at all times when no triggered sampling takes place
on the ROI. Hence, this covers the complement of the triggered sampling
and an untriggered integrated sampling (see Figure 4.1) and yields a broad
background, but is also sensitive to other emission hotspots in the station’s
catchment area.
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• Triggering by trajectories, which pass a wide-scale target area on the wind-
ward side of the ROI, but not the ROI itself. By this method, the true back-
ground of the hotspot sample is presumably represented in the most correct
way. At the downside, these strict triggering criteria might only be met by
a small number of trajectories during the sampling time, leading to a back-
ground sample integration over a short period of time.
4.2.2.1. HEI–Heidelberg
First, it is shown what effects the new sampling strategy has on the characteristics
of the monitored area of Mannheim. Figure 4.11C illustrates this in comparison
to the taking of spot-samples of the ROI (4.11A and 4.11B). Both shown sensiti-
vities of spot sampling are trajectory-triggered to the Mannheim area and show
their highest sensitivity for this ROI. However, a fundamental problem of the spot
sampling approach also becomes apparent: Every single spot sample has a very
specific background, which is sampled together with the signal from the ROI.
The exemplary sample shown in Figure 4.11A is influenced by two lignite-fired
plants near Cologne, forming the largest FFCO2 emission hotspot in Germany
and potentially simulating an additional signal from the monitored area. A simi-
lar situation can be seen in Figure 4.11B in a westerly regime with unusually high
surface emission sensitivity for sampling in HEI within 100 km of the station. A
footprint between the two mentioned would not cover significant FFCO2 emitters
with substantial sensitivity.
In contrast, untriggered or time-triggered sampling (see the sensitivity plots in
Figure 4.1) yields, due to the blending of the footprints, a reliable spatial coverage,
which is subject to short-term fluctuations with respect to overall sensitivity in
the catchment area, but not with respect to relative sensitivity to smaller regions.
This behaviour, however, renders the sampling procedure unspecific to certain
observation areas, which makes it difficult to assign a source area to the measured
signals.
Trajectory-triggered integral sampling combines the advantages of the two met-
hods described above, while mitigating the respective disadvantages, as shown in
Figure 4.11C. The displayed footprint represents an average of 175 1-hourly trig-
gered sampling occasions in May 2005. In comparison to the time-triggered sam-
pling, the sensitivity of the integrated sample is shifted northwestwards, keeping
only one of the five major FFCO2 point sources inside the catchment area (>
0.001 ppm m2 s µmol−1). Due to the averaging process, the variability of the target
area’s background is estimated to be reduced, proportional to the inverse square
root of the number of sampling occasions.
For HEI, trajectory-triggering to a ROI, covering Mannheim, of 13 km × 32 km
area lead to reliable sampling of the hot spot area (see Figure 4.12A). A FFCO2
contribution map for triggering the background sampling to an area of similar
size, situated in the rural Odenwald region northeast of HEI, is shown in Figure
4.12B.
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Figure 4.11.: Sensitivities in HEI for two 1 h spot samples, triggered for MA in May 2005
(A,B) and for one month trajectory-triggered integrated sampling in May 2005 (C).
Trajectory forecast plotted as dashed red lines.
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Figure 4.12.: FFCO2 contribution maps for trajectory-triggered integrated sampling at
HEI in May 2005. Triggering was performed for the metropolitan area of Mann-
heim/Ludwigshafen (red box in A). Background sampling was triggered to a region
in the rural Odenwald area (blue box in B). Emission model: IER-5.
The emissions from the area marked by blue only contributes (0.3 ± 0.1) ppm to
the FFCO2 signals in the background samples in HEI. The background, retrieved
by this strategy, represent well the near field contributions of the Heidelberg urban
area, but is moderately influenced by the emissions of coal fired power plants in
Heilbronn and Hanau.
Table 4.4 shows the averaged results of the sampling strategy for the three used
emission models. The samples triggered for Mannheim show an FFCO2 content of
8.4 ppm to 9.9 ppm, which has its origin in the ROI. This corresponds to a fraction of
56 % to 65 % on the total FFCO2 signal. It was furthermore determined that for un-
Table 4.4.: Results of the contribution analysis for the trajectory-triggered sampling at HEI
in 2005/2006. The contributions from the sources inside (cf oss ) and outside (cf oss ) the
ROI Mannheim as well as the estimation of cf oss by background sampling to the Oden-
wald region are shown. Coverage shows the mean percentage of the sampling periods
(1 month), where the respective samplings are triggered. Monthly means, which consist
of less than 70 h sampling, were flagged. All uncertainties are errors of the means.
Emission Triggering for Mannheim Triggering for background
inventory cf oss [ppm] cf oss [ppm] Coverage [%] cf oss [ppm] Coverage [%]
IER-5 8.4 ± 0.9 6.5 ± 0.9
23 ± 2
6.3 ± 0.8
17 ± 2IER-1 9.9 ± 1.0 5.3 ± 0.9 4.4 ± 0.7
EDGAR 9.6 ± 0.8 5.8 ± 0.9 7.0 ± 0.8
triggered sampling in the same timeframe the same ROI contributes (2.1 ± 0.2) ppm
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to a total FFCO2 signal of (10.7 ± 1.1) ppm (IER-5). Therefore, the signal from this
region can be increased by a factor 4 to 5, when following the sampling strategy,
presented here.
The background signal, estimated by the parallel integrated background sam-
pling, underestimates the true background for the ROI sample by 0.2 ppm to 0.9 ppm
for the simulations using IER-5 and IER-1. The overestimating EDGAR-background
is presumably falsified by a strong emission source, which is shown 1° eastward
of HEI, but has no known counterpart in reality.1 It is important to notice, that
the reliability of the background estimation strongly depends on the temporal
coverage of the integrated samples. This means, samples with less than 70 h inte-
gration times, i.e. 10 % coverage, show a higher variability and larger deviations
in their respective backgrounds and were therefore discarded. Following this re-
quirement, three quarter of the integration episodes can be utilised to estimate the
FFCO2 contribution of the ROI Mannheim.
Furthermore, complementary background sampling at all times, at which no
triggered sampling to Mannheim took place, has been tested (see figures B.12 and
B.13). This strategy yields a less reliable background in HEI. Strong contributions
from other emitters in the Heidelberg catchment area as well as contributions from
the Mannheim region itself lead to an overestimation of the FFCO2 background
signal by this strategy of (2.8 ± 1.0) ppm (error of mean, emission model: IER-5).
The third background sampling strategy, triggering for a region windward of
the ROI, lead to reliably estimated background results, but a very low coverage
for the background sampling and can therefore not be recommended. Figures B.14
and B.15 show the contribution maps for this strategy.
4.2.2.2. HPB–Hohenpeißenberg
The HPB Meteorological Observatory is situated in the alpine uplands 80 km south-
west of Munich. The station is a mountain observatory on top of the Hoher
Peißenberg, 988 m above sea level. The model station, simulated here, samples
100 m above ground level. The largest FFCO2 emission hotspot within a radius of
100 km is the Munich metropolitan area, which is here used as target ROI for the
simulation of trajectory-triggered integrated sampling.
Figure 4.13A shows the contribution map for triggered sampling on the Munich
area. The strongest spot contributions can be observed inside the ROI. Further-
more, contributions from the Nürnberg city area and from the direct vicinity of
the station can be seen. Figure 4.13B shows the contribution map for one month
of the chosen background sampling strategy for this station, which best estimates
the background of the samples triggered for Munich. The contributions from the
near-field of HPB and the interspace between HPB and Munich are well represen-
ted.
1In the new EDGAR release, this mistake has been corrected.
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Figure 4.13.: FFCO2 contribution maps for trajectory-triggered integrated sampling at
HPB in November 2007. Triggering was performed for the metropolitan area of Munich
(red box in A). Background sampling was triggered to a region windward of Munich
(blue box in B) and prevention of triggering for Munich (purple). Emission model:
IER-5.
The contribution distribution of a tested alternative background sampling stra-
tegy is shown in B.16: Background sampling was performed at all times, at which
no sampling for Munich took place. The background FFCO2 retrieved by this met-
hod, however, underestimates the true ROI background by 0.5 ppm for the IER-5
emission inventory. This is possibly caused by a stronger sensitivity for the weaker
sources eastward of HPB than westward. Though, the complementary sampling
yields a long integration time for the background sampling and hence a better
blending of the footprints.
Table 4.5 lists the mean results of monthly integrated simulated sampling in
2007. The FFCO2 signals of the Munich region range from 1.9 ppm to 2.6 ppm for
the different emission models. This corresponds to a share of the total FFCO2
signal of 47 % to 53 %. In comparison to untriggered sampling, which yields a
FFCO2 contribution from Munich of (0.4 ± 0.1) ppm out of a total of (2.6 ± 0.3) ppm,
the signal sampled at the station is increased by a factor of 6.5. In particular, this
strategy lifts the sampled FFCO2 offset over the current measurement uncertainty
of 1.2 ppm due to 2 ‰ ∆14C uncertainty.
For IER-5 and EDGAR, the background sample estimates the true background
of the Munich-triggered sample well within the range of standard deviation. The
relatively low values of the IER-1 test runs might be explained by the proximity
of the station to the Austrian border, since only emissions inside Germany are
represented by IER-1.
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Table 4.5.: Results of the contribution analysis for the trajectory-triggered sampling at HPB
in 2007. The contributions from the sources inside (cf oss ) and outside (cf oss ) the ROI
Munich as well as the estimation of cf oss by background sampling to a region windward
of Munich are shown. For the test run with EDGAR, a different BG region was tested,
extending further to the south. Coverage shows the mean percentage of the sampling
periods (1 month), where the respective samplings are triggered. All uncertainties are
errors of the means.
Emission Triggering for Munich Triggering for background
inventory cf oss [ppm] cf oss [ppm] Coverage [%] cf oss [ppm] Coverage [%]
IER-5 2.6 ± 0.4 2.9 ± 0.3
7 ± 2
2.7 ± 0.3 4 ± 1
IER-1 1.9 ± 0.3 1.7 ± 0.2 1.2 ± 0.2
EDGAR 2.0 ± 0.4 2.0 ± 0.2 2.4 ± 0.3 17 ± 4
The temporal coverage of Munich sampling is only 7 %, but is fairly constant
over the course of the year; no samples were discarded. In summary, at HPB the
sampling strategy presented here is required to render the FFCO2 offset of the
Munich metropolitan area observable and provided reliable background signals
for the result analysis over the course of one year.
4.2.2.3. LIN–Lindenberg
The Lindenberg Meteorological Observatory is situated in the suburban but still
agricultural area 50 km southeast of Berlin. The area around the station has a flat
topography; the simulated LIN station here samples in a height of 100 m above
ground level.
Figure 4.14A shows an exemplaric contribution map for one month integrated
sampling, triggered for the Berlin metropolitan area. The background sampling
(4.14B) was triggered analogously to the procedure for HPB in Section 4.2.2.2.
The result of another tested background sampling strategy is displayed in B.17:
Sampling at all times, which are not trajectory-triggering for Berlin, provides a
background FFCO2 value, which compares well to the results of the previous
mentioned strategy, but contains strong hotspot contributions from two lignite-
fired power plants near Cottbus resp. Eisenhüttenstadt and was therefore not
chosen.
It is noticeable, that the maximum contribution density of cells within the hots-
pot area only amounts to 10 ppb (′)−2. When this is compared to the contributions
for triggered sampling at HPB at the same time in the year, the observed peak-
contributions are lower by a factor of 6, even though HPB is 30 km more distant
from its ROI. This might be partly explained by a wider distribution of emissions
in the Berlin area, but also the mean FFCO2 contributions cf oss from the whole
ROI, which are listed in Table 4.6, range just from 1.1 ppm to 1.5 ppm. This means
for LIN an increase of the Berlin-signal by a factor of about 2 from the case of
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Figure 4.14.: FFCO2 contribution maps for trajectory-triggered integrated sampling at LIN
in April 2007. Triggering was performed for the metropolitan area of Berlin (red box in
A). Background sampling was triggered to a region windward of Berlin (blue box in B)
and prevention of triggering for Berlin (purple). Emission model: IER-5.
Table 4.6.: Results of the contribution analysis for the trajectory-triggered sampling at LIN
in 2007. The contributions from the sources inside (cf oss ) and outside (cf oss ) the ROI
Berlin as well as the estimation of cf oss by background sampling to a region windward
of Berlin are shown. No test run with EDGAR was performed for this station. Coverage
shows the mean percentage of the sampling periods (1 month), where the respective
samplings are triggered. All uncertainties are errors of the means.
Emission Triggering for Berlin Triggering for background
inventory cf oss [ppm] cf oss [ppm] Coverage [%] cf oss [ppm] Coverage [%]
IER-5 1.5 ± 0.2 2.0 ± 0.3 53 ± 4 2.7 ± 0.4 10 ± 1
IER-1 1.1 ± 0.2 1.6 ± 0.2 2.1 ± 0.3
150
4.2. Modelling of trajectory-triggered integrated sampling
untriggered sampling ((0.80 ± 0.02) ppm as part of a total FFCO2 of (3.1 ± 0.1) ppm,
IER-5) could be achieved.
For both emission models tested here, the background sampling overestimates
the true FFCO2 background of the ROI-sampling by 0.5 ppm to 0.7 ppm. Conside-
ring the small signals received from the ROI monitoring, this is a severe drawback,
since the error of the background amounts to about the half of the FFCO2 offset
monitored in Berlin.
In summary, the monitoring of Berlin from LIN is performed with a high tem-
poral coverage, but the sensitivity of the averaged footprints for the metropolitan
area is low. The reason for this could be that the north-south flow direction of the
air masses only touches the ROI. So, even though it is located in relative vicinity,
LIN is an unexpectedly unfavourable location to monitor FFCO2 emissions from
the Berlin metropolitan region by triggered 14CO2 sampling, following the model
results elaborated in this work.
4.2.2.4. GAT–Gartow
The Gartow measurement tower is situated near the banks of the Elbe, about in
the middle between Hamburg (linear distance 115 km) and Berlin (140 km). There
is no significant FFCO2 emission hotspot in the near-field of the station, which
means it is expected to be able to take undisturbed integrated trajectory-triggered
samples from the metropolitan regions of Hamburg and Berlin, provided that the
respective footprints show sufficient sensitivity for these distant ROIs. Simulated
sampling at GAT has been performed at a height of 100 m.
Figure 4.15 visualises the set of contribution matrices obtained by simulations
for trajectory-triggered sampling for Berlin (A), Hamburg (B) and the background
contribution (C), which is the complementary sampling time to the first mentioned
ROIs. It becomes apparent, that the maximum contribution observed at GAT
from the Berlin area exceeds the maximum value monitored at LIN by more than
a factor of 2. The contribution peaks from the Hamburg ROI does not exceed
10 ppb (′)−2.
These findings can also be found in the summary of the averaged results in Ta-
ble 4.7. Sampling, triggered for Berlin, can only be performed in 6 % of the time
of each sampling period. Similar to the situation at HEI, a very short integration
time of the ROI samples lead to high variability in the FFCO2 contributions and to
extreme results. Therefore, samples with less than 10 h integration time have been
discarded. The triggered sampling provides a strong FFCO2 signal of 2.8 ppm to
3.5 ppm from the Berlin ROI. The background sampling represents the true Ber-
lin background well inside the uncertainty for IER-5 and inside the 2σ range for
EDGAR.
Triggering for Hamburg gives a weak contribution of 0.8 ppm to 0.9 ppm FFCO2
from the ROI, while overestimating the true background by 0.7 ppm to 1.1 ppm.
This means, the error of the background estimation lies in the same range as the
offset to be found.
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Figure 4.15.: FFCO2 contribution maps for trajectory-triggered integrated sampling at
GAT in October 2007. Triggering was performed for the metropolitan regions of Ber-
lin (A) and Hamburg (B). Background sampling (C) was performed at complementary
times as for the ROI sampling. Emission model: IER-5.
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Table 4.7.: Results of the contribution analysis for the trajectory-triggered sampling at GAT
in 2007. The contributions from the sources inside (cf oss ) and outside (cf oss ) of the ROIs
Berlin and Hamburg as well as the estimation of cf oss by background sampling to the
complement to Hamburg and Berlin are shown. No test run with IER-1 was perfor-
med for this station. Coverage shows the mean percentage of the sampling periods (1
month), where the respective samplings are triggered. Monthly means, which consist of
less than 10 h sampling, were flagged. Differences in the background values for Berlin
and Hamburg are caused by differences in the flagging. All uncertainties are errors of
the means.
Emission Triggering for Berlin Triggering for background
inventory cf oss [ppm] cf oss [ppm] Coverage [%] cf oss [ppm] Coverage [%]
IER-5 2.8 ± 0.8 2.0 ± 0.4 6 ± 2 2.1 ± 0.4 80 ± 3
EDGAR 3.5 ± 0.9 3.1 ± 0.5 2.3 ± 0.2
Triggering for Hamburg
IER-5 0.8 ± 0.1 1.2 ± 0.2 14 ± 2 1.9 ± 0.3 80 ± 3
EDGAR 0.9 ± 0.1 1.1 ± 0.1 2.2 ± 0.2
In summary, GAT is well suited to perform trajectory-triggered sampling for the
Berlin metropolitan region. Despite the triple distance, the sampled FFCO2 offset
from this region is about twice as high as for the LIN station. Triggered sampling
for Hamburg at GAT is not feasible for the current ∆14C measurement precision.
In addition, a background sampling strategy specific to Hamburg would have to
be worked out.
4.2.3. Emission inventory error reduction potential
Here, the effect of FFCO2 signal increase by trajectory-triggering to a ROI, located
on an area of high emissions, on future inverse modelling attempts, performed by
means of these measurement data, will be illustrated. Following the principle way
of proceeding, presented by Thompson et al. (2011) in a much more extensive ap-
proach, a minimalistic linear two-parameter inversion is set-up. The nomenclature
is used here analogously to 1.5.2.
The state parameters, which describe the state of the system according to (1.44),
are the FFCO2 emissions from the resp. ROI (xroi ) and the emissions from the
remaining catchment area of the station (xroi ), forming the state vector ®x , which is
normalised to the a priori emission vector ®xa :
®x =
(
xroi
xroi
)
(4.4)
®xa =
(
xroi,a
xroi,a
)
=
(
1
1
)
(4.5)
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The measurement vector ®y is defined according to the sampling and analysis
strategy described in 4.2.1 as the offset of the total FFCO2 concentration in the sam-
ple triggered for the ROI to the total FFCO2 concentration in the sample triggered
for the background, which is used to estimate the background of the ROI-sample.
For the calculations here, the model results averaged over one or two years as pre-
sented in the summarising tables in Section 4.2.2 are used as measurement results.
This provides for every model run a measurement vector ®y of the dimension 1
with an error covariance matrix Sϵ of dimension 1 × 1, which is approximated by
the variance of the measurement results in the course of the modelled evaluation
period plus the expected variance due to ∆14C measurement uncertainty.
The linear function F, which maps the emission to the observation space, can
now be derived by the results of the forward runs separated into contributions
from the ROI and non-ROI, which are given in Section 4.2.2. F has the dimension
1 × 2. As an example, for HEI and the emission model IER-5, F is formulated as
F =
(
8.4 ppm 0.2 ppm
)
(4.6)
The error covariance matrix Sa of the a priori state ®xa depends on the uncer-
tainties of the emission inventories on a small (xroi ) and much larger (xroi ) scale.
In Section 1.5.4.2 some considerations to inventory uncertainties were presented.
The choice of uncertainties is, however, for the most part in the hands of the ex-
aminator. Here, a conservative estimation was made with 10 % error of the large
scale emissions and 30 % for the small-scale emissions from the ROI. No spatial
correlation between these two regions was assumed, which is also a conservative
approach since a larger number of independent state variables decreases the error
reduction, which can be achieved by the inversion approach (Gerbig et al., 2006).
With these estimations, the a priori covariance matrix can be formulated as
Sa =
(
0.09 0
0 0.01
)
(4.7)
The posterior error covariance matrix Sˆ, which represents the uncertainties of
the emission inventories after the inversion, can now be calculated according to
(1.51). The error reduction for the individual elements of ®xa can be expressed as
1 − σposter ior /σpr ior , where the σ are the square roots of the diagonal entries of the
corresponding covariance matrices (Gerbig et al., 2006). Table 4.8 shows the re-
sults of the described inversion approach. As expected, the largest error reduction
can be seen for the samples with the highest signal-to-noise ratio. For all stations,
but especially for HPB and GAT, almost no information about the high emission
region of interest can be retrieved from the untriggered sampling, since the sig-
nals are covered up by the much larger total FFCO2 signal and the observation
error. Since the difference in trajectory-triggered ROI sampling and background
sampling is the measurement value in this new approach, the background contri-
bution is mathematically almost cancelled out in the linear mapping (depending
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Table 4.8.: Estimated emission inventory (IER-5) error reduction in a hypothetical two-
parameter inversion set-up for the four ICOS stations, investigated in this work. Obser-
vation error contains the dispersion of the forward model results as well as estimated
measurement uncertainties for the required ∆14C analyses.
Station ROI Observation ROI error reduction [%]
error [ppm] Triggered Untriggered
HEI Mannheim 1.6 55 8
HPB Munich 0.5 31 2
LIN Berlin 0.4 18 7
GAT Berlin 1.1 22 0.2
on how well the background is estimated by the resp. sampling), as seen in (4.6).
This means, the information content of the measurements is foremost used for es-
timation of the posterior state variable xˆroi . A comprehensive inversion approach
in the future could use such measurement results to constrain more accurate small
scale inventory data in regions of high FFCO2 emissions.
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Summary & outlook
The main objective of this thesis was achieved by the successful commissioning
of a newly developed AMS target Extraction and Graphitisation Line (EGL) in
the Central Radiocarbon Laboratory of the European ICOS RI infrastructure. Ex-
tensive preparatory investigations at the IUP 14C laboratory, which has been in
operation for many years, were carried out in advance to bring this project to a
successful conclusion. The individual components that served as the basis for
the new Extraction and Graphitisation Line were tested to show no significant
fractionation and contamination effects. Furthermore, continuous quality control
procedures were examined under the conditions of the IUP 14C laboratory over
several years. Using a QC method, presented before by Turnbull et al. (2015b), it
was demonstrated that most of the variation, which goes beyond the given AMS
measurement error, has its origin in across magazine uncertainties, indicating that
long-term variations in sample pre-treatment or AMS measurement are the cause
and not scattering introduced by the graphitisation. The differences between AMS
analysis at the CEZ in Mannheim and LLC results at the CRL were determined sig-
nificantly within the WMO compatibility goal for the first time with (0.1 ± 0.3)‰.
In conclusion of the preparatory phase, an AMS magazine composition for the
future CRL routine operation has been proposed to maintain the quality control
level. It provides a set of AMS standards, which allows ∆14C measurement uncer-
tainties below 2 ‰ even for small samples of 0.5 mg carbon. To further investigate
the origin of the different uncertainty components it is currently planned to ana-
lyse a series of quality control samples by another AMS laboratory.
The design of the EGL was determined to achieve the highest possible degree
of standardisation and purity of the respective 14C targets. Long-lasting sub-
processes of the extraction and graphitisation process were parallelised. This re-
duced the process time of a low-water sample from registration of the sample flask
at the EGL to the (automatic) start of graphitisation to below 15 min. Targets ex-
tracted from air containing substantial amounts of water vapour, however, lead to
considerably longer processing time of 25 min or more. For this reason, first on-line
air drying tests with a plug-in magnesium perchlorate water removal system have
been successfully performed and will be further investigated in the near future.
An EGL control software has been developed to guide the operator through the
manual steps of target preprocessing. The software provides the required degree
of automatisation that each target of the same type performs the same prepro-
cessing steps. Furthermore, automatic process quality control was made possible
by saving all relevant metadata (e.g. pressures, temperatures, sample volumes) to
the CRL database and comparing them to beforehand known expected quantities.
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The fractionation effects to which the targets are exposed during processing in
EGL were measured. Here, all samples showed a fractionation in δ 13C of less than
0.3 ‰; the means of the respective test series indicate no systematical EGL process
fractionation with (0.04 ± 0.09)‰.
In an extensive series of tests, all relevant adjustable graphitising parameters
were analysed for their influence on a number of performance indicators, inclu-
ding in particular the influence on the stability of ∆14C and δ 13C AMS measure-
ment results. The whole-air target gas test series, recommenced at the EGL with
the final graphitisation parameter set, lead to a variation of 1.9 ‰ or less in the
AMS results, hence fulfilling the goal of achieving a ∆14C reproducibility of less
than 2 ‰ for air samples. Investigations of the absolute 14C scale, on which the
EGL lies with the AMS measurements at the CEZ, by the first results of an Ox-
alic Acid I test series showed a systematic deviation from the canonical scale of
(0.7 ± 0.5)‰ in the mean value. This is no significant deviation outside of 2σ and
will be determined more precisely by continuation of this series in the future.
The compatibility tests between traditional NaOH collected 14CO2 samples,
which were analysed by the CRL-LLC, and EGL-processed aliquots of these sam-
ples lead to a systematic difference between LLC and AMS results of (−2.2 ± 0.9)‰.
Comparisons of the ∆14C results of aliquots originating in the same high-volume
samples showed a high variation in the differences of ±6 ‰. These findings are
probably caused by two different experimental issues. Currently a bias in LLC
QC results for the year 2017 and the handling of sample aliquotation is under
investigation.
The final part of this thesis was dedicated to the development of new sampling
strategies and methods for future 14CO2 sampling. A new integrated low-flow
sampling in glass flasks was tested over a period of three years. Deviations in
trace gas concentrations of the integrated samples from continuous measurement
results were evaluated and showed no considerable contaminations or problems
in the uniformity of the sampling. Parallel daytime and nighttime 14CO2 sampling
using the whole-air as well as the NaOH sampling approach has been established.
FFCO2 offsets of the nighttime samples using the respective daytime results as
background were calculated. Significant FFCO2 excess of 1.6 ppm to 1.8 ppm was
observed in spring and autumn, while the nocturnal concentration in winter and
summer is not enriched. To make further use of this information, it would be
necessary to perform model calculations specific for this set up or to disentangle
emission and transport signals, for example by the radon-tracer method.
A forward model system has been set up using STILT footprints and three dif-
ferent regionally disintegrated emission inventories. Herewith, virtual trajectory-
triggered FFCO2 sampling was performed at four different German ICOS stations.
With this method the FFCO2 signal of chosen emission hotspots located in the ca-
tchment area could be increased by a factor of 2 to 7 at the stations. At the same
time, the strategy for collection a station specific background sample to estimate
the background of the hotspot signal was developed and simulated for all four
stations. Except for the Lindenberg station, this study showed an increase of the
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measured hotspot FFCO2 offsets to values, which can be resolved by current ∆14C
measurement precision. An exemplaric two-parameter inversion approach perfor-
med by means of the forward results for the stations showed the potential, this
method has for future model approaches and emission inventory error reduction
and hence monitoring of the goals the European countries agreed on in form of
the Nationally Determined Contributions of the Paris Agreement.
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A. Detailed explanations
A.1. Description of regulation electronic and hardware
control
Here detailed lists and descriptions of the individual components of EGL electro-
nics and useful information for the hardware control and communication proto-
cols are given.
A.1.1. Control of heating elements
The heating wires for thawing of sublimated CO2 (see sections 3.2.2.4 and 3.2.4)
and the ovens for the graphitisation reactors (see section 3.2.6.4) are regulated
quasi-independently from the controlling PC by a separate proportional-integral-
derivative (PID) controller (Omron Electronics, CelciuX°). This approach has the
advantage over direct temperature regulation by the PC, that in case of a shut-
down or restart of the computer or a breakdown of the control software the tem-
perature regulation remains in a defined state as long as the voltage supply for
24 V in the electric cabinet is maintained.
The control software sends the target temperature utilising the Modbus commu-
nication protocol in a RS485 communication interface (see Table A.1 for details);
for software feedback, the current temperature can be read regularly.
The regulation signal (24 V) for each heater toggles a corresponding solid state
relay switching the driving power supply.
A.1.1.1. Regulation sensors
The regulation sensors (Thermal elements type K, constructed at the IUP works-
hop) are placed as near at the elements to regulate as possible; i.e. on the tip of
the reactor quartz glass tube and on top of the steel surface of the quantification
and extraction volumes. The quantification volume and the corresponding sensor
are sheathed by aluminium foil to accelerate temperature balancing between the
steel surface and the thermal element. Connection of the sensors with the PID is
conducted using IEC (International Electrotechnical Commission) 584 conform wi-
ring. Used in-line screw terminal connections, however, introduce contact points
to other metal types and possibly offset the measured thermal voltage.
Temperature comparison tests between a laboratory thermometer (Greisinger,
GTH 1160, NiCr-Ni sensor) and the regulation sensors built-in the EGL provided
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Table A.1.: Details of the heater control electronics.
Designation Details
Controlling device Omron Electronics, •1x End unit: EJ1C-EDUC-NFLK
CelciuX° system •5x Base module EJ1N-TC4B-QQ
Sensor technology Thermal element type K NiCr – Ni
Comm. interface National Instruments, Settings:
PCI-8431/4 •Transceiver mode: 2-wire auto
4 Port, RS485/RS422 •Baud rate: 9600
Serial Interface •Data bits: 8
•Parity: None
•Stop bits: 1
•Flow control: None
Comm. protocol Modbus Driver:
MODBUS Library for LabVIEW
Current control Omron electronics G3NA-D210B-UTU DC5-24
Solid state relay •Control voltage: Vctr l =4 V to 32 V
•Load voltage: Vload =5 V to 200 V
•Load current: Iload =10 A
an offset in measured temperature ∆T = TEGL − Tr ef of ∆T = 2 K at laboratory
temperature and ∆T = 8 K at approximate graphitisation temperature ≈600 ◦C.
A.1.2. Control of extraction pumps, elevators and reactor cooling
The pumps for CO2 extraction (section 3.2.2.2), the elevators for N2(l) dewars
(sections 3.2.2.3 and 3.2.6.1) and the peltiers for water removal during graphiti-
sation (section 3.2.6.3) are controlled directly by the controlling PC resp. the EGL
control software via a digital I/O device (see Table A.2) for details. Half of the
digital channels at the EGL are defined as inputs (signalling), the other half as
outputs (steering).
In case of the extraction pumps, the 5 V TTL signal switches solid state relays
for the 230 Ve power supply. The peltiers are regulated by an relay switching
the corresponding 14.4 V power supply, meaning that the water removal of the 12
reactors can only be changed for all at once.
Every motor for elevator movement (horizontal and vertical) is driven by a relay
board, specified for motor steering; the signal for rotational direction is transferred
by respectively two 5 V TTL signals. That means motor movement is completely
steered by the controlling PC, utilising a set of signalling switches.
A.1.2.1. Position signalling
Indication of the current elevator position is performed by mechanical switches.
An elevator passing a defined position, therewith closes a 5 V circuit to the corre-
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Table A.2.: Details of control electronics for extraction pumps, elevator motors and sensors
and peltier elements.
Designation Details
Controlling device National Instruments, Inputs and outputs
NI USB-6509: are distributed via
96-Channel, 5 V/TTL/ National instruments,
CMOS Digital I/O SCB-100A Shielded I/O Connector Block
Comm. interface USB Driver: NI-DAQmx 17.0
Control interface Direct regulation by
5 V TTL
Current control •Pumps: 4x Solid state relay:
Kudom, KSI240D80-L
•Motors: 7x Relay board: robotikhardware.de,
RN-VNH2 Dualmotor
•Peltiers: Solid state relay:
Kudom, KSI480D10-LM
sponding input channel, giving a digital signal, that is then processed by the EGL
control software.
A.1.3. Pressure sensors
The EGL utilises 26 pressure transmitters of three different types – depending on
the respective requirement on the monitored volume (see Figure 3.8).
A.1.3.1. Piezoresistive pressure transmiers
Measurements in the low vacuum region in the EGL are conducted by linear,
piezoresistive pressure transmitters (for details see Table A.3). For monitoring the
graphitisation reaction a pressure range of 0 mbar to 3000 mbar was chosen. Measu-
rement of the CO2 extraction pressure, standard gas metering, CO2 quantification
and prevacuum monitoring (see section 3.2.7.2) are performed below atmospheric
pressure; therefore a smaller range of 0 mbar to 1000 mbar was chosen – leading to
a lower absolute measurement error (see section Sensor uncertainties).
The sensor technology builds upon the piezoresistive effect; that means the sen-
sor’s material resistance changes with applied pressure. The PAA-9LD uses a
piezo element embedded in an silicone oil-filled stainless steel housing. Pressure
changes on the steel diaphragm are transferred to the oil pressure inside. Figure
A.1 shows the schematic structure of the pressure transmitter.
The pressure transmitter’s stainless steel housing are installed into the EGL uti-
lising welded-on solid steel mountings, constructed at the IUP workshop; vacuum
sealing is conducted by Viton O-rings.
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Table A.3.: Details of piezoresistive pressure transmitters. Pi indicates the transmitters
with a sensor index i used in this thesis, e.g. in Figure 3.8.
Designation Details
Sensor Keller AG, PAA-9LD: Pressure ranges (abs.):
•Reactors: P10 − P21: 0 mbar to 3000 mbar
•Low vacuum sections: P4 − P9, P22: 0 mbar to 1000 mbar
Comm. interface National Instruments, Driver: NI-845x 17.0
NI USB-8452:
I2C/SPI Interface device
Comm. protocol I2C Driver: NI-845x 17.0
Figure A.1.: Scheme of the PAA-9LD pressure transmitter (Keller AG (2017)).
The pressure read out is performed using the I2C bus technology. All transmit-
ters are connected parallel to the bus master (NI USB-8452), bearing a unique slave
address, which – in case of sensor replacement – has to be assigned before starting
operation.
A specific 4-wire connection for the sensors was designed and built by the IUP
workshop; connecting four of the fife connection pins of each sensors to the I2C
interface: Electric ground (GND), 1.8 V to 3.6 V power supply (+VCC), I2C clock
(SCL) and I2C data wires (SDA). A possible additional End of Conversion (EOC)
signal is not used for the EGL (see Keller AG (2017) for more details).
During the first months of operation, it became apparent, that the I2C bus is
sensitive to fluctuations in the power supply of the controlling PC, which powers
the bus. To damp fluctuations induced by switching on or off large electrical loads
(e.g. pumps) a mains filter (Ehmann 0463x0000) has been built in before the PC.
That measure greatly reduced the need to reset the I2C bus during operation.
Sensor uncertainties Under operating conditions of the EGL the manufacturer
(Keller AG (2017)) states a maximum accuracy of ±0.15 % FS (full scale) at room
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temperature (Linearity best straight line, hysteresis, repeatability), with a typical
long term stability of ±0.1 % FS.
In the EGL, slight irregularities in the installations of individual transmitters
lead to larger deviations in pressure. At 1 × 10−1 mbar, I observed deviations up
to −18 mbar at P22, which corresponds to 1.8 % FS. Therefore, I designed a 2-point
calibration method on the software side (section 3.4) to separately calibrate the
measurement values of the individual sensors.
A.1.3.2. Pirani pressure transmiers
Pressure measurements in the medium vacuum range (1 × 10−3 mbar to 30 mbar) at
the flask inlets of the EGl are performed by Pirani pressure transmitters (see Table
A.4 for details). Here the absolute accuracy in pressure is less important than
repeatability of measurements, since the main purpose of these transmitters is to
perform reliable tests of pressure increase.
Table A.4.: Details of Pirani pressure transmitters. Pressure sensors P0 − P3 are realised
with this type.
Designation Details
Sensor Thyracont, VSP63MV: Pressure range (abs.):
Vacuum Transducer 1 × 10−4 mbar to 1000 mbar
Controlling device National Instruments, Driver: NI-DAQmx 17.0
USB-6210 Analog-to-digital converter
Multifunction I/O Device
Comm. interface USB
Control interface Analog input Voltage range: 1.5 V to 8.5 V
Control interface Digital precision: 16 bit
Read out of the pressure values is executed by measuring the Pirani voltage, that
is logarithmically dependent on pressure, by a 16 bit analog-to-digital converter.
Then, the pressure value is calculated on software side by
p[mbar] = 10UPirani [V]−5.5 (A.1)
with p[mbar] as the pressure in mbar and UPirani [V] as the read out Pirani voltage
in Volt.
Sensor uncertainties The accuracy of the VSP63MV is stated by the manufactu-
rer (Thyracont (2016)) as
20mbar to 1000mbar: ±30 % from reading
2 × 10−3mbar to 20mbar: ±10 % from reading
<2 × 10−3mbar: < factor 2 from reading
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The repeatability, as deviation between measurements within a short period of
time, is given as ±2 % in the 2 × 10−3 mbar to 20 mbar range.
The measurement principle of Pirani transmitters is based on the pressure de-
pendent thermal diffusivity of gases, which differs for different gas types. The
standard measurement is calibrated for dry air or N2. When performing pressure
measurements in other gases a specific correction factor has to be multiplied on
the calculated pressure value. For CO2 a factor of 0.89 has to be applied.
An additional error is introduced by the step-width of the analog-to-digital con-
version. The relative quantisation error for the 16 bit converter and a measurement
range of −10 V to 10 V is in the order of 2−16 · 20 V = 3 × 10−4 V. On the basis of (A.1)
the resulting error in pressure can be expressed as
σ (p)[mbar] = p[mbar] · ln 10 · σ (UPirani )[V ] = 7 × 10−4 · p[mbar] (A.2)
which is much smaller than the sensor uncertainty and can therefore be neglected.
A.1.3.3. Cold cathode pressure transmier
In the high-vacuum region directly before the turbo vacuum pumps (P23 and P24)
and at the central position in the EGL (P25), where transfer of pure CO2 to the
reactors takes place, pressure measurements down to 1 × 10−7 mbar are required.
The MPT 200 Pirani/cold cathode transmitter, described in Table A.5 meets this
requirement.
Table A.5.: Details of Pirani/cold cathode pressure transmitters. Pressure sensors P23 − P25
are realised with this type.
Designation Details
Sensor Pfeiffer Vacuum, MPT 200: Pressure range (abs.):
Digital Pirani/cold cathode- 5 × 10−9 mbar to 1000 mbar
Transmitter
Comm. interface National Instruments, Settings:
PCI-8431/4 •Transceiver mode: 2-wire auto
4 Port, RS485/RS422 •Baud rate: 9600
Serial Interface •Data bits: 8
•Parity: None
•Stop bits: 1
•Flow control: None
Comm. Protocol Pfeiffer Vacuum-Protocol Driver:
Pfeiffer Vacuum Digiline
labVIEW driver
The pressure transmitters are connected to a serial interface on the controlling
PC and a 24 V power supply using a commercial available wiring.
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Sensor uncertainties In Pfeiffer Vacuum (2016), the accuracy of the MPT200 is
specified by the manufacturer as
1 × 10−8mbar to 2 × 10−3mbar: ±25 %
2 × 10−3mbar to 10mbar: ±10 %
10mbar to 100mbar: ±30 %
100mbar to 1000mbar: ±50 %
Below 1 × 10−2 mbar the repeatability of the measurement results lies within ±7 %.
Analogous to the pure Pirani sensor described above, the values of the combi-
ned Pirani/cold cathode pressure transmitter needs to be corrected for gas types.
Table A.6 lists these factors for the gases, its pressures are routinely measured by
the EGL. The EGL control software assumes the gas type as dry air or N2 by de-
Table A.6.: Correction factors for different gas types, that are multiplied on the raw pres-
sure result. The MPT 200 switches between Pirani and cold cathode at 1 × 10−3 mbar to
2 × 10−3 mbar (see Pfeiffer Vacuum (2016)).
Gas Correction factors
Pirani Cold cathode
N2 or dry air 1.00 1.00
CO2 0.89 0.74
Ar 1.59 0.80
H2 0.58 2.39
fault, hence introducing an additional systematic deviation from the true pressure
depending on gas type as shown in the Table A.6.
A.1.4. Pneumatic valve control
The high purity pneumatically steered PDVNs operating in the EGL (see section
3.2.7) are controlled individually by a set of solenoid valves (SMC Pneumatik,
SY100). The soleoid valves in turn are directly operated by the EGL control soft-
ware utilising a 64-port relay card (see Table A.7 for details) for toggling the 24 V
opening voltage. The control pressure is set to 5 bar at the EGL.
Respectively 20 solenoid valves are grouped into a valve terminal. Connection
of each valve terminal to the control interface is implemented via a D-Sub (26 pins)
connection wire, that is split-up to single wire connection on the connector block.
A.1.5. Air flow control
The Low ∆p MFCs regulating the extraction flow (see section 3.2.2.2) are set and
read-out by the EGL control software utilising a proprietary bus protocol of the
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Table A.7.: Details of the pneumatic valve control. The 24 V outputs of the relay card
directly switch the solenoid valves, which control the pressure on the pneumatic valves.
Designation Details
Controlling devices 60x SMC Pneumatik, Pressure transmission
V110-D5NCZ-C4: by 5 mm PVC-
SY100 Solenoid valve compressed-air hose,
valves normally closed
Comm. interface PCI
Control interface National Instruments, Driver: NI-DAQmx 17.0
PCI-6512 24 V supply and
64-port output distribution via
Digital I/O Device National instruments,
SCB-100A Shielded I/O
Connector Block
manufacturer. The MFCs are wired individually to respectively one RS232 in-
terface using customised D-Sub (9-pin) wiring, providing communication linkage
and 24 V power supply.
Table A.8.: Details of the flow controller electronics.
Designation Details
Controlling device Flow controller:
Bronkhorst,
Low ∆p: F-201DV-ABD-88-V
Comm. interface Delock 87414 Settings:
USB 2.0 to •Baud rate: 38400
4 port serial HUB •Data bits: 8
•Parity: None
•Stop bits: 1
•Flow control: None
Comm. protocol Bronkhorst-FLOW-BUS Driver:
Bronkhorst-FLOW-BUS
for LabVIEW
The communication driver allows reading-out of current flow and passed gas
volume during routine operation. Analogously flow set-point, gas type and a
reset signal for the gas volume value can be transferred to the flow controller by
the software.
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A.1.6. Controlling PC
The composition of the controlling PC was chosen regarding the requirements of
the control elements described above. That means especially the availability of
sufficient fast USB ports and two PCI expansion slots for the RS485 hub (see secti-
ons A.1.1 and A.1.3.3) and the solenoid valve steering relay card (section A.1.4).
The essential properties of the computer system are listed in Table A.9.
Table A.9.: Details of the controlling PC of the EGL.
Function Designation Details
Mainboard Asus, M5A97 ATX, Socket AM3+, AMD 970,
USB 3.0, FireWire, Gigabit LAN
Expansion slots:
•2× PCIe x16
•2× PCI
CPU AMD, FX Series FX-8320 •CPU-cores: 8
•Threads: 8
•Clock rate: 3.5 GHz
•Thermal Design Power: 125 W
Working memory Kingston, ValueRAM 2 × 4 GB DDR3 (1066 MHz to 2133 MHz)
Graphic MSI, Radeon HD 5450 •1×DVI, 1×HDMI, 1×VGA
•Engine clock: 650 MHz
•Memory clock: 1066 MHz
•DDR3 memory: 1 GB
•passively cooled
Hard drive •Samsung, 840 EVO 120 GB SSD
•WD, Blue WD10EZEX 1000 GB 3.5′′ hard disc
DVD drive Samsung, Read/write DVD, CD
SH-224DB/BEBE SW
Furthermore, the processes of the EGL control software (section 3.4) are running
parallelised to a high degree; the used programming language LabVIEW allows,
to assign individual tasks to certain processor threads. The central processing unit
(CPU) of the controlling PC is capable of handling 8 different threads at 8 physical
CPU-cores simultaneously and is therefore suitable for the requirements of the
control software.
A.1.6.1. User Interface
The user interface (UI) for the interaction with the controlling PC of the EGL
consists of keyboard and mouse as well as two 24′′ monitors (Dell, UltraSharp
U2412M) mounted on the side of the electric cabinet. Computer operation and
sample handling at the EGL can be performed by the technician within a walking
distance of less than three meters.
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A.1.6.2. Sample scanning
Samples, which are registered at the CRL database, can be quickly inserted into
the EGL processing chain by scanning the Unique Container Number (UCN) of
the respective sample container (Flask or pure-CO2 glass break-seal). Scanning is
performed by a wireless linear barcode scanner (Honeywell, Voyager 1202g); since
the EGL software is entirely linked to the CRL database, every scanned string is
compared to known UCNs in the database, yielding the ID of the sample for furt-
her processing at the EGL. This approach minimises the administrative effort and
the susceptibility to errors when handling several flasks during EGL processing,
as the allocation of the samples’ IDs to the flasks is performed automatically.
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Figure B.1.: ICOS data cycle (ICOS RI, 2017b).
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Figure B.2.: First sketch of the planned EGL in the beginning of this work.
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Figure B.3.: Final set-up of the EGL in the CRL.
Figure B.4.: Technical drawing of ICOS 3 l flask (created by Stephan Baum).
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Figure B.5.: Technical drawing of EGL solid steel cooling trap (created by the techical support
of Dockweiler AG)
Figure B.6.: Technical drawing of the
pneumatic valves in the EGL: 1: Body,
stainless steel; 2: Seat, PCTFE; 3: Di-
aphragm, Ni-Co Alloy, 4: Handle,
aluminium
Figure B.7.: Dimensions of the pneuma-
tic valves in the EGL: A: 57 mm; B:
11 mm C: 61 mm D: 40 mm E: 26 mm F:
25.4 mm
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Figure B.8.: User interface for sample selection from DB in EGL control software.
Figure B.9.: Interface for process monitoring in the EGL control software. Top left: Flow
and volume monitoring for CO2 extraction. Top right: Sample transfer pressure moni-
toring. Bottom: Graphitisation pressure and pressure slope monitoring.
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Figure B.11.: Evaluation of the flask sampling by comparison of the mean of continuous
CH4 (A,B), N2O (C,D), CO (E,F) and H2 (G,H) measurements and flask results.
B. Additional figures
Figure B.12.: Contribution map for
trajectory-triggered integrated sam-
pling to Mannheim metropolitan area
(red box) in January 2005. Emission
model: IER-5.
Figure B.13.: Contribution map for back-
ground sampling complementary to
triggering for the Mannheim area in Ja-
nuary 2005. Emission model: IER-5.
Figure B.14.: Contribution map for
trajectory-triggered integrated sam-
pling to Mannheim metropolitan area
(red box) in March 2005. Emission
model: IER-5.
Figure B.15.: Contribution map for
trajectory-triggered integrated sam-
pling to a background region windward
of Mannheim and prevention of trig-
gering for Mannheim in March 2005.
Emission model: IER-5.
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Figure B.16.: Contribution map for trajectory-triggered integrated sampling to the comple-
mentary contribution (blue) to Munich (purple) at HPB in November 2007. Emission
model: IER-5.
Figure B.17.: Contribution map for trajectory-triggered integrated sampling to the comple-
mentary contribution (blue) to Berlin (purple) at LIN in August 2007. Emission model:
IER-5.
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