Abstract
Introduction
The success of Constraint Programming takes its roots in its unique combination of modeling facilities and solving efficiency. However, the use of Constraint Programming is often limited by the knowledge of the constraints which may be appropriate to represent a given problem. It can happen that a model involves a constraint which is only partially known like for example if the constraint represents a concept we cannot, we do not know or we do not want to define in extension. It can be the set of mammals in a description of animals, solar systems inside astronomical data, a preference between possibilities in a configuration problem, the notion of "good" wine or an habit like the usually free time slots in somebody's diary. It may also happen that the user does not know which constraint can be used to model the problem because of lack of knowledge in Constraint Programming, but on the other hand can easily express examples or counter-examples for it.
In this paper, we propose to use partially defined finite domain constraints. In an partially defined constraint, some tuples are known to be true, some other are known to be false and some are just unknown. We make use of this partial knowledge for learning the concept which is behind the partially defined constraint. Given positive and negative examples of the concept, the task consists in completing the definition in such a way that new examples never met by the system will be correctly classified. This framework has been extensively studied in Machine Learning [15] under the name of supervised classification. Partially defined constraints were introduced in [10] in the context of distributed reasoning but with the goal of minimizing the number of requests needed to complete the definition. In contrast, we assume here that the full constraint is not available even by asking other agents. Also there is not a single way to complete apartially defined constraint since different people just agree on examples but may have different extensions in mind. In addition, they may revise its definition when they get more experience or knowledge. In this paper, we are only concerned by the acquisition of a single constraint. However, its arity may be large.
Let us take an example in which partially defined constraints occur naturally: in a large company, the canteen serves a large number of meals a day. One day, the Chef is asked to prepare as first course a salad which should be good (to respect the company's high standards) but also the cheapest possible (because of the company's low profits last year). The Chef owns a cookbook composed of 53 recipes of salads and has various ingredients such as tomatoes, mayonnaise, shrimps. . . All are given with price and available quantity. A first idea would be to select from the cookbook the cheapest recipe possible given the available ingredients. But, since not all knowledge about salads is contained in the cookbook, the invention of a new salad is also an interesting option. The concept of "good salad" can be modeled as an partially defined constraint whose solution tuples are good salads and non-solutions are bad ones. The cookbook is then viewed as a set of examples for the partially defined constraint (for the sake of learning, we should also give examples of bad salads).
Partially defined constraints can be learned whenever examples and counter-examples of the relation are available. For example, in the context of a distributed appointment
Proceedings of the 17th IEEE International Conference on Tools with Artificial Intelligence (ICTAI'05) system using diaries stored on PDAs, each agent may learn a representation of the other agents' schedule in order to minimize future conflicts when searching for a common appointment. Then a correct learning can be used as an heuristic which proposes first the slots which are more likely to be free. Examples are here provided by the history of interactions between agents.
The idea of the technique we use for learning comes directly from the classical model of solvers computing a chaotic iteration of reduction operators [3] . We begin by learning the constraint. But instead of learning it by a classifier which takes as input all its variables and answers "yes" if the tuple belongs to the constraint and "no" otherwise, we choose to learn the support function of the constraint for each value of its variables' domains. A tuple is part of the constraint if accepted by all classifiers for each of its values and rejected as soon as it gets rejected by one. This method is non-standard in Machine Learning but we show in section 4 that it can achieve a low error ratio -comparable to well-established learning methods -when new tuples are submitted, which proves experimentally its validity.
As is, a classifier is only able to perform satisfiability checks for an partially defined constraint. If put in a CSP, this constraint would not contribute to the reduction of variables domains and it would yield a "generate and test" behavior that could quickly ruin the performances of the system. Hence, it is needed that partially defined constraints should own a solver and not only a satisfiability test in order to meet the standards of efficiency of Constraint Programming. The classifiers we learn are expressed by functions and we turn them into propagators by taking their extension to intervals. This formal transformation does not involve any more learning technique, thus preserving the properties of the first part. Then the classifiers can be used with variable domains as input. We also show that the consistency they enforce, while weaker than arc-consistency, is nevertheless interesting and yields a strong pruning along the search space.
Preliminaries: building consistencies
We first recall the basic notion of consistency in order to present the approximation scheme we use for learning. For a set E, we denote by P(E) its powerset and by |E| its cardinal. Let V be a set of variables and D = (D X ) X∈V be their family of (finite) domains. A consistency can be modeled as the greatest fixpoint of a set of so-called propagators and is computed by a chaotic iteration [3] . For a constraint c = (W, T ), a propagator is an operator f on S W 1 having the following properties:
• contractance:
• correctness:
• singleton completeness: let s be a singletonic state, then
Correctness means that a solution tuple never gets rejected across the search space while singleton completeness means that the operator is also a satisfiability test for a single tuple. Let us now define some consistencies associated to a constraint c = (W, T ). The well-known arc-consistency operator ac c is defined by: 
Bound-consistency only enforces consistency for the bounds of the domain by shifting them up to the next consistent value in the suitable direction. Consistencies are partially ordered according to their pruning power and we have
Since only variables domains are reduced, a consistency operator f for a constraint c = (W, T ) can be splitted in |W | projection operators (f X ) X∈W according each variable of the constraint. By confluence of chaotic iterations [3] , these operators can be scheduled independently as long as they follow the three first properties of consistency operators. In order to represent the same constraint, they have to be singleton complete collectively. It is worth to notice that there is a disymetry between reject and acceptance and that for satisfiability, a non-solution tuple must be rejected (at least) by one of these operators while correctness imposes that a solution tuple is accepted by all operators.
The role of a consistency operator f X is to eliminate from the domain of its target variable X some values which are unsupported by the constraint. Arc-consistency eliminates all inconsistent values. Thus, it has to find a support for each considered value a (a solution tuple whose projection on the target variable is a) in order to allow the value to remain in the variable's domain. This task has been proved to be NP-complete in general [6] for n-ary constraints. While many useful constraints have polynomial-time arcconsistency propagators, there exists some for which this task is intractable. Since we are dealing in this paper with constraints expressed by examples, this case must be taken into account seriously and motivates an approximation scheme.
At a finer level of granularity, we can decompose an arc-consistency operator f X according each value of X's domain. We call an Elementary Reduction Function (or ERF) a boolean function f X=a checking if a value a in X's domain has a support. In order to achieve this check, this function uses as input the domain of the other variables of the constraint. By combining ERFs for each domain value, we can reconstitute the arc-consistency operator. Bound-consistency can be obtained if the function reduces the bounds of its target variable and only makes use of the bounds of the other variables' domains.
If we give each domain value an ERF but if we assume that this ERF takes as input only the bounds of the other variables' domains, we get a new intermediate consistency,
∩T )| X It does not have the full power of arc-consistency since it make use of less input information but may reduce more than bound-consistency since not only the bounds can be reduced. The counterpart, called bc + is when bounds can be reduced by a function taking as input all information available in the whole domain of the other variables:
Proposition 2 ac
− and bc + are uncomparable.
Partially Defined Constraints
In this section, we give the definition of partially defined constraints and we introduce the notion of extension which provides a closure of the constraint.
A classical constraint c = (W, T ) is supposed to be known in totality. The underlying Closed World Assumption (or CWA) states that what is not explicitly declared as true is false. Hence the complementary T is the set of tuples which do not belong to c. In the following, we call ordinary constraints under CWA closed or classical constraints. When dealing with incomplete information, it may happen that some parts of the constraint are unknown:
In a partially defined constraint c = (W, c + , c − ), c + represents the allowed tuples and c − the forbidden ones. The remaining tuples, i.e. c + ∪ c − are simply unknown. Note that a classical constraint c = (W, T ) is a particular partially defined constraint c = (W, T, T ) for which the negative part is the complementary of the positive part.
Partially defined constraints need a special treatment in order to be used in a CSP since few propagation can be done without knowing the integrality of the constraint. Hence a partially defined constraint needs to be closed to be usable in a constraint solving environment. The closure of a partially defined constraint c is done by choosing a class (it belongs or not to the constraint) for all unknown tuples. We call the resulting classical constraint an extension of the partially defined constraint:
In other terms, an extension is a classical constraint compatible with the known part (positive and negative) of the open constraint. In general, many extensions can be considered. We are interested in the extension in which the unknown part is completed by a learning algorithm A :
Note that two learning algorithms may produce different extensions.
Constraint Acquisition
At first, we address the problem of constructing a good extension for a partially defined constraint. In order to represent a relation, the first idea is to build a classifier taking as input an instantiation of all variables of the relation and returning a boolean stating if the tuple belongs or not to the relation. But unfortunately, while learning is effective with this technique (see [17] ), it would be difficult to extract a solver from this representation. Motivated by the equivalence between a constraint and a correct and singleton complete solver, we propose to acquire a partially defined constraint c = (W, c + , c − ) by learning the support function for all value of domain variables. More precisely, we propose to build an independent classifier for each value a of the domain of each variable X ∈ W in the spirit of ERFs introduced in section 2. This classifier computes a boolean function stating if the value a should remain in the current domain (output value 1) or if it can be removed (value 0). We call it an elementary classifier. It takes as input the value of every other variable in W − {X}.
We propose to use as representation for learning an Artificial Neural Network (ANN) with an intermediate hidden layer. This representation has been chosen for its good properties in learning and the possibility of a further transformation into a solver. Other kinds of classifiers can also be used but we cannot describe them for lack of space. For W ⊆ V , a neuron is a function n(W ) : R |W | → R computing the weighted sum of its inputs followed by a threshold unit. A dummy input set at 1 is added to tune the threshold. The sigmoid function is often chosen for the threshold unit since derivability is an important property for the learning algorithm. Let (w X ) X∈W be the weights associated to each input variable and w 0 be the adjustment weight for the dummy input. Hence, the function computed by a neuron taking as input a = (a X ) X∈W is:
For a constraint c = (W, c + , c − ), the classifier we build for X = a is a tree of neurons with one hidden layer as depicted in figure 1. Let (n i ) i∈I be the intermediary nodes and out be the output node. All neurons of the hidden layer have as input a value for each variable in W − {X} and are connected to the output node. Let us call n <X=a> the • vote with veto: the tuple is accepted if and only if it is accepted by all elementary classifiers.
• majority vote: the tuple is accepted if accepted by a majority of elementary classifiers.
In order to produce the extension of the partially defined constraint, these classifiers are trained on examples and counter-examples selected from the projection of the known part of the constraint on the sub-space orthogonal to a variable's value. For E ⊆ D W , X ∈ W and a ∈ D X , we denote by E <X=a> the selection of tuples of D W having a as value on X: E <X=a> = {t ∈ E | t| X = a}. Thus, in order to build the classifier n <X=a> , we take the following sets of examples and counter-examples:
The networks are trained by the classical backpropagation algorithm [19] which finds a value for the weights using gradient descent. The algorithm is stopped when all examples and counter-examples are correctly classified. This requirement comes from the need of correctness of constraint programming but it may be adjusted according to the application and to how noisy the training set is. In order to do this, some changes to the structure of the network may have to be done. ANN with an hidden layer have a sufficient expressivity to represent any boolean function, but at the price of an exponential space complexity. In many case, it is better to keep a small network size in order to preserve its generalization capabilities.
Since this technique for learning relations is not classical in Machine Learning, we present validation results to show that the concept lying behind the partially defined constraint is actually learned. This framework has been implemented in a system called SOLAR and tested on the We compare the generalization performance of our technique to the popular decision tree learning system C5.0 [18] . For each base, we have performed a cross-validation by using the following method: we cut the base in ten parts, we use nine of them for learning and the tenth for validation. This process is repeated 10 times, each part of the base being used in turn for validation. The cut off is identical for the test with all methods. Then the whole test is repeated on 5 sessions with different cuts off, yielding 50 tests for each technique. The generalization ratio is the percentage of correctly classified tuples. Table 1 contains three parts. The first one contains a description of the data: database name, arity, size and size of the variables' domains. Then follow some informations about the learned classifiers: the number of neurons in the hidden layer, the number of individual classifiers learned, and the learning time. In comparison, the learning time for C5.0 is very low, typically a few seconds, but the interest of our technique is not only for classification, as described in 2 The databases are taken from the UCI Machine Learning repository (http://www.ics.uci.edu/˜mlearn). the next section. In the last part are presented the generalization results: the generalization ratio and standard deviation (SD) for SOLAR with veto vote, for SOLAR with majority vote, for C5.0 and for C5.0 with boosting (with number of trials equal to the arity of the constraint in order to balance our number of classifiers). The mushroom database is very easy to learn, hence we only used 500 examples out of 8124 for all techniques, otherwise they all would have reached 100%.
The technique we propose challenges powerful techniques such as boosting [12] , both in generalization performance and scattering of results as measured by standard deviation and error. Nevertheless, the vote of elementary classifiers cannot be viewed as a variant of boosting. An important difference is that we partition the set of examples. In veto mode, the learned concept is more focused on the core of the real concept as we impose more elementary classifiers to agree on a tuple. Thus it is not surprising that veto mode performs less satisfactorily than majority mode. The tuples which are accepted at unanimity are in some sense the most "pure" ones with respect to the real concept and the error depicted in Table 1 corresponds to rejected positive tuples and never to accepted negative ones. For optimization purposes, this could even be an advantage since the solution space is smaller and the correctness of the answer is better preserved.
From classifiers to solvers
When put in a CSP, a constraint shall have an active behavior, it should contribute to the domain reduction. Hence the "generate and test" behavior induced by classifiers is not powerful enough. Another idea could be to first generate off-line the solutions of the extension of the constraint and use them for solving with a standard but efficient arc-consistency propagation algorithm like GAC-schema [7] . But unfortunately, this method suffers from two ma-jor drawbacks. First the generation time is prohibitive. For example, 3 hours of "generate and test" computation on the mushroom database could hardly produce 76835 solutions out of 1.5 10 7 tries. A second problem comes from the representation size of the relation. The extension of the 22-ary constraint mushroom contains more than 4E6 solutions and would thus need more than 88 Mb of memory to be stored. In contrast, the representation we have is rather economic. For a constraint of arity n, if we assume that the hidden layer contains m neurons and the size of the domains is d, it requires n(n + 1)dm + 1 floats (10 bytes) to store the weights. For the salad constraint (n = 22, m = 3, d = 4), we get a size of 60Kb, for mushroom (n = 22, m = 3, d = 12), 180 Kb. . .
We propose to use the learned classifiers also for solving. In order to do this, let us recall some notions on interval analysis [16] . We call Int R the interval lattice built on the set R of real numbers. First, all functions have extensions to intervals:
An extension F is monotonic if A ⊆ B ⇒ F (A) ⊆ F (B).
Between all extensions to intervals of f , there is a smallest one, called canonical extension to intervals:
The canonical extension is monotonic. Here are the canonical extensions to intervals of the operators we use in classifiers:
Division is not a problem in our setting since no interval contains 0 (see the sigmoïd denominator). If e is an expression using these operators and E the same expression obtained by replacing each operator by a monotonic extension, then ∀I ∈ Int R , ∀x ∈ I, e(x) ∈ E(I). This property of monotonic extensions is called "The Fundamental Theorem of Interval Arithmetic" [16] . It also holds when domains are replaced by cartesian products of intervals. By taking the canonical extension of all basic operators in an expression e, we do not always obtain an extension E which is canonical. We instead call it the natural extension. Multiplication is only sub-distributive in Interval Arithmetic [16] 
Hence the natural extension is canonical only for expressions with single variable occurences ("Single Occurence Theorem", [16] ).
An elementary classifier n <X=a> defines naturally a boolean function of its input variables. Let N <X=a> be its natural interval extension, defined by taking the canonical extension of each basic operator +, −, ×, /, exp. Then, by using as input the current domain of the variables, we can obtain a range for its output. In order to do this, we compute the interval range of every neuron of the hidden layer and we use these results to feed the output neuron and compute its domain. Since we put a 0.5 threshold after the output neuron, we can reject the value a for X if the maximum of the output range is less than 0.5, which means that all tuples are rejected in the current domain intervals. Otherwise, the value remains in the domain.
Proposition 6 N <X=a> is an ERF.

Proof
It is only needed to check the correctness of the function applied to a search state s with respect to the partially defined constraint's accepted tuples. If a tuple t such that t X = a belongs to the solutions of the learned constraint, then n <X=a> (({t Y }) Y ∈W −{X} ) = 1. Hence if t ∈ Πs, we have max N <X=a> = 1 because N is a monotonic extension. By doing this for every value of every variable's domain, we are able to define a consistency operator f X which gathers the results of the ERFs. For s ∈ S W , f X (s) = s where
Proposition 7
The operators (f X ) X∈W define a consistency for c.
Proof
Each operator f X is monotonic, contractant and correct (by the fundamental theorem of Interval Arithmetic). They are together singleton complete (because the extension of the partially defined constraint is defined by them).
We call lc (for learned consistency) the consistency defined by the learned propagators. Because we use multiple occurences of the same variable, the consistency lc computes an approximation of ac − :
Since multiple occurences of variables yield a less precise interval, it follows that the maximum of the output interval of the last neuron of an ERF N <X=a> may exceed 0.5 even if there is no support for X = a. Thus the value is not suppressed as it would be by ac − .
Note that if we had used single layer perceptrons, the extension would have been exact and we would have got ac − . But this technique has severe limitations in learning [15] . The propagators for each variable are independent, thus the generalization obtained when using the solver is the one obtained with veto vote. This is due to the independent scheduling of the consistency operators for each variable in the fixpoint computed by chaotic iteration [3] . The SOLAR system takes a partially defined constraint as input and outputs a set of consistency operators which can be adapted to any solver. In our experiments, we used a custom made solver. We made two sets of experiments in order to evaluate the learned consistency. The first one is summarized in Table 2 and describes the search for all solutions using the learned consistency lc. It is done by taking a CSP containing the partially defined constraint alone. For every partially defined constraint, we use our system to count the number of solutions (#Sol). Since we do not have arc-consistency, we record the number of failures lc makes while finding these solutions (#Fail lc). Then we compute the ratio lc = #Fail lc / #Sol. If we had arc-consistency, there would not be any backtrack. The purpose of this experiment is to compare lc to what ac could have done if ac was available for partially defined constraints. In terms of failure, the average ratio on all experiments is of 1.6 failures per solution. This result should be put into balance with the huge number of failures "generate and test" would have done. We also report the time lc needs to find these solutions. The mushroom constraint has a very large space and a medium tightness and we could not obtain its full extension. But for the other constraints, this is the only method to get all solutions since the Cartesian products of the domains are so large that this prevents the use of "generate and test" with the classifier.
Our second set of experiment is a random sampling of the reductions made by the different consistencies on random search states (the domain of each variable are arbitrary sets, not intervals). For each constraint, we compare the number of tuples of the initial search state (|Πs|) and the number of tuples after an application of each of the operators lc and ac. The data are the average on 1000 experiments with the same average size of search state. In order to compute exactly the consistency ac, we have first computed all solutions included in s in a table with the help of lc. In a second step, we have computed all needed projections from the solution table. This shows that the learned consistency is weaker than more classical consistencies but still reduces notably the search space. We recall that lc is the only available consistency for partially defined constraints, thus this test is only made to give an hint of lc's pruning power. In Figure 2 is depicted a graphical view of the consistencies lc and ac for the salad example.
In addition, the partially defined constraint salad has been used in the optimization problem described in introduction and, as expected, the best solution found is a recipe invented by the system and which is not in the cookbook.
Related work and Conclusion
Partially defined constraints were introduced in [14] . In [11] , the comparable concept of Open Constraint is proposed in the context of distributed reasoning but with the goal of minimizing the number of requests needed to complete the definition. They are similarly used in the framework of Interactive Constraint Satisfaction [2] . Solver learning has been introduced in [4] with a special rule system but the generation algorithm was a bottleneck to handle large constraints. This work has been extended by [1] and [13] but still in the context of closed constraints. None of these method can combine generalization and solver efficiency. partially defined constraints are also related to uncertainty since an uncertain constraint [20] can be viewed as a limited form of partially defined constraint for which it is assumed that only a few tuples are missing. The idea of learning constraints, extended to the learning of a preference instead of just a boolean for a tuple has been used in [17] in the context of soft constraints. They use an adhoc neural network to represent the constraint. While the Proceedings of the 17th IEEE International Conference on Tools with Artificial Intelligence (ICTAI'05) learning is effective, the problem of building a solver for the constraint is not tackled in this work. In [8] and [5] , a CSP composed of predefined constraints like = or ≤ is learned. The constraints are discovered by a version-space algorithm which reduce the possible constraints during the learning process. Artificial Neural Networks have been considered for solving CSPs in the GENET system [9] but with a completely different approach.
Open Constraints allow the use of constraints partially defined by examples in decision and optimization problems. In this work, we propose a new technique for learning open constraints by using classifiers. Not only the generalization we obtain has remarkable properties from a Machine Learning point of view, but it can also be turned into a very efficient solver which gives an active behavior to the learned constraint. The technique scales up to real-sized constraints since it takes advantage of classical Machine Learning techniques. We hope this work will foster cross-fertilization between these two fields.
