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Depth discrimination with a shifted contrast window was compared to that with a ﬁxed contrast window. Stereoscopic performance
with the ﬁxed window was limited to small disparities and varied with spatial frequency. Performance with the shifted window extended
to larger disparities and was more similar for low and high spatial frequencies. The results depended upon window shape, indicating that
edge blur is an important factor. Stereoscopic performance with shifted patterns was supported at disparities larger than a phase dispar-
ity model might predict, suggesting that a combination of position and phase disparity computations are used for the perception of ste-
reoscopic depth.
 2006 Elsevier Ltd. All rights reserved.
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Stereoscopic depth perception depends upon the compu-
tation of disparity at diﬀerent spatial scales. The impor-
tance of spatial scale in stereopsis has been conﬁrmed,
but the results of studies have varied according to the class
of stimulus (Edwards, Pope, & Schor, 1999, 2000; Edwards
& Schor, 1999; Hess, Liu, & Wang, 2002; Pope, Edwards,
& Schor, 1999; Prince & Eagle, 1999, 2000a; Schor &
Wood, 1983; Siderov & Harwerth, 1993; Smallman &
MacLeod, 1997; Wilcox & Hess, 1995). The starting point
of our research was an attempt to reconcile discrepant
results in stereoscopic depth discrimination. Depth discrim-
ination performance with ﬁltered noise (Fig. 1A) was poor
and was limited to small disparities; additionally, perfor-
mance was limited to smaller disparities for higher than
lower spatial frequencies (Smallman & MacLeod, 1997).
By comparison, depth discrimination performance with
Diﬀerence of Gaussian (DOG) patterns (Fig. 1D) was bet-
ter, extending to larger disparities, and did not vary with0042-6989/$ - see front matter  2006 Elsevier Ltd. All rights reserved.
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 Deceased.spatial frequency (Siderov & Harwerth, 1993). In these
studies, the ﬁltered noise had a ﬁxed contrast window since
disparity was produced by shifting the pattern within the
ﬁxed window (Fig. 2A) (Smallman & MacLeod, 1997);
the DOG had a shifted contrast window (Fig. 1D) (Siderov
& Harwerth, 1993). In Experiment 1, we replicated these
discrepant results.
These results have implications in terms of models of
ﬁrst- and second-order processing in stereoscopic depth
perception. First-order processing can be described using
a model of binocular complex cells in primary visual cortex
(binocular energy model), which has two versions, the
phase shift and position shift model (Fleet, Wagner, &
Heeger, 1996; Ohzawa, DeAngelis, & Freeman, 1997; Qian
& Zhu, 1997; Zhu & Qian, 1996). In the phase shift model,
the complex cells have receptive ﬁelds covering the same
position in both eyes but with diﬀering monocular phases
(Ohzawa et al., 1997; Prince & Eagle, 1999; Qian & Zhu,
1997). In this model, disparities in vertically oriented, nar-
row band stimuli can only be encoded at up to a half-cycle
of spatial frequency, according to the size-disparity correla-
tion. Based on disparity encoding in such a model depth
discrimination performance would be expected to degrade
at a particular disparity limit close to the half-cycle limit
Fig. 2. Stimulus display showing left and right stereoviews. Two types of
windows are shown for hard-edge patterns: (A) ﬁxed and (B) shifted. The
reference and test patterns were above and below the Nonius marker and
surrounded by a zero-disparity frame. An interleaved staircase procedure
was used to obtain stereothresholds. In each trial run, the reference
pattern had a particular pedestal disparity (which could be crossed/
uncrossed), while the test pattern had a variable disparity. The observer’s
task was to determine whether the top or bottom stimulus lay closer.
Fig. 1. The four types of stimuli with spatial frequencies of 2 and 8 cpd.
(A) Hard-edge contrast window (bandpass ﬁltered noise with centre
frequencies of 2 or 8 cpd). (B) Wide cosine contrast window (produced by
applying a cosine contrast modulation to the hard-edge patterns). (C)
Narrow cosine contrast window (same as (B) but with a narrower width).
(D) Diﬀerence of Gaussian.
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the half-cycle limit may be exceeded but the disparity limit
may still depend upon spatial frequency (Prince & Eagle,
2000b; Qian & Zhu, 1997; Smallman & MacLeod, 1994,
1997).Second-order processing has been demonstrated in stud-
ies showing that it is possible to perceive depth in images in
which the left and right stereopairs have opposite polarity
(Pope et al., 1999), diﬀerent spatial frequencies (Langley,
Fleet, & Hibbard, 1998), orthogonal orientations (Schor,
Edwards, & Sato, 2001), uncorrelated carriers (Wilcox &
Hess, 1996) or envelopes of diﬀerent sizes (Schor et al.,
2001). For these stimuli, the shifted contrast envelope or
window may be binocularly matched and not the features
within the window (Pope et al., 1999; Schor et al., 2001;
Wilcox & Hess, 1996).
Second-order processing can be modelled with a
sequence of ﬁltering, full- or half-wave rectiﬁcation and
further ﬁltering at a lower spatial frequency to extract the
contrast window (Edwards, Pope, & Schor, 2000; McKee,
Verghese, & Farell, 2004; Schor, Edwards, & Pope, 1998,
2001; Sutter, Sperling, & Chubb, 1995). The contrast win-
dow can then be binocularly matched by a conventional
ﬁrst-order model (McKee et al., 2004; Schor et al., 1998,
2001). Since second-order binocular matching of the con-
trast window is performed at a low spatial frequency the
disparity limit for depth discrimination performance may
be larger than that for ﬁrst-order matching. The point at
which performance degrades would occur at a larger dis-
parity (Edwards et al., 2000; McKee et al., 2004; Schor
et al., 2001; Wilcox & Hess, 1995).
Given the studies cited above, we considered two possi-
ble explanations for the discrepant results with ﬁltered
noise and DOG patterns (Siderov & Harwerth, 1993;
Smallman & MacLeod, 1997). The ﬁrst possibility was that
in the DOG patterns second-order binocular matching of
the window may have resulted in good depth discrimina-
tion performance extending to larger disparities, making
performance equivalent for low and high spatial frequen-
cies. For the ﬁxed window noise stimuli, performance
was based on binocular ﬁrst-order matching, explaining
the poor performance limited to small disparities and the
prominent eﬀects of spatial frequency.
The second possible explanation was that the
improvement in depth discrimination performance for the
shifted patterns compared to the ﬁxed patterns could be
incorporated within the binocular energy model (BEM),
without the need for a separate second-order processing
scheme. It was shown previously that the BEM can
compute the disparity of a shifted window as well as the
disparity of the carrier, predicting that good depth
discrimination performance should be possible at larger
disparities for shifted patterns than ﬁxed patterns (Prince
& Eagle, 2000b). This would have important implications
as it would provide an explanation for stereoscopic
performance above the half-cycle limit.
In order to distinguish between these two hypotheses we
evaluated three diﬀerent shifted contrast windows (hard-
edge, wide cosine, and narrow cosine) in extending good
depth discrimination performance to larger disparities in
Experiments 2–3 (Figs. 1A–C). The shifted wide cosine is
a version of the shifted hard-edge pattern (Figs. 1A and
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modulation (Fig. 1B). It was important to use cosine pat-
terns because the hard-edge could possibly be binocularly
matched using either ﬁrst- or second-order processing, mak-
ing it diﬃcult to tease apart these eﬀects. The shifted narrow
cosine was used because of the results of pilot studies which
showed that depth discrimination performance with the
shifted wide cosine diﬀered for low and high spatial fre-
quency patterns, an eﬀect which was reduced for narrower
widths. The width of the shifted narrow cosine was selected
from these studies using a range of widths and correspond-
ed to the width at which the spatial frequency eﬀects were
greatly reduced. In Experiment 3, we also used ﬁxed wide
cosine patterns which were produced by applying a cosine
contrast modulation to the ﬁxed hard-edge patterns. This
stimulus served as a baseline for performance based primar-
ily upon binocular ﬁrst-order matching.
2. General methods
2.1. Observers
Observers FS, ER, and ST were naı¨ve as to the purpose of the
experiments. Observer AB was an author. All had normal or
corrected-to-normal acuity and passed a random dot stereogram test
for binocular vision.
2.2. Display
Stimuli were displayed using a Cambridge Research Systems (CRS)
Visual Stimulus Generator (VSG) 2/5 video board and 2900 video monitor
(EDL Displays Inc. 6127) (100 Hz frame rate), which has a P22 short per-
sistence dot type black matrix phosphor. The spatial resolution was
1136 · 851 pixels, each pixel subtending 1.15 min arc in the horizontal
direction at the viewing distance of 114 cm. The peak luminance was
85 cd/m2. The monitor was calibrated using the CRS OptiCal system to
achieve a linear gray scale. Liquid crystal shutter glasses (IMAX Corpora-
tion) were used. In the open state the transmission of the shutters was
30%. The ratio of transmission in the open and closed phases was 50:1.
From this ratio a constant crosstalk of 2% is expected. The shutter
requires about 1 ms of the 10 ms open and closed phases for switching,
resulting in an additional 5% crosstalk, for a total of about 7%. This esti-
mate was veriﬁed in psychophysical compensation measurements, where
some percentage of each stereo view was subtracted from the other view
prior to display. For the correct percentage, the desired image would result
after crosstalk. Observers reported the vanishing of ghosting of high con-
trast edges at that value.
2.3. Stimuli
2.3.1. Diﬀerence of Gaussian (DOG) (Fig. 1D)
The DOG was produced as in previous studies (Schor & Wood, 1983;
Siderov & Harwerth, 1993):
DOGðxÞ ¼ 3 expð15:0x2f 2Þ  2 expð6:68x2f 2Þ ð1Þ
The DOG has a 1.75 octave bandwidth at half-height. f represents the spa-
tial frequency in cycles per degree (cpd) and x is the horizontal coordinate.
The DOG stimuli were truncated at the top and bottom to a height of 1.
The Michelson contrast was 80%.
2.3.2. Fixed window hard-edge patterns (Figs. 1A and 2A)
The ﬁxed window patterns were spatially ﬁltered random-dot patterns
(3 · 1) with a central spatial frequency of 2 or 8 cpd. To avoid ringing in
the ﬁlter response and to limit the bandwidth of the ﬁltered patterns to±0.5 cpd a Kaiser window was used. The ﬁltered noise patterns did not
have equal bandwidths in octaves because they were produced using the
same ﬁlters as Smallman and MacLeod (1994, 1997), to facilitate compar-
ison with these studies.
Bandpass ﬁltered noise patterns have spurious non-Fourier
amplitude modulation (AM) components (Kovacs & Feher, 1997).
Adding together sinusoids results in waxing ‘in phase’ and waning
‘out of phase’ regions, with a periodicity equal to the frequency
diﬀerence between the components (‘beat frequency’). This low spatial
frequency AM envelope could be detected with second-order mecha-
nisms. These AM components were removed using the procedure of
Kovacs and Feher (1997). The image intensities IðxÞ (where x ¼ ðx; yÞÞ
were transformed to CRðxÞ, which were the maximal intensity variations
within a circular neighbourhood of radius R. The value of R was
chosen to equal twice the wavelength of the centre spatial frequency
of the passband, so that a local minimum and maximum occurred
within the neighbourhood. The AM at each image location (xo,yo)
was calculated by averaging CRðxÞ within the radius R:
ARðCRðxoÞÞ ¼ 1
pR2
Z
jxxo j6R
CRðxÞdx ð2Þ
The unmodulated pattern was obtained by dividing the original image
intensities IðxÞ by the values of ARðxÞ.
The root mean squared (rms) contrast in the ﬁltered noise was 80%
(note that the same contrast was used for all ﬁltered noise stimuli). The
edges remained ﬁxed at zero disparity (i.e., ﬁxed window). Disparity was
produced by shifting the noise within the ﬁxed window.
2.3.3. Shifted hard-edge patterns (Figs. 1A and 2B)
The entire pattern was shifted so both the contrast window and ﬁltered
noise carrier had disparity.
2.3.4. Fixed and shifted wide cosine (Fig. 1B)
Cosine versions of the ﬁxed and shifted displays were produced by
applying a raised cosine contrast modulation to the hard-edge. The width
and height were 2.5 by 0.75 at half height of the cosine contrast modu-
lated edge. The contrast modulation in horizontal (x) and vertical (y)
directions was deﬁned by:
Win1ðxÞ ¼ 0:5 0:4 cosð2px=T1Þ ð3Þ
Win2ðyÞ ¼ 0:5 0:4 cosð2py=T2Þ  0:1 cosð4py=T2Þ ð4Þ
where T1 = 6, T2 = 2 (periods in the horizontal and vertical directions).
2.3.5. Shifted narrow cosine (Fig. 1C)
Narrow cosine patterns were the same as the wide cosine patterns but
had narrower widths (1.4 at half height of the cosine contrast modulated
edge). The contrast modulation was created using Eqs. (3) and (4)with the
modiﬁcation that the horizontal period was T1 = 3.54.
The display consisted of two patterns (Fig. 2), with centres separated
vertically by 1.4. A zero-disparity reference frame (5.2 · 6.8) and central
Nonius ﬁxation marker (0.35 · 0.25) were used. As a control for possible
monocular cues to depth observers were also tested with a display in which
the horizontal position of the top and bottom stimulus was jittered ran-
domly (±0.4–0.5) from trial to trial. The background luminance of the
monitor was 35 cd/m2. The light reﬂected from the blank screen of the
monitor was 2.7 cd/m2.
2.4. Design and procedure
2.4.1. Experimental trials
At the start of each trial, the observer ﬁxated the Nonius cross and ini-
tiated stimulus presentation when the two halves of the cross appeared to
be aligned. The exposure duration was 180 ms. The top stimulus was dis-
played at a reference (pedestal) disparity and the bottom stimulus was dis-
played the pedestal disparity plus-or-minus a relative disparity. The
observer indicated with a button press whether the bottom pattern was
in-front or behind the top pattern. No feedback was given concerning
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man, 1967) was used to estimate the disparity threshold at 75% correct.
Interleaved staircases were used for crossed and uncrossed pedestal dispar-
ities. Note that the pedestal and test disparities were introduced in the
same manner in all stimuli (e.g., for shifted stimuli, both pedestal and test
disparities involved shifting the window).
Observers were tested at pedestal disparities of 0, 6, 12, 18, 21, 24, and
30 min. The spatial frequency of all patterns was 2 or 8 cpd. The order of
testing was randomized. Observers were subsequently tested at additional
pedestal disparities if it was not possible to obtain thresholds at pedestals
up to 30 min (i.e., because the staircase failed to converge during the PEST
runs).
2.4.2. Training procedure
Observers were given training on the depth discrimination task with
trial-by-trial feedback. For the DOG, training involved two to three runs
per condition at an exposure duration of 180 ms. For ﬁltered noise, train-
ing typically consisted of 10–15 runs per condition with unlimited expo-
sure durations and could span a number of days. All training was
completed before the experimental sessions. The training sessions were
halted once it was possible to obtain measurable thresholds over a range
of pedestal disparities at which most observers can perform the task, as
determined in pilot studies with six additional observers.
3. Experiment 1: Shifted DOG and ﬁxed hard-edge patterns
Results are shown in Figs. 3A (DOG) and B (ﬁxed hard-
edge patterns). Each panel shows depth discrimination
thresholds are a function of pedestal disparity for each
observer. Each point in the ﬁgures was calculated by aver-
aging three to six threshold measurements from separate
PEST runs.
With the DOG stimuli good depth discrimination per-
formance extended to large disparities and was equivalent
for the low and high spatial frequency patterns (Fig. 3A).
By comparison, performance with the ﬁltered noise
(Fig. 3B) was poor, exhibiting a dramatic decline at rela-
tively small disparities and depended on spatial frequency.
These results replicated previous ﬁndings, to within the
range of error provided by the standard error of the esti-
mate (Siderov & Harwerth, 1993; Smallman & MacLeod,
1997). As in Siderov and Harwerth (1993), the data with
DOG patterns showed an exponential increase in the incre-0 10 20 300 10 20 30
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Results are shown separately for each observer (FS, ER, ST, and AB). Errorment threshold functions. As commented upon by Small-
man and MacLeod (1997) the results with ﬁltered noise
are not consistent with an exponential ﬁt since the thresh-
olds are rising too rapidly with increasing pedestal
disparity.
4. Experiment 2: Shifted hard-edge patterns
Results are shown in Fig. 3C, with the stereothresholds
plotted against pedestal disparity. With the shifted hard-
edge patterns, good depth discrimination performance
extended to much larger disparities, compared to the ﬁxed
patterns (Fig. 3B). Another eﬀect of the shifted window
was to reduce or eliminate the diﬀerences between the 2
and 8 cpd patterns. Overall, depth discrimination perfor-
mance with the shifted hard-edge noise was almost as good
as that observed with DOG patterns (Fig. 3A).
5. Experiment 3: Shifted wide and shifted narrow cosine
Results are shown in Figs. 4B and C for the shifted wide
and shifted narrow cosine. These results should be com-
pared with those for the ﬁxed wide cosine, which provided
a baseline for performance primarily based upon binocular
ﬁrst-order matching (Fig. 4A). The Figures follow the same
format as Fig. 3. Depth discrimination performance with
the ﬁxed wide cosine was poor and was limited to smaller
disparities for the higher than lower spatial frequency pat-
terns. These diﬀerences were greater than those for the
ﬁxed hard-edge patterns (Fig. 3B).
There were two eﬀects present for both the narrow and
wide shifted cosine. Depth discrimination performance was
better and extended to larger disparities with the shifted
wide cosine than with the ﬁxed window cosine. Additional-
ly, stereoscopic performance was more similar for the 2 and
8 cpd conditions in shifted than with ﬁxed patterns. The
residual eﬀect of spatial frequency was more pronounced
for the shifted wide cosine than the shifted narrow cosine
(Figs. 4B and C).0 10 20 30
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cosine compared to the hard-edge patterns. This was a
more pronounced eﬀect for the 8 cpd ﬁxed window though
it was also present for the shifted window. Comparing the
ﬁxed cosine and the ﬁxed hard-edge patterns, there was a
large diﬀerence in depth discrimination performance, par-
ticularly for the 8 cpd patterns (Figs. 3B and 4A). Compar-
ing the shifted wide cosine and shifted hard-edge patterns,
there was a diﬀerence in depth discrimination performance
for the 8 cpd patterns, but no diﬀerence for the 2 cpd
patterns (Figs. 3C and 4B).
6. General discussion
Depth discrimination performance with the ﬁxed wide
cosine (Fig. 4A) was poor and was limited to smaller dispar-
ities for higher than lower spatial frequencies, which is con-
sistent with ﬁrst-order luminance based matching
(Smallman & MacLeod, 1994, 1997). The results with the
shifted hard-edge patterns (Fig. 3C) showed that applying
a shifted window to ﬁltered noise resulted in good stereo-
scopic performance extending to larger disparities andmade
performance equivalent for low and high spatial frequen-
cies. However, there were residual spatial frequency eﬀects
with the shifted wide cosine (Fig. 4B), which were reduced
at the narrower width (shifted narrow cosine, Fig. 4C).
The improvement in depth discrimination performance
with the shifted hard-edge patterns compared to the ﬁxed
hard-edge patterns and lack of spatial frequency eﬀects in
the results can be explained within the context of the binoc-
ular energy model (BEM) (Prince & Eagle, 2000b), without
the need for a separate second-order processing scheme.
However, the diﬀerences between the shifted wide cosine
and the shifted hard-edge patterns were somewhat surpris-
ing. Previous simulation work with the BEM (Prince &
Eagle, 2000b) showed that the contrast window in shifted
patterns provides a suﬃcient signal which can be extracted
and used to enhance depth discrimination performance
over that which is possible based upon the ﬁltered noise
carrier alone. However, there is no reason to suppose that
contrast window shape (cosine versus hard-edge) wouldsubstantially aﬀect depth discrimination performance
(Prince & Eagle, 2000b), predicting that performance
would be the same for the cosine and hard-edge patterns.
The improvement in performance for the shifted narrow
cosine compared to the shifted wide cosine likewise would
not be anticipated from modelling of the BEM (Prince &
Eagle, 2000b).
Is it possible to account for these results by introducing
a separate second-order processing scheme? A second-or-
der processing scheme could be used to explain the
improvement in depth discrimination performance for the
shifted hard-edge patterns compared to the ﬁxed hard-edge
patterns and would also predict no eﬀect of spatial frequen-
cy for the shifted hard-edge patterns. If this was the correct
interpretation, then the eﬀects of second-order processing
should have also been evident with the shifted wide cosine,
a display with edge artefacts removed. It is hard to explain
how removing the edge artefacts could reintroduce spatial
frequency eﬀects for the shifted wide cosine. Thus introduc-
ing a separate second-order processing scheme does not
simplify the interpretation of these results, although it
may be possible that second-order processing improved
depth discrimination performance for the shifted patterns.
A more likely explanation might involve adding some addi-
tional processing stages or modiﬁcations to the binocular
energy model, in order to reintroduce the spatial frequency
eﬀects with the shifted wide cosine.
Because of the unexpected trends in the results, two
additional control experiments were carried out to ascer-
tain if the results depended on precise stimulus characteris-
tics. The ﬁrst control experiment varied the method of
ﬁltering. The stimuli were ﬁltered using a constant linear
bandwidth rather than the conventional constant log band-
width in order to make a direct comparison to the results of
Smallman and MacLeod (1997). To ensure that this proce-
dure was not responsible for the trends in the results, we
retested Observer FS with the 8 cpd images, using the same
bandwidth (1.67 octaves) as had been used for the 2 cpd
images (Fig. 5). The increase in bandwidth for the 8 cpd
patterns did not substantially aﬀect thresholds, lowering
them slightly for the ﬁxed window (cosine or hard-edge).
AC D
B
Fig. 5. Follow-up control experiment in which observer FS was retested
with 8 cpd patterns using the same frequency bandwidth (1.67 octaves) as
in 2 cpd patterns. Depth discrimination threshold (min) (vertical axis) as a
function of disparity pedestal (min) (horizontal axis). Separate curves
show results for two spatial frequencies (2 and 8 cpd). Data for the 2 cpd
patterns is the same as in Figs. 3 and 4 from Experiments 1–3. (A) Fixed
hard-edge. (B) Shifted hard-edge. (C) Fixed cosine. (D) Shifted cosine.
Error bars are ±1 SEM and are not shown if smaller than symbol size.
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trends in the results in the main experiments.
The second control experiment varied stimulus contrast.
Overall, depth discrimination performance was poorer for
cosine compared to hard-edge patterns. These edge eﬀects
could have occurred because the hard-edge contrast window
results in a substantial signal at spatial frequencies both
higher and lower than the carrier spatial frequency (McKee
et al., 2004). In particular, it was important to rule out that
ﬁrst-order matching at the edges at a lower spatial frequency
resulted in these edge eﬀects. In order to investigate this pos-
sibility, we retested Observer ER at a lower contrast
(30% rms contrast) using ﬁxed and shifted window hard-
edge patterns. At this lower contrast, depth discrimination
performance was still much better for the shifted window
compared to the ﬁxed window. If the edge eﬀects were due
to ﬁrst-order binocular matching at a low spatial frequency,
then at lower contrast the edge eﬀects should have been rel-
atively less important compared to the disparity signal at the
carrier spatial frequency (McKee et al., 2004).
The analysis thus far showed that the diﬀerences
between the hard-edge and cosine patterns were robust
and did not depend upon precise stimulus characteristics.
One possible explanation for these diﬀerences is that depth
discrimination performance may be better for a higher
compared to lower slope of the edge. A slope dependency
would be consistent with the depth discrimination perfor-mance with hard-edge (inﬁnite slope) as well as narrow
cosine (high slope) and wide cosine (low slope) patterns.
Note that the hard-edge pattern appears distinct from the
background while the cosine blends into the background
(Fig. 1), indicating that the hard-edge window is easier to
extract. The required slope dependency could be intro-
duced by performing high-pass ﬁltering before processing
with the BEM. We veriﬁed that high-pass ﬁltering with a
lower cut-oﬀ spatial frequency of 10.5 cpd (or higher)
results in residual energy from the hard-edge of the ﬁltered
noise but no residual energy from the cosine envelope. Fol-
lowing the high-pass ﬁltering, we veriﬁed that the hard-
edge could be binocularly matched in the BEM or using
a linear correlator, while the cosine envelope could not
be matched. The degradation of depth discrimination per-
formance with edge blur bears resemblance to ﬁndings in
previous investigations of the eﬀect of edge blur on stereop-
sis, which found that stereoacuity and monocular acuity
degrade with increasing stimulus blur (Stigmar, 1971;
Westheimer & McKee, 1980; Wilcox, Elder, & Hess, 2000).
In interpreting the results we were interested in deter-
mining if the BEM could explain all of the results with
shifted patterns. This was particularly important since
Prince and Eagle (1999, 2000a, 2000b) accounted for much
of their work and that of Wilcox and Hess (1996) using the
BEM. In particular, they showed that the BEM could
account for stereoscopic performance with shifted Gauss-
ian contrast modulated noise in which the noise carrier
was uncorrelated between the left and right views. Prince
and Eagle also used the BEM to explain putative second-
order eﬀects such as (a) the oscillations in accuracy of per-
formance with increasing disparity for diﬀerent envelope
sizes of Gabor stimuli (Prince & Eagle, 2000a), (b) good
stereoscopic performance at much larger disparities for
Gabor stimuli compared to ﬁltered noise and (c) the result
that the upper disparity limit for stereopsis (DMax)
for Gabor stimuli increased with contrast envelope size
(Wilcox & Hess, 1995).
Good depth discrimination performance with shifted
patterns was possible above the half-cycle limit (30 min at
2 cpd, 7.5 min at 8 cpd), as shown in Fig. 4B. While the
results with the ﬁxed wide cosine can be explained using
the phase shift version of the BEM, the position shift model
with an expanded disparity representation is necessary to
account for the results with the shifted patterns. Hence, a
phase shift encoding scheme for disparity is not suﬃcient
and a position shift encoding scheme is necessary. Howev-
er, the conclusions that can be drawn are limited since the
experimental design (depth discrimination using images at
80% rms contrast) did not directly measure DMax or
another measure which could be compared to the half-cycle
limit. Smallman and MacLeod (1994) studied this issue
more directly and found that peak sensitivity (1/rms con-
trast) in front/back discrimination with ﬁxed window ﬁl-
tered noise occurred at disparities above a quarter cycle
or 90 phase. Prince and Eagle (1999) found that DMax
with ﬁxed window ﬁltered noise was substantially larger
3096 A. Buckthought, L.B. Stelmach / Vision Research 46 (2006) 3090–3097than the half-cycle limit. In these studies (Prince & Eagle,
1999; Smallman & MacLeod, 1994, 1997) and the present
work the noise stimuli were orientationally broad-band
and oblique orientations can also contribute towards
extending Dmax (Buckthought & Stelmach, 2004; Patel
et al., 2003, Patel, Bedell, & Sampat, 2006; van Ee &
Anderson, 2001).
It has been a matter of controversy in the literature
with respect to the size-disparity correlation that a spa-
tial frequency eﬀect was observed with ﬁltered noise
(Smallman & MacLeod, 1994, 1997) but not with
DOG patterns (Schor & Wood, 1983; Siderov & Harw-
erth, 1993). One contribution of the present work is that
we were able to reconcile these results in terms of the
diﬀerent contrast windows in these patterns. Applying
shifted contrast windows to the ﬁltered noise had the
eﬀect of making depth discrimination performance
almost as good as that with DOG patterns. Poor depth
discrimination performance with ﬁxed patterns
(Fig. 4A) was limited to small disparities consistent with
the size-disparity correlation, while better performance
with shifted patterns extended to larger disparities
(Fig. 4B). Depth discrimination performance for the
shifted hard-edge patterns was similar to that with
DOG patterns, despite the substantial diﬀerence in orien-
tation contents of these stimuli. Stereoscopic perfor-
mance has been found to depend on the orientation
contents of the stimuli, but only for ﬁxed window stimuli
(Patel et al., 2003, 2006; van Ee & Anderson, 2001).
Thus, the results suggest that the disparity information
in the shifted patterns is carried by the window.
To summarize and recap, poor depth discrimination
performance with ﬁxed patterns was limited to disparities
consistent with the size-disparity correlation. Applying a
shifted window to ﬁltered noise resulted in good depth
discrimination performance extending to larger dispari-
ties, although these eﬀects depended upon window shape
(cosine versus hard-edge). Good stereoscopic perfor-
mance with shifted patterns at disparities above the
half-cycle limit can be explained within the position shift
model. Thus, the human visual system is able to make
use of the extra signal provided by the shifted contrast
window, which may be particularly important with tex-
tured patterns with large numbers of false matches,
which typically have a shifted edge as well as shifted
interior pattern. Another image attribute which may
have a marked eﬀect on depth perception is the degree
of edge sharpness or blur.
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