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Abstract
For complex-valued n-dimensional vector functions t → s(t), supposed to be su/ciently smooth, the di#er-
entiability properties of the mapping t → ‖s(t)‖p at every point t= t0 ∈R+0 := {t ∈R | t¿ 0} are investigated,
where ‖ · ‖p is the usual vector norm in Cn resp. Rn, for p∈ [1;∞]. Moreover, formulae for the 7rst three
right derivatives Dk+‖s(t)‖p; k = 1; 2; 3 are determined. These formulae are applied to vibration problems by
computing the best upper bounds on ‖s(t)‖p in certain classes of bounds. These results cannot be obtained
by the methods used so far. The systematic use of the di#erential calculus for vector norms, as done here
for the 7rst time, could lead to major advances also in other branches of mathematics and other sciences.
c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
First, this paper studies systematically the di#erentiability properties for p-norms of complex-valued
vector functions, that is, it develops a pertinent di#erential calculus. Second, the results are applied
to compute upper bounds on the norm of the solution of vibration problems (free and force-excited
vibrations); the obtained upper bounds are the best possible ones in the considered classes of bounds,
a result which in general cannot be achieved by the methods used so far.
In [11], the author has generalized the concept of logarithmic derivative by proving that for
the fundamental matrix (t) = eAt (with a complex n × n matrix A) the function t → ‖(t)‖p
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is real analytic on some neighborhood [t0; t0 + Ft0] (with t0 ∈R+0 ; Ft0¿ 0 su/ciently small, and
p∈{1; 2;∞}). Also, formulae for the right derivatives Dk+‖(t)‖p; k = 1; 2 are determined in [11].
With these results, the best upper bounds such that ‖(t)‖p6M;p e(+)t have been computed there,
where  was set equal to eps=2−52 (the machine precision in MATLAB) and where  is the spectral
abscissa of the matrix A.
Since the solution of the initial-value problem x˙(t) = A x(t); x(0) = x0 is given by x(t) = (t)x0,
an upper bound on x(t) can be obtained by the estimate ‖x(t)‖p6 ‖(t)‖p‖x0‖p6X;pe(+)t with
X;p =M;p‖x0‖p. This constant X;p is, however, not optimal. To obtain the minimal value of X;p,
one has to develop a di#erential calculus for p-norms of complex-valued vector functions just as for
the p-norms of the fundamental matrix. This is the main subject of the present paper. Apart from
investigating in the applications a problem of free vibration described by x˙(t) = Ax(t); x(0) = x0,
we also study problems for sinoidal force-excited vibrations with constant and linearly increasing
amplitude described by an equation of the form x˙(t) = Ax(t) + g(t); x(0) = x0 with g(t) = g0 sin!t
resp. g(t) = g0t sin!t. Also, for these problems the best upper bounds in the considered classes of
bounds are computed. Further, we apply the second and third right derivative of a function ‖x(·)‖p
to determine its inJexion points in a certain region.
The paper is structured as follows. In Section 2, regularity properties of the mapping t →
‖s(t)‖p; p∈ [1;∞], at every point t=t0 ∈R+0 are stated, where s(·) is a complex-valued n-dimensional
vector function, which is supposed to be m times continuously di#erentiable for t¿ 0. In Section 3,
formulae for the right derivatives can be found. Section 4 is the application part. Here, the results
from the previous sections are applied to vibration problems with and without force excitation to
obtain the best upper bounds in certain classes of bounds. Further, it is pointed out that the devel-
oped di#erential calculus can be used in the discussion of the functions t → ‖x(t)‖p, e.g. for the
determination of inJexion points. In Section 5, some concluding remarks are made. Finally, Section
6 is an appendix compiling some useful auxiliary means needed in Section 4; the applied method
of 6.1 seems to be new (cf. [13, pp. 197–198]).
2. Local regularity
First, as a preparation we collect some properties of complex vector functions (Lemmas 1 and 2).
Then, the main lemma on the local regularity (Lemma 3) follows, which plays a fundamental
theoretical role in this paper.
Let a; b∈R; a = b, and de7ne 〈a; b〉 := [min(a; b);max(a; b)].
Lemma 1. Let s : 〈t0; t〉 → Cn be an n-dimensional vector function that is m times continuously
di1erentiable; and denote by Dks(t0) the kth derivative of s at t = t0. Then;
s(t) =
m∑
k=0
Dks(t0)
(t − t0)k
k!
+ R(t); (1)
where R : 〈t0; t〉 → Cn is m times continuously di1erentiable with the properties DkR(t0) = 0; k =
0; 1; : : : ; m and R(t) = o((t − t0)m) as t → t0.
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Proof. Case 1: s : 〈t0; t〉 → R. That R : 〈t0; t〉 → R is m times continuously di#erentiable and
DkR(t0) = 0; k = 0; 1; : : : ; m follows directly from the representation
R(t) = s(t)−
m∑
k=0
Dks(t0)
(t − t0)k
k!
: (2)
Further; according to [6; Theorem 61:1 (Taylor’s Theorem); p. 355]; it follows that there exists a
number ∈ (0; 1) such that
s(t) =
m−1∑
k=0
Dks(t0)
(t − t0)k
k!
+ Dms(t0 + (t − t0))(t − t0)
m
m!
: (3)
(For this; we need only the following hypotheses: s is (m− 1) times continuously di#erentiable; and
Dms exists in int〈t0; t〉.)
Since s∈Cm〈t0; t〉, the last relation can be cast into the form
s(t) =
m∑
k=0
Dks(t0)
(t − t0)k
k!
+ R(t); (4)
where
R(t) = [Dms(t0 +  (t − t0))− Dms(t0)] (t − t0)
m
m!
: (5)
Thus,
R(t) = o((t − t0)m) (6)
since
Dms(t0 +  (t − t0))− Dms(t0) = o(1) (7)
as t → t0.
Case 2: s : 〈t0; t〉 → C. From Case 1, the proof follows for the real and imaginary parts of s,
where instead of a value ∈ (0; 1) two (in general di#erent) values real; imag ∈ (0; 1) for the real
and imaginary parts enter, respectively.
Case 3: s : 〈t0; t〉 → Cn; n¿ 1. Here, Case 2 is applied to each component si of s= [s1; : : : ; sn]T,
where instead of a single pair real; imag ∈ (0; 1) pairs  (i)real;  (i)imag ∈ (0; 1) enter, respectively.
Lemma 2. Let the n-dimensional vector function s : 〈t0; t〉 → Cn be of the form
s(t) =
m∑
k=0
(k)
(t − t0)k
k!
+ R(t); (8)
where R : 〈t0; t〉 → Cn is supposed to be m times continuously di1erentiable with
DkR(t0) = 0; k = 0; 1; : : : ; m: (9)
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Then; s : 〈t0; t〉 → Cn is m times continuously di1erentiable with the property
(k) = Dks(t0); k = 0; 1; : : : ; m (10)
and
R(t) = o((t − t0)m) (11)
as t → t0.
Proof. It is clear that s : 〈t0; t〉 → Cn is m times continuously di#erentiable and that (k) = Dks(t0);
k = 0; 1; : : : ; m. The rest then follows from Lemma 1.
Lemma 3. Let s : 〈t0; t〉 → Cn be an n-dimensional complex-valued vector function that is m times
continuously di1erentiable; and let t0 ∈R+0 . Further; let p∈ [1;∞]; and in the case p=∞ suppose
additionally that each two components of s are either identical or intersect each other at most
5nitely often near t0.
Then, there exists a number Ft0¿ 0 and a function t → sˆ(t), which is real and m times
continuously di1erentiable on [t0; t0 + Ft0] such that sˆ(t) = ‖s(t)‖p for all t ∈ [t0; t0 + Ft0].
Proof. Let s= [s1; : : : ; sn]T. Then;
|si(t)|=
√
[Re si(t)]2 + [Im si(t)]2; i = 1; : : : ; n (12)
for t¿ 0. By Lemma 1; because of ReDksi(t0)=Dk Re si(t0) and ImDksi(t0)=Dk Im si(t0) we have
Re si(t) =
m∑
k=0
DkRe si(t0)
(t − t0)k
k!
+ ReRi(t) (13)
Im si(t) =
m∑
k=0
DkIm si(t0)
(t − t0)k
k!
+ Im Ri(t) (14)
t¿ t0; where ReRi; Im Ri : 〈t0; t〉 → R are m times continuously di#erentiable with the proper-
ties Dk ReRi(t0) = 0; Dk Im Ri(t0) = 0; k = 0; 1; : : : ; m. Therefore; if we choose Ft1¿ 0 su/ciently
small; also the function t → |si(t)| is m times continuously di#erentiable and can be written in the
form
|si(t)|=
m∑
k=0
(k)i
(t − t0)k
k!
+ ri(t); t06 t6 t0 + Ft1; (15)
where (k)i =D
k |si(t0)| :=Dk+|si(t0)|; k=0; 1; : : : ; m; where ri : [t0; t0+Ft1]→ R is m times continuously
di#erentiable with Dkri(t0) :=Dk+ri(t0)=0; k=0; 1; : : : ; m for i=1; : : : ; n; and where ri(t)=((t− t0)m);
i = 1; : : : ; n.
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p=∞: we have
‖s(t)‖∞ = max
i=1;:::; n
|si(t)|; t¿ 0: (16)
Let I−1 := {1; : : : ; n} and Ik be the set of all indices ik ∈ Ik−1 where (k)i attains its maximum, i.e.
Ik :=
{
ik ∈ Ik−1|(k)ik = maxi∈Ik−1
(k)
i
}
; k = 0; 1; : : : ; m: (17)
Then, by a repeated application of [10, Lemma 2:1] (with t replaced by t− t0), we obtain a number
Ft2 with 0¡Ft26Ft1 such that
‖s(t)‖∞= max
i=1;:::; n
|si(t)|=max
i∈I−1
{
m∑
k=0
(k)i
(t − t0)k
k!
+ ri(t)
}
=
m−1∑
k=0
(k)ik
(t − t0)k
k!
+ (t − t0)m max
i∈Im−1
{
(m)i
m!
+ r(m)i (t)
}
; (18)
where
r(m)i (t) =


ri(t)
(t − t0)m ; t0¡t6 t0 + Ft2
lim
t→t0
ri(t)
(t − t0)m = 0; t = t0:
Thus,
‖s(t)‖∞ =
m∑
k=0
(k)ik
(t − t0)k
k!
+ max
i∈Im
ri(t); t06 t6 t0 + Ft2: (19)
Now, because of the additional hypothesis for p =∞, there exists an index set I (r)m+1 ⊂ Im and a
number Ft3 with 0¡Ft36Ft2 such that
ri(r)m+1
(t) = max
i∈Im
ri(t); i
(r)
m+1 ∈ I (r)m+1; t06 t6 t0 + Ft3:
Choose any index i(r)m+1 ∈ I (r)m+1. Then,
‖s(t)‖∞ =
m∑
k=0
(k)ik
(t − t0)k
k!
+ ri(r)m+1
(t); t06 t6 t0 + Ft3:
So, with Ft0 :=Ft3 and sˆ(t) :=
∑m
k=0 
(k)
ik
(t−t0)k
k! + ri(r)m+1
(t); the assertion follows.
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p∈ [1;∞): Due to (15), there exists a number Ft2¿ 0 with Ft26Ft1 such that
‖s(t)‖p =
(
n∑
i=1
|si(t)|p
)1=p
=
m∑
k=0
k
(t − t0)k
k!
+ r(t); t06 t6 t0 + Ft1; (20)
where k and r(t) depend on p. So, the assertion follows with Ft0 :=Ft2 and sˆ(t) :=
∑m
k=0
k (t − t0)k =k! + r(t), where r : [t0; t0 + Ft2] → R is m times continuously di#erentiable and
Dkr(t0) = 0; k = 0; 1; : : : ; m as well as r(t) = o((t − t0)m). The details are left to the
reader.
Supplement 4. If s(·) in Lemma 3 is analytic for t¿ 0 (or in a neighborhood of the considered
point t0 ∈R+0 ); then the additional hypothesis for p=∞ can be dropped.
Proof. If s(·) is analytic for t¿ 0; it is analytic in a neighborhood of t0 ∈R+0 . Let Ft1¿ 0 be a
su/ciently small positive number such that |sj(t)| are analytic in [t0; t0 + Ft1]. Suppose that there
exist two indices j; k ∈{1; : : : ; n} such that |sj(t)| and |sk(t)| intersect in7nitely often in the interval
[t0; t0+Ft1]. The intersection points have a limit point in [t0; t0+Ft1] since this interval is compact in
R. Then; according to the identity theorem for analytic functions (cf. [9; Part I; 21; p. 87]); we have
|sj(t)|=|sk(t)|; t ∈ [t0; t0+Ft1]. Now consider the case when |sj(t)| and |sk(t)| intersect at most 7nitely
often. Then; there exists a number Ft2 with 0¡Ft26Ft1 such that |sj(t)|6 |sk(t)|; t ∈ [t0; t0+Ft2]
or |sj(t)|¿ |sk(t)|; t ∈ [t0; t0 + Ft2]. Considering in this way all pairs j; k ∈{1; : : : ; n}; we con-
clude that there exists a number Ft3 with 0¡Ft36Ft2 and an index set IN ⊂ I−1 = {1; : : : ; n}
such that
max
i∈{1;:::; n}
|si(t)|= |sj(t)|; j∈ IN t ∈ [t0; t0 + Ft3];
where |sj(t)| = |sk(t)|; j; k ∈ IN ; t ∈ [t0; t0 + Ft3]. (In practise; however; one does not know the
index set IN in advance.) For the series expansion of ‖s(t)‖∞; one can use the 7nite
sequence
I−1 ⊃ I0 ⊃ I1 ⊃ · · · ⊃ IN = Ii; i¿N (21)
in the proof of Lemma 3; for m=∞. So; one obtains the representation
‖s(t)‖∞ =
N−1∑
k=0
(k)ik
(t − t0)k
k!
+
∞∑
k=N
(k)iN
(t − t0)k
k!
; (22)
for any indices ik ∈ Ik ; k = 0; 1; : : : ; N and t ∈ [t0; t0 + Ft0] for a su/ciently small number Ft0¿ 0.
Of course; one could also write
‖s(t)‖∞ =
∞∑
k=0
(k)iN
(t − t0)k
k!
(23)
for t ∈ [t0; t0 + Ft0] since (k)ik = (k)iN ; k = 0; 1; : : : ; N .
Remark. In the application part; the vector functions x(·) are analytic so that Supplement 4
applies.
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3. Formulae for the right derivatives
According to Lemma 3, all right derivatives Dk+‖s(t)‖p; t ∈R+0 ; p∈ [1;∞], exist for su/ciently
smooth vector functions. In the case of complex functions, we restrict ourselves to k ∈{1; 2; 3}.
We begin with the special cases p∈{1; 2;∞}. Even though the cases p∈{1; 2} can be deduced
from the general case 16p¡∞, they are stated here separately because they take special, much
simpler forms. The special cases are followed by the general case 16p¡∞. We leave it to the
reader to derive the cases p∈{1; 2} from the general case.
p=∞: Complex vector function s∈Cm(R+0 ;Cn).
Let t ∈R+0 and Cm(R+0 ;Cn) be the space of functions s(·) de7ned on R+0 with values in Cn such
that s(·) is m times continuously di#erentiable. If m= 3, then
s(t) = x + (t − t0)y + (t − t0)
2
2!
z +
(t − t0)3
3!
u+ r(t); t¿ t0; (24)
where
x = s(t0)
y = Ds(t0)
z = D2s(t0)
u= D3s(t0)
and
r(t) = o((t − t0)m):
With these vectors, de7ne the following functionals for i∈{1; : : : ; n}:
S(0)i := |xi|; (25)
S(1)i :=


Re xi Reyi + Im xi Im yi
|xi| ; xi =0;
|yi|; xi = 0;
(26)
S(2)i :=


|yi|2 + Re xi Re zi + Im xi Im zi
|xi|
− [Re xi Reyi + Im xi Im yi]
2
|xi|3 ; xi =0
Reyi Re zi + Im yi Im zi
|yi| ; xi = 0; yi =0
|zi|; xi = 0; yi = 0
(27)
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S(3)i :=


[Re xi Re ui + Im xi Im ui] + 3[Reyi Re zi + Im yi Im zi]
|xi|
− 3[Re xi Reyi + Im xi Im yi][|yi|
2 + Re xi Re zi + Im xi Im zi]
|xi|3
+
3[Re xi Reyi + Im xi Im yi]3
|xi|5 ; xi =0
3|zi|2 + 4 [Reyi Re ui + Im yi Im ui]
4 |yi|
− 3[Reyi Re zi + Im yi Im zi]
2
4 |yi|3 ; xi = 0; yi =0
Re zi Re ui+Im zi Im ui
|zi| ; xi=0; yi=0; zi =0
|ui|; xi=0; yi=0; zi=0
(28)
Hereby, the next theorem can be proved.
Theorem 5. (p =∞) Let s : R+0 → Cn be an n-dimensional complex-valued vector function that
is m = 3 times continuously di1erentiable; and let t0 ∈R+0 . Suppose additionally that each two
components of s are either identical or intersect each other at most 5nitely often near t0. Further;
let I−1 = {1; : : : ; n} and I0 be the index set where S(0)i attains its maximum;
I0 :=
{
i0 ∈ I−1 | S(0)i0 = maxi∈I−1 S
(0)
i
}
: (29)
Similarly; let
Ik :=
{
ik ∈ Ik−1 | S(k)ik = maxi∈Ik−1 S
(k)
i
}
; (30)
k = 1; 2; 3. Then;
‖s(t0)‖∞ =max
i∈I−1
S(0)i (31)
D1+‖s(t0)‖∞ =maxi∈I0 S
(1)
i (32)
D2+‖s(t0)‖∞ =maxi∈I1 S
(2)
i (33)
D3+‖s(t0)‖∞ =maxi∈I2 S
(3)
i (34)
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Proof. We have
‖s(t)‖∞= ‖x + (t − t0)y + (t − t0)
2
2!
z +
(t − t0)3
3!
u+ r(t)‖∞
= max
i=1;:::; n
| xi + (t − t0)yi + (t − t0)
2
2!
zi +
(t − t0)3
3!
ui + ri(t)|
= max
i=1;:::; n
|Si|; (35)
where
Si = xi + (t − t0)yi + (t − t0)
2
2!
zi +
(t − t0)3
3!
ui + ri(t);
i = 1; : : : ; n. For su/ciently small t¿ t0;
|Si|= S(0)i + S(1)i (t − t0) + S(2)i
(t − t0)2
2!
+ S(3)i
(t − t0)3
3!
+ 'i(t); (36)
where 'i(t) = o((t − t0)3); i= 1; : : : ; n. Formulae (31)–(34) follow in a similar way as in the proof
of Lemma 3 for p=∞; which in turn relies on [10; Lemma 2:1].
p=∞: Real vector function s∈Cm(R+0 ;Rn).
In this case, a uni7ed formula for all right derivatives of ‖s(·)‖∞ exists. To show this, de7ne the
following sign functionals for i∈{1; : : : ; n}:
s(0)i := sgn[si(t0)]; (37)
s(1)i :=
{
sgn[si(t0)]; si(t0) =0;
sgn[Dsi(t0)]; si(t0) = 0;
(38)
...
s(m)i :=


sgn[si(t0)]; si(t0) =0;
sgn[Dsi(t0)]; si(t0) = 0; Dsi(t0) =0;
...
sgn[Dmsi(t0)]; Dksi(t0) = 0; k = 0; 1; : : : ; m− 1
(39)
or brieJy,
s(k)i =
{
s(k−1)i ; s
(k−1)
i =0;
sgn[Dksi(t0)]; s
(k−1)
i = 0;
(40)
i = 1; : : : ; n; k = 1; : : : ; m. With these sign functionals, de7ne the further functionals
S(k)i := s
(k)
i · Dksi(t0); i = 1; : : : ; n; k = 0; 1; : : : ; m: (41)
Then, the right derivatives for real vector functions read as follows.
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Theorem 6 (p =∞, real vector function). Let s : R+0 → Rn be an n-dimensional real-valued vector
function that is m times continuously di1erentiable; and let t0 ∈R+0 . Suppose additionally that each
two components of s are either identical or intersect each other at most 5nitely often near t0.
Further; let I−1 = {1; : : : ; n} and Ik be the set of all indices ik ∈ Ik−1 where S(k)i from (41) attains
its maximum; i.e.
Ik :=
{
ik ∈ Ik−1 | S(k)ik = maxi∈Ik−1 S
(k)
i
}
; (42)
k = 1; : : : ; m. Then; the right derivatives of t → ‖s(t)‖∞ at t = t0¿ 0 are given by
Dk+‖s(t0)‖∞ = maxi∈Ik−1 S
(k)
i ; k = 1; : : : ; m: (43)
The proof is left to the reader.
p= 1: Complex vector function s∈Cm(R+0 ;Cn):
Theorem 7 (p = 1). Let s : R+0 → Cn be an n-dimensional complex-valued vector function that is
m= 3 times continuously di1erentiable; and let t0 ∈R+0 .
Then,
‖s(t0)‖1 =
n∑
i=1
S(0)i ; (44)
D1+‖s(t0)‖1 =
n∑
i=1
S(1)i ; (45)
D2+‖s(t0)‖1 =
n∑
i=1
S(2)i ; (46)
D3+‖s(t0)‖1 =
n∑
i=1
S(3)i ; (47)
where S(0)i –S
(3)
i are de5ned by (25)–(28).
Proof. The proof follows from
‖s(t)‖1 = ‖x + (t − t0)y + (t − t0)
2
2!
z +
(t − t0)3
3!
u+ r(t)‖1
=
n∑
i=1
|xi + (t − t0)yi + (t − t0)
2
2!
zi +
(t − t0)3
3!
ui + ri(t)|
=
n∑
i=1
|Si|; (48)
where |Si| is given in (36).
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p= 2: Vector function s∈Cm(R+0 ;Cn) resp. s∈Cm(R+0 ;Rn).
We treat only the complex case since the real case is a special case of the complex one, and we
start with the expansion (24). De7ne the following functionals:
S(0) := ‖x‖2; (49)
S(1) :=


Re(x; y)
‖x‖2 ; x =0
‖y‖2; x = 0
(50)
S(2) :=


‖y‖22 + Re(x; z)
‖x‖2 −
[Re(x; y)]2
‖x‖32
; x =0
Re(y; z)
‖y‖2 ; x = 0; y =0
‖z‖2; x = 0; y = 0
(51)
S(3) :=


Re(x; u) + 3Re(y; z)
‖x‖2 −
3Re(x; y)[‖y‖22 + Re(x; z)]
‖x‖32
+
3[Re(x; y)]3
‖x‖52
; x =0
3‖z‖22 + 4Re(y; u)
4‖y‖2 −
3[Re(y; z)]2
4‖y‖32
; x = 0; y =0
Re(z; u)
‖z‖2 ; x = 0; y = 0; z =0
‖u‖2; x = 0; y = 0; z = 0
(52)
Then, we obtain
Theorem 8 (p = 2). Let s : R+0 → Cn resp. s : R+0 → Rn be an n-dimensional vector function that
is m= 3 times continuously di1erentiable; and let t0 ∈R+0 .
Then,
‖s(t0)‖2 = S(0); (53)
D1+‖s(t0)‖2 = S(1); (54)
D2+‖s(t0)‖2 = S(2); (55)
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D3+‖s(t0)‖2 = S(3); (56)
where S(0)–S(3) are de5ned by (49)–(52).
Proof. For su/ciently small Ft0¿ 0; we obtain the expansion
‖s(t)‖2 = S(0) + S(1) (t − t0) + S(2) (t − t0)
2
2!
+ S(3)
(t − t0)3
3!
+ r(t); (57)
where r(t) = o((t − t0)m) for t ∈ [t0; t0 + Ft0].
Remark. The expressions of Dk+‖s(t0)‖∞ and Dk+‖s(t0)‖1 on the one hand and Dk+‖s(t0)‖2 on the
other hand look rather di#erent. This can be changed by introducing a notation involving the com-
ponents of the vectors resp. the scalar product of numbers. We demonstrate this for Dk+‖s(t0)‖∞ and
Dk+‖s(t0)‖2 in Appendix A; Section 4.2 resp. 4:3.
General case 16p¡∞: Complex vector function s∈Cm(R+0 ;Cn).
Let S(0)i ; S
(1)
i ; S
(2)
i ; S
(3)
i ; i=1; : : : ; n be given by (25)–(28). Hereby de7ne the following functionals:
S(0;p) :=
(
n∑
i=1
(S(0)i )
p
)1=p
; (58)
S(1;p) :=


∑n
i=1 (S
(0)
i )
p−1S(1)i
(
∑n
i=1 (S
(0)
i )p)1−1=p
;
(
n∑
i=1
(S(0)i )
p
)1=p
=0
(
n∑
i=1
(S(1)i )
p
)1=p
;
(
n∑
i=1
(S(0)i )
p
)1=p
= 0
(59)
S(2;p) :=


∑n
i=1 (S
(0)
i )
p−1 S(2)i + (p− 1)
∑n
i=1 (S
(0)
i )
p−2(S(1)i )2
(
∑n
i=1(S
(0)
i )p)1−1=p
+
(1− p)[∑ni=1 (S(0)i )p−1 S(1)i ]2
(
∑n
i=1 (S
(0)
i )p)2−1=p
;
(
n∑
i=1
(S(0)i )
p
)1=p
=0
∑n
i=1(S
(1)
i )
p−1 S(2)i
(
∑n
i=1(S
(1)
i )p)1−1=p
;
(
n∑
i=1
(S(0)i )
p
)1=p
= 0;
(
n∑
i=1
(S(1)i )
p
)1=p
=0
(
n∑
i=1
(S(2)i )
p
)1=p
;
(
n∑
i=1
(S(0)i )
p
)1=p
= 0;
(
n∑
i=1
(S(1)i )
p
)1=p
= 0
(60)
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S(3;p) :=


∑n
i=1(S
(0)
i )
p−1 S(3)i +3(p−1)
∑n
i=1(S
(0)
i )
p−2 S(1)i S
(2)
i +(p−1) (p−2)
∑n
i=1(S
(0)
i )
p−3 (S(1)i )3
(
∑n
i=1(S
(0)
i )p)1−1=p
+
3(1− p)[∑ni=1(S(0)i )p−1 S(1)i ][∑ni=1(S(0)i )p−1 S(2)i + (p− 1)∑ni=1(S(0)i )p−2 (S(1)i )2]
(
∑n
i=1(S
(0)
i )p)2−1=p
+
(1− p) (1− 2p)[∑ni=1(S(0)i )p−1 S(1)i ]3
(
∑n
i=1(S
(0)
i )p)3−1=p
;
(
n∑
i=1
(S(0)i )
p
)1=p
=0
4
∑n
i=1(S
(1)
i )
p−1 S(3)i + 3(p− 1)
∑n
i=1(S
(1)
i )
p−2 (S(2)i )2
4(
∑n
i=1(S
(1)
i )p)1−1=p
+
3(1− p)[∑ni=1(S(1)i )p−1 S(2)i ]2
4(
∑n
i=1(S
(1)
i )p)2−1=p
;
(
n∑
i=1
(S(0)i )
p
)1=p
= 0;
(
n∑
i=1
(S(1)i )
p
)1=p
=0
∑n
i=1(S
(2)
i )
p−1 S(3)i
(
∑n
i=1(S
(2)
i )p)1−1=p
;
(
n∑
i=1
(S(0)i )
p
)1=p
=0;
(
n∑
i=1
(S(1)i )
p
)1=p
=0;
(
n∑
i=1
(S(2)i )
p
)1=p
=0
(
n∑
i=1
(S(3)i )
p
)1=p
;
(
n∑
i=1
(S(0)i )
p
)1=p
= 0;
(
n∑
i=1
(S(1)i )
p
)1=p
= 0;
(
n∑
i=1
(S(2)i )
p
)1=p
= 0
(61)
Then, we obtain
Theorem 9 (16p¡∞; general case). Let s :R+0 → Cn be an n-dimensional vector function that
is m= 3 times continuously di1erentiable; and let t0 ∈R+0 .
Then,
‖s(t0)‖p = S(0;p); (62)
D1+‖s(t0)‖p = S(1;p); (63)
D2+‖s(t0)‖p = S(2;p); (64)
D3+‖s(t0)‖p = S(3;p); (65)
where S(0;p)-S(3;p) are de5ned by (58)–(61).
438 L. Kohaupt / Journal of Computational and Applied Mathematics 145 (2002) 425–457
Proof. For su/ciently small Ft0¿ 0; we obtain the expansion
‖s(t)‖p = S(0;p) + S(1;p)(t − t0) + S(2;p) (t − t0)
2
2!
+ S(3;p)
(t − t0)3
3!
+ r(t); (66)
where r(t) = o((t − t0)m) for t ∈ [t0; t0 + Ft0].
Remark. It is left to the reader to show that in the case p= 1 resp. p= 2 we get back the results
of Theorem 7 resp. Theorem 8.
Remark. There are some special cases; namely the case p=∞ and the cases p∈ 2N. For; the case
p =∞ needs an extra treatment; and the cases p∈ 2N are the only ones where the norms ‖x‖p;
‖y‖p; and ‖z‖p are used to distinguish the various cases in the de7nition of the right derivatives;
and not the components xi; yi; and zi. For this; see e.g. the case p = 2 and compare the de7nition
of S(0) − S(3) according to (49)–(52) and the de7nition S(0)i − S(3)i according to (25)–(28).
4. Applications
In this section, we apply the obtained results
• to a vibration problem, 7rst without excitation, and then with sinoidal force excitation where the
amplitude is constant or linearly increasing; in the vibration problem, the 7rst right derivative of
the norm of a vector function is used, and the best upper bounds in certain classes of bounds are
determined;
• to the discussion of a function t → ‖x(t)‖2, where the second and third right derivatives D2+‖x(t)‖2
and D3+‖x(t)‖2 are applied.
4.1. Upper bounds for a multi-mass vibration problem
4.1.1. The vibration model and its mathematical description
Consider the multi-mass vibration model in Fig. 1.
The associated initial-value problem is given by
M Qy + By˙ + Ky = f(t); y(0) = y0; y˙(0) = y˙ 0; (67)
Fig. 1. Multi-mass vibration model.
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where y = [y1; : : : ; yn]T and
M =


m1
m2
m3
. . .
mn


; (68)
B=


b1 + b2 −b2
−b2 b2 + b3 −b3
−b3 b3 + b4 −b4
. . . . . . . . .
−bn−1 bn−1 + bn −bn
−bn bn + bn+1


; (69)
K =


k1 + k2 −k2
−k2 k2 + k3 −k3
−k3 k3 + k4 −k4
. . . . . . . . .
−kn−1 kn−1 + kn −kn
−kn kn + kn+1


; (70)
further, the following right-hand sides are used:
f(t) = 0 (a) (free vibration)
f(t) = f0 sin! t (b) (sinoidal force excitation
with constant amplitude)
f(t) = f0 t sin! t (c) (sinoidal force excitation with
linearly increasing amplitude):
Using the state-space description, we obtain
x˙(t) = Ax(t) + g(t); x(0) = x0; (71)
with x = [yT; zT]T; z = y˙, where the system matrix A has the form
A=

 0 E
−M−1K −M−1B

 (72)
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and where the right-hand side is given by
g(t) =
[
0
M−1f(t)
]
: (73)
Let
g0 =
[
0
M−1f0
]
: (74)
Then,
g(t) = 0 in case (a)
g(t) = g0 sin! t in case (b)
g(t) = g0t sin! t in case (c)
As of now, we specify the values as
mj = 1; j = 1; : : : ; n
kj = 1; j = 1; : : : ; n
and
bj =
{
1=2; j even
1=4; j odd:
Then,
M = E;
B=


3
4 − 12
− 12 34 − 14
− 14 34 − 12
. . . . . . . . .
− 14 34 − 12
− 12 34


(if n is even),
K =


2 −1
−1 2 −1
−1 2 −1
. . . . . . . . .
−1 2 −1
−1 2


:
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Fig. 2. y = ‖x(t)‖2 for f(t) = 0 and upper bounds; IC (I).
Further, let
f0 = [0; : : : ; 0;f0; n]T;
where
f0; n =


0; in case (a)
2:0 in case (b)
0:025 in case (c):
We choose n= 5 in this paper so that the state-space vector x(t) has the dimension m= 2 n= 10.
Remark. In Sections 1–3; the vectors have the dimension n. The state vector x(t) has the dimension
m = 2n = 10. But; later on in the Sections 4.1.2 and 4.1.3; we rename the dimension of x(t) to n
(instead of m= 2n) where n= 10. A similar practice has already been employed in the paper [11]
without explicit mentioning.
The initial condition for y(t) is chosen as
y0 = [− 1; 1;−1; 1;−1]T;
and for y˙(t), we consider the following two cases (I) and (II), where initial condition (I) (for short:
IC (I)) is used in Fig. 2 and initial condition (II) in Figs. 3–10:
y˙ 0 = [0; 0; 0; 0; 0]
T; in case (I)
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Fig. 3. y = ‖x(t)‖2 for f(t) = 0 and upper bounds; IC (II).
Fig. 4. y = D1+‖x(t)‖2 for f(t) = 0; IC (II).
and
y˙ 0 = [− 1;−1;−1;−1;−1]T; in case (II):
Finally, for the excitation frequency, we choose
!= 2:0:
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Fig. 5. y = D2+‖x(t)‖2 for f(t) = 0; IC (II).
Fig. 6. y = D3+‖x(t)‖2 for f(t) = 0; IC (II).
4.1.2. Calculations in the norm ‖ · ‖2
Case (a): free vibration: f(t) = 0.
Solution to the problem. As is well-known, the solution to the problem x˙(t) = A x(t); x(0) = x0
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Fig. 7. y = ‖x(t)‖2 for f(t) = f0 sin! t and upper bound; IC (II).
Fig. 8. y = ‖x(t)‖2 for f(t) = f0t sin!t and upper bound; IC (II).
is given by
x(t) = (t)x0 = eA t x0; (75)
where (t) = eAt is called the fundamental matrix or evolution. We remind that the initial condition
(I) is used in Fig. 2 and the initial condition (II) in Figs. 3–10.
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Fig. 9. y = ‖x(t)‖2 for f(t) = f0 t sin!t and upper bound; IC (II).
Best upper bound on ‖x(t)‖2 “near the origin”. In Figs. 2 and 3, ‖x(t)‖∞ is plotted along with
upper bounds; in Figs. 4–6, D1+‖x(t)‖2, D2+‖x(t)‖2, and D3+‖x(t)‖2 are shown.
Both in Figs. 2 and 3, the upper bounds in the interval [0; t∗2 ] “near the origin” are given by
‖x(t)‖26 ‖x(0)‖2 + D1+‖x(0)‖2t + D2+‖x(0)‖2
t2
2!
; (76)
where in Fig. 2,
‖x(0)‖2 := 2:2361
D1+‖x(0)‖2 = 0
D2+‖x(0)‖2 := 21:4663
and in Fig. 3,
‖x(0)‖2 := 3:1623
D1+‖x(0)‖2 := −0:5534
D2+‖x(0)‖2 := 18:1258:
These upper bounds are the best possible ones in the class of polynomials y=
∑N
k=0 D
k
+‖x(0)‖2tk =k!
with N ∈N. For Fig. 3, this is seen from the Figs. 3–5; for Fig. 2, this can be concluded from the
7gures for D1+‖x(t)‖2 and D2+‖x(t)‖2, which are not shown here for the sake of brevity.
Best upper bound on ‖x(t)‖2 “far from the origin” (that is, in the adjacent interval [t∗2 ;∞)).
Again, for every ¿ 0 there exists a constant M;2¿ 0 such that
‖(t)‖26M;2 e(+)t ; t¿ 0;
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where  is the spectral abscissa of the matrix A. As in [11], in the programmes we have chosen the
machine precision  = eps = 2−52 := 2:2204 × 10−16 of MATLAB. From x(t) = (t) x0 = eAtx0, we
obtain
‖x(t)‖26X;2 e(+)t (77)
with
X;2 =M;2‖x0‖2 := 4:4026 resp: := 6:2262 (78)
for IC (I) resp. IC (II) since M;2
:= 1:9689 (see [11]) and ‖x0‖2 =
√
5 if IC (I) resp. ‖x0‖2 =
√
10
if IC (II).
These constants X;2 are not optimal, however. To determine the minimal X;2, let ‖ · ‖ be
any vector norm, for which D1+‖x(t)‖ can be calculated. To obtain the minimal X;2 such that
‖x(t)‖6X e(+)t ; t¿ 0, we proceed similarly as in [11] and seek a place tc where the function
t → x(t) :=X e(+)t ; t¿ 0 (79)
meets the function t → ‖x(t)‖. Thus,
‖x(tc)‖ !=x(tc) (80)
and
D1+‖x(tc)‖ !=x′(tc) = (+ )x(tc): (81)
After elimination of x(tc), we obtain
D1+‖x(tc)‖ !=(+ )‖x(tc)‖; (82)
which is a single nonlinear equation in the single unknown tc.
After tc has been determined numerically from (82), we get X from the relation
X = ‖x(tc)‖ e−(+)tc : (83)
This is now applied to the case ‖x(·)‖ = ‖x(·)‖2. In Fig. 2 (for initial condition (I)), the point of
contact tc;2 is near t = 1:0. We obtain
 := −0:0502;
and
tc;2
:= 0:5652;
X;2
:= 3:0047;
t∗2
:= 0:2607;
where t∗2 is the abscissa of the intersection point between the two upper bounds. In Fig. 3 (for initial
condition (II)), the point of contact tc;2 is near t = 3:0. We obtain
tc;2
:= 2:8795;
X;2
:= 4:2918;
t∗2
:= 0:3723:
Both values of X;2 are smaller than those in (78), respectively.
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Case (b). Sinoidal force excitation with constant amplitude: f(t) = f0 sin!t.
Solution to the problem: The solution to the problem
x˙(t) = A x(t) + g0 sin!t; x(0) = x0 (84)
is given by
x(t) = eA t c0 + a0 sin!t + b0 cos!t (85)
with
c0 = x0 + !(A2 + !2E)−1g0 (86)
a0 =−A(A2 + !2E)−1g0 (87)
b0 =−!(A2 + !2E)−1g0: (88)
Best upper bound on ‖x(t)‖2 “far from the origin” (we restrict ourselves to this case). Starting
with (85), we obtain
‖x(t)‖26 ‖eA t‖2‖c0‖2 + ‖a0 sin!t + b0 cos!t‖2
6X;2 e(+)t + N;2 (89)
with
X;2 =M;2‖c0‖2 := 1:9689× 2:8563 := 5:6238 (90)
and
N;2 = max
t¿0
‖a0 sin!t + b0 cos!t‖2: (91)
The argument !tmax such that
N;2 =max
t¿0
‖a0 sin!t + b0 cos!t‖2
= ‖a0 sin(!tmax) + b0 cos(!tmax)‖2 (92)
is given by
!tmax =
1
2
arctan
(
2(a; b)
‖b‖22 − ‖a‖22
)
with a= a0; b= b0: (93)
Thereby, !tmax
:= −0:7890 (or !tmax =−0:7890 + 2- := 5:4942 if one wants a positive value for t)
and thus
N;2
:= 1:5025: (94)
The value of X;2 in (90) is not optimal, however. In order to determine the minimal value for X;2
in (89), we proceed similarly as above in the case (a). So, let ‖ · ‖ be any vector norm, for which
D1+‖ · ‖ can be determined. Then, we seek a place tc at which the function
t → x(t) :=X e(+)t + N; t¿ 0 (95)
448 L. Kohaupt / Journal of Computational and Applied Mathematics 145 (2002) 425–457
meets the function x(t) in (85). Thus,
‖x(tc)‖ != x(tc) = X e(+)tc + N (96)
and
D1+‖x(tc)‖ != x′(tc) = (+ )X e(+)tc : (97)
These equations lead to
D1+‖x(tc)‖ != (+ )(‖x(tc)‖ − N); (98)
which is a single nonlinear equation in the single unknown tc.
After tc has been determined numerically from (98), we get X from the relation
X = (‖x(tc)‖ − N)e−(+)tc : (99)
This is now applied to the case ‖x(·)‖= ‖x(·)‖2. We obtain the following results
N;2
:= 1:5025;
and
tc;2
:= 2:7445;
X;2
:= 2:4825;
and thus
x;2(t = 0) = X;2 + N;2 = 3:9850:
In Fig. 7, ‖x(t)‖2 for the case (b) is plotted along with the best upper bound x;2(t) with a stepsize
Ft = 0:1.
Case (c). Sinoidal force excitation with linearly increasing amplitude: f(t) = f0t sin!t.
Solution to the problem. According to Section A.1, the solution to the problem
x˙(t) = Ax(t) + g0t sin!t; x(0) = x0 (100)
is given by
x(t) = eAtc0 + a0 sin!t + b0 cos!t
+ t(a1 sin!t + b1 cos!t) (101)
with
c0 = x0 + 2!A(A2 + !2E)−2g0; (102)
a0 =−(A2 − !2E) (A2 + !2E)−2g0; (103)
b0 =−2!A(A2 + !2E)−2g0; (104)
a1 =−A (A2 + !2E)−1g0; (105)
b1 =−!(A2 + !2E)−1g0: (106)
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Best upper bound on ‖x(t)‖2 “far from the origin” (we restrict ourselves to this case). Starting
with (101), we obtain
‖x(t)‖26 ‖eAt‖2‖c0‖2 + ‖a0 sin!t + b0 cos!t‖2 + t‖a1 sin!t + b1 cos!t‖2
6X;2 e(+)t + N;2 + P;2t (107)
with
X;2 =M;2‖c0‖2 := 1:9689× 3:1668 := 6:2351 (108)
and
N;2 = max
t¿0
‖a0 sin!t + b0 cos!t‖2 (109)
P;2 = max
t¿0
‖a1 sin!t + b1 cos!t‖2: (110)
The argument !tmax resp. !t′max such that
N;2 = ‖a0 sin(! tmax) + b0 cos(!tmax)‖2 (111)
resp.
P;2 = ‖a1 sin(!t′max) + b1 cos(!t′max)‖2 (112)
is given by (93) with a= a0; b= b0 resp. a= a1; b= b1.
So, N;2 and P;2 are known.
The value of X;2 in (108) is not optimal, however. In order to determine the minimal value for
X;2, we proceed similarly as above in the case (b). So, let ‖ · ‖ be any vector norm, for which
D1+‖x(t)‖ can be determined. Then, we seek a place tc at which the function
t → x(t) :=X e(+)t + N + Pt; t¿ 0 (113)
meets the function x(t) in (101). Thus,
‖x(tc)‖ != x(tc) = X e(+) tc + N + Ptc (114)
and
D1+‖x(tc)‖ != x′(tc) = (+ )X e(+)tc + P: (115)
These equations lead to
D1+‖x(tc)‖ − P != (+ ) (‖x(tc)‖ − N − Ptc); (116)
which is a single nonlinear equation in the single unknown tc.
After tc has been determined numerically from (116), we get X from the relation
X = (‖x(tc)‖ − N − Ptc) e−(+)tc : (117)
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This is now applied to the case ‖x(·)‖= ‖x(·)‖2. We obtain the following results:
N;2
:= 0:0240;
P;2
:= 0:0188;
and
tc;2
:= 2:8519;
X;2
:= 4:2035;
and thus
x;2(t = 0) = X;2 + N;2 = 4:2275:
In Fig. 8, ‖x(t)‖2 for the case (c) is plotted along with the best upper bound x;2(t) with a stepsize
Ft = 0:1.
Remark. From Fig. 8; it is clear that N;2 + P;2 t is not the least upper bound on the norm of the
stationary part of the solution; ‖xst(t)‖2. So; the calculated value X;2 is only optimal with respect to
the given values for N;2 and P;2. The least upper bound is obtained for N;2 = 0 (cf. Fig. 9) since
P;2 t is an asymptote of ‖xst(t)‖2. Then; tc;2 := 2:8539 and X;2 = x;2(t = 0) := 4:2311.
4.1.3. Calculations in the norm ‖ · ‖∞
For the sake of brevity, we restrict ourselves to the plots of ‖x(t)‖∞ in the cases (a) and (c)
along with their best upper bounds x(t), which are computed similarly as for p= 2.
Case (a): Free vibration: f(t) = 0.
Fig. 10. y = ‖x(t)‖∞ for f(t) = 0 and upper bounds; IC (II).
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Best upper bound on ‖x(t)‖∞ “near the origin”. In Fig. 10, the upper bound in the interval [0; t∗∞]
“near the origin” is given by
‖x(t)‖∞6 ‖x(0)‖∞ + D1+‖x(0)‖∞t
where
‖x(0)‖∞ = 1;
D1+‖x(0)‖∞ = 4:
This upper bound is the best one in the class of polynomials y=
∑N
k=0 D
k
+‖x(0)‖∞tk =k! with N ∈N.
This is justi7ed by Fig. 10 and the plots for D1+‖x(t)‖∞ and D2+‖x(t)‖∞, which are not shown here
for the sake of brevity. (These plots are similar to those of D1+‖(t)‖∞ and D2+‖(t)‖∞ in [11];
but there is a di#erence: D2+‖x(t)‖∞ is positive in a small region, as opposed to D2+‖(t)‖∞, which
is negative throughout the considered interval.)
Best upper bound on ‖x(t)‖∞ “far from the origin” (that is, in the adjacent interval [t∗∞;∞)).
Here, starting with x(t) = eA t x0, we obtain
‖x(t)‖∞6X;∞ e(+)t (118)
where
X;∞ =M;∞‖x0‖∞ := 3:1148× 1 := 3:1148 (119)
(for M;∞
:= 3:1148, see [11]).
This constant X;∞ is not optimal, however. The minimal X;∞ is computed as for p = 2; we
obtain the following numerical values:
tc;∞
:= 3:1291;
X;∞
:= 2:6826;
t∗∞
:= 0:4071:
So, we get an improvement for X;∞.
Case (c): Sinoidal force excitation with linearly increasing amplitude: f(t) = f0t sin!t.
Best upper bound on ‖x(t)‖∞ “far from the origin” (we restrict ourselves to this bound). Starting
with (101), we obtain
‖x(t)‖∞6X;∞ e(+)t + N;∞ + P;∞t t¿ 0 (120)
with
X;∞ =M;∞‖c0‖∞ := 3:1148× 1:0193 := 3:1749 (121)
and
N;∞ =max
t¿0
‖a0 sin!t + b0 cos!t‖∞; (122)
P;∞ =max
t¿0
‖a1 sin!t + b1 cos!t‖∞: (123)
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Fig. 11. y = ‖x(t)‖∞ for f(t) = f0t sin!t and upper bound; IC (II).
For vectors a; b∈Rn, one has
max
t¿0
‖a sin!t + b cos!t‖∞ = max
j=1;:::; n
|aj sin!tj + bj cos!tj| (124)
with
!tj =
1
2
arctan
(
2ajbj
b2j − a2j
)
; j = 1; : : : ; n (125)
if b2j = a2j ; j = 1; : : : ; n. To determine N;∞ resp. P;∞, the relations (124), (125) are applied with
a= a0; b= b0 resp. a= a1; b= b1.
So, N;∞ and P;∞ are known.
The minimal value of X;∞ is computed as for p= 2; we obtain the numerical results:
N;∞
:= 0:0194;
P;∞
:= 0:0181;
and hereby
tc;∞
:= 3:1118;
X;∞
:= 2:5902;
and thus
x;∞(t = 0) = X;∞ + N;∞ = 2:6096:
In Fig. 11, ‖x(t)‖∞ for the case (c) is plotted along with the best upper bound x;∞(t) with a
stepsize Ft = 0:1.
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Fig. 12. y = ‖x(t)‖∞ for f(t) = f0t sin!t and upper bound; IC (II).
Remark. A similar remark as for p = 2 holds with regard to the upper bound N;∞ + P;∞t. For
N;∞ = 0 (cf. Fig. 12); we obtain an asymptote of the stationary part ‖xst(t)‖∞ as well as tc;∞ :=
3:1126 and X;∞ = x;∞(t = 0)
:= 2:6129.
4.2. Discussion of a function t → ‖x(t)‖p
We determine the inJexion points of the function t → ‖x(t)‖2 for initial condition (II) (cf. Fig. 3).
For this, we need the second and third right derivatives D2+‖x(t)‖2 and D3+‖x(t)‖2. We consider the
range 06 t6 25. The conditions D2+‖x(tip)‖2 = 0 and D3+‖x(tip)‖2 =0 deliver the inJexion points.
We then obtain Table 1.
5. Concluding remarks
The di#erential calculus for p-norms of complex-valued vector functions has turned out to be a
powerful and elegant method for obtaining optimal results in the area of upper bounds on the norm
of a vector function. These results with the minimal constants in the considered estimates cannot be
achieved by the methods used so far, in general. So far, similar results could only be obtained for
one-dimensional problems (cf. [18, p. 28, Fig. 2:2-3 or p. 30. Fig. 2:4-1]).
We remark that [10, Lemma 2:1] is needed in the case of vector functions only for p = ∞,
whereas in the case of the fundamental matrix in [11], it is needed for all p∈{1; 2;∞} simply
because the maximum of n numbers is formed there for all these p. Further, we mention in passing
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Table 1
Abscissae of inJexion points and pertinent third
derivatives
xip D3+‖x(tip)‖2
0.2577 −45:6162
1.0122 14.0181
1.8865 −5:7192
4.7228 0.8455
7.2042 −0:8742
10.8503 0.5897
13.2842 −0:6341
16.9342 0.4339
19.3685 −0:4671
23.0179 0.3196
that, in the cited Lemma 2:1 of [10], the functions need only be continuous so that it is applicable
here.
Since max{‖y(t)‖; ‖y˙(t)‖}6 ‖x(t)‖ in Section 4, one can also compute the best upper bounds
on the displacement ‖y(t)‖ and on the velocity ‖y˙(t)‖.
Starting point of the author’s investigation on this subject has been the work of Coppel, Dahlquist,
Desoer=Haneda and LozinskiUi , whose papers [2–4,12] are therefore added to the list of references
even though these papers are not directly used here. Also, Refs. [5,7,8,14–17] contain material related
to the logarithmic derivative.
To obtain examples for optimal upper bounds on the solution of di#erential equations of a
more general type (say, for a di#erential equation with time-dependent system matrix or for a
nonlinear di#erential equation), in every case one has to proceed, in principle, as
follows:
• Derive an upper bound on the solution that de7nes the class of the bound; this upper bound has
one or more constants.
• Determine the best constant(s). If the solution is calculated by a step-by-step method on a grid,
the di#erential calculus cannot be applied, but the constant(s) can be determined in a rather simple
way. If the solution (supposed to be su/ciently smooth) and the upper bound are found on a
whole interval, the best upper bound may be determined by the di#erential calculus just as in [11]
and in this paper, at least in principle.
• More cannot be said at the moment because further research is needed.
The issues of step-by-step methods for the solution of the di#erential equation and of time-
dependent matrices A(t) will be addressed in subsequent papers.
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Appendix A.
A.1. Determination of the solution in the case (c): f(t) = f0t sin!t
The state-space description of the initial-value problem is determined by (71), that is,
x˙(t) = Ax(t) + g(t); x(0) = x0 (A.1)
with
g(t) = g0t sin!t: (A.2)
According to [13, p. 75], its solution is given by the formula
x(t) = (t)x0 +
∫ t
0
(t − /)g(/) d/ (A.3)
or
x(t) = (t)x0 +
∫ t
0
(t − /)/ sin!/ d/g0; (A.4)
that is,
x(t) = eAtx0 + eAt
∫ t
0
/ e−A/ sin!/ d/g0: (A.5)
Now, according to [1, p. 327, no. 463], for numbers a; b∈C and x∈R,∫
x eax sin bx dx=
x eax
a2 + b2
(a sin bx − b cos bx)
− e
ax
(a2 + b2)2
[(a2 − b2) sin b x − 2 a b cos b x]: (A.6)
Correspondingly, a similar formula holds for integrals involving a matrix A, namely,∫
/ e−A/ sin!/ d/= [A2 + !2E]−1/ e−A/(−A sin!/− E! cos!/)
− [A2 + !2E]−2 e−A/[(A2 − !2E) sin!/+ 2A! cos!/] (A.7)
(which may also be derived rigorously using integration by parts). This entails∫ t
0
/ e−A/ sin!/ d/
=[A2 + !2E]−1t e−At[− A sin!t − E! cos!t]
− [A2 + !2E]−2{e−At[(A2 − !2E) sin!t + 2A! cos!t]− 2A!E}: (A.8)
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By substituting (A.8) into (A.5), we 7nally obtain
x(t) = eAtc0 + a0 sin!t + b0 cos!t + t(a1 sin!t + b1 cos!t) (A.9)
with
c0 = x0 + 2!A(A2 + !2E)−2g0; (A.10)
a0 =−(A2 − !2E) (A2 + !2E)−2g0; (A.11)
b0 =−2!A(A2 + !2E)−2g0; (A.12)
a1 =−A(A2 + !2E)−1g0; (A.13)
b1 =−!(A2 + !2E)−1g0: (A.14)
We note that (A2 + !2E)−1 exists since −!2 is not an eigenvalue of A2, because B =0.
A.2. Di1erent representation of Dk+‖s(t0)‖2
In order to obtain a di#erent representation of Dk+‖s(t0)‖2 resembling more that of Dk+‖s(t0)‖∞,
rewrite (49)–(52). First, note that
Re (x; y) = Re
n∑
i=1
xi Vy i =
n∑
i=1
(Re xi Reyi + Im xi Im yi) (A.15)
and
‖x‖2 =
n∑
i=1
(|xi|2)1=2: (A.16)
Hereby, for example, (49) and (50) take the form
S(0) :=
n∑
i=1
(|xi|2)1=2; (A.17)
S(1) :=


∑n
i=1(Re xi Reyi + Im xi Im yi)∑n
i=1(|xi|2)1=2
; x =0
n∑
i=1
(|yi|2)1=2; x = 0:
(A.18)
We leave it to the reader to rewrite also formulae (51) and (52).
A.3. Di1erent representation of Dk+‖s(t0)‖∞
In order to obtain a di#erent representation of Dk+‖s(t0)‖∞ resembling more that of Dk+‖s(t0)‖2,
rewrite (25)–(28). First, note that the scalar product of the complex numbers xi and yi is given by
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(xi; yi) = xi Vy i. Thus, for the real part we obtain Re(xi; yi) = Re xi Reyi + Im xi Im yi and therefore,
S(0)i := |xi|; (A.19)
S(1)i :=


Re (xi; yi)
|xi| ; xi =0;
|yi|; xi = 0:
(A.20)
We leave it to the reader to rewrite also formulae (27) and (28).
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