This paper presents a full 6 DOF microassembly system that features a novel remote center of motion configuration paired with advanced vision and illumination modules, as well as innovative user interaction concepts. Even though the semi-automatic design is primarily focused on the assembly of 3D bio-microrobotic devices out of individual 2.5D MEMS components, it can be configured for a large variety of assembly tasks. A gripper exchange mechanism allows reaching for parts with dimensions ranging from 5-800 m and a micro-fabricated platform featuring a special pattern provides a structured working area. The assembly of a miniature bio-microrobot is presented to demonstrate the dexterity and powerful features of this system. The underlying microassembly station combines multiple concepts for another step towards full manipulation automation in industrial and research applications.
INTRODUCTION
The application of microrobotics to biomedical systems is commonly referred to as bio-microrobotics. Recent developments in sensor and actuator designs towards further miniaturization offer unprecedented possibilities, i.e., for noninvasive surgery and high-precision drug delivery. A prominent example of a commercial bio-microrobot is the PillCam from GIVEN IMAGING (see Figure 1 ). This passive device is swallowed and travels through the body wirelessly transmitting images from the gastrointestinal tract at a frequency of around 2 Hz. The high integration of system components is remarkable but the overall size of 25 × 10 mm still quite large.
The Institute of Robotics and Intelligent Systems (IRIS) introduced microrobotics in the field of ophthalmologic surgery by developing a whole new concept of design and control strategies. The elliptic 3D bio-microrobot shown in Figure 3 (a) is injected into the vitreous humor of the eye and navigated by external magnetic fields with an example coil configuration shown in Figure 3 (b). The device can for example be equipped with a sensor for measuring oxygen concentration in order to locate inadequate oxygen supply (i.e., retinal hypoxia) that is correlated with a number of major diseases such as glaucoma or retinal vein occlusions. Even though current research is focused on developments for eye surgery, the concept can also be used for medical analysis and treatment of other body parts, for example the human blood stream. These examples of highly complex devices demand a high degree of integration of their building blocks. State of the art microfabrication processes are commonly used for manufacturing individual components, but they have their application limitations. The incompatibility of materials and/or manufacturing processes (e.g., CMOS, MOEMS, LIGA) confines design processes. Standard MEMS fabrication processes also limit designs to 2.5D which means that planar sketches on photomasks are linearly extruded along the z-axis. (See Figure 4 for details.)
Microassembly can overcome these limitations and combine arbitrary components to complex hybrid 3D MEMS structures and thus enabling unprecedented capabilities. However, as already stated earlier, the vastly different physics at the microscale require special tools for part handling. Current micromanipulation devices, such as the one designed for an SEM chamber shown in Figure 5 or the cell handling station shown in Figure 6 , require highly trained operators and a tremendous amount of experience, thus limiting the propagation of new ideas and technologies. In addition it also impairs industrial acceptance due to high costs and economic uncertainties. The aggregation of complex hybrid 3D MEMS devices demands advanced microassembly systems which fulfill a set of requirements:
• Tele-operated or automatic assembly of individual components to complex 3D devices with full 6 degrees of freedom.
• Access to the workbench for the easy population and removal of parts and assembled devices.
• Transparent kinematic configuration.
• Integration of advanced vision feedback.
• Flexible design for fast reconfiguration.
• Intuitive interface featuring visual feedback and haptic input devices. A modern microassembly station should become standard laboratory equipment when working with microdevices and as easy to use as a regular microscope, so that only little training is required for efficient operation. 
MICROMANIPULATION SYSTEMS

Overview
Microassembly systems can be divided into two sections, according to their principle of operation: serial assembly or parallel assembly (Böhringer et al. 1999) . In serial assembly objects are assembled part by part following the traditional pick-and-place paradigm. Each element is picked from a part feeder by a robotic manipulator, translated, rotated, and then added to an intermediate position for regrasping or to its final destination. It is a sequential process where one product after the other is assembled. Serial microassembly techniques require advanced sensory feedback of the assembly scene (vision feedback in most cases) as well as high precision positioning and parthandling tools. The automation of serial processes can vary between manual, tele-operated and fully automated assembly. For automated assembly systems, vision based control mechanisms are vital.
The throughput of serial microassembly is limited by the number of micromanipulators in the array and their individual bandwidth. Efficient processing of parts from high-yield batch micro-fabrication processes for industrial applications thus relies on parallel assembly techniques. They can further be subdivided into deterministic approaches, based on a priori knowledge of the location of all parts, and stochastic approaches, where parts are distributed at unknown locations.
Due to the serial nature of the system built within this context we will continue focusing on existing serial assembly systems.
Serial Assembly Systems
The possibility of individually orienting micro-parts with N degrees of freedom generally allows serial assembly systems building more complex micro-structures than their parallel counterparts. Advanced sensory feedback and closed-loop control systems provide full control over the assembly sequence and unmatched flexibility. Serial assembly systems can be further subdivided into master-slave systems, automatic assembly machines, assembly by micro-robots, and micro-factories, and are illustrated in the following. 1) Master-slave systems (Tele-Operation) : This is the basic type of a microassembly system and allows the manually controlled assembly of micro-structures using haptic input devices as well as visual and possibly force feedback. Commands from a human operator are scaled and directly translated to the hardware.
A tele-micro-surgical system which transmits visual, auditory, and tactile information to a surgeon at a different location has been described by (Mitsuishi et al. 1998) . The system allowed the successful suturing of an artificial blood vessel with a diameter of approximately 1 mm over a distance of 700 km.
A prototype miniature robotic instrument consisting of a micro-gripper equipped with semiconductor straingauges as force sensors has been presented by (Menciassi et al. 2001) . The device allowed feeling pulsating fluids in micro-vessels thanks to a haptic force-feedback interface.
2) Automatic assembly machines: The automation of assembly processes is a big challenge for research and strongly demanded by industry. It requires continuous knowledge of all parts involved in the assembly process where most systems rely on visual feedback since it has proven to be very effective at those scales.
A 5 DOF robotic manipulator with ±1 m repeatability has been described by (Dechev et al. 2003 (Dechev et al. , 2004 . The system is fitted with a compliant, passive microgripper that is able to grasp micro-parts, reorient them and assemble them to three-dimensional micro-structures using snap-lock joints. The same authors have recently presented a new version with 6 DOF (Dechev et al. 2006) . It consists of an xyz -stage as a base, and a robotic arm providing the two remaining degrees of freedom and . The system is characterized by a single microscope providing an orthographic view of the working area, large ranges for all rotational axes, and an end effector repeatability of ±2 m.
The development of a workcell for 3D wafer-level assembly of large numbers of micro-machined thin metal parts into holes of silicon wafers has been shown by (Yang et al. 2001 (Yang et al. , 2003 . It consists of a high precision 4 DOF micro-manipulator mounted on a 4 DOF coarse stage, as well as a multi-view imaging system. One of the primary goals of this project has been to demonstrate the feasibility of The only commercially available microassembly system at present is the MEMbler ™ from ZYVEX CORPORATION (Sarkar 2005) . It is a closed-loop, automated 5 DOF robotic pick-and-place system with 25 nm positional accuracy used to assemble micro-components with minimum feature sizes better than 500 nm.
FRAUNHOFER IPT has developed a modular assembly system that offers 6 DOF with a total number of 7 axes (Weck and Peschke 2004) . It combines individual, commercially available translational stages in a cartesian arrangement. The repeatability of each axis is in the order of ±0 5 m and ±0 001 , respectively. Additionally, this system features a fully automatic end effector changing mechanism.
A different focus on the environmental influences on microassembly processes as well as the construction of a controlled climate system can be found in (Zhou et al. 2004 ). The assembly system has 3 DOF and is installed inside an environmental chamber that allows controlling temperature and humidity. Two gripper types for different objects sizes can be mounted in the system together with a micro droplet glue dispenser, and three microscopes are used to observe the scene from different perspectives. The system is operated in manual mode, tele-operated mode with a joystick or automatic mode based on off-line programming data.
3) Assembly by micro-robots:
The manipulation accuracy of conventional macro-scale robots is limited by influences such as fabrication defects, friction, thermal expansion, or computational errors. Due to the high precision requirements these effects are not negligible in microassembly. In addition, macro-scale robots also suffer from mechanical wear and need periodic maintenance and calibration, which makes them expensive (Kratochvil et al. 2004) . As an alternative microrobot-based microassembly systems are proposed that consist of small robots with both transportation and manipulation skills. The devices can mostly be equipped with different types of tools for performing a large range of micromanipulation tasks, such as grasping, transportation, positioning and special processing steps like cutting, scratching and bonding (Koyano and Sato 1996) . The large workspace, team work capabilities, as well as simple robot exchange offers great flexibility. Advanced control mechanisms, high-precision requirements, and interrobot communication are key design issues for this type of assembly system. However, the main limitation of a micro-robot based assembly system often is the insufficient energy autonomy of the micro-robots (Hollis et al. 2004) .
The development of direct driven mobile robots only a few cm 3 in size has been described by (Schmoeckel and Woern 2001) for the use in a larger micromanipulation station described in (Quaid and Hollis 1996) . These devices can perform high precision manipulations with a resolution of up to 20 nm and move at speeds of up to 3 cm/s. A version that is suited for use inside the vacuum chamber of an SEM is called MINIMAN III. Piezoelectric actuators provide translation and rotation in the xy-plane using stick-slip motion (see Breguet et al. 1996) . The achievable resolution of this motion is approximately 20 nm resulting from the resolution of the D/A converters. The manipulation unit is mounted on the platform and consists of a steel ball carrying the end effector. The steel ball is driven by three piezoelectric legs, too. 
4) Micro-factories:
Recently, more research has focused on the overall requirements for the automation of micro assembly processes. The concept of a highly reconfigurable, tabletop-sized microassembly system, capable of automatically assembling series of micro-products is referred to as a micro-factory. Ideally, the microfactory consists of a clean box with a pallet entrance and an exit slot. Within the box are a wide-range manipulator and/or a courier robot, a high precision narrow-range robot and an image processing measurement and control system.
The Minifactory is a modular tabletop precision assembly system for the assembly of small mechatronic products and has been developed over the past years by (Hollis et al. 2004; Quaid and Hollis 1996) . It is essentially an implementation of the agile assembly architecture (AAA) proposed by (Rizzi et al. 1997) . Multiple couriers equipped with planar linear motors glide on a factory floor which serves as the stator and a precision position reference. They carry sub-assemblies to multiple 4 DOF overhead manipulators which can access parts from nearby feeder units. The overhead manipulators have interchangeable modular end effectors and can be equipped with cameras and illumination devices. The strength of this concept has been shown by the automated assembly of small electrets microphones.
A similar idea called MicroFab for the assembly of optical lenses for endoscopes has been presented by (Schuenemann et al. 1997 ). The MicroFab concept was developed to provide innovative medium sized companies with a customized concept for the commercially viable introduction of micro-fabrication technology. The microproduction process center consists of a number of tools, one or more handling units, and standardized input/output interfaces for wafers, substrates, and semi-finished components. The control is decentralized and the modular tools are capable of working separately as well as in linear or cluster-like arrangements. Figure 1 shows an image of the advanced multi-purpose microassembly system. The following sections describe its individual components in more detail, starting off with the mechanical and kinematic configuration, followed by the gripper and platform arrangement, and finishing with the vision and illumination setup.
MICROASSEMBLY SYSTEM SETUP
Mechanical Setup and Kinematic Configuration
The six degrees of freedom manipulator unit is the core component of the IRIS microassembly system. It consists of a four degrees of freedom base unit and a two degrees of freedom gripper unit as shown in Figure 7 .
The strong dependency on visual feedback at the microscale requires that the view volume of the microscopes coincides with both the tip of the tool and the tool's center of motion (TCM) (Sato et al. 1993) . Since the TCM is defined by the configuration of the rotational axes and preferred to be stationary, all rotational axes have to intersect in one point, also referred to as the remote center of motion (RCM). The kinematic configuration in standard notation can be seen in Figure 8 .
The 4 DOF base unit consists of a large backlash-free high-precision rotation table providing rotation around the z-axis. A high-precision xyz-stage
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Figure 7. The 6 DOF manipulator consists of a 4 DOF base unit as well as a 2 DOF gripper unit. They are mounted in such a way that they provide a remote center of motion configuration, i.e., all axes meet at one single location in space, preferentially the tool center point (TCP).
is excentrically mounted on the upper side. In addition, the hollow construction with an inner diameter of 160 mm offers the integration of a rotary ring with a 2-channel pneumatic and a 36-channel electric feed-through, carrying pressurized air and vacuum as well as drive and other control signals, respectively. This design allows infinite rotation around the z-axis and thus simpler kinematic calculations. The rotation table provides a mechanical resolution of 0 001 and a typical eccentricity of 1 4 m. 
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As already mentioned before the round plate on the output side carries the xyz-stage as well as pneumatic and vacuum valves. It also contains a laser diode whose beam is coincident with the rotation axis used for calibration. Additional space allows mounting other components and thus offers flexibility for future developments.
The 2 DOF gripper unit provides the two remaining rotary degrees of movement and around axes x and y, and holds the end effector (microgripper). The unit consists of an arm that is arranged around the dome for design compactness. This arm is directly attached to a Harmonic Drive driven by an electric motor and a drive belt. The backlash-free and quiet operation of the Harmonic Drive as well as the high gear ratio of 560:1 allow movements at high resolution. Similar to the base unit the gearbox also has a hollow shaft that contains two concentric tubes which serve as a conduit for cables as well as the calibration laser beam. Electric wires as well as fibers for optical limit switches are all conducted inside special grooves of the curved arm.
The last rotational degree of freedom is again realized with a miniature Harmonic Drive combination that is attached to the very end of the arm unit. Two manual xy-stages mounted perpendicular to each other are used for alignment of the tool center point with the other rotation axes. Table 1 shows the theoretical system performance of the microassembly station.
Grippers and Workbench
The microassembly station has a flexible tool exchanging mechanism that allows using different types of grippers depending on the demands of the application. Three grippers developed at this institute are briefly presented here.
The mechanical microgripper is basically a pair of tiny FEM optimized tweezers that are actuated by an enveloping sliding tube. Due to limited space inside the dome the drive motor is externally mounted at the gripper flange. A tendon drive system transfers the linear motion to the sliding tube. The miniature tweezer is made out of spring steel, fabricated by micro-wire EDM, and can handle objects ranging up to 800 m at a maximum gripping force of 72 N. This gripper has proven to be very versatile for a large variety of applications and is extremely robust. Further details about this design can be found in (Hess 2004) .
A micro-fabricated MEMS gripper has been developed at this institute and comes in different configurations. The common actuation principle is based on electrostatic forces between numerous comb drives in an array (actuation voltage: ∼0-150 V). The version used here has integrated force-feedback on the same device and can handle objects ranging from 5-200 m with a maximum gripping force of 70 nN. Dealing with objects that small is certainly the big advantage of MEMS grippers. However, their silicon body is very fragile and makes them less robust. Further details about the design of the gripper can be found in (Beyeler et al. 2006) .
As opposed to the tweezer-type mechanical grippers their vacuum counterparts hold parts by sucking them to a depression creating fixture. The big advantage is the low complexity of those devices since they do not have any moving parts. However, the main issue is to control the orientation at which a part is aspirated and released. In addition, vacuum pressure and surface roughness are critical parameters for successful gripping. Table 2 shows a summary of the three gripper types previously discussed. The mechanical microgripper has proven to be the most effective for many assembly situations. For very small parts or biological cells the forcefeedback MEMS gripper is the best solution, whereas the vacuum gripper seems to be the most unreliable type. The workbench of the microassembly station is mounted on top of the xyz-stage of the base unit. It consists of a microfabricated silicon platform surrounded by a printed circuit board which contains patterns for calibration and is designed for mounting a second force-feedback microgripper including readout electronics. Its support structure with an enclosed air-channel creates a low pressure environment just below the through-hole multi-purpose pattern of the platform and thus a constant air inflow. This design simplifies the release of microparts from the gripper, allows the dexterous handling of objects, and keeps them in place.
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Vision and Illumination
As stated before vision sensory feedback is crucial for any micro-handling station. The microassembly station features a maximum of three individually adjustable ring units observing the manipulation scene. The units are attached to a metal ring whose central axis is collinear with the rotation axis (see Figure 9 (a)), and they can be configured with microscope-cameras, glue dispensers, etc., depending on the application. The kinematic configuration of each unit is depicted in the little inset in Figure 8 . The scene itself is surrounded by a metal dome in the form of a hemisphere providing customizable illumination conditions (see Figure 9(b) ).
The main axes of the ring units are tilted down at a 45 angle from horizontal and equally spaced around the center. This configuration is beneficial for reducing the anisotropic sensitivity of microscope lenses that are unable to detect motion along the optical axis. It has been optimized by visualizing camera sensitivity through visual resolvability ellipsoids (refer to Nelson and Khosla 1996 for details). The present configuration uses two BASLER A602fc-2 color cameras on the first two, as well as a glue dispensing device on the third position. A number of previous assembly experiments have shown that correct illumination is essential for micromanipulation tasks. Depending on the surface coating and the part shape one has to adjust light sources so that disturbing reflections and shadows are reduced to a minimum. The present illumination setup consists of three individual systems combined in a compact centered vision dome (Figure 10 ). The dome itself is not only a supporting structure and protection for the workspace, but also creates diffuse ambient (indirect) illumination by the light of twelve high power LEDs reflected at its inner matt-finished surface (see Figure 10(a) ). Each of these emitters provides around 80 lm @ 1 A, yielding a total of 960 lm. Indirect lighting or dome illumination provides a diffuse and homogenous light without reflections, which becomes specifically useful when working with shiny spherical and convex objects.
The second illumination device is a single 1W LED spotlight integrated in the summit of the dome (Figure 10(a) ) and focused on the RCM (Figure 8 ). It offers a bright and concentrated pool of light on the workbench and works best with nonreflective parts or in other situations where strong illumination is needed.
A set of four equally spaced 1W LED spotlight units arranged around the dome at a low angle of 14 are designed to emphasize even the smallest deviations on the surface (Figure 10(b) ). This results in high contrast images of the contours of any outstanding objects. As opposed to commercial low angle illumination systems, this implementation features two operation modes. In static mode, all four LEDs are triggered at the same frequency and zero phase shift. However, in rotation mode, they are triggered sequentially with the same frequency and a phaseshift of one cycle. This effect of rotating lightsources around the center creates shadows on alternating sides and thus allows the creation of depth images that give a more realistic view of the scene. In addition, six high power UV LEDs are arranged at a 45 angle to the horizontal plane for curing UV glue during assembly sessions.
All of the above mentioned light sources can be individually triggered and their power regulated in the range of 0-100%. 
VIRTUAL REALITY INTERFACE
Motivation
The mechanical configuration of the three microscopes provide at least one non-occluded view of the assembly scene regardless of the position of the gripper at any time. This is beneficial both for the operator and the vision system. Problematic illumination conditions, such as shadows and reflections on polished surfaces, can impair the visual quality a lot. In addition, the fixed viewports make it virtually impossible to precisely align components for insertion unless the alignment axis coincides with the optical axis of one of the cameras. This becomes even more problematic due to the orthographic projection model of the microscopes as clearly illustrated in Figure 11 .
Thus, the ability to change the viewport(s) to any desired location or to have multiple viewports of the same scene for precise alignment tasks is a big advantage over a fixed-viewport system. Since the physical movement of microscope-camera units is virtually impracticable and lacks full flexibility of motion, the solution is to recreate the working scene as a virtual environment. This requires threedimensional models of all objects involved which are readily available from the CAD driven design process. A 3D representation also allows the selective hiding of parts, functional coloring, collision detection, etc.-features that simplify the assembly process and make it more safe and intuitive for the operator.
Since the model-based pose retrieval computer vision algorithms also depend on full 3D representations of components the setup of a common repository for 3D geometry becomes apparent. This concept of a common model database and its additional advantages are discussed in the subsequent sections.
The virtualization process can also be driven further towards a virtual assembly process as visualized in Figure 12 . The goal is to keep a digital version of the current state and membership of all objects in the scene. For example, the gripping of a part A with gripper G releases A as a member of the platform P and assigns it to the gripper G. Of course, this technique relies on the full control of the real scene by computer vision.
The primary goal of this work is neither teleoperation (controlling a device over a distance) nor augmented reality (combination of real-world data with virtual elements in order to highlight certain elements). These terms are different from virtual reality (interactive computer simulated environment). However, parts of these other concepts might be implicitly used.
Architecture and Operating Procedure
The virtual reality environment is located on the main workstation but closely interacting with the other two computing entities as visualized in Figure 13 . Motion commands from a 3D input device or a task planner (also referred to as motion events) are sent to the axis control center and an event recorder at the same time. Depending on the mode setting selected by a button on the Phantom Omni ™ the axis control center handles the commands accordingly. In GUI control mode, Figure 13 . Internal structure of the virtual reality environment running on the main workstation.
(CMD: common model database, HW: hardware, RBM: rigid body motion, GUI: graphical user interface).
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regular mouse activity is emulated by the Phantom Omni ™ so that hands stay on the haptic devices all the time. The left mouse click is emulated by a virtual plane that has to be penetrated in space. The plane is defined by a force pointing along positive z direction. The 3D spacemouse is used for controlling the virtual model in this mode. In robot control mode both haptic devices are used for controlling the hardware.
In robot control mode the events are handed over to the virtual reality control center which checks the incoming motion events for consistency and potential collisions. This is done by executing those commands in a reduced virtual environment which only contains the relevant geometry with a certain risk potential. Harmless moves are directly passed to the robot controller for immediate execution whereas all others result in a visual and haptic notification of the user. Position encoder feedback from the hardware is fed back to the virtual reality control center and results in an update of the reduced and the full virtual environment which is then rendered in the GUI.
This procedure ensures that only valid motion commands are sent to the real hardware while all others are blocked on the client side. However, the downside of this dry run is the introduction of a time lag between command and execution.
Scene Graph and Visualization
N -dimensional geometry is commonly stored in hierarchical tree structures known as scene graphs. Each hierarchical entity of a scene graph is called a node, which can hold multiple children, and itself be a child of several parents. Each node can hold multiple data objects called leaves which contain attributes and properties of the corresponding node. Scene graphs usually also implement propagation methods so that properties affecting parents also affect their children.
An extensive evaluation based on several weighted criteria finally led to the open source scene graph library OpenSG. This package provides excellent scene graph functionalities, integrates nicely with other libraries, and is widely used in a large community for a variety of applications. The existence of a number of collision detection libraries based on, or compatible with OpenSG was the decisive factor for the selection.
Setting up the scene graphs for both the microassembly station and the microparts is done by importing 3D geometry that is readily available from the CAD driven design process. Format incompatibilities and some mandatory model modifications, which cannot be done in CAD software, require an additional conversion step that is performed in the digital content creation application Maya. Now that the scene graph is converted to the proper format it can be manipulated within the host application by a set of specifically designed modules. Those include finding nodes, labeling nodes, dumping a scene graph or parts of it to the screen or a file, changing materials, hiding nodes, etc. In addition, navigation and picking functionalities have been implemented so that the geometry is updated according to user input.
The graphical user interface consists of an advanced scene graph visualization widget that dominates one of the two screens (see Figure 14) . The center area can be configured to show a single or four viewports, last with fixed camera orientations top, side, and front. Quick access buttons for zooming, hiding components, changing display modes, as well as screenshot and movie recording are accessible on the right. The scene graph can be displayed in a separate window on the left where there is also a control panel linked to the collision detection module is located.
Virtual Reality Control Center
The core functionality and flexibility of the virtual reality environment is provided by the VR control center module. It basically handles and dispatches incoming motion commands for the visualization module. The design of the VR control center enables free configuration of the mapping of incoming motion commands to outgoing actions in the transform control center. In order to define which element of a received command will control which degree of freedom of the 3D model, a simple XML configuration file (joint control definition file) is fed to the VR control center. In addition, it is possible to define joint limits (the range is limited to min max ) and joint constraints (a motion command can only be connected to a limited set of nodes in the transform control center 4 → ) for every individual axis through XML files, too.
The flexibility of this generic concept allows controlling not only the microassembly station, but also any other robotic setup, whereas exchanging the 3D model as well as the joint configuration, joint constraints, and joint limits files is sufficient. The present system implements the animation of the six degrees of freedom of the manipulator. All other axes, such as the ones for calibration and ring units, are static within the virtual environment since they are not directly relevant to the manipulation procedure.
Collision Avoidance
As already pointed out earlier, collision avoidance is a crucial component in this environment. Position, velocity or trajectory commands are first executed in the virtual reality environment and checked for collisions. Valid commands are then passed over to the hardware controller whereas invalid ones result in a visual and haptic notification of the operator. The collision detection library used here is called CollDet (Zachmann and Weller 2007) and has the big advantage that it directly operates on an OpenSG scene graph.
Collision detection is known to be a computationally intensive task where processing time mainly depends on the number of geometrical entities (collision pairs) as well as their complexity. The present configuration only includes objects that have a realistic potential for collision instead of the whole scene tree. This applies mainly to the constant microassembly station hardware. The inclusion of microparts adds further entities to the queue. The model complexity, on the other hand, is dependent on the pre-processing step of the model conversion procedure. This emphasizes again the importance of complexity reduction at this early stage.
ACCURACY AND PRECISION
Precision and accuracy of the xyz-stage is measured using an optical approach. It consists of a regular microscope that is mounted on a vibration table and faces down to a USAF resolution target with a minimum feature width of 228 cycles/mm mounted on the stage. Static calibration yields a one pixel resolution of 49.2 nm at a precision of ±0 75px = ±0 037 m.
Sixteen individual locations are approached and their positions are optically measured using the target. This procedure is repeated three times in order to account for measurement errors. The optical accuracy is high enough to measure the length of a single regular step of the motor. However, since the accuracy is in the same order of magnitude as a single microstep, the resulting length from a microstep cannot be accurately determined. Hence they have been calculated from the measured length of a single regular step. The play of the xyz-stage is evaluated by approaching a position from the two opposing sides and yields 0.5 m ±0 2 m for the current configuration. Thus, the hardware play is two times bigger than a single microstep as shown in Table 3 .
Precision and accuracy of the DC motor drives is limited by the gearbox combinations and generally 10-100 times lower than the theoretical maximum. The corresponding values are also listed in Table 3 . 
ASSEMBLY OF BIO-MICROROBOTS
The assembly of bio-microrobotic devices starts with a preparation phase where the individual components are laid on the workbench, which has been driven to the loading position beforehand. The location of placement is not critical since the manipulator is capable of reaching any location on the platform. However, putting the parts on the four large outer perforated areas is favorable in order to properly suck them down and not to obstruct any other patterns needed for assembly. The base unit is then driven to the assembly position which is determined by prior calibration.
The actual assembly process is basically a two step process. The first component is picked and placed in an upright position with its slit facing upwards along positive z. Then, the second component is grabbed and inserted perpendicular to the first one. All movements of the manipulator are controller by a human operator. In reality, this process is more complex and subject to stochastic behavior. The first step is illustrated in Figures 15(a) -(c) where a 50 m thick part is inserted Figure 15 . Assembly steps of a bio-microrobot consisting of two identical 2.5D components. in a 60 m slit on the platform. Even though the gripper opening is not big enough to match the width of the part, it can be gripped by squeezing the sharp fingers into the 50 m slit. This procedure has proven to be very reliable even though the maximum allowed force and torque is limited. Despite the vacuum, adhesion forces tend to stick the object to the gripper with the result that it is extremely difficult to have it remain in a fully upright position (see Figure 15(f ) ). Even though the workbench features a limited pattern thickness of 50 m no relevant sideways tilting is observed over a series of experiments.
The second phase of the assembly process is visualized in Figures 15(d)-(f ) . Again, the maximum opening of the gripper is not sufficient to get a hold of the small edge length, so the pipette is used. After a first rough placement there is a chance for proper regripping and insertion. A slit width of 50 m for both elements abruptly stop the sliding in process after half the body length (see Figure 15(d) ). Since friction is not enough to create the necessary normal force, the gripper clasps the upper part and mechanically pushes it down until it reaches the platform.
The cycle time of this assembly experiment varies from 5 to 15 minutes over a series of 20 experiments and strongly depends on the number of trials required for gripping parts that are lying flat on the workbench, thus providing a small contact surface only. Major assembly failure modes include loosing parts from the gripper due to excessive gripping force and/or external contact forces. Problems with releasing parts from gripper tips is often reported in literature but hardly ever observed in the present configuration, primarily due to the active vacuum platform.
CONCLUSIONS
The development of advanced 3D hybrid MEMS devices for bio-medical applications is impossible without feasible microassembly processes. However, complex three-dimensional designs, high integration, and different materials make it impossible to use standard microfabrication processes. Instead, micromanipulation and -assembly concepts provide promising methods for a large variety of tasks. However, the understanding of the vastly different physics at the microscale and the translation to real applications and hardware is crucial for a wide acceptance of microassembly systems in research and industrial applications. We have designed, built and experimentally verified a novel and complete microassembly system, with contains a series of integrated components for advanced vision, illumination, and manipulation. The system stands out due to its capabilities and flexibility for virtually any microassembly tasks.
