Approximations de la probabilité de détection d'une cible mobile by LE CADRE, J. Pierre
Approximations de la probabilite de detection d’une cible
mobile
J.-Pierre Le Cadre
IRISA/CNRS
Campus de Beaulieu
35042, Rennes cedex, France.
lecadre@irisa.fr
Resume { On s’interesse ici au calcul de la probabilite de detection d’une cible mobile, par un capteur xe ou mobile et on
presente une synthese de divers resultats obtenus dans les directions suivantes: suivantes: calcul et approximations de la densite
de presence de la cible p(x; y; t) dans les cas ou l’on dispose d’informations (distributions) sur le cap et la vitesse de celle-ci,
estimation de la probabilite de detection d’une cible diusante par un capteur xe, et enn par un recepteur mobile.
Abstract { The problem we deal with here, is the calculation of the probability of detecting a moving source, either by a
stationary sensor or by a moving receiver. Main results are presented for the following case studies: calculation and approximation
of the spatio-temporal density p(x; y; t) of a moving target, calculation of the probability of detection of a diusing target by a
stationary sensor, and nally by a moving receiver.
1 Introduction
On s’interesse ici au calcul de la probabilite de detection
d’une cible mobile, par un capteur xe ou mobile. Il faut
noter que l’optimisation des eorts de recherche (search
theory) est une etape qui n’est pas consideree ici. Si cette
etape a ete l’objet de nombreuses et profondes etudes de-
puis les travaux fondateurs de B. Koopman [1], un point
commun a toutes celles-ci est la disponibilite des gran-
deurs elementaires que sont d’une part la distribution spatio-
temporelle de la cible et, d’autre part, la probabilite de
detection conditionnelle (aux eorts de recherche) de celle-
ci. En general, celle-ci s’exprime sous la forme p(x; ’(x))
et a l’interpretation suivante: p(x; ’(x)) est la probabilite
de detecter une cible se trouvant dans la cellule x, condi-
tionnellement a un eort de recherche ’(x).
Une hypothese couramment admise est que p(x; ’(x)) =
1− exp(−wx’(x) ); ou wx est "le" facteur de visibilite as-
socie a la cellule x. Ce facteur est une donnee du probleme.
La probabilite (globale) de detection (PD) de la cible est
alors obtenue par integration de ces probabilites condition-
nelles sur l’espace de recherche E; soit PD =
Z
E
p(x; ’(x)) dx
.Les contraintes naturelles sont:
Z
E
’(x)dx = ; ’(x) 
0; 8x 2 E. Cette modelisation est tres generale me^me
si elle repose sur des connaissances a priori: la densite a
priori de la cible, les facteurs de visibilite wx.
C’est dans cette direction que se trouve cet article; a
la fois pour etudier la distribution spatio-temporelle de la
cible (a priori) et les facteurs de visibilite. Ceci dans le but
d’examiner l’influence des divers parametres.Les travaux
sur le sujet sont relativement peu nombreux; soit parce
que la probabilite de detection conditionnelle depend tres
etroitement des caracteristiques du recepteur (et donc de
l’application consideree) et du scenario considere, soit parce
qu’un modele Markovien de cible mobile est susant pour
de nombreuses applications. Ainsi dans le cas d’une re-
cherche multi-periodes, un modele Markovien de mouve-
ment de la cible permet non seulement d’avoir un bon
degre de generalite mais encore de "casser" les problemes
combinatoires (cf algorithme de Brown). Il est aussi pos-
sible de considerer des contraintes sur le comportement
de la cible. Cette approche est parfaitement realiste mais
conduit a des problemes d’optimisation diciles, qui n’ont
ete que recemment resolus [2],[3]. Dans cette perspective,
l’optimisation de la repartition spatio-temporelle des ef-
forts de recherche ’(x; t), sous diverses contraintes, est le
but vise [4].
No^tre but est ici considerablement plus modeste. En gar-
dant tout ceci a l’esprit, on s’attache ici a presenter une
synthese des principaux resultats existants dans les direc-
tions suivantes:
{ Calcul et approximations de la densite de presence
de la cible p(x; y; t) dans les cas ou l’on dispose d’in-
formations (distributions) sur le cap et la vitesse de
celle-ci,
{ Approximation de la probabilite de detection d’une
cible mobile diusante, par un recepteur xe,
{ Approximation de la probabilite de detection d’une
cible mobile par un recepteur mobile.
Puisque le but vise est l’obtention d’approximations ex-
plicites, l’optimisation des eorts de recherche n’est pas
consideree ici.
2 Distribution spatio-temporelle
de la cible
On se limite ici au cas d’une cible se depacant sur un
plan. On considere la situation ou le cap (’) et la vitesse v
de la cible ne sont qu’imparfaitement connus; soient alors
p(’) et p(v) leurs densites respectives. Alors si on designe
par p0(x; y) la distribution initiale de la cible, sa distribu-
tion au temps t sera:
p(x; y; t) =
Z v2
v1
Z ’2
’1
p0(x− t v cos’; y − t v sin ’)
p(’) p(v) d’dv : (1)
Cette expression est tres generale mais nous allons voir que
l’on peut en deduire des expressions tres simples moyen-
nant quelques hypotheses. Le cas le plus simple est bien
su^r celui ou p0(x; y) = (x)(y) (: Dirac), ce qui signie
que l’on conna^t exactement la position initiale. On ob-
tient alors, par passage aux coordonnees polaires (r; ):
p(r; ; t) =
1
r t
p1
r
t

p2() :
On peut aussi etendre ce calcul aux cas ou la distribution
initiale de la cible est arbitraire et est simplement une
densite po(r; ). La distribution initiale est alors consideree
comme une densite de cibles ponctuelles et l’on obtient
alors:
p(x; y; t) =
Z 1
−1
Z 1
−1
p1

[(x−)2+(y−)2]1=2
t

t[(x− )2 + (y − )2]1=2
p2

tan−1

y − 
x− 

p0(; )dd : (2)
Si on suppose, par exemple, que p0(; ) est gaussienne,
centree et a symetrie de revolution (de variance 2), alors
un calcul elementaire [6] conduit a l’expression suivante
de p(r; ; t) (γ = v t):
p(r; ; t) = 122t
R 2
0
R1
0
p1
(
γ
t

p2(’)
 exp (− 122 (r2 − 2γr cos(’− ) + γ2) dγd’ :
Si, de plus, suppose que le cap est uniformement reparti
(sur [0; 2]) et que la vitesse l’est aussi entre v1 et v2, on
obtient ([6], I0 : fonction de Bessel; p
= p(r; ; t)) :
p =
exp(−r2=22)
22(v2 − v1)
Z v2
v1
exp
−v2 r2
22

I0

rvt
2

dv :
Une hypothese supplemenaire est que la vitesse de la cible
est deterministe; un passage a la limite dans l’expression
precedente conduit alors a:
p(r; ; t) =
1
22
exp
−(r2 + v20t2)
22

I0

rv0t
2

On voit alors que la distribution de la cible correspond
a une "vague" qui se deplace en diusant. A la "cre^te"
de la vague (r = v0t), le facteur de l’exponentielle decroit
en 1=t. Toutefois, les hypotheses faites ici sont restrictives
pour de nombreuses applications ou l’on dispose d’infor-
mations a priori sur la trajectoire de la cible. On considere
alors les cas suivants:
{ cap aleatoire, vitesse xee ,
{ cap xe, vitesse aleatoire.
On suppose tout d’abord que le module du vecteur vitesse
est xe (note ici v0), mais que son cap est distribue entre
’1 et ’2. Alors, en utilisant l’approximation de Laplace,
le resultat suivant a ete obtenu [6] (v
2
0t
2
2 !1):
p(r; ; t)  p2()
(2
p
v0t r
exp

− 1
22
(r − v0t)2

:
Si, par contre, le cap est xe (soit ’0 ce cap) et la vitesse
aleatoire, alors on a:
p(r; ; t)  1p
2t
p1
r
t
cos( − ’0

exp
−r2 sin2( − ’0
22

:
3 Probabilite de detection d’une
cible mobile par un capteur xe
Un premier probleme est le calcul de la probabilite de
detection d’ une cible diusante a l’aide d’un detecteur
xe (place a l’origine), dans un domaine carre d’aire A.
Malgre sa simplicite, ce probleme a cependant une cer-
taine importance pratique. Rappelons tout d’abord que
la densite p de probabilite dune cible diusante obeit a
l’equation suivante:
(d=2) r2p = @p
@t
;
ou d est la constante de diusion et r2 est le Laplacien.
En coordonnees cartesiennes et polaires, on obtient res-
pectivement :
(d=2)

@2p
@x2 +
@2p
@y2

= @p@t ;
(d=2)

@2p
@r2 +
1
r2
@2p
@2 +
1
r
@p
@r

= @p@t :
(3)
Il faut, bien su^r, y rajouter les conditions aux limites. Tou-
tefois, le probleme ne semble pas admettre une approxi-
mation susamment explicite dans le cas general. Une
simplication (realiste) est alors de considerer qu’il est a
symetrie centrale; le terme @
2p
@2 est alors nul et on doit
resoudre le probleme ci-dessous:
(d=2)

@2p
@r2
+

1
r
 
@p
@r
 
=
@p
@t
;

sous les contraintes :
@p
@r

r=RA
= 0 ;
p(r; t) = 0 pour r  R ;
p(r; 0) = 1=A pour r > R ;
A : aire totale de recherche;
RA : rayon de l’aire de recherche;
R : rayon detection capteur :
(4)
Dans l’equation ci-dessus p designe une probabilite elementaire
de non-detection. Les hypotheses relatives a la detection
se traduisent par les conditions: p(r; t) = 0 pour r  R
et p(r; 0) = 1=A pour r > R . RA est le rayon de l’aire
de recherche (RA =
p
A=). On notera egalement que la
detection est supoosee e^tre de type "Cookie-Cutter" [8]
(emporte-piece); ce qui signie que la cible est detectee si
elle se trouve dans un disque de rayon R et non detectee
en dehors de ce disque. Enn la condition

@p
@r

r=RA
= 0
exprime le fait que la cible reste a l’interieur du disque
d’aire A et centre en 0; c’est-a-dire que la frontiere est
"reflechissante". De plus, si on designe par PND(t) la pro-
babilite de non-detection au temps t, on a bien su^r:
PND(t) =
Z 2
0
Z RA
R
p(r; t); r drdt :
Revenons maintenant a l’equation (4). Celle-ci peut e^tre
considere comme un "classique" des equations de la dif-
fusion de chaleur [9]. Il y a ainsi des developpements en
series entieres de la solution. Plus precisement, Muskat en
a obtenu la forme ci-dessous:
p(r; t) = −
 
A
 1X
n=1
kn U(nr) exp

−d
2
2n t

;

ou:
kn = [J0(nR)J1(nRA)]

J20 (nR)J21 (nRA)
−1
;
U(nr) = Y1(nRA)J0(nr)− J1(nRA)Y0(nr) :
(5)
Dans les equations ci-dessus, J0; J1; Y0 et Y1 sont, respec-
tivement, les fonctions de Bessel de premiere espece et
d’ordre 0, de premiere espece et d’ordre 1, de deuxieme
espece et d’ordre 0 et enn deuxieme espece et d’ordre 1.
Le scalaire n est la n-ieme plus petite racine positive de
l’equation U( R) = 0. Me^me si (5) a le merite d’exister,
elle est d’interpreation pour le moins dicile. Toutefois,
on peut remarquer que si t devient susamment grand,
p(r; t) est correctement approxime par l’equation suivante:
p(r; t)  −k1
A
U(1r) exp

−d
2
21 t

: (6)
Les autres termes peuvent e^tre negliges dans la mesure ou
ils font intervenir des racines plus grandes de l’equation
U(R) = 0. Pratiquement, ceci a pour implication que
lorsque t est susamment grand, alors la decroissance de
p(r; t) (r xe) est proportionnelle a exp
(− d2 21t. On est
alors en mesure d’approximer convenablement PND(t) =R 2
0
R RA
R
p(r; t); r drdt . En utilisant les identites "clas-
siques"
Z
xJ0(x)dx = xJ1(x) et
Z
xY0(x)dx = xY1(x), on
obtient alors [7]:
PND(t)  [J1(1RA)Y1(1R)− Y1(1RA)J1(1R)]
−

22k1R
A

exp

−d
2
21 t

: (7)
Soit encore PND(t)  K exp (− d2 21 t ; ou la constante
K ne depend que des hypotheses du probleme de detection
(i.e. R etA). Ainsi, pour t susamment grand PND(t) a
la me^me vitesse de decroissance que p(r; t).
Ceci est a rapprocher la formule (semi-empirique) de
Sislioglu [11] qui donne la probabilite de non-detection au
temps t (PND(t)) d’une cible de distribution initiale uni-
forme dans une zone d’aire A et de constante de diusion
d, par un capteur de rayon de detection R :
PND(t) = (1− R2=A) exp(−24:7 Rdt=A3=2) : (8)
Cette formule a ete obtenue a partir d’ajustements de
resultats obtenus par tirages aleatoires. En fait, le pa-
rametre  = RAR a ici une importance considerable et il a
ete montre [7] que tant que ce parametre est susamment
grand devant 1, les approximations donnees ci-dessus sont
tout a fait correctes. Par contre, lorsque  se rapproche
de 1, elles deviennent pluto^t pessimistes. Une constation
identique a ete etablie lorsque t est relativement petit.
Ce resultat peut e^tre compare avec celui obtenu pour le
detection d’une cible en mouvement rectiligne uniforme,
par un capteur de rayon de detection [5], qui conduit a
considerer une fonction de non-detection exponentielle,
fonction de R et du CPA de la cible.
4 Probabilite de detection d’une cible
mobile par un recepteur mobile
Considerons tout d’abord un pavage regulier d’un do-
maine d’aire A par des disques elementaires d’aire R. Si
on designe par  l’angle des triangles equilateraux dont
les sommets sont les centres de 3 disques contigus, alors
un calcul elementaire montre que la fraction (notee p) de
triangle couverte par des disques est [8] (0    =6):
p =
=2 + 3(sin  cos  − )p
3 cos2 
:
En ignorant les eets de bord, le nombre n de disques,
d’angle characteristique , est n = A=(2
p
3R2 cos2 ) (l’aire
d’un triangle equilateral elementaire est
p
3R2 cos2  et
il y a deux fois plus de triangles que de disques). Si n
est donne, l’equation n = A=(2
p
3R2 cos2 ) permet de
determiner  (A=(2
p
3R2 cos2 0)  n  A=(2p3R2 cos2(=6) ).
Le pavage par les disques est sans recouvrement tant que
n n’ excede pas cette limite inferieure et est non lacunaire
des que n excede cette limite superieure.
Examinons maintenant la detection d’une cible mobile
se deplacant dans un domaine rectangulaire de largueur L,
parallelement aux bords de ce rectangle avec une vitesse
u. On suppose, de plus, que le detecteur suit un chemin
donne avec une vitesse v et que son rayon de detection (de
balayage) est W et on designe par  l’angle forme par les
vecteurs vitesse de l’observateur et de la cible. La vitesse
relative w(t) de l’observateur, par rapport a la cible, est
donc:
w(t) =
h
(v cos (t) − u)2 + (v sin (t) )2
i1=2
;
=

u2 + v2 − 2 uv cos (t)1=2 : (9)
Le "taux" maximal de detection est, bien sU^r, egal a 2Rw(t).
La fraction du domaine d’aire A balayee ne peut donc pas
exceder 2R
Z T
0
w(t)dt. Si de plus, on suppose que l’obser-
vateur suit un chemin regulier ("Bow Tie"), revenant a sa
direction initiale en T , alors on a aussi
Z T
0
cos (t) dt = 0.
De plus, d’apres (9), on a aussi:
w(t) 
p
u2 + v2 − uvp
u2 + v2
;
d’ou:R T
0 w(t)dt  T
p
u2 + v2 ;
et, par consequent:
A  2RT pu2 + v2 :
(10)
D’autre part, la largeur de bande "passee" sous le detecteur
de 0 a T est u L T , ce qui siginie que la probabilite de
detection p(T ) est necessairement inferieure au rapport
des deux. On a donc[8] la majoration suivante de p(T ):
p(T )  min
(
1;
2R
L
r
1 +
 v
u
2)
: (11)
Me^me si les hypotheses relatives au mouvement de l’obser-
vateur paraissent relativement restrictives, on a pu consta-
ter que cette borne est aussi une approximation accep-
table.
Si, maintenant, on suppose que l’angle (t) (observ.-
cible) est aleatoire et uniformement reparti sur [0; 2],
alors w est remplacee par ~w,denie par:
~w =
1
2
Z 2
0
p
u2 + v2 − 2uv cos  d :
Apres quelques manipulations [8], on obtient :
~w = 2(u + v)E(K) ;
ou K = 2
p
uv
u+v et:
E(K) =
R =2
0
p
1−K2 sin2 ’ d’ :
(12)
L’integrale E(K) n’a pas d’expression explicite (integrale
elliptique de seconde espece). On peut, toutefois, remar-
quer que c’est une fonction decroissante de K (E(0) =
=2, E(1) = 1). Par ailleurs le parametre K se trouve
toujours compris entre 0 et 1. On peut alors montrer que
~w est toujours superieur au majorant de u et v et convena-
blement approxime par le plus grand de ces deux nombres
(sutout s’ils sont sensiblement dierents).
Il s’agit d’un phenomene surprenant [1], puisque la vitesse
de l’observateur est "accrue" par la vitesse de la cible. En
fait, dans ce cas, la cible a tout intere^t a avoir une vitesse
presque nulle. Le "presque" etant du^ au fait qu’une vitesse
nulle permet de garantir l’optimalite d’une detection ex-
haustive.
5 Conclusion
Apres avoir considere le calcul de la distribution spatio-
temporelle d’une cible mobile, sous diverses hypotheses;
nous avons examine le calcul d’approximations de la detection
d’une cible diusante par un capteur xe, puis par un
capteur mobile. On dispose alors d’outils coherents, per-
mettant de quantier l’influence des divers parametres
et de fournir des modeles de la probabilite de detection.
D’autres eets importants sont l’influence de la detection
de l’eort de recherche de l’observateur par la cible [8] [12],
des variations de fonctions de visibilite et celle des fausses
alarmes [8]. Ceux-ci peuvent modier considerablement la
modelisation des problemes. Sur ces sujets, les references
[8], [5] sont riches d’enseignements.
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