Kriging-based metamodels are popular for approximating computationally expensive black-box simulations, but suffer from an exponential growth of required training samples as the dimensionality of the problem increases. While a Gradient Enhanced Kriging metamodel with less training samples is able to approximate more accurately than a Kriging-based metamodel, it is prohibitively expensive to build for high dimensional problems. This limits the applicabil- 
Introduction
Usage of accurate high-fidelity physics-based computer simulations over controlled real-life experiments has become increasingly common in the past decades.
However, the computational complexity of one single run of such computer simulations with multiple inputs and outputs can be very high. This computational complexity can be reduced with metamodelling where the expensive computer simulation code is replaced by a computationally cheap approximation model.
Metamodelling has gained much attention among researchers over the past two decades. Researchers have proposed various strategies to provide accurate metamodels with minimal computational cost spent on collecting the training data, such as incorporating secondary information, employing data of varying fidelities, intelligent sampling schemes etc. [1, 2, 3, 4, 5] Metamodelling is successfully applied to model deterministic low dimensional problems. An overview of various metamodelling approaches applied to model low dimensional problems is given by Simpson et al. [6] , Jin et al. [7] and Wang et al. [8] . Kriging is popular for approximating deterministic data.
Kriging was popularised by Sacks et al. [9] and further explored by various researchers [10, 11, 12, 13, 14] . Although Kriging is successfully applied over the years to model low dimensional problems, modelling of high dimensional parameter spaces is often limited by the exponentially growing number of training samples, known as the "curse of dimensionality". One of the approaches to alleviate a part of this issue is to exploit the gradient information. Direct gradient incorporation in Kriging along with function data, later known as direct Gradient Enhanced Kriging (GEK), was introduced by Morris et al. [10] . An alternative formulation of GEK where the gradient data is used to augment the function data was introduced by Chung et al. [11] . GEK is also subject to the "curse of dimensionality" as the size of the "correlation" matrix grows and handling of ill-conditioning of the GEK "correlation" matrix also becomes a major challenge. Although this issue can be alleviated to some extent, by discarding sample points that contribute the least information to the GEK "correlation" matrix, as demonstrated in [14] , this problem still persists in high dimensions limiting the potential usage of GEK for high dimensional metamodelling.
In general, solving high dimensional problems can be addressed with various metamodelling techniques such as projection pursuit regression [15] , multivariate adaptive regression splines (MARS) [16] , additive Kriging models [17] , high dimensional model representation (HDMR) [18, 19] etc. Various metamodelling methodologies to tackle high dimensional problems are discussed in [20] .
The HDMR decomposes a high dimensional function f (x) integrable in space
is the number of input variables, or dimensionality) with a unique finite hierarchical correlated function expansion in terms of f (x). HDMR was initially
introduced by [18] and has since been extensively explored by various researchers [21, 22, 23, 24] . Two of the major variants of HDMR, ANOVA-HDMR and Cut-HDMR, were introduced by Rabitz et al. [21, 22] . RS-HDMR was illustrated by Wang et al. [23] and Li et al. [24] . ANOVA-HDMR is constructed by eval- to be known about the function to be modelled while considering the sample budget. In this work, the Cut-HDMR variant is chosen to model high dimensional problems due to its arithmetic simplicity while providing accurate high dimensional metamodels with least sample budget [20, 25, 27] . A Cut-HDMR variant using radial basis functions was recently introduced in [20] along with an adaptive sampling and model construction algorithms with promising results.
The principal contribution of this work is the introduction of a novel and efficient approach to deal with Kriging metamodelling for high dimensional problems and reaping the advantage of exploiting gradient information. In this context, the additional gradient data when available cheaply (in terms of computational cost and computational resources) are incorporated in Kriging models (termed as Gradient Enhanced Kriging based HDMR) along with function data.
Subsequently, the Kriging models with gradient data are compared with Kriging models without gradient data (termed as Ordinary Kriging based HDMR) and also with Radial basis function based models without gradient data (termed as RBF-HDMR) from [27] . The principal motivation for the introduction of Gradient Enhanced Kriging based HDMR (GEK-HDMR) is to investigate how much reduction in number of training sample points can be achieved while modelling high dimensional problems by incorporating the cheaply available gradient data.
One of the other intentions of this paper is the introduction of an accompanying modelling strategy which is used to reduce the overall number of training sample points by identifying/classifying the existing correlations within variables of the high dimensional problem to be modelled and distributing the training samples accordingly. It is achieved by inducting LOLA-Voronoi [26] sequential sampling scheme into the accompanying modelling strategy. The feasibility of the LOLA-Voronoi sequential sampling scheme is demonstrated by comparing it with a "Maximin" space-filling criterion based sequential sampling scheme [44] .
Further, the feasibility of the accompanying modelling strategy is demonstrated by comparing it with a modelling strategy where the existing correlations within variables of the high dimensional problem are not identified while the training samples are distributed using Latin Hypercube Design (LHD) sampling scheme.
Various analytical benchmark functions and one real-life simulation problem of varying dimensionality (10D-100D) are used as test problems.
The remaining part of this paper is organised as follows. The mathematical formulations of GEK-HDMR are elaborated in Section 2. Section 3 discusses the LOLA-Voronoi sequential sampling methodology. Section 4 is dedicated to the introduction of the LOLA-Voronoi sampling based GEK-HDMR modelling algorithm. Section 5 lists the test problems and the error metrics used to assess the metamodel accuracy. Test results are presented and discussed in Section 6
followed by the conclusions.
GEK-HDMR

Cut-HDMR
A HDMR expresses the mapping between the input variables x = (x 1 , x 2 , . . . , x d ) and the output f (x) as [25] ,
Here f 0 is a constant term representing the zero-order effect of f (x). The firstorder term f i (x i ) represents the effect of variable x i acting independently, either linearly or non-linearly, upon the output f (x). The second-order term f ij (x i , x j )
represents the cooperative effect of variables x i and x j , either linearly or nonlinearly, upon the output f (x). The subsequent higher order terms represent the interactive effects of input variables acting together upon the output f (x).
The last term f 12...d (x 1 , x 2 , . . . , x d ) gives any residual dependence of all the input variables combined together to influence the output f (x). For most welldefined high dimensional systems, the higher order interactions are expected to be weak and a second-order HDMR,
can often provide an accurate representation of f (x) [21] . In terms of computational cost and accuracy of HDMR modelling, a Cut-HDMR, which is used in this work, is more attractive than other variants of HDMR [25] . In Cut-HDMR, the component functions are estimated with respect to a cutting point
) and are expressed as,
where x 0 i and x 0 ij are x 0 without elements x i and x ij , respectively; 
wheref
Gradient Enhanced Kriging (GEK)
Mathematical Formulation
Since many publications on Kriging and Gradient Enhanced Kriging can be found in the literature (see Refs. [1, 9, 14, 28, 29, 30, 31, 32, 33] ), we present only the resultant, however self-contained, equations without their proofs. The mathematical form of GEK is composed of two terms: The first part,μ, represents a trend function and the second part is a realisation of a stationary Gaussian random process which captures the local deviations from the trend function. The GEK predictor at a prediction point x * for an arbitrary function
. . .
where ψ contains the correlation between the training sample data and a prediction point x * ; y is the column vector of function values; Ψ is the correlation matrix which contains the correlation between the training sample points; n s is the number of training sample points;ψ contains the correlation between the training sample data and the prediction point x * and their derivatives; andẏ contains both the function values and gradients of the training sample data.
Correlation Function
Correlation between any two sample points is expressed by the correlation function of choice. Various correlation functions can be employed in Kriging to capture the correlation between any two sample points [34, 35, 31, 36] . As correlation functions must be differentiated twice in GEK to provide the correlation between gradient observations, we limit ourselves to the Matérn 2 correlation function can be expressed as [37] ,
where a = 
and
respectively. The notations
denote the correlation between function and u th dimension gradients and correlation between u th dimension gradients and v th dimension gradients, respectively. The direction of differentiation is denoted by i and j with x (i) and x (j) denoting two different samples.
For more elaborate information on deriving the analytical gradients and Hessians of the correlation matrixψ for a correlation function of choice, the reader is referred to [3, 14, 32, 38] .
GEK Model Fitting
The constant trend functionμ for GEK is calculated by means of generalised least squares,μ
The 
whereσ 2 is the estimated GEK variance which can be expressed as,
For more information on how the values of θ can influence the overall metamodel accuracy, the reader is referred to [1, 38] . A detailed analysis of the mathematical aspects (derivation and optimisation) of the concentrated likelihood function is discussed in [14] and [33] .
LOLA-Voronoi
Sequential sampling strategies are commonly used in metamodelling as it is often difficult to know the appropriate size of the training data a priori. Various sequential and adaptive sampling techniques are discussed in [39, 40, 41, 42] .
A recent sampling technique, known as LOLA-Voronoi, is introduced in [26] .
LOLA-Voronoi is a sequential sampling technique which strategically performs trade-off between exploration and exploitation during the sampling process to achieve globally accurate metamodels [26, 43] . Exploration denotes filling the design space as uniformly as possible with sample points whereas exploitation, in the case of LOLA-Voronoi, denotes more sample points concentrated in the nonlinear regions of the design space. In the LOLA-Voronoi sampling technique, exploration is performed with a criterion using Monte Carlo Voronoi approximation whereas exploitation is performed with a criterion based on LOcal Linear
Approximations of the system (LOLA).
The LOLA-Voronoi sampling algorithm starts with an initial set of n l sample points. It is best practice to include the corner points of the design space in the initial set of sample points. Then, the hybrid score for a sample point
is computed as [26] ,
where E(x i ) is the non-linearity measure which is calculated using LOLA and 
The gradient at a sample point is estimated by applying least-squares regression to the neighbouring sample points. The measure of non-linearity E(x i ) is then estimated from how much the true output value at the neighbours differs from the local linear approximation [26] :
where n nl is the number of neighbouring sample points which are chosen to represent the region around x i . In order to estimate Voronoi cell size V (x i ), n r random test points x r j=1,...,nr ∈ D d are generated. Among the test points, the one which is closest to x i is identified and the (relative) size of the corresponding Voronoi cell is estimated as [26] ,
Once the non-linearity measure and the Voronoi cell size are calculated, the sample points are ranked according to the values of the hybrid score (i.e., accord- 
LOLA-Voronoi sampling based GEK-HDMR modelling
The steps involved in a second-order GEK-HDMR model construction are described as follows:
Step I: First-order GEK-HDMR model
In the absence of prior knowledge about the function to be modelled, it is usually chosen in the vicinity of the centre of the design space. Estimate
(2) The LOLA-Voronoi algorithm is applied to each first-order component func- variables of the problem to be modelled.
Step II: Second order GEK-HDMR model on this new dataset is good enough (for example, the relative error is less than a value prescribed by the user), then no higher order terms are modelled as the second-order correlation is observed to be weak. Otherwise, the following step is executed.
(5) All the two-variable combinations in the new dataset are ranked according to the accuracy of the first-order GEK-HDMR model on each two-variable combination. The highest ranked combination corresponds to the largest value of the error criterion (i.e., the error is larger than the user defined value). This indicates that these combinations exhibit second-order correlation, and hence, the corresponding second-order component functions need to be modelled in the following step. This step allows discarding nonexistent or insignificant correlations completely.
(6) The LOLA-Voronoi algorithm is applied to each second-order component function f (x i , x j , x 0 ij ) separately with the similar procedure as mentioned in the steps (2) and (3). The only difference is the generation of two dimensional samples, and GEK models the second-order component functions aŝ
Finally, a second-order GEK-HDMR model is built with all the first-order component functions and the selected second-order component functions. 
1. The GEK-HDMR modelling process starts with choosing a cut point, in this case, x 0 = (0.5, 0.5, 0.5) and estimating the zero-th order effect, f 0 = −3.0. 2 ) now reaches the user defined accuracy level, absolute error < 0.01, the re-modelling is terminated. Finally, a first-order GEK-HDMR is built asf (
using 11 sample points.
4. By performing steps (4) and (5) (an absolute error of 0.01 is used in both steps), it was identified (with 3 test points) that the second-order correlation exist only between variables x 1 and x 3 . Hence, the other twovariable correlations are neglected and only f (x 1 , x 3 , x 0 13 ) is modelled with 4 sample points (see Figure 3d) . Finally, the complete second-order GEK-HDMR model is built, in this case, asf (
Although the LOLA-Voronoi sequential sampling scheme is inducted into the accompanying sampling strategy, in this paper, to generate new sample point(s) or test point(s) in steps (3) -(6), any other sequential sampling scheme can also be used in the place of LOLA-Voronoi sequential sampling scheme. The reason behind employing LOLA-Voronoi sampling scheme, in this paper, is the fact that it can generate the new sample point(s)/ or test point(s) mentioned in steps (3) - (6) with respect to the behaviour of the function to be modelled by achieving a trade-off between exploration and exploitation as mentioned in Section 3. This can be an added advantage at times over the usage of other existing sequential sampling schemes although it needs not be true at all times [26] . In order to gain more insight from this fact, a "Maximin" space-filling criterion based sequential sampling scheme [44] (termed as Maximin sampling scheme in the rest of this paper) is employed while constructing GEK-HDMR models and the results are discussed in Section 6.
The Maximin sampling scheme is a sequential sampling scheme where the sample points are generated based on the Maximin space-filling criterion (or intersite distance) by maximizing the smallest (Euclidean) distance between any two sets of sample points in the design space:
Problem Formulation
Analytical Examples: Benchmark Test Problems
Five analytical benchmark functions, which are listed below, are used as test functions. The gradient values of the benchmark functions with respect to the design variables are analytically calculated. • Function1 [27] 
• Function2 [27] f
where, 
• Function4 (Rosenbrock function) [45]
• Function5 (Sphere function) [45]
Simulation Example: Fluid Structure Interaction Problem
A numerical simulator [46] that determines the difference between a given wall displacement and a calculated wall displacement for a given stiffness distribution along the length of an artery is used as the simulation example. The numerical simulator uses a simplified fluid-structure interaction (FSI) model to identify the stiffness distribution along the length of an artery. The FSI model is one-dimensional in an axisymmetric coordinate system, as depicted in Figure 4 .
It consists of various elastic segments, each with its own stiffness.
The cost function of the problem is the sum over all time steps and all elastic segments of the squared difference between the given radius (r which is shown in Figure 4 ) and the radius obtained during the simulation. The input variables to the solver are the unique parameters (s i ) which define the elasticity modulus (E i ) for each elastic segment as,
and vary from -1 to 1. Hence, the number of input variables is equal to the number of elastic segments present in the artery. The number of input variables can be increased by increasing the number of elastic segments present in the artery, which in turn increases the accuracy of the estimation of wall displacement. E o in Equation 31 is a constant term whose value is provided to the solver. Inside the artery, there is an incompressible blood flow. Furthermore, the interaction between the blood flow and the elastic wall is taken into account. The governing flow equations and the structural equations, which are formulated, discretised and linearised in [46] , are solved separately and the IQN-ILS algorithm [47] is used to perform the coupling iterations to obtain the solution of the coupled problem.
The gradients of the cost function are obtained by solving adjoint flow equations and adjoint structural equations and coupling them using IQN-ILS algo-rithm [47] . In adjoint formulation, the computational cost of estimating gradients is irrespective of the dimensionality of the problem and is solely based on the implementation of the adjoint equations. In this problem, the computational cost of estimating additional gradients at a given sample point is negligible as compared to the computational cost of estimating the function value. For more information on this problem, the readers are referred to [46] . 
Metamodel Assessment
As Kriging based metamodels are statistically unbiased at training sample points, a validation data set which contains n p number of untried uniformly distributed pseudorandom test points is generated, in order to estimate the accuracy of the metamodels. The validation data set contains n p = 10000 and n p = 500 uniformly distributed pseudorandom test points for the analytical and the real-life test problems respectively. Once the validation data set is generated, the metamodel accuracy is assessed on the test points with four different error metrics: R Squared Error (R 2 ), Relative Average Absolute Error (RAAE), Relative Maximum Absolute Error (RMAE) and Normalised Root
Mean Square Error (NRMSE), which can be expressed, respectively, as,
RM AE = max(|y GEK is constrained by the fact that it must also interpolate the gradient data in addition to the function data. This leads to a more well-defined likelihood surface and thus easier estimation of the hyper-parameters, which in turn allows the correlation function to capture the underlying function as realistically as possible to the actual function to be approximated [37] .
Moreover, the advantage of incorporating additional gradient data is significantly visible from the comparison with the RBF-HDMR in [27] (see "Function1" and "Function2" results in Tables 1, 3 
respectively. This is the overall cost incurred by the LHD sampling based OK-HDMR/GEK-HDMR modelling. Here the non-linearity of the first-order and the second-order component functions is not known a priori, thus an equal n s is used for modelling all the first-order and the second-order component functions. 
and Tables 9 and 10 . This is due to the reason that the computational cost of estimating gradient data at a given sample point for all the problems employed in this paper is significantly less than the computational cost of estimating the function data. The gradient data for the benchmark problems are analytically calculated whereas the adjoint formulation is used to estimate the gradient data for the real-life problems. In adjoint formulation, the computational cost of estimating gradient data with respect to all the input variables at a given sample point is completely irrespective of the number of dimensions of the problem [48] . 
Conclusions
