This document presents a technique based on the JBIG algorithm for binary shape coding in both lossless and lossy modes. Because it is applied directly to the bitmap representing the shape information, it bypasses the overhead in computation of an intermediate contour representation and its associated conversions. This leads t o a simpler algorithm which is more suitable for a larger class of shape data. In addition a mechanism is proposed which allows a rate control for lossy coding mode.
INTRODUCTION
Second generation video coding algorithms are also referred t o as object oriented, that is, the scene to be coded is segmented into several regions, each of them coded separately. These regions generally identify objects. Each object is represented by four channels: three color channels and an alpha channel which defines the shape of the object. This alpha channel can be either binary or multilevel. The multilevel case allows for semi-transparent object. However the scope of this paper is limited to the coding of binary alpha channels.
This document presents a universal technique for binary alpha channel coding based on the JBIG algorithm. It can operate either in a scalable or a non-scalable mode. The scalability addressed here is spatial. However it can also be viewed as a quality scalability and lead to a simple rate versus distortion control scheme.
Because it is applied directly to the bitmap representing the shape information, it bypasses the overhead in computation of an intermediate contour representation and its associated conversions. This leads to a simpler algorithm which is more suitable for a larger class of shape data [I].
This document is organized as follows. Section 2 presents some previous work. A non-scalable algorithm is described in section 3 and a scalable one in section 4. Results are shown in section 5 and conclusions drawn in section 6.
PREVIOUS WORK
Quadtree, chain coding, and polygonal approximation techniques are quite popular methods for shape coding. The latter two require a contour representation of the object shape. This representation can be defined in several ways, but it is generally difficult to come up with a representation 0-8186-7919-0/97 $10.00 8 1997 IEEE which handles small details well. Therefore these methods are not good candidates for universal shape coders.
Another approach draws its source from text compression techniques. Langdon and Rissanen [2] proposed an efficient method based on finite state machines and arithmetic coding. The idea is quite simple: the image is coded pixel by pixel in a scanline order. For each pixel, the state of the finite state machine is defined by the values of pixels within a template. This template typically includes pixels in the close vicinity of the pixel to be coded. With each state is associated a probability distribution, which is used to drive the arithmetic coder. Figure 1 shows the two templates that were used.
7-pel template
10-pel template This coding paradigm hLas also been adopted for the JBIG [3] standard. The JBIG standard uses one of two 10-pel templates for non-progressive coding. The first template holds on two lines and the second on three, as shown in figure 2. JBIG further allows a progressive transmission of bi-level images. This is achieved by sucessively transmitting layers of a multiresolution decomposition of the image. 
NON-SCALABLE CODING
Let I be the binary alpha channel to be coded, and w and h the width and height of I , respectively. For each pixel ( z , j ) , I ( z , j ) is defined to be equal to 1 if ( z , j ) belongs to the object, and 0 if it doesn't, where i and j represent the line and column numbers, respectively. The top left corner pixel of I is defined to be a t (0,O).
To achieve a non-scalable coding algorithm, the same principle of a finite state machine as in [2] is applied. The chosen template size is 10 bits, because it offers a good tradeoff between perfomance and memory requirements. More formally, for each pixel ( 2 , j ) the context (state) is defined by C(2,j) = C~= o~k ( i , j ) 2 k .
For the 3-line 10-pel JBIG template the ck's can be defined as:
cq(2,j) = I(2-1,j) c 5 ( i , j ) = I(2-1,j-1)
( 1) cg(2,j) = I ( Z -l , j -2 ) c 7 ( i , j ) = 1 ( 2 -2 , j + l ) c g ( 2 , j ) = I ( 2 -2 , j ) cg(2,j) = I(2-2,j-1) and for the 10-bit template by Langdon and Rissanen:
For all pixels (2, j) outside the bounds of I , I(2, j ) is defined to be zero. The particular order of the ck's doesn't influence the performance of the algorithm, but is here defined for completeness.
Non-adaptive arithmetic coding
Although the use of an adaptive arithmetic coder is common, the probability distribution p ( I ( i , j) I C(2, j ) ) is here defined to be constant. There are several advantages to this. First, less memory is required since less bookkeeping information needs to be stored. Then, the probability distribution can be represented with fixed point numbers, which allows to use an arithmetic coder with no division operation. Representing all probabilities smaller than 0.5 with a power of two can even yield a multiplication free arithmetic coder. However, the latter solution degrades the compression performance and is thus not retained.
The constant. probability distribution p ( I ( 2 , j) I C(2, j ) )
is defined by the analysis of several typical binary alpha channels. For each context Ck, let n k ,~ and n k , l be the sum over all the training set of the number of occurences of zeros and ones, respectively. The probability distribution is then derived according to:
where the bias b is usually set equal to 1 to avoid null probabilities.
SCALABLE CODING
The above presented technique is now further extended to scalable (progressive) coding, as in the JBIG standard [3]. The JBIG multiresolution decomposition algorithm is quite complex since it has to deal with dithered images. For coding object shapes however, a much simpler decompostion algorithm can be used as described in the next paragraph. where V denotes the boolean or operator.
I I , . . . , I"' to as the enhancement layers.
Base layer coding
The base layer I" can be coded using the non-scalable algorithm described in the previous section. However the base layer is generally quite small, and it doesn't hurt very much on the compression performance side to encode it as raw data. This latter solution has thus been adopted.
Enhancement layers coding
The enhacement layers are coded seperately and in descending order, that is from I"-' down t o I o . The coding of each enhancement layer I' is very similar to the non-scalable case described in the previous section. The difference lies in the definition of the 10-pel template In the scalable case, the template includes pixels from previously coded layers.
The context C(z, 3 ) = E",=, ck(2, j)Zk is defined as follows:
The layer I" is referred to as the base layer and where Z = 12/21 and j = 13/21, As for the non-scalable case, for all pixels ( 2 ,~) outside the boundaries of a layer I , I ' ( 2 , j ) is defined to be zero.
This template is different from the one used in JBIG.
Indeed the present template is slightly smaller, and the alignement between the layers is different. The bits CI( and cg correspond to the phases which are defined in the JBIG algorithm.
Rate control
Rate versus distortion control is achieved by coding only a subset of all events. Lossiness is parametrized by a layer number z and a threshold T ranging from 0 to i. Given z and T , all layers k such that k > z are coded as described above, and all layers k such that k < z are not coded at all. At layer z only the events with a probability between T and 1 -T are coded. The other events are considered to have the most probable outcome. At the decoding stage, if
The lossless mode is thus defined by z = 0 and T = 0, and the most lossy mode, in which only the base layer is coded, by z = m and r = 0.
RESULTS
The above described techniques have been implemented using the arithmetic coder described in [4] . The probability values used to drive the arithmetic coder are quantized to 16 bit fixed point numbers.
The test data on which results are presented is the lady objet of the weather sequence (see figure 3) . The frame size is QCIF (176 by 144 pixels) and the number of frames is 100 (sampled at 10 H z ) . The training data is the speakersobject of the news sequence and the kids object of the children sequence. Both are QCIF-sized and 100 frames long. A frame of each sequence is shown is figure 4. the frame, and the number of layers in the progressive mode was set to 4. It appears that the non-progressive mode performs much better than the progressive one. The probable reason for this is probably the slower learning rate of the progressive mode, which uses a 12-bit context, whereas the non-progressive uses a 10-bit one. drawn from the training sequences, and the second drawn from the test sequence itself (inbreeding). The differences between inbreeding or not are small, and the assumption that there is a probability distribution which works well for a large class of sequences is thus verified.
The Further results show that, there is a price to pay for aclditional functionality such as spatial scalabilit,y. Indeed the compressed stream is about 20 percent, longer when using the scalable scheme (see figure 3) . However the probability distribution p ( l ( i , j ) 1 C ( i , j ) ) seems to be qnite constant over different sequences. The average bit. count is reduced by less than 5 percent with an inbreeded distribution. In the scalable case, the performance difference with the JBIG algorithm is even larger. The performance ratio i s around 3. This is probably due to the multiresolution decomposition algorithm of JBIG which is tuned for halftoned images and text, and thus not suitable for binary ma.&.
Lossy coding dramatically reduces the bit. count without, much degrading the image quality, as shown in figure 5.
CONCLUSION
A method based on the JBIG algorithm for coding binary alpha channels has been presented. The JBIG algorithm has been adapted to take into account caracteristics of alpha channels, such as the small data size ( a movie frame has typically many less pixels than a fax page) and the homogeneity of the data (all parts of any alpha channel look pretty much the same, whereas a fax page can contain data as diverse as roman text, kanji text, and dithered images). The adaptive arithmetic coder has been replaced by a nonadaptive one, since the adaptation time is too short and the nature of the data well known. Also the multiresolution decomposition procedure has been changed in consideration with the nature of shape data. However the proposed solution is not unique, and could easily be changed without noticeably affecting the performance of the algorithm.
Simulation results have shown that the proposed method works well (50 to 1 compression ratios) and would be a good candidate for a univeral binary alpha channel coder. Still improvements could be brought, including a motion estimation and compensation scheme. The template could then be changed to include pixels from the previous, motion compensated, binary mask.
