A theoretically exact computational boundary is introduced that is based on modal residual potentials for the spherical geometry. The boundary produces a set of first-order, uncoupled ordinary differential equations for nodal boundary responses, and a set of uncoupled time-stepping equations for modal boundary responses. The two sets are coupled through nodal-modal transformation based on the orthogonal surface functions for the spherical boundary. Numerical results generated with the boundary are presented for a step-wave-excited, elastic, spherical shell submerged in an infinite acoustic medium. Extension of the method to other separable geometries for partial differential equations defined in unbounded domains is mentioned.
I. INTRODUCTION
Following the pioneering papers of Engquist and Majda ͑1977͒ and Bayliss and Turkel ͑1980͒, many researchers have documented the development and application of computational boundaries for infinite-domain problems ͑see, e.g., Geers, 1998; Givoli, 2004; Givoli and Harari, 1998; Tsynkov, 1998; Turkel, 1998; Wolf and Song, 1996͒ . With the aid of Fig. 1 , a three-dimensional computational ͑or artificial or non-reflecting͒ boundary might be defined as "a surface that replaces the infinite exterior volume surrounding an interior volume of interest." This definition excludes infinite elements ͑Bettess, 1992; Astley, 1996͒ and perfectly matched layers ͑Berenger, 1994; Qi and Geers, 1998͒ , although both are widely used to accomplish the purpose of a computational boundary.
Typically, the infinite-domain problem involves a body ͑or bodies͒ of interest embedded in a uniform infinite medium ͑Fig. 1͒. Ideally, the computational boundary would reside on the body's surface, thereby eliminating the need for any medium to be included in the interior volume. In many cases, however, the complex geometry of the body precludes this option.
The essential property of a computational boundary is that it enables one to obtain satisfactorily accurate solutions in the interior volume; this implies, of course, that the boundary does not introduce numerical instabilities. Desirable properties of a computational boundary are as follows:
1. Geometric locality. The boundary hugs the body, which minimizes the size of the interior volume. 2. Spatial locality. Only adjacent surface elements interact at a given time, which produces banded coefficient matrices characteristic of finite-element and finite-difference models. 3. Temporal locality. Only recent data are required to advance the solution in time, which admits efficient computation.
Ease of implementation. Users can readily understand and
implement the boundary, which facilitates the development of "ownware."
The acoustic fields in a radiation problem are the total fields in the medium; hence, a computational boundary for acoustic radiation is formulated in terms of total-field response variables. In contrast, the acoustic fields in a scattering problem are the sums of the respective incident and scattered fields; hence, a computational boundary for acoustic scattering is formulated in terms of scattered-field response variables.
It is convenient to sort computational boundaries into two categories: absorbing boundaries, which are designed to absorb waves propagating outward from the body, and impedance boundaries, which are designed to represent the exterior volume to the interior volume for both propagatingand evanescent-wave components. It has been found that an absorbing boundary can provide properties 2-4, but not property 1 because it absorbs evanescent waves as well as propagating waves. Impedance boundaries can provide properties 1, 3, and 4, but not property 2, because surface representations for evanescent waves are inherently non-local. Hagstrom et al. ͑2008͒ approached bridging the gap between absorbing and impedance boundaries by introducing evanescent modes into the formulation of high-order local absorbing boundaries. This is a good place to mention that a perfectly matched layer corresponds to an absorbing boundary, as it incorporates high dissipation in otherwise compatible layers that en-close the interior volume. Hence, such a boundary is successfully used well away from the body, where the evanescent fields have decayed to negligibility. An array of infinite elements corresponds to an impedance boundary that can provide properties 1-3. It does this by utilizing nodes on "porcupine quills" that extend out into the infinite exterior volume. Although infinite elements are widely used, they have the following limitations: ͑1͒ the geometry of the infinite-element mesh must conform to a separable coordinate system for the wave equation and ͑2͒ improving solution accuracy requires increasing the order of the elements, which may lead to ill-conditioning problems ͑Astley, 2000͒.
A. Early-and late-time boundaries
Theoretically exact and approximate computational boundaries may be constructed through the use of Kirchhoff's integral equation ͑KIE͒, which may be written for pressure p at position R on the boundary and time t as ͑Baker and Copson, 1939͒
͑1͒
where v͑RЈ , t͒ is the normal fluid velocity at the boundary, the overdot denotes a time derivative, t r = t − ͉RЈ − R͉ / c is the retarded time, nЈ is the outward unit normal to the boundary at RЈ, and c is the speed of sound. Laplace transformation of this equation yields
in which the singularity that produces the term on the left side of Eq. ͑1͒ has been retained in the integral on the left side of Eq. ͑2͒. Although KIE possesses property 1, it does not possess properties 2-4. In addition, the time-retarded terms in Eq. ͑1͒ generate numerical-instability problems.
Hence, KIE is not an attractive foundation for a computational boundary. However, KIE is a useful vehicle for the construction of early-time-approximation ͑ETA͒ and late-time-approximation ͑LTA͒ boundaries. Felippa ͑1980͒ and Geers ͑1991͒ systematically constructed three ETA boundaries by ͑1͒ parametrizing the surface around a field point, ͑2͒ noting the region of influence at a prescribed early time, ͑3͒ expanding the surface fields in Fourier series, and ͑4͒ retaining terms of appropriate orders. The results were ETA1: p͑R,t͒ = cv͑R,t͒, ͑3a͒ ETA2: ṗ ͑R,t͒ + c͑R͒p͑R,t͒ = cv ͑R,t͒, ͑3b͒
where and are mean and total curvature ͑Struik, 1961͒. ETA1 is the well-known plane-wave approximation ͑PWA͒.
It is a point relation, which is the quintessence of spatial locality. ETA2 is known as the curved-wave approximation ͑CWA͒, as it introduces the effects of local curvature into ETA1; it is also a point relation. ETA3 adds additional curvature terms, as well as the surface Laplacian, which destroys the point-relation attribute but maintains spatial locality. Equations ͑3a͒-͑3c͒ also proceed from ray theory ͑Marston, 1997͒, which pertains to high acoustic wavenumbers. Hence, they are also high-frequency approximations for continuous surface fields. Early-time boundaries are highly absorptive and spatially local. Geers and Zhang ͑1994͒ and Geers and Toothaker ͑2000͒ systematically constructed three LTA boundaries from the Laplace-transformed KIE by ͑1͒ expanding the exponentials in Maclauren series, ͑2͒ retaining terms of appropriate powers of s, and ͑3͒ inverse-transforming the results. This produced LTA1: ␥p͑R,t͒ = ␤v ͑R,t͒, ͑4a͒
where the Greek symbols ͑with the exception of ͒ denote non-local, spatial integral operators. LTA1 is the well-known added-mass approximation, which governs hydrodynamic flow. LTA2 introduces the first-order effects of compressibility, embodied in the second term on the right, and LTA3 includes both first-and secondorder compressibility effects. LTAs are accurate when the initial conditions for the late-time fields are essentially hydrodynamic and the excitations during the late period produce only low-frequency response. This typically occurs when the radiation or scattering problem is dominated by low-frequency ͑long-acoustic-wavelength͒ components from the start. Late-time boundaries are minimally absorptive and spatially non-local.
B. Impedance boundaries
Doubly asymptotic approximations ͑DAAs͒ produce approximate impedance boundaries for convex, piecewisesmooth surfaces ͑Geers, 1978; Nicolas-Vullierme, 1991; Geers and Zhang, 1994; Wolf and Song, 1996; Geers and Toothaker, 2000͒ . They are highly accurate at both early and late times, and have been found to be surprisingly accurate at intermediate time. As developed with a matching technique that employs ETAs and LTAs, the first three members are DAA1: ṗ ͑R,t͒ + c␤ −1 ␥p͑R,t͒ = cv ͑R,t͒, ͑5a͒
where, again, the Greek symbols ͑with the exceptions of and ͒ denote spatial integral operators. The principal advantage of DAA boundaries is their geometric versatility. Their principal limitation is that improving solution accuracy requires increasing DAA order, the difficulty of which increases dramatically after DAA2 ͑Geers and Toothaker, 2000͒. DAA boundaries are spatially non-local. The Dirichlet-to-Neumann ͑DtN͒ boundary ͑Givoli, 1992; Grote and Keller, 1995a , 1995b is theoretically exact in the context of generalized Fourier series. Although conceptually derivable for any geometry in which the wave equation is separable, only a circular boundary for twodimensional computations and a spherical boundary for three-dimensional computations have been developed. Consider an imaginary spherical surface of radius R in an infinite acoustic domain. On and outside that surface, an outgoing acoustic wave may be described in spherical coordinates ͑r , , ͒ by a displacement potential ͑r , , , t͒, where the acoustic pressure and fluid displacement are obtained from as p = ‫ץ͑‬ 2 / ‫ץ‬t 2 ͒ and u =−ٌ, respectively. It is well established that the potential field on the surface may be expressed as ͑Morse and Ingard, 1968͒
where P n m is the Legendre function of degree n and order m. The spherical DtN boundary for n max = N then has the form ͑Grote and Keller, 1995a͒ 
where the ␣ nj are constants, and superscripts c and s have been suppressed. In Grote and Keller, 1996 , the high-order ODE ͓Eq. ͑8͔͒ is replaced by a set of first-order state equations, but the high-order nature of Eq. ͑8͒ remains. The problem has, however, been ameliorated by Huan and Thompson ͑2000͒ and Thompson and Huan ͑2000͒. The principal advantage of the DtN boundary is that accuracy may be easily and systematically improved by merely increasing N. The principal disadvantages are as follows: ͑1͒ the high order of Eq. ͑8͒ for large n, which raises ill-conditioning questions for large N ͑as in the case of infinite elements͒, ͑2͒ the boundary can only hug bodies that are geometrically compact, and ͑3͒ the formulation is sufficiently complicated that extension to more versatile separable geometries is problematic.
II. RESIDUAL-POTENTIAL BOUNDARY
In this section, we formulate and evaluate a timedependent impedance boundary that possesses the advantages of a DtN boundary but avoids some of its disadvantages. It is based on the concept of the residual-potential, which has been previously employed to solve a variety of canonical problems ͑Geers, 1969 ͑Geers, , 1971 ͑Geers, , 1972 Akkaş and Engin, 1980; Akkaş and Bauld, 1981; Geers and Yen, 1981, 1989; Akkaş, 1985͒ . This residual-potential ͑RP͒ boundary is spherical and spatially non-local.
Again , 1971 , 1972 , 1989 , 1994͒ and Akkaş and his co-workers ͑1980, 1981 , 2002͒ rediscovered these functions, but named them "nonreflecting boundary kernels." The Laplace transform of r n ͑t͒ is given by the following ratio of polynomials ͑Zhang and Geers, 1993͒:
where
For example, the first three residual functions in the s-and t-domains are R 0 ͑s͒ = 0, r 0 ͑t͒ = 0, ͱ 3ct/Rͪ ͬ .
͑12͒
In general, an even-indexed residual function consists of n / 2 pairs of complex-conjugate exponentials, and an oddindexed residual function consists of one real exponential and ͑n −1͒ / 2 pairs of complex-conjugate exponentials. A single r n ͑t͒ serves to determine ͑2n +1͒ nm ͑t͒. Finally, nm ͑0͒ = nm ͑0͒ = 0 and nm ͑0͒ = nm ͑0͒ = 0. The residual functions for n =1-6 are shown in Fig. 2 . Now Eq. ͑10͒ is non-local in time, so we must find an alternate expression for it. One possibility is to take the Laplace transform to get ⌿ nm ͑s͒ = ͑c / R͒R n ͑s͒⌽ nm ͑s͒, introduce Eq. ͑11͒, multiply through by the denominator of Eq. ͑11͒, and inverse-transform to get an nth-order ODE for nm ͑t͒ in terms of nm ͑t͒ and its derivatives ͑Zhang and Geers, 1993͒. However, this parallels the DtN method, leading to the first disadvantage mentioned at the end of Sec. I. A second possibility, the path taken here, is to express R n ͑s͒ as a partial-fraction expansion and inverse-transform the result to obtain
where the constants ␤ n k and n k emerge from the partialfraction expansion. We calculated these constants with the residue function in MATLAB ͑Mathworks, Inc., Natick, MA͒; they are listed in Table I for 1 Յ n Յ 8.
Introducing Eq. ͑13͒ into Eq. ͑10͒ and reversing the order of integration and summation, we obtain
We see that a modal RP response nm ͑t͒ is, in general, a sum of partial responses nm k ͑t͒. For n = 0, the modal RP response is zero for all time. For n = 1 and n = 2, there is only one partial response, which is the modal RP response. For n =3 and n = 4, there are two partial responses for each modal RP response. In general, for n = Q − 1 and n = Q ͑Q even͒, there are Q / 2 partial responses for each modal RP response.
From Eq. ͑15a͒, we write
and then let tЈ = t + ⌬t − and ⌬t = ͑R / c͒⌬t to get the exact stepping formula
which is local in time. For k Ն 1, a somewhat more complicated development ͑but only requiring exponential and trigonometric identities, plus Leibnitz' rule͒ produces from Eq. ͑15b͒ the exact stepping formula,
where C n k = e −␤ n k ⌬t cos͑ n k ⌬t͒ and S n k = e −␤ n k ⌬t sin͑ n k ⌬t͒ / ͑ n k ⌬t͒. Although Eqs. ͑17͒ and ͑18͒ are exact, implementation is approximate, as only a finite number of modes can be considered, and numerical interpolation and differentiation are required. The last two are easily done by taking nm ͑t + ⌬t − ͒ = nm ͑t + ⌬t͒ − ͓ nm ͑t + ⌬t͒ − nm ͑t͔͒ / ⌬t + O͑⌬t 2 ͒ for 0 Յ Յ⌬t, and nm k ͑t͒ = ͓ nm k ͑t + ⌬t͒ − nm k ͑t − ⌬t͔͒ / ͑2⌬t͒ + O͑⌬t 2 ͒. Introducing these into Eqs. ͑17͒ and ͑18͒, we obtain the numerical stepping formulas,
These integrals are readily evaluated in closed form. 
III. NUMERICAL IMPLEMENTATION
To examine the performance of the RP boundary, we introduced it into a spectral-finite-element code previously developed for analysis of the transient interaction between an elastic structure and a surrounding infinite acoustic fluid ͑Sprague and Geers, 2004 . The code admits the possible occurrence of fluid cavitation, which is suppressed here. Our computational procedure exploits the fact that the modal superposition of Eq. ͑6͒ may be applied to both sides of Eq. ͑9͒ to obtain the point relation
With u͑ , , t͒, ͑ , , t͒, ͑ , , t͒, ͑ , , t͒, and ͑ , , t͒ known at all surface nodes of the spectral-finiteelement mesh, advancement from time t to time t + ⌬t proceeds as follows.
͑1͒
At all boundary nodes, calculate
͑2͒ At all boundary nodes, compute predicted values of the radial fluid displacement with
͑3͒ Input the results of Eq. ͑24͒ into the spectral-finiteelement code to calculate all interior-domain nodal responses at time t + ⌬t, including nodal values of ͑ , , t + ⌬t͒, ͑ , , t + ⌬t͒, and ͑ , , t + ⌬t͒ on the boundary. ͑4͒ Compute the modal displacement potentials at time t + ⌬t with
for 0 Յ m Յ n and 0 Յ n Յ N; the integrals are evaluated with Gauss-Lobatto-Legendre quadrature consistent with that employed for the spectral finite elements. ͑5͒ Calculate the partial RP responses at time t + ⌬t with Eqs. ͑19͒. ͑6͒ Compute the modal RP responses at time t + ⌬t with Eq.
͑14͒. ͑7͒ Calculate ͑ , , t + ⌬t͒ at all boundary nodes by modal superposition, as in Eq. ͑6͒. ͑8͒ Determine corrected nodal values u͑ , , t + ⌬t͒ with Eq.
͑21͒.
IV. NUMERICAL RESULTS: STEP-WAVE-EXCITED SPHERICAL SHELL
We present here results for the axisymmetric ͑m =0͒ response of a submerged, empty spherical shell subjected to a plane step wave ͑Huang, 1969; Zhang and Geers, 1993; Huang and Mair, 1996͒ . System properties correspond to a steel shell in water. The ratio of shell thickness to shell radius is h / a = 0.01, the ratio of shell to fluid density is s / = 7.505, the ratio of plate velocity to acoustic fluid velocity is c p / c = 3.517, in which c p = ͓E / s ͑1− 2 ͔͒ 1/2 ; E is Young's Modulus, and is Poisson's ratio. A quarter-symmetry discrete model was employed in which the structure was composed of 150 bilinear shell elements surrounded by a base mesh of hexagonal spectral-finite-elements. Figure 3 shows a representative mesh with the computational boundary located at R =5a. All fluid elements employed 12th-order basis functions ͑i.e., each element was associated with 13 3 = 2197 nodes͒ and non-dimensional time increments of 2.25ϫ 10 −3 for the structure and 2.50ϫ 10 −4 for the fluid were used. Figure 4 shows radial-velocity histories for 0 Յ ct / a Յ 8 at the front ͑ =0°͒ and back ͑ = 180°͒ of the shell calculated with CWA ͑ETA2͒ boundaries at R = 1.08a ͑one layer of fluid elements͒, R =3a, and R =5a. For R =5a, reflections from the boundary are not felt by the shell over the duration 0 Յ ct / a Յ 8, so the histories for R =5a may be considered benchmarks. Shell response for R =3a is affected by boundary reflections after ct / a = 4, but the close agreement between the R =3a histories and their benchmarks demonstrates that the CWA boundary performs well at R =3a. Unfortunately, the volume of fluid contained within the R =3a   FIG. 3 . Representative spectral-finite-element model used for the fluid surrounding the spherical shell; for the model shown, the computational boundary is located at R =5a. boundary is 26 times the volume contained within the shell. For R = 1.08a, this ratio drops to 0.26, but CWA-boundary performance at this location is poor after ct / a =2. Shown in Fig. 5 are the benchmark histories in Fig. 4 accompanied by velocity-response histories calculated with the RP boundary located at R = 1.08a for maximum n values N = 2, 5, and 8. The N = 2 histories are closer than the corresponding CWA histories in Fig. 4 to their benchmark histories, but are still not acceptable. However, the N = 5 histories are nearly coincident with their benchmarks, and the N =8 histories are indistinguishable from their benchmarks. where u N ͑ , t͒ is a velocity history calculated with a RP boundary at R = 1.08a for n max = N and u B ͑ , t͒ is its benchmark history. Convergence is seen to be slow between N = 0 and N = 3, rapid between N = 3 and N = 6, and slow again after that. From Fig. 5 , RMS errors below 0.01 indicate that RP histories are indistinguishable from their benchmark histories. This point is reached at N =7.
V. CONCLUSION
We have formulated and evaluated a spherical, theoretically exact, computational boundary for transient acoustics based on the residual-potential method, which was introduced by the first author some 40 years ago. The boundary is ͑1͒ geometrically local for a compact body, ͑2͒ spatially nonlocal but computationally efficient, ͑3͒ temporally local, and ͑4͒ easy to implement. The uncoupled equations ͑19͒ remain of low order for arbitrarily large values of the modal indices, thereby avoiding ill-conditioning issues. The principal limitation of the boundary is that it loses geometric locality for non-compact bodies. This may be alleviated by developing residual-potential boundaries for other separable coordinate systems, such as the spheroidal and ellipsoidal systems. The feasibility of such an endeavor derives from the benign characteristics of residual-potential functions. 
