Reduced order models representing the dynamic behaviour of symmetric aircraft are well known and can be easily derived from the standard equations of motion. In flight testing, accurate measurements of the dependent variables which describe the linearised reduced order models for a particular flight condition are vital for successful system identification. However, not all the desired measurements such as the rate of change in vertical velocity (Ẇ ) can be accurately measured in practice. In order to determine such variables two possible solutions exist: reconstruction or differentiation. This paper addresses the effect of both methods on the reliability of the parameter estimates. The methods are used in the estimation of the aerodynamic derivatives for the Aerosonde UAV from a recreated flight test scenario in Simulink c . Subsequently, the methods are then applied and compared using real data obtained from flight tests of the Cranfield University Jetstream-31 (G-NFLA) research aircraft.
Introduction
Examples of applying system identification to flight test data of manned aircraft have been widely reported, [1] and [2] . Due to their sometimes unconventional and complex shapes, rapid and effective estimation for UAVs is essential as it may be impossible to obtain suitable data for a UAVs stability characteristics necessary for it to fly without having first flown. For such reasons recent work at Cranfield has concentrated on investigating suitable system identification techniques for use with UAVs [3] . It is important to underline the benefits that could be gained from developing system identification use with UAVs since accurate knowledge of their stability and control characteristics is vital for autonomous flight. Applying System identification (SysID) techniques to the flight test data enables us to maximise the amount of useful information gathered within a given time period. However, it must be stated that measurements easily achieved during wind tunnel tests can prove to be cumbersome in-flight. One such example is the ability to gather high quality data without noise due to atmospheric turbulence.
Furthermore, wind tunnels provide a safer means for testing unstable areas of the flight envelope such as high angle-of-attack (α) or side-slip (β). SysID can also play a role in high-α or -β flight if it is possible to gather sufficient data for analysis during a short excursion into this region of the flight envelope. Usually, flight testing for SysID purposes involves performing small perturbations about a steady and level flight condition known as trim.
Focusing on smaller UAVs (b < 4m) an inherent problem is the difficulty with which reliable air data can be obtained. Without air data and using current practice of differentiation, the required variables for SysID such asẆ andV cannot be obtained. However, one of the aims of this paper is to suggest a solution to this problem wherebyẆ andV can be reconstructed using inertial measurements. In addition, identification using reduced order models helps to reduce the computational complexity which will be of benefit for online/onboard SysID envisaged in future work. Therefore, the research presented is separated into two parts: firstly, an investigation using a Simulink model of the Aerosonde UAV (figure 1) is performed. Secondly, to provide a real-world example, data recorded from the Cranfield University BAe Jetstream-31 aircraft (G-NFLA) is used to verify the simulation results. This paper is divided into five further sections: firstly, the methods used for analysis are presented, secondly the results for a simulated Aerosonde UAV, as well as the results from real flight data are presented. These results are then discussed, and finally, conclusions and future work are outlined.
Method

System Identification Explained
In order to aid the reader, pertinent abbreviations specific to this field and used herein are brought together in the nomenclature. Before discussing the mathematical principles behind the identification techniques it is useful to establish a definition of aircraft system identification. In the context of aerospace, Parameter estimation (PE)/Parameter identification (PID) and System identification (SysID) are frequently used interchangeably and are hence considered synonymous. However, it is important to note that in other fields of identification PID describes a simplified case of SysID; where the system's model is postulated a priori . As early as 1962 Zadeh [5] provided us with a succinct description of system identification: "Identification is the determination, on the basis of observation of input and output, of a system within a specified class of systems to which the system under test is equivalent". More recently Hamel and Jategaonkar [2] presented a simpler definition: "Given the system responses, what is the model? ". Due to the complexity of the methods employed in SysID, the above definitions are a useful means of keeping our final objective in view.
Aircraft System Identification
A summary of the full aircraft SysID procedure can be found in [6] . The SysID process (figure 2) stems from the a priori knowledge of the aircraft and can be seen as a further five distinct steps: experiment design, data compatibility check, model structure determination, parameter estimation and model validation.
In order to be able to perform PE the aircraft needs to be suitably excited so that its underlying dynamics "show themselves". Subsequently, the role of the Data Compatibility Check (DCC) is to provide a means of pre-processing/checking the data before it is used by the PE algorithms; the data is inspected for gross errors such as incorrect signs, data drop-outs and extensive noise [7] . Furthermore, during DCC, reconstruction of measured variables is used to verify the kinematic consistency of the recorded data such as comparing the estimated state against the measured state.
As the data recorded for both the Aerosonde and Jetstream-31 are known to be compatible the DCC step was bypassed. Furthermore, when a postulated aircraft model structure (determined from a priori knowledge [8] ) is used, the model structure determination step is made redundant, and as a result, the current analysis proceeded directly from the experimental measurements to the PE step.
Equation Error
When performing PE, a key decision needs to be made regarding which identification technique should be used. Such a decision needs to be made with the context of the application in mind, and for this work, the aim was to provide timely results, to facilitate real-time implementation. Therefore, it was decided to select the Equation Error (EE) formulation in the time domain for parameter estimation. Simply, EE is a technique which estimates the aircraft parameters with a linear regression using the Ordinary least squares (OLS) technique [6] . In order to apply this technique the equations of motion are assumed to be in the form:
where y is the dependent variable, X 1 , X 2 , ... X n are the n unique regressors and θ 0 , θ 1 , θ 2 , ... θ n are the n unknown parameters which need to be determined. The dependent variables and unique regressors which are the topic of the current paper are assumed to be available either by direct measurement or calculation. The mathematical expression now follows with the measurement equation:
where z(i) is the measured value of the dependent variable y(i) at the i th data point, (i) accounts for the random error corrupting the true value of y(i) and N represents the number of discrete data points taken for the analysis. Writing equation (2) in matrix form yields:
Being able to formulate the problem in matrix form facilitates computational manipulation of the large data sets collected during a test. It must be noted that the members of the EE matrix, are assumed to be uncorrelated with the regressors. Therefore, the values of are represented as white noise with zero mean and variance σ 2 , E[ ] = 0 and E T ] = σ 2 I; note that E is the expectation operator and I represents the identity matrix.
Having outlined the necessary equations for equation (3), the least squares technique can now be used to determine the unknown parameters θ by minimising the cost function for the sum of the squares of the equation error , formulated as:
The minimum is then found by differentiating equation (4) with respect to θ and setting the equation equal to zero:
Hence the normal (orthogonal) equation can be obtained by taking the transpose and re-arranging equation (5):
Here X T X is known as the information matrix because it provides a measure of the information content in the data. Now assuming that the information matrix can be inverted, the normal equation can be re-arranged as follows:
where,θ is the least squares estimate of the true unknown parameter vector θ. The following properties can be outlined for the parameter estimates:
1. They are unbiased, E[θ] = θ 2. They are consistent, so that as the number of data points N increases the least squares estimates converge on the true parameter estimates 3. They are an efficient estimate, such that the parameter covariance is given by:
Having stated the properties above it should be mentioned that for the purposes of the OLS method two important assumptions have been made: 1) the regressors, X n in equation (1) are assumed to be known without error and 2) the noise is assumed to be white and Gaussian. In the case of the simulated Aerosonde UAV these are true, however, in the case of real aircraft data these are both clearly violated. For real data the estimated parameters will be biased and inefficient; the extent to which this occurs is dependent on the noise level, nevertheless, these can be mitigated through the choice of instrumentation and careful data handling [9] .
Reduced Order Models
Using the equations of motion the dynamic behaviour of an aircraft can be accurately described. When performing PE a priori knowledge is crucial to choosing a suitable model to represent the dynamic mode under investigation. In this paper the longitudinal reduced order Short period pitching oscillation (SPPO, equation (8)) and the lateral Dutch roll mode (DR, equation (9)) are used for analysis.
Selection of reduced order models assumes the decoupling of the longitudinal and lateral dynamics; this simplifies PE and is based on the assumption that the air vehicle is symmetric. In the asymmetric case e.g. due to aircraft damage or a change in external stores, the full order equations will be required in order to account for the cross term derivatives due to the potential for cross-coupling between the different dynamic modes [10] . Nevertheless, reduced order models enable us to gain an overview of the characteristics before proceeding with the more complex full-order coupled models.
It is important to understand the effect of determining the state variables on the outcome of the aerodynamic derivatives as these form the basis of the dynamic models capable of describing the behaviour of the aircraft for handling quality and control law design. Converting the aerodynamic derivatives into dimensional form enables us to gain a quantitative understanding of the airframe design from the recorded data. The following body axes models are taken from [8] ; the SPPO model is:
and the Dutch roll model is:
Here it must be noted that the above stability and control derivatives are in concise form, and therefore require manipulation in order to relate them to the physical system.
Reconstruction
The variables that cannot be measured directly, so coined as "unmeasurables", pose a problem that needs to be solved with minimal additional error. During the course of a test, data is recorded from onboard instrumentation such as accelerometers (a x , a y , a z ), angular rate gyros (p, q, r), and air data measurements such as α-vanes to name a few.
However, the ability to measure some variables with current instruments still proves to be difficult, furthermore, in the case of a UAV the cost of such instrumentation and possible weight limitations may further reduce the number of variables that can be measured. Already in the case of the angular accelerationṡ p,q, andṙ instrumentation is not used as differentiation of the direct measurements p, q, and r is suitable and represents current practice [11] , [12] .
W andq are the two unmeasuarables for the reduced order SPPO mode (see section 2.4). Therefore in the SPPO analysisq will be determined from differentiation for both the Aerosonde and Jetstream investigations. Starting from a trim condition, and using the equations of motion for a rigid body, [8] we obtain:
and making the assumption that the motion is decoupled, the reconstruction equation forẆ yields:
In the Dutch roll analysis the unmeasureables arė V ,ṗ andṙ where differentiation of yaw rate r and roll rate p yieldsṙ andṗ respectively. Again assuming that the motion is decoupled and starting from a trim condition:
V is obtained by reconstruction from:
However, in the case of the Aerosonde simulation the measured rates are about the c.g and therefore x off = y off = z off = 0. Equations (11) and (13) further simplify to:Ẇ = a z + qU (14)
Furthermore, for the Aerosonde simulation the recorded data by definition will not include measurement errors, therefore performing either reconstruction or differentiation will not enable us to draw any firm conclusions regarding their performance. However, in comparison to the atmospheric flight test the simulation environment enables us to accurately linearise our aircraft model containing the aerodynamic derivatives hence providing the true values for analysis. A further advantage of using a simulation is that additive noise can be applied specifically to the U , V , W , p, q, r, a y , and a z channels without affecting any of the other channels enabling us to analyse the effects of reconstruction or differentiation on the resulting estimated aerodynamic derivatives.
Differentiation
As one of the aims of this paper is to compare the difference between results for when the state variables are obtained from either reconstruction or differentiation, an explanation of the differentiation technique used to obtainẆ andV for comparison now follows. Using the small angles approximation vertical and lateral velocities can be calculated directly from the air data measurements using:
The method for differentiation is taken from [9] , which incorporates the differentiation as part of a global Fourier smoothing algorithm. Smoothing before differentiation is done to minimise the noise present in the data. The cutoff frequency for the data needs to be chosen in order to remove structural vibrations and other high frequency noise from the measured signals. Currently this is performed using a visual plot of the frequency data, and therefore a Wiener filter is included to account for some of the error due to the manual cutoff frequency selection.
In future work for online use this choice will need to be replaced by either hard coding a pre-selected cutoff value or through additional data metrics, as suggested by [13] . The Fourier transform assumes that the time history g(i) is periodic i.e. g(−N ) = g(1) = g(N ) = 0, so it is necessary to remove the start and end points of the data by subtracting a linear trend from the data before reflecting the data about its origin. Subsequently, the vector of data points with the end points removed is an odd function of time that can be approximated by a Fourier sine series:
and k max is the cutoff frequency chosen from the plot of the Fourier sine series, φ(k) is the Wiener filter weighting at each frequency and b(k) are the Fourier sine series coefficients. The smoothed values are then obtained by adding the linear trend removed from the data:
Following on from this result the derivative of the smoothed signal with respect to time can be obtained by differentiating the sine series and the linear trend that was removed from the smoothed values:
Note that as z(1) and z(N ) are omitted from the global smoothing in cases of severe noisy data this could lead to significant errors. In such cases a local smoothing technique with the same cutoff frequency can be used on the end points before then proceeding with the global smoothing and differentiation method [9] .
Excitation Input
When performing PE the aircraft is excited about a steady, wings level trim condition. To be able to apply the Small Disturbance Theory, [14] excitation manoeuvres should not cause the aircraft to deviate excessively from the trim condition. Using a multistep style input such as a doublet or 3-2-1-1 pulse train (jocularly known as the "poor man's frequency sweep") helps perturb the aircraft without departure from trim. Subsequently, many researchers have looked at developing suitable techniques for such purposes [9] , [11] , and [15] . The main criterion for choosing an input is whether it sufficiently excites the frequency band of interest. Consequently, the doublet input pulse width ∆t needs to be designed to sufficiently target a bandwidth close to the natural frequency ω n . The following equation is suggested by [11] :
Applying equation (21) necessitates knowing the natural frequency a priori, in the simulated case this is straight forward, however, in practice a good initial estimate can be based on empirical data or wind tunnel measurements and then updated as required. The Aerosonde pulse widths were found to be: From previous experience the inputs used for the Aerosonde were chosen to be 2
• elevator and rudder doublets with the respective pulse widths outlined in table 1. In the case of the Jetstream, the available data for the SPPO mode was excited by an elevator impulse.
When performing manoeuvres for SysID it is important to make sure that the excitation is about a Steady level flight (SLF) trim condition. Therefore, considering the longitudinal SPPO mode, this requires the pilot to select the correct pitch attitude using a small constant elevator deflection (η trim ). In the case of the Aerosonde model a positive 2
• elevator doublet was used to target the natural frequency. In the case of the Jetstream, the flight data available was taken from demonstration flights of the SPPO mode where the excitation input consisted of two concatenated elevator impulses performed by the pilot, one positive and one negative.
In either case the trim condition needs to be held constant before applying the excitation. Subsequently, the perturbation values are determined by removing the recorded trim condition from the flight data. This is performed by subtracting the average of each measured variable during the period before the excitation is applied.
Simulated Example
The Aerosonde UAV is a small UAV (b = 2.9m) designed primarily for weather-resonnaissance and remote-sensing missions. It has a twin tail boom with a rear mounted pusher propeller configuration with a speed range of 40 -60kts and a MTOW of 15kg [16] .
The Aerosonde UAV was chosen as an in-house Simulink model was readily available. By definition the outputs from the simulation will not have any of the stochastic noise effects such as those due to atmospheric disturbance, [17] as well as those due to instrument bias and measurement noise encountered during real flight testing. Furthermore, the ability to use the Linmod function within Matlab enables us to recover the full order (6 degrees of freedom) linearised state space equations for the trimmed model which can then be used for comparison with the estimated values.
Approach
In order to investigate the effects of noise on the parameter estimates clean data (direct from the simulation) and noisy data (data with additive noise present) were analysed. The additive noise was placed on the q,q, W,Ẇ , U, and a z outputs required by the estimation model outlined in section 2.4. Furthermore, for the Dutch Roll mode noise was also added to p, r,ṙ, V,V , U, and a y . A standard Gaussian (zero mean and unit variance) noise was added to the channels, such that the signal to noise ratio (S/N) was 5 to 1. The S/N was chosen as it provided representative noise, [18] sufficient to corrupt the signals to test the effects of reconstructing and differentiatingẆ andV on the parameter estimation results. Before performing PE for the conditions with added noise standard practice for flight data analysis was followed by smoothing the data using the Fourier smoothing algorithm developed in [9] . Finally, as a simulation model is being used, the true clean response for the dependent variablesq,Ẇ ,ṙ, andV can be directly compared with the model predicted response and this enables the two methods to be directly compared. 
SPPO Results
In this experiment the Aerosonde model was excited using a 2
• elevator doublet from a SLF trim condition at 48.6 kts (25 m/s) and h of 3048 ft (1000 m figure  3 . The responses from the identified models with signal noise are presented in figure 4 , and the associated state derivative responsesẆ andq are shown in figure 5 . The parameter estimates for the SPPO mode and their standard errors are presented in table 2 for the data without noise and in table 3 for the data with noise. In addition, the parameters from Linmod of the full order system are included in the first column of each table. Finally, the natural frequencies, frequencies of oscillation, and damping ratios for both conditions from reconstruction and differentiation are shown along with the Linmod values in table 4. 
Dutch Roll Results
The lateral analysis was performed for the same trim condition outlined in section 3.2, with the 2
• doublet inputs applied to the rudder. Using equation (21) figure 6 . The predicted V and r model responses for the simulation with noise are shown in figure 7 and figure 8 shows the associated state derivative responses forV andṙ. Table 6 : Derivatives and standard errors (Noise)
The lateral aerodynamic derivatives for the 2 DOF DR model for both conditions are given in tables 5 and 6; again the linearised simulation model DR parameters are presented in the first column of each table. The Dutch roll natural frequencies, frequencies of oscillation, and damping ratios for the respective models are collected in table 7. Table 7 : Frequencies (rad/s) and damping ratios 
Flight Test Example
The BAe Jetstream-31 aircraft was launched in 1978 as a successor to the Handley Page HP-137. Originally designed as a passenger aircraft it has also been deployed in training and maritime defence roles. The aircraft is powered by two Garrett TPE-331-10UG turbo-propellers each capable of producing 701kW (940shp), and can carry 18 passengers with baggage and fuel reserves at a cruising speed of 230 kts (at 25,000ft) with a maximum range of 680nm (1260km) and MTOW 6,950kg. 
Approach
The primary role of the Cranfield Jetstream aircraft (G-NFLA) is to act as a flying classroom to demonstrate flight dynamics. As a part of such demonstrations, manoeuvres that excite the aircraft's dynamic modes are performed by the crew in accordance with CAA regulations; subsequently this restricts the types of inputs that can be used. The aircraft is equipped with several sensors which enable its dynamic response to be recorded. Flight data for the SPPO mode to test the effects of reconstruction and differentiation ofẆ on the parameter estimates were made available. Certain sensors such as the α-vane, output analogue signals, and therefore, require digitisation of the data; this introduces an associated time delay (see [19] ).
Furthermore, the data onboard the aircraft is smoothed by a hardwired low-pass second order butterworth filter with the cutoff frequency set at 8Hz; nevertheless, some noise is still present in the recorded signals. To evaluate the identified models we cannot rely on an independent linearised model such as for the Aerosonde UAV since one does not exist. Therefore, the only means to evaluate the models is to compare their predicted time histories for data from a different manoeuvre under the same flight conditions and excitation input. A close match between the predicted output and the validation data time histories is then used to indicate whether the aircraft dynamics have suitably been captured.
Jetstream Results
The results shown are for the following trim condition: V T AS = 170kts (87.4 m/s), h = 6080ft (1853m) and a c.g. of 23% MAC. The estimated derivatives are presented in table 8 alongside the standard errors. The validation responses from the estimated reduced order models by the two methods for: the heave (W ), and pitch rate (q) are plotted in figure  10 , where the reconstruction and differentiation are denoted by Rec (dotted line) and Dif (dash-dotted line), and compared with the measured flight data denoted by Measured-IRS (solid line). The state derivative response plots can be seen in figure 11 state derivative responses with noise, figure 5 , can be seen to follow the clean simulation outputs. In the case with noise the z η , m q , and m η estimated derivatives for both methods have the largest discrepancies from the linearised values, and have the greatest parameter standard errors.
Comparing the linearised natural frequency ω sp = 11.37 rad/s with the predicted values in table 4, the clean data cases predict similar frequencies that are ∼0.2 rad/s higher, and the noise cases predict lower frequencies. In the cases with noise, the differentiated natural frequency is ω sp = 11.25 rad/s and the lower reconstruction estimate is ω sp = 10.66 rad/s. Referring to the respective damping ratios, the results with noise show a reduction in damping ratio, with the differentiation method having the lowest value, ζ = 0.2932 compared to ζ = 0.3176 for reconstruction. These differences can be explained by observing the principal derivatives that define the SPPO dynamics, z w , m w and m q .
With reference to table 3, the principal difference can be seen in the z w and m q derivatives. For z w , the differentiated and reconstructed values are -4.489 and -3.594 respectively, which are close to the linearised value of -4.139. However, in the case of m q the differentiation and reconstruction values are -2.110 and -3.179, respectively, which are both significantly higher than the linearised value of -6.035. Therefore, the high m q estimate can be seen as the culprit responsible for the lower estimated natural frequencies and damping ratios due to the resultant products and sums between the respective m q and z w values. Finally, it is important to highlight that the 2 DOF parameter estimates are being compared with the 6 DOF linearised model values. As a result the latter will contain more information and leads to such differences in the parameter estimates. Overall the reconstructedẆ data was able to provide similar reliable results to those determined with the differentiatedẆ .
DR: Observing the side velocity and yaw rate responses in figures 6 and 7; following the excitation the predicted response for both methods matches closely with the simulation output. The presence of signal noise can be seen to slightly offset the predicted responses in figure 7 ; the state derivative responses in figure 8 follow the general trend of the clean simulation data. The estimated parameters with no noise, in table 5, show good agreement between both methods and have low standard errors. In the presence of signal noise the majority of derivatives matched the linearised values well. Comparing the parameter estimates in tables 5 and 6 it can be seen that the reconstructed estimates have mostly lower standard errors. The largest discrepancies occur for the side velocity terms y v and n v , with both approximately 50% of the linearised values; despite this, the predicted responses matched well. A possible explanation for this occurring could be due to the Ordinary least squares fit, which simply returns the best parameters which minimise the equation error without applying any weighting on the regressors.
The predicted natural frequencies in table 7 showed good agreement, with the reconstructed method's results being slightly lower. Nevertheless, the associated damping ratios for the reconstructed method matched the linearised values closer in both the clean and noise cases. Primarily, the yawing moments (n v , n r , and n ζ ) will have some contributions due to roll which in the present model (see equation (9) in section 2.4) are not accounted for due to the 2 DOF model. Furthermore, in theV reconstruction equation (equation (15) ) the effects due to roll were also eliminated, and therefore, could be responsible for the differences in y v and n v , and the difficulty in capturing the DR mode n v when signal noise is added.
As an aside while undertaking this research the authors found that the choice of input to excite the model had a significant effect on the predicted time history fit. Subsequently, this led to the selection of elevator and rudder doublet inputs targeted to excite the target bandwidth of the Aerosonde closest to its natural frequency which minimised the offset and respected the small perturbation assumption.
Jetstream
The evaluation of the Jetstream 2 DOF SPPO models can only be validated by using the estimated model parameters from the test case and observing their predicted responses for a different set of data. The difference between the results from the two techniques are difficult to discern as highlighted by the responses in figures 10 and 11 with both techniques showing good tracking of the measured response.
Analysing the short period parameter estimates in table 8 the z q , z η and m η derivatives have the largest standard errors, however, the respective standard errors for the reconstructed case were lower. As a rule of thumb the z q estimate should approximately equal V T AS , which in this test case was 87.4 m/s, with the reconstructed estimate providing the closest match. It should also be highlighted that the signs of z η do not agree, as the estimate for the differentiated method is positive and has the overall highest standard error for a parameter. Nevertheless, the m q derivatives are both negative; this derivative accounts for the dynamics in the SPPO model as it describes the pitch damping of the oscillatory mode. Previous work [20] has highlighted the sensitivity in identifying the correct sign of m q due to the downwash lag effects from the wing on the tail plane.
The results for the flight test example agree with the SPPO simulation results: that the reconstruction technique can be used to determine the "unmeasurable"Ẇ . Nevertheless, the downside to depending solely on the inertial system in practice is that such a system will be adversely impacted by the presence of external atmospheric disturbances. As a result the reconstruction method is better suited for use on short data recordings, such as those associated with a small perturbation about trim as opposed to replacing air data systems for routine use. Therefore, reconstruction provides an alternative means to evaluate the unmeasurable termsẆ andV for use in UAV parameter estimation should air data not be available.
Conclusions & Future Work
Following this investigation it was found that the reconstruction ofẆ andV provided reliable results for the SPPO and DR modes respectively. The ability to capture the main underlying dynamics with reduced order models was demonstrated for the case of a simulated UAV and the longitudinal SPPO mode for the Jetstream-31 Laboratory Aircraft (G-NFLA).
Leading on from the present work the opportunity exists to further investigate using the reconstruction method and reduced order a priori models, to perform online UAV parameter estimation. Considering research into parameter estimation for UAVs, the ability to use 2 DOF models will be of great benefit as it reduces the computational complexity of the calculations. Future work will need to address the onboard UAV data processing requirements, in addition to the necessary modifications for the estimation algorithm for online identification. Furthermore, an investigation into quantifying the effects of sensor noise and atmospheric turbulence on the reliability of UAV parameter estimation results using currently available test instrumentation would also be a worthwhile contribution.
