In the networking designing phase, the network needs to be built according to certain indicators to ensure that the network has the ideal functions and can work smoothly. From a modeling perspective, each site in the network is represented by a vertex, channels between sites are represented by edges, and thus the entire network can be denoted as a graph. Problems in the network can be transformed into corresponding graph problems. In particular, the feasibility of data transmission can be transformed into the existence of fractional factors in network graph. This note gives an independent set neighborhood union condition for the existence of fractional factors in a special setting, and shows that the neighborhood union condition is sharp.
Introduction
In the initial stage of network designing, scientists pre-conceive what requirements the built network needs to meet, and then plan the structure of the network as needed, including the distribution of the sites and the channels between the sites. In mathematical modelling, each site is represented by a vertex, and the channel connecting the two sites is represented by an edge. The direction of the edge is de ned according to the direction of information ow between the two sites, and the undirected edge implies two-directional ow between the two sites.
As a result, problems in the network, in particular problems in the network designing phase, can be described by the problems in a network graph. In the design of the transmission network, we always require the network as a whole to achieve the pre-conceived transmission requirements, especially when some channels are not working properly due to failure or being under attacked for some unexpected reasons, the entire network is unobstructed. The problem of the transmission of data packets within a certain range within the network is equivalent to the existence of the fractional factor, from the graph theory point of view. In addition, the smooth procedure transmission under the condition that some channels that can't are not work is equivalent to the fractional deleted graph problem in graph theory. That is, after deleting given number of edges, the fractional factor still exists.
In this note, we discuss the theoretical problem from graph theory point of view, and consider each network as a simple graph (loopless, nite multiple edges). Let G be a graph with vertex set V(G) and edge set E(G). Some fundamental notations are listed as follows (set S ⊆ V(G)):
• n: order of graph, i.e., n = |V(G)|;
• a matching M of G: a subset of E(G) such that no two elements are adjacent; • e G (S, T) (here S and T are vertex-disjoint subsets of G): |{e = xy|x ∈ S, y ∈ T}|. The terminologies used in this paper but unde ned here can be referred to Bondy and Murty [1] .
Assume that g and f are two integer-valued functions
Anstee [2] determined the necessary and su cient condition for the existence of a fractional (g, f )-factor which is manifested as follows. Theorem 1. (Anstee [2] ) Let G be a graph, and let g, f : V(G) → { , , , · · · } be two functions with g(x) ≤ f (x) for each x ∈ V(G). Then G has a fractional (g, f )-factor if, and only if,
and
Li et al. [3] derived a necessary and su cient condition for a graph to have a fractional (g, f )-factor excluding a given matching M (i.e., h(e) = for any edge in M).
, and M be a matching of G. Then G has a fractional (g, f )-factor excluding M if, and only if,
In recent years, the problem of fractional factor has raised attention in both graph theory and computer networks. Gao et al. [4] , [5] , [6] and [7] studied the relationship between toughness (or isolated toughness) and the existence of fractional factor in di erent settings. Gao et al. [8] and [9] determined several independent set conditions for a graph with fractional factors. Furthermore, neighborhood conditions for the existence of fractional factors in special settings were researched in Gao et al. [10] , [11] and [12] . More results on fractional factors can be referred to Zhou et al. [13] , [14] , [15] , [16] , [17] , and [18] , Khellat and Khormizi [19] , Lokesha et al. [20] , and Pandey and Jaboob [21] .
A matching is called m-matching if it contains m edges. The aim of this note is to study the relationship between independent set neighborhood union characteristics and the existence of fractional factors in a special setting where a m-matching is deleted from G. In computer networks, neighborhood union re ects the degree of density in networks, and independent set neighborhood union re ects the distribution of the dominant set in networks. The main contribution in our work is stated in the following theorem. 
. Let e be an edge of G, and M be an m-matching
, and 
. Let e and e be two distinct edges of G.
, and
in Corollary 2, then we yield the following conclusion. 
G has a fractional f -factor containing e and excluding M. Let
, S is not an independent set , S is an independent set and e G (S, V(G) \ (S ∪ T)) ≥ , or there is an edge e = uv joining S and T such
To prove Theorem 3, we need the following result. Theorem 4. (Li et al. [22] ) Let G be a graph, and let g, f :
for every x ∈ V(G). Then G has a fractional (g, f )-factor containing any given edge e if, and only if,
for any vertex subset S of G and T = {x :
Proof of Theorem 3
Let H = G − M, and we have
It is enough to show that H has a fractional (g, f )-factor including e. In what follows, we use the counterevidence method to prove this result. Assume that H does't have the desired fractional factor. Then in terms of Theorem 4, there exists a subset S ⊆ V(H) that satis es
where
Now, we discuss the following three cases according to the value of |S|. Case 1. |S| = .
In this case, we have ε(S, T) = and
By means of (1), we yield (1) and (2), we derive
Case 3. |S| ≥ . Now, we the next lemma which is similar to Lemma 5 in Gao et al. [8] . Lemma 1. In the above conditions, we have
Note that ε(S, T) ≤ and T ≠ ∅. Let d = min{d G−S (x) :
x ∈ T} and choose x ∈ T such that d G−S (x ) = d . If T − N T [x ] ≠ ∅, let d = min{d G−S (x) : x ∈ T − N T [x ]} and choose x ∈ T − N T [x ] such that d G−S (x ) = d . Continue this step, if z ≥ and T \ (∪ z− j= N T [x j ]) ≠ ∅, let dz = min{d G−S (x)|x ∈ T \ (∪|T| ≥ (i − )(b + ), if d G−S (x) = for any x ∈ T, (i − )(b + ) + , otherwise.
Proof. Note that |S|
Firstly, we justify that |T| ≥ (i − )(b + ) if d G−S (x) = for any x ∈ T. In this case, we get d = .
Assume that |T| ≤ (i − )(b + ) − . By means of (2), (3), d = and i ≥ , we yield
which contradicts (1). Therefore, the rst part of Lemma 1 is established.
Next, we check that |T| ≥ (i − )(b + ) + in the rest cases. Assume that |T| ≤ (i − )(b + ) in this case, and the discussion can be divided into three situations in terms of the value of d .
In view of (1), (3) and d = , we yield
Following from (1), (3), d = and ε(S, T) ≤ , we get
It implies that all the "≥" should be "=", and it further re-
Since d = , we con rm that d G−S (x) = for each x ∈ T which contradicts the assumption that there exist
a contradiction. Therefore, we infer that |T| ≥ (i − )(b + ) + in other cases.
2
The next lemma shows that the desired independent subset exists in T. Lemma 2. In the previous setting, there exists an independent subset {x , x , · · · ,
for any x ∈ T, then in terms of Lemma 1, we have |T| ≥ (i − )(b + ). In light of b ≥ and
In other cases, it holds that |T| ≥ (i − )(b + ) + by means of Lemma 1. It is clear that
The proof of Lemma 2 is completed.
By lemma 2 and the condition of Theorem 3, we have
The next lemma presents the lower bound of d i .
In terms of (4) and |S| + |T| ≤ n, we ensure that
which contradicts (1). Hence we get d i ̸ ∈ { , }.
It is easy to check that
It follows from (1), (2), (5), (6), n ≥ |S| + |T|, Lemma 3 and
By means of (4), (8)
, we have
a contradiction. Therefore, the desired theorem is proved.
Sharpness
In this section, we aim to show that the independent set neighborhood union condition 
Hence, we infer
From Theorem 4, we know that H doesn't have a fractional (g, f )-factor containing a given edge e ∈ E(H), i.e., G doesn't have a fractional (g, f )-factor containing e, and exclude M. That is to say, the independent set neighborhood union condition |N G (x )∪N G (x )∪· · ·∪N G (x i )| ≥ (b−∆)n+ a+b +i in Theorem 3 is best in some sense.
Conclusion
The graph model is the most commonly used framework in computer networks. By representing the network as a graph, the corresponding network problem can be transformed into a graph problem, and the knowledge of graph theory can be used to analyze and solve the corresponding graph problems. This note focuses on the data transmission problem in the network, and uses the fractional factor theory to analyze the feasibility of data transmission in the network under certain conditions. The independent set neighborhood union condition re ects the basic organizational structure of the network and is an important parameter for network designing. We present an independent set neighborhood union condition for a graph admits including a fractional (g, f )-factor containing given edge e and excluding a m-matching. This result indicates that under the condition where m station doesn't intersect channels blocking or damaging, a certain range of data can still be transmitted between stations, and the route can pass through a speci ed channel. Furthermore, the presented conclusion has important guiding significance for the scientists in the network designing stage of data transmission networks. From a theoretical point of view, the independent set neighborhood union bound obtained in this note is tight.
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