Abstract. In this paper, we present a diagnosis method of diseases from clinical data.
doctors set a normal range of blood pressure based on data obtained from a large number of people. If a patient is excluded from the range, the doctors tried to adjust it to the "normal range". Over the years, people have observed the fact that some healthy people are not in the "normal range." This fact implies that there are other factors than blood pressure that "cooperate" with the blood pressure factor to keep a person's health in balance. This makes us develop a new concept of analyzing multiple variables (contributing factors) simultaneously, not individually.
We start with two concepts:
1. In order to classify objects we are interested in, we need to find a new way of representing the objects into numbers.
2. To get a criterion (cutoff) used to divide a group into subgroups, a knowledge-based method (machine learning methods such as support vector machine, neural network, decision tree etc.) is needed.
Following the concepts above, we represent a group of objects as vectors.
Then we label them and separate the group into two subgroups. From the division, we obtain a cutoff/criterion distinguishing one subgroup from the other subgroup, and the cutoff will be used to determine, to which subgroup, a new vector representation of an object belongs to.
In §2, we explain a way of representation into a vector and in §3, we will review the support vector machine known as the most powerful classification method. Finally we will discuss about the practical simulation and perspective in §4.
§2. Representation as Vectors
Here, we will present a way of representation of clinical data into numbers, Step 2: Enumerate the numbers in the step 1 and consider it as the clinical test vector in the M dimensional Euclidean space. Note that the methods described above can be applied for any clinical data in diagnosing a disease or some states, which will be discussed below.
§2.2 Labeling vectors
Once we have numericalized the clinical data of persons (or organisms), we label each vector +1 or -1, accordingly. More precisely, suppose we have a group of persons (or organisms) and represent them as vectors. We can label the vectors depending on various cases. The characters "I" and "II" will refer to some groups, which will vary depending on the context.
Here are a few examples of labeling vectors accordingly.
(1)
Depending on whether the person (or the organism) has a specific disease or not, the vector is labeled by +1 or -1 respectively.
(2) Given a disease, depending on whether the disease status of persons (or organisms) is at the stage, "I" or "II", the vector is labeled by +1 or -1 respectively. By applying classification methods such as support vector machine, neural network etc, we can find a cutoff (criterion) to separate the set of +1 labeled vectors from the set of -1 labeled vectors with optimal errors. More precisely, the cutoff is determined by a hypersurface dividing the Euclidean space into two disjointed sets and will be used for determining whether an unlabeled vector representing a person (or an organism) belong to one of those two sets, and accordingly the person will be diagnosed to have a disease or not. It works similarly for the cases (2), (3), and (4) above.
Suppose a cutoff hypersurface separates a Euclidean space into two sets, "I" and "II". Also, suppose that "I" set contains more +1 labeled vectors than "II", while "II" set do more -1 labeled vectors than "I". We mean optimal errors by maximizing the percentage of the set of +1 labeled vectors in "I" among the total number of labeled vectors of "I" and the percentage of the set of -1 labeled vectors in "II" among the total number of labeled vectors of "II". This is the optimal classification that we are referring to in the discussion below in §3, as well (Also refer to [4] for some details.). A hyperplane, which is a specific type of a cutoff surface, may be calculated by using an optimization problem comprising the following, wherein each y i is +1 or -1 and x i is a vector:
Maximize: constant given a is C wherein , ... For the derivation of the quadratic function W, refer to [1] and [4] .
§3. Brief Review of Support Vector Machine
Let R n be the n-dimensional Euclidean space and let A and B be two sets of finite number of points in R n . Our question is whether there is a systematic way of dividing R n into two disjoint sets so that A and B are contained in either of two sets.
In mathematical terms, is there a way of obtaining a function
The simplest function we may think that fits the above description is a decreases. This plays a role corresponding to finding the fraction of which numerator and denominator are relatively prime, while ε 1 ε 2 =1 of the two constraints does a role for separation with maximal margin from both of points.
Therefore the line 2 y = 0 will be the optimal hyperplane, intuitively, the line passing through the middle point, the origin. In the case when the data set is not separable linearly, to construct a hyperplane of the optimal type, we introduce non-negative slack variables ε i 's to constraints to reduce the sum of "distance of separation" errors.
Once again, the same arguments described above give the quadratic programming, What we have done here is to find a single optimal hyperplane to separate +1 labeled vectors from -1 labeled ones as shown in Fig. 5 below.
Routine Check-Up

Fig. 5 §4.2 Implication
From the routine check-up tests, we might be able to predict possible presence of several diseases simultaneously. As we listed in §4.1, there are many items that are being tested widely in the medical institutes. However, which combination of those familiar items is responsible for a disease is not understood well, for scientist have been searching for a single factor or element that is responsible for some disease or trait, which is not true for most cases. As clinical data pile up, the classification of the data will be necessary for each disease and its 
