We show the connection between the Walsh spectrum of the output of a binary random number generator (RNG) and the bias of individual bits, and use this to show how previously known bounds on the performance of linear binary codes as entropy extractors can be derived by considering generator matrices as a selector of a subset of that spectrum. We explicitly show the connection with the code's weight distribution, then extend this framework to the case of non-binary finite fields by the Fourier transform.
Introduction
Our objective is to obtain sharp bounds for a finite number of iterations of a conditioning procedure applied to the output of an entropy source, rather than results relying on an asymptotic convergence or ones based on randomly choosing a conditioning function from among a large class, e.g. universal hash functions. We follow the recommendations set out by NIST [BK12] for the precise meaning to be given to these terms. This is closely related to the subject of randomness extractors, as summarised for instance in [Sha11] . We consider linear transformations applied to sources of entropy producing independent output; bounds on the distance from the uniform distribution of such sequences have been shown in [Lac08; Lac09; ZB11] , where the entropy source was assumed to produce biased independent bits, and the conditioning function was the generator matrix of a binary linear code.
We are especially interested in random variables that, in addition to satisfying said constraints, are discrete -in the sense that the number of possible outcomes is finite and the variables admit a discrete probability mass function µX (j) = P(X = xj); moreover, we begin by considering these variables to take values in a finite field Fp or a vector space (Fp) k , with particular regard to the special case of binary variables, p = 2.
In Section 2 we show the connection between the Walsh spectrum of the output of a binary random number generator (RNG) and the bias of individual bits, and use this in Section 3 to show how previously known bounds on the performance of linear binary codes as RNG post-processing functions can be derived as a special case by considering generator matrices as a selector of a subset of that spectrum, explicitly showing the connection with the code's weight distribution. We then extend this framework to the case of output in non-binary finite fields by use of the Fourier transform in Section 5.
Total variation distance and the WalshHadamard transform
We show in the following one way in which the Walsh-Hadamard transform may be used to bound the total variation distance of binary random variables with a known probability mass function. This may seem an unnecessary exercise since the TVD can simply be computed exactly from this knowledge, but aside from revealing some interesting structure to the calculation it will become more explicitly useful in the following section.
Consider a random vector Y ∈ (F2) k with probability mass function
where in writing j and j we use the binary representation of integers as
The a-th order Walsh function evaluated at b is
with · the dot product on (F2) k . The j th Walsh characteristic function of Y as defined in [Pea71] is
Note that the dot product of two binary vectors b · v is the bitwise sum, i.e. the linear combination, of those elements v(i) that correspond to the non-zero entries of b; therefore, the random variable
b·Y will take value −1 if the linear combination of the selected elements of Y is equal to one, and 1 otherwise. The sum of the selected elements is itself a random variable, B = b · Y following the Bernoulli distribution with probability µB(1) of being equal to 1; it follows that
and hence we can conclude that
= 1 − 2µB(1).
We note now that the bias of a Bernoulli random variable B ∈ F2 is commonly defined as
and we observe that the Walsh characteristic of b · Y leads to the bias of the b th linear combination of the elements of Y via the relation
In particular, the combinations corresponding to exact powers of two, b = 2 j , lead to the bias of each individual element of Y ; and the zeroth Walsh characteristic, corresponding to b = 0, will be equal to 1 in all entries, in all cases.
The set { hi } is known to correspond to the rows of a Hadamard matrix H of size 2 k ; the set of all Walsh characteristics of Y can thus be written compactly in matrix notation as
As a matter of notation, for a uniformly distributed random variable U ∈ (F2) k we have
with 1 a column vector of ones and I 2 k (·, 1) the first column of the identity matrix of size 2 k . We may use this to estimate the total variation distance of Y from uniform as follows.
Theorem 1. The total variation distance of a random vector
is bounded by the sum of the bias of all non-trivial linear combinations of the output bits,
Proof.
Here H T is the transpose of the Hadamard matrix H. Equation (6) follows from H T / √ 2 k being the unitary inverse Hadamard transform; Equation (7) uses the definition of χ(Y ) in Equation (5); and lastly, the bound in Equation (8) stems from the ℓ1 bound on q-dimensional vector spaces, 
W-H bound on binary generator matrices as extractors
We now consider the previous bound as applied to random variables Y = GX, with X ∈ (F2) n a sequence of n Bernoulli random variables with known probability mass P(X = b) = µX (b) and identical bias εX = |1 − 2P(X(i) = 1)| for each bit, and G ∈ (F2) k×n the generator matrix of an (n, k, d) linear code C with weight distribution { A l }; in other words, C is a subspace of (F2) n and A l is the number of c ∈ C with Hamming weight
The definition of Walsh characteristic functions as expected values in Equation (3) directly leads to
We note here that the dot product in the Walsh function can equivalently be expressed using the transpose b T as
and in particular the product
is a linear combination of the rows of G: since G is the generator matrix of a linear code C the rows of G form a basis of C, and hence any linear combination of them is again a word c ∈ C. Consequently, just as the Walsh characteristic led to a measure of bias in Equation (4), we can conclude that
In other words, the bias of the b th element of Y is equal to the bias of a linear combination of w(c) bits of X (compare to Equation (4)). This leads directly to the following bound.
n a sequence of n independent but not necessarily identically distributed Bernoulli random variables, and
is bounded by the sum of the bias of all linear combinations of the bits in X defined by the codewords of C, in the following measure:
with { A l } the weight distribution of C.
Note that Corollary 1 is closely related to Corollary 2 if we consider that in this context the { A l } in the former correspond precisely to the weight distribution of the trivial code given by the message space itself, (F2) k . A particular case of Corollary 2 for strictly binomial { A l } was proved in [ZB11] , Theorem 6. We can thus recover the following known bound (see [Lac08] , Theorem 1):
Corollary 3. Considering only the minimum distance d rather than the full weight distribution,
Total variation distance and the Fourier transform
The Hadamard transform is a special case of the Fourier transform constructed with primitive 2-nd root of unity p = 2, ωp = −1, and the Hadamard matrix of size 2 k is constructed by the Kronecker product H 2 k = H2 ⊗ H 2 k−1 , so the binary case considered in Section 3 can be seen as a special case. Employing the Fourier transform is natural in this setting and closely follows well-established techniques for the sum of continuous random variables, which have their own convolution theorem and proofs of convergence to a limiting distribution.
Given an integer a ∈ Z p k , we denote its p-ary representation by
We shall use this notation interchangeably in the following as a natural indexing of the elements of (Fp) k . Consider a random variable Z ∈ Fp with probability mass function
Note that this implicitly assumes an ordering of the mass function µZ corresponding to the representation of elements βj ∈ Fp as integers. The discrete Fourier transform of µZ may then be written in matrix form as
where λ is the set of eigenvalues of the circulant matrix generated by µZ. Indeed, the above can be restated in terms of the unitary DFT,
with F * p the conjugate transpose of Fp, diagonalising the circulant matrix CZ generated by µZ:
with ΛZ the p × p diagonal matrix containing all eigenvalues of CZ . Note that for a uniformly distributed random variable U ∈ Fp, we have
where 1 is a vector of ones of length p, and the only non-zero eigenvalue is the zeroth one, so the full set λU corresponds to the first column of the identity matrix of size p. Proof.
Equation (12) follows from the unitary Fourier transform preserving ℓ2 distance.
We can obtain a first, crude bound on the TVD by considering the largest non-trivial eigenvalue, defined as follows for future reference. Proof. This follows from considering the worst-case scenario in which all eigenvalues λZ in Lemma 1, except the zeroth eigenvalue λZ(0) = 1, are equal to the greatest non-trivial eigenvalue λZ * by applying the bound on p-dimensional vector spaces
We can now consider how this affects the distribution of a sum of two variables, S2 = X0 + X1 ∈ Fp, which is the discrete convolution of the two probability masses,
The distribution of S2 may then be expressed in matrix notation as
where CZ 1 is the circulant matrix uniquely defined by µZ 1 . In other words, the entry r, j of CZ 1 contains the measure under Z1 of the element βr − βj ∈ Fp , which we denote in matrix form by
Considering the particular case of summing two identical variables Z with probability mass function µZ , the distribution of S2 = Z + Z may be written as
where CZ is the circulant matrix defined uniquely by µZ itself. By induction,
As well as being conceptually equivalent to using the convolution theorem, this may also be seen as considering Sn as a Markov chain S0 = Z Sj = Sj−1 + Z with transition matrix CZ . Lemma 1 may be extended as follows.
Lemma 2. The probability mass function µS n of a random variable Sn = n j=1 Z, Z ∈ Fp satisfies
Proof. The proof is substantially the same as that of Lemma 1, using Equation (15).
Lemma 3. The total variation distance of Sn = n j=1 Z, Z ∈ Fp from uniform may be bounded by
with λZ * as in Definition 1.
Proof. The proof follows by applying Lemma 2 in the same way as Lemma 1 was applied to Theorem 3, i.e. assuming each of the p − 1 eigenvalues in Lemma 2 that are of magnitude less than 1 to be bounded by λ n * , using Equation (15).
Lemma 3 is a slight improvement on a known bound on the convergence rates of Markov chains on Abelian groups; see e.g. [Ros95] Fact 7.
We have so far assumed an ordering of the mass function µX of a random variable X ∈ Fp according to the representation of the elements of Fp as integers. Similarly for vector spaces X ∈ (Fp) k we may assume an ordering of µX by least significant digit. Generalising to the distribution of the sum S2 of two random variables X0, X1 ∈ (Fp) k , this may still be expressed in a form such as Equation (14), but the matrix CX 1 is a level k block circulant with circulant base blocks of size (p × p). Concretely, while considering all coefficients of B as elements of (Fp) k , we may write
with the circ function defined column-wise following [Dav94] , and B
•k p used as short-hand to indicate a matrix therein defined as belonging to the class BCCB(p, p, . . . p), k times. As shown in [Dav94] , matrices with this structure are diagonalised by F ⊗k p . This naturally extends the known structure for binary random variables, since as discussed in Section 2 the convolution matrix for variables in (F2) k is diagonalised by the Hadamard matrix H 2 k , which by construction is equal to H ⊗k 2 . The Fourier matrix of size p can be written as a Vandermonde matrix of a primitive p-th root of unity as
In other words, the entry in row r, column s is
By definition of the Kronecker product of two (p × p) matrices,
which extends to the k-fold Kronecker product by induction using the p-ary representation of integers
for the specific r, s satisfying a polynomial in p such as (17) and (18) of degree k − 1. In general, keeping either the row or column index fixed and iterating over the other means iterating over every element of (Fp) k ;
concretely, when evaluating the eigenvalues of a probability mass µ ∈ R p k , the b-th eigenvalue corresponds to
Generalising from the case of the Walsh transform, this suggests the definition of the a-th order Fourier function evaluated at b as
(compare to Equation (1)), so that if Y ∈ (Fp) k is the random variable with mass function µ, the eigenvalues may be written as
(compare to Equation (3)).
Lemma 4. The probability mass function µY of a random variable
Corollary 4. If the elements Y (j) ∈ Fp are independent but not necessarily identically distributed,
Proof. Since the X(j) are independent, the probability mass function of
and the eigenvalues will be
where the second step follows by the mixed-product property of the Kronecker product.
We can now extend Theorem 1 as follows.
Theorem 4. The total variation distance of a random vector
Proof. Each eigenvalue may be written as
The result follows directly from Lemma 4 and the known bound on vector spaces.
We can also extend Corollary 1 to establish a connection with the number of vectors of a specific Hamming weight, but in the non-binary case we can also go into more detail if the full composition of each vector in the space is known, as in the following definition. 
be the enumerator of the elements b having composition equal to t, with t being a p-tuple summing to k:
then the number of b with Hamming weight equal to l is
In particular, if instead of b ∈ (Fp) k we consider a set of codewords c ∈ C, the enumerator WC is the complete weight enumerator of C, and A l its weight distribution, as defined in [MS77] ch. 5 §6.
Corollary 5. If each Y (j) is i.i.d., the total variation distance of a random vector Y ∈ (Fp)
k from uniform is bounded by
Without knowledge of the full spectrum of Y (j) one may obtain a coarser bound using the second largest eigenvalue is λY * , as in Definition 1:
where A l is the number of b ∈ (Fp) k with Hamming weight w(b) = l.
Proof. Each eigenvalue may further be written as
so all the b with identical composition t will correspond to equal eigenvalues, leading directly to Equation (24). If the Hamming weight w(b(u)) = 0, then the u-th term of the product will be equal to 1; Equation (25) follows by considering the worst case λY (j) = λY * ∀j > 0.
Fourier bound on entropy extractors
In order to arrive at a bound involving the distribution of weights, we begin by showing there is an unique association between code words and eigenvalues, just as there was with the bias of individual bits in the binary case (see Theorem 2). If Y = GX, with X a random vector in (Fp) n , G a generator matrix of an (n, k, d) code over Fp, we can establish a direct link between eigenvalues of Y and codewords of G using Equation (20):
with c = b T G a particular word of the code. Note that choosing a particular (k ×n) matrix G is eqivalent to selecting the specific p k rows specified by all the k codewords c that forms a subset of the p n rows of F ⊗n p by which to multiply µX .
Having noted this fundamental link in principle in the same manner as for the binary case (see Equation (10)), and having developed the required tools in Section 4, we can immediately state some more specific results for particular cases of practical interest, beginning with an extension of Theorem 4.
n is a random vector of length n, with each entry being an independent but not necessarily identically distributed variable X(j) ∈ Fp with mass function µ X(j) ∈ R p , and G is the generator matrix of an (n, k, d) linear code over Fp. Then the b-th eigenvalue of the distribution of Y is
where c(j) ∈ Fp is the j-th symbol in the codeword c
Proof. The specific combination corresponding to a word c is from Equation (26):
variables. Consider the special case X1, X0 ∈ F2, and let their product be P2; its mass function may be written as follows:
As long as neither X0 or X1 follow the categorical distribution with P(1) = 1, the probability of their product being zero is strictly greater than either of the initial probabilities. By induction,
We may conclude that, while increasing the number of linear operations will lead to the uniform distribution in expectation, increasing the number of non-linear operations will in general lead to a worsening of the output distribution, except in very specific cases. By way of example, consider the two Bernoulli variables Note that the bias of these two random variables is identical; however, the distributions of their products are quite different: While it is possible to find non-linear maps that are optimal in some specific cases, we observe that not only does repeated processing by nonlinear maps in general lead to a worsening of the output, but it is also necessary to know or assume a specific distribution of the sequence to be processed to even attempt to find such a processing; even under the assumption of i.i.d. binary variables, knowledge of the bias of each bit is not sufficient.
Conclusions
We have shown new bounds on the statistical distance from the uniform distribution of random number sequences conditioned by linear transformations chosen from the generator matrices of linear codes, based on the assumption of independent generator output in Fpm ; we have also shown how these bounds are natural generalisations of known bounds in F2m once the structure behind the known bounds is made clear. When appropriate, these bounds allow the practitioner both to assess the performance of a chosen matrix as well as to make an informed choice from a pre-existing set with well-defined properties. This would seem particularly advantageous with respect to randomly choosing boolean matrices as conditioners and relying on the leftover hash lemma [ILL89] to conclude sufficiently good output will be produced in expectation.
