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Le rythme des progr& de la technologic entraine l'augmentation rapide de la taille des 
circuits intk@s. Le developpement de systkmes sur une puce est me des seules 
solutions viables a ce probkme de croissance des circuits. La rkutilisation de modules 
est essentielle pour dviter d'augmenter le ddlai de conception tout en pernettant 
d'augmenter la complexit6 des circuits. Cependant, pour que la r6utilisation soit 
efficace, 1'intQration des modules et le dkveloppement des communications entre 
cewci  doivent se faire rapidement. L'utilisation d'un protocole standard pour etablir 
les communications entre les modules est une solution int&essante. 
L'objectif du projet est de developper une partie de mkthodologie de synthese des 
communications pour des systemes sur m e  puce en allegeant la tiche des concepteurs 
de systkmes utilisant un ARM7 (Advanced Risc Machine). Pour ce fake, une 
interface mat6rielle VHDL (Very High Speed Integrated Circuit Description 
Language) configurable pour ce processeur est ddveloppde. Tous les parametres de 
l'interface sont regroup& dam un fichier VHDL. La modification de ces paramttres 
permet d'obtenir m e  interface sp6cifique B un systfirne selon les micanismes de 
co~~ununication et de synchronisation choisis. L'interface pennet au ARM7 de 
communiquer au moyen du protocole VCI (Virtual Component Interface) de VSIA 
(Virtual Socket Interface Alliance). Ainsi, la performance de ce pmtocole, encore en 
dkveloppement, p u t  &re kvalut5e dam un contexte de communication point-a-point. 
L'interface VHDL est ddvelopp& a h i d e  de l'outil Renoi de Mentor Graphics. Les 
mCcanismes de communication implant& sont la mCmoke partag& et le passage de 
messages. Le premier mkcanisme sera implant& B h i d e  d'une memoire dude et le 
deuxi5me B l'aide dyune FfFO (First In First Out). En plus, plusieurs mdcanismes de 
synchronisation seront possibles. La gdn&ation automatique se fera avec un 
programme Per1 A partir des fichiers VHDL contenant des clauses "generatey' et d'un 
"package" VHDL contenant des constantes. De plus, la synthiise de l'interface sera 
effectuke avec l'outil Design Analyser de Synopsys. Pour tester l'interface mat6rielle 
VHDL, des bancs de tests seront simules i h i d e  de l'outil Modelsim. De plus, les 
moddes VHDL des memoires et du processeur seront utilids pour simuler le systkme 
matenel/logiciel B I'aide de l'outil de cosimulation Seamless de Mentor Graphics. 
Trois applications diffdrentes seront utilisbs pour tester l'interface et Ie protocole : 
un algorithme de filtrage, de tri par segmentation et d'encodagelddcodage Reed 
Solomon. L'interface esclave est evalude avec l'implantation materielle du atre et de 
l'encodeur. La performance de l'interface maitre est mesurk avec l'implantation 
logicielle du filtre. Enfin, l'implantation multiprocesseur de l'algorithme du tri par 
segmentation permet de tester les performances globales de I'interface ddvelop@e. 
En somme, l'utilisation d'un protocole standard peut diminuer la tiiche de synthiise et 
d'intdgration des systemes. Pour la conception de systemes sur une puce, I'adoption 
d'un protocole standard au niveau de I'industrie est essentielle. Les normes de VSIA, 
particulihment le protocole VCI, constituent me bonne initiative. Cependant, 
l'utilisation de VCI put ,  dam certains cas, augmenter le temps des communications. 
Par exemple, une interface VCI augmentera le temps d'une operation de lecture du 
processeur de 67 % et celui d'uw Ccriture de 50 %. Pour les applications axks sur le 
transfert de don&es, les performances v e n t  &re diminudes si des dispositifs 
particuliers ne sont pas introduits. Cependant, les performances des applications ou le 
contr8le est pddominant ne sont pratiquement pas affectees. 
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Technology advances have a tremendous effect on the complexity of integrated 
circuits. While systems complexity is growing, the the-to-market window is 
decreasing. The current methodology for chip design cannot adequately handle this 
growth. That is why System-On-Chip (SoC) methodologies are becoming a viable 
way to deal with this complexity. Synthesis of system-on-chip is not straightforward 
and IP (Intellectual Property) reuse is necessary to shorten design time. Also, 
communication synthesis enables rapid integration of intennodule communication. 
Developing an interface synthesis tool is a complex task and we have decided to focus 
only on certain aspects. We chose to generate IP interfaces for an ARM (Advanced 
Risc Machine) processor to allow IP-to-IP communication using the VCI (Virtual 
Component Interface) standards from VSIA (Virmal Socket Jhterface Alliance). 
Different design architectures and communication synthesis methodologies are 
explored. Also, the performance of this standard under development is tested. To 
achieve these gods, a generic interface in VHDL (Very High Speed Integrated Circuit 
Description Language) for an ARM processor has been developed. This interface 
integrates many communication and synchronization mechanisms to fill different 
application needs. Parameters of the interface are grouped in a VHDL files and 
modification of this file allow the creation of a specific interface for an application. 
All the design has been done with Renoir, the Mentor Graphics HDL (Hardware 
Description Language) graphical design environment. The interface has been written 
in VHDL using user-defined types and constants as well as VHDL generate clauses. 
From the VHDL files, a Per1 script can be run with user parameters to obtain the 
desired specific interface. The synthesis has been done using Design Analyser of 
Synopsys. The overall hardware-software design is then co-simulated using Seamless- 
viii 
CVE from Mentor Graphics. The VHDL files of the design include Seamless models 
for the processor and memories. 
Three different algorithms have been implemented to test VCI protocol and generic 
interface performances: a pattern matcher, a Reed Solomon encoder/decoder and a 
quicksort. The slave interface is tested with a hardware implementation of the pattern 
matcher and of the encoder. The master interface performance is evaluated with a 
software implementation of the pattern matcher. Finally, a s o h a r e  implementation of 
the quicksort on a multiprocessor is used to test the global interface. 
In summary, we believe that the use of a standard protocol can symplifl the interface 
synthesis task. However, the use of VCI can increase communication time for certain 
applications. In fact, a single load operation time is increased by 67% and a single 
store operation by 50%. Thus, for data-driven applications, performances could 
decrease if special architectural features are not introduced. Nevertheless, 
performances are not affected for control-driven applications or applications where 
requests are independent of previous responses. VSIA is a good standardization 
initiative. However, different modifications could improve it. For exampie, adding 
control signals could allow full use of the address space for storing data. Also, 
allowing other protocols than handshake could reduce the performance loss of load 
and store operations. 
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La vitesse des progr& de la teclmologie enaaine l'augmentation rapide de la 
cornplexitk des circuits integrb. Par exemple, le passage d'une technologie de 0,s 
microns P me technologie de 418 microns li&e 88 % de l'espace sur une puce 
[CharlOO]. La d i f f h c e  de densitd entre les puces fabriquees aujourd'hui 
(technologie a 0,18 microns comportant jusqu'a 6 millions de portes), et celles 
fabriqukes en 2002 (technologie i! 413 microns comportant jusqu'a 25 millions de 
portes), est remarquable. En plus, le temps de dkveloppement d'une puce devrait 
passer de 18 mois a 10 mois. Le temps de conception normalis6 pour une complexite 
fixe diminue donc de fapm drastique avec les anndes. 
Les concepteurs de circuits integr6s font face a de nombreux problemes tres souvent 
contradictoires. Le temps d'acch au marche, les performances (par exemple, la 
vitesse de fonctionnement), les coiits, la consommation de puissance, I'espace occupe 
et la flexibilitk illustrent la divergence de ces contraintes. Les concepteurs doivent 
faire des cornpromis pour respecter ces contraintes. En codquence, la technologie 
et la mdthodologie de conception doivent s'adapter aux progres de la technologie de 
fabrication des puces. En effet, garder la m6thodologie de conception actuelle 
provoquerait une augmentation des co&s d'un facteur de 64 en dix ans [Charloo]. 
L'6volution de la mdthodologie de conception suit un cycle. En effet, depuis les 25 
dernihes ann&es, elle a change tous les 10 am. A chacuae des etapes, il y a de 
nouveaux defis. Initialement, la description et la simulation du syst&me se faisaient 
au niveau des portes. Cette mdthodologie se nomme Saisie et Simulation (en anglais 
Taptme and Simulate"). Ensuite, les langages de haut niveau (Very High Speed 
Integrated Circuit Description Language (VHDL) et Verilog) ainsi que les outils de 
synthese ont vu le jour. Cela a permis d'augmenter le niveau d'abstraction de la 
description des circuits pour concevoir des circuits plus complexes en moins de 
temps. L'industrie utilise actuellement me m6thodologie de Description et Synthsse 
(en anglais "Describe and Synthesize"). Cependant, les pressions du marche et 
l'intenralle toujours croissant entre la complexit6 disponible et la necessite de rkduire 
les temps de developpement poussent I'industrie a modifier de nouveau sa 
mt5thodologie. 
Pour combler l'kart entre la productivitt5 actuelle et la productivite dbsiree, l'industrie 
doit se toumer vers le dkveloppement de syst&mes sur une seule puce ("System-On- 
Chip" ou SoC). Un SoC constitue un circuit complexe qui integre tous les Clkrnents 
fonctionnels d'un produit sur m e  meme puce. Les modules logiciels @SP ou Digital 
Signal Processing), les rn6moires' les p&iph&iques, les coprocesseurs materiels et les 
modules analogues ou opt&lectroniques peuvent tous etre p u H s  sur me m4me 
puce. Ainsi, la taille des puces augmente et le nombre de composants sur la carte 
diminue. 
DPfs de la conceptwn de SoC 
La conception de SoC est encore au stade embryomaire dam l'industrie actuelle. En 
effet, m e  nouvelle technologie de design doit toujours s'accompagner d'une nouvelle 
m6thodologie de conception pour assurer son efficacitd. Les besoins engendrks 
different d'un type de design a l'autre. Par exemple, I'augmentation de la proportion 
d'une application ou d'un produit directement placde sur la puce complexifie 
beaucoup la tkhe des coacepteurs. De plus, le nombre d'interconnexions sur une 
puce augmente et necessite l'utilisation d'un bus sur la puce. Cependant, les 
protocoles des bus utilids sur les cartes ne conviennent pas aux puces. 
Les problemes introduits par la nouvelle technologie de design sont oombreux. 
D'abord, la complexit6 de conception de I'architecture du systeme force l'iotegrateur a 
avoir des connaissances poussks dam plusieurs domaines de comp6tences. Crest-a- 
dire qu'il doit comprendre le fonctionnement, les param&res et les particularites de 
tous les composants du systeme. De plus, le faible niveau d'automatisation de la 
tiche d'integration augmente la possibilite d'erreurs. Il devient alors essentiel 
d'adapter les techniques actuelles, permettant d'effectuer la verification du systeme 
ainsi que les tiiches de fonds, a la conception de SoC. Un autre probl&me a resoudre 
est l'intdgration de logiciel et de materiel. 
Le probkme actuel consiste a dtablir me m&hodologie et a concevoir des outils qui 
permettront de concevoir des circuits d'une plus grande complexitk en peu de temps 
tout en atteignant des performances et me dissipation de puissance acceptables. 
Toute solution viable passe par la r6utiiisation de modules, aussi appelCs "core" ou IP 
(module de propridte intellectuelle). La r6utilisation est essentielle au leadership 
d'une entreprise a court terme et a sa survie a moyen tame [CCH+99]. 
Neanrnoins, son efficacitd implique certaines conditions, tant pour la conception que 
pour ltintt5gration. D'abord, la conception et la documentation doivent se faire en 
fonction de la reutilisation. Ensuite, la protection et la diffusion adCquate des IP (ou 
modules) permettent une r6utilisation au sens plus large. Le developpement de 
methodes simples d'assemblage et de test facilitent l'int6gration des composants d'un 
systeme. 
Actuellement, plusieurs chercheurs r6solvent le probkme ou m e  partie du problhe 
avec diffeientes approches tout en ddveloppant leurs outils. Cependant, la 
dutilisation grande khelle n'est pas une dalit6. Le passage de la dutilisation de 
puces sur differentes cartes la dutilisation de IP sur differentes puces est 
conditiomel a l'&iblissement de norrnes, ainsi qu'a I'adoption d'outils et de 
methodes au niveau de l'industrie. 
Ddfinition des fimites du projst 
Le present projet aborde 1e probkme du d6veloppement d'une m6thodologie de 
conception pour des systemes sur uw puce. Cependant, itant donn6 la complexit6 de 
la tiiche de diveloppement d'une rn&hodologie, le projet se concentre sur certains 
aspects particuliea. D'abord, la mkthodologie g6n6rale de conception se base sur la 
g6nbtion de syst&mes par un assemblage de MCrents IP sur une plate-forme 
variable. Ce pmjet ne consid6re qu'un seul module, un ARM7TDMI (Advanced Risc 
M a c h ) .  De plus, il permet de tester l'utilisation des normes de VSIA ( V i d  
Socket Interface Alliance) pour la conception de IP. 
Alldger la ache des concepteurs de systemes utilisant un ARM7TDM.I constitue 
I'objet principd du projet. Pour ce, m e  interface mat6rielle VHDL configurable pour 
ce processeur ainsi qu'un script sont conqus. Ainsi, a partir du code configurable, le 
script genere automatiquement une interface spdcifique a m  rnkanismes de 
communication et de synchronisation choisis. L'utilisation du protocole VCI (Virtual 
Component Interface) de VSLA facilite l7&ab1issement des communications externes 
du processeur. La vdrification du fonctioonement de l'interface s'effectue h I'aide de 
plusieurs applications (multiprocesseu. ou processeud coprocesseur). De plus, 
l'implantation de ces applications permet d'Cvaluer les pertes de performance 
associtks a l'utilisation du protocole VCI, encore en d&eloppement, dam un contexte 
de communication point-a-point. 
Les chapitres dew et quatre reswnent l'essentiel du pdsent projet. La lecture des 
chapitres un et trois donne m e  compr6hension plus approfondie du probliime ainsi 
que des solutions propodes. Le premier chapitre donne un apequ g b n M  des 
approches et outils d6veloppCs par les diffCrents groupes de recherche. Le dewieme 
chapitre prksente la m6thodologie de conception propode et ses aspects. Ensuite, il 
dbtaille les caractCristiques g6nerales de l'interface dCvelopp6e et pr&ise les 
particularit& d'utilisation de cette interface. Le troisihe chapitre detaille les 
techniques de conception de l'interfaee et justifie les choix de design pour chacune 
des parties du circuit. Le demier chapitre fournit les dsultats de synthhe de 
I'interface ainsi que les r&dtats de simulation obtenus pour chacune des applications 
testkes. Les tests des performances de l'intdace ainsi que celles du protocole se 
basent sur les algorithmes de filtrage, de tri par segmentation et de 
I'encodeur/d~odeur Reed Solomon. L'dvaluation des performances du protocole VCI 
s'effectue dans un contexte de communication point-a-point, 
Pour compl&er le mdmoire, plusieurs annexes sont disponibles. Les annexes A a F 
presentent la revue de litt&ature initiale. En effet, cette revue ne relate qu'uw partie 
des recherches sur le d6veloppement de SoC. ~ tan t  dome sa pertinence au present 
projet, le chapitre un den  fournit qu'un nhmC et les annexes la d6taillent. Le reste 
des annexes constitue un complthent d'idormations (par exemple sur le processeur 
ou le protocole) i consulter au besoin. 
Chapitre 1 : REVUE DES &THODOLOGIES DE CONCEPTION DE SOC 
La progression de la technologic de fabrication de puce force l'industrie ii sans cesse 
developper de nouvelles techniques et methodologies de conception ainsi que de 
nouveaux outils. Apres les approches "Caphne and Simulate" et ' b D e ~ ~ i b e  and
Synthesik", le marcM se dirige vea la conception de SoC et la r6utilisation d'IP. 
Cependmt, aucune mdthodologie, aucune norme et aucun outil n'ont kt6 accept& par 
la plupart des compagnies. 
Selon [GDGOO], il existe trois grandes approches, chacune faisant un compromis 
entre Ie c o k  la flexibilite, la qualit6 des rksultats, la complexit6 et le deg6 
d'automatisation. La premiere consiste a f&e la synthese et le f f i e m e n t  d'une 
spdcification de haut niveau ("Specz3, w o r e  mrd Refine"). Le haut degd 
d'automatisation de cette approche en- souvent le sacrifice d'un des critkres 
essentiels, cornme la qualit6 des nisultats obtenus. Les cornpilatern comportementaux 
l'illustrent bien. La dewi&me consiste a configurer me plate-forme de base en 
fonction d'une application CbConfgure und cmdexefu'). Son faible co6t est associe a 
un manque de flexibilite. L'appariement de diffdrents IP pour constmire une 
application ("Mix and match") constituent l'essence de la troisi&me approche. Malgrk 
sa flexibilW accrue, son faible degd d'autornatisation peut la rendre moins attrayante. 
Pour obtenir le meilleur compromis, les concepteurs utilisent souvent m e  
combinaison d'approches. Le classement des solutions des diffdrents groupes de 
recherche ne suit donc pas strictement ces categories. La prerni&e section du pdsent 
chapitre fait m e  revue des mt5thodologies de synthkse et de raffinement des systemes 
logiciels/materiels. Le reste du chapitre ddcrit les diffCrents aspects de m&hodologies 
portant strictement sur la conception de systemes sur uw puce. D'abord, la section 
dew explique les architectures et les nonnes des SoC. Puis, la demiere section 
enonce les possibilites de configuration et de r6utilisation d91P. 
1.1. Synthhe et mffitement d'une spkification de haut niveau 
L'augmentation du niveau d'abstraction de la description du systdme permet a m  
concepteurs d'amiliorer leur productivitd. I1 faut utiliser un langage de haut niveau 
pour d t k k e  le comportement des diffirents modules ainsi que leurs communications. 
h i s ,  I'implantation physique s'obtient apr& la division, le raffinernent et la synth&se 
du systkne. L'avantage de cette approche reside dam l'automatisation des diffkrentes 
Ctapes. La nature m b e  du projet a m h e  me analyse concentree plus 
particulierement sur la synth6se des communications. 
Les m6thodologies de synthese d'interface logicielle/mat&ielle pksentees ne 
s'appliquent pas directement a la conception de SoC. Cependant, plusieurs parties de 
ces mCthodologies sont pertinentes a la conception de SoC. D'ailleurs, plusieurs 
groupes de recherche sur la conception se toment aussi vers le design des SoC. 
Cette section r&ume d'abord les outils Chinook, SpecC, Cool, Cosmos et Vulcan, 
puis pdsente d'autres m~thodologies. 
1. I.1. Chinook 
Chinook est un outil axe sur la synthese d'interface de syst&nes domines par les 
signaux de contrble [BC096] [OrBo97] [OrBo98] [COB921 [COB95a] [COB95b] 
[COH+99] [ChBo94], [WaBo94]. L'accent est plus particuli&rement mis sur deux 
aspects du probldme de synthese d'interface. Le premier permet l'association des 
ports d'un processeur avec les ports de ses pdriphdriques. Ceia permet donc la 
gh6ration de l'association des ports, des routines logicielles pennettant de contder 
les p&iph&iques ainsi que des modules matkriels (sCquenceurs) lorsque la 
communication ne peut se faire directement. L'algorithme propos6 utilise d'abord les 
ports rCservks aux e n e s  et sorties du processeur, puis les ports d'acces mdmoire. 
Le dewi&me aspect trait6 est celui des communications entre plusiem processeurs. 
La communication entre les processeurs peut se faire de faqon directe ou par le biais 
d'autres composants (liaison a multiples bonds). Dam ce cas, des modules logiciels 
(gestionnaires) permettent Ie transfert des donnks entre les processem. 
Il n'y a qu'un seul environnement de simulation et un algorithme d'ordonnancement 
logiciel est disponible- Aucun partitiomement n'est effectue (il doit Ztre effect& au 
pfiable) et des biblioth6ques doivent i%re montties par le concepteur avant tout 
processus de synth&se. En plus des diffiirentes bibliotheques, (processeurs, 
pdriphdriques, composants de communications), une description fonctiomelle du 
systkne sous forme de CFG (Control Flow Graph ou diagrammes de contr6le) est 
n6cessaire. Ces graphes devront contenir l'information sur le partitiomement du 
syst6me. Pour plus d'infonnations, voir I'anaexe A. 
La mdthodologie de conception SpecC [GZGHOO] PoGaOO] [GDGOOJ WGa98J est 
une extension de SpecSyn [NaGa94] [DGZ98] [GGB97] [GaRa94] p G 9 1 ]  
[GVNG94] WaGa951 [GaVa95] pour des applications SoC. Un r&umk de SpecSyn 
est dorm6 A l'annexe B, les principes de base, se retrouvant aussi dam SpecC, y sont 
decrits. La m&hodologie SpecC est beaucoup plus r*Ce que celle de SpecSyn, de 
plus les concepts d'IP et de m5utilisation y sont introduits. Une sp6cification abstraite 
du systkme, dkrite avec le langage SpecC, est raffinde jusqu'a l'obtention d7une 
implantation physique. Les etapes sont les suivantes : spticification, analyse et 
estimation, exploration architectmale et synth*se des communications. 
Les deux demikes &apes meritent d'&e ddtailldes. La phase d'exploration de 
l'architecture est divide en trois &apes : l'allocation, le partitionnement et 
I'ordo~ancement. D'abord le nombre et le type d761knents de traitement (PE), de 
mdmoires (MU) et de bus (CU) sont dbtettnjllb. Cette phase d'allocation peut &re 
faite A partir d'une biblioth&que d'IP (PE, MU ou CU). 
Ensuite, le partitionnement du systeme sur les diff'rents PE est effectue. A cette 
&ape, certains 616ments (PE ou CU) peuvent etre ajoutbs pour assurer l'integritd de la 
synchronisation et la communication entre les blocs. L'dtape suivante est le 
partitiomement et l'association des variables aux dBCmts Clements de memoire. Le 
partitionnement des c a ~ m  de communications consiste ensuite a constmire le rdseau 
complet de communication. Une fois le partitionnement termhe, i'ordonnancement 
statique ou dynamique est possible. 
L'Ctape suivante est la d6termination de I'architecture et la synthiise des 
communications. Cela correspond B l'insertion de protocole et au f f i e m e n t  des 
communications. Le comportement et l'interface doivent etre d p d s .  Il est possible 
de generer une enveloppe pour chaque module qui fait la conversion de protocole et 
permet un haut niveau de flexibilite. Ainsi, tout module synth6tisable (Figure 1.1 .a) 
ou c a d  virtuel (Figure 1 .l .b) peut &re remplace par un IP. L'outil permet de genbrer 
et d'utiliser des IP dkornpo&s en m e  partie publique et s e d e  assurant ainsi leur 
protection. 
Fiaure 1.1. Ghdration d'enveloppes d'IP prop& dam IDdjaOO] 
1.1.3. COOL 
COOL PiMa98J permet la synthese de sys the  utilisant une architecture bien difinie 
comprenant un contr6leur gedral du systkme, un contr6leur pour chacun des modules 
communicants ainsi qu'un contr6leur pour les entr6edsorties. La rntithodologie est 
t&s flexible. Elle permet tous les types de synchronisation et de communication. 
L'mhitecture s'applique &vantage a m  systemes domint% par les signaux de contr6le 
puisque la communication directe entre les modules n'est pas implicite. Les 
principales Ctapes de synthese sont semblables a celles de l'approche de SpecSyn. 
L'ordomancement des communications est effectuke ii hide  d'un rnodde de 
lecture/dcriture. Les communications peuvent &re bloquantes ou non bloquantes 
selon le schema choisi. Les modules sont synchronisds par des machines a etats qui 
leur indiquent quand rtiagir. Les &tats sont calcdks par le contr6leur gknM ou par 
les contr6leurs de modules. Un algorithme de gdn6ration de machine a etats pour la 
synchronisation est donne. Pour plus d'iaformations, voir l'annexe C. 
COSMOS [ObJe92] [DMJ97] pMVJ97J PCV+95] IVUK94J [HCM+99] utilise 
une representation intenntkliaire (SOLAR) pour faire le Mnement d'interfaces. 
Cette repksentation permet l'utilisation de plusieurs modkles de communication. La 
communication est par defaut bloquante, mais des queues peuvent Etre ajoutks pour 
la rendre non bloquante. Trois sortes d'61Cments composent un systeme : unite de 
communication, unit6 fonctionnelle et machines 6tats. La description fonctionnelle 
du systeme se fait donc a partir de machines B &ts. 
La communication, la synchronisation et le traitement des donnks se font par les 
unittis de cornmunicati011~. Les RPC (Remote Procedure Call) ainsi que des fonctions 
sp6ciales sont utilisees pour inwrporer les ddtails des protocoles. La synthbe est en 
fait un probkme d'allocation nkessitant des bibliotheques (unitds de communications 
et impldmentations de ces unites) et m e  fonction de coiit. Le grand desavantage de 
cette approche est que les ddtails d'hpIhentation sont compris dans les 
bibliothkques qui sont construites par le concepteur. Pour plus d'informations, voir 
I'annexe D. 
L'architecture utilisk par WLCAN [GCM92] [CLG9q [GuMi97J WGu93J 
&iGu98] est comporke d'un processeur, d'une memoire et de plusieurs ASIC 
(Applicattion. Le processeur est le maftre et il contr6Ie le bus et la mkmoire. Le 
modele permet l'implantation de programmes a plusieurs "thread" (tiiche ldgkre). Les 
transferts des domdes entre les composants se font toujours a travers le bus mais une 
queue est souvent ingee  pour mt5moriser les donnees en attendant la disponibilite du 
processeur. La communication non bloquante est favorisee. La synchronisation se fait 
par passage de messages et par interruptions. En effet, le maftre envoie des signaux 
de contrble aux autres composants et ceux-ci peuvent l'interrompre avec les 
interruptions. 
Deux aspects de la synth&se de communications sont abordes. En premier lieu, la 
Jneration de mecanismes de synchronisation pour un systeme a plusieurs "thread" 
permet un ordomancement dynamique sans pr6emption. Une FIFO permet de 
memoriser l'ordre d'exkution des "thread". En dewri6me lieu un algorithe de 
conversion de protocole permet d'identifier les ports maitns qui pourront gdnerer les 
signaw voulus sur les ports esclaves. Cependant, aucune logique s6quentielle ne doit 
Otre ndcessaire, les donndes doivent donc &e de mgme grandeur et le taux de 
transfer4 le &me des deux cWs. Pour plus d'informations, voir l'annexe E. 
1.1.6 ~ ~ r t e s  ~ t h ~ d ~ z o g r i ~  
1.1.6.1. LYCOS 
Plusieurs autres groupes de recherche se sont penchds sur le problkne de la synthbe 
des communications. LYCOS m a 9 8 1  m a 9 9 1  WaHa95J est un outil axe su le 
partitiomement logiciel/matdriel. Les estimateurs de communication sont bien 
d&velopp& et la selection du protocole de communication se fait a l'dtape du 
paxtitiomement Les donnefs cirmlent a travers trois etages : le pilote de 
transmission, le canal puis le pilote de dception (Figure 1.2). L'estimation du ddlai 
est basee sur un pipeline construit en etages, Les transmissions par paquet avec ou 
sans division ou regroupemeat sont consid6rt5es. Des estimateurs dyespace de pilotes 
(en materiel et en grosseur de code) et de canaux sont ddvelopp6s. 
F i w e  1.2. Canal de communication selon Madsen [KnMa98] 
L'algorithme de synthkse d'interface entre modules ayant des protocoles 
incompatibles, utilise dam i'outil Polis, est d&xit dam [PRS98]. Le module 
d'interface est divisC en deux parties : une machine a &tatsy pennettant de gkrer les 
signaux de contrde, et un module contenant le chemin de donndes. Le module de 
chemin de donnees est t&s simple car les domees sont de m6me grandeur et tout le 
systeme utilise la meme horloge. La conversion de pmtocole se fait A partir de la 
description des protocoles avec un langage pawticulier et la mdthode des graphes est 
utilisee pour gdndrer la machine ii Ctats. 
1.1.6.3- Sierra 
La m&thodologie, utilist5 dam l'outil SIERRA, est expliquk dam [SuBr92]. Le r6le 
de l'interface est d'etablir un chemin physique pour les d o d e s ,  de contder les 
sequences de transfert et de synchroniser les transferts. Un graphe de flux est gene& 
a partir des informations sur les protocoles contenues dam des biblioth&ques. Puis, un 
ordomancement et une allocation des ressources permettent un raffinement de ce 
graphe pour obtenir une description RTL (Register Transfer Level) du module de 
communication. La plate-forme, utilide pour constmire le convertisseur de protocole, 
est composde de trois modules : dew contrdlem et un c h e m .  de domees (Figure 
1.3). 
Architecture du module d' interface utili& dam [SuBr92] 
1.1.6.4. S ' t h k e  d'interfoe par amlyse des sPquences de commmic~tion 
Une methodologie plus complete de synthhe d'interface pour des systemes 
hetdrogenes est d o m k  dam PPM981. Le syst&me est d'abord divid, puis les 
modules logiciels sont compiles pour un pmcesseur cible et la synthtke des bus est 
effectude. Il est aloa possible d'exeaire l'information sur les dquences de 
communication et les protocoles du processeur. Cette information est utili* pour 
generer les unit& de communication. La d e r n i h  titape consiste A effectuer la 
synthese du materiel compremt les unit& de traitement et les mhoires. 
L'architechlre type est constit& d'un pmcesseur et d'un ASIC (Figure 1.4). 
Figure 1.4. Architecture type du systkme proposd dam @3PM98] 
1-1-65. SynthLse d'interface basPe sur la minimisation des ddais et de l'espace 
Une mdthodologie de design, basde sur la minimisation des delais et de l'espace des 
communications, est p ropoe  dam [GABP98]. A partir d'un graphe des 
communications entre les processus, une priorit6 est assignee a chaque en-t et 
les transferts qui ne pourront pas &e exticut& de faqon synchrone sont identifies. 
Ces transferts ndcessitent une FIFO qui ralentit le temps de communications et 
augmente l'espace occu#. Ensuite, I'architecture de base est determinee en 
identifiant le type de transfert, les ressources de communications (FIFO et bus) et leur 
protocole. Les ophtions exclusives dans le temps sont associ6es aux memes 
ressources et des cornpasants de contr6le sont ajoutes. 
1.1.6.6. Giniration d'interface pour simulation de systBmes 
Dans [GuRo94], la m6thodologie de conception de modules d'interface permet la 
simulation et la validation de la fonctionnalitt! et des ddlais du systeme durant les 
premi6res phases de design. Le systeme est decrit en VHDL et les communications 
sont etablies par l'intermediaire de modules d'interface. Chaque module d'interface 
permet l'utilisation d'un groupe de ports ayant une fonctionnalitC commune (comme 
les ports d'adresses et de donnees mdmoire). 
Le module d'interface est divisd en deux parties (Figure 
(synchrone et synthdtisable) permet d'effectuer les 
1.5). La premiere partie 
transformations et les 
transmissions de d o m k s  et supporte le protocole interne de communication. La 
deuxikme partie est constitu6e d'un ensemble de procedures pennettant d'exprimer les 
contraintes du protocole externe avec des dilais tres fins ou meme des comportements 
completement asynchrones. Les appels a ces prockdures sont synchronis6s avec la 
partie interne pour provoquer une communication exteme lorsque d6sh5. 
t t - t  I , 
Figure 1.5. Interface a plusieurs niveaux d'abstractions 
Jusqu'l pdsent, les systemes trait& etaient, pour la plupart, synchrones. Cependant, 
les modules d'un SoC peuvent avoir des horloges diffdrentes. Dam ce cas, il n'est 
pas dvident de ddvelopper des interfaces de communication synchrones. Une 
communication synchrone est d'ailleurs souvent plus lente PNY99J. Dam 
[KCK+99], l'utilisation d'un contr6leu.r asynchrone pennet de diminuer la taille de 
celui-ci tout en augmentant ces performances. De plus, m e  solution semi-synchrone 
peut pernettre de rCgler les probkmes de biais dans de gros circuits. 
Cependant, le problde des circuits asynchrones est l'interblocage. En effet, une 
horloge globale est tr&s utile a la filtration des effets de hasards. De plus, la 
conception de circuits synchrones est beaucoup moins complexe. Il n'en reste pas 
moins que forsque les contraintes sont tr6s strictes, les circuits asynchrones peuvent 
Ctre la seule solution. 
Une methodologie de synthkse de contr6leur d'interface asynchrone est presentee, 
dam wK98], a I'aide d'un exemple oh un pdriphkrique transfere des domdes sur le 
bus asynchrone. A partir de l'information contenue dam les diagrammes de temps, 
un dseau de petri, puis un graphe d'etats sont construits. Chaque nmud repnisente un 
&at et chaque flkche, une transition dY&at. Une methode de synthese des graphes 
permet de ddriver m e  fonction determinant l'dtat suivant. 
1.2. Architecture et normes de SoC 
La plupart des methodologies de conception SoC utilisent m e  combinaison des 
approches de configuration de plate-forme et d'assemblage de IP. Le concepteur 
emploie m e  approche plate-forme [TaKnOO] s'il debute avec m e  architecture de base 
dont il modifie les param&tres pour l'adapter a m e  application. Cependant, avoir une 
seule plate-forme pour tout type d'applications diminue les performances des 
systemes. Ceci nkessite de dkfinir une plate-forme pour chaque type d'applications. 
D'un autre cat&, un concepteur qui combine et apparie diffdrents IP pour constmire un 
systeme utilise m e  approche d'assemblage d'IP. Cependant, cette approche dcessite 
l'utilisation d'une architecture de base. De plus, un IP configurable oflie une plus 
grande flexibilite. Les solutions propos6es associent souvent ces deux approches 
compl6mentaires. D'ailleurs, les termes "IP-based design" et "Platform-based designy' 
dbignent un meme type de m6thodologie. 
Un apercu des architectures et des normes ainsi qu'une description des principes de 
rdutilisation dsument l'essence de ce type de m6thodologie. Cette section ddcrit les 
architectures et les normes en presentant les types de bus, de plates-formes et de 
protocoles ainsi que leur mdthodologie de conception de SoC. En outre, on accorde 
une attention particuliere a l'alliance VSI. 
I.2.l. Bur et plate-forme 
Un SoC est constitue d'IP qui sont assemblks suivant une architecture particuli6re 
avec un ou plusieurs bus appelis OCB (&-chip Bus). Sur une puce, contrairement 
aux cartes ou un sed bus a fonctions multiples (par exemple, le bus PC1 ou Peripheral 
Component Interconnect) est utilid, plusieurs types de bus a fonction unique sont 
employks. De plus, les OCB propods oat seulement deux &ats permettant une 
communication point-&point multiplex6e, plut6t que d'avoir un bus a tmis &tats. 
Dam la majorit6 des architectures, il y a un bus i haute performance, un bus plus lent 
pour les p&iph&iques et quelques fois un bus local au processeur. 
Plusieurs organisations proposent des plates-formes ainsi que leurs OCB. Dans 
certains cas, l'architecture propode vient avec une bibliotheque d'IP et meme un outil 
d'intkgration. Cette diversite permet le choix du bus et de Ifarchitecture qui convient 
le mieux au syst&me a concevoir. Trois de ces architectures sont pn5sent6es. 
1.2.1.1. Coreconnect 
La compagnie IBM [BeLeOO] propose une architecture de systeme sur m e  puce ainsi 
qu'un OCB. Lfarchitecture (ou bus) s'appelle cbCoreConnect" (Figure 1.6). En plus 
d'une architecture de base, IBM detient une biblioth&que d'IP appelde "Blue Logic 
Core Library". A partir de l'architectwe de base ainsi que la bibliothkque d'IP, I'outil 
"Coral" permet l'automatisation de la &he d'intigration d' IP. 
D'abord, l'architecture utilisde m&ie des explications suppldmentaires. Elle est 
c o m p o e  de trois Qdments de base. Le premier bus (PLB ou Processor Local Bus) 
est local au processeur et lui permet de communiquer avec ses mkmoires. Ce bus est 
particulierement adapte au processeur PowerPC. De plus, ce bus grande bande 
passante (256 bits a 133MHz) contenant un arbitre complexe p u t  &e utilid pour des 
applications a hautes performances. 
Le second composant est le bus de Nriphbrique (OPB). Sa bande passante est 
beaucoup mohs elevde (32 bits a 66MHz) et son arbitre rnoins complexe. Le demier 
composant est un pont ainsi qu'un bus de conwle de registre (DCR ou Device 
Control Register) : le pont permet de lier les deux bus pdc6dents et le DRC sert a 
transferer des informations sur la configuration et les &ats des composants du systeme 
sans affecter ses performances. 
Architecture "CoreComect" d' IBM 
A partir de cette architecture de base, "Coral" permet d1int6grer tous les 616rnents du 
systeme automatiquement. En nlevant le niveau d'abstraction, il est possible de 
diminuer le niveau de details de description des IP et de leurs ports. L'id6e est de 
regrouper les ports d'lP, appelQ composants virtuels (VC), ayant m e  fonction 
commune pour diminuer le nombre de wnnexiom. h i ,  une interface virtuelle, 
congue pour chaque VC, simplifie la compnihemion du concepteur. 
Certains paradtres et propriWs sont associis a chacune des interfces et donc, les IP 
peuvent etre contigur&. Un mfXbernent de la description virtuelle du circuit permet la 
generation du systkme &el, ayant une architecture du type "CoreConnecf'. Pour 
utiliser des IP qui ne sont pas dam la bibliotkpe, m e  enveloppe doit &e cr& autour 
de chaque IP et des param&res doivent lui stre associ6s. 
1.2- 1.2. Core Frame 
Palmchip [Ditto01 propose me seconde architecture appeltie "CoreFrame". 
L'avantage de cette architecture est que le pmcesseur a un bus local qui ne peut &re 
accdd6 par d'autres makes (Figure 1.7 sous-systeme du CPU (Control Processong 
Unit)). Le Mbus est le bus le plus perfomant (100MHz) et sert a connecter le 
processeur avec les pt5riphCriques makes. Sur ce bus, il n'y a qu'un seul esclave : le 
contr6leur d'acch memoire (MAC). Plusieuls types de m6moires sont support& Les 
canaux de connexion sont individuels et les dresses et donndes sont multiplexdes. 
L'arbitre est invisible. Le PalmRus est moins perfomant, plus simple et permet au 
processeur de communiquer avec les autres esclaves du syst6me. 
Architecture "CoreFrame9' de Palmchip 
Pour pennettre d'integrer les IP ne comrnuniquant pas avec le protocole du bus, un 
outil de conversion de protocoles est disponible. Cet outil contient une bibliotheque 
de protocoles couramment utilisds pour la conception de SoC. Si I'IP utilise un des 
protocoles de la bibliotheque, la conversion se fait automatiquement en identifiant 
des param6tres. Cependant, si le protocole est inconnu, l'outil guidera le concepteur 
pour la construction de l'interface. Toutefois, une grande partie de cette ache doit 
&e faite manuellement. 
1.2.1.3. AMBA 
La compagnie ARM [ARMOOa] propose aussi son architecture de SoC AMBA 
(Advanced Microcontroller Bus Architecture) bien adapt& a ces processem (Figure 
1.8). Elle est cornpee de trois bus : deux bus a haute performance et un bus pour les 
p&ipheriques plus lents. En plus, uw biblioth&que de pt5riphCriques (appelee 
"PrimeCellsyy) est disponible pour cette architecture. Des p&iph&iques sont 
disponibles pour les trois types de bus. 
processeur- memoire I AmA I I intame I 
Architecture AMBA de ARM 
Le premier bus rAdvanced High performance busy' ou AHB) est un bus de tr6s haute 
performance utilisd pour connecter le processeur avec ses m&moires, ainsi qu'avec 
m e  interface pour les memoires hors puce et les p6riphdriques nkessitant des 
transferts haute vitesse. Un arbitre est disponible pour les configurations B plusieurs 
maitres. Le pipeline du bus permet des transferts par paquets ainsi que des 
transactions divisdes. 
Le deuxikme bus ("Advanced System Bus" ou ASB), lui aussi a haute performance, 
est tr&s semblable au premier, mais il est moins rapide et posskde une fonctionnalite 
restreinte. En particulier, il ne permet pas les transactions par paquets ou divisc5es. Le 
demier bus C'Advanced Peripheral Bus" ou APB) est celui des pdripheriques Lents. Il 
pennet de reduire la consommation de puissance et la complexit6 des interfaces 
lorsque possible. Un pont pemttant de lier les bus est disponible. 
C o m e  expliquk dans WertOO], definir me nonne OCB, comme dam le cas du bus 
PC1 sur cartes, n'est pas iddal en ce qui a trait au design SOC. L'utilisation de 
diffdrents bus permet le choix d'une architecture adaptde au systeme i5 concevoir. 
Cependant, il n'est pas pratique de devoir constmire une nouvelle interface pour un IP 
chaque fois que I'on change I'OCB. En effet, les possibilitds d'exploration 
d'architecture sont tres limitees si les IP sont tous conqus pour ne communiquer 
qu'avec un seul bus. De d m e ,  la tache dYint&ration est tr&s laborieuse lorsque I'on 
construit un systeme avec des IP qw ne sont pas tous adapt& au mzme OCB. 
Pour solutionner ce probkme, certains organismes propsent des protocoles de 
communication plut6t que des bus. De cette faqon, les IP communiquent tous avec un 
m6me protocole et selon lYOCB choisi, les co~ex ioas  (Figure 1.9) sont effectutks A 
h i d e  d'un pont (le m6me pour tous les IP). Si le fournisseur du bus donne aussi le 
pont et que le concepteur du IP developpe l'interface communiquant avec le protocole 
standard, la tiiche de lYint@ateur est dduite ii l'assemblage des differents 
composants. Cette solution implique que toute l'industrie s'entende sur un seul 
protocole standard pour les IP. Pour le moment, plusieurs de ces protocoles sont en 
developpement. 
Utilisation d'un pont pour comexion au OCB 
1.2.2- 1. General Bus InteTface 
Le "General Bus Interface" (GBI) est propose dans LKSN99J. C'est un protocole 
avec 32 bits d'adresse et 32 bits de donn6es. 11 supporte les transferts par paquets avec 
des paquets de differentes taiiles. Ce protocole est tks  semblable au IP bus (de OMI) 
et donc est tr& semblable a un protocole de bus sur le plan de la complexite. Le 
protocole a tte test6 avec quatre OCB : AMBA (de ARM), FISbus (de 
MentorGraphics), PI bus (de OMI) et PLB (de IBM). Le problime associd a un 
protocole complexe et peu flexible est que ~1~ le protocole du bus utilis6 en differe, 
plus le cofit du pont (quant a w  delais et a l'espace) est important. 
1.2.2.2. OpenCore Procotol 
Le "OpenCore Protocol" (OCP) est propod dam [SmitOO]. Ce protocole est moins 
complexe et plus flexible q w  le p&&dent. Il est constitue de signaux de base pour 
une communication simple entre un maitre et un esclave (b&e sur des transferts de 
dondes simples). En outre, une extension aux signaux de base est disponible pour les 
IP plus complexes. Ces signaux sont typiquement des signaux de contr6le 
(interruptions, erreur, signaux &tats ) et des signaux de tests (scan, JTAG, contr6le 
d'horloge). Ce protocole a W test6 dans des systhnes utilisant les bus AMBA et 
''C~reC~nnect". 
l.t.2.3. Auttes protocoles 
Un autre protocole de ce type est utilid par I'outil de Coware, c'est le "Virtual Bus". 
Ce protocole permet de ddfinir les communications d'une manicre beaucoup plus 
abstraite et ainsi simplifier la tiche du concepteur. Plusiew schkmas de 
communication y sont disponibles. L'outil de Coware sera detaille plus loin. 
Le demier protocole a ddcrire est le protocole VCI de VSIA. C'est un protocole axe 
sur le transfert de domees et qui ne contient pas implicitement de signaux de contr6le. 
Ce protocole o& cependant beaucoup de flexibilitk au niveau des transferts de 
donnks, mais est limit6 a un seul schema de communication : la pignee de main. 
Puisqw ce protocole sera utilisd tout au long du projet, la section suivante est 
entierement consacrde aux nonnes propodes par VSlA et la section 2.2.3 fournit m e  
description plus precise du procotole VCI. 
L'alliauce VSI CCVirtual Socket Interface") a W formde en septembre 1996. 
L'objectif est de promouvoir une vision ud%e du design de SoC A travers l'industrie 
et d'Ctablir des normes techniques facilitant l'intdgration des IP sur une puce. 
L'objectif v i d  n'est pas de regler tous les probkmes relies au design SoC, mais plut6t 
de fournir les normes n&essaires a I'industrie pour qu'elle p u k e  le faire. 
L'alliance compte 8 groupes bt5nivoles de d6veioppement dont les membres viement 
de plus de 100 compagnies differentes (foumisseurs d'outils, concepteurs d'IP et 
concepteurs de syst2mes). Les groupes de d6veloppement sont les suivants: 
"Analog/Mixed Signals", cbImplementation Verification", "Functional Verification", 
"System-Level Design", "On-Chip Bus", "Manufacturing Test", "Virtual Component 
Transfer" et "IP Protectiony'. Dans WertOO] et [BiSs99], une vue d'ensemble des 
wnnes et groupes de VSIA est foumie. La mission des d e w  groupes perthents au 
pdsent projet est dicrite a w  paragraphes suivants. 
I .  2.3.1. Groupe tie conception au niveau systhe  
Le d e  du groupe de conception au niveau systhe [VSIAOOb] est d'identifier une 
norme pour faciliter la sp&ification, l'dvduation et I'intdgration d'un syst&me durant 
la phase d'exploration et de rafhement de l'architecture. I1 est donc essentiel, dam 
un premier temps, de dt3in.k un vocabulaire commun. C'est pourquoi il existe un 
document appeM "Taxonomy" qui ddfinit et classifie les objets et principes ainsi que 
leurs attributs. De plus, une norme de type de domees pour C/C* ("Data Type 
Standard") est disponible, comme le module IEEE 1164 en VHDL. 
Ensuite, la nome d'interface au niveau systtime (SLIF ou System Level Interfhce 
Standard) ddfinit une structure de niveaux d'abstraction utile pour le raffinement du 
systhne (particulihxnent des communications) ainsi que pour la documentation de 
l'architecture a chacun des niveaux. I1 est donc possible de faire un dinement 
hidrarchique en partant d'un niveau d'abstraction Clevd (luyer 1.0) jusqu'a 
l'implantation physique (layer 0.0). La Figure 1.10 donne un exemple de m e m e n t  
partant du niveau de l'application jusqu'a l'implantation physique. Le pmtocole 
utilisd au niveau physique est VCI. 
Firmre 1.10. Raffinement hidrarchique propod par VSLA 
La structure de chacun des objets (blocs) du s y s t h e  doit etre conque de sorte que le 
comportement et les commUILications soient dpar0es pour ainsi augmenter la 
flexibilite. Des attributs sont associCs a chacun des objets selon le niveau 
dYabstraction clans lequel ils sont rep&sent&. Des transactions ainsi que leurs 
attributs et repr6sentations sont dCfbis pour chacun des niveaux d'abstraction. 
1.2.3.2. Groupe du bus sur me puce 
L'objectif du groupe de OCB [VSIAOOa] est de d 6 W  une nonne a un niveau 
d'abstraction tres bas facilitant l'intkgration d'IP sur m e  puce. Puisqu'il n'est pas 
&aliste de ddfinir un bus standard WertOO], un protocole de communication pour les 
IF' independants du OCB a W defini. Tout comme ceux dnoncC a la section 1.2.2, le 
protocole VCI permettra de construire plus facilement tout un systeme a partir d'IP et 
de ponts (Figure 1.9). 
Ce protocole permet une communication unidirectiome~e point-a-point entre un 
initiateur et une cible (maitre et esclave). La requ6te (envoyke par l'initiateur) et la 
n5ponse (envoyke par la cible) sont contr6lkes par un protocole de poignde de main. 
Pour communiquer avec un bus, me communication point-&-point doit &re etablie 
entre le IP et un pont. Les paramktres de l'interface VCI peuvent &re modifies. De 
plus, on o f k  trois niveawc de norme : "Peripheral VCI", "Basic VCI" et "Advanced 
VCP'. Ces trois niveaw sont cornparables aux niveaux de bus proposes par ARM. 
Le protocole, faisant partie de la m6thodologie props&, est ddtailld au chapitre dew. 
1.2.3.3. Analyses ante'riewes du protocole VC. 
Le protocole dtant utilisd et ansly& l'intdrieur du p&sent projet, il convient de 
revoir les analyses antbrieures de ce protocole. Puisque la norme est encore en 
dt5veloppement, peu de dsultats oat W publids. 
La predkre etude a dte menee en collaboration avec Coware et Nokia &SJ+OO]. Un 
module utile dam des systemes de communication mobile a W conqu en effectuant 
un rafiement comme props6 par SLIF et en utilisant le protocole VCI. En 
parallde, le meme systkme a W raffin6 en utilisant l'outil Coware (section 1.3.4). 
Les performances du protocole n'ont pas W 6tudiCes. Cependant, il a cite montre que 
les nonnes de VSIA facilitent l'int6gration de VC (Virtual Component) et le 
mflhement des systemes. 
Dans la seconde etude [CCS99], l'analyse les performances du protocole (Baric VCI) 
est faite en deux &apes. Dans un premier temps, un pont permettant de lier un esclave 
VCI au bus ASB d9ARM (Figure 1.8) est construit. Le pont compte de 500 A 1000 
portes logiques selon la complexitk de l'interface et aucune pdcision sur la latence 
n'est donnk. Dans un second temps, une interface VCI pour un contr6leur 
d'intemrptions est genee. Dans ce cas, le temps de communication est double par 
l'utilisation du double protocole de poign6e de main de VCI. 
Une aaalyse des performances du protocole "Peripheral VCI" est donnee dms 
LVGOO]. Six implantations du meme syst&me sont utilisees (trois avec le bus ISA 
(Industry Standard Architecture) et trois avec un autre bus standard). Dans la 
premiere implantation, le protocole est directemeat integre aux blocs. Dam la 
dewi*me, une enveloppe VCI est utilisk pour lier les blocs au bus. Dans la demike, 
m e  enveloppe gen&ique est utili&. Les resultats obtenus avec m e  enveloppe 
g&&ique et m e  enveloppe VCI sont trb semblables. L'utilisation d'une enveloppe 
entraine me  legere augmentation de la puissance, c a d e  par le double transfert de 
chacune des donndes, et m e  leg& augmentation du nombre de portes (environ 1500 
portes). La latence n'est pas augment& dam le cas du bus ISA (bus tr&s lent) et est 
Idghment augmentee dans le cas du bus standard. 
1.3. Possibilith de r6utilisation des IP 
Le design de SoC nkessite la rkutilisation des IP. Quels sont les crit&es de 
r6utilisation et comment concr&tement put-on biitir un syst&me a partir d'IP ? Pour 
rdpondre a ces questions, les principes de rhtilisation sont d'abord present&. Puis, 
les approches de design SoC de trois compagnies spkiali&s en ddveloppement 
d'outils sont expliquties. Les outils sont prdsentds en ordre dkroissant de flexibilitd 
et l'augmentation de la flexibilitk ambe une diminution de l'automatisation. 
fl faut noter que, m h e  si notre partenaire industriel, Mentor Oraphics, est sp6cialisd 
en d&eloppement d'outils, aucun outil de design SoC a proprement dit n'existe pour 
le moment. NCanmoins, une bibliothhue d'lP est disponible et s'appelle "hventra 
Portefolio". De plus, l'outil de cov~rification Seamless est tres populaire. En outre, 
le projet consiste A fournir des pistes notre partenaire en proposant une 
mdthodologie de conception SoC bas& sur leurs outils actuels. 
Pour bien cibler Ies principes associds a la rhtilisation, I'histoire de la kutilisation 
sera pr&ent&e. Puis, les types d'IP et de paramtres seront expliquds. Enfin, les 
criteres d'une rdutilisation efficace seront domds. 
I .  3.1. I .  Histoire de la r6utiIisation 
La n5utilisation a toujours exist6 [CCH+99], mais sa forme a changd h travers 
l'&olution de la technologic (Figure 1.1 1). hitidement, la ~Cutilisation se faisait au 
niveau personnel et individuel. Chaque concepteur utilisait son expt5rience et ses 
comaissances pour faciliter la dalisation de nouveaux projets. Ensuite, le code des 
designs pdc6dents &i t  utilid comme squelette pour les nouveaux designs. Ce type 
de rdutilisation est &s populaire chez les programmeurs. Jusqu'a ce point, la 
rdutilisation etait plus opportuniste que planifih. 
[ Augmentation de la g-ur dm puce$ 
Figure 1.11, ~volution de la rdutilisation 
Puis, les concepteurs ont commence a reprendre des modules complets de design et a 
les rkutiliser dam de nouveaux designs. Les modules sont alors un peu mieux 
document& dans le but de permettre h plusieurs concepteurs de les utiliser. Beaucoup 
d'entreprises se situent encore a ce niveau de la dutilisation. 
Le pas suivant implique la "socketization" des IF a d n e  & la &utilisation A 
proprement dit. Cependant, il existe plusieurs niveaux de n5utilisation d'IP WunnOO]. 
D'abord, il est possible de transformer ua module pour le rendre r6utilisable sans 
penser au contexte htur d'utilisation. Si ces contextes sont considdnis lors de la 
conception d'un IP (par exemple, au niveau des parametres), aloa I'efficacite est 
augmentke. Enfin, si les bhanges d'IP se font a l'int6rieur d'une entreprise, mais 
aussi au niveau de toute l'industrie, on parle de r6utilisation i grande Cchelle. 
1.3-1.2. Typesd'IP 
I1 existe tmis types d'IP rdutilisable que l'on nomme "soft", "hard" et "W et 
chacun comporte des avantages et iaconv6nients PaWaOO]. fl pourrait aussi y avoir 
des IP logiciels, mais ils sont peu considMs dam la documentation. Le IP "hard" est 
un module compl5tement implant6 physiquement. 11 n'y a donc aucune flexibilitd, 
mais toute l'information ndcessaire pour me technologie cible est disponible et le 
travail d'intkgration est facile. 
Le I .  "soff' est tout simplement un bloc de code RTL qui se synthetise. Son grand 
avantage est sa flexibilitti. Cependant, puisque le module n'est pas implant6 
physiquement, aucune information sur les performances, le coiit du silicium, la 
grandeur n'est disponible. De plus, le travail dd'int6gration a un systkme est lourd et la 
protection du IP est tks difficile. 
Le IP "hn" est une combinaison des pr&dents. C'est un IP "soff' qui a 6t6 
implant6 physiquement. Si 1' implantation est satisfaisante, il est possible de 
Mn6ficier de tous Ies avantages du IP "hard". Dam le cas contraire, ce sont les 
desavantages du IP "soft" qui seront subis. 
Les IP peuvent etre utilisds A plusieurs fins LeeOO]. Dans la majorit6 des cas, on 
parle de l'utilisation d'IP a l'intdrieur d'un design. Cependant, il est aussi possible 
d'utiliser un IP pour de la verification, donc a l'intdrieur d'un banc de test. De plus, 
1'6valuation d'outils, de rn&hodologies ou de technologic peut se faire a h ide  dYIP. 
La flexibilite passe tres souvent par la possibilite de configuration. Une configuration 
est la selection d'un ensemble de paramhes pour former un tout (par exemple, un IP 
"soft") WaGiOO]. Un parametre est un attribut qui peut &re modifid et qui, sans 
changer la fonctiomalitd du module, pennet de trouver le meilleur cornpromis @our 
un systeme dome) entre Ies performances, les tailles, la dissipation de puissance, etc. 
I1 est tr&s important que les M k n t s  param&tres soient independants les uns des 
autres pour eviter des configurations finales incoherentes. 
Les param&ttes w e n t  Stre statiques, s'ils sont modifi6s avant l'etape de fabrication, 
ou dynamique, s'il faut ajouter une structure supplementaire pour permettre la 
variation du param6tre en temps &el. Les parametres statiques peuvent impliquer des 
changements de grandeurs de signaux ou des changements complets de structure. Les 
parametres dynamiques peuvent &re modifids i l'allumage seulement ou n'importe 
quand durant le fonctionnement. Les pararnhtres peuvent &e au niveau des circuitsy 
de l'architecture ou de i'application. 
Peu importe le type d'IP utiliG9 certaines &apes doivent &e effectuees pour pkparer 
I'IP ii la riutilisation, c'est Ie concept de "socketization". Cette &he peut allonger le 
temps de design d'un IP de 2 a 7 fois selon le cas [BirnOO]. Par exemple, un IP 
"hard" est plus long a pdparer qu'un XP "soft". L'important est de s'assurer que le 
temps perdu sera r6cupdrd lors de la dutilisation. 
Pour ce faire, il faut respecter certains cr i ths  [JaniOO] c o m e  avoir des dispositifs 
int6ressants9 &re compatible avec les normes de l'indusrrie, &e independant de 
I'environnement de ddveloppement, etc. I1 est essentiel d'abr6ger les details inutiles a 
l'utilisateur et de rendre accessibles ceux qui lui seront importants. Le type de codage 
doit aussi respecter certaines &g.les [KeBr99] comme de synchroniser les entrdes et 
sorties, Cviter les circuits asynchrones, etc. 
En rdsumti, un IP devra &re documente et avoir des parametres bien dkfinis, un 
modele a diffirents niveaux d'abstraction, des scripts de simulation et de synth&sey un 
plan de test, un banc de test, m e  liste de contraintes, etc. L'idM est de donner le plus 
de flexibilitd (parametres, choix de techn01ogies, dispositifs) tout en simplifiant le 
plus possible le travail d' integration. L' htegrat eur syst*me doit facilement pouvoi 
explorer differentes implementations. 
1.3.2. Synopsys 
L'outil de synthese logique le plus utilid actuellement est le ccDesignCompilef' de 
Synopsys. La mdthodologie de conception SOC est b&e sur le fait que si un IP peut 
Btre configud et qu'il respecte Ies conhaintes enoncdes a la section 1.3.1, le temps 
d'intdgration au niveau systeme est graadement reduit. Deux facons de gdnirer un IP 
spkifique B partir d'un IP gddrique sont proposkes [CRKOO] [SCCOO]. La premiere 
consiste A utiliser un fichier de param&es, un fichier RTL utilisant ces parametres et 
un script Per1 pour ginerer un fichier RTL refldtant Ies besoins de l'usager. La 
deuxikme consiste a utiliser les outils de SoC : "CoreBuildef' et "CoreCoIlSUltant". 
L'outil "CoreBuilder" permet au concepteur d'IP d'etre guide a travers Ies Ctapes de 
"socketization" et d'entrer un IP dam une base de domdes qui pourra etre utilisC par 
l'integrateur. Le concepteur peut saisir le code VHDL synthCtisable ainsi que 
l'intervalle des paramktres, les contraintes, le banc de test, etc. L'outil guide I'usager 
et s'assure de la cohkrence des domees e n ~ e s .  Ensuite, il g&&e les scripts, les 
fiches techniques, les donnies utiles a la synthese, etc. U est donc possible de b$tir 
une bibliotheque d'IP bien document& utiles aux int6grateurs. 
L'outil "CoreConsultaat" guide l'integrateur dans ses choix de parametres et 
d'irnpl&nentations. A parti. des fichiers gdnCrds par "CoreBuildeP et des contraintes 
de L'intCgrateur, un IP rCpondant Specifiquement aux besoins du systeme ainsi que son 
banc de test sont genMs. Tous les scripts et donnks utiles B l'obtention d'une 
implantation physique &lle sont aussi foumis. L'outil pennet donc de reduire le 
support et la maintenance des IP en amdiorant les dsultats obtenus. 
1.3.2.3. Inte'gration du SoC 
L'objectif futur est de permettre la genhtion d'un systeme complet. L'idee est de 
pennettre B l'usager de cee r  des plates-formes de base (incluant aussi des param&es 
et des attributs). A partir des domees sur les plates-fonnes et sur les IP, il serait aloa 
possible de genker un systeme complet qkcifique a une application. L'etape 
suivante serait de rendre toutes ces biblioth6ques accessibies sur l'lnternet pour 
permettre la kutilisation B grande 6chelle. 
I m 3 m 3 .  Cadence 
L'outil VCC ("Virtual Component Co-Design") de Cadence [CDSOOa] [CDSOOb] est 
le dsultat de I'initiative Felix qui a debute en 1997. L'outil a pour buts de fournir un 
support pour la sp6cification d'IP, d'ameliorer les possibilitds d'kvaluation, de 
selection et &implantation des IP et de permettre la definition, la capture et 
17exploration des architectures. L'outil cible autant les concepteurs d'IP que les 
int&grateurs de systemes. En effet, une infrslstnrcture de capture, d'empaquetage, de 
catalogage, de distribution, et de gestion 6IP a dtd mise sur pied din d'acceder 
Cventuellement une banque de donnees par le biais dYInternet. 
1.3-3.1.1. Capture du systime et exploration des mchitectraes 
Les &apes de conception de l'outil VCC (Virtual Component Co-Design) sont 
donxks ih la Figure 1.12. La spkification du systt5me peut &e hetkroghe et la 
capture des informations du systeme (architecture, fonctionnalit6, types de donn6es et 
IP) peut se faire a l'aide d'une interface graphique. Pour cmier des fonctions de 
contr6le ou des convertisseurs de protocole, le concepteur peut utiliser le g6ndrateur 
de machines & &its. 
Une fois la capture termin&, l'outil permet de lier les fonctions A l'architecture. Un 
enviromement d'analyse permet dY6valuer les performances du systkne a l'aide de 
simulations. Il est possible d'associer des contraintes de performance a w  fonctions et 
de vdrifier si elles sont respect&. 
architechues. Un estimateur logiciel 
peut explorer diffdrentes 
temps de simulation. De 
plus, la simulation d'un design a plusieurs niveawc d'abstraction est possible. 
Figure 1.12. p tapes de conception de L'outiI VCC de Cadence 
1.3.3.2. S'thSse des communi~ations et ge'ne'ration du s y s t h e  final 
L'dtape suivante est le rdfhement et la synthese des communications. Toutes les 
domdes nkessaires ik ces &apes sont dam des biblioth&ques. Des modeles de base 
sont disponibles mais I'usager peut aussi en ajouter. Ensuite, i partir des parametres 
fournis par l'usager, le mflhernent et la synthbe sont effect&. Plus la flexibilite est 
recherchbe, moins le processus est automatid. Finalerneat, l'outil g&&e une 
description de la partie matdrielle du syst5me au niveau structure1 p6t  A passer aux 
&apes de synthese et simulation. En plus, le code logiciel de l'application (pilotes, 
syst6me d'exploitation temps e l ,  ordoonateurs) et les domdes essentielles au test et 
a la cosimulation ont aussi geners. 
I.3.4. Co ware 
Initialement, le champ d'intket de Coware h i t  la conception conjointe 
logicielle/mat&ielle en g6n&al pML+971 mVBM961 w L + 9 q  [Live941 (Live961 
(annexe F). Maintenant, I'intMt est t o m e  vers la conception logicielle/mat~elle 
pour SoC et la dutilisation d'IP. La version actuelle de Coware s'appelle N2C 
('Wapkin-to-Chip") pomp00 ] [cow~o~]. L'outil pennet au concepteur de capturer 
m e  spdcification en C K t t  (avec le langage SystemC), d'evaluer les effets de 
l'architecture sur les performances de l'impldmentation finale, de faire de la 
conception logicielle/mat~rielle t de rbutiliser Ies IP. 
1- 3.4.1. Description homog2ne 
L'outil Coware est le plus automatisi des trois presentks dam cette section. Il 
ressemble aux m6thodologies de la section 1.1, puisqu'il pennet le f f i e m e n t  de 
systeme a partir d'une description de haut niveau Un sed langage est utilisd pour 
ddcrire le logiciel et le materiel (SystemC) et dew niveaux d'abstraction sont 
disponibles. Le code des modules matdriels p u t  &re automatiquement transfonne en 
m e  description synthktisable. Cependant, tous les TP sont dbcrits en C/C* pour 
augmenter la flexibilitb et pernettre des changements de partition. Un prototype 
virtuel permet de faire de la cosimulation t&s t6t dans le processus de design. 
1.3.4.2. Synthkse des communications 
Un aspect important de I'outil est le synthetiseur d'interfaces. La description 
fonctiomelle est inddpendante des communications et celles-ci sont implantdes a 
l'aide d'une enveloppe. Comme on l'explique il la section 1.2.2.3, c'est il parti. de la 
description des communications avec le "Virtual Bus" (le protocole de 
communication dyIP) que les cornexions h u e s  sont g6nMes. I1 est possible 
d'utiiiser des IP de source exteme, mais m e  enveloppe doit etre conque pour les faire 
comrnuniquer avec le protocole approprie. L'objectif principal de I'outil de synthese 
est de permeme un assemblage facile d'IP et la dutilisation de ceuxci. La synthese 
des communications multiprocesseurs est tres efficace. 
1.3.4.3.   tapes de design 
En rdsume, les &apes de design sont les suivantes (Figure 1-13}. D'abord le systeme 
est decrit au niveau fonctiomel en SystemC. A ce stade, de nouveaux IP peuvent &re 
cdes. En p d l e e ,  il est possible de & des plates-formes et de faire des choix 
d'impldmentation. De plus, le choix des IP se fait en msme temps que le choix de 
l'ar~hitecture~ T r b  t6t dans les etapes de design, des tests de performance sur les 
choix d'impl6mentation peuvent &re effectuds. Ensuite, le synthktiseur &interfaces 
pennet de lier la description fonctiomelle a la description de l'architecture. Enfin, le 
systeme complet est gh&d : modules matdriels, contenu de la memoire (programme 
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Figure 1.13.  tapes de design de Coware 
Chapitre 2 : ~THoDoLOGIE PROPOSEE ET DEFIN~TION DU PROJET 
L'avancement de la technologie de fabrication et le changement de la technologie de 
conception amenent les chercheurs a dkfinir me nouvelle mkthodologie. Dtifinir 
pr&iskment une methodologie complete de conception de SoC dkpasse le cadre et le 
ddai d'un projet de maftrise. Ainsi, ce chapitre presente les restrictions et les 
objectifs fixes pour rediser un projet pertinent au developpement d'une 
mt5thodologie. 
D'abord, la premiere section decrit la methodologie ginkale dam laquelle le projet 
pourrait s'inscrire ainsi que les aspects trait&. L'objectif gdn6ral du projet consiste a 
concevoir une interface de communication pour un IP. La dewieme section precise 
les caract6ristiques de cette interface et la demikre section pdsente ses possibilites de 
configuration et ses particularitds d'utilisation. 
2.1. M4thodologie de conception de SoC 
Avant de decrire la problematique prkise du projet, il convient de presenter la 
m&hodologie generale propode ainsi que les representations du systhe et du canal 
de communication. 
La m&hodologie propo& consid6re les m6thodologies dkrites au chapitre precedent 
ainsi qu'une combinaison des approches de plate-fome et d'assemblage IP (Figure 
2.1). En effet, l'outil gWre un systeme h partir d'une bibliotheque d'IP et de plates- 
formes configurables. Les composants de la bibliothwue peuvent &re pr6dCfinis ou 
decrits par le concepteur. De cette faqon, il est possible d'obtenir m e  grande 
flexibilite sans pour autant allonger le temps de conception. La mdthodologie utilise 
donc les principes d'allocation et de configuration. 
- Description de la fondionnali du sys- 
h - UtiIiition de fondions de communications de haut 
-1 niwau - Simulation fonctionnelk - Estimation das performances pour facilitcr k 
- - 
- Sdkction de b plate-forms de base - S4kction des IP - Partitionnment du syst&me - Assodation das blocs fonctbnnels st des 
composants de P a r c h i i r e  
r 
f - Choir des param&tres - SCkdian des types de canaux, d w  mtkanismes de 
~ ~ e n t d u  4 amunnication et de symhmnisation s ~ e e t d a s  
J 
- O'ibi0n des m6moircs et ddtermination dm 
communications espaws badrsssage 
- Association des variables aux m6moims - I - dm fondions de communication a m  I 
canaux I 
- D6veloppemont des pibtes logicisk et des 
Synthbo du syst4inm sdquenceun 
ack, - Gbn6ration dm composants contigurabk~ du 
communkrtionr sysdhrne (IP. canaux de communication. ponts. etc) 
A - &semblege du syst&m (IP. ponts, bus, etc) 
~ t a ~ e s  de conception propodes dam le prdsent projet 
2- 1.1. I .  Extension des outils de Mentor Graphics 
C o m e  explique dam le chapitre prdcddent, la compagnie Mentor Graphics n'a pas 
encore d'outil sHcifique de conception SoC. La m6thodologie propode permet 
d'utiliser les outils disponibles de Mentor Graphics pour faire de la conception SoC. 
D'abord, une extension de l'outil Renoir permet de representer et ddcrire le systeme a 
differents niveaux d'abstraction. De plus, il est possible d'effectuer des raffinements 
hierarchiques, comme proposC par VSIA (quatre premieres Ctapes de la 
methodologie). La simulation du syst&me logiciel/mat&iel s'effectue avec Seamless. 
L'extension de Renoir doit aussi pennettre la criation et l'utilisation de bibliotheques 
d'IP et de plates-fonnes. Un outil semblable a celui proposd par Synopsys [CRKOO] 
peut faciliter la gestion des bibliotheques. Les IP doivent stre repksentes a differents 
niveaux d'abstraction et pouvoir Ztre simuIds et test& a travea les etapes de 
dmement.  Des scripts de configuration permettent la g h h t i o n  d'IP e i f i q u e s  
aux besoins d'une application. Les criteres de rhtilisation expliquks a la section 
1.3.1.4 s'appliquent. 
2. I .  I .  2. Description des &apes de conception 
La premike Ctape est la spkification fonctiomelle du systeme. Les modules peuvent 
&re ddcrits en HDL ou en C (ou les deux). Des blocs predifkis (IP) peuvent aussi 
etre Jlectionnds a cette &ape pour Mter de concevoir deux fois un meme bloc. Les 
communications sont repksentks a un niveau d'abstraction QevC en utilisant les 
fonctions SLIF de VSIA. La simulation du systeme & cette Ctape permet de vdrifier sa 
fonctionnaliti et de ddvelopper des estimateurs pour diterrniner ses partitions. 
Une fois la fonctiomalite du syst6me d6terminCe, il est possible d'explorer les 
diffkrentes architectures. A partir des bibliotMques de plates-formes et d'IP, 
l'architecture du systeme (structure, composants) est ddteRnint5e. Ensuite, il faut 
/ - 
diviser le systeme et assbcier Ies bIocs fonCtrtoMeIs auk composants de I'architecture. 
Diffdrentes configurations pewent Etre implantkes jusqu'a l'obtention des 
performances voulues. A cette &ape, les communications soot ddcrites B un niveau 
&abstraction ClevC et les paramiitres du systkme ne sont pas fixes. 
Le raffinement du systeme consiste a fixer les param6tres de la plate-forme et des IP 
en fonction des besoins de l'application. Ensuite, la dlection des types de canaux de 
communication et des mecanismes de communication et synchronisation constitue la 
phase de rafEnement des communications. De plus, les mdmoires sont diviskes, les 
espaces d'adressage sont f!Ms et les variables sont associkes aux mkmoires. De cette 
facon, les fonctiom de communication peuvent 8tre affect6es a w  canaux. Le niveau 
d'abstraction est donc abaisd et le systeme est p&t a passer a l'dtape de synthese. 
L'etape suivante est celle de la syntbese du systeme ou les choix effectuks a l'tape 
pdcedente sont implantds de fa~on ditaillie (bas niveau d'abstraction). Pour g h r  
l'ordre des accbs awc ressources par le logiciel, des pilotes et des sequenceurs sont 
ajoutes au code. De plus, des scripts sont utiliks pour gCnCrer la bonne configuration 
de la plate-forme et des IP. Des composants de communication de bas niveau @ants) 
sont ajoutes pour pernettre L'assemblage du systeme. Ainsi, le systeme est pGt pour la 
phase finale &implementation. 
Lors de la demiere etape de l'implimentation du systkme, le code matdriel est 
synthetisd et verifid a h ide  d'outils commerciaw (par exemple Design Compiler de 
Synopsys). D'un autre cW, le code logiciel est compild et vdrifie. Ensuite, a partir 
du code gene&, il est possible de passer a la phase de covenfication h a l e  (avec 
l'outil Seamless) puis awc tiiches de fond. 
2.1.2. Reprdkentatrbn du canal de co~unZcan'on 
La partie la plus importante et la plus cornplexe de la conception de SoC est 
l'implantation des communications entre les modules. Pour rnieux comprendre les 
&apes de raffinement et de synthese des communications, il est essentiel d'expliquer 
les composants de la communication et de les situer dam un systeme global. 
2- 1.2.1. Description des itapes de communication 
Les &apes de la communication, domdes A la Figure 2.2, viennent de la 
repdsentation des communications entre des modules logiciels et materiels pn5sentCe 
a la Figure 1.2, de la repn5sentation des canaux virtuels donnde a ia Figure 1.1 et du 
principe d'enveloppe propose dam m + 9 7 1 .  Le canal A proprement dit correspond 
seulement A la partie centrafe (grise sur la Figure 2.2). Cependant, pour que les 
modules logiciels et matkriels puissent transmettre des messages sur ce canal, ils 
doivent utiliser un protocole commun (par exemple VCI de VSIA). Ainsi, pour 
rafEner les communications entre deux blocs, plusieurs Ctapes doivent itre exCcutees. 
Fiaure 2.2. ~bpes de l'etablissement des commuuicatioos entre dew blocs 
Du cat6 logiciel, le bloc S W  (logiciel) correspond au programme ainsi qu'au 
pmcesseur sur lequel il est ex6cut6. Les pilotes repdsentent les routines logicielles 
qui pennettront au programme d ' d e r  les ports du processeur et de communiquer 
avec l'extbrieur. L'enveloppe logicielle est constitube de tous les p&iphCriques 
permettaut au processeur de fonctiomer et de communiquer. De plus, la g6ndration 
des signaux (signaux VCQ nt5cessaires aux communications externes est faite par 
I'enveloppe. 
Du c6tk materiel, la partie HFV (rnattkielle) correspond a la description fonctiomelle 
d'un bloc. En effet, la partie fonctionnelle et les communications sont bien separks 
pour faciliter Ifht6gration. Le pilote mathiel correspond aux fonctions de 
communication implant&s dam le bloc. Si ces fonctions nfutilisent pas le bon 
protocole de communication, une enveloppe est naessaire pour faire la conversion de 
protocole. 
2. I .  2.2. Reprdsentation d'un systSme communicmt 
Maintenant que le chemin emprunte par les messages transmis entre deux blocs a W 
decrit, il est interessant d'integrer les dldments de la communication dans un systeme 
e l .  La Figure 2.3 reprdsente un syst&me quelconque constituk d'IP et d'un OCB. 
Cornme mentiom6 a la section 1.2.2, lorsque le protocole de communication des IP 
choisis n'est pas le m h e  que le protocole du bus, un pont est nkcessaire. Le canal de 
communication entre les deux IP peut alors &re vu comme &ant le bus et les deux 
ponts. On voit donc qu'une commrmication point-a-point p u t  facilement &re 
transformde en une communication a travers un bus (Figure 2.2 et Figure 2.3). 
Dam la mt5thodologie propode, dew bibliotheques de composants configurables sont 
utili&es. La biblioth5que 6 I P  comprend les pilotes et les enveloppes associc5s a 
chacun des IP et la bibliothhue de plate-fonne comprend les ponts associC au OCB 
utilisi. Ainsi, tous les composants nicessaires i lf6tablissement de communication 
entre les blocs sont compris dam les biblioth&ques. En choisissant les parametres 
adequats, il est possible de configurer chacun des elements du systkme et ainsi Etre 
prEt pour la phase h a l e  dfimplementation. 
2.1.3. Aspects de ia rnt4hodoiogic ha& 
Dam le type de m6thodologie propode, le degrd dautomatisation est sacrifie au profit 
de la flexibilitk. Nt5anmoins, la m6thodologie est d'autant plus automatiske que les 
bibliotEques sont dlabor&s. Une fois les bibliothkques coostruites, l'extension de 
Renoir, permettant l'utilisation de composatlts configurables et le rff iement du 
syst*me, peut &re d6veloppk. Cependant, l'objectif du pdsent projet est d'abord de 
v6ifier la validit6 de la mdthodologie et ces principes de base en effectuant les 
differentes &apes manuellement. Pour ce faire, les outils actuels de Mentor Graphics 
(Renoir et Seamless) seront utilisds, car ils constituent la base de la m&hodologie. 
Dam le cadre du projet, une interface de communication configurable pour un IP est 
developp6e et cet IP est irnplante dam difftrents systemes. De cette facon, sans 
ddvelopper m e  bibliothkque complete, il est possible d'6valuer l'utilisation des 
principes de configuration et &allocation pour la construction de systknes. Ainsi, les 
etapes de la m6thodologie qui mdritent d'Otre automatides et les elements des 
bibliotheques qui devraient Otre d6veloppds peuvent &re identifies. En outre, les 
applications sont implanttks avec et sans le protocole VCI. Par condquent, l'analyse 
des performances des differentes implantations permet d'6valuer la pertinence de 
I'utilisation du protocole VCI. 
En ~sumt5, il faut concevoir, avec Renoir, me enveloppe pour un processeur 
ARM7DTMI et la simuler avec Seamless. L'enveloppe permet d'implanter difftkents 
moyens de co~llfllunication et de synchronisation et d'6tabli.r les communications avec 
le protocole VCI. La selection des parametres permet de gdndrer une enveloppe au 
processeur en fonction des besoins de l'application. 
Les pilotes logiciels sont construits rnanuellement. De plus, l'association des 
variables awc composants mdmoires et les problhes de consistance memoire ne sont 
pas traitis. La Figure 2.2 rOsume bien les Limites du projet en identifiant la partie du 
canal traitee : I'enveloppe de communication du processeur. 
2.2. Description des caractdristiques de rinterfPce 
L'interface de communication d6veloppde est m e  enveloppe de communication pour 
le processeur ARM7TDMI bade sur Ie pmtocole VCI et intt5grant plusieurs moyens 
de communication et de synchronisation. Avant de dkrire l'interfaee en detail, il 
convient de justifier les choix effectuds en prkisant les canrtdristiques du processeur, 
les rnoyens de communication et de synchronisation et les particularitds du protocole. 
2.2.1. Type d'IP : ARM7TDMI 
Dam le cadre du projet, un seul IP est ehldiC. Cet IP est le processeur ARM7lDMI. 
Les caractdristiques g6nbles sont d'abord pdsentb.  Puis, le choix de cet IP est 
justifie. Ensuite, un bref apequ du modde de programmation ainsi que de ['interface 
memoire est doand. Pour plus d'idormation, v o i  I'annexe G et les documents 
[ARMOOb] [ARMOOc] [ARMOOd] et [ARMOOe]. 
2.2.1. I .  Description ge'ne'rale chr processeur 
L'ARM7TDMI est membre de la famille de microprocesseurs a usage g&&al de 32 
bits d'ARM. L'architecture ARM est basee sur les principes RISC (Reduced 
Instruction Set Computers). Elle poss&de un d6bit d'instructions tr& ilevt5 et un 
excellent temps de dpollse pour les interruptions en temps rkl. Le processeur peut 
exkcuter 54 MIPS (Million d'Instructions Per Second), 690 MIPS par watt et sa 
firiquence maximale est de 60MHz avec une technologic de CMOS 0,35 microns. 
Le processeur ARMfTDMI utilise m e  strattigie architecturale particulih. 
Essentiellement, le processeur ARM7TDM.I a dew ensembles d'instructions : 
l'ensemble standard ARM de 32 bits et I'ensemble THUMB de 16 bits, L'ensemble 
THUMB de 16 bits permet d'obteni. une densite de code deux fois plus performante 
en conservant presque tous les avantages de performance d'un processeur de 32 bits. 
Le processeur ARM7TDMI posgde des modules utiles pour le test et la vkification : 
"Debug interface module" et "ICEBreaker module". Il possede aussi une interface 
pour un coprocesseur. Cependant, le modiile de cette interface n'est pas disponible 
dam Seamless. De plus, l'architecture AMBA est spdcialement coxque pour des 
systemes contenant un processeur ARM (voir la section 1.2.1.3). 
Le but est d'utiliser un IP pour implanter plusieurs systhes. ~tant dome que la 
plupart des SoC contiement au moins un processeur et que ces composants sont 
programmables, il convient de choisir un processeur c o m e  type d'IP. De cette 
fa~on, plusieurs applications peuvent h implant6es facilement sur diff6rentes plates- 
fonnes (multiprocesseur, processeur/coprocesseur). 
L'ARM est un des processem embarquCs les plus utikds de nos jours. En effet, 
l'architecture ARM a atteint le troisieme rang mondial au niveau des ventes en 1997 
WoliOO]. Le taux de croissance a W de 133 % les annees p&cedentes. Plus de 30 
compagnies avaient des licences d'ARM en dkembre 1999. Ce processeur est utilig 
dam des systemes embarques comme les modems, les disques durs, la techwlogie 
sans fil, etc. Cette architecture permet d'avoir la meilleure combinaison entre les 
performances, la dissipation de puissance, le coiit et la facilite d'utilisation. 
~ t a n t  donne son utilisation nipandue, l'architecture AMBA (et 1'ARM) font souvent 
partie des bancs de test dans la litteratwe [CCS99] [SmitOO] w N 9 9 ]  bee001 
[Settoo]. En plus, le modde du processeur est disponible sur Seamless et ceci est 
essentiel si les outils de Mentor Graphics doivent etre utilisks. Pour toutes ces 
raisons, le processeur ARM7DTMI sera I'IP utili J dam le cadre du present projet. 
I1 faut cependant noter qu'il est totalement inutile d'utiliser un protocole d'IP pour lier 
un processeur et un bus lorsqw, A la base, les dew utilisent le mCme protocole 
KVGOO]. Dans le cas d'un systeme utilisant l'architecture AMBA et le processeur 
ARM, I'interface proposde peut &re considee inutile. N6anmoins, pour des 
systemes multiprocesseurs (PowerPC ou DSP), une autre architecture (Coreconnect) 
pourrait s'avkrer &e plus appropride. De plus, la fkkquence d'utilisation de 1'ARM 
dam la litt6rature augmente I'intCrGt des rksultats obtenus. 
2.2.1.3. Modkle de programmation 
D'abord le processeur posse deux modes de fonctiomement, le mode normal et le 
mode THUMB. Dans le cadre du projet, seul le mode normal sera utilid. De plus, i l  
poss6de plusieurs modes d'opdration. Entre autres, il posdde dew modes 
d'intemption, le mode gCnCral (IRQ) et le mode de transfert de domees (FIQ). Dans 
ce projet, seul le mode gCnCral (IRQ) sera utilisd. 
Les instructions (section G.3) permettent d'effectuer des opkrations sur les registres 
(section G.2). Les instructions peuvent contenir jusqu'ii trois op6randes de 32 bits 
chacune. Le processeur contient 37 registres, dont 31 registres ghkraux et six 
registres d'etats. Sedement 16 registres gdnkaux et deux registres d76tats peuvent 
etre visibles a la fois. 
Les pipelines sont employ& de faqon a ce que chaque partie du systeme de traitement 
et de memoire puisse fonctionner en mSme temps. En gdnkal, pendant qu'une 
instruction est trait&, l'ofiration subs6quente est dkodee et me troisieme instruction 
est recuperee de la memoire. Les instructions d'acc5s memoire d'emmagasinage et de 
r6cup6ration prennent respectivement 3 et 2 cycles. 
Le processeur ARM ne possede pas d7entrdes/sorties spdcifiques et le modde de 
l'interface du coprocesseur n'est pas disponible sur Seamless. En condquence, les 
communications externes doivent passer par l'interf'ace memoire du processeur. Elle 
est decrite brievement ici. Cependant, la liste des signaux est disponible a la section 
G.1. De plus, certains diagrammes temporels sont disponibles a la section G.4. A 
partir de la documentation sur la conception d'intdace pour L'ARM, certains 
tlkments de conception utiles sont domh a la section G.5. 
L'ARM ofie dew faqons de gendrer les dresses (avec ou sans pipeline). Les deux 
possibilites d'adressage de la mdmoire (gros-boutiste et petit-boutiste) sont 
disponibles. Il est possible d'ins&er des cycles d'attente lorsque le pkriph6rique est 
lent. Les domees peuvent &e rndtiplexdes (un sed bus pour la lecture et l'&nture) 
ou non (un bus pour l't5criture et un autre pour la lecture). La grandeur des donnees 
est flexible. Les transferts par paquets sont disponibles par l'intermediaire de certaines 
instructions. Il existe aussi des op6rations memoire bloquantes. 
Un schema de communication est toujours dkfhi par des m6canismes de 
communication et de synchronisation. Apds la description de ces mdcanismes, ceux 
qui sont spkifiquernent utilisks dans ce projet sont domes. 
2.2.2.1. Types de communication 
On definit deux types de communication : I'm par mdmoire partagde et I'autre par 
passage de messages. Dam le cas de mdmoire partag&, le processus emettant les 
domdes doit &ire daas un espace qui est egdement accessible au processus recevant 
le message (Figure 2.4). Dans ce cas, la synchronisation n'est pas implicite. Ce type 
de communication permet l'utilisation du mecanisme de diffusion (l'envoi a plusieurs 
processus en mGme temps). Un mddium est persistant si la valeur inscrite est retenue 
jusqu'h la rdkriture de cet espace, ceci mkne si l'alimentation est interrompue. 
Le deuxi&me type de communication est le passage de messages. Le canal choisi peut 
Gtre une ligne r6servke pour m e  comexion point-a-point ou un bus pour pennettre des 
messages difhds (Figure 2.4). Ce canal peut comprendre une ou plusieurs FIFO 
pour permetee une communication non bloquante Bliminant les pertes de cycles pour 
la synchronisation. La communication peut donc &re bidirectionnelle ou 
unidirectionnelle, point-&-point ou a directions multiples, bloquante (ou synchrone) ou 
non bloquante (asynchrone) selon l'impl~mentation choisie. 
Lorsque la communication bloqusnte est utilisde, la synchronisation est implicite et 
aucun composant de mdmorisation n'est nbcessaire. Cependant, la performance des 
processus est diminutk. Pour m e  communication non-bloquante, les processus n'ont 
pas ii se synchroniser et la performance n'est pas dui te .  Cependant, des composants 
de mknorisation (registre ou FIFO) sont ajoutes pour eviter les pertes de donnees. 
F i m  2.4. Modeles de communication 
2.2.2.2. Types de synchronisation 
La synchronisation des communications peut se faire de trois faqons : par memoire 
partagke, par passage de message ou par interruptions logicielles. Lorsque la 
synchronisation est directement Me au mkanisrne de communication, elle est dite 
implicite. Un bon exemple est me communication bloquante par passage de 
messages ou un protocole de pignee de main est utilid pour g6rer les transferts. 
La mdmoire partagee est un moyen d'inscrire des d o m k s  pour indiquer I'Ctat de la 
communication. Les dmaphores, les bites aux lettres et les espaces mkmoire 
&serv&s sont trois exemples de synchnisation par mdmoire partag&. La 
synchronisation par passage de messages est plus directe. Dam ce cas, des signaux 
dservCs h la communication sont utilids ou des domks sont &rites sur un canal de 
communication prkis. L'utilisation d'intemptions logicielles est tr& efficace, mais 
est seulement applicable aux com~~lunications avec un processeur. 
Dam FJiMa981, des schemas de synchronisation utilisant simultankment plusieurs 
moyens sont props&. Le premier schema utilise les interruptions pour indiquer un 
changement &&its au processeur et la memoire partag& pour noter l'etat (Figure 
2.5). Le deuxikme schema utilise, pour indiquer I'ktat du processeur, des lignes 
dservees au lieu de la mkmoire partag&. Lorsque le systeme ne contient pas de 
processeur, les interruptions sont transformties en signaux &sewds (Figure 2.6). 
Finure 2.5. Synchronisation par mkmoire partagke et interruptions 
Synchronisation par passage de messages 
2.2.2.3. MPeonismes disponibles dam 1 'inferfce 
Le Tableau 2.1 donne un r h m t 5  des mt5canismes de communication qui pourrait etre 
disponibles dam l'intedace. Dans chacm des cas, le type et le medium de 
communication ainsi que les mecanismes de synchronisation associds sont prdcis6s. 
En plus, les commuaications bloquantes et non bloquantes sont identifides. Notre 
travail s'est limit6 B des communications non bloquantes. N&umoins7 ce choix 
permet d'utiliser la plupart des mecanismes de synchronisation qui ne sont pas 
implicites. De plus, les applications ddveloppdes n'utiliseront que les communications 
point-a-point (section 2.3 -2). 
Tableau 2. I. M6canismes de communication de l'intdace 
Passage de 
VCI de VSIA a W choisi comme protocole de communication pour IP a cause de sa 
simplicite, sa flexibilite et l'int&6t que l'industrie lui porte. 11 convient de le dkcrire 
de faqon un peu plus detaillke pour faciliter la comprkhension de l'interface de 
communication ainsi que les r6sultats obtenus. D'abord, les trois normes seront 
presentdes, puis le protocole BVCI sera d6tailld. 
messages 
2.2.3.1. Trois normes dzfle'rentes 
Tout comme dam l'arcbitecture AMBA (section 1.2.1.3), VSM propose trois normes 
differentes mais compatibles les unes avec les autres : le VCI Hripherique, de base et 
avanc6. 
Memoire B double ports 
Connexion directe 
Le PVCI ("peripheral") est un sous-ensemble du protocole de base et pourrait Stre 
associd au APB de AMBA. Il est destinC a w  IP peu complexes qui n'ont pas besoin 
de tous les dispositifs du protocole de base. Son interface &ant simple, elle est tr&s 
facile B concevoir. Ce protocole est particulihment bien adapt6 aux modules 
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ou sippa- &ervds 
Intemption 
logicielle, signaux et 
dom&s rdserv6s 
requOte et la kponse sont associees, de sorte que la r-e doit &re q u e  avant de 
considkrer la fin inme transaction. De plus, seuls les transferts par paquets simples 
sont permis et aucune gdndration d'erreur n'est possible. 
Le protocole de base rbasic" ou BVCI) est dquivalent au ASB de AMBA. 11 definit 
une interface qui est destinde a la majorit6 des applications. C'est d'ailleurs p o q u o i  
il a W sklectionn6 pour la rbalisation de l'interface. Les requtes et les n5ponses sont 
independantes. Ainsi, contrairement au PVCI qui n'a qu'une poigde de main a deux 
signaux, deux mecanismes de poignie de main sont nkessaires dam le cas du BVCI 
(requete et rtiponse). Cependant, l'ordre des requetes et des reponses doit &re 
respectk. Les transferts par paquets complexes sont permis (chinage, opht ion  de 
blocage) et la gddration d'erreur est possible. Plusieurs signaux sont facultatifs, ce 
qui permet d'adapter la complexit6 de l'interface en fonction des besoins de la 
communication. 
Le demier protocole radvanced7' ou AVCI) est le plus complexe et est @uivalent au 
AHB de AMBA. I1 est utile dam des systemes a plusieurs processem (ou makes) 
ndcessitant m e  grande bande passante. Des dispositifs (signaw) sont ajoutes au 
protocole de base pour Cviter m e  diminution des performances des IP complexes. 
D'abord, il est possible d'utiliser un mode d'adressage ou un paquet peut contenir m e  
seule requete et plusieurs rkponses. En plus, 170rdre des qui3es et des reponses dam 
une chaine peut diffdrer, car les maitres et "thread" puvent &re identifies 
individuellement. La gen6ration d'erreur complexe ainsi que de l'arbitrage en arr ih -  
plan est possible. 
2.2- 3.2. Contr6le des acces par p i @ e  de main 
Puisque le protocole BVCI est celui utilisd dans le projet, il merite un peu plus 
d'explications. U faut noter que ce protocole est limit6 a w  transferts simples et 
unidirectiomels et a w  cornexions point-&-point. Le transfert de donnees selon le 
protocole BVCI se fait en deux parties. En premier lieu, l'initiateur envoie une 
requete a la cible. Pour contr6ler le transfert de domees un mkanisme de poign6e 
de main est utilid. Dans un second temps, la cible envoie m e  nipme a l'initiateur et 
le transfert est contr61d par un autre mkcanisme de poignke de main. La requtte et la 
rdponse sont donc compktement independantes (Figure 2.7 et Figure 2.8). 
Figure 2.7. Transfert de domkes entre l'initiateur et la cible (BVCI) 
Le mCcanisme d'echange est compost5 de trois elements : un signal VAL (contenu 
valide), un signal ACK ( a c c d  de dception) et le contenu de la requete ou de la 
reponse (Figure 2.8). Pour considkrer la fin d'une transaction, le signal VAL et le 
signal ACK doivent Etre bauts sur un eont montant de l'horloge. Puisque chaque 
transfert doit se faire sur le front montant de l'horloge, les transferts d'une requete et 
d'une n5ponse ne peuvent se produire dam un meme cycle. Aucun d6lai n'est impose, 
mais il est recommand6 que les sorties soient stables 20% apds la montde de 
l'horloge et que les entrdes soit stables 20% avant la montde de l'horloge. 
Figure 2.8. Mdcanisme de poi@& de main (BVCI) 
En rtisumd, en d m e  temps que I'initiateur envoie le contenu d'une requste, il doit 
mettre le signal CMDJAL h 1 et attendre la montke de l'horloge oti la cible aura mis 
le signal CMD-ACK A 1. De meme, lorsque la cible envoie une r&ponse, elle doit 
mettre le signal RSP-VAL a 1 et attendre la montk de l'horloge ou I'initiateur aura 
mis le signal RSP-ACK A I. Il faut noter qu'il est possible de fixer le signal ACK i 
1 par dkfaut ("default_acK'). 
2- 2.3.3. Contenu des requgtes et des re'ponss du B VCI 
Les diffkrents signaux ainsi que leur description sont d o ~ C  a l'annexe H. ll y a cinq 
categories de signaux : les signaux du systeme (horloge et restauration), les signam 
de poignee de main (requetes et r6ponse) et les signawr de contenu des requetes et des 
reponses. Les transferts sont equivalents B des op6rations de lecture et d'ecriture clans 
une mt5moire. Les transferts par paquets sont possibles. La grandeur des diE6rents 
signaux est variable en fonction du systeme et de 1'IP et les parametres doivent &re 
bien documentds. La section H.3 donne m e  description des pararnktres de BVCI ainsi 
que leur portee. 
La requete doit absolument contenir une adresse, un signal d'activation d'octet, une 
comrnande, un signal indiquant la fin d'un paquet et m e  donnee @our une ecriture). 
La cornmande peut indiquer une lecture, m e  lecture en blocage, une ecriture ou une 
opkration vide. En plus, des signaux utiles A la gestion des paquets sont facultatifs. 
11s pennettent entre autres de connaAtre la siquence des adresses. Ces signaux ne 
semnt pas utilids dam l'interface dkveloppt5e. La r@mnse contient une donnk (pour 
une lecture), un signal d'emur et un signal indiquant la fin d'un paquet. 
2.3. Utilisation de l'interface 
I1 convient maintenant de decrire comment utiliser l'interface dam un syst&me. Pour 
dpondre a cette question, il faut d'abord expliquer comment gdndrer l'interface 
convenant a nos besoins. Ensuite, il faut domer le contexte d'utilisation de celle-ci. 
2.3. I. Configuration de I 'interface 
La configuration correspond a la sklection de parametres pour former un tout (voir 
section 1.3.1.3). Comment le principe de configuration a-t-il 6t6 exploit6 ? Quels 
sont les param2tres et les composants disponibles ? Quelles sont les limites de la 
gdn6ration automatique ? La reponse a ces questions permettra de mieux comprendre 
comment utiliser l'interface proposke. 
2.3.1. I .  Eiploitation du principe de conJiguration 
La generation automatique d'une configuration (code VHDL dCsir6) est dalis6e a 
l'aide d'un script Perl [ScCh97J, comme propod dam [CRKOO]. Pour ce faire, un 
fichier de configuration doit Ctre compl6t6 par l'intdgrateur en fonction de 
l'application a implanter. A partir de ce fichier, du script Perl et d'une interface 
g6ndriqueY l'interface ecifique peut &re g&ner&. Le fichier g6n8rique doit Ctre cod6 
en respectant les criteres de nktilisation dkrit a la section 1.3.1.4. 
En powant plus loin, il est possible de faire comme Synopsys et remplacer le fichier 
de configuration par me interface usager pour faciliter l'utilisation. En outre, i1 est 
possible de guider l'usager en indiquant ses choix incohdentb. Dans le prksent projet, 
le script est tr& peu pous&, le fichier de coofiguration trks detail18 et le concepteur 
doit faire des choix coh6rents. 
Pour simplifier le script de gdndration, il convient d'utiliser me  syntaxe VHDL 
particuli&e [Ashe96]. Deux dements du VHDL sont essentiels : les "package" et les 
instructions "if generate". L'iddal est de regrouper les dtifinitions de types, de 
constantes de fonctions dam un meme fichier ("package"). Ainsi, en modifiant ce 
seul fichier, tout le code peut &re modifib facilement. Par exemple, la taille des bus 
peut &re adaptde facilement. Cependant, lorsque des modules doivent &re supprimes 
dam certaines configurations, il faut utiliser l'instruction "if generate'' pour indiquer 
dans quel cas garder le module et dans quel cas le rejeter. 
2.3.2.2. Definitions des composants ef paramhees 
Il convient maintenant de preciser les parametres et composants permettant d'avoir 
une interface flexible. Il faut noter que, dam le cadre de ce projet, seulement certaines 
possibilitds ont W explorks, etant donne la limite de temps et de ressources. Pour 
obtenir une plus grande flexibilitt, d'autres possibilit6s devraient &re explordes. 
La documentation d'ARM propose (Figure G. 10) d'utiliser seulement des mdmoires 
SRAM (Static Random Access Memory) sur la puce et de mettre la mkmoire ROM 
(Read Oaly Memory) hors puce. A l'allumage, le contenu de la ROM devrait &re 
transfer6 dam les SRAM pour rkduire au minimum les acces memoire hors puce. Le 
projet w couvre pas la realisation des dispositifs permettant d'acceder les memoires 
hors puce. Le transfert de domees entre la ROM et les SRAM s'effectue 
virtuellement au debut des simulations pour q u ' e d t e  le processeur ne fonctiome 
qu'avec deux m6moires SRAM (programme et donnees). 
En outre, les mkdias utilises sont m e  memoire B double ports a b i  qu'une FIFO 
(Section 1.2.2.3). Cependant, d'autres composants, c o m e  me memoire a ports 
simples, pourraient &re ajoutds pour augrnenter la flexibilitd. Les mod&les VHDL des 
diffdrents composants sont disponibles dam Seamless. Le logiciel "Memory Modeler 
of Denali" est utilisd pour gdnerer le composant ayant les caractdristiques voulues 
(type, manufacturier, dklais, dispositifs). L'annexe I resume les cmct&istiques des 
rnod6les des composants utilids- 
Les mkanismes de synchronisation (interruptions, dmaphores, boites aux lettres) 
sont impl6mentes a l'aide de signaux de contrble. Cependant, l'utilisation du 
protocole VCI, orient6 vers le transfert de donudes, oblige ii adopter des strategies de 
conception particulitxes. Une partie de l'espace d'adressage est attribuee aux signaux 
de conttale. Par exemple, une interruption est envoyee au processeur par un accb a 
une adresse dsende et la logique de dkodage de l'interface transmet ensuite 
l'interruption &lle. 
Pour dCfinir pdcidment l'interface, la valeur de parametres doit &e fixee et les 
premiers parametres spkifier correspondent a la definition de l'espace d'adressage 
et a la @node de l'horloge. Une division de l'espace memoire typique ea proposk a 
l'annexe G. En plus, les p m & r e s  des diffkrents composants doivent &e fixes 
(Tableau 2.2). De plus, si le protocole VCI est flexible, il faut identifier ses 
parametres (annexe H). 
Tableau 2.2. Parametres des composants de communication 
- 
~ t m o & s  hors puce (ROM) 
DPRAM (Dual Port RAM) 
I pob conndtre 1'6th des interruptions) I configuration, espace d'adressage 
PaCametres de la SRAM, dispositifs, nornbre de 
FIFO (le mddium de communication ainsi que les 
FIFO I'intdrieur de l'interface) 
Stmaphores 
Registre d'intermption (accdder par le processeur 
boites aux lettres, espace- d'adressage des 
bites aux lettres. 
Rofondeur, espace d'adressage, signaux de 
synchronisation 
Nombre, espace d'adressage 
Type d'acchs, information dispomile, 
2.3.1.3. Limites de la gknkration automatique 
- - -- - - - 
Gtntration d'intermption (pour gdndrer des 
A partir des parametres propods au Tableau 2.2, il est possible de gendrer des 
systemes tres diffCrents. Cependant, les parametres qui peuvent Gellement &e 
modifies, a partir du programme, sont tds limit& (section 1.1). Pour le moment, tout 
ce que le programme permet de changer est l'espace d'adressage des diffCrents 
composants. A b i ,  1e gaspillage de l'espace des memoires sur la puce peut etre 
minimid en rnodifiant les grandeurs des m6moires. 
Nombre, types, espace d'adressage 
interruptions au processeur) 
I1 serait int6ressant de pennettre la modification d'autres paramttres (6nurnkrks dans 
le Tableau 2.2) et ainsi pouvoir optimiser le code en tliminant les parties inutilis6es. 
De plus, simplifier Ie fichier de configuration pour augmenter l'automatisation et 
diminuer les responsabilitds du concepteur serait essentiel. Enfin, il serait intkressant 
d'automatiser la geniration des moddes de mdmoire en fonction des param&tres. 
En outre, l'interface est limit& aux composants domes plus haut. Cependant, il serait 
intdressant, d'y ajouter d'autres composants pour augmenter la flexibilite Par 
exemple, des mkmoires FLASH, des memoires avec des tailles de bus autres que 32 
bits, des memoires synchrones pourraient aussi &re utiles. 
Pour integrer I'IP dam un systkme, il faut bien comprendre les possibilites de 
l'interface de communication de cet P. Les d W s  sur l'interface sont donnds au 
chapitre suivant Il reste maintenant B pdciser la topologie du systeme daos lequel 
I'IP devrait etre utilid. VSIA propose trois topologies utilisies pour l'assemblage de 
I'IP (Figure 2.9)' mais pkcise que le protocole VCI est plus particulihment destine 
aux syst5mes utilisant me comexion a travers un bus (Figure 2.9.B). 
Ce projet traite seulement de la comexion point-bpoint (Figure 2.9.A). Cela permet 
de nkluire la complexite des syst6mes irnpldment6s et de compldter les premiiires 
analyses du protocole [CCSW] wG00J qui ne verifient pas ses performances pour 
m e  connexion point-a-point. Dans [CCS99], un pont entre le protocole VCI et le bus 
AMBA est construit. Le present projet pennettra donc de compltter cette d y s e  en 
coastruisant me interface entre le protocole du processeur ARM et VCI. 
A) Connexion point&-point 8) Connexion i travers un bus qvc,p Initi8teur 
C) Connexion &toile 
Figure 2.9. Topologies propos&s par VSIA 
La Figure 2.10 illustre comment tdormer  notre connexion point-&point en une 
connexion avec un bus, en suivant le modde propod par Gajski (section B.7.2). Deux 
interfaces VCI sont utilids pour que chaque IP puisse &e A la fois maitre et esclave. 
Processeur Co-processeur , , , ,RTQeSSeW-.- - - _ - _C_O-~WSSSU_L - -
interface 
VCi maitre 




Connexion i traven un bus 
Firmre 2.10. Topologie des systkmes dalisis dam le cadre du projet 
Chapitre 3 : L%.NGI,YSE DU DESIGN DE L'MTERFACE 
Ce chapitre est entihment consac& B la description de l'interface contenant tous les 
mecanismes implkment6s. D'abord, les choix d'impl6mentation gen6rau.x sont 
expliques. Puis, m e  fois que le niveau hihirchique sup&ieur de l'intediace est dkfini, 
chacun des modules sera decrit plus en detail. Un compldment d'infomations est 
dome a l'annexe J et 1e code VHDL complet est disponible sur demande. 
3.1. Choir d9imp14mentation 
Dam cette section, une vue gdnkrale de I'interface est donnee. D'abord, les 
techniques utilides pour combler les limitations du protocole VCI, la m6thode de 
synchronisation de l'interface et la structure des modules sont pksent6es. Eosuite, 
aprks avoir donmi une description gdn&ale du niveau hit!racchique supkrieur de 
l'interface, la structure des cornpants memoires sera foumie. 
3.1 .I. Limiiations du protocole VCI 
L'utilisation d'un protocole VCI impose certahes limitations. D'abord, pour 
permettre des communications bidirectiomelles, deux interfaces VCI sont utilisees, 
l'interface maitre et l'interface esclave. Ces interfaces soat decrites en detail aux 
sections suivantes. Ensuite, l'absence de signaux spCcifiques au contr8le force a 
adopter me strategie particuli&re : la division de I'espace memoire. Enfin, 
l'utilisation du m6canisme de poign6e de main et l'impossibilit6 de transferer une 
requ6te et une rdponse dam un meme cycle complexifie la ache de conception. 
3. I .  I .  I .  Espace d 'adressuge 
Pour permettre l'utilisation de signaux speCifiques de contrde, des ajouts aux signaux 
VCI auraient pu &re faits. Cependant, pour maintenir la compatibilitd de l'interface, 
l'espace d'adressage est divid et une partie est attribude aux signaux de contrtile. 
Ainsi, chaque composant de communication a un espace memoire propre et la logique 
de decodage est utilisde pour ghdrer les signaux de contr6le au besoin. 
Pour diviser I'espace mdmoire, VSIA propose d'attribuer une partie des bits pour 
identifier un composant et le reste pour contenir l'adresse. ~ t a n t  domd 
l'identification d'un composant effectutk a partir d'un nombre limit6 de bits, la 
logique de d6codage est simple. Cependant, la division est peu optimale &ant domk 
qu'un espace identique est attribue ii chaque composant. Dam ce projet, le nombre de 
bits d'adresse de chacun des composants est tr&s diffikent et une autre solution doit 
Etre envisagde. 
Dans [COB95b], i'algorithme d'Hufilman est utilid lorsque I'espace disponible est 
lirnite. Neanmoins, la complexit6 de l'algorithme a mene a I'utilisation d'une autre 
mdthode. L'espace d'adressage est defini par I'association de deux adresses a chaque 
composant. Cela permet d'optimiser I'espace d'adressage, mais augmente un peu la 
complexite de la logique de dkodage. 
3.L1.2. Me'canisme de poignie de main 
L'utilisation du mecanisme de poignie de main peut grandanent diminuer l'efficacite 
des communications entre les IP. D'abord, &ant dom6 que chaque transfert 
s'effectue sur une montk d'horloge, une requete et m e  dponse ne peuvent &re 
transmises dam un meme cycle. En outre, si les signaw du mkanisme de poignee de 
main des IP ne sont pas coordomds correctement, un transfert peut sYt5tendre sur plus 
d'un cycle. Au cows des prochains chapitres, des stratkgies de conception 
spkifiques a ce probleme ainsi que les consdquences de ces limitations sont donnks. 
I1 importe de pdciser les delais considdres. Dam les s~cifications, il est suggM que 
les sorties soient stables 20 % apres la mont6e de l'horloge et que les entrks soient 
stables 20 % avant la montde de l'horloge. Dans le cas d'me connexion point-a- 
point, les sorties correspondent aux entnks. Si les qkcifications sont respectees, un 
coup d'horloge est perdu a chaque transfert (Figure 3.1 .a). Pour kviter cette perte, les 
entnks sont captees au moment 05 les sorties sont valides. La g&c!ration des sorties 
respecte les contraintes de VSIA, mais les en-s sont captees plus t6t (Figure 3.1 .b). 
Le non-respect de cette contrainte ne devrait normdement pas afTecter le 
fonctio~ement de l'interface, mais seulement augmenter le delai des 
communications. Cependant, il est possible que l'interface entre dam un &at de meta 
stable et ce problhe reste encore a voir. 
Figure 3.1. Sp6cifications des delais du protocole BVCI 
a) proposkes par VSIA, b) utilisees dam le projet 
La grande difficulte de la conception de l'interf'ace est la synchronisation. En effet, le 
fonctionnement de ces composants repose sur le respect des contraintes de temps. Au 
depart, &ant donne l'impossibilit~ de respecter toutes les contraintes avec me seule 
horloge, m e  approche de conception asynchrone &it utilisde. Cependant, comme 
mention& ii la section 1.1.6.7, la construction et la synthkse de modules asynchrones 
sont ardues. De plus, les r6gles de r6utilisation propo&s dans [KeBr99] bannissent 
les designs asyncbrones. Cette approche ht donc rejet&. 
L'ideal est d'avoir un design synchrone, qui respecte les dklais de tous les composants 
et dont toutes les bascules sont actives sur le h n t  montant Puisque dans notre cas le 
design avec me seule horloge est impossible, deux horloges sont utilisees. D'abord, 
pour simplifier la conception, les horloges de processeur et de celle de l'interface VCI 
sont identiques. 
L'interface est construite sous le modele d'un pipeline ou les informations passent 
d'un &age a l'autre suivant une certaine Mquence. Les signaux ii la sortie de chacun 
des &ages sont gtint5rt5s a des moments differents du cycle VCI. Pour respecter les 
contraintes des mkmoires, du processeur et de VSIA, l'horloge du pipeline est fix& a 
10 fois l'horloge VCI (ou du processeur). La fiequence VCI theorique est de 25MHz 
(fk5quence maximale du mod&le du processeur sur Seamless) donc la fihuence du 
pipeline (de l'interface) est de 250MHz. Le probkme majeur de cette solution est que 
la vitesse de fonctionnement est tres 6levCe et il faudra analyser les rdsultats de 
synthkse pour verifier si l'hypothese est justifik. 
Un petit contr6leur est utilise pour gbnkrer la Equence de I'interfiace ainsi que le 
signal d'etats (Figure 3.2). Ce signal permet de synchroniser les differents modules 
de I'interface et de diminuer la puissance dissiHe. En effet, il indique le moment de 
~Ach i s semen t  des bascules. Ainsi, les signaux du systeme respectent les 
contraintes des composants et les chaagements d'etats des bascules sont rninimises. 
Horloges et signal de synchronisation de l'interface 
Pour contrdler les bscules, des signaw d'activation sont g6nedss, a l'int6rieur de 
chaque module, partir du signal global d'dtats. En modifiant ce bloc de contr6le 
(gris foncd sur la Figure 3.3), I'interface peut facilement Ctre adaptee aux 
changements d'architecture. Pour des changements majeurs de composants, 
I'interface ne pourra pas Stre adaptke a w i  facilement. Par exernple, I'ajout de 
m6moires hors puce pourrait impliquer I'ajout de machines a ktats complexes. 
3.1.3. SIructure des modules 
L'interface est divisbe en plusieurs modules qui sont construits suivant me  structure 
typique (Figure 3.3). La description des modules suit la plupart des regles de design 
domdes dam KeBr99J. Toutefois, le code VHDL gdndrk par Renoi ne respecte pas 
toutes ces dgles. En plus, comme explique au chapitre pdc6dent, une semantique 
particuli&re a 6te uutilisde pour faciliter la configuration automatique. 
Les modules sont conGus de faqon a separer le chemin de dom&s et le contr6leur 
(machine a Ctats g6nCrant les signaux de contde), comme props6 dam [BPM98] 
[SuBr92] WaHa95J. De cette faqon, chaque module contient, en plus du bloc de 
contr6le dkcrit a la section precedente, un ou plusieurs chemins de domees ainsi que 
leur contr6leur. Chaque chemin de donuties peut contenir plusieurs etages (pipeline). 
MODULE 
Fimue 3.3. Structure typique des modules de I'interface 
Deux stratdgies peuvent &re utiliskes pour pennettre le contr6le des bascules. 
D'abord, le bloc de contr6le peut gender des horloges derivees pour chacune des 
bascules. Cette approche est ddconseillde dans WeBr991 et FaWaOO] B cause des 
probkmes de biais de synchronisation et de testabilite. L'alternative consiste ii 
utiliser une seule horloge et de faire le contrdeur a I'aide d'activateurs de bascule ou 
de dlecteurs de multiplexeurs. Le premier cas est a rejeter B cause de sa complexit6 
&insertion de la chaine de balayage (me bascule avec activateur est plus difficile B 
transformer en bascule de test). Nous croyons que le second cas est le plus approprid. 
Meme si la quantitC de silicium est legikement augmentde, la puissance dissip5e 
(fonction du changement d'dtats des sorties des bascules) et la complexit6 de 
l'insertion de la chatne de balayage sont respectables. 
La Figure 3.4 moatre le diagramme bloc de l'interface structde dans un objectif de 
synthese. Toutes les boites fonctks sont des modules qui ne seront pas synthdtids 
pace qu'ils correspondent & des composants de Seamless (memoire ou processeur). 
Dans la phase d9implt5mentation finale, ils peuvent &re remplaces par des composants 
physiques disponibles sur le marche. La b i t e  gris pae contient tous les modules 
synthCtisabies de l'interface, tout ce qui est construit dans le cadre du present projet. 
Fimre 3.4. Diagramme bloc structd de I'interface 
Pour mieux comprendre le fonctionnement de chacun des principaux modules, une 
repdsentation plus fonctionnelle de l'interface est nthssaire (Figure 3.5). D'abord, 
l'interface ecifique du processeur contiemt le processeur et ses memoires ainsi qu'un 
commutateur qui g&e la transmission des domks d'une instance B l'autre. Ensuite, 
des registres d'intermptions materiels permettent au processeur de recevoir plusieurs 
types d'intemptions et de comaitre les 6tats de celles-ci. Pour communiquer avec 
l'exteneu., une interface maitre et une intexface esclave sont utilisdes. Le lien entre 
ces interfaces et le processeur se fait B travers une FIFO ou une DPRAM (Dual Port 
Randon Access Memory). 
IP et interhco do communit.tion 
Figure 3.5. Diagramme bloc fonctionnel de l'interface 
3.1.5. ComposanrS mCmoires 
Avant de dkcrire le fonctiomement et les details sur le design de chacun des quatre 
modules principaux, il importe d'expliquer comment les composants de Seamless ont 
6t6 utilids. L'annexe I dome des dCtails sur le fonctionnement des trois composants 
utilids : la mdmoire SRAM, la mkmoire DPRAM et la FIFO. 
D'abord deux mdmohs SRAM de 32 bits sont uti l ias pour le programme et les 
donnkes du processeur. La premi&e (SRAM-RO) ne permet pas les dcritures (a part 
i l'allumage) et donc le signal d'hiture est toujours inactif. De plus, elle est 
construite a partir de dew m6moires de 16 bits auxquelIes l'accb est toujours 
simultan6 (les hstructions sont toujours de 32 bits). La deuxieme (SRAM) est 
construite B partir de quatre mkmoires de 8 bits. Ainsi il est possible d'avoir acces 
aux octets de faqon ind+ndante. 
La DPRAM est aussi constmite a partir de quatre m&noires de 8 bits (Figure 3.6). A 
partir des signaux d'activation (ndpram-cs) de la memoire et des octets (ndpram-be), 
il est possible d'activer les bons blocs memoire pour avoir m e  donnde de la grandeur 
v o w .  La DPRAM a deux ensembles de ports auxquels on peut avoir acces par 
Merents composants simultan6ment. Cependant, pour simplifier le schbma, 
seulement un ensemble est repdsentd a la Figure 3.6. 
F i w e  3.6. Construction d'une mdmoire 32 bits a park d'uoe 8 bits 
Pour faciliter la synchronisation des composants, la DPRAM incorpore des 
s6maphores des boites a m  lettres ainsi qu'un mCcanisme d'arbitrage interne. 
Cependant, la cascade de plusieurs rnthoires oblige a adopter une stratkgie 
d'arbitrage particuli&e. Pour eviter que les arbitres de chacun des blocs prennent des 
decisions oppodes, seulement l'arbitre d'un des blocs est utilig. Ce maitre (MS = 1) 
g d n h  le signal BUSY des autres composants et decide du port gagnant 
La FIFO est le demier composant memoire implant&. Deux FIFO sont utilisks pour 
pennettre une communication bidirectionwlle (Figure 3.7) . Une adresse est associde 
B chacune des FIFO pour simplifier la configuration daas Seamless. Les indicateurs 
de la FIFO pleine et vide permettent de gdn- les errem VCI, mais pour le moment, 
aucune erreur n'est envoyde au processeur. De plus, les erreurs sont gh5r6es lors de 
la demiixe lecture ou dcriture valide. En cons8quence9 si les errem sont consid&&s, 
il est conseillC de ne jamais remplir ou vider entikement la FIFO. Enfin, pour 
construire la FIFO d'une largeur de 32 bits, quatre FIFO de 8 bits sont employees. 
Cependant, il faut faire tr& attention Ion d'accts de moins de 32 bits car les octets 
des diffdrents mots peuvent &re totalement mdlang6s (Figure 3.8). 
Figure 3.7. Reprdsentation du double FIFO 
Acces non align& a la FIFO 
3.2. Registres d'interruptions 
Le registre d'intermptiom est un des quatre composants de base de l'interface. 
D'abord, un aperqu de l'utilitd et une description des registres seront domCs. Puis, la 
structure sera ddcrite. 
Le processeur peut recevoir des interruptions directes ou provenant des boites aux 
lettres. Le processeur a un seul port d'intemption gCnCraIe (IRQ), ahsi l'information 
sur la routine ii exkuter doit donc &re inscrite quelque part. hdsque les boites a w  
lettres ont un espace memoire rdservd, le processeur peut y lire l'infomation 
recherchk. Dam le cas des interruptions directes, les registres d'intemptions 
contiennent le n m & o  des interruptions activees. Il faut noter que dam un systiime 
sans DPRAM (sans boites aux lettres), les registres d'intmptions sont essentiels. 
Tout ce qui conceme le traitement des intermptions ainsi que les prioritds de cellesci 
se fait en logiciel. Lorsque le processeur re~oit  une interruption, il entre dam une 
routine spt5ciale et selon les informations trouvees daas les registres, la bonne fonction 
est executee. L'annexe K.2 dome un exemple de routine en assembleur. 
Le module de registres a W conqu en suivant le modele du contr6Ieur d'interruptions 
(Figure G.10) donnde dam [ARMOOe]. Il est possible d'avoir jusqu'a 32 sources 
d'intermptions d o n  les parametres fix& dam le "package". Le nombre de bits de 
chacun des registres est configur6 en fonction du nombre de sources et chaque bit est 
associk a une source. Toutes les interruptions passent par l'interface esclave et 
l'activation d'un des bits du bus de donnkes indique le nmiro  de l'interruption 
envoyee. La conception de syst&mes contenant plusieurs composmts source 
d'interruptions implique une gestion particulibe de l'attribution des differentes 
intemptions pour que les bomes routines soient extkutdes. 
3.2.2. Description des re@tres 
Le module contient six registres qui peuvent &re k i t s  et lus par l'interf" esclave 
(IE) ou par le processew (PI. Le Tableau 3.1 decrit chacun des registres. Lorsque 
l'interface esclave reqoit un accks ii l'adresse destinbe aux interruptions, elle &rit le 
nun60 de l'interruption requ dans le registre Status. Si cette interruption est en 
traitement, l'efriture n'est pas considMe. De plus, l'interface esclave peut Lire les 
registres Status et Treated pour comaitre les etats du traitement des intemptiom. 
Tableau 3.1. Description des diffCrents registres 
Status P + IE E + P Indique les interruptions envoy& sans &re trait& 
Raw-status P . Indique les interruptions envoy& et a c t i v k  sans 8tre trait& -. - . - . .  - -  - - .: - -," *. 
- ,  (statut rkl des interruptions envoy&s au processeur) 
Enable set . --.. P Pennet d'activer une ou plusieurs interruptions 
Le processeur a acces aux registres par le biais des adresses d o m k s  au Tableau 3.2. 
L'activation et la desactivation des interruptions (Embie-set et Enable-Clem) 
permettent au processeur d'ktablir des niveaux de priorite. Le registre Enable reflete 




envoykes par l'interface esclave. 
Tableau 3.2. Espace d'adressage des registres d'interruptions 
. 1' .' 
P 
IE 
1 Base + OC I R k n d  I Enable clear I 
P 
L: . , ' 
P 
Base + 04 
Base + 08 
L'briture au registre Treated identifie les interruptions en traitement. C'est la 
responsabilitd du concepteur logiciel d'ecrire dans le registre Treated pour indiquer le 
debut (registre h I )  et la fin du traitement (registre a 0). ~crire 1 dans le registre 
Treated restaure automatiquement le bit correspondant du registre Status. Ainsi' 
aucune dcriture au bit du registre Status d'une interruption en traitement n'est 
possible. 
Pemet de dhctiver une ou plusieurs interruptions 
Indique les intemptions a c t i v h  
Indique les interruptions en traitement 
3mt.3. Structure des registres 
Raw status 
Enable 
Exceptiome~ement, aucun contrdeur n'est utilisd dam ce module. Les sorties des 
bascules sont rafkCchies ii toutes les montks d'horloge. Le module est divid en 
quatre blocs (Figure 3.9). D'abord, un bloc (g6ndrateur d'interruption) est responsable 
de maintenir la valeur du registre Status en fonction du registre Treated et des 
Treated 
Enable set 
interruptions envoyees par l'interface esclave. Puis, un bloc traite la lecture et 
l'ticriture des registres par le processeur. Un autre module (contrdeur du "enable") 
est responsable de rnaintenir la valeur du registre Enable en fonction des registres 
Enable-Set et Enable-Clear. Enfin, en fonction de la valeur du registre Raw-Statusy 
une interruption est envoyde au processeur. De plus, la valeur des registres Treated et 
Status est envoyCe a I'interface esclave. 
Figure 3.9. SchCma bloc des registres d'interruptions 
Les modules permettant de faire la lecture et l'icriture des registres par le processeur 
doivent etre conqus de faqon meticuleuse, car les delais du processeur doivent itre 
respectes et l'infonnation transmise doit rester valide. D'abord, les signaux du 
processeur doivent &re valides suflisaaunent de temps avant la montde de l'horloge 
pour que les entrees des bascules puissent se stabiliser. De plus, l'adresse et la don& 
@our lecture) doivent Gtre valides pendant toute la @riode d'activation de l'dcriture 
ou de la lecture et cette pkiode doit &re d'au moins deux coups d'horloge. ~tant  
domd que les signaux du processeur sont synchronids, toutes les conditions sont 
rernplies. Les schdmas logiques et diagramrnes temporels des blocs de lecture et 
ecriture sont donnds (Figure 3.10 et Figure 3.1 1). 
Figure 3.10. Schema logique et diagramme temporel du bloc de lecture 
F i m  3.1 1. Schema logique et diagramme temporel du bloc d'kcriture 
3.3. Commutateur 
Le fonctio~ement du commutateur est decrit par sa structure et ses diagrammes 
temporels. Ensuite, les contraintes a respecter pour un bon fonctio~ement du 
commutateur sont expliqudes. 
3.3.1. Description du commutateur 
Les rdes du commutateur sont de gendrer le signal d'intemption du processeur, de 
transmettre les requetes du pmcesseur a l'interface mdtre et d'effectuer les acchs 
memoire du processeur. D'abord les signaux d'intemption des boites aux lettres et 
des registres d'intemptions sont combines pour obtenir le signal IRQ du processeur 
(simple logique combinatoire). Ensuite, les signawc du pmcesseur sont tout 
simplement synchronids avant $&re traitis par l'interface maitre. Enfin, la Gche la 
plus delicate du commutateur est de transfomrer les signaux d'acc6s mdmoire du 
processeur en signaux accessibles aux mdmoires (SRAM, DPRAM et FIFO). 
3.3.1. I .  Synchronisation 
Le commutateur (Figure 3.12) est b t i  d o n  le modde donne a la section 3.1.3 et la 
synchronisation se fait 5 partir des signaux du bloc de contrble. Aucun contr6leur de 
chemin de donnkes n'est necessaire. Le diagramme temporel (Figure 3.13) montre 
comment les signaux de contde sont g e n r s  pour coordonner la transmission des 
signaux aux mt5moires. La lCgende de la Figure 3.13 est aussi valable pour la Figure 
3.12. Lorsque le processeur effechle un ~ C C ~ S  mCmoire (indiquk par le signal nMreq), 
les bons signaux memoire sont genes  a partir des signaux du processeur, tout en 
respectant les contraintes de tous les composants. 
Pour faciliter les transferts, les bus unidirectiomels (Din, Dout) du processeur sont 
utilises plut6t que le bus bidirectiomel@). Ainsi, lors d'une ecriture, les domees sur 
le bus Dout sont envoyies a la borne memoire. Lors d'une briture, la mkmoire 
sdlectionn6e envoie les donnees sur le bus Din. Les signaux Rd et We (lecture et 
kriture) indiquent aux mkmoires le type dYacc&s. Pour tous les composants, la lecture 
se fait a l'activation de Rd et 1'Ccriture se fait i la desactivation de We. 
3.3.1.2. De'tuiis de conception 
A l'entde du bloc, les signaw du processeur sont m&norises dam des bascules, avant 
d'&e transform6s en signaw memoire. Un autre &age de bascules permet de 
synchroniser la gkn6ration de ces signaux. Enfin, un bloc de logique combinatoire, a 
la sortie du demier &age de bascule, est necessaire pour la gendration des signaux de 
lecture et d'kriture, &ant dorm6 que les memoires sont asynchrmes. La gestion des 
donnks envoydes au processeur (Din) n'est pas montrke la Figure 3.12. 
Pour gen6rer les signaux dYacc&s mhoire a partit des signawc du processeur (Tableau 
3.3)' qua- blocs sont construits. D'abord, B partk de l'adresse de 32 bits, les bits les 
plus significatifs sont utiligs pour gherer le bon signal &activation. his, l'adresse 
mdmoire est gh6& B partir des bits restants @as les deux moins significatifs). La 
grosseur de modules pr6c6deInxuent d6crits sera aBectCe par les choix effect& a la 
d o n  3.1.1.1. Les d e w  modules suivants permettent de gdnkrer les signaux de 
lecture et d'Ccriture ainsi que les signaux d'activation d'octets. Le circuit d'activation 
d'octets est constnit a partir du circuit propod dam [ARMOObJ (Figure G.9). 
F i m  3.12. Sch6ma bloc du commutateur 
Diagramme temporel du commutateur 
Tableau 3.3. Association des signaux du processeur aux signaux mdmoires 
I A[3 1 :2] 1 Cs, Sem, I Les bits les plus significatifi met tent  &identifier le composant auquel - 
Din[3 1 :0] + 
- - 
)A [ l i 0 ]  - I 1 taillede la donudes (Mas) et des octets adreds  (A11 :O]) du processeur. 
Dout[3 1 :0] 
Mas11 :0] + 
~ N R W  1 We + Rd 1 Le processeur a un signal de lectudecriture et les mdmoires en ont deux. 
Int-Reg 
Add[X :0] 
D[3 1 :0] 
[ bidirectionnel. 
Be[3 :0] 1 Le signal d'aaivation d'octets des memoires est deduit des signaux de la 
3.3.2. Contraintes d'urililssotion ddu cornmrrtaieur 
on a a c c ~ d ~ :  les (0, les shaphores (Sem) ou les regi&s 
(Int-rw). 
Les bits restants sont utilids pour adresser le composant. 
Le processeur a 2 bus midirectionnels et les rntmoires, un bus 
L'interface est conGue pour fonctiomer a la fidquence maximale acceptke par le 
modkle du processeur sur Seamless. Ceci correspond A une fidquence VCI (et du 
processeur) de 25MHz et une fi6quence de pipeline de 2SOMHz. Ainsi, pour 
augmenter la vitesse du circuit (sans vouloir le simuler avec Seamless), le contriileur 
et kmhitecture devraient etre modifiCs. De plus, l'interface a 6te conGue pour 
fonctiomer a cette vitesse, en supposant que la technologie utili&e le permet. Par 
exemple, on accorde deux cycles de pipeline (zone 4 B la Figure 3.13) pour effectuer 
la transformation des signaux du processeur en signaux m6moires. I1 faut donc que la 
technologie utilisde p u k e  effectuer ces opktions en 8ns pour m e  Wquence VCI de 
25MHz de 40ns). Au-dela des contxaintes de synth&e, les memoires doivent 
aussi respecter certaines contraintes temporelles domks au Tableau 3.4. 
Tableau 3.4. Restriction des d&is des mdmoires 
ddlai d'uue e t u r e  normale et donc il faut attend& avant de- la lecture du dmaphore. 
Les donndes doivent &re vdides jusqu'g lafln de la ptriode &activation de I'ecriture 
3.4. Interface esclave 
Avant de presenter globdement l'interface esclave, la description des requttes et 
dponses VCI est d'abord expo*. Ensuite, ses dew chemins de domees sont dkcrits 
plus en detail. 
3.4. I.  Descn'flon des requi?tes et drs rdponses 
Le d l e  de l'interface est d'abord, de transformer la requete VCI en un acch au bon 
composant puis, de renvoyer une r6ponse VCI de la requete et des dondes retoumt5es 
par les mhoires. Les requetes et rt5ponses possibles sont expliquees. Le Tableau 3.5 
nhme les requstes extemes traitees par l'interface esclave. 
Les commandes peuvent etre des lectures, des dcritures ou des op&ations vides. Les 
lectures bloquantes sont interpdttks comme des lectures normales. Les transferts de 
donnees se font a la DPRAM ou a la FIFO et ces composants sont dkrits B la section 
3.1.5. Trois mt5canismes de synchronisation sont disponib1es : les sdmaphores, les 
boites aux lettres ou les interruptions directes. Les accC aux simaphores sont 
simples, ils consistent en une t5criture ou une lecture dans l'espace d'adressage 
approprie. Neanmoins, le concepteur est responsable de bien les utiliser. 
3.4.1. I .  Bo ftes aux lettres 
Les bottes awr lettres (MB) peuvent Ztre utili&s par les composants extemes pour 
envoyer des intemptions au processeur (ecriture la MB (h4ailBox) de droite) ou par 
le processeur pour envoyer des interruptions aux composants externes (Bcriture a la 
MB de gauche). Une interruption est effecde par une lecture B la MB de son c6te. 
Pour recevoir des interruptions de boites aux le- extemes, l'adresse de la MB 
externe est utilisde. Ainsi, l'intdace esclave peut detecter ces acces particuliers et 
envoyer une interruption au processeur. Les diffikents dnar ios  sont illustn!s ii la 
Figure 3.14. 
Tableau 3.5. Description des requetes traitks par l'interface esclave 
Semaphores 
Boite aux lettres -> dcriture pour 
gdnerer une intemption 
Boite am lettres -> lecture pour 
effacer une interm~tion 
Boite aux lettres -> gkndrer une 
interruption de source externe 
FIFO (donnees) 
Interruptions directes 
- avec attente, sans deviation 
- sans attente, sans ddviation 









10 1 Adresses de l'es~ace 
01 ou I1 mhmire de la  PRAM 
10 Adresses de I'espace 
01 ou l l  
10 
01 ou 11 
XX 
I doan- circulent de I'ext6rieur vers l'intetieur 
memoire des dmaphores 
Adresse de la b i t e  aux 
lettres de gauche 
Adresse de la b i t e  aux 
lettres de droite 
Adresse de la boite aux 
10 
Adresse de la FLFO oh les 
donndes circulent de 
I'int6rieur vers I'ext~rieur 





lettres externe de droite 
Adresse de la FIFO oh les 
Acces aux boites aux lettres et generation d'interruption 
En somme, l'interface esclave traite tmis types de requetes liCs a m  MB : l'hiture a 
la MB de gauche pour gknbrer une interruption au processeury la lecture de la MB de 
droite pour retirer me interruption envoyde a un composant externe ou lY&xiture a 
l'adresse d'une MB exteme pour generer une interruption au processetu. Dans le 
demier cas, le processeur devra aller lire la MB de la memoire externe pour retirer 
l'interruption. L'interface maitre est responsable de gdndrer l'acces VCI 
correspondant A la gCn6ration d'une interruption par la MI3 (droite). De plus, elle doit 
dCtecter les lectures VCI a une MB externe, pour envoyer un signal a l'interface 
esclave et indiquer que l'interruption par MB externe doit &re rewe. 
3.4.1.2. Interruptions directes 
Les adresses r&erdes a w  interruptions permettent l'envoi d'interruptions directes au 
processeur. L'interface esclave dktecte cet acds et ajuste le registre de statut des 
intermptions. L'interruption peut se faire avec ou sans attente et avec ou sans 
deviation, donc quatre possibilit6s d6coulent de ces propridtds. L'op6mtion de la 
requste doit Etre un NOP et l'adresse indique le type d'intermption (Tableau 3.5). 
Pour expliquer les differentes options, il faut comprendre que normdement toutes les 
requetes de l'interface esclave sont dkposees dam m e  FIFO interne a l'interface 
esclave. Cela permet d'attendre le traitement des requetes pkcddentes. N6anmoins, 
une interruption peut &re envoyie directement au processeur, sans attendre le 
traitement des requstes prkedentes (avec ddviation : Figure 3.15.A)' ou en passant 
par la FIFO (sans deviation : Figure 3.15.B). De plus, l'intemption peut &re 
considerie c o m e  &ant trait& soit a l'icriture du registre d'interruptions (sans 
attente) ou soit au traitement rdel de l'intemption (avec attente). 
. .. - 
B) SANS I 
0 ~ ~ 0 ~  I 
Fimue 3.1 5.  Types d'intermptious h t e s  
Lorsque la proprikte d'attente est utilide, aucune nouvelle requae ne sort de la FIFO 
(aucun "pop") tant que l'interruption n'est pas traitee et les nouvelles requstes sont 
empilees dam la FIFO tant qu'il n'est pas pleine. Si l'intermption est dkja en 
traitement ou en attente de traitement (registres Treated et Status), l'interface n'est 
pas bloquee et les requetes continuent a etre traities. I1 faut faire attention de ne pas 
bloquer la FIFO indefiniment a cause de l'attente d'intermptions dksactivees. 
Lorsque la proprietd de deviation est utilige, la requste d'intmption est empilde 
dam la FIFO pour que l'ordre des requetes et rCponses soit respect& Durant ce cycle, 
rien ne peut sortir de la FIFO, car c'est l'interruption qui est g h e e  (Figure 3.15). Au 
cycle oB la requete d'intermption avec deviation sort de la FIFO, l'interface ne fait 
qu'envoyer la r6ponse VCI associee a la requete. h i ,  a moins que la FIFO ne soit 
vide, dew cycles sont donc utiliks pour une requete d'intermption avec ddviation. 
La rkponse VCI consiste globalement en une donnee @our m e  lecture) et un signal 
d'erreur. Le signal d'erreur est d'un seul bit et est active dans quatre situations. La 
premiere source d'erreur est l'utilisation d'une commaode ou d'une adresse non 
valide. Ensuite, lorsqu'un acc& active un des indicateurs de la FIFO (composant 
mdmoire), une erreur est gdn6re. Cependant, il faut faire attention B ce type d'erreur 
comme explique a la section 3.1.5. Enfin, une meur est envoyee lorsque I'interface 
esclave tente d'activer une intemption qui est deja en traitement ou en attente de 
traitement. Aucune erreur n'est pas envoy6e dans le cas d'intemptions avec 
ddviation puisque le traitement de la requete et l'envoi de dponse ne sont pas 
simultands. 
La pdsentation de la structure ghdrale de l'interface est ax& sur l'explication de son 
mode de synchronisation. Puis les parametres VCI sont expods. 
Le modde de l'interface esclave (Figure 3.16) est le meme que celui dkrit a la 
section 3.1.3. Tous les registres sont pr6cdd6s de multiplexem synchronisds par le 
bloc de contr6le. Pour permettre la circulation des domies dam les deux sens 
(requete et rkponse), deux chemins de donn&s sont utilisds avec leur contr6leur. Pour 
assurer la synchronisation et la fonctionnalitc5 de l'interface, les contr6leurs des 
chemins de domks et le bloc de contdle sont relibs par des signaux r6sends. 
A partir du moment o i ~  une requ5te est envoyke a l'interface, les &ages sont h c h i s  
en suivant les ddais montrks d la Figure 3.17. Les signaux reprksentds dans le 
diagramme temporel sont identifies sur la Figure 3.16 et la ligende des deux figures 
est la meme. Cela permet de voir quand les sorties des bascules de chacun des &ages 
sont rafXchies ainsi que la pdriode de validite des signaux. Cornme explique a la 
section 3.1.1.2, si les requetes VCI ne sont pas valides 20 % apes la montk de 
I'horloge, le traitement de la requste sera retard6 d'un cycle. De plus, si le signal 
d'accuse de rkeption de la reponse n'est pas captt5 10 % avant la montee de l'horloge, 
le traitement d'une nouvelle requete sera reporte au cycle suivant. Le non-respect de 
ces contraintes pourraient aussi engendrk, dans des cas extremes, une possibilitk de 
meta stabiiitd. 
3.4.2.2. Parami2re VCI 
Pour le moment, les parametres VCI ne sont pas flexibles, mais il serait inthssant 
d'ajouter cette possibilitd a l'interface. Ndhrnoins, pour faciliter 17int6gration de 1'IP 
dam un systbme, il est primordial de documenter tous les param&tres. La description 
d6tailMe de chacun des parambtres est domi% B la section B.4 et la valeur de chacun 
des param&es dam l'interface est pdsent6e au Tableau 3.6. 
Figure 3.16. Diagramme bloc de l'interface esclave 
Diagramme temporel de l'interface esclave 
Tableau 3.6. Paramktres VCI de l'interface esclave 
I I I I I 
L I DWRAP 0 
I1 convient maintenant de donner des ddtails concernant la conception des chernins de 
donndes. Le chemin de la requste trsnsforme les signaux VCI en signaux d'acces 
mdmoire. En plus, il permet d'emmagasiner, dam une FIFO, les requetes dans le cas 
ou le flux des requstes serait plus Clevt5 que celui des reponses. Les spdcifications 
VCI suggkrent de redire au minimum l'espace tampon. Dans l'interface, la grandeur 
de la FIFO est fixde par 1' htdgrateur. 
En bref, la requete VCI est saisie a tous les cycles, par un premier niveau de bascule 
(int-reg), 20 % apres la montie de l'horloge VCI. Ensuite, les informations sont 
transmises a la FIFO et au contrdeur. C'est le contr6leur qui guidera les domees 1 
travers les &ages de l'interface. Les donnks sorties de la FIFO sont converties en 
signaux d o i r e  et un bloc de logique combinatoire est utili J pour la gdneration des 
signaux asynchrones. Ces trois derniers blocs sont dkrits plus en dktail. 
3.4.3. I .  FIFO 
VSIA s u g g h  de minimiser la quantite de registres dam I'interface. Cependant, pour 
accepter une nouvelle requete avant de recevoir l'accusd de dception de la kponse 
pdcedente, un espace tampon minimal est nkssaire. Cet espace peut Etre place a 
l'entrk, B la sortie ou a m  deux localisations. Dam le cas ou le temps de traitement 
des requetes serait plus lent que l e u  rythme d'en-, il serait plus efficace de placer 
la FIFO a l'entree, m b e  si la quantit6 de dom&s a mhoriser est plus elevee. 
Ainsi, il y a une FIFO a I'entmie et un banc de registre a la sortie. 11 est donc possible 
de recevoir des requetes, de traiter une requete et d'attendre Iyaccu& de rdception 
d'une kpouse simultanement. De plus, avec une profondeur flexible pour la FIFO, il 
est possible d'obtenir le meilleur compromis entre l'espace utilid et la performance. 
La FIFO est compode de plusieurs cellules semblables dont seule la premiQe cellule 
differe (Figure 3.18). Les cellules sont constmites de bascdes et de multiplexeurs. 
Une cellule peut maintenir sa donnee (I), prendre la donnee de la cellule pdc6dente 
(2) ou capter une nouvelle entree (3). Ainsi, le contrdleur du chernin de donnees gere 
la circulation des donnkes en sdectionnant les bones entrees des mdtiplexeurs. Si la 
FIFO est le moindrement profonde, il est prefdrable de remplacer la sene de registres 
par une memoire pour reduire l'espace des registres. 
Clk 
1 
mux - mg 
"3 
+ 
s~LECTION DE MUX : 
Sl ( a m  mt bonfm cduk)  -* active 3 
Sinon, ri (sort) -, active 2 
-> active 1 
Firmre 3.1 8. Structure de la FIFO de l'interface esclave 
Le contdeur &re la circulation a travers le chemin de donndes et le bloc de contr6le 
g&re la synchroaisation des &apes en ce qui a trait a w  delais. Certains signaux du 
bloc de contr61e sont donc utiles au contdleur. Son rde est de dCteRniner quand de 
nouvelles requdtes peuvent entrer dam la FIFO, o~ elles entrent et quand les requetes 
peuvent aller vers la mdmoire. Pour y arriver, trois signaw sont g M d s  : in (entre), 
out (sort) et no-cell @ointant sur la bonne cellule de la FIFO). Lorsque la FIFO est 
vide, les requiites qui entrent vont directement etre envoy6es vers les mdmoires. 
Ces trois signaux sont utiligs pour contr6ler les multiplexeurs de la FIFO (Figure 
3.18) et pour indiquer au module de conversion et au deuxihe chemin de domkes 
qu'une nouvelle domde peut etre traitde. Ces signaw sont g6nMs & partir des 
signaux de poignde de main des requ2tes VCI et de l'dtat de la FIFO (pleine, vide), 
des interruptions et du deuxieme chemin de domks (envoi de dponse et accusd de 
rdception). 
En outre, le contriileur s'occupe d'envoyer Ies interruptions d6vides au processeur. 
Ainsi, lorsqu'une requete d'intemption avec deviation est envoyee, le contr6leur 
gdnkre les signaux in, out et %cell en c o ~ u e n c e  t envoie une interruption au 
processeur en fonction des registres Treated et Stahcs. 
3.4.3.3. Conversion des signaux 
Le bloc de conversion est t&s semblable a celui du co~mutateur, mais ce sont les 
signaux VCI qui soat transformc5s en signaux m6moires (Tableau 3.7). Le bloc est 
donc compose d'une partie combhatoire suivie de multiplexeurs et de regimes. En 
plus de gdndrer les signaux m&noks, le signal d'erreur et le signal de fin de paquet 
de la repme VCI sont aussi genkds et envoy& au deuxieme chemin de donnees. 
Tableau 3.7. Association des signaux du VCI aux signaw des mdmoires 
A[3 1 :0] - 





Les bits restants sont utilids pour adresser le compostmi 
Les interruptions sont g ~ n ~ ~  si la requ&e est une intemption sans 
D[3 1 :0] 
deviation si les regi&es Trecrted et Status le permettent. 
Les d o m h  du bus u n i d i i o m e ~  de VCI sont envoydes sur le bus 
Be13 :0] 
We -t Rd 
bidirectiomet des memoires. 
Le signal &activation &octets est directement transmis aux mdmoires. 
La comrnandes VCI determine le type d'ach (lecture ou Mture). 
3.4.3.4. Queue du chemin de d o d e s  
Ce module consiste en trois blocs de logique combinatoire utiles pour dresser des 
composants asynchrones. Son r6le est donc d'ajuster les dklais et la pdriode de 
validite des signaux. Le premier bloc s'occupe des signaw d'activation des 
composaats et des signaux de lecture et d'hiture. Le second bloc gdn&re les 
interruptions (internes et externes). Le demier bloc contrtile le bus de donnks en 
fonction du type d'acces (lecture et Ccriture) et du composant adresd. 
3.4.1. Chemin de donndes de la rgponse 
L'objectif du deuxieme chemin de d o ~ 6 e s  est de g6n6rer les reponses VCI. 
Seulement deux blocs sont nkessaires, le contr6leur et le gCn6rateur de rwnse. 
Le contrbleur determine le moment d'envoyer les dponses VCI. Il gkn&re donc le 
signal VCI RFpAck lorsque les dondes de dponse soot pdtes. De plus, a partis des 
signaux de synchronisation du bloc de contde, il met a jour l'dtage de bascules de 
sortie pour faire l'envoi de rdponses au moment opportun. Enfin, il envoie un signal 
au contr6leur du premier chemin de donnks pour indiquer l'envoi d'une nouvelle 
rt5ponse. Ainsi, pendant l'attente de l ' accd  de refeption de la r6ponse, une nouvelle 
reqdte peut Etre envoytie a la mdmoire. Cependant, l'interface est restreinte a 
attendre l'accus6 pour traiter me troisi2me requete, a cause de l'absence d'une FIFO a 
sa sortie. 
~ t a n t  donne la vitesse de rCaction des m6moires utilish, le traitement d'une requete 
de lecture ou d'kcriture s'effectuera toujours en un cycle. Ainsi, d&s qu'une telle 
requete est envoyee aux mdmoires, le contrtileur sait que la rCponse sera disponible ii 
la fin du cycle actuel. Cette partie du contdleur devra &re ajustk pour pertnettre 
l'utilisation de mdmoires plus lentes. 
Pour faire I'envoi d'une nouvelle +me, 1e contr6lew doit v&ifier trois 61Cments. 
D'abord, il venfie que l'accusb de reception de la +me pnicedente a 6t6 rep. Si 
I'accusk n'a pas 6tt5 r e p  10 % avant la montee d'horloge, aucune kponse ne sera 
envoyCe avant le cycle suivant. Puis, il regarde si me nouvelle requste a etk envoyee 
par le premier chemio de domkes. Enfin, il regarde si la requte etait m e  
interruption. Si c'est le cas et qu'il faut attendre le traitement, aucune r6ponse n'est 
envoyee tant que le registre Treated ne le permet pas. 
Le gdnerateur de reponse est constituc! d'un bloc de logique combinatoire, d'un 
multiplexeur et d'un banc de registres. Les signam de fin de paquet et d'erreur 
venant du premier chemin de donndes, les donnees de lecture des mkmoires et les 
signaw d'erreur des memoires sont d'abord captes. Ensuite, le signal d'erreur (voir 
section 3.4.1.3), le signal de fin de paquet et les donndes VCI sont envoy& au 
moment opportun en fonction des sClecteurs du multiplexeur. 
3.5. Interface maitre 
Puisque les principes de design ont et6 largement presentes dam les sections 
precedentes, l'accent est mis sur les particularites de ce module plutat que sur les 
d6tails du design. D'abord, les requEtes disponibles sont dkrites. Puis la structure 
genhle, les particuIaritCs de la synchronisation et les choix effect& sont expliques. 
Enfin, des figures ihstrant le comportement du contrlileur sont donndes. 
3.5.2. Utilhati'on de I 'in ferfce 
L'interface maitre est le miroir de l'interface esclave. D'ailleurs, pour une application 
rnultiprocesseur, l'interface maltre d'un IP est directement connect& sur l'interface 
esclave de l'autre. L'objectif est donc de transformer des requetes du processeur en 
requetes VCI et de transmeme les rdponses VCI en messages au processeur. 
3.5.1. 1. Description des requE fes 
D'abord, le processeur peut faire plusieurs types de requ8tes VCI en effectuant des 
lectures et kcrihues dam la banque de memoire exteme. En comaissant les espaces 
d'adressage externes, il peut gdnkrer tous les types de requetes dkrites au Tableau 
3.5. Par exemple, si le processeur veut envoyer m e  interruption directe a un second 
processeur, il n'a qu'a effectuer une lecture ou m e  6criture k l'adresse 
correspondante. Ensuite, le bloc de logique combinatoire a l'entree du premier 
chemin de donn6es d6tectera cet acces et gen6rera la requete VCI correspondante. 
Un autre signal doit &re considere loa de la generation de requEte VCI : le signal 
d'intermption genkre par la boite a m  lettres de droite de la memoire (Figure 3.5). 
Lorsque ce signal est actif, l'interface maitre doit faire une requcte VCI a l'adresse de 
cette b i t e  aux lettres pour signifier l'intermption a I'autre composant. Cependant, il 
est bien important de ne faire I'envoi qu'une seule fois pendant toute la p6riode 
d'activitC de I'interruption. En contrepartie, le maitre doit informer l'esclave lorsque 
le processeur effectue une lecture a me b i t e  a m  lettres exteme pour que le signal 
d' interruption soit desactiv6 (section 3 -4.1.1). 
Pour simplifier la premiere exploration du protocole, les signaw facultatifs de BVCI 
ne sont pas considdr6s. Ces signaux sont principalement utilisds pour effectuer des 
transmissions par paquets et par chaines. Pour le moment, l'interface ne permet pas 
les transmissions par paqwts et donc, le signal de fin de paquet sera toujours nul. Les 
parametres VCI sont les memes que cew de I'interface esclave (Tableau 3.6) mais 
l'interface est maitre plutbt qu'esclave. 
3- 5-2. Structure gPn6raie 
Tout cornme dam l'interface esclave, le module contient dew chemins de domtes, 
mais ils sont inversts (Figure 3.19). Le premier transforme fes requetes de 1 'ARM en 
des requetes VCI et le deuxieme transforme Ies rCponses VCI en messages A 1'AR.M. 
Un seul contrdleur est ndcessaire pour les deux chemins de donnees ainsi, son flux 
bidirectiomel. De plus, les signaux du bloc de contrdle sont envoy& au conb6leur 
qui, lui, gee  les sdlecteurs des rnultiplexeurs. 
VCI 
amWeur de Pinterfacc 
/ C ~ ~ ~ ~  de DOi9nde de main VCI I 
Finure 3.19. Schema bloc de I'interface maitre 
La synchronisation de l'interface qui relie directement des signaux VCI A des signaux 
de l'ARM n'est pas aussi simple que celle qui relie les m6moires. Le contrdeur est 
donc assez compliqud et est ddcnt plus en detail dans les deux prochaines sections. 
Les dew chemins de donnks sont semblables au cas de l'interf'e esclave. Le 
Tableau 3.8 dsume comment les signaux des dew protocoles sont associk 
Tableau 3.8. Association des signaux du processeur am signaux VCI 
A[3 1 :0] 
Mas[l :O]+ 
Synchroniser les a d s  mhoire de 1'ARM avec les requetes VCI n'est pas tiiche 
facile et ces acch sont difficiles 1 exkcuter en un cycle. Ce probl6me est d'abord 
pksent6- Puis les solutions seront explokes et la solution adoptke est donnee. 
A[1 :o] - 
Dout[3 1 :0] 
Din[3 1 :0] 
Abord 
NRW+A[3 1 :0] 
Le premier probl6me se situe au niveau de la lecture. En effet, il est impossible de 
faire une requete et de recevoir la reponse dans le meme cycle. Ainsi, un problkne se 
pose lorsque le processeur s'attend a recevoir la donnee de lecture dam un meme 
cycle. Pour l'ecriture, le problkme se pose au niveau de la validit6 des donnees sur 
bus. Elles arrivent presque un demi-cycle apks l'adresse, ce qui retarde I'envoi de la 
requzte VCI. De plus, avant de faire passer le processeur a l'instruction suivante, il 
faut attendre l'accusd de reception de la requgte, meme si la rtiponse n'est pas 
nkessaire . 
A13 1 :0] 
Be 
En outre, pour ralentir le processeur, il faut envoyer un signal d'attente (nWait) et ce 
signal doit &re envoy6 clans la partie PI du cycle (Figure 3.20). U est donc essentiel 
de savoi rapidement si le processeur doit ztre mis en attente et donc la capture des 
signaux de poignks de main VCI se fait t6t dam le cycle. 
Les bus d'adresse sont directememt associa%, 
Le signal d'advation d'octets des mdmoires est ddduit des signaw 
Rdata[3 1 :0] 
Wdata(3 1 :0] 
Error 
Cmd[l :0] 
de la taille de la donndes (Mas) et des octets adreds (A[1 :O]). 
Les bus de domdes dam les deux sens sont ditectement associds. 
Ce processeur est interrompu si une dponse VCI est erron&. 
La cornmande VCI est dtkiuite du signal de RW et de I'adresse 
- &lrrre@MSVCI 
F&ue 3.20. Diagramme temporel de l'interfaee maitre 
3.5.3.2. Exporution des solutio~ts 
D'abord, le ddphasage entre les horloges a W modifie, mais les solutions obtenues 
n'etaient pas valides. Ensuite, la Mquence VCI a 6tt5 augmenttie par rapport a la 
Mquence du processeur. Cependant, cette augmentation de Mquence cause des 
probkmes ailleurs. Par exemple, un accb mdmoire interne ne se produit plus dam un 
cycle. De plus, les delais enbe les niveaw de bascules sont trop courts. 
La dponse VCI d'une kcriture ne contient pas de donnees, mais seulement un signal 
d'erreur. U est possible d'konomiser un cycle en terminant 17&criture du processeur 
(avec nWait) avant de recevoir la rCponse VCI. Nthnmoias, il est essentiel de pouvoir 
identifier toutes les r6ponses qui entrent pour bviter le melange des rCponses des 
lectures et des Bcrituns. Ainsi, on peut li-r le processeur une fois l'dcriture 
effectude, mais il faut attendre la rCponse VCI avant de pennettre un autre accb 
exteme (VCI). Le procewur peut immddiatement effectwr des acch memoires 
internes (programme) et un cycle est &onomis6 B chaque kriture. Le seul probkme 
est que les errem VCI pour les 6critures ne sont pas commhqu&s au pmsseur.  
Pour la lecture, il est bien difficile de rCgler le probleme a cause du protocole VCI. 
Cependant, une faqon d9&onomiser un cycle est de faire l'envoi VCI sans attendre les 
domdes de I'ARM (seulement n6cessaire lors de 17Ccriture). Cela complique 
I'interface et la synchronisation. 
Une solution e s  interessante aux probkmes mentionnds plus haut est l'utilisation de 
paquets oh les adresses suivent me &pence. h i ,  en utilisant les bits VCI 
facultatifs, l'adresse suivante peut &re p f i e  et le temps d'une ophtion de lecture 
est n5duit. Pour ce faire, il faut que le processeur puisse faire des acces successifs. 
Les seules instructions de l'ARM7 qui permettent plusieurs transferts mhoire sont 
les instructions de copie de registres et leur utilisation est limitee. En cootrepartie, 
l'utilisation d'un DMA (Direct Memory Access) est iddale pour le transfert de grands 
blocs de donniies. 
Pour implanter la transmission par paquets, il faut d'abord intbgrer les signaux VCI 
facultatifs. En plus, il faut utiliser les signaux SEQ et BL de 1'AR.M permettant de 
savoir quand les acc& sont sdquentiels. Dam ie cas d'utilisation de memoire de 16 ou 
8 bits ou d7utilisation de bus VCI de 16 bits, cette implantation est essentielle pour 
permettre au processeur de faire des accis de 32 bits. 
3.5.3.3. Solution udoptie 
Pour diminuer la complexit6 du contriileur et assurer la validit6 des envois, les 
requetes VCI sont toujours envoyees au meme moment, peu importe le type. 
L'dcriture est consid6nk comme terrninCe aussit6t l'accud de nkeption q u ,  mais 
avant de pouvoir faire un nouvel envoi, la r@nse de cette requete doit &re saisie. 
Le contr6leur est lkgerement complexe. Le schema bloc du contr6leur montre sa 
structure de base (Figure 3.2 1). D'abord, un module sert B gbdrer une requete 
d'interruption exteme lorsque le signal de la boite aux lettres droite est actif. Ensuite, 
uae machine a ktats g&&e des signawc de contr6le. Certains de ses signaux doivent 
aussi litre combint5s et r eg ies .  
1 
Schema bloc simplifiC du contr6leur de l'interface maitre 
Pour simplifier la description du contr6leur, sa machine a dtats est skparkes en dew : 
la lecture (Figure 3.22) et l'kriture (Figure 3.23). La partie de cette machine qui gere 
les intemptions n'est pas repnisenttk. A chaque acds exteme, le processeur est mis 
en attente pendant au moins un cycle (one-wait), a cause du dklai minimal d'envoi 
d'une requete. Ensuite, selon ie type &instruction, le processeur est gardd en attente 
ou IiMd durant l'attente de la @me. 
Le Tableau 3.9 r6sume les delais dsultants pour les lectures et kcritures. Les cycles 
considdis dans le calcul du d61i sont reprksentds sur les machines a 6tats (en gris sur 
la Figure 3.22 et la Figure 3.23). En somme, la ghdration d'une demande VCI 
depend de la pdsence d'un acces exteme et le temps d'attente du processeur est lie a 
I'accusC de rtkeption de la requete et it la dception de la r6ponse (Figure 3.20) 
Tableau 3.9. Temps des op6mtioons de lecture et kriture 
Figure 3.22. Machine B &ts du contr6leur : la lecture 
F i m  3.23. Machine a Ctats du contriileur : 1'6criture 
Chapitre 4 : ~USULTATS 
L'interface est conque en vue d'tre utili& dam un contexte de communication point- 
Cpoint. Wkrentes applications sont impl6mentt5es a partir de i'iaterface et du 
processeur et ce chapitre relate et analyse les resultats obtenus. D'abord les r6sultat.s 
gdneraw sont prt5sentes. Puis les rOsultats des trois applications implt5mentdes sont 
expliques. E h ,  une breve discussion tennine le chapitre. Les ksultats present& ici 
sont ceux qui concement le bon fonctionnement de l'interface ainsi que sa synthkse. 
D'abord, la mt5thode de verification utilisk, puis les ~sultats de synWse sont 
expiiques. Enfin la mtthode d'analyse des performances est pr6sentk. 
D'abord, il importe de pdciser comment le banc de test est construit pour permettre de 
verifier toutes les configurations de I'interface. Le systeme est simule a l'aide de l'outil 
Seadess, qui permet de simuler des fichiers VHDL (avec Modelsim) et d'executer du 
code assembleur sur un processeur en parallele. Ainsi, le banc de test est composC de 
fichiers VHDL et de fichiers C (ou assembleur) compiles pow ARM. La 
cov&ification se fait seulement avant la synthkse. Elle devrait aussi se faire apres la 
synthese, mais nous ne l'avons pas effectuee B cause des problbmes de compatibilite 
entre I'outil de cosimulation (Mentor Graphics) et I'outil de synthtke (Synopsys). 
Ndanmoins, la verification individuelle apks synthkse de chaque bloc a W effectuke. 
Le banc de test VHDL est divisk en dew, m e  interface maitre, qui envoie des 
requetes et re~oit des r6ponses, et une interface esclave, qui fait l'inverse. Les 
requetes et dponses du fichier C (donc du processeur) doivent correspondre avec les 
interfaces VHDL du banc de test. L'objectif est d'Cviter au concepteur de regarder la 
trace de simulation pour verifier le bon fonctionnement du systkme. Ainsi, la 
vt5rification de la validit6 des signaux est automatique et des messages s'affichent a 
l'dcran pour indiquer les erreurs au concepteur. 
Toutes les informations concernant les requetes envoytks et les rtiponses attendues ou 
les eponses associees a chacune des requetes sont contenues dam des tableaux. Un 
tableau est utilise pour l'interface maitre, l'autre pour l'interface esclave et un 
troisihe pour le fichier C. La grandeur des tableaux est variable et les domdes dam 
les tableaux le sont aussi. Ainsi, il est possible de tester toutes les possibilit6s de 
communication en ajustant le contenu des tableaux. Le code VHDL et la structure du 
tableau du module de g h b t i o n  de requete sont dom& a la section 5.3. 
Pour le moment, l'integrateur doit coordomer les valeurs des trois tableaux avec les 
parametres de l'interface a tester. Cependant, il serait possible de creer uo programme 
qui genere automatiquement les valeurs des tableaux en fonction des parametres de 
l'interface a verifier. En outre, un processus VHDL pourrait etre ajoute au banc de test 
pour pemettre de modifier de facon albatoire les valeurs des tableaux et ainsi tester 
vrahent toutes les possibilites. De cette faqon, un second script pourrait creer un 
banc de test correspondant a l'interface gkner6e par le premier script. 
Puisque l'objectif est d'utiliser l'interface dkvelop*e dam un systhe sur une puce, il 
est essentiel qu'elle soit synthetisable. L'outil Design Compiler de Synopsys est 
utilid pour faiR la synthhe. La synthhe permet de vtkifier le comportement bun 
systeme synthetisk, d'&luer l'espace occup6 ainsi que la fEquence maximale de 
fonctionnement. Malheureusement aucune 6valuation de la dissipation de puissance 
n'est effectutk. 
Puisque les &sultats de synth&se dependent des param&tres de I'interface, me  
configuration de base a W s61ectiom6e et elle sera utilige pour les autres tests 
effectuks sur l'interface. Le "packageyy de la configuration est donnee a l'atmexe J. 1. 
Meme si la cosimulation complete vise seulement les fichiers prhynthese, la 
simulation individuelle post-synth&e des modules principaux a W effectude. 
L'espace occupt5 est exprime en fonction des unites de base de S p p s y s  pour une 
technologie. Le ddveloppement de SoC nya de sens que si une technologie recente 
est utilisee. Les performances de l'interface doivent donc Stre dvalu6es pour une telle 
technologie, par exemple la 0,18 micron. Cependant, a titre de comparaison, les tests 
sont aussi effectuis sur une technologie de 0,35 micron. De cette fa~on la progression 
de la technologie et les performances de I'interface peuvent etre reliees. 
Le Tableau 4.1 resume bien tous les r6dtats obtenus. D1abordY il dome l'espace 
occup6, pour chaque bloc de base ainsi que pour l'interface globale. De plus, il donne 
le pourcentage de la logique qui est siquentielle et le pourcentage d'espace occupe par 
chacun des blocs. La difference entre les redtats obtenus pour chacune des 
technologies est aussi pksentde. 
11 est difficile de juger si l'espace obtenu est raisomable car cela ddpend beaucoup de 
la proportion de I'interface par rapport ii lyIP lui-meme. ~ t a n t  donne que l'espace 
occupk par le processeur n'est pas disponible, cette comparaison ne peut etre etablie. 
Ndanmoins, la validit6 du compromis entre la facilitb d'int&ration et la perte 
d'espace ddpend de la grosseur du IP utilis6. Plus le IP est gros, moins la proportion 
relative de l'interface est grande et meilleur est le compromis. 
Le pourcentage de logique gquentielle est M s  pds de 50 %. Ceci peut s'expliquer 
par le fait que, dam l'architecture propode, la logique combinatoire (essentiellement 
de conversion) est assez simple mais qu'a chaque banc de registres est associC une 
drie de multiplexeurs. Ainsi, l'augmentation de la logique combinatoire suit celle de 
la logique sdquentielle et la r6duction de la quantite de registres doubie la diminution 
de l'espace occupk. 
Tableau 4.1. Espace occup6 (unit& de base de Synopsys) par chaque module 
La dominance de l'interface esclave, en terme d'espace, est flagrante. Le rde 
337 %' 17,05% 66,45% 13,13 % 100,OO % 






pourquoi I'interface esclave est-elle beaucoup plus grande que l'interface mdtre ou 
que le comrnutateur ? La profondeur de son pipeline, donc son nombre dletages de 
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registres, en est probablement la cause. L'utilit6 de tous ces registres est a discuter, 







reduire le nombre d'tages du pipeline de l'interke esclave. 







d'environ 80 %. La proportion d'espace occ* par l'interface diminue 
dramatiquement d'une technologie a l'autre. De plus, l'espace de logique dquentielle 
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augmente avec une technologie de 0,18 microns. Cette difference est plus marquee 
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L'ensemble des simulations et des tests effectuds considhit m e  #ride d'horloge 
VCI de 40ns (fidquence de 25MHz), et une p6riode de pipeline de 4ns (fiequence de 
2SOMHz). Cette p&iode est minimale etant don& les ddais des mdmoires, les ddlais 
de I'ARM et les contraintes de son modde sur Seamless. Cependant, cette Mquence 
est-elle acceptable pour ce qui est des ddais de la logique combinatoire entre les 
niveaux de bascules? En effet, m e  fidquence de 250MHz est assa blevke, et pour 
une technologie de 0,35 micron (technologie utili& pour implanter un processeur qui 
rode a 25MHz) , cela peut causer des probl&mes. 
Pour faire cette vdrification, l'analyseur de ddlais de l'outil de synth6se est utilise. 
Encore m e  fois, dew technologies sont compxkes. L'observation des rdsultats 
obtenus (Tableau 4.2), dCmontre que l!hypoth&se d o n  laquelle le dklai entre les 
niveaux de bascules serait s ~ s a m m e n t  petit avec une figquence VCI de 25MHZ 
n'est pas confirmde. La technologie de 0,35 microns est nettement trop lente et celle 
de 0,18, un peu trop lente. Cependant, la diffdrence entre les technologies pousse a 
croire que l'hypothhe serait confirmde avec une technologie de 0,15 ou 0,13 microns. 
Tableau 4.2. Peiode minimale de l'horloge VCI pour chaque module 
N6anmoins7 utiliser une technologie de 0,13 micron pour irnplmter la partie 
matt5rielle de I'interface impliquerait d'utiliser la m&me technologie pour le 
processeur. Le processeur pourrait dors fonctiomer A me Wquence beaucoup plus 
6levde que 2SMHz. Ainsi, en gardant La meme structure pour le pipeline ainsi que le 
meme rapport de frequences, la Wquence de fonctiomement du pipeline serait, 
encore une fois, trop klev6e pour la technologie. Ainsi, pour obteni. un systhe 
realisable physiquement, il faudrait diminuer le rapport des fk6quences (par exemple 
utiliser 5 au lieu de 10) ou modifier la structure du pipeline. 
Notons que le goulot dktranglement est l'interface esclave. Puisque le nombre 
&&ages de son pipeline est eleve, la proportion du cycle de l'horloge VCI disponible 
pour chaque bloc de logique combinatoire est petite et sa Mquence maximale est 
petite. Pour pouvoir augmenter la fSquence maximde @our une technologie 
donnee), il faudrait remanier la structure de l'interface pour diminuer le nombre 
d'tages du pipeline. Ainsi une plus grande portion d'un cycle VCI serait accord& ii 
chaque bloc de logique combinatoire. 
4mL3m Contexte dVvafuation des perfnnances 
I1 faut maintenant kvaluer les performances de l'interf'ace d6velopp6e et du protocole 
utilis6 dam des applications diverses. Pour y arriver, diffkrentes situations sont 
compdes. Les systemes sont construits avec et sans interface VCI. Dans les 
syst&mes sans VCI, le commutateur communique directement avec les mdmoires ou 
l'autre processeur sans passer par les interfaces VCI maitre ou esdave. 
Un contexte de communication point-A-point avec seulement deux IP est employe. 
Les systemes sont implant6s avec deux processem ARM ou avec un processeur et un 
coprocesseur materiel (Figure 4.1). Le medium de communication est toujours m e  
DPRAM et les moyens de synchronisation sont les simaphores, les interruptions ou 
les bites aux lettres. Deux des architectures proposies dam [Ems971 sont uti l ias  : 
le modde du copmcesseur dependant et du coprocesseur independant. Trois 
algorithmes ayant des besoins diffbents soot implant& : un algorithme de filtrage, un 
encodeurfdhdeur Reed Solomon et un algorithme de tri par segmentation. 
Les param&tres de l'intertace utilids sont ceux du "package" de l'annexe J et les 
mt5moires utilisdes sont celles propodes A l'annexe I. Les simulations sont effectuCes 
avec Seamless sur l'interface avant synth!se. Les temps sont domes en cycles VCI 
(OU de I'ARM) et la pdriode utilisk est de 40ns. La ndcessite de coordonner les 
simulateurs Iogiciels et materiels dirninue la pdcision de Seamless. I1 faut donc 
interpdter les resultats a quelques cycles pr&. 
Implantation Moux processewr Implantation 4un prommew 
(partitionnement logidel-maberiel) 
Figure 4.1. Schema bloc des deux types d'implantation de systkrne 
4.2. Algorithme de fdtrage 
Dans plusieurs applications, un coprocesseur (ou acc616rateur) est souvent associC B 
un processeur (ou initiateur) pour augmenter la vitesse de traitement. L'algorithme de 
filtrage utilise un modkle de coprocesseur dependant, Logiquement, le coprocesseur 
(acc6Qateur) est implant6 en matdriel pour travailler en paralIkle avec le processeur. 
Cependant, il est aussi implante sur un second processeur, pour permettre de mieux 
&valuer les performances de l'interface maitre. 
4-2-1. Description de I 'rinpluonloon de Iblgorithme de fdeage 
L'algorithme de filtrage, utilise pour le traitement d'images, consiste a identifier la 
position d'un patron dans une image. Dans cet algorithme, le processeur effectue 
essentiellement des Ccritures et l'accdlerateur des lectures. Le processeur inscrit une 
image de 16 pixels et un patron de 8 pixels dam la DPRAM et chaque pixel est code 
sur 32 bits. Ensuite, il indique au coprocesseur que les domees sont p&es en 
utilisant un ernaphore, une interruption ou une b i t e  aux lettres. 
Puis, le coprocesseur lit I'image et le patron et identifie la position du patron dans 
I'image. Le coprocesseur inscrit la position du patron dans la DPRAM et indique au 
processeur que le resultat est pret. Pour identifier la position du patron, un bloc de la 
grandeur du patron se diplace dam l'image et ses pixels sont comparCs a cew du 
patron. Si une association est trouvCe, la position est identifiCe comme la coordonnee, 
dans l'image (matrice 16 par 16) du premier pixel de ce bloc. Ainsi, le temps de 
recherche du patron depend de la position de celui-ci dam l'image. La Figure 4.2 
illustre les 256 pixels de l'image et Ies positions possibles du patron. 
Firmre 4.2. Repdsentation des 256 pixels d'une image 
Le coprocesseur a d'abord W conCu en matkriel (partitionnement logiciel/matkiel) 
avec tmis types de synchronisation diffdrents. Meme si le code n'est pas totalement 
synthtitisable, le fonctionnement reel e a  bien reproduit et les r6sultats des simulations 
sont reprt5sentaifs. Ensuite, le coprocesseur est code sur un second ARM 
(partitionnement logicie Mogiciel). 
Dam les dew cas, le processeur principal peut effectuer d'autres Gches pendant les 
comparaisons. Cependant, le coprocesseur materiel est beaucoup plus efficace. En 
effet, il peut effectuer les comparaisons des pixels du patron et d'un bloc de l'image en 
parallde. De plus, il contient des regimes materiels dedies a mbmoriser des pixels et 
jouant ainsi le r6le d'une memoire cache. Ainsi, chaque pixel, mdmorisd dam la 
DPRAM, n'est accede qu'une sa le  fois, contrairement au coprocesseur logiciel. 
Dans le banc de test, le processeur effectue 384 opdrations d'Ccriture. En efTet, il 
effectue 256 kcritures pour mettre des 0 dam toute l'image. Ensuite, il effectue dew 
fois 64 ecritures pour inscrire le patron (dam l'image et le patron). Les comparaisons 
sont faites jusqu'a ce que la position (8,8) soit atteinte (Figure 4.2). Si le patron est a 
I'ext&ieur de I'image, la position (8'9) est retourn6e. Les result& des essais sont 
domes aux paragraphes qui suivent. I1 faut noter que pour une implantation reeile de 
l'application, une op6ration de mise a zero (dam le cas materiel) aurait dB etre utiliske 
au lieu d'effectuer les 256 premieres Ccritures. 
La premiiire architecture test& constitue un partitionnement logicielhateriel bas6 sur 
l'architecture presentee dam la partie de droite de la Figure 4.1 et le modele des 
communications de la Figure 4.3.A. Trois m6canismes de synchroaisation sont 
utili&. En premier lieu, le processeur bloque rm s6maphore pendant l1~criture des 
donnks et le coprocesseur doit attendre qu'il soit ddb1oquC avant de faire son 
traitement. Le meme m6canisme est utilisi du c6te du coprocesseur. Le probleme est 
que plusieurs lectures a w  &xnaphores soat faites pour comaitre lietat du systeme. 
Dam le deuxi&me essai, le sdmaphore du coprocesseur est remplace par une 
interruption. Ceci evite au processeur d'effectuer plusieurs lectures au dmaphore. 
Pour le troisiiime essai, des bites aux lettres sont utilis6es. Ainsi, meme si les MB 
sont plus lentes que des interruptions directes, aucun sdmaphore ne doit Etre lu et le 
temps d'exCcution est optimid. 
Le coprocesseur materiel accCliire la recherche @ce a son pipeline de lecture et au 
paralldisme de ces comparaisons. Au ddpart, tout le patron est trmfdre dam des 
registres matkriels. En plus, les 120 premiers pixels de l'image sont mis dam un 
registre a decalage. Ensuite, a chaque nouvelle position testee, une nouvelle lecture 
e a  effectde et le registre des pixels de l'image est decald. En sornme, pour un patron 
a la position 0, 184 (64 + 120) lectures sont effatukes et ensuite, a chaque nouvelle 
comparaison, une lecture additiomelle est effechlee. Avec cette methode, le patron 
est cherch6 dam tous les pixels de l'image, mal& les positions impossibles. 
Le Tableau 4.3 n5sume le nombre de cycles necessaires pour chaque itape executee. 
D'abord, c o m e  attendu, le temps de communication est le plus Clevt pour le 
semaphore et le moins deve pour Itintemption directe. Puis, l 'hiture d'un pixel 
prend a peu pi& 25 cycles a cause du temps de lecture des instructions et du temps 
dtex6cution des boucles. Puisque les &rimes sont effectukes par l'initiateur, elles ne 
sont pas transmises via VCI (Figure 4.3.A) et leur dC1a.i n'est pas affecte par 
l'implantation. D'un autre cM,  le temps de recherche de l'acc~lerateur est 
proportiomel au nombre de lectures a effstuer, c'est-adire un cycle par lecture. 
Toutes les lectures mdmoire sont sdquentielles, puisque les donnees sont transfddes 
par bloc. De plus, la lecture d'un pixel est independante de ceUe du pixel pgcedent. 
Ainsi, il est possible de concevoir le module effectuant les acces memoire de faqon a 
considhr qu'un acces memoire prenne deux cycles (requete et r6ponse). La lecture 
du pixel ndcessaire a la prochaine comparaison commence donc un cycle plus t6t pour 
Mter de prendre du temps I cause du protocole VCI. C'est pour cela que les 
diffhnces entre les systemes avec et sans VCI sont negligeables, consid6rant la 
prdcision des r&ultats foumis par Seamless. 
Tableau 4.3. Nlais du filtrage pour une implantation matdrieile 
Recherche : patron A (0,O) 189 188 1841ectures 1 0,53 % 
Recherche: batron h (5.5) 273 273 269 Iectures 0 0,oo % 
Pour tester compktement I'interface maitre du processeur, il faut utiliser une 
architecture B deux processeurs (partitiomemeat 1ogicieVlogiciel a la Figure 4.1). En 
effet, avec m e  implantation mat6rielle, l'interface make du processeur est seulement 
utilisb pour envoyer des interruptions au coprocesseur. Neanmoins, si deux 
processem sont employ6s, un des processeurs doit accdder la DPRAM en passant par 
I'interface VCI. En effet, la mdmoire DPRAM peut &re a I'int6rieur de l'enveloppe 
d'un ou L'autre des processeurs (itiateur ou dl&rateur).  Ainsi, dew modeles de 
communication sont possibles (Tableau 4.3). En utilisant le modde A de la Figure 
4.3, la performance des lectures A travers VCI est &dub. En utilisant le mod&le B, 
ce sont les 6critures qui sont testks. 
Fimre 4.3. Modkles de communication avec l'interface VCI 
En effectuant des 6critures et des lectures simples d'un processeur 1 travers l'interface 
VCI, les dsultats du Tableau 4.4 ont at5 observt5s sur la trace de simulation. Comme 
expliquk A la section 3.5.3, les contraintes du processeur et du protocole VCI out 
menk a un circuit qui utilise, au minimum, dew cycles pour m e  Ccriture et trois 
cycles pour m e  lecture. C'est pour cela que le temps d'cphtion d'une lecture est 
augment6 de 67 % et celui de 1'6criture de 50 %. Il faut maintenant observer l'effet 
sur une application rklle. 
Tableau 4.4. D6lais d'exdcution des ophtions mdmoire du processeur 
Le Tableau 4.5 donne la cornparaison entre les r6sultats obtenus pour I'implantation 
de i'algorithme de filtrage sur deux processeurs avec et sans VCI. D'abord, pourquoi 
le nombre de lechlres ndcessaires a la recherche est-il si eleve ? Contrairement a 
l'implantation mat&ielle, il n'y a aucune memoire cache et les comparaisons sont 
effectu&s au rythme d'un pixel par cycle. h i ,  pour chaque position a verifier, il 
faut faire 64 cornpanaisons et 128 lectures. N&anmoins, l'algorithme penwt d'dviter 
de faire la recherche de patron aux positions impossibles. Il faut aussi noter qu'tant 









Tableau 4.5. Delais du tiltrage pour me implantation logicielle 
Comme expliqud plus haut, pour connaitre les diffdrences de temps d'accks entre une 
implantation avec et sans VCI, les r6sultats a regarder sont les Ccritures dam le cas B 
et le temps de recherche (les lectures) dans le A. D'ailleurs, ces rksultats sont les seuls 
ou la WCrence n'est pas negligeable. 
En somme, il faut compter un cycle de plus par kriture et 2,25 par lecture. Le delai 
de lecture est lkgizement plus dleve que ce qu'indique le Tableau 4.4, mais tout de 
meme t& semblable. En poussant un peu l'obsemation, il est possible de noter une 
augmentation du temps de communication lorsque Pintemption h e  bi te  aux 
lettres passe a travers I'interface VCI. Cette augmentation est tout de meme assez 
ndgligeabIe. 
4.2.4. Analyse &s r&ultats de I'algorMww de fZage 
Le grand ddsavantage de VCI est la perte bun cycle (requ5te et rdponse) au transfert 
de chaque paquet. Il faut maintenant vkifier si les r6sultats sont affect& dans une 
implantation delle. Les diffeientes architectures utili&s pour daliser l'algoritbme de 
filtrage ont pennis d'6valuer plusieurs aspects. 
D'abord, l'utilisation du protocole VCI par un coprocesseur mateiiel (partitiomement 
LIM) pour effectuer des lectures de bloc de donnees a W Cvaluk. Dans ce cas, c'est 
l'interface esclave du processeur qui est mise a l'ereuve. Les conclusions sont que si 
la lecture d'une domke est indipendante de celle de la donnde prdcCdente et que 
lt6metteur peut c w r d o ~ e r  l'envoi des requdtes de facon a recevoir les r@nses au 
bon moment, l'utilisation de VCI n'affecte pas les r&sultats. 
Puis, l'interface maitre du processeur est testee aver: l'implantation logicielle 
(partitiomement LL). Le dkplacement de la DPRAM d'une enveloppe il l'autre 
permet de v6rifier l'efficacite des lectures et des 6critures du processeur A travers une 
interface VCI. Les dsdtats montrent une augmentation du ddlai de 67 % pour une 
lecture et de 50 % pour une dcriture. 
I1 est maintenant possible dl~valuer l'efficacitd globale de toutes les architectures 
proposks pour implanter l'algorithrne. Le Tableau 4.6 resume le temps total 
nkcessaire pour effectuer trois recherches de patron (l'kriture des domks est dHt6e 
1 chaque recherche). D'abord, l'implantation matfielle est trks peu affectke par 
l'utilisation de VCI et permet m e  accdleration de 90 % par rapport a une implantation 
a un seul processeur. En plus, malgre la tr6s petite difftkence entre les trois, le 
mdcanisme de synchronisation le plus efficace est be1 et bien les boites aux lettres et 
le moins efficace, les semaphores. 
En ce qui conceme l'implantation logicielle, l'augmentation du temps d'exdcution 
attribuable a l'utilisation de VCI est beaucoup plus marqude lorsque l'initiateur est 
place du cbtk de la DPRAM. Ceci s'explique par le fait que le wmbre d'dcritures est 
beaucoup moins tlevd que le nombre de lectures. Par coxdquent, dam la 
configuration ou l a  lectures doivent passer A travers l'interface VCI, les ddlais 
engendrds sont beaucoup plus importants. En somme, l'effet global de l'utilisation de 
VCI sur les performances d'une application ddpend de la proportion de celle-ci 
constitut5e d'acc&s VCI. 
Tableau 4.6. Performances des impldmentatioos de l'algorithme de filtrage 
Partitiomement W M  
- avec interruptions 29 722 29 704 0,M % 91,71 % 
- avec dmaphores 33 802 33 798 0,Ol % 90,58 % - avec MB 29 167 29 158 0,03 % 91,87 % 
Partitiomement UL 
- c6t6 de la DPRAM 380992 347189 9,74 % -623 % 
En plus, l'utilisation de deux processeurs ne pennet pas de diminuer le temps 
d'ex6cution de l'algorithme. En effet, l'utilisation d'un deuxibe processeur ne permet 
pas dlkviter le temps de lecture des instructions, ni d'dviter la lecture multiple dlun 
mCme pixel. En outre, le d&i de communication entre les processeurs rend 
l'architecture ou l'initiateur est du c6tk de la memoire moins efficace que celle avec un 
seul processeur. Cependant, ces r6sultats ne tiennent pas compte du fait que, si toutes 
les domties sont dej& en memoire, l'initiateur peut exkuter d'autres t6ches pendant 
que I'accel&ateur effectue les comparaisons. 
4.3. Algorithme d'eocodage et de dCodage Reed Solomon 
L'algorithme d'encodage et de decolage Reed Solomon sont utili&s, entre autres, dam 
le modem de type XDSL. Ce type &application est un cas de test intdressant car le 
transfert de dom&s entre Les blocs est tr&s important. La description de 
l'implantation de l'algorithme est donnee, p i s  les n%ultats obtenus sont comment6s. 
L'algorithme pennet d'encoder et de decoder des domtks de fqon a pouvoir faire de 
la ddtection et de la correction d'erreurs. Plus pkisdment, l'encodeur calcule 
quelques octets a partir des domees foumies et le &adtat est annex6 a w  d o m k s  
avant qu'elles ne soient traosmises au bloc suivant. Ensuite, le decodeur peut detecter, 
localiser et comger les erreurs qui ont pu sti&rer lors des diffhnts tmnsferts qu'ont 
subis les mots dCcodCs. 
L'objectif est d'evaluer l'effet de I'utilisation de VCI sur un algorithme ofi les transferts 
des d o m h  sont importants et non d'en concevoir une implaatation delle et efficace. 
h i ,  l'encodeur est implant6 en materiel et le ddcodeur en logiciel, m h e  si 
I'algorithme de decodage est beaucoup plus dense que celui de l'encodage. 
L'architectwe de droite de la Figure 4.1 est employde et les analyses sont orientees sur 
I'interface esclave du processeur et I'interface mdtre du coprocesseur. 
Pour permettre a l'encodeur et au decodeur d'accdder aux donndes, cellesci sont 
plackes dans la DPRAM du systthe. En outre, une s&ie de constantes est utilisde 
pour l'encodage tout comme pour le dkodage. Puisque l'espace de ces constantes est 
important, il serait tout a fait inefficace d'utiliser a la fois la mdmoire logicielle et les 
registres matkiels pour les ernmagasher. Par codquent, toutes les constantes sont 
placks seulement dans la DPRAM. L'encodeur mat&iel doit a d d e r  ;i la DPRAM, 
par l'intermediaire de l'interface VCI, pour obtenir les donnks et les constantes 
voulues. 
De plus, puisque les constantes utilistks dwndent des domks a encoder, les 
requetes ne sont pas independantes les unes des autres. U ntest donc pas possible 
d'effectuer les lectures de constantes en bloc. Ces lectures se font a mesure que 
l'algorithme progresse et en fonction des calculs effectues. La technique utilisde pour 
le coprocesseur de l'algorithme de filtrage ne peut Stre employee ici, car l'envoi d'une 
nowelle requete est dt5pendant de la dponse de la requte prdcddente. 
En outre, l'algorithme du coprocesseur n'est pas adapt6 au protocole. Comme dam 
[GuRo94] pMVJ97) ou [KlGa98], toutes les contraintes du protocole sont 
concentrbes dam une procedure et l'algorithme appelle la procedure pour ktablir les 
communications avec llext&ieur (Figure 4.4). Lorsque le protocole de 
communication est modifie seule la procedure doit etre changie. Cela permet donc 
de tester si l'utilisation d'une procddure pour contenir toutes les contraintes du 
protocole est m e  solution acceptable. Ainsi, si c'est le cas, la synthkse automatique 
de coprocesseur matkriel communiquant avec VCI serait tres simple a ddvelopper. 
I1 faut faire t d s  attention lors de l'interprktation des rdsultats de simulation. En effet, 
I'algorithme est cod6 au niveau comportemental et sa synthese n'est pas directe. 
h i ,  meme si la procdure est synth6tisable et contrblee par me horloge (dix fois 
plus rapide que l'horloge VCI), I'algorithme lui-meme n'a aucun delai et n'est a d t e  
que par les appels a la procedure. Ainsi, les delais observes lors des simulations pk- 
synthese correspondent aux dtlais imputds aux communications seulement. 
de la communication 
Utilisation d'une procCdure pour 6tablir les communications 
4.3.2. Analyst dcs r&ultats de l'encodeur/dicodeur Reed Solomon 
Pour vdrifier 11efficacit6 de l'utilisation de VCI, une premiere procedure est conque 
pour communiquer directement avec le protocole de la memoire. Ensuite, me 
deuxihe procedure pennet d'accdder h la m6moire ii travers des accbs VCI. Le 
Tableau 4.7 d o ~ e  l  temps d'encodage materiel dam les deux cas. 
Pour commencer, il faut analyser les delais obtenus pour les lectures et les ecritures 
simples. D'abord, il faut pdciser que l'utilisation d'une procddure bloque 
complktement 11ex6cution du programme appelant tant que la procedure n'est pas 
terminCe. La fin de la pmCdwe est atteinte lorsqw l'acces memoire se termine. 
Ainsi, pour une communication avec VCI, la reponse d'une requste doit etre reque et 
pour me communication sans VCI, la dom6e de lecture doit Stre arrivde. 
Les dtlais de lecture et d'kcriture ne sont pas des nombres entiers de cycles. En effet, 
les dklais sont calcules en fonction des cycles de l'horloge du systeme a 25MHz. 
Cependant, la procedure de communication fonctiome a une fikquence de 250MHz 
  taut domd les d6lais de la m6moi. utilisde, il est possible d'executer les acces 
mdmoire en 0,s cycle de l'borloge VCI. Dans le cas du processeur, cela n'est pas 
possible car chacun de ses acces mdmoire doit durer un nombre entier de cycles. Le 
principe est le m&ne pour l'implantation avec VCI, d&s que la dponse VCI est recue, 
la procedure se termine meme si le cycle VCI n'est pas termin&. 
En somme, avec un temps d'acces VCI de 1,7 cycles et un temps d'acces sans VCI de 
0,s cycle, la perte de performance caus4e par l'utilisation de VCI s'klkve a 340 % par 
acc&s memoire. Dans le cas de l'encodeur, le pourcentage global est encore plus 
Clevd, &ant donne les pertes de cycles causees par la synchronisation. 
Ces dsultats ne tiement pas compte du temps &execution de l'encodage en tant que 
tel. Cela correspond donc seulement a m  diffCrences de dClais imputees a w  
communications. Ainsi, dam une application delle, la pate de performance sera 
toujours pondhie par le pourcentage de l'algorithme constitue dYacc&s memoire. 
Dam le cas de l'encodeur, le nombre d'acces mbmoire est tds  elevt. Par cons&pent, 
meme si la perte de perfonname ne sld&ve pas nkllement H 377 %, elle est beaucoup 
trop tilevee pour que l'utilisation de VCI soit acceptable. 
Tableau 4.7. WIais de I'algorithme d'encodage 
En conclusion, &parer compl&ement 1es details de communication ( d m  me 
procedure) de l'implantation de l'algorithme augmente beaucoup la portabilit6, mais 
peut grandement niduire les performances pour certains protocoles de communication 
(VCI). De plus, titant dome que le copmcesseur n'est pas contr816 par une horloge 
aussi lente que celle de VCI, la pate de paformance ca&e par l'utilisation de VCI se 
situe autour de 350 % par acc6s mdmoire. Enfin, la perte de performance like a 
l'utilisation de VCI est directement proportionnelle la quantite d'acces aux domees 
m e  application, 
Temps d'une lecture 
Temps total d'encadage 
4.4. AJgorithme du tri par segmentation 
L'algorithme de tri par segmentation ("QuickSort") est le dernier qui sera utilisi pour 
tester I'interface et le protocole. D'abord cet algorithme est tr6s propice a une 
implantation a plusieurs processeurs. En outre, le partitio~ement des taches entre les 
pmcesseurs est effectuC dynamiquement en fonction des donnees a trier et du temps 
que prenrie chacun des processeurs pour fake le tri. Enfin, cet algorithme est axe sur 
le contr6le davantage que sur le transfa de domdes, mais est fortement dependant 
des donnees. Pour toutes ces raisons, l'evaluation des performances de cette 
application permet de finaliser I'analyse de l'interface et du protocole. 
L'algorithme de tri par segmentation permet de classer m e  liste, par exemple de 
nombres, en divisant la liste initiale en plus petites listes qui peuvent etre triees 









en deux parties qui peuvent &re &ides Separ6ment- Ainsi, ii mesure que l'algorithme 
avance, plusieurs listes peuvent etre tri&s separhent pour obtenir une liste finale 
compl5tement ordonn6e. 
Cet algorithme put donc facilement etre implaate sur plusieurs processeurs puisque 
les listes mes  peuvent etre tricks gpdment .  En outre, d o n  les domdes a trier, les 
listes cr%es sont differentes. Les tiiches des processeurs sont donc d&ermhdes de 
faqon dynamique. Pour implanter l'algorithme, m e  architecture a dew processeurs 
inddpendants est utilist5e (Figure 4.1). C o m e  dans le cas du filtrage h deux 
processeurs, la DPRAM est placC du c6t6 de l'initiateur et de l'acctl6ratew pour 
v e e r  la diffdrence entre les deux impldmentations (Figure 4.3). 
Un processeur (initiateur) inscrit la liste a trier dans une partie de la DPRAM et 
arnorce le tri. Il ordonne la liste initiale et inscfit la nouvelle liste a la place de la liste 
initiale et identifie les nouvelles sections a trier. Il inscrit aussi, dam une seconde 
partie de la mhoire, une liste de taches a exkuter, correspondant aux sections de la 
liste a trier. Un pointeur est utilid pour comaitre l'dtat de la liste des Gches. Ce 
pointeur est contr6ld par un semaphore pour eviter que les dew processeurs n'y aient 
accb  en meme temps (Figure 4.5). 
Ensuite, le deuxi&me processeur peut effectuer la prexnEre ache non effectude dam la 
liste. A son tour, il inscrit des nouvelles tkhes dam la liste et modifie le pointeur. 
Les dew processeurs continueat A trier lee sections de la liste initiale jusqu'a ce 
qu'elle soit ordomde. Une interruption (par bdte aux lettres) est utilide par le 
processeur qui effectue la demihre ache pour indiquer A l'autre processeur que le tri 
est termin&. A ce moment, l'initiateur peut commencer le tri d'une nouvelle liste. 
Gste des nombres 6 tier n r  
F i m  4.5. Schema de I'implantation de l'algorithme de tri 
4.4m2m Analyse des r&suItats de I'afgodhnte de tri 
Chq listes de 15 nombres ont W triks et le temps du tri est reporte au Tableau 4.8. 
Les impl6mentations testkes sont les suivantes : un processeur, d e w  processeurs sans 
VCI, deux processeurs avec VCI (avec la DPRAM placee d'un c6t6 et de l'autre de 
l'initiateur). D'abord, l'utilisation d'un second processem accdke le tri de seulement 
30 %. Ensuite, l'utilisation de VCI ntinfluence pratiquement pas les r&ultats de 
I'application. 
Tableau 4.8. Cornparaison des diffdrentes implementations du tri 
1 2 processeurs avec VCI et 1 12 832 Rgg$<m 
12 processeurs avec VCI et 1 12 862 1 
Le fait d'utiliser un second pmcesseur ne double pas l'efficacit6 du tri. Ceci stexplique 
par le fait que les processeurs doivent souvent attendre que le semaphore soit 
ddbloqud pour poursuivre leur travail. Probablement que pour des listes beaucoup 
plus longues, le temps de tri de chaque section de liste serait plus eleve et la 
proportion du temps d'attente serait plus faible. Ainsi, l'm6lioration cawde par un 
deuxieme processeur serait beaucoup plus marquk. Cet essai n'a pas pu etre effect& 
a cause d'un probleme avec ltoutil. Le logiciel ne semble pas bien g e m  les 
semaphores sur de &s longues simulations. 
VCI n'influence pas beaucoup les r6sultats d'abrd pame que la quantitd de domkes 
transmises bun c6t6 a l'autre e a  trks peu &lev&. Cet algorithme &ant plus ax6 sur le 
contr6le, l'effet de VCI est moindre. En outre, le fait que les processeurs passent 
beaucoup de temps a attendre la liwation du shaphore contribue a attenuer les 
effets negatifs que VCI pumait causer. Il reste a voir si, avec de t&s grandes listes, 
les n5sultats sont semblables. En somme, une chose est sfire, pour des applications 
axks sur le contrde, l'utilisation de VCI affecte peu les performances. 
L'objectif de l'analyse des dsultats de synthhe et de simulation des differentes 
implantations d'algorithmes est de pouvoir tirer des conclusions a props  des 
performances de l'interface developp6e et des performances du protocole VCI. Ainsi 
la mdthodologie proposde peut Stre comment& et des vok de recherches peuvent Stre 
propodes. Avant de tirer des conclusions, les rCsultats obtenus sont r6sum6s. 
Ensuite, l'interface, le protocole et la methodologie sont t5valu&. La conclusion du 
memoire presente les voie de recherches propo&es. 
4.5. Discussion 
L'objectif de l'anaiyse des r6sultats de synthese et de simulation des diffdrentes 
implantations d'algorithmes est de pouvoir tirer des conclusions a props  des 
performances de l'interface d6veloppCe et des performances du protocole VCI. h i  
la mkthodologie propos6e peut Stre comment& et des voix de recherches peuvent etre 
propodes. La discussion dsume 1'6valuation de l'interfafe, du protocole et de la 
methodologie. La conclusion du memoire prCsente les voies de recherches proposh. 
4.5. I.  ~va~uation de f 'interface 
A partir des r&dtats obtenus, il est possible d'kvaluer l'enveloppe du processeur. 
Des ameliorations Mes au protocole, aux dsuitats de synth&se et findement a la 
fonctiomalite de l'interface sont domkes. 
4.11.1. Amdliorations liies au protocole 
En utilisant le protocole BVCI a deux poigakes de main, une requete et m e  reponse 
ne peuvent &re envoyee durant le meme cycle. Diffhentes solutions permettant de 
diminuer les pertes de performances relikes au protocole ont dt6 proposdes. Pour 
simplifier la structure de l'interface, une solution economique pour la lecture a dtd 
rejetke. Ainsi, en emettant les requetes de lecture aussitat que l'adresse gknkde par le 
processeur est valide, un cycle aurait kt6 kconomis& A chaque lecture. Malgrd 
l'augmentation de complexite de l'interface engendrde par cette solution, il aurait etk 
preferable de ne pas la rejeter. 
Les signaux facultatifs permettant de faire des acces par paquet n'ont pas W utilises. 
Cependant, lors de tels acc&s, il est possible de p d d h  l'adresse avant qu'elle ne soit 
valide sur le bus. Ainsi, les requ6tes peuvent &re anticies et les rdpnses peuvent 
&re envoyees dam le meme cycle que les requetes sont reques. Tous les d&avantages 
du protocole de double poignde de main sont 4imints et les effets ndgatifs de 
l'utilisation de VCI sont pratiquement enrayCs. I1 serait donc tks interessant d'ajouter 
la possibilitd d'utiliser ses signaux pour amdliorer les performances des applications. 
Pour des applications ou les acces dquentiels sont lirnitds, l'utilisation du protocole 
PVCI au lieu du BVCI aurait probablement mend a des t.esultats beaucoup plus 
intdressants. En effet, le protocole PVCI est t d s  simplifiC et ne contient qu'un 
m6canisme de poignee de main. Le ARM7TDMI est un processeur qui a des 
instructions se5quentielles limit&, des cycles d'acces compressb et un pipeline 
restreint. Ainsi, pour des systemes sans cache contenant ce type de processeur, le 
PVCI est un choix plus judiciew. 
Le ARM9 aurait W un meilleur candidat pour l'utilisation du protocole BVCI. En 
effet, son pipeline est plus elabod et ses cycles rnoins compress&. Ainsi, l'utilisation 
d'un double mdcanisme de poignee de main aurait kte beaucoup moins nefaste sur un 
systeme comprenant un ARM9. 
L'interface a Cte dCvelopHe en suivant strictement les recommandations de 
1' Alliance. Wne discussion avec le directeur de la section du bus sur m e  puce a permis 
de comprendre que les contraktes strictes ne sont que des propositions et que 
beaucoup de libertk est laissee au concepteur. Ainsi, le protocole peut Otre configure 
pour supporter d'autres m6canismes que la double poignee de main. Par exemple, en 
pennettant des comportements asynchrones pour les a c c d s  de rkeption, il est 
possible d'avoir un mecanisme sans poi@& de main. De cette fqon, les phalites 
entrahCes par le micanisme de double poigde de main sont dvitdes. 
L'utilisation du m&anisme VCI sans poignee de main est ddconseill6e car il implique 
l'utilisation de circuits asynchrones. En debut de projet, l'utilisation de circuits 
asynchrones a W rejetee a cause de sa complexit& En effet, comme expliquk a la 
section 1.1.6.7, ce type de circuit p a t  conduire a des solutions beaucoup plus 
performantes, mais sa portabilite s' en trouve grandement rdduite. 
Les n5sultats de synthese ont permis d'identifier MCrents aspects de l'interface qui 
pourraient etre amt5lior6s. D'abord, cornme discutd p~c~demment, il serait essentiel 
de rendre l'interface physiquement dalisable. En portant des modifications sur la 
structure de l'interface esclave, il serait possible de diminuer l'espace occupd tout 
optimisant la Mquence de L'interface. 
En premier lieu, la Mquence peut &re optimiser en augmentant la proportion du cycle 
du processeur disponible entre les etages de baxdes. Suite au developpement d'une 
premiere enveloppe compl&ement asynchrone et tr&s dEcile a synthetiser, m e  
dewiiime interface synchrone a W dCveloppt5e suivant le modtle d o ~ e  au chapitre 3. 
Cependant, les ~ g l e s  de WeBrOO] ont Cte sur-utilisCes et l'interface esclave rdsultante 
contient trop de niveaux de bascules. Par conkquent, l'espace occupd est doublement 
augmente a cause des multiplexeurs associds aux bascules et la vitesse de 
fonctiomement diminue. R serait donc pertinent de revoir la structure (surtout de 
l'interface esclave) pour tenter de diminuer la profondeur du pipeline et am6liorer les 
performances de l'enveloppe (espace et fitiquence). 
En outre, Ctant d o ~ 6  I'espace utilid par les multiplexeurs, I'utilisation de bascules 
avec activateur aurait peut-&e titC une meilleure solution, malgre la complexite 
d'insertion de la chaine de balayage. En plus, le delai entre les titages de bascules 
aurait pu i3.e diminuer en simplifiant les opirations de ddcodage. En utilisant un 
nombre fixe de bits dans l'adresse pour identifier le composant accdde, la grosseur et 
le ddai de la logique de decodage seraient diminuis. Pour des applications ou le 
maximum de l'espace d'adressage est utilid, cette solution est B rejeter. 
Enfin, le choix d'une horloge de pipeline a une Mquence 10 fois plus devde que celle 
de VCI est discutable. Malgre l'augmentation de la complexite de conception, 
l'utilisation d'une horloge cinq fois plus rapide aurait pu contribuer a faciliter 
l'obtention d'un circuit r6alisable physiquement. En effet, la Mquence ndcessaire au 
bon fonctiomement du pipeline aurait ainsi pu etre diminuk. De plus, l'utilisation 
d'horloge diffhnte pour VCI et pour le processeur aurait pu amiliorer les 
performances des applications. 
La structure de l'interface est intdressante, car elle permet de modifier la 
synchronisation en modifiant seulement le contrdleur de chacun des modules. 
Cependant, il est tr&s important d'identifier quand l'augmentation de la complexite est 
justifide par l'augmentation de flexibilite. D'abord, l'interface d&velop@e constitue 
une premiere exploration mais beaucoup d'aspects supplt5mentaires auraient pu E t r e  
consid&& pour ameliorer la fonctionnalltd et la flexibilit6 de l'interface. Par 
exemple, l'utilisation d'autres types de memoire, l'ajout des signaux facultatifs de 
VCI, l'utilisation de transferts bloquds ou l'insertion de parametres pennettant de 
rendre les signaux VCI configurables sont des ameliorations de fonctiomalitk 
intikessantes. Ces eldments sont dabores dans la conclusion du mhoire.  
De plus, I'implt5mentation de la FIFO merite d'Ctre retravaillde. Aucun mecanisme ne 
contdle 1e flot de donnks dam la FIFO. La gdndration d'erreur et l'utilisation des 
indicateus est a revoir. La FIFO pourrait etre accCd& avec la meme adresse dans les 
dewc sens. hi, l'implantation n'est pas encore au point. En outre, l'importance 
accordde a celtains aspects et la complexit6 de l'interface qui en rdsulte ne vaut pas 
l'augmentation de flexibilit6 qui en ddcoule. Entre autres, l'implantation des quahe 
types d'intermptions directes rend I'utilisation de l'interface plus complexe que 
flexible. De meme, le registre d'interruption pourrait Ctre simplifik pour en faciliter 
l'utilisation et diroinuer les chances d'obtenir des situations impkvisibles. 
4.5.2. I?va~uation du protocofe B VCI 
L'utilisation d'un protocole standard peut dduire le &he de synthese des 
communications. En effet, &ant don& que le pont liant I'IP au bus est standard pour 
tous les IP et est construit par le foumisseur de bus, l'assemblage de tel systeme est 
simple. N6anmoins, les s i p a m  traversent deux &ages entre le IP et le bus : 
l'interface VCI et le pont. L'augmentation de l'espace et de la latence provoqude par 
ce modtile peut &re tr6s nefaste pour de petits IP. Ainsi, l'utilisation de protocole 
standard est une solution ideale pour des systkmes contenant des gros IP. 
Le protocole BVCI (a double poign6e de main) peut aggraver cet effet d'architecture 
ii doubles dtages. En effet, pour des applications axdes sur le transfert de donnee et 
dont il est impossible d'adapter I'algorithme au protocole, les performances sont 
affectdes. Par exemple, les acctis du processeur ARM7 prennent deux fois plus de 
temps a travers une interface VCI. Pour des applications de contrde, I'effet est 
moindre. Pour Cvaluer le protocole BVCI plus en detail, dam ce qui suit les riisultats 
obtenus sont compds a cew des analyses prkkdentes. Puis, des dispositifs 
pernettant de diminuer les pertes de performances sont propods. Enfin, des 
amdiorations interessantes au protocole sont expliqu6es. 
4.5.2.1. Cornpamison avec les analyses pricedentes de VCI 
Dam 1'6tude mende dam bSJ+00], l'utilisation d'un protocole standard de 
communication pour les IP est identifib comme Ctant un moyen de simplifier 
l'assemblage de systkme. Ceci est vrai, mais comme mention& prdcbdemment, il 
faut preciser que pour de petits IP, les pertes d'espace et I'augmentation de la latence 
peuvent rendre cette solution peu pratique. 
Dam [CCS99], un pont entre le protocole BVCI et le bus ASB de ARM est construit. 
L'espace du pont est kvalu6e a 1000 portes et aucune information n'est donnee sur la 
latence. Le nombre de cellule de notre interface est grandement plus eleve que le 
nombre de portes de leur pont. Cependant, la technologic et le type de cellule utilis6 
n'est pas prdcid et donc la comparaison est difEcile. Une intdace VCI est aussi 
constmite pour un contr6leur d'intermption. Le temps de communication est 6valud 
c o m e  &ant double par l'utilisation de VCI. Meme si les conditions d'utilisation et 
d'implantation ne sont pas pdcisdes, ces dsultats concordent toutefois avec ceux 
obtenus dam le cadre de cette dtude. 
En demier lieu, dam PVGOO], me implantation a doubles etages avec et sans PVCI 
est compar6e avec une implantation directe (sans pont). Le modde doubles etages 
af5ecte les performances d'un systeme, mais pas l'utilisation de VCI plut6t qu'un 
autre protocole. Ce modde augmente IdgiIirement la puissance dissi-, l'espace 
occupd et dam certains cas la Iatence. Ceci vient cornborer que l'utilisation d'une 
architecture a double etage est d e m e n t  justifitk pour de gros IP. N6anmoins, 
l'dtude traitait du protocole p&iph&ique et non du protocole de base. Ainsi, il semble 
que le protocole BVCI affecte plus la latence des communications que le PVCI. 
L'augmentation de la flexibilite du BVCI entraine une nkessitd de prendre des 
pr6cautions lors de la conception pour 6viter la diminution des performances. 
4.5.2.2. Dispositgs ii utiliser pour biter des pertes de performances 
La premi6re chose B considhr pour diminuer la latence d'utilisation de VCI est les 
transferts par paquets. La premi8re rCponse prendra un cycle avant d'etre envoyde, 
mais les r6ponses suivantes se suivront successivement. Pour des applications ou les 
transfer& par paquet sont limites I'architecture doit &.re rafEnCe pour vraiment 
amdiorer les performances. Par exemple, l'utilisation d'une cache par le processeur 
contribue a diminuer sa quantitk d9acc*s a travers l'interface VCI et ainsi diminuer les 
pertes de temps. En outre, l'implantation d'un DMA permet d'augmenter les acces 
par paquet A travers VCI et peut ambliorer les performances d'applications ou des 
transferts de blocs de domdes sont ndcessaires. L'altemative est d'adopter un autre 
mtkanisme que la double poignk de main et d'avoir des circuits asynchrones. 
4.5.2.3. Propositions de modz~cations au protocole 
VSIA est une bonne initiative de standardisation ii tous les niveaux @ce aux 
nombreux groupes de ddveloppement et a la participation massive de diffdrentes 
branches de l'industtie (compagnie de ddveloppement d'outils, de ddveloppement de 
IP, d'integration de systemes, ...). Cependant, le protocole BVCI pourrait &re 
leg&rernent modifiid pour permettre d'enrayer les desavantages qu'il p u t  entrainer. 
Entre autres, l'ajout de signam de contr6le, comme dans le "Open Core Protocol" 
[SmitOO], permettrait la pleine utilisation de l'espace d'adressage pour le transfert de 
domkes. En outre, les limites d'utilisation des diffdrents m6canismes de 
communication devraient &re examinies. 
La m6thodologie propode constitue une extension des outils de Mentor Graphics 
pour pennettre le design de SoC. Les approches de plate-fonne et d'assemblage de IP 
sont utiliges pour constmire un systkme 6 partir de biblioth2ques. Les principes de 
base sont donc l'allocation et la configuration. L'objectif est de developper des 
bibliothiiques pour faciliter la construction de systeme. Ensuite, une extension a 
Renoir doit etre developp6e pour perrnettre IYint6gration des composants et la 
simulation du systkme a difftrents niveaux d'abstraction. Nc!anmoins, apres avoir 
developpt5 une enveloppe pour un processeur ARM et aprh l'avoir testee pour 
diffdrentes applications, des aspects importants sont ressortis. 
D'abord, developper un IP niutilisable et configurable est un travail trks fastidieux. Il 
est plus intelligent d'adapter le IP aux applications dam lesquelles il servira Pour ce 
faire, il faut cerner les besoins du groupe d'applications et faire les choix 
d'irnpl6mentations et de parametres en cons6quence. Ainsi, la Gche de 
dtiveloppement de IP ne revient pas au concepteur d'outils. Les compagnies 
ddveloppant des applications doivent cemer leurs besoins et sous-traiter le 
ddveloppement de IP ii d'autres compagnies plus qkcialides (comme la compagnie 
ARM). Il n'y a donc aucun int6Gt 1 ddvelopper plusieurs IP ou plate-forme, il faut 
plut6t se concentrer sur les moyens d'intdgrer des IPS de diff6rentes sources dam une 
meme bibliothiique. Les compagnies Synopsys et Cadence ont d'ailleurs choisi 
d'utiliser cette voie. 
L'objectif doit donc &re ax6 sur l'integration plus que sur le developpement et sur la 
flexibilite plus que sur l'automatisation. Plusieurs solutions doivent pouvoir etre 
explorks facilement et ce a diffhnt niveaux &abstraction. Pour faciliter 
l'int&gration, il faut que les IP de la bibliothtique soient enregist& d'une faqon 
homoghe. De plus, la flexibilite peut &re amdiode en utilisant le principe de 
configuration. Ainsi, l'utilisation d'un IP, c o m e  celui conqu dam le projet, est tks 
interessant, mais ces IP doivent Etre developp& minutieusement par des groups 
exp&imentks. 
Ainsi, les aspects importants (exemple les paramktres) et les cornpromis perthents 
doivent Stre identifiks. Tous les choix doivent Stre bien documentds. Des bancs de 
tests configurables facilitent la verification et l'utilisation de script facilite la 
ghkation. Une structure de capture et de saisie de IP, semblable a celle de 
Synopsys, doit donc d'abord etre mise sur pied. Une bibliotheque peut alors Stre 
montee a partir de IP de source diff6rentes et la construction du systkne, dans Renoir, 
a partir de cette bibliothQue facilite la cdation de systeme. L'etape suivante est de 
permettre la simulation sur Seamless du systeme, capturd dam Rewir. 
~ t a n t  donne les performances du protocole VCI, il n'est pas ivident que l'utilisation 
de ce protocole est la meilleure solution. De plus, le probkme de perte de 
performance pour les petits IP reste pr6-t. I1 faudra voir ce que I'industrie decidera 
d'adopter comme normes, pour savoir identifier le protocole a utiliser. Une solution 
alternative pourrait &re de developper plus qu'une interface pour chaque IP ou 
d'avoir une bibliotheque de ponts. Ainsi, l'exploration des solutions permettra 
d'obtenir la meilleure combinaison A implanter pour m e  application donnk. 
RPcapituiation des object@ du projet 
Apres avoir fait une revue des differentes approches de conception SoC proposdes 
d m s  la litteratwe, me methodologie a W propode. L'objectif du projet nYCtait pas 
de developper l'outil complet qui incamerait la mkthodologie proposee, mais plut6t 
d'en valider les concepts de base. Le projet est dalis6 en collaboration avec Mentor 
Graphics, qui n'a pas d'outil de conception SoC a proprement dit, mais dont Ies outils 
existants constituent la base de la mt5thodologie. La m&hodologie propode utilise les 
principes d'allocation et de configuration pour intdgrer tous les dlkments d'un systkme 
a partir de biblioth&ques de IP et de plate-forme. Pour faciliter l'integration des 
parties du systeme, un protocole de communication de IP en ddveloppement, VCI de 
VSIA, est utilisd. 
Pour valider les principes sklectiom& (configuration, protocole,. ..), une enveloppe 
configurable est ddveloppde pour un processeur ARM avec l'outil Renoir de Mentor 
Graphics. A partir de l'attribution de valeurs aux paramtbes de L'enveloppe, certains 
mecanismes de communication et details d'implementation peuvent Ctre st5lectiomes. 
Ainsi, selon les besoins de l'application a implanter, la bonne enveloppe peut etre 
generee. A partir de ce IP, plusieurs algorithmes sont implantCs et simul6s, avec 
Seamless de Mentor Graphics. Ainsi, les performances de l'enveloppe et du protocole 
ainsi que les prhcipes de base de la mkthodologie propode peuvent &re &duds. 
Contribution du mhoire 
Le ddveloppement de I'interface a permis de tire des conclusions int6ressantes en ce 
qui conceme la conception d'interfaces configurables, de I'utilisation du protocole 
VCI et des principes interessants de la m6thodologie propode. 
D'abord, l'idee d'utiliser un bloc de contr6le pour synchroniser tous les dements de 
l'interface dome a celle-ci une flexibilite intkessante. Chaque module est divist5 en 
un chemin et donnees et contrdleur. Le chemin de domkes est sous forme de pipeline 
dont les itages sont synchronises par le bloc de contde. fl faut cependant faire 
attention d'kviter d'ajouter trop d'etages au pipeline ou de choisir une fiCquence de 
contr6le trop klevke. De plus, I'utilisation de multiplexeur pour contrder les bascules 
peut pdo i s  faire augmenter beaucoup l'espace occup6 par l'interface. 
En outre, la mdthode de division de l'espace d'adressage propode permet a des 
composants d'6tabli.r toutes sortes de communication sans ajouter des signaux de 
contrtile. Cette methode a des inconvknients et il est parfois plus performant d'ajouter 
directement Ies signaux de contrdle. Un autre aspect important du developpement de 
IP configurable est le choix des paramttres en fonction des besoins. I1 faut effectuer 
les bons compromis et s'assurer que le ndcessaire est inclus et le superflu est retW. 
Ensuite, le protocole a W analysi. D'abord, l'utilisation d'un protocole de IP 
different du OCB impose l'utilisation d'un pont. Ainsi, deux &ages sont traverses par 
les domkes et pour de petits IP cela n'est pas approprik. De plus, le protocole VCI, 
utilisant un mecanisme de double poignie de main, peut parfbis introduire des dilais. 
Si l'application contient peu de transfert de donnks, les performances sont peu 
affectees. Cependant, lorsque beaucoup de donnees sont tnlnsfides et qu'il existe 
une dendance entre les transferts, des dispositifs particuliers doivent Ptre introduits 
pour eviter la dkgradation des performances. Par exemple, effectuer des transfer& par 
paquet a h i d e  d'un DMA est une solution. 
Enfin, la mkthodologie a W analy&e. D'abord, l'objectif ne devrait par Stre de 
dbvelopper les bibliotheques de IP, mais plut6t de faciliter l'integration de plusieurs 
IP dam la bibliothegue. Ensuite, les principes de configurations et &allocation sont 
trts interessants, mais doivent etre utilids minutieusement. Les paragraphes suivants 
pdsentent les points qui pourraient &re abordds d m  les prochains projets. 
D'abord, les amdliorations propodes a la section 4.1.2 devraient &e considdr6s. 
Cela implique de revoir la structure pour diminuer la profondeur du pipeline de 
l'interface esclave. De plus, la gdndration de requgte de lecture de l'interface maitre 
devrait &e corrigde pour 6viter la perte de cycle inutile. Ensuite, les signaux 
facultatifs de VCI devraient pouvoir &re utilids pour pennettre Ie transfert de paquets 
et eliminer la latence de transfert. De plus, Ies parametres des interfaces VCI (maitre 
et esclave) devraient Etre modifiables. Enfin, il faudrait evaluer la pertinence des 
quatre sortes d'interruptions directes, plus prkidment voir si ces modeles 
correspondent a un besoin rdel dans les applications necessitant la gestion 
d'interruption. Findement, les parties moins d&elopNes devraient 6tre ambliorkes. 
De plus, d'autres composants pourraient 6tre ajoutes pour pennettre de miew 
satisfaire les contraintes d'une application. Par exemple, ajouter une memoire flash, 
m e  memoire synchrone, une SRAM a simples ports ou des memoires a 8 ou 16 bits. 
La conception d'un contdeur de memoire hors puce serait aussi interessante. 
En outre, les possibilites de configuration de l'interface devraient &re augmenties en 
ajoutant des constantes au "package" et des clauses "generate". La gendration 
automatique pourrait &re ameliorde, pour permettre des modifications autres que 
seulement l'espace d'adressage. Ainsi le code serait optimise par l'elimination des 
parties inutilisks. Le choix des paramttres pourrait &re guide et le fichier de 
contigyration pourrait etre simplifiP pour faciliter le travail de 19int6grateur. De plus, 
la g6nhtion des pilotes logiciels et du banc de test pourraient se faire 
automatiquement a partir des choix de param6tres. 
Travaux futum lit5 b t'&vaIuation du protoeole VCI 
Pour complbter les r&mltats de tests de performances sur protocole VCI, un syst6me 
complet devrait &e construit. Ainsi, au lieu de se limiter a la communication point-4 
point, il serait possible d'intdgrer un OBC ainsi que plusieurs composants. Entre 
autres, faire communiquer le ARM avec un autre processeur, c o m e  un PowerPC ou 
meme un pmcesseur DSP, serait une borne alternative. De plus, il serait intkessant 
de verifier si la simplicit6 du protocole PVCI permet effectivement d'eviter la 
degradation de performances pour des IP simples. Enfin, il serait tr6s pertinent de 
verifier si les p6nalites du protocole BVCI pour un processeur ARM9 sent dduites. 
Comme explique plus haut, la premi&e &ape a realiser pour commencer le 
developpement d'outils serait de dkfinir les parametres de capture des IPS de la 
bibliotheque. Il faudrat aussi mettre sur pied une base de donndes pour contenir les 
informations sur les IP. Une interface usager pourrait assister le concepteur tors de la 
capture de IP et permettre de remplir adequatement la base de domks. L'extension 
de Renoir deMait permettre d'acc6der la base de donndes pour instancier les IP 
dksir6s dam le circuit. Un lien devrait ttre comtruit entre l'outil de capture 
(extension de Renoir) et I'outil de simulation, Seamless. L'btape suivante porurait 
&re de permettre la simulation a differens niveaux d'abstractions en utilisant la 
repdsentation SLIF de VSIA. 
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ANNEXES 
Pour garder une vue d'ensemble du syst6me et pour pernettre la portabilitk du design 
de modules et l'int6gration des diffdrents eldments lors d'un design au niveau 
systiime, Borriello et collaborateurs proposeat un outil appelk Chinook. Cet outil sera 
d'abord present6 de faqon g6ndrale. Puis, une description de la mkthodologie de la 
synth&se des communications sera pksentde suivi de la m&hodologie de synthh 
d' interface. 
A.1. Description g h i r a l e  du syst3me 
Cet outil e a  destine aux systhes domint% par les signaw de contr6le et permet de 
faire une exploration vaste de l'espace des solutions et de faire la synthese de 
i'interface logicielle/mat&ieUe. Dam pC09q, on dit que l'outil, ii partir d'une 
qkcification unique, o f k  un seul enviromement de simulation, permet 
l'ordonnancement logiciel, traite la syntMse d'interfaces et foumit le fichier Centre 
pour la phase finale du design du syst&me. 
Dans [COB95a], on ddcrit le flux de design suivi par Chinook. L'outil comprend un 
/ 
parser (programme d'analyse syntaxique), une biblioth&que de microprocesseurs, de 
p&iph&iques et d'interfaces, un synthetiseur &interfaces (interface synthesizer), un 
synthetiseur de communication (communication synthesizer), un ordonnateur et un 
simulateur (Figure A. 1). 11 faut noter que Chinook ne fait aucun partitiomement. On 
suppose donc que le partitionnement sera toujours effectuC par les concepteurs et que 
la liste des modules a impl6menter en logiciel et en mat6riel sera donnee en entrde a 
i'outil. Ce demier permet cependant me f o d s a t i o n  des contraintes de temps et de 
performance. 
Le fichier d'entree en Verilog contient me  description comportementale (indiquant si 
le module est implernente en logiciel ou en rnatbriel) et structurelle (liste des 
processeurs utilisc% des dispositifs @riph&iques a i d  que les modules de 
communication). En separant la description structurelle de la description 
cornportementale, on peut changer I'architecture choisie facilement sans refaire la 
description comportementale du systeme. L'architecture de base suppose un ou 
plusieurs processeurs (maitres) comxrumiquant avec des Hriph&iques (esclaves). Ce 
sont les pilotes de p&iph&iques qui pennettent la comxnunication entre les 
processeurs et les p&iph&iques. Cependant, si cette communication directe n'est pas 
possible, un module materiel est ins56 entre les dew composants (ce module materiel 
devient lui-mCme un p6ripMrique). 
ordo* 
nancement C 
- -e=e _c .ynth&se fichier 
de pilotes deinterface ) d'interconnexions 
simulation cosimutation simula?ion 
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Figure A. 1. Le systeme de co-synthhe Chinook 
La bibliotheque de p6riph6riques contient la spkification des interfaces des diffirents 
p&iph&iques et leur modkle de simulation (en C). Pour gdnemr la biblioWque, on 
doit avoir une liste des ports et une routine d'acch pour ces ports ainsi que les 
informations sur les ddlais sous forme de cbronogrammes et de fichiers en Verilog. 
Pour chaque port, on enregistre ensuite cette information sous forme de SPRs (static 
pin rules) representant l'idormation matbrielle (direction et activation du port) et des 
SEQs (sequences) edennant les routines logicielles. Pour commrmiquer avec les 
@riph&iques, Le processeur doit gknkrer m e  d i e  de signaux et on represente ces 
sequences de signaux avec les SEQs. On dit que les SEQs sont des reprdsentations 
textuelles des chronogrammes des p6riphriques adapt& au processeur utiliJ (par 
l'ajout de param&es sur les ports). Le pilote de pdriphtiriques utilisera ces SEQs 
pour acckder am ports des p&iph&iques. 
La bibliothkque de microprocesseurs contient une liste des ports ainsi que le type des 
ports et les chronogrammes des signaux sur ceux-ci. On inscrit aussi une estimation 
du temps d'execution du logiciel. Pour generer les pilotes d'interfaces, on doit fournir 
me liste des instructions de communication et une liste des fonctions *ciales pour la 
communication ainsi que les ressources d'entn5edsorties disponibles. On a aussi une 
biblioth6que d'interfaces contenant les descripteurs matCriels et logiciels (registres, 
multiplexeurs,. . .). 
A.1.3. Fomalikation des contraintes de temps 
Toute I'analyse est basee sur des modes a l'intkieur desquels on definit des 
contraintes prkcises. Ces contraintes de haut niveau peuvent Stre des contraintes de 
tau de transfert (domant m e  dference sur le temps entre les it&ations) et de temps 
de rkponse (limitant le temps pour faire une transition de mode). Les transitions de 
mode et les evenernents sur les entrkedsorties sont ghdr6s par des handlers. 
Avant toutes &apes de design, Chinook gh&e les contraintes de temps du systeme : 
c'est la formalisation des contraintes de temps. Dans [WaBo94], on ddcrit comment 
spdcifier les contraintes de synchronisation des interfaces. On divise d'abord les 
contraintes de synchronisation en deux catdgories : delai de propagation (Quivalant 
aux contraintes maximales) et contraintes de temps ou de performance (t5quivalant 
aux contraintes lh6aires). On divise aussi les contraintes lin&iires en contraintes 
requises et garanties. On exprime toutes ces contraintes sous me seule contrainte de 
facon i constmire un graphe et on propose un algorithme ddterrninant les bomes de 
temps d'exicution du circuit pour le respect des contraintes- 
A. 1.4. Ordonnateur 
Une fois que toutes les ressources sont aIlou&s, Chinook permet un ordomancement 
de bas niveau pour les entrdedsorties et de haut niveau pour les ope5rations. 
L'ordomancement statique est a grain fin et permet de rencontrer les contraintes 
minimum et maximum en utilisant des heuristiques. On unit les handlers d'un m6me 
mode et on fait  ordo do man cement a partir de ce nouveau sys the  en maintenant 
I'intkgritd des ttats de tous les handlers. On g k n h  donc ici du code C qui pourra etre 
compilt par la suite pour un microprocesseur qkcfique. Dans [ChBo94] on explique 
I'ordomancement logiciel base sur les modes. On fait de l'ordonoancement 
intramode et internode. 
Chinook fournit aussi un synthetiseur d'interfaces. Lorsqu'un module ne peut Ctre 
implemente en logiciel, on gen&re le materiel necessaire pour son implementation et 
ce module devient un p&iphkrique. La synthkse d'interfaces se ramkne donc toujours 
a l'etablissement de la communication entre un processeur et un pdripherique. On 
donne trois grandes dtapes pour la synthkse d'interfaces : la synthese des pilotes des 
pt!riph&iques, l'allocation des ports entrdedsorties et l'allocation des ports mdmoire. 
La synthtke de pilote se fait a partir des contraintes de temps contenues dam les 
chronognunmes. On analyse les diffdrents fichiers et on g&&e le code dcessaire (en 
faisant un ordonnancement 1inCaire) pour pennettre I'acc6s au p&iph&ique en 
ajoutant de la logique combinatoire en matdriel si nkessaire. Ensuite, il faut faire 
l'allocation des dBCrents ports des processeurs aux diffients pt!riph&iques. On a 
deux sortes de ports : les ports d'ent&e/sorties dddi6s et les ports mdmoire. On 
alloue d'abord les ports dtdies puis les ports mkmoire. A mesure que 1'011 avance 
dam l'dIocation, on met a jour les routines d'acces en tenant compte de l'association 
des ports des processeurs aux diffkrents p5riph6riques. 
Chinook permet de faire la synthese des communications lorsque le systiime contient 
plus d'un microprocesseur. C'est le synthdtiseur de communications qui permet de 
gbnerer ie logiciel et le materiel pour le transfert de domkes entre les processeurs. Ce 
synthetiseur determine les domees a transmettre, les m~canismes utilisds et les 
61Cments necessaires B la communication (memoire, tampon, logique 
cornbinatoire,. . .). Cette synthese de canaux de communication est faite a partir d'une 
bibiiotheque de composantes de communication (tampon, FIFO' arbitres, . . .). On 
peut utiliser differentes topologies (bus, point-a-point, memoire partagee, . . . ) ou 
protocoles (bloquant ou non-bloquant, maitre-esclave, . . .). Une fois la synthkse de 
communications termink (on a identifit5 les methodes de communication) on peut 
passer B la synthese des interfaces et faire l'association des ports des processeurs. 
A.I. 7. Simulateur 
Puisque l ' intet est au niveau de la synthkse plut6t qu'au niveau de la simulation, il 
n'y a pas d'intdt B decrire le simulateur. Cependant, il faut preciser que Chinook 
offre la possibilite de sirnuler tout au long des dtapes de la synthese. 
A.2. Synth&se des coommunications 
A.2.I. ModPIe de communication 
Dans [OrBo97] et daos[OrBo98], on traite de la synth2se des communications en 
gardant une vue globale du syst&me. On suppose que l'on debute avec une 
description comportementale du systeme et m e  architecture de base pddkfinie. On 
utilise un modele ou plusieurs processeurs communiquent entre e w  de fwon non- 
bloquante pour pennettre de separer le calcd de la communication (on associe m e  
queue a chaque processus rkepteur ou transmetteur). Notons que des 
communications bloquantes peuvent Stre implementees par la gknhtion de messages 
de reconnaissance. Chaque message contient un nom d'evenement et des domies 
(facultatif). 
Chaque processus p u t  ec i f ier  des attributs de reception (grandeur de la queue, 
temps de reponse9.. ) et d'envoi. Les handlers sont cew qui gerent les 
communications entre les modules. En effet, selon les messages qu'ils reqoivent, ils 
modifient l'etat des variables, effectuent les changements de modes, envoient des 
messages et se terminent. Aucun handler d'un mGme processus ne peuvent 
fonctiomer en meme temps. 11 existe des handlers qui agissent en fonction du temps 
et non en fonction des messages d'enMe. L'utilisation de modes permet de definir 
des comportements mutuellement exclusifs et de fairp le filtrage de messages. 
A partir de l'association entre les processus comrnuniquants et des temps de reponse 
prescrits, la synthese de communication, on peut gdndrer un systiime d'exploitation en 
temps &el (donc noyau temps reel) pour chacun des processeurs et adapter le code des 
pilotes de peripheriques. Les domees nkessaires au processus de synthese sont me 
description comportementale du systeme, une spkification de l'architectwe utilis6ee, 
une description des processus commuuiquants, me spkification de la topologie de 
bus utilide avec le protocole des bus ainsi qu'une association entre les messages a 
transmettre et les bus utilisds pour la naasmission. On doit donc foumir le chernin 
empruntC par chacun des messages. 
A.2.3 Synthkse des communications multi-hop 
Les &apes de la syntke de communication sont t k s  bien decrites dans [COH+99]. 
D'abord, on a deux types de communications : intraprocesseurs et inter-processeurs. 
Le premier cas est assez facile a g&er puisque toutes les communications entre 
processus d'un m6me processeur se font b travers la mboi re  du processeur en 
question. Dam le de&&me cas, il faut d'abord savoir si le message passe par des 
h6tes interm~diaires (Figure A.3). Dam ce cas, il faut diviser le trajet pour n'avoir 
que des transferts entre des unites adjacentes. On doit ensuite trouver le temps lirnite 
pour l'arrivk de chaque message a chaque instance et on fournit un algorithme et des 
equations pour y arriver (Figure A.2). On obtient alors un probleme homogene a 
&gler : la communication entre dispositifs directement comect6s avec des contraintes 
de temps de dponse. Notons que pour chcun des messages passant par un dispositif 
intemkdiaire, il faut g&n&er un processus de routage sur ce processeur. 
tmwi = ( I - utilizationi)bwi 
i-I 
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Figure A.2. ~ ~ u a t i o n s  de d6termination du d6lai de communication 
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F i m  A.3. Communication multi-hop 
A.2.3. Synthhe des communications d un sed  bus 
Pour effectuer la synthese, on groupe d'abord tous les messages utilisant le meme bus. 
h i s ,  on assigne des attributs 1 chacun de ces messages en fonction du schkma 
d'arbitrage et des protocoles utilids. On propose plusieurs schdmas d'arbitrage 
(priorit6 basee sur les messages, sur les processeurs, sur les maitres-esclaves, ...). 
Lorsqu'on a fixe les attributs des messages et particularit6 de la communication, la 
description comportementale p u t  Ctre modifide en fonction des ddcisions prises. 
Ensuite, on alloue les queues (espace mdmoire) en fonction des attributs et de la 
description comportementale. Puis, on ghQe les pilotes de p&iphbriques associCs 
a w  protocoles des bus a partir de la bibliotheque de protocoles. La dernike etape est 
de modifier le noyau temps riel des processeurs pour pennettre l'envoi et la reception 
de messages. 
Les pilotes des pdriph6riques associks a m  protocoles des bus sont constitu& de trois 
handlers. Le premier execute le protocole d'envoi de messages. 11 genere donc les 
messages B envoyer et reconstitw les messages r g u s  en communiquant seulement 
avec la queue de faqon non-bloquante. Le dewikne permet de gerer les interruptions 
servant a indiquer l'arrivee ou l'envoi d'un message. Le troisieme fait le lien entre la 
queue et l'extt5rieu.r selon les indications de l'ordomatern du microprocesseur. On 
peut faire appel au routeur du processeur pour faire l'envoi des messages venant du 
troisieme handlers vers le bon port. 
A.3.I. Ddfrnition de la synthhe ties communications 
Lorsqu'un microprocesseur doit communiquer avec des firiphdriques, il faut 
permettre au logiciel qui s'exkute sur le microprocesseur de communiquer avec 
l'extdrieur par l'intermediaire de pilotes. Il faut aussi assigner les ports du processeur 
aux @riph&iques et personnaliser les routines d'acch selon i'assignation des ports. 
Le but est de minimiser la grosseur du code et la quantitC de matkiel pour que 
l'utilisation d'un microprocesseur soit rentable. Lorsqu'il y a plus de ports de 
p&iph&iques que de ports de processeur, il faut utiliser des multiplexeurs. De plus, 
gmuper les signaux peut eventuellement &duke la taille du code des pilotes. 
Dans [COBgSb], on explique la m6thodologie utilide pour genkrer l'interface de 
communication entre un processeur et des piriphtkiques en utilisant le moins de 
rnatdriel possible mais en respectant les contraintes. Les donnkes n6cessaires au 
processus de synthhe sont : une description comportementale du syst6me (que l'on 
devra CFG) et une description des ptkiphdriqws et processeurs (qu'il faut 
impliimenter dam une bibliothkque pour appliquer l'algorithme). Les CFGs appellent 
les pilotes de p&iph&iques pour communiquer avec l'ext&ieur. Par difaut les CFGs 
sont en logiciel mais on peut les identifier comme devant &re implementes en 
materiel. On fournit a la sortie de la synth6se des descriptions Verilog des parties 
matenelles et le code des pilotes de p&iph&iques. 
A.3.2. Type de cunnerion 
On definit deux types de connexions : entr6eslsorties directes et entrdes/sorties 
indirectes. Une entrde/sortie directe est connectee directement sans logique 
combinatoire. On dome trois situations dam lesqueues on a besoin de comexion 
indirecte : @nurie de ports d'entn5eslsorties (on doit alors ajouter de la logique de 
multiplexage pour partager les ports), nkcessitd d'avoir un Gquenceur 
d'entrCesorties (lorsque l'on est restreint aux ddlais des instructions du processeur et 
que le pgiph6rique a des contraintes de temps de rCaction ou de verrouillage), besoin 
d'un coprocesseur pour duire  la charge du processeur. 
L'algorithrne general de la synthese debute avec la synth6se des CFGs B implbenter 
en matkriel. Ces CFGs sont impldment6s via des dquenceurs d'entr&s/sorties. On 
c& le code correspondant au s6quenceur et on modifie les SEQs en fonction de ce 
changement (algorithme domd plus bas). On ajoute ensuite les st5quenceurs dam la 
liste des p&iph&iques et on fait I'allocation des ports directs (ceux qui sont 
directement connectbs au processeur). On essaie d'abord de fake I'assignation des 
ports dedies d'entrks/sortk du processeur, puis on utilise les ports memoire (Figure 
A.4). S'il reste toujours des ports non connect&, on retourne une emu.. Notons que 
les ports indirects sont deja impldmentes par les sdquenceurs. Cependant, lors de 
I'allocation des ports dkdids du processeur, on ajoute en dernier recours une logique 
combinatoire pour forcer le partage des ports (ces ports deviennent donc indirects). 
En derni5re &ye, on gbnere le code des pilotes de p6ripht5riques du processeur. 
Pour faire l'allocation des ports, on classe des ports des p&iph&iques en trois 
groupes: les gardes (dkterminent l'activation des ports gardes), les ports gardes (leur 
activation est determinee par les gardes) et les ports non-gardes (sont toujours actifs et 
ne peuvent pas partager des liens de communication). Tous les ports non-gad& 
(incluant les gardes) sont associ& de faqon unique a un port du processeur mais les 
ports gad& peuvent &.re group& avant dY2tre associds. On suppose que les ports des 
p5riph6riques ayant plus de ports que le processeur ont W divisis mamellement. Un 
port d'entrde est divisible lorsqw la division ne g6nCrera pas de probkmes de 
consistance de donnees. Un port de sortie est divisible lorsqu'il est garde et loaqu'il 
reste stable tant que le garde est vrai. Si on doit diviser un port non-divisible, il faut 
ajouter de la logique pour dviter les probkmes @ar exemple ajouter un garde pour un 
port non-garde). 
A.3.4. A ffocation des ports dMiCs d'entridsorties 
L'allocation des ports dddies d'entrMsorties fait l'objet d'un article complet 
[COB92]. On foumit alors un algorithme pennettant de passer ii travers la liste de 
ports des p6ripht5riques et de g6ndrer I'interface ndcessaire A la communication 
(l'association des ports et le code des pilotes de @riph&iques). Le programme ne doit 
contenir qu'un seul thread. La structure des domks utilisks et g6nd8es par 
l'algorithme est contenue dam 5 listes (netlist, binding-list, ke-list, device-list et 
dport-list). On initialise d'abord toutes les listes puis on effectue les associations 
ndcessaires aux fonctions m i a l e s  de communication. Puis on appelle une fonction 
recursive utilisant les ports d9entrWsorties spdcifiques du microprocesseur. S'il y a 
un manque de ports, on terrnine le ddveloppement de I'interface en utilisant les ports 
memoire du microprocesseur. 
Expliquons maintenant comment fonctiome la fonction kcursive. On prend chacun 
des ports des p&ipheriques et on v&ifie sur quel port du processeur il est possible de 
les connecter. On parcourt la Liste des ports du processeur et on identifie le premier 
port avec lequel il est effectivement possible de l'associer. Pour ce faire, on vinfie 
qu'il n'y a pas d'acces simultan+i (lorsque plusieurs ports de p6riphdriques comect6s 
sur la mtme entrde du processeur sont actifs en m h e  temps) ou de probkme de 
synchronisation a I'inteneur d'une sdquence (lorsque d e w  ports du m2me 
#riph&ique connect& sur le m2me port du processeur sont actifs dam la meme 
sequence). Si on trouve une entde du processeur pour connecter le port du 
ptkiphtirique et si ce port est le premier de cette grandeur a avoir une connexion 
unique, on tente une autre voie (backtrack). 
En cas dYCchec, on force le partage de port en eliminant les a d s  simultanes. On y 
arrive en indrant des registres (port d'entrde), des tristates (ports de sorties) et des 
venous bidirectiomels (ports d'entreedsorties). Forcer le partage lorsque le port est 
d6ja partage pennet d'6viter l'ajout de gardes. Si on se butte encore me  fois a un 
dchec, on essaie d'encoder les informations a l'aide de ddcodeurs (entkes de 
p6ripheiques qui sont one-hot), de d&odeurs registr6s (ent&es de p&ipheriques qui 
ne sont pas one-hot) et de multiplexeurs (sorties de pdripht5riques). Une fois qu'un 
port est bien associe, on peut faire le binding et le linking. 
AD R5. A Moca f ion des porn mtmoire 
Ensuite, dam [COB95b] on donne un aigorithme pour l'allocation des ports mtmoire 
du processeur. On suppose que l'on prend le systeme ou il etait lorsque I'on a termind 
l'allocation des ports dddiQ. On a donc aucun port plus grand que les ports des 
processeurs. De plus, on suppose que les ports non-gad& sont alloues ou qu'ils ont 
ete transformds en ports gardts. De plus, on suppose que la comexion des ports est 
directe, car la logique de multiplexage ou les dquenceurs ont deja W impldmentds. 
Pour activer les ports des p&iph&iques en utilisant les ports memoire du pmcesseur, 
on doit generer un appariement d'adresse en tentant de minimiser le matkriel. On 
associe donc un espace d'adressage aux entrdedsorties. L'entnie du processus est 
l'espace d'adressage, la liste des pdriphdriques a connecter, et la description du 
comportement du processeur. On fournit ensuite la logique d'appariement d'adresse, 
les connexions avec le processeur et les nouveaux SEQs ainsi que les instructions 
pour acctder aux ports memoire et realiser la communication. 
F i w e  A.4. Association des ports dam Chinook 
L'algorithrne assigne d'abord les ports gardes (non gardes) a des ports de donndes ou 
d'adresse selon le cas. Puis, il assigne un espace d'adressage pour identifier les 
p&iph&iques et g d n h  la logique d'appariement. 11 connecte ensuite la sortie du 
module d'appariement au garde de chaque firiphdrique. Pour associer les ports au 
bon espace (d'adresse ou de domtes), il utilise une m6thode pkcise. Prerni&rement, 
il divise l'espace d'adresse en trois : I/0 (JhputIOutput) prefix (cette valeur pass& en 
parametre permet de diviser l'espace d1entrt5es/sorties et memoire,), device select 
(partie de l'adresse utilike pour activer un des p&iph&iques; ces bits sont des entmies 
du module d'appariement) et device control (pour connecter les ports gardis des 
pkriphtiriques qui ne peuvent &re comectt5s dam l'espace dome) (Figure A.4). 
Lorsqu'un port est une sortie, il faut absolument l'associer a I'espace de donndes. 
Une fois les sorties associees, il relie les autres ports. Lorsque l'on a une entrck qui 
fait partie du meme SEQ qu'un port de sortie, on doit l'associer a l'espace d'adresse. 
Tous les autres ports sont d'abord associQ aux ports de domdes et lorsqu'il manque 
d'espace, on les associe aux ports d'adresse. De cette faqon, on peut augmenter la 
quantite de bits disponibles pour le device select. 
Pour gendrer le module d'appariement, on identifie le nombre de p&iphtiriques et le 
nombre de bits du device select. On utilise I'encodage one-hot lorsque l'on peut 
associer un bit par p6riphdrique. Le module d'appariement est alors tout simplement 
m e  porte AND. Sinon, on verifie que l'on a associe un code binaire a chaque 
p&ipherique et si le nombre de ports du p&iph&ique est d s a n t ,  on utilise un 
ddcodeur comme compmteur d'adresse. Sinon, on utilise l'encodage de H f f i a n .  
On peut alors utiliser moins de bits de device select pour les piriph6riques qui 
necessitent beaucoup de bits de device control. On associe donc un petit poids aux 
p&iph&iques qui ont plus de device select disponibles pour aloa leur accorder un 
code Huffinan plus long. On aura donc un nombre de bits variable pour les espaces 
device select et device control selon le cas. Lorsqw toutes les methodes ont dchoui, 
on doit utiliser plus d'une instruction d'acc&s memoire pour exdcuter un SEQ. A ce 
moment, il faut ajouter des registres et awes logiques de synchronisation. 
A.3.6. Synthbe des sdquenceurs 
On foumit aussi un algorithme de synth&e des sdquenceurs. L'utilisation de 
Gquenceurs permet au processeur d'initier le transfert en informant le sequenceur de 
faire le travail. Le stquenceur est donc un esclave du processeur en attente d'une 
initiation de transfert. En entree au processus de synthese, on fournit les CFGSW et 
CFGHW et en sortie, on obtient la description mat6rielle du sdquenceur, la connexion 
entre le s6quenceur et le p6ripherique et les routines logicielles pennettant la 
co~nmunication avec le dquenceur (SEQs). On divise le s6quenceur en deux parties : 
la machine a etat pour I'interface avec le processeur et celle pour I'interface avec le 
p6riphQique. Ici on suppose qu'un peripherique n'est appele que par un CFG. 
Sinon, il faudra grouper les CFGs qui utilisent le m8me p6riphdrique avant de Ies 
impldmenter en matbriel (si un de ces CFG doit etre implement6 en materiel). 
Lorjqu'un CFG est en materiel, tous les pilotes qu'ils appellent sont en matkriel et 
donc tous les SEQs utilises par celui-ci sont en matbriel. Donc lorsqu'un p&ipht5rique 
a un de ces SEQs en materiel, alors tous ces SEQs le seront aussi. Pour chaque 
p&iph&ique on forme ua ensemble avec le CFGHW, les points d'entrees de ce CFG, 
les pilotes et le SEQs que 1,011 appelle cluster. Pour chaque cluster on genere un 
Gquenceur. On convertit le CFG en m e  premiere machine a &tats qui communiquera 
avec le periphdrique. Ensuite, on devra synth6tiser le protocole entre le sdquenceur et 
le processeur pour former une seconde machine a etats. On connecte alors les d e w  
machines a etats et on met a jour le logiciel pour refleter les changements effectuks. 
La synth5se du protocole pennet de gkndrer de nouveaux SEQs pour permettre la 
communication avec le sdquenceur. Ces nouveaw SEQs sont les nouveaux points 
dYentr6es du CF-. On associe a chaque SEQ ua code (command). Les parametres 
nekessaires au Jquenceur sont pas& par le port bidirectionnel parameters. Apr& 
avoir mis la bonne commande sur le port du sfiuenceur et envoy6 le signal start, on 
peut commencer a cornmuniquer les param&tres (de la fason que l'on choisit en 
fonction des contraintes de temps). On indique le terme de 1'enMe des param&tres A 
la machine a eta& du CFG. Tant que celleci n'a pas tennine son traitement, on 
empikhe de nouvelles e n e s  au Sequenceur venant du processeur a l'aide du signal 
ready. Lorsque le signal ready est actif, le pmcesseur peut lire les parametres de 
retour sur le port du s6quenceur. Le problhe majeur de la syntke est de dkterminer 
de quelle faqon s'effectuera le transfert de pafametres entre le processeur et le 
dquenceur. On cherche a minimiser le nombre de ports de processeur utilisCs en 
rencontrant les contraintes de temps. La taille du port parameters doit &re de : 
W = max , , r# de domkes H transmeme/# de cycle d'horloge pour transmission1 
ANNEX. B : S Y S ~ M E  SPECSYN 
SpecSyn a W conqu par Gajski et collaborateurs. On pesente la m&hodologie de 
design de systemes embarques props6 par les conceptem de SpecSyn. Puis, passe a 
travers les &apes de synthese des communications : le raffinement des variables, la 
g6nbration de bus, le rattinemeat des communications, la rdsolution de conflits 
d'acc&s, la gdndration de l'interface. Puis, on dome les particularitCs de la gheration 
d'interface logicielle/mat~rielle. 
B.1. M6thodologie de design de systhes embarqub 
Dam [DGZ98], on dkrit m e  m6thodologie g&drale pour le design d'un systeme a 
application d M i 9  (plus particulikrement des systemes hCt6rogenes). I1 y a d'abord 
une description de la fonctionnalite du systeme (la description d'enee est kcrite en 
Specchart, PG911). Puis, on passe au design (syntEse) du syst&me comprenant 
l'allocation, le partitiomement, l'ordomancement et le raffinement (ou synthese des 
communications). Enfin? on peut faire l'impl&nentation finale comprenant la 
compilation et la synthese des diffdrents modules (voir (GaRa941 pour les dtapes de 
spthese de haut niveau). 
Des que la description et la simulation comportementale du systtme sont termin6es, le 
design a proprement dit du systeme peut ddbuter. On ddfinit trois sortes d'objets 
fonctionnels : des variables, des blocs fonctionnels et des canaw. Ces objets servent 
respectivement a conserver, traiter et transmettre les domks. Le partitionnement 
sert a detinit les composants utilids dam le systeme (mhoire, bus, ASIC, 
rnicroprocesseur). L'allocation permettra ensuite d'associer a chaque objet 
fonctiomel un composant du systkme. L'allocation fournit me architecture cible du 
syst&me (Figure B. 1). Ensuite, l'ordomancement donne l'ordre dans lequel les objets 
fonctionnels sont exdcutds sur un meme composant (exemple le microprocesseur). 
L'ordonnancement peut &re statique ou dynamique. 
Le f f i e m e n t  correspond a I'ajustement des sjxkifications pour refldter la 
transformation des objets fonctionnels en composants du systhe. Cela dquivaut a la 
synthese de communications, car on ajoute a la qkification des details par rapport A 
la memoire, les interfaces et les arbitres pour permettre la communication entre les 
composants du syst&me et g6nCrer une description gCnCrale au niveau syst&me. On 
passe donc d'une description fonctio~elle a une description d'implhentation. Dans 
[GaVagS], on dbcrit le d6veloppement de l'interface comme la generation de bus, la 
g6neration de protocoles et la g6nhtion d'interfaces pour des protocoles diffdrents. 
Dam certain cas, l'ajout d'arbitre s'avkre necessaire pour permettre la synchronisation 
des composants. 
Une fois le design tennine, il faut passer I l'implknentation finale. On peut alors 
synthdtiser les descriptions qui doivent etre impldmentdes en materiel et compiler le 
code des descriptions implementees en logiciel. De la m8me faqon que pour les 
modules fonctiomels, l'interface est synthdtisie a partir des descriptions obtenues lors 
de la synth&se des communications. On g&&e les routines des pilotes et les routines 
d'intermption pour le logiciel et le circuit &interface pour le materiel. 
A l'dtape de synthke des communications ou raffinement expliqud ciaas [GVNG94] 
et dam [KlGa98], on consid&re qu'apds l'allocation, on a m e  architecture cible du 
systeme. On connait donc les cornexions des composants fonctiomels du syst&me, 
les types de communications utilids et les composants ndcessaires a la 
communication (par exemple, le nombre de bus). On commence par le raffinement 
des variables et la gdndration des bus. Puis on passe au raffinement des 
communications. Si ndcessaire, il faut aussi &soudre les conflits d'acch. Ensuite, il 
faut g6ndrer Ies modules d'iaterfaces. On termine en donnant une methode seif ique 
du developpement d'interfaces de modules mat&iel4ogiciels. 
B.2. Raffiiement des variables 
Dam la description initiale, toutes les communications se font via des variables 
partagees. I1 faut donc, selon le schema de co~xmunication choisi, associer ces 
variables au bon espace rn6moire. Lorsqu'un group de variables est associ6 t i  un 
espace memoire, il faut faire de la completion de bits si la grandeur des variables n'est 
pas la m b e  que celle de l'espace mkmoire. Selon la situation, on peut par exemple 
choisir de Iimiter le nombre de pilotes de bus et d'augmenter le nombre de 
multiplexeurs en divisant une variable de 12 bits en 8 bits pour le premier octet et 4 
bits sw le deuxieme au lieu de faire 6-6. 
En plus de faire le remplissage de variables, il faut fake des translations d'adress. 
Lorsque l'on travaille avec des variables scalaire~~ la translation d'adresses est assez 
simple. Cependant, lorsque l'on travaille avec des tableaux, il faut faire attention de 
bien changer l'indexation de ceux-ci meme lorsqu'une variable sert d'index. Notons 
que l'on peut assigner une variable a la memoire locale ou a la mdmoire globale selon 
de type de communication choisie. Si on choisit la mimoire partagee, il faut affecter 
la variable a la memoire globale, et si on choisit le passage de messages, on S e c t e  la 
variable a la memoire locale. 
B.3. GhCration de bus 
Si l'on veut utiliser 1e passage de messages, il faut associer les canaux aux bus. En 
supposant que l'association des canaux ait W effectuk, on peut determiner la taille 
du bus a utiliser. Dam WaGa941, on dkrit un algorithme pour d&eRniner la taille de 
bus B utiliser pour respecter les contraintes fix& et les caract&istiques connues des 
canaux et du bus. Un canal est caract&& par quatre param.tres : importance des 
domkes, nombre d'acces au canal, taux moyen de transfert du canal et taux maximal 
de transfert du canal. L'impl&nentation d'un bus p u t  etre caractdris8e par quatre 
parametres : buswidth, d6lai du protocole, taw moyen de transfert du bus et taw 
maximal de transfert du bus. 
Les canaux d'un meme bus pewent relier des processus diffkrents et peuvent Ctre de 
taille differente. On suppose cependant qu'un seul canal peut utiliser le bus a tout 
moment. Pour ce faire, il faut que le taux de transfert moyen du bus soit plus grand 
que la somme des taux moyens de transfert des canaux. De plus, pour avoir une 
implementation efficace, on exige que les taw maximaux du bus soient equivalants 
au taux moyen de celui-ci. On a donc c o m e  critere d'impl6mentation que le taux 
maximal du bus soit plus grand que la sornme des taux moyens des canaux. 
Notons dam cette mkthodologie, on pr6sume que tous les processus communiquent 
via le meme protocole, donc utilisent les m h s  lignes de contr6le. Sur un bus, il y a 
des lignes de domkes (le nombre de lignes est dictk par l'algorithme dome 
pricedemment), des lignes de contrde @our implementer le protocole sur le bus) et 
des lignes d'identification (au nombre de lo&(n) ou n est le nombre de canaux pour 
identifier quel canal utilise le bus). Les lignes d'identification peuvent Gtre incluses 
dam l'adresse envoyke sur le bus si les processus dcepteurs ont un intervalle 
d'adresses dediees. Puisque a cette &pe, on ne comait pas le protocole utilise, on 
neglige l'espace du bus occu* par les lignes de contr6le et d'assignation. Cependant, 
on retarde la determination de la grandeur du bus pour kviter des approximations. 
De plus, on peut fixer d'autres contraintes comme une taille maximale ou minimale 
pour la taille du bus. On peut aussi fixer une limite (i6rieure ou sup6rieure) au taux 
moyen ou maximal de transfert des canaw. On pourrait aussi exiger que le tawc 
maximal de chacun des canaux soit plus petit que le taux maximal du bus. Toutes ces 
contraintes semiront & ilaborer une fonction de coiit dam I'algorithme. On suppose 
dam l'algorithme que les processus sont synchrones, donc que les d&is et temps sont 
domes en nombre entier de cycles d'horloge. De plus, on suppose que le processus 
dcepteur est toujours pret a recevoir un message et que donc qu'il n'y a aucun ddai 
de synchronisation. 
Voici les variables utilis6es dans I'algorithme : 
Bits(c) = nombre de bits a transfdrer sur le caoal B chaque accks 
Access@,c) = nombre d'acchs au canal par le processus durant son exkcution 
Width@) = grandeur du bus s~lectionnt5 
Protdelay = ddlai de transmission sur le bus durant 
Commtime@) = temps de communication du processus p 
= access@,c) X (rbits(c) /width(b)7> X pmtdelay@) 
Le deuxieme terme est nkessaire lorsque la taille du bus est infaewe au nombre de bits A bansrnettre. 
Comptime(p) = temps d'execution du processus p 
L'algorithme fixe d'abord une taille maximale (plus grand nombre de bits transfdrds 
sur les canaux) et une taille minimale (de 1). Ensuite, pout chacune des tailles de cet 
intervalle, on trouve le taux de transfert maximal du bus et la somme des taux moyens 
de transfert des canaux. Si on satisfait l'intquation donnee plus hut, on a une 
solution possible et on calcule son coft, sinon on rejette cette taille de bus. Apr&s 
avoir parcouru tous les cas, on choisit la solution la moins coiiteuse. La fonction de 
coQt est domde par la somme des Ccarts aux contraintes au cam6 muhiplike par le 
poids associt a la valeur pondMe de ces contraintes. Par exempie, si on fixe m e  
taille maximale de bus, la fonction de coiit serait equivalente au poids associe a la 
taille du bus multiplii par le carrd de l'tcart entre la taille maximale de bus et sa taille 
reelle (si la taille delle du bus est plus grande que la contrainte). 
B.4. Raffrnement des communications 
Le raffinement des communications consiste it ajouter a la sp6cification les details 
relies aux canaux pour pennettre une communication bien ddfinie d o n  le protocole 
choisi. Une methodologie est propos6e dam WGa98J. Cependant, on suppose, 
encore une fois, que tous les processus utilisent le &me protocole de communication. 
La premiere &tape est de gen&er (ou sdlectionner) le protocole il utiliser. Pour integrer 
l'utilisation du protocole aux descriptions fonctionnelles des blocs, on utilise les RPC 
(remote procedure calls). C'est dooc B travers des fonctions sendreceive que l'on 
communique avec les autres processus en respectant le protocole. Ces fonctions 
doivent &re gCnCrc5es a parth des diagrammes temporels annotes de I'interface (ou du 
protocole choisi). On identifie les ivenements (changement d'itats sur un signal) et 
leur lien de causalite. Cela permet ensuite de g e n h r  une description 
comportementale du protocole sous forme de fonctions qui seront appeldes par les 
processus communiquants. 
L'ktape suivante est l'insertion des appels de fonctions dans les descriptions des 
blocs. Dam [KlGa98] on propose un algorithme pour executer cette Gche qu'on 
appelle channel insertion. On remplace chaque utilisation des variables globdes de la 
description initiale par I'utilisation de variables locales. Ensuite, on in&re les 
fonctions send/receive pour chaque appel a une variable globale. Puis il faut ajouter 
les ports dcessaires a la commlmication et des boucles lorsque les grandeurs des 
donnbes sont differentes d'un processus a I'autre Lorsqu'un bloc communique avec 
une mdmoire et non un autre composant, on peut ajouter un processus permettant 
d'accepter le msfe r t  de donnkes pour rendre la description simulable. 
B.5. Rkolution des conflits d'accb 
L'utilisation d'arbitre est pdois  nbcessaire pour permettre de r6soudre les conflits 
d'acces a un media commun. On utilise les signaux request et grant pour realiser le 
handshake entre l'arbitre et les processus. On fournit un algorithme pour l'insertion 
d'un arbitre dam une spkification. Dam l'algorithme, on suppose que la pdemption 
de I'arrangement n'est pas possible et que la priorit6 est fixe. On ajoute d'abord les 
signaux necessaires au handshake dans la description m2me des processus. Ensuite, 
on genere le code pour I'arbitre. Lorsque l'arbitre reqoit me  demande (ou plusiew 
demandes), il prend les processus qui veulent le bus dam l'ordre de la liste de prioritd 
et il leur l&ue i tour de file le bus (Tableau B.1). 
Si au moins un des composants n'est pas encore synthetid (exemple : ASKS), on 
peut inclure la logique nkessaire aux communications dans la description du 
composant non-synth&i&. Tel que d&t lors de l'dtape du dikement des 
communications, on compl6te la description par l'ajout d'appels aux fonctions 
send/receive ainsi que de descriptions de ces fonctioas. Cependant, lorsque l'on est 
en presence de dew composants ayant des interfaces fixes et incompatibles, il faut 
g&er uo module pennettant de joindre ces dew composants. Dans PaGa951 on 
fournit m e  methode pour faire la g6nhtion de ce module pennettant de repondre a w  
signaux de contde des deux protocoles et de transfkrer les domees. On fait donc une 
translation de protocole. 
Tableau B. 1. Code pour la dsolution de conflit d'acces 
I Pr&tMer tous les acck A R dam Bi par I if R e c k  = 1 tben I 
I Req i e=o I I 
Rec i  c= I 
Wait until (grant-i = 1) 
Ajouter la ligne suivant apds tous les acces A R 
dam Bi 
On definit un protocole cornme un ensemble d'ophtions atomiques et on decrit cinq 
Grant-k <= 1 
Wait until (Reek = 0) 
Grant-k e 0 
end if 
opirations atomiques (Tableau B.2). On decrit les protocoles de trois faqons 
differentes : diagramme de temps, machines a etats ou langage de description 
materielIe. On montre comment generer la description matkrielle de l'interface a 
partir de celle des protocoles des dew blocs a relier. Le Tableau 8.3 r6sume les 
Ctapes de l'algorithme pennettant de gknkrer l'interface. 
Tableau B.2. Opt5ratbns atomiques et leurs op6rations dudes 
en- 
Assignation d'une Weur & une 
sortie (lime de contr6le) 
Assignation d'une valeur B une 
sortie (ligne de donndes) 
Lecture d'une valeur sur une 
en- de donnks 
Attente pendant un intervalle 
ControleDuBus <= 1 Wait until (ControleDuBus = 1) 
DonnksDuBus -Variable 
Variable <=Dom&sDuBus 





Wait for IOOns 
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Tableau B.3. ~ t a ~ e s  de gdnhtion d'une interface 
I 1 I Repdsenter l a  dew protocoles comme uw suite d'tbpes formks par des opdratious atomiques ] 
I 2 I Partitionner les &apes en blocs &&apes et associer les blocs d'dtapes des dew protocoles pour I 
3 
4 
I 1 lei domdes sont lues d'un c8td et &rites de l'autre sans &at d'attente entre les deux ou lorsque I 
former des grows 
Ordonnancer les blocs ii l'int&ieur d'un groupe et ordonnancer les groupes 
Former un code fIDL A partir de toutes les ophtions atomiques des blocs et groupes ordonnancds 
5 
6 
I I deux limes de contr6k ont simultandrnent la mCme vakur) I 
GCnt?rer l'interfgce en trouvant les opc!rations dudes correspondant aux opdrations atomiques 
Optimiser les interconnexions en elbinant le passage B travets l'interfirce lorsque inutile (lorsque 
B.7. Raffmement d9intehaces IogicieUmatOriel 
Le raffinement d'interface 1ogicieVmateriel est un cas particdier du f f i e m e n t  
d'interface detaille plus haut. Les diff6rences dans la m6thodologie sont expliquees 
dans [GGB97] et dam [GVNG94]. Dans l'architecture du systeme h&rogene, on 
utilise un ou plusieurs ASICs, un ou plusieurs bus, une ou plusieurs mdmoires (locales 
ou globales), un processeur et quelquefois un arbitre. On propose quatre modeles 
d'impldmentation (Figure B. 1): 
Modele 1 : une memoire globale a un seul port pour chaque composant (ASICs 
ou processeur) et un seul bus pour les memoires globales 
Modele 2 : une memoire locale, une memoire globale a un seul port pour chaque 
composant, un bus pour relier chaque composant avec sa mdmoire locale et un bus 
pour les mdmoires globales 
Modele 3 : une mdmoire locale, une mdmoire globale a doubles ports pour chaque 
composant, un bus pour relier chaque composant avec sa m6moire locale et un bus 
par port de mdmoire globale 
Modele 4 : une rn6mok locale par composant, un module d'interface par 
composant, un bus par m6rnoire, un bus par composant et un bus global. 
B. 7.2. DMbutikn des van'abIes 
Une fois l'docation et le partitiomement texmhds, on doit faire le mffhernent des 
variables et la gdnhtion des bus. Dam le cas d'un syst&me hetdrogene, il faut 
distribuer les variables entre Ie matdriel (registre) et le logiciel (mdmoire). On dCcide 
donc dam quel espace mkmoire (mdmoire locale ou globale de quel composant) on 
enregistre chacune des variables. Si on assigne une variable t r b  utilisde par un 
module mat&iel a la mdmoire du processem, on augmente la circulation sur le bus 
global et pour maintenir un bon taux de transfert, il faut augmenter la taille du bus. 
Cependant, si on assigne une variable souvent utilisk par le logiciei I un registre 
mat6rie1, on augmente le coQ du matkriel. 
Pour trouver un cornpromis entre la distribution des variables et la taille du bus utilid, 
on propose un algorithme qui permet de satisfaire Ie taw de transfert maximal du bus 
en minimisant le coiit d'accb aux variables et le coQ du bus. L'algorithme prdsume 
d'une implementation de type dew. Cet algorithme dvalue toutes les combinaisons de 
tailles de bus et de distributions de variables possibles en respectant le taux de 
transfert ainsi que leu. cofit. On peut alors choisir la combinaison la moins coiiteuse. 
procussour r--------------  ASlC ,.-------------- 
ModMe3 
Fime B. 1. Modeles d'impldmentation 
Dam le cas logiciel/mat&iel, on divise le raflinement des commlmications en trois 
etapes : le 6 e m e n t  de 1'accC am domks, le raflinement des instructions de 
contr6le et le raffinement de l'architecture. En effet, m e  fois que 1'0x1 a defini le 
protocole utilisd, il faut ajuster la qn5cification en fonction du modde de 
communication utilise. 
Expliquons le raffinement de l'acces am domees. On donne quatre types d'acc6s a m  
dondes : acces du matgriel et du logiciel a la mdmoire, accC du matkiel a la banque 
de registre et acces du logiciel a la baaque de registre et awc ports. (L'accts aux ports 
du matdriel ne necessite pas de ffiement). Pour fake ce raffinement, il faut associer 
aux variables des adresses dans l'espace global disponibles sur le bus et faire les 
translations d'adresses. Cornme dam 1e cas gdneral, on propose l'utilisation de RPC 
pour faciliter 1'6tablissement des fonctions de communication. Dans le cas du 
logiciel, il faut gdnerer les bonnes routines pour utiliser les ports du processeur et 
accdder le bus. En effet, l'acces aux ports n'est pas aussi direct que dam le cas 
materiel ce qui complexifie la Gche du dinement. 
B. %I. Ramnement des canau* de contr8Ie 
On doit ensuite raffiner les canaux de contr6le. Le but de cette Ctape est de preserver 
la sequence d'exdcution meme si des processus subdquents sont impldrnent& sur des 
composants diffcrents. Par exemple, admettons trois processus en dquence (A, B, C) 
dont le processus B est implt5ment6 en matdriel et les dew autres en logiciel. Pour 
respecter l'ordre d'exkution, on propose d'kdrer un nouveau processus NEW-B a 
I'endroit o~ le processus B devrait Stre dam la &pence. Dam ce nouveau processus, 
on met une instruction pour indiquer au processus B qu'il peut commencer son 
execution (signal start) et une instruction pour attendre la fin de l'exbcution du 
processus B (signal done). On propose aussi l'utilisation des interruptions logicielles 
lorsque l'un des composants est un processeur. En effet, le processeur peut alors 
continuer l'exkution des processus sans Lien avec B en m h e  temps que l'ex6cution 
de B et se faire interrompre seulement lorsque B a tenninC. 
B. 7.5. Ramnement de I 'architecture 
L'ktape du m e r n e n t  de l'architecture est d e h i e  dans [GGB97] cornme la 
g&n&ation d'une interface et la dnkration d'un arbitre. C'est donc 17~quivalent des 
&apes expliquks aux sections 8.4 et B.5 ci-haut. La g6nhtion d'une interface est 
cependant seulement dcessaire lorsque l'impl6mentation utilisie est de type 4. De 
plus l'interface developp6e sert a relier le bus et un bloc et non dew blocs entre em. 
On suggere un dgorithme ayant les memes etapes que dam la section B.6 avec une 
nuance. L'interface utilise le meme protocole que le bus, mais un protocole qui 
s'adapte au protocole du bloc. Lorsque 1'011 doit s'adapter, on utilise les op&ations 
dudes sinon, on garde les meme op6ratioos. 
ANNEXE C : SYST~ME COOL 
Niemann et collaborateurs proposent une rnCthodologie de d6veloppement d'interface 
de communication pour m e  architecture ght!raIe dHinie. Cette mdthodologie est 
utilisee dam l'outil COOL. On presente donc I'algorithme gdnefal de developpement 
d'interface de communication. h i s  on dome l'architecture type utilis6e pour la 
synthese. On explique ensuite le raffhement de la logique de contr6le et du chemin 
de dome. On tenniae avec la synthese de l'interface. 
C.1. Atgorithme g6n6ral de d6veloppement d'interface de communication 
Dam WiMa981, on divise le d6veloppement d'interf'e de communication en deux 
ktapes : la synthke des communications (dlection d'un protocole de communication, 
allocation de la mdmoire, choix de la topologie de bus) et le f f i emen t  de l'interface 
(transformation d'un canal de communication abstrait en une interface physique rkelle 
incluant l'ajout de fonctions pennettant les dchanges de donndes). 
C.I. I .  Ramnemen f de la Iogiique tie contrdle 
La tache du raffnement se divise en trois etapes, le a e r n e n t  de la logique de 
contrijle, le rafiement du chemin de donnbes et la synthese de l'interface. Le 
f f i e m e n t  de la logique de contrijle consiste en l'insertion de mkcanismes de 
synchronisation. Pour la synchronisation on utilise la memoire partagde, le passage de 
messages ainsi que les interruptions logicielles. 
L'objectif du f f i emen t  du chemin de donn6es est de transformer les acces de 
donnkes abstraits du systeme en des accC mdmoire utilisant le pmtocole choisi. On 
doit d'abord faire me conversion des types des domees utili-s par la spdcification 
independante de l'implkmentation en des types de doanties compatibles avec 
l'architecture choisie. I1 faut ensuite remplacer les opbtions e f f ~ t k s  ur les 
domees en leurs equivalents dam l'architecture choisie. h i s ,  on doit associer chacun 
des bits d'une variable a un mot memoire. On p u t  utiliser le little-endian ou le big- 
endian. En dernier lieu, il faut ajuster les adresses. On transforme alors chacune des 
references a une variable en un acces memoire a la borne adresse. 
La synthke de l'interface correspond ii la dalisation de la communication. On doit 
alors utiliser differents moddes de communication (passage de messages ou mkrnoire 
partageel, diffirents canaux (ligne dddiCe, bus, FIFO ou memoire partag&) et 
diffikents protocoles. Les tliches de la synthhe de l'interface sont les suivantes : 
- Generation du bus : choix de la taille du bus pour satisfaire les contraintes 
- Generation du protocole : insertion de fils pour les domdes, les adresses et les 
signaux de contrdle et ddfinition des fonctions supplementaires ajoutdes pour le 
traitement des domdes selon la taille des bus 
- G&&ation d'un arbitre : gestion de conflits d'accb aux ressources (comme bus) ; 
on peut l'impldmenter avec m e  priorite fixe ou avec une priorite dynarnique 
- Raifinernent d'interfaces incompatibles : ajout de logique entre dew interfaces 
pour faire la conversion de protocoles fixes incompatibles. 
C.2. Synthke de communications dans COOL : architecture type 
C.2- 1. Description du mod2ie g4ndral 
Le syst&me COOL permet de faire du ddveloppement &interface de communication. 
La synthese des communications (choix de I'architecture, des protocoles, des 
grandeurs de bus, ...) n'est pas une Gche tr&s compliqude puisque l'architecture est 
ddfinie d'avance. L'architecture type est tr&s g6ndrale et peut &re utili&e dans 
plusieurs systhes. Elle contient un contdeur syst&me, un contr6leur 
d'entrdedsorties, un arbitre de bus, les modules matdriels exbutant les fonctions 
d&e&kes, des contr6leurs de modules, des pilotes de bus, de la memoire (locale ou 
non) et un microprocesse~f~ Notons que toute la logique de contrtile est executee dam 
les contr6leurs. Les blocs materiels se n5surnent donc a la logique du chemin de 
donn6es (datquth). Sur le schkma de la figure 5.1, les lignes simples repn5sentent les 
signaw de contr6le bidirectionnels et les fleches repksentent les donn6es. Notons 
que la memoire et le microprocesseur sont des Clements fixes dam cette architecture. 
Architecture utilisie dam I'outil COOL 
Le contrder  systhe correspond en dalite au module permettant la synchronisation 
entre les diE6rents modules (rumtime scheduler). Les moyens que peut utiliser le 
contr6leur pour faire la synchronisation ont W ddcrits dam la section 1.2. Lorsque le 
contdeur veut communiquer avec un module logiciel on propose deux mdthodes : la 
synchmnisation par intemptions et mdrnoire partagde ou par interruption et passage 
de messages. Lorsqu'il veut communiquer avec un module matkiel, on offre trois 
mbthodes : la synchronisation par passage de messages et mimoire pastagee, par 
passage de messages en utilisant un signal start ou par passage de messages en 
utilisant un signal &at. 
Le contr6leur d'entr&/sorties sert d'interface entre le systeme et I'extkieur. I1 est 
donc un intermediaire entre la mdmoire et l'extkrieur mais est contr6lb par le 
contrdeur systkme (qui indique quand lire les donnees sur le bus de sortie et quand 
Ccrire les donntks sur le bus d'entrk). I1 sert donc de handler des entrkes et de 
handler des sorties. Le handler d'entrees garde la valeur d'une nouvelle entree dans 
un registre jusqu'a ce que le contr6leur sys tke  lui indique qu'il peut l'inscrire en 
memoire. On utilise un protocole de handshake pour pennettre la communication 
entre Ies deux contdeurs. Le handler de sorties espiome le bus d'adresse de la 
memoire jusqu'a ce que l'on effectw une 6criture a une adresse de sortie puis il 
transere cette valeur sur le bus de sortie. 
~tant  dorm6 que le contdeur d'ent&eslsorties, le microprocesseur et les autres 
modules matbriel peuvent tous voulou acckder au bus de la memoire en meme temps, 
il faut ajouter un arbitre de bus. L'arbitre communique avec les diffCrents composants 
a h i d e  des signaux request et acknowledge. 
C2.5. Con!t6leur de module 
Le contr6leur de modules est ndcessaire pour pennettre a w  modules implementks en 
materiel de communiquer avec les autres composants. I1 y a un contrtileur par module 
qui sert d'interface entre le contr6leur systeme, l'arbitre de bus et le module materiel 
exCutant m e  fonction. On essaie normdement de ne pas avoi de contr6leur module 
(on &ite l'ajout de maenel) pour le microprocesseur. On utilise, en plus du 
contr6leur de modules, un pilote de bus. 
C. 2.6 Pilote de bus 
Normalement, un pilote logiciel est me routine logicielle pernettant i'utilisation des 
ports d'un processem pour les communications avec I'eWrieur. Ici  on emploie le 
terme pilote de bus pour signifier un module permettant la comexion entre les 
modules materiels et le bus. Puisque le pilote de bus et le contr6leur de modules sont 
directement lids et sont tous deux en mat&iel, on pourrait n'en faire qu'un module. 
Ici on les &pare car l'algorithme de synthese est plus simple en consid6rant d e w  
modules &part% qui communiquent. 
11 faut maintenant dkterminer la quantite de memoire nkessaire a w  communications. 
D'abord, si on utilise la mtmoire partagee comme moyen de synchronisation entre le 
contr8leur et le processeur, il faut cdculer l'espace m6moire necessaire (nombre de 
blocs memoire nkcessaires = lop(nombre d'&ats)/(taille d'un bloc memoire) en 
arrondissant vers le haut). Ensuite, il faut mesurer la mdmoire nkessaire pour 
chacune des entr6edsorties du systeme (nombre de bits de l'entree ou de la 
sortiehombre de bits d'une case memoire en arrondissant vers le haut). En dernier 
lieu, il faut determiner la memoire necessaire pour pennettre le passage de dom6es 
entre les modules ex6cutks sur des ressources diffkentes. Ici on calcule la quantitk de 
memoire (de la meme faqon que pour les entrdedsorties) pour chaque Cchange de 
domks. Cependant, il est probablement possible de faire une Conomie de m6moire 
en regroupaut le plus de transfer& de dom6es execut6s a des moments diffirents sw 
un meme espace memoire. 
C.3. Raffiement de la logique de conhbk : conception du contrdleur systLme 
Pour permettre les communications entre les modules, on utilise un mod&le qui divise 
l'&ape de la communication en d e w  sous &apes : read et write. Dam 1e cas de 
communication bloquante, le write de I'emetteur doit Stre ex6cutk en m8me temps que 
le read du rkepteur. D m  le cas non-bloquant, on n'a aucune restriction sur le temps 
d'exbcution mais sedement sur l'ordre d'exkution (le write de l 'hetteur doit etre 
exkutt5 avant ou en m h e  temps que le read du dcepteur). Ce genre de modkle 
impose, lors de I'ordonnancement, que l'exhtion des &apes de communication ne 
soit pas interrompue et que le canal de communication ne soit accddd que pa. un 
module a la fois. 
Nous savons que la synchronisation se fait en divisant les &apes d'execution et de 
communication en diffCrents &tats. Selon l'dtat dans lequei ils sont, les modules 
exkcutent des tiiches diffdrentes. Les &a& pewent etre gtkks par le contreleur 
systeme ou par les cont6leurs de modules. D'aprks ce modkle de communication, on 
propose une methode pour g6n6rer la machine ti &ats nkcessaire a l'impldmentation 
du contr6leur de systeme (et du cont16leur de modules si c'est le module materiel qui 
gem les changements d'dtats). Selon le graphique obtenu apks le partitionnement, 
dont chaque neud repdsente une operation a &re ex&cut& en logiciel ou en materiel, 
les liens repdsentent les dependances entre les nazuds. Dam ce graphique, on ajoute 
des neuds pour les &apes read et write avant et aprks chaque nceud d'execution 
lorsque necessaire. Le fait d'ajouter ces naeuds permet d'assurer qu'il n'y a pas de 
conflit de ressources (entre autres pour le bus). 
A parti. de ce graphique partitionnC et du modkle de communication utilise, on peut 
faire  ordo do man cement des nmuds pour chacune des ressources et produire un graphe 
de temps. Ce graphe de temps permet d'assurer que pour toutes les ressources, le 
canal de communication w sera jarnais utilisd en meme temps (asswant qu'aucun 
read-write ne s'exkcutera en d m e  temps). On transforme alors chaque noeud de 
lecture en noeud d'attente et chaque naud d'kriture en naeud de terminaison. Et on 
ajoute des attente-terminaison lorsqu'il n'y avait pas de read-write. On cde ensuite 
une ligne d'exdcution par ressource (modules matdriels et processeur) et on y met les 
ncruds dans I'ordre ddterminC par le graphique de temps. On y repdsente alors les 
d6pendances de ressources (et de domdes pour des modules sur une meme ressource) 
en pla~ant dam I'ordre les op6rations sur une ressource. De plus, on y ajoute des liens 
entre les lignes d'execution des ressources pour y repdsenter les dkpendances de 
donnks entre les modules de diffkrentes ressources. 
Ensuite, il est possible d'optimiser le graphique d'ktats obtenu. On peut d'abord 
Climiner les transitions redondantes, par exemple, me dendance de donnCes entre 
dew ressources qui est cornpensee par une dkpendance de ressources. Puis, on peut 
Climiner les ktats redondants, par exemple l'etat done et l'dtat wait de deux opt5rations 
qui se suivent dam une mGme ressource peuvent etre eliminCs. Il faut respecter trois 
regles lors de l'optirnisation des dtats. Un &it wait est dcessaire seulement lorsque 
les donnees attendues viennent d'une ressource differente. Un Ctat done est nkessaire 
sedement lorsque les domees produites sont utilisees par des modules exkutes sur 
des ressources diff6rentes. Deux Ctats execute const5cutifs sans Ctats done ou wait 
entre les deux peuvent Ctre regroup&. 
Notons que dam le cas oh les changements d'etats ne se feraient pas par le contr6leur 
d'etats mais plut6t par le contdeur de chaque module, le gtaphique obtenu doit etre 
modifie pour obtenir les machines a etats des divers contr6leurs. 
C.4. Raffmement du chemin de donnks et synthke de l'intedace 
Une fois le f f i e m e n t  du chemin de donndes effectud, il faut generer des 
programmes qui assurent la compatibilitd du microprocesseur avec l'interface de 
communication choisie : ajouter les fonctions readwrite, M r e r  une routine 
d'initialisation du processeur et des routines d'interruptions, permettre l'acces aux 
ports du processeur ndcessaire a la synchronisation, ... Ensuite, il faut fake le 
f f i ement  des modules, par exemple ajouter les signaux nkessaires dans les 
modules pour la communication avec les contr6leurs et les mdmoires locales. 
Ensuite, on put  faire la generation du contdeur syst&me et des contrbleurs de 
modules (on utilise les rksultats obtenus lors de la phase du f f i emen t  de la logique 
de contrde pour g6nker le code VHDL des contrbleurs). Notoos que 
I'impldmentation matdielle de l'arbitre et du contr6leur d'entm!es/sorties n'est pas 
prdoccupante car ces deux modules sont fixes pour m e  architecture choisie (exemple : 
type d' arbitrage). 
ANNEXE D : SYST~ME COSMOS 
Jerraya et collaborateurs ont form6 un groupe travaillant nu le developpement de 
methodologies pour la spticification, le design et la synthese de syst6mes hWrog&nes. 
11s ont d&elop@ le logiciel COSMOS pennettant de faire du codesign a partir d'une 
description comportementale en SDL (System Description Language) du systhe.  
On presente m e  description du langage intennCdiaire utilid puis on ddcrit la 
m6thodologie de synthese dam COSMOS. 
D.1, Description du langage SOLAR 
Pour faire la synth&se, ils utilisent me repdsentation intermediaire pour faire le 
raffinement au niveau systeme. Cette representation (ou rnodele), nommee SOLAR, a 
aussi W developHe et decrite par le groupe [ObJe92]. Chaqw Ctape du f f i e m e n t  
est faite sur le modele SOLAR du systeme. L'utilisation d'un format intermediaire 
pour la synthese donne l'avantage de rendre le syst6me independant du langage de 
description utilisee. 
SOLAR supporte le concept de communication de haut niveau (canaux abstraits et 
variables globales) pennettant d'utiliser plusieurs mod6les de communication 
(passage de messages, memoire partagCe). SOLAR pennet l'utilisation des concepts 
de machine a etats etendus (EFMS) pour la description comportementale et les RPC 
(remote procedure calls) pour la communication de haut niveau. 
SOLAR contient trois dlements de base : les Designunits (DUs), les Channelunits 
(CUs) et les StateTable (STs). La repdsentation au niveau syst6me est constituee de 
DUs (Figure D.1). Les DUs peuvent contenir d'autres DUs, des STs et des CUs. 
Les machines a etats sont moddli&s par les STs et peuvent etre exkutdes en d i e  ou 
en parallele. Les communications entre les processus sont executks B travers les CUs. 
On utilise les RPC pour modeliser les communications B travers les CUs. Cette 
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Fiaure D.1. Representation d'un systeme en SOLAR 
L'acces aux canaux de communications est contr6le par un ensemble de procCdures 
appeks Methodes (ou services). Les Methodes constituent la partie visible du canal 
de communication. Les DUs utilisent des appels aux Methodes pour communiquer 
selon le type de communication et le protocole utilisd. Les parametres de la 
communication sont donc incorpores dam les CUs sans que le concepteur n'ait a s'en 
pkoccuper. Par exemple, si on veut utiliser une co~xmunication synchrone par 
rendez-vow, on conqoit des procCdures put et get. Les DUs feront donc un appel 
RPC a une de ces procMures pour communiquer. Le concepteur n'aura qu'a utiliser 
ces fonctions pour etablir une communication. Si, au lieu d'avoir une communication 
synchrone, on veut m e  communication asynchrone, on devra ajouter des queues awc 
canaux de communication et modifier les procddwes en co&quence. 
Dans [VCV+95] on pale de CommunicationUnits au lieu de ChannelUnits. La 
dS&ence entre les unites de communication et les canaw est seulement le niveau 
d'abstraction ou le niveau d'impldmentation. Les canaux sont plus abstraits et, a 
l'opposd des unit& de communication, ils ne redement aucune information sur 
l'impldmentation fimue. Les canaux comprennent seulement les procddures d'acces, 
tandis que les unit& de communication peuvent aussi conteni. des composants 
nkessaires au passage de donnks (cornme les tampons, les rnultiplexeurs, les 
FIF O,...) et des contdeurs de communication. Si on diminue encore le niveau 
d'abstraction, les unit& de communication deviendront 1'implCmentation frnale de la 
communication. SOLAR permet donc une reprksentation du systkne a differents 
niveaux d'abstraction ce qui est tr6s utile lors du raffinement des communications. 
D.2. Synthbe des communications dam COSMOS 
COSMOS ddbute avec une description du systeme en SDL et produit un modele du 
systeme sous forme C-VHDL associe a une architecture 1ogicielle/matt5rielle 
(ddtenninde au depart). Dam COSMOS, on decompose la tache du codesign en quatre 
&apes : le pamtionnement du systeme en processus, l'allocation des processus aux 
composants virtuels (qui peuvent Stre logiciel ou matkiel), le raffinement des 
communications (synthese des communications), l'implementation finale (gdnCration 
de code C et de code VHDL). 
La tiche de rattinement se fait en ajoutant progressivement des ddtails sur 
l'implementation et c'est le concepteur qui contr6le cette tiiche a travers des 
primitives de traasformations. Dam [DMVJ97] et dam p[U197], on aborde la 
synth8se des communications comme un probleme d'allocation de ressources. 
L'approche proposk a dew limitations. Premi&rement, le concepteur doit foumir 
une bibliotheque d'unitds de communication et m e  autre d'impldmentation de ces 
unites. I1 n'est pas possible d'utiliser une unit6 qui n'est pas pr6sente dam la 
biblioth&que. Deuxitmement, le concepteur a besoin d'une fonction de codts daliste 
pour pouvoir estimer les cotumunications. 
Dans -941 on dome trois &apes pour la synthese des co~~~municatiow : le choix 
du protocole, le channel binding (ou transformation des canaw) et le channel 
mapping. Dans [DMVJ97] on pade de sdection de protocole, d'docation des unites 
de communication (CommunicationUnit) et de synthese de l'interface. Nous allons 
maintenant explorer l'titape du f f i emen t  des comm~cations. 
0.2.2. Sdlection drr protocole et alloc~rfrbn des mir& de communicafion 
Tel quYexpliqu6 ci-hut, tout le ffiement se fait a partir de la repksentation 
SOLAR. Pour diminuer le niveau d'abstraction et arriver a une implementation 
physique, on doit d'abord &Iectiomer un protocole puis transformer les canaux 
abstraits en unites de communication, c'est le channel binding ou allocation des unit& 
de co~nmunication. 
Les unites de communication peuvent contenir plusieurs canaux abstraits et donc 
peuvent executer plusieurs services. La partage d'une unit6 de communication par 
diffhents canaux permet un partage des ressources (arbitre de bus, FIFO, bus,...). Un 
contr6leur (exemple multiplexeur) y est souvent inclus pour permettre la 
synchronisation des communications. Le choix de l ' h t e  utilisde par un canal abstrait 
(et ses services) depend du protocole utilid, du type de communication (passage de 
messages ou mdmoire partagde) ou des performances requises. De plus, m e  unit6 de 
communication peut &e impldmenGe de diffdrentes faqons selon l'architecture 
gdntkale choisie (voir &ape de synthese de l'interface). 
Pour permettre l'allocation des canaux de communications, on doit avoir un systkne 
partitiom6 contenant des DUs communiquant via des canaux (Figure D.2). De plus, 
il faut avoir une bibliothkque dYunitCs de communication. Les unit& de 
communication contiennent de l'iaformation sm le type de communication et le 
protocole utilid, mais n'eafennent aucune information sur 17imp16mentation en tant 
quel tel. En effet, on utilisera une seconde biblioth@ue lors de la synth&se de 
I'interface pour determiner I'implt5mentation exacte des mitt%. Une fonction de coat 
ainsi que des contraintes sont aussi ndcessaires dam l'algorithme &allocation. En 
sortie, on aura un systeme ou les DUs communiquent via les CUs et non plus via les 
canawr abstraits Il restera ensuite l'dtape de la synthese de I'interface a r6aliser avant 
d'arriver a une implementation finale. 
Fimue D.2. Allocation des canaux dans la synWse des communications 
On dome un algorithme pour rddiser l'allocation. On construit d'abord un arbre dont 
les nc~uds correspondent aux canam abstraits du systeme et les branches 
correspondent a m  unites qu'il est possible d'utiliser pour impl6menter le canal du 
neud prdcedant la branche. Les feuilles de l'arbre sont donc vides. Chaque chemin 
dans l'arbre correspond a une allocation possible pour le syst&me. Pour determiner si 
un type d7unitC peut Stre associd a un canal (donc pour comaitre les branches de 
l'arbre), il faut satisfaire trois conditions : le protocole du canal 
(Protocol(AbstractChannel)) doit &re disponible dans lYunit& les services utili&s par 
le canal (Services(AbstractChanne1)) doivent Stre implknent6s dam I'unitd et le taw 
de transmission maximal de I'unit6 (MaxbusRate(CU)) doit &re plus grand que le 
taux moyen de transmission du canal (AveRate(AbstractChanneI)). 
Les canaux abstraits sont donc definis par leur protocole, leurs senices et leurs taw 
maximal et moyen de transfert. Les unit& sont d6finies par leur coat (fix6 par Ie 
concepteur selon les crit6es de performance et les contraintes a respecter), leurs 
protocoles, leurs services, leur taux maximal de transfert et le nombre de canaux 
abstraits qu'ils peuvent contenir (MaxNumberAC(CU)). On peut vouloir mettre plus 
qu'un canal dam m e  unite. Dans ce cas, il faut que Ie taux maximal de transfert de 
I'unitC soit plus petit que la somme des tam moyens de tous les canaux qu'elle 
contient. On ajoute, en plus un c r i t h  de performance (vitesse de transfert) suivant 
lequel Ie taw maximal de transfert de l'unite doit &re plus grand que la somme des 
taux maxima des canaux qu'elle contient. Le co6t d'une solution est alors la somrne 
Cquilib* des coats des unit& et des cofits associds a la vitesse de transfert. 
L'algorithrne fait I'allocation des unites de communications. On construit d'abord 
I'arbre decrit ci-haut. Puis on parcourt tous les chemins de I'arbre pour dkterminer la 
solution la moins comeuse. Une fonction rkcursive parcourt I'arbre en allouant les 
unites en cours de route. Meme si I'arbre fournit des informations sur le type d'unitds 
B utiliser, on doit determiner la quantitd d'unites les canaux qui partageront les memes 
unites. Lorsque I'on atteint une feuille, I'allocation pour un des chemins est terminte 
et il faut vdrifier le coGt de la solution trouvee. 
A chaque branche de I'arbre, on verifie s'il n'est pas possible d'utiliser une unite qui a 
dejjl W alloude avant d'en dlouer m e  autre (voir conditions domkes plus haut). On 
fait une association si c'est possible et sinon on cde  m e  nouvelle instance de l'unite. 
A chaque allocation, on ajuste la liste des unit& alloudes, les parametres de 17unitt5 
allouee (exemple MaxNumberAC) et la fonction de coat de la solution exploree. Si 
une solution n'est pas possible, on lui alloue un coiit infini. 
W s  que I'on a une repksentation du syst&me en SOLAR avec des unitCs de 
communication (CU) et des unit& de design @U), on peut passer ii la synthhse de 
I'interface (channel mapping). Dans mCM+99 ] on explique qu'il faut alors 
determiner l'impldmentation de chaque CU (Communication Unit) en la choisissant 
dam uae seconde bibliotheque. En effet, chaque unit6 de communication peut &re 
impl6mentde de plusieurs fa~ons elon les contraintes de tam de transfer4 la capacitd 
des memoires, le nombre de lignes de contr6le et de domdes, les protocoles des 
composants avec des interfaces fixes, ... Cela permet de gdndrer une interface pour 
chacun de DUs du systeme. Une fois le c a d  e l  dlectionnd dam la bibliotMque, 
on incorpore a la description des DUs les Methodes qu'ils utilisent et on ratfine cette 
description en fonction du canal choisi. 
WLCAN est un outil de s y n t h k  de systkne h6tiroghe coqu par Gupta et 
collaborateurs. On pssente la description g6nhtle de la m6thodologie de synthese, 
les techniques de synchronisation dans un systkme multi-threads et un algorithme de 
synthbe des communications entre deux interfaces incompatibles. 
E.1. Description gh6rale de la mQhodologie de synthCe 
E. I .  I .  Architecture cible 
L' architec ture typique du sy steme comprend un ou plusieurs composants materiels 
(ASICs), un pmcesseur ainsi qu'une memoire globale (Figure E. 1). Les composants 
communiquent entre eux via un bus par &moire partagie. La memoire est divisee 
en trois parties : la memoire programme, la memoire dom6e et la m6moire d'interface 
(utilisee pour permettre les communications entre les composants). Notons qu'une 
des restrictions de I'architecture est que la memoire du processeur n'est pas relie 
directement au processeur, mais via le bus global du systeme. On a donc m e  seule 
memoire et on suppose que le programme est suffisamment petit pour kviter 
l'utilisation de memoire virtuelle. 
programme et 
donndes 
Architecture cible de I'outil VULCAN 
En plus que d7avoir qu'une &moire externe et qu'un processeur, on exige que le 
processeur soit le maitre du bus. Un avantage de cette approche est que l'on permet 
une programmation a plusieurs thread. Mis a part la mdmoire et le bus qui sont 
contrdks par le processeur, on suppose qu'aucune synchronisation n'est nkessaire 
pour le partage des ressources ou de modules. Les composants materiels ont m e  
remise a zero globale commune. On suppose que le processeur a un nombre 
d7interruptions et de routines assocides. Toutes les communications entre les 
composants se font a travers le bus (le schema de la communication est choisi par le 
concepteur). 
Daas [GCM92], on dknt  la m6thodologie gkn6rale de synthese. L7entrt5e au 
processus de synthese ea une description en HardwareC du systkne. A partir ce 
cette description, on genere un modkle du syst&me sous forme de graphe a l'aide du 
programme HERCULE. Le systeme consiste alors en une sene de nceuds 
representant les operations et une sene de branches montrant les ddpendances de 
domdes et de contrele. On associe a chaque branche correspondant a une entree ou 
une sortie de donnees un taw de transfert maximal. Ensuite, le programme 
VULCAN effectue le partitionnement. 
Dans [GuMi97], on d h i t  l'analyse de contraintes de d6lai et de contraintes de taux 
d'exdcution utilid pour faire le partitio~ement. On dome une methode pour 
dQenniner 17existence d'un ordomancement des opdrations pour rencontrer les 
contraintes donnees. On divise le probl6me en deux selon la pdsence dYop&ations 
non-dt5terrninistes ou non. On fait un ordonnancement statique lorsqu'il n'y a pas de 
ND. Autrement, on fait l'analyse de graphe et de la propagation de contraintes a 
travers les niveaw hiCrarchiques permettant de determiner la latence du graphe. 
Une fois le partitiomement termin& on utilise HEBE pour faire la s y n t h k  des 
parties rnateriefks. WLCAN gkn* la description C du programme multi-thread a 
compiler en assembleur pow un processeur dtidie. VULCAN effectue aussi la 
gendration d'interfiace sous certaines contraintes de temps. La derniere &ape est la 
simulation. Le programme POSEIDON est utilise pour faire la simulation 
E.2. Syncbronisation dans un syst6me multi-thread 
Dans WGu931 et [GuMi97j, on explique l'approche systematique d'automatisation 
de la synth6se de systemes heterogenes et on met l'emphase sur le design &interface 
permettant la synchronisation et la commuaication entre les processus. Le modde 
utilise groupe les op6rations sans ddpendance de domdes dam des threads et fixe des 
nc~uds d'ancrage lorsqu'une o@ration est non-ddtenniniste (depend des donnees et 
donc a un dtlai indetenninC). Ces naeuds correspondent aux points de 
synchronisation. L'ordomancement a lYintCrieur des threads est statique et 
l'ordonnancement entre les threads est dynamique. 
On met l'accent sur la synchronisation nkessaire pour satisfaire les contraintes 
d'ordomancement entre le logiciel et le materiel ainsi qu'entre les threach du 
programme logiciel. On un mentiome d'abord que s'il est possible dYCcrire le 
programme en un seul thread, on p u t  tout simplement utiliser un seul canal de 
co~~munication car toutes les domees sont en erie. De plus, les seds points de 
synchronisations sont ceux qui permettent de transfdrer le contrble entre le logiciel et 
le materiel. 
Lorsque les op6rations sont dc5pendantes des domtks, il n'est pas toujours evident de 
trouver un ordomancement statique pour les opdrations. On doit alors traiter la 
synchronisation dam un systkme multi-thread. On explique d'abord cornme faire la 
synchronisation entre les threads. Lorsque le nombre de threads est petit, il et 
possible d'utiliser une priorit6 statique pour l'ext5cution des threads. Cependant, dans 
la plupart des cas, ce n'est pas le cas et on propose I'utilisation de FIFO contr616 pour 
la synchronisation dam ces cas. Cette FIFO contient un pointeur au prochain thread 
a etre execute dam la skquence et on modifie dynamiquement les pointeurs dam la 
FIFO selon la siquence voulue. Cependant, puisque avec ce schdma il est impossible 
d'interrompre un thread, la pdemption n'est pas p e d s e .  Le transfert de domdes 
entre les threads peut &re effect& par passage de message (en utilisant des 
coroutines) ou par memoire partagee (en gardant des pointeurs aux ophtions read- 
write ou en utilisant les registres globaux du processeur). 
En plus de la synchronisation entre les threat& il est nkessaire de gknerer un 
mdcanisme de synchronisation entre les modules materiels et logiciels. On propose 
l'utilisation de queue avec ou sans signaw de contr6le @our une communication 
bloquante ou non-bloquante). La grandeur des queues peut &re d6terminer par un 
algorithme donne dans [AmBo91]. Les op6rations bloquantes etant plus coiiteuses 
que les non-bloquantes, on tente de les limiter. Lorsgue le taw de transfert est 
inconnu ou variant, il faut absolurnent utiliser w e  communication bloquante. 
Autrement, on impose une communication bloquante au processus le plus rapide et 
une communication non-bloquante au processus le plus lent. Si les taw de transfert 
sont egaux, on peut utiliser une communication non-bloquante des deux cdtds. 
Pour la simulation sur POSEIDON, on utilise une architecture precise pour l'interface 
(Figure E.2). On utilise une FIFO contr6lde en plus d'une queue pour les donnkes. 
On a autant de queue que l'on a de threads et la largeur de ces queues correspond a la 
grandeur des domees i transfer= (donc a la largeur du bus). I1 o'y a qu'une seule 
FIFO contr61de. La FIFO contient la sdquence des threads a exkuter. Lorsque des 
donnks sont ddposdes dans la queue, on ajoute B la FIFO le n w & o  du thread associC 
a la queue dont on vient de ddposer une donnde. Lorsque l'on est p ~ t  a communiquer 
ces d o ~ e e s ,  m e  demande est envoyde B la FIFO et si le processeur est en mode 
dception (enable est actif), on envoie un signal A la FIFO pour indiquer qu'elle peut 
communiquer le n u m b  du thread qu'elle contient l'ordonnanteur du processeur. 
Alors, Ie transfert entre la queue et le thread peut avou lieu via le bus du systerne. La 
machine a 6tat du contr6leur de la FIFO est domfie a la Figure E.3. I1 faut noter 
qu'ici, on montre le cas ou il n'y a qu'une seul t h d  donc une seule queue. 
Architecture d'interface u t i l i a  pour la simulation 
Fimue E.3. Machine z i  &a& du contr6leur de la FIFO 
E.3. Synthke des communications pour interlac- incompatibles 
E3.1. Ddfinition du probltrnc 
Gupta et collaborateu~s ont un projet nornrnd i c  System interface modeling and 
synthesis )) dont l'objectif est de dCvelopper des algorithmes pennettant de gdnerer 
des interfaces de communication observant les contraintes de temps donntks par les 
composants communiquants. Dans [CLG9q, dome un algorithme pennettant de 
comecter deux composants ayant des interfixes fixes et incompatibles avec un 
minimum de logique combinatoire (Figure E.4). 
PROCESSOR MEMORY 
F i m e  E.4. Logique combinatoire pour relier des interfaces incompatibles 
Selon les caractt5ristiques des interfaces, les ports pewent Btre relids directement, avec 
de la logique combinatoire ou avec de la logique s6quentielle. L'algorithrne ne permet 
pas I'utilisation de logique skquentielle (ddai, tampon, bascule, FIFO,...). Cela 
implique que deux composants n'ayant pas la mZme largeur de bus de d o ~ C s  ou 
n'ayant pas le mCme taux de transfert ne peuvent &e connect& a l'aide de cet 
algorithme. L ' Cquipe voudrait d6velopper une mdthodologie d'extrac tion d ' interface 
(combinatoue et dquentielle) a partir de Timed decision tables (dkfinit dam 
PiGu981). Ils veulent aussi dkvelopper les techniques d'encodage pour permettre de 
connecter diffkrents composants sous des contraintes de performances et de coCd. 
Il y a qua- sortes d7Cv6nements sur les ports : des transitions d'uw valeur logique 
haute a une base ou vice versa aiasi que des transformations des donnks valides A 
non valides et vice versa. On definit un protocole comme un ordonnancement partiel 
des relations d'wz ensemble d'kvthements et une op6ration de communication comme 
une sequence d'6vdnements. La synthCse d'interface se fait a partir de la description 
des dvenements sur les ports des composants. 
E.3.2. Entre'es au processus de synthhe 
L'entnie au processus de synthkse est la feuille de domees sur les entreedsorties 
(descriptions des ports et diagrammes temporels) des composants a connecter et le 
flowchart des opdrations entre les composants (repmisentant le protocole de 
communication utilisi). A partir du diagramme temporel, on peut savoir le nombre de 
transitions sur chaque port et le temps minimum et maximum entre deux evenements 
sur le meme port. On dicrit deux types de contraintes : produites (on garantit que les 
contraintes seront respectdes) et requises (on doit rencontrer ces contraintes). L'entnk 
a l'algorithme est un graphe de transition de signal (STG). On doit donc transformer 
le diagramme de temps des ports des composants en STGs. 
Les nauds du STG representent les dvdnements tels que ddcrits a la section 
prdcedente. Les branches reprt5sentent les contraintes de temps entre ces ivknements. 
On reprisente les contraintes maximales avec des lignes pointilks et les contraintes 
minimales avec des lignes pleines. Les contraintes requises et produites sont 
representees par deux STGs diffbrents. Les relations de causalit6 tides du flowchart 
du protocole sont representbes par des contraintes minimales dam les STGs. Pour 
chaque operation entre les composants, on genere donc deux STGs (requis et 
produits). 
On utitise trois types de cornexions pour g6n6rer l'interke : connexion a w  sources 
de voltage, connexion directe des ports et connexion necessitant de la logique 
combinatoire. Le bue de l'algorithme est de connecter les ports de sortie d'un 
composant aux ports d'entrk de l'autre en respectant les contraintes de temps tout en 
minimisant la logique combinatoire. On dit qu'un port de sortie est compatible avec 
un port d'entrde si les contraintes produites par le port de sortie peuvent satisfaire les 
contraintes requises du port d'entrde. 
Pour minimiser la quantit6 de logique combinatoire il faut maximiser les cormexions 
de types 1 et 2. De plus, on cherche a minimiser la quantiti de fils et la 
consommation de puissance. Pour minimiser la quantite de fils, on maximise le 
partage des ports de sorties tout en respectant les contraintes de fanout. En plus, 
Iorsque plusieurs ports de sortie peuvent e e  comect6s A un port d'entrk, on choisit 
celui qui subit le moins de transition pour dduire la consommation de puissance. 
L'algorithme tentera alors de trouver quels ports d'entree et de sortie sont compatibles 
et choisira la solution qui a le plus petit co& 
E.3.3. Ditermin~tion des connexions de type I et 2 
C o m e  explique plus haut, on tente de maximiser les cornexions de types 1 et 2. Les 
&apes de synthese sont les suivantes. La premike &tape de l'algorithme est d'unir les 
STGs requis avec les STGs produits pour toutes les ophtions de fa~on a ce que 
chacun des ports d'entree d'un composant soit associC a un port de sortie de l'autre 
composant. Si le graphe obtenu apes I'union contient des cycles positifs, la solution 
trouvee n'est pas possible a implanter. On forme autant de graphe qu'il y a de 
solutions possibles. 
La deuxieme etape est de construire un graphe d'interface pour chaque opt5ration. Les 
ncmds de ce graphe repr6sentent les ports d'entdes et de sortie des composants et les 
branches representent les associations possibles entre les ports. On obtient les 
branches du graphe a partir des ST& obtenus a IY&ape prkddente. On associe un 
poids a chaque branche pour refldter I'efficacitk de l'association. Le poids correspond 
au wmbre de transition du port de sortie (permet une opthisation de la puissance). 
Ensuite, on f i t  l'intersection des graphes de toutes les opt5rations. On garde une 
branche si elle est pksente sur tous les graphes pour avoir une solution qui fonctionne 
pour toutes les ophtions. 
La troisitbne &ape est de choisir I'association des ports d'ent&skorties pour 
minimiser la quatltitb de fils et la puissance consommtk. On foumit donc m e  fonction 
de coiit qu'il faut minimiser pour trouver la solution opthale. Il faut cependant 
toujours s'assurer que chacun des ports d'entrde ne soit connect6 qu'a un et un seul 
port de sortie. 
COOT = a*C,,v,,(W(~)*s~) + P*Z(,,wm (W(W)*CIJ) 
a FT $ SONT DES FACTEUR DE POIDS 
W CORRESPOND AU POIDS A S S O C ~  AU PORT DE SORTIE 
SI EST 1 SI LE PORT DE SORTIE I EST ASSO& A ALI MOWS UN PORT D'- ET 0 AUlREMENT 
CU EST EGAL A I SI LES N-S I ET J SONT RELIB 
E.3.4. D&?ermiitation des connexions de type 3 
Une fois que l'on a determiner les comexions de type 1 et 2 en optimisant la fonction 
de cofit, il faut etablir des comexions de type 3 pour les ports non comectes. fl faut 
donc determiner la logique cornbinatoire nkcessaire.  doit d'abord identifier la plus 
grande unite de temps qui pexmet de representer toutes les transitions. Pour chaque 
oNration, on cree un tableau representant la valeur sur les ports par (l,O,u,d) a chaque 
unit6 de temps. Pour chaque opkration, on fait de la composition de signaw sur les 
ports de sortie en utilisant Ies opkrateurs logiqws (AND, OR et NOT) et la 
composition est valide si elle ne contient aucun u. Par exemple, on prend dew ports et 
on effectue une opht ion AND sur la valeur des signaw de ces ports pour chaque 
unit6 de temps. 
A partir des ports compos~s, on peut trouver le port compo& qui g d n h  des valeurs 
semblables aux ports d'entdes non connectds. Si L'association entre le port compost5 
et le port d'entree est valide pour toutes les o ~ t i o n s Y  on peut gdndrer la logique 
cornbinatoire pour connecter ces ports. Notons que d'6valuer toutes les compositions 
possibles est tr6s long et on donne un algorithme pour aller plus rapidement. 
COWARE est un outil de synthese de syst&mes het&og&nes. On prksente le modde 
de donnks utilis6 pour la synthese. Puis on donne m e  description g e n h l e  du 
processus de synthese. Certaines etapes de synthkse sont expliquees en details : la 
selection du mecanisme de communication, I'impldmentation des communications et 
la synthese d'interface. 
F.1. Mod8le des donnkes dans COWARE 
F.I. I. Introduction aux principes de CO WARE 
Les syst6mes de communications ou les systemes de traitement de signaux sont de 
plus en plus implantes par des sysfemes h&&og&nes comportant un ou plusieurs 
processem (DPS ou A S P  (Application Specific Instruction Set Processor) et 
modules materiels (ASIC). En plus, tres souvent, on utilise un type d'architectwe 
h e .  Pour pernettre de rencontrer les exigences de ce type de systeme, l'equipe de 
COWARE (voir pML+97]) a d&eloppd un environnement de design et synthhe de 
systemes hktkrogenes basee sur un modde de donndes consistant. Ce modele de 
donnees peut etre utilise de la spkification de haut niveau a l'implementation en 
passant B travers divers &apes de raffinement. 
Le systkme est dkcrit par l'intennddiaire de processus qui eux meme contiement 
difErents threads. Les processus sont decrits dam un langage defini. Les langages 
support& sont le C, le DFL, le VHDL et le Verilog. Les processus communiquent a 
partir de ports et les ports sont connect& par des canaux. On utilise le principe du 
RPC pour pennettre une description des communicati011~ de haut niveau. Le modele 
des domdes comprend donc plusieurs objets : processus, thread, ports, canaw et 
protocoles. Le raffhement de ces objets permet de passer d'une description de haut 
niveau a une implbmentation du syst6me. Les objets primitifs sont les objets les plus 
abstraits et donc permettent de dkcrire le systeme a un niveau eleve &abstraction. Les 
objets contenant les details d'impldmentation sont les objets hi&archiques. 
F.1.2. Objeis primitris et communication tie kaut niveau 
Les objets primitifs permettent de produire m e  description du systkme au niveau 
comportementale sans se prkoccuper des signaux, terminaux ou protocole de bas 
niveaw. Les processus sont des contenants pour les composants du systeme. Il est 
alors possible de repksenter ces composants avec diffkrents langages et ii plusieurs 
niveaux d'abstraction (selon I'etape de dinement). Il est parfois interessant de 
regrouper plusieurs processus, mais ce groupement peut seulement etre fait pour des 
processus emit dans un meme langage. Pour avoir plus de flexibilitt5 a l'etape du 
partitiomement, la description des processus avec diffkrents langages est primordiale. 
Les thresh constituent un flow de contrtile unique a l'interieur d'un processus. On a 
deux sortes de threads. Les slaves threads sont associes a un port esclave et executds 
lorsque leur port esclave est active. Les ports esclaves ne peuvent Ctre accddes que 
par le slave thread qui leur est associe. Chaque processus contient un port implicite 
(construct port) utilisd pour l'initialisation du systeme et il existe toujours un thread 
spticial associk au construct port. I1 y a aussi les autonomous threads qui ne sont 
associCs a aucun port esclave et qui sont exkutt5s dam m e  boucle intinie dks 
l'initialisation du circuit. Les ports maitres peuvent &re accedes par les dewr sortent 
de threads. 
Les ports primitifis permettent la communication entre les threads (donc entre les 
processus). 11s sont caract6riSes par un protocole ainsi que des parametres pour les 
types de donnks. Les protocoles d6finissent la dmantique de communication du port. 
Au niveau haut d'abstraction, on ddfinit les ports maitres (activent les RPC) comrne 
inmaster, outmaster ou inoutmaster et les ports esclaves (servent les RPC) c o m e  
inslave, outslave ou inoutslave. On indique donc la direction de domees (in, out et 
inout) ainsi que la direction du contrble (master ou slave). 
Les canaw permettent la connexion point-a-point d'u. port maitre avec un port 
esclave. Les canaux primitifs offrent seulement la possibilitd de communiquer de 
fqon synchrone sans tampon. Aucun comportement particulier du canal n'est 
possible avec I ' utilisation de port primitif. 
Les co~nmunications s'effectuent toujours entre les threads. Si les dew threads 
communiquants font partie du meme processus, on parle de communication 
intraprocess. Sinon, on parle de communication interprocess. Les communications 
intraprocess se font par m6moire partagde par l'utilisation de variables ou signaux 
cornmum. Le concepteur est responsable d'eviter I'utilisation simultanee de dew 
variables. La communication interprocess s'effectue via l'utilisation de RPC. Cette 
communication est donc implicitement une communication point-&-point. Cependant, 
il est possible d'implementer une communication par m6moire partagde de fagon 
indirecte. 
F.I.3. Raflnement des co~unicat ions  
Une fois que le comportement du syst&me a W dkcrit B p d  d'objets primitifis, il est 
possible de raffiner le systhme en transformant les objets primitifs en objets 
hi6rarchiques. I1 faut d'abord f f i er  les processus en les regroupant et en les 
dkrivant avec un seul langage. Ensuite, il faut raffiner les canaux en assignant un 
comportement a w  canaux primitifs. Par exemple, on peut permettre une 
communication parallde en ajoutant des tampons ou rendre la communication non- 
bloquante en ajoutant m e  FIFO. Lors du f f i ement ,  la direction des d o ~ e e s  est 
toujours pr6senke. 
Les ports sont ensuite raffines en leur donnant M comportement particulier. Par 
exemple, on pourrait faire la vMcation des donnks avant de les collzmuniquer aux 
autres processus. La direction des dondes est toujours conservde mais la direction 
des signawr de contr6le peut &re modifice. On associe des protocoles a m  ports. Les 
protocoles hidrarchiques sont d i n e s  ii partir des protocoles primitifs en ajoutant des 
informations sur les chronogrammes de la communication ainsi que les terrninaux 
d'entrkedsorties physiques des composants. 
F.2. Description gCn6rak du processus de synthbe 
Dam F[BL+96] et BVBM961, on explique la methodologie g6nWe de la synthese 
avec COWARE. On doit d'abord fourair une description du systeme au niveau 
comportemental a partir des objets primitifis (voir section 7.1.2). A partir de cette 
description, on fait m e  optimisation du code pour minimiser les acc&s mdmoire et la 
dissipation de puissance. Ensuite, il faut choisir les composants du systeme 
(allocation). 
On peut don passer a 1'6tape du partitionnement. Puisque la description initiale est 
divi&e en grain fin, la tiche du partitionnement est de regrouper les processus, unir 
les sp&ifications fonctiomelles et les assigner au meme processeur (binding). Cette 
tiiche n'est pas automatisee dam COWARE, elle doit etre r6alisk par le concepteur. 
Le regroupement de processus et la lindarisation (fait par le Inliner dam COWARE) 
des descriptions permet d'bliminer des pertes de temps de commdcation entre les 
processus. Ensuite, cela diminue le nombre de threads et donc diminue le temps de 
changement de thread. 
On peut ensuite passer au taffinement. On commence par raffher les canaux et cette 
h p e  est no-& s6lection du mdcanisme de communication. On determine le type 
de communication qui sera utilisk par le canal. Il faut ensuite raffiner les ports et les 
protocoles, c'est l'impl6mentation des communications. On transforme alors les ports 
et protocoles en une implt5mentation rdelle des communications. On doit gdndrer les 
processus nticessaires a cette impldmentation. L'intediace d'un module logiciel est 
composb de pilote d'interface (processus logiciel) et d'adapteur d'entn5edsorties 
(processus materiel). Symphony permet de g h i m  les pilotes et de gknerer une partie 
de l'interface matdrielle. La synthese du materiel est compl&ie par le logiciel 
Integral. 
Les interfaces des modules materiels sont implantks B partir des bibliothkques de 
l'outil Symphony. Une fois que tout le code est gtined (materiel et logiciel), on unit 
les diffirentes parties du code avant de passer a la phase finale de I'implkmentation : 
le back-end. 
F.3. SClection du mCcanisme de communication 
La sklection du rn6canisme de comxn~cation permet de faire l'implementation des 
canaux. On choisit le type de commun.ication qui se tiendra sur chaque canal. On 
peut par exemple choisir une communication complktement bloquante pour s'assurer 
qu'aucune domke n'est perdue. Dans ce cas, chacun des processus doit attendre que 
la communication soit terminee avant de continuer son exdcution. On peut aussi 
choisir une communication bloquante du c6te de l'dmetteur et non-bloquante du c6t6 
du rdcepteur. Dans ce cas, on a une FIFO entre les dew processus pour pennettre la 
mCmorisation des dom&s qui ne sont pas coll~~mm&s immt5diatement par le 
rkepteur. 
F.3. I .  &ocessrcr oyant lo d m e  horloge 
Dam [LiVe96], on introduit un mode de comm~cation particulier : wait trausfert 
mode. Ce mode peut &re utilid lorsque les processus communiquants utilisent la 
meme horloge et qu'ils sont actives sur le h n t  montant de l'horloge. De plus, on 
assume que les sorties sont registrcks. On a deux signaux de contdle : recvRdy et 
sendRdy. L'emetteur met les donndes sur le bus et initie le transfert en envoyant un 
signal sendRdy. Il attend ensuite le signal recvRdy du dcepteur avant de passer a un 
autre titat (Figure F.1). Puisque les sorties sont registdes et que les &tats sont activds 
sur un h n t  montant d'horloge, on peut pdsumer que le transfert sera effectue dam le 
meme cycle que le recepteur envoie le signal recvRdy. C'est pourquoi la fin du 
transfert est implicite et ne nkcessite pas de signaux de contr6le suppldmentaire. De 
cette faqon des traasferts en mode burst peuvent &re implhenter tr& efficacement, 
c'est-a-dire a raison de un transfert par cycle. 
Illustration du wait transfer mode dam COWARE 
F.3.2. Processus ayant des horloges d'&&es de la mihe korloge systPme 
Lorsque les horloges des deux processus ne sont pas les mgmes mais qu'elles sont 
derivties de la mCme horloge, on peut utiliser un adaptcur de canal pour pennettre la 
cormunication (Figure F.2). L'adapteur de canal est en fait une machine a eta& qui 
permettra d'insCrer les cycles d'attente lorsque l'un des deux c6t& est plus rapide que 
l'autre. Si I'horloge du dcepteur est N fois plus rapide que celle de l'emetteur, il faut 
alors insdrer N-1 cycles d'attente du c6td du nkepteur (avant qu'il effectue la lecture) 
si celuici doit effectuer plusieurs lectures en ligne. Dans ce cas, la machine a Ctats 
utilise la Wquence du r w t e u r  (la plus rapide des dew) pour W r e r  ces cycles 
d'attente. Le principe est exactement le m h e  si L'Cmetteur est N fois plus rapide que 
te dcepteur sauf que les r6les sont inveds. 
d=Uel d=&I clnrrllrl 
Figure F.2. Adapteur pour des processus d'horloges reli&s 
Dans le cas ou les horloges ne sont pas multiples I'une de l'autre, la machine a &a& 
doit utiliser une f%quence dquivalente au plus petit commun multiple des horloges 
des deux processus. On hiire alors des cycles d'attente des deux c 6 t k  Si l'horloge 
de la machine a etats est P fois plus rapide que le dcepteur et Q fois plus rapide que 
l'dmetteur, on indrera P- I cycles du cat6 du dcepteur et Q- 1 du c6tk de l'emetteur. 
F.3.3. Processus want des Bortoges non reli4es ou sans horloge 
Lorsque les horloges des processus sont non relides ou que un des processus 
fonctiome de mani6re asynchrone, l'adapteur de canal est un peut pius complexe. 
Expliquons d'abord le premier cas. Puisqu'il est impossible de relier les deux 
horloges, il faut utiliser le handshake (a deux ou quatre phases) pour permettre la 
communication. On insere donc un adapteur de chaque c6te fonctiomant a la 
fikquence du module qu'il comecte. Cet adapteur permet de transformer ies signaw 
du wait transfer mode en des signaux request-acknowledge utilise dam le protocole de 
handshake. 11 faut aussi ajouter des modules de synchronisetion sur les signaux 
request et acknoledge pour permettre de contrer les diffirences de muence  
d'horioge entre les deux adapteurs. 
Lorsque I'm des modules est compl&tement asynchrone, le principe est le meme. 
Cependant, au lieu d'ajouter un adapteur, on ajoute un module d'interface pour faire 
en sorte que la communication du module asyncbrone se fasse d o n  le mOme 
protocole du handshake que l'adapteur du module synchrone. 
F.4. ImpKmentation dm commnnications 
F.4.1. Comnrumication entre deux modules mat&ie&s 
Comme explique plus haut, l'implt5mentation des communications se fait avec 
Symphony. Dam pML+97], on presente l'impl6mentation des communications entre 
deux modules materiels, entre un module matdriel et un logiciel et entre deux modules 
logiciels. Dans le de modules mat&iels, il faut aussi gkndrer un module d'interface 
pour permettre la comexion avec le canal. Le module materiel est d'abord synthdtisd 
pour obtenir me  description avec seulement des ports mdtres. Ensuite, pour avoi les 
ports esclaves p r e w  dans la description, on ajoute une encapsulation. Symphony se 
sert de ses bibliotheques pour impldmenter le module d'interface. 
Si on utilise le wait transfer mode decrit dam la section prdckdente, la connexion au 
canal se fait facilement. En effet, il faut seulement s'assurer que les processus 
materiels utilisent les RPC (avec les signaux recvRdy et sendRdy) pour communiquer 
avec lYextt5rieur. Si c'est le cas, la comexion est directe. Sinon, il faut ajouter une 
interface pour pennettre la generation des ces signaw. Notons que si un module est 
asynchrow, il faut que celui-ci utilise le protocole de handshake (signaw request et 
acknoledge) et non le wait transfer mode pour que la connexion se fasse sans module 
d'interface. Pour faciliter le design au niveau fonctionnel, il est possible de crier des 
packages en VHDL pour implanter des fonctions send et receive utilisant les signaw 
recvRdy et sendRdy. De cette faqon, le concepteur ne fait qu'instancier ces fonctions 
pour dtablir une communication. 
Dam le cas d'une interface logicielle-matckielle, on doit d'abord gCnhr les pilotes 
d'entreeshrties pour pennettre de her les processus logiciels impldment6s sur le 
processeur avec l'interface materiel de celui-ci. L'outil Symphony permet de fairr la 
gdneration des pilotes (processus logiciel). En en* au processus, il faut fournir un 
modtile Oogiciel et materiel) du processeur aiwi qu'une bibliothiique de scenarios 
d'entn5edsorties. Le modde matCriel du processeur comprend m e  description du 
comportement de son interface, les protocoles et les chronogrammes de ces ports et 
pdois une description VHDL du comportement interne du processeur. Le modele 
logiciel du processeur comprend la liste de fonctions et des instructions utilisdes pour 
accCder les ports. 
Les sc6narios correspondent aux faqons d'utiliser les ports du processeur pour 
implanter une communication entre un module logiciel et 17ext&ieur. Symphony 
supporte plusieurs sc~narios. On peut utiliser les ports mdmoire du processeur en 
associant m e  zone d'adresse aux entreeslsorties. Ce sont alors les instructions load et 
store qui permettent d'etablir la communication avec l'exterieur. On peut aussi 
utiliser les ports d6dids du processeur aiasi que les instructions sp6cifiques a ces ports 
pour communiquer. Les interruptions peuvent aussi fake partie d'un scCnario 
d'entrdes/sorties. Si le nombre de port d'intermption du processeur n'est pas 
suffisant, on peut utiliser des vecteurs d'interruptions qui indiquent au programme de 
faire un saut vers une routine m i a l e .  
La synth&se des pilotes de fait donc en choisissant les ports et les scCnarios Ies plus 
appropries pour la communication a implementer. On propose I'utilisation d'un 
algorithme ba&e s u .  une fonction de coOt pour faire les choix. Une fois les modules 
logiciels g&nCr&, il faut developper l'interface matdrielle. Symphonic fournit une 
description de haut niveau de cette interface a partir de ses biblioth&ques ainsi que les 
protocoles des ports utilisds dam la communication mais c'est l'outil Integral qui fait 
la synthese delle du module. Le rMtat  de l'implbmentation des communications 
entre un module logiciel et mat6riel est doan6 a la Figure F.3. 
F i m  F.3. Communications entre un processeur et un module exteme 
Une fois les pilotes g&nMs, il faut faire le lien entre les ports physiques du processeur 
(avec les protocoles associks) et les modules ext6rieurs (avec les protocoles associes). 
La generation de ces modules mat6riels est faite en partie par Symphony et en partie 
par Integral. Symphony genere une description de haut Riveau du module 
d'encapsulation permettant de traiter les donndes (vdrification des donees, packing, 
splitting). A partir de cette description de haut niveau, Integral gdnere fait la synthese 
du contr6le en respectant les protocoles des deux interfaces. 
F.4.3. Communicafion entre deux modules logiciek 
Le probKme de communications entre modules logiciels est divise en deux. Si on a 
deux processus implementer sur deux processeurs diffknts, la communication p u t  
se ramener au cas de la section prh5dente. Cependant, si les deux processus 
communiquants sont sur le meme processeur, on unit ces processus et la 
communication devient m e  communication entre deux threads d'un meme processus, 
c'est-a-dire intraprocess communication. Cornme expliqud plus haut, cette 
communication s'effectue via la memoire partagde. Cependant, c'est la responsabilite 
du concepteur de vdrifier qu'il n'y a pas de conflits de ressources. 
Lorsque que la communication implique au moins un slave thread, i1 n'y a pas 
vraiment de problkne puisque ce thread est seulement active par un evenement sur 
son port esclave. Alors, le processeur utilise des routines d'interruptions pour 
permettre la cornmication avec l'extdrieur et le r6sultat est que les deux threads ne 
seront pas en cours d'exkution en meme temps. Cependant, un probleme se pose 
lorsque l'on veut synchroniser deux autonomous threaak. Ekisque ces threads sont 
executer en tout temps, il faut un noyau temps r k l  ou un ordonnanteur pour kviter les 
problemes de synchronisme. On propose plusieurs fason de fonctio~er pour 
remedier a ce probleme. Cependant, Symphony utilise le principe de rendez-vous 
pour permettre les communications entre ces threads. 
F.5. Synthbe des interfaces 
F.S. 1. Entdes au processus de qyntlirbe 
Dans Live941 on explique comment la syntkse de module d'interface entre des 
protocoles differents est effectude avec Integral. En entrde au processus de synthese, 
il faut foumir une biblioth6que de protocoles des entdes/sorties des modules a 
connecter ainsi qu'une description de haut niveau du module de communication (peut 
venir de Symphony ou du concepteur). Les protocoles sont definis par des 
chronogrammes annot6s de contraintes de temps. Chaque protocole est asso& a m e  
s&ie de canaux dont il dCfinit les communications. Il faut convertir les 
chronogrammes en dseaux de P&ri (ou STG puisque les seules actions possibles des 
transitions de signaux). 
Dans ces STG, on represente une transition montante sur un signal par un plus et une 
transition descendante par un moios. On repdsente M a t  des donndes par un signe # 
lorsque les donndes sont valides et lorsqu'elles w le sont pas. Dam le processus de 
synthese, on ne tient pas compte des contraintes de temps. On suppose qu'une fois la 
synthkse temi.de, on passe par m e  b p e  de verification pour s'assurer que les 
contraintes sont respecttks. 
Le deuxieme Wment ii foumir au processus de synthk est la description de haut 
niveau du module de communications. La description utilise le modele des RCP pour 
communiquer et chaque RCP est associt5 a u .  protwole particulier de la biblioth2que. 
Dans la description, on peut avoir six types dYop&ations (en plus des boucles ou des 
conditionnelles). Cornme pour les descriptions des protocoles, on peut avoir des 
transitions de signaux de contr6le ou des chaugements d'dtat des donnks. On peut 
aussi avoir les communications internes ou des communications extemes. On peut 
avoir des op6rations arithmetiques et logiques ou des ophtions tampons (utilisks 
pour faire le traitement des donneks). Cette description doit &re transform& en un 
kseau de P&i avant de pouvoir faire la synthese. Si on respecte la syntaxe prescrite 
pour la description (voir [LiVe94]), la tramformation est assez directe. 
F.5.2. Rafl~ernent interne de i'in$e@ace 
Le raffinement de I'interface se fait en dew &apes. On gen6re d'abord le module 
principal de l'interface a partir du dseau de P6tri. Ce module reprksente le 
comportement interne de l'interface. Les transitions de signaux, les changements 
d'etats des donukes et les opdrations tampons sont d6ja raffiner puisqu'ils sont decrits 
a un niveau d'abstraction bas. Il reste donc a r&er les communications internes et 
les ophttions arithrnetiques. Une fois le raffinement interne termink, il faut ajouter 
un second processus au module d'interface (Figure F.4) pour permettent la conversion 
de protocoles et donc la communication avec l'exterieur. 
Firmre F.4. Module d'interfsce synthdtib avec Integral 
Les opdrations arithmdtiques et logiques sont rafEn&s via une bibliothkque de 
modules. On associe donc les opdrations a des modules matdriels qui effectue la tiche 
voulue. La communication entre le module principal et les modules ajoutks se fait & 
travers un protocole de handshake a quatre phases (avec les signaux request et 
acknoledge). On ajoute donc au riseau de P&i initiale les transitions de signaux 
necessaires au protocole utilist pour communiquer avec le nouveau module. Le 
raflinement des communications internes se fait d'une m a n i b  similaire. On 
transforme les fonctions send et receive par les transitions de signaux assocides au 
protocole utilisk. 
F.5.3. Gth Pration du module de conversion de protuco fe 
Une fois le rafEinement du module interne termink, on genere un module auxiliaire 
pour faire la conversion de protocole et raflker Ies communications externes. On 
identifie d'abord les actions de communications qui sont reliks au m&ne protocole 
exteme et qui se tiennent dam un m6me cycle de communication. On les groupe pour 
former un cluster. Pow chaque groupe identifib, il faut ajuster a la description les 
transitions de signaux necessaires a l'irnplantation d'un protocole de communication 
avec l'extkrieur dans la reprkentation du modde interne (de la mCme faqon qu'avec 
les communications internes). 
Ensuite, il faut ajouter les rdseaux de Petri associQ aux protocoles utilises par le 
module inteme pour les communications extemes dam la biblioth6que. Cependant, la 
gdnhtion de ces protocoles est &s directe puisque dam la majorit6 des cas le 
protocole utilisd est le handshake a quatre phases. Les protocoles du module interne 
sont appelds protocoles primitifs. Les protocoles des modules externes sont appeles 
les protocoles extkrieurs. Le module de conversion de protocole permet de lier les 
protocoles ext&ieurs au protocole primitifs. 
Pour lier les protocoles, il faut d'abord ajuster les STG des processus dcepteurs en 
fonction des dmetteurs. Par exemple, si le module exteme est le nkepteur, il faut 
ajouter devant chaque attente d7une dom& valide, l'attente d'un signal request 
montant. De plus, devant chaque transformation d'une  do^& valide en invalide, il 
faut ajouter la gkndration d'un signal acknoledge montant. Il faut faire une 
modification similaire dam le cas oh le rkepteur serait le module interne. 
A partir des nouveaux STG (rkseawc de Pdtri) des deux protocoles a relier, on gdn6re 
les miroirs de ceuxci. Le rniroir correspond au STG ou les entries et les sorties sont 
inve&es. On peut ensuite lier les dew STG pour obtenir un seul graphe qui p o r n  
&re synthdtiser par le logiciel Assassin et ainsi obtenir une description au niveau porte 
du module de conversion de protocole. 
Dans cet aanexe, des figures et des tableaux pertinents A la conception d'une interface 
de communication pour le ARM sont donnks. Il faut noter que les images, 
diagrammes et tableaux ont dt6 tires de la documentation sur le ARM disponible sur 
l'intemet [ARMOOa] [ARMOOb] [ARMOOc]  [ARMOod] [ARMOOe] dam le but de 
faciliter la compdhension du lecteur. 
Cette section relate le diagramme fonctiomel du ARM (Figure G.1) et la desctiption 
des signaux du ARM utilises dans ce projet (Tableau G. 1). 
Diagramme fonctionnel du ARM7TDMI 
Tableau G. 1. Description des signaux importants du ARM 
Memory Abord 
ALE 
Adress latch enable 
signal APE doit &re utilid. 
Ce signal est utilisd pour mettre la gdndration d'adresse en APE 
Address pipeline modcpipeline et &i chagcr les d&is du bus d'admse 
Entde 
Entree 
l'acc& en cours nT& pas p&ble. 
Ce signal est utilid pour contr6ler les ddlais du bus 
d'adresses. 11 est pdsente pour garder la compatl%ilitd avec 
les anciennes versions et devrait Etre gardd A 1 lorsque le 
~rosi~outisteet  lorsqu'il est ih 0, les octets sont consid&& 
enable 
BIGEND 
en mode petit-~outiste. 
- -  
Ce signal permet d'acceder inddpendamment les diffdmts 
Entree 
(voir Figure G 2  et Figure G3) 
Lorsque ce signal est 1, les octets sont considMs en mode 
Bytes latch control 
BUSEN 
I Data bus enable I I imp&mce @BE = 0). I1 devrait etre utilise seulement pour 





octets d'un mot (I'dquivalent d'un "Byte Enabie") 
Ce signal indique au processem si le bus bidirectionnel @ si 
BUSEN est A 0)  ou les bus unidirectionnels wont  utilids 
EntrddSortie 
Entrtie 
(DM et DOUT si BUSEN est i 1). 
Bus de donndes bidirectio~el 
Ce signal permet de mettre le bus de domdes D en haute 
MCLK 
NFIQ 




Bus d'entrde de domdes utilise pour les lectures memoire 
Bus de sortie de donnees utilisd mur les ecritures mdmoire 
Entree 
Lorsque ce signal est a 0, il indique que les en&& 
d'interruption doivent Ctre synchronisde avec le processeur. 
Ce signal permet de fake des accdes en mode blocage 
-- 
Cette sortie indique le type dTacc&s rndmoire du processeur 
00 => un octet 
0 1 => deux octets 
10 => un mot de 4 octets 
1 1 => &serve 
Horloge du processeur. 
Intemption logicielle (mode de transfert de dom&s donc de 
permi&e priorit&) 
Interruption IogicieUe (mode normal donc de seconde 
NMREQ 
cycle sera un accb mdmoire. 
Signal actif bas pour la restauration. 







Ce signal indique aux composaats externes que le prochain 
W A I T  
SEQ 
En- 
d'dcrihlre (a 1) 
Ce signal permet de mettre le processeur en mode d'attente 
Sortie 
- - 
lorsque le pdriph6rique est l e i  
Ce signal indique que le prochaine adtesse sera relide A la 
6.2. Diagrammes temporels du ARM7TDMI 
Cette section donne les informations temporelles de I'interface memoire du 
processeur. Les diagrammes temporels associCs au d e w  modes d'adressages est 
d'abord donne. Puis, les dklais associ6s aux diffkrentes transactions sont montr6s. 
G.2. I.  Modes d 'aditasage 
Fiaure G.2. Diagramme temporel pour un adressage en mode pipeline 
Fiaure G.3. Diagramme temporel pour un adressage en mode normal 
G.2.2. DdIak dps transactions 
Dam la Figure 0.4, le signaux nWait, ABE, ALE et ABE sont hauts. Les valeurs 
nudriques des d6lais suivent les figures des diargammes temporels. 
MCLK 
Figure G.4. Diagramme temporel gkn&aI 
MCLK 
- - 
Figure G-5. Diagramme temporel d'une ecriture 
Fimve G.6. Diagramme temporel d'une lecture 
Tableau G.2. Mlais pour Ies transactions de lectures et k r i t u r e s  
G.3. Ihrnents de conception intiressanb 
Dam cette section relate des informations utiles a la conception d'interface pour le 
ARM. Bas6 sur les instructions donnbes dam [ARMOOd], le schkma d'une 
architecture memoire typique est donne. Puis, une dHinition d'une espace 
d'adressage typique est donne. Ensuite, un schha logique du circuit permettant 
d'acviter les banqws memoires ti16 de [ARMOOb] est foumi. Enfin, un schema 
logique de base d'un registre d'interuption tin5 de [ARMOOe] est don& 
Fiaure G.7. Architecture de memoire typique 
I - I  
Figure G.8. Wfiaition d'un espace d'adressage typique 
Figure G.9. Schema logique d'un activateur de banque memoire 
F i m  G. 10. Schha  logique de base d'un registre &interruption 
Cette annexe d o ~ e  l s diagrammes fonctionnels, la descriptions de signaux de BVCI 
et le diagramme temporelle de certaines ophtions BVCI. I1 faut noter que les 
images, diagramrnes et tableaux ont W tir& de la documentation de VSIA disponibie 
sur I'internet a w  membres seulement WSIAOOa] dam le but de faciliter la 
comprehension du lecteur. 
H.1. Diagramme fonctionnel du protocole BVCI 
Les figures qui suivent montrent les signaux utiles au transferts d'une requete et d'une 
reponse du protocole BVCI. Le sens des fleches indique qui envoie et qui q o i t  le 
signal, I'initiateur (maitre) ou Ia cible (esclave). La requete est envoy& par 
I'initiateur et la reponse par la cible. 
Figure H. 1. Signaux du tnlasfert d'une requete BVCI 
F i m e  H.2. Signaux du transfert d'une BVCI 
H.2. Description des signaux BVCI 
Voici la description des signaux VCI (Tableau G.3). Les signaux facultatifs ne sont 
pas utiIi&s dam le projet ne sont pas ddcrits. Us servenf pour la plupart, aux 
transferts par paquets complexes. 
Tableau G.3. Description des signaux VCI 
que la requete B && captde. 
CMDVAL Initiateur Command valid : Signal de poingn6e de main indiquant que la 
ADDRESS[n-1 :0] 
BEP-1 :010 :b-I] 
CMD[l :O] 
WDATA[8b- 1 :0] 
EOP 
CFlXED 
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Initiateur - .  
requete est pr6te sur k bus. 
Adresse 
Syte enable : Signal indiquant quels octets consid€r6s. 
Command : Commande B effectuer 
00 => aucune ophtion 
0 1 => lecture 
10 => kriture 
I 1 => lecture bloquante 
Donntes B h i r e .  
End ofPaquet : Signal qui indique la fin du paquet de requete. 
Chain f w d  (pas utilisd dam ce projet) 
Chain Length (pas utiIid dam ce proiet) 
Contiguous (pas utilid dam ce projet) 
Constant (pas uti l i i  dam ce projet) 
Packt Length (pas utilisd clans ce proiet) 





qui la reponse il ete captde. 
Response valid: Signal de poiugnt5e de main indiquant que la 
reponse est p&te sur le bus. 
Domdes lues. 
Response end of Paquet : Signal qui iadique la fin du paquet de 
dponse. 
Response Error : Signal d'erreur. 
H3.  Diagramme temporel d'opirations BVCI 
Figure H.3. Diagramme temporel d'une opdration de lecture 
Fiaure H.4. Diagramme temporel d'une ophtion d'dcriture 
H.4. Param3tres BVCI 
L'interface BVCI peut etre confi~gurable pour faciliter I'integration au systeme. 11 est 
bine important de bine documente 17interface pour que l'int6grateur syst6me puisse la 
comprendre facilement. Les parametres pewent avoir differentes portdes. D'abord, 
tous les paratnktres doivent &re document& (Doc). Ensuite, les param&tres peuvent 
etre configurks a l'intc5rieu.r du code (Toft"). 11 peuvent aussi etre configurds au 
niveaux rnatdriels au moment de I'assemblage du systeme CcHard"). Enfin, les 
parametres peuvent &re configurds dynamiquement (Dyn). 
Comme expliquk a la section 1.3.1 -2, il y a diffdrents types de IP. Un "Hard" IP 
pourra avoir des parametres documentks, dynamique et "Hard". Un "Soft" IP pourra 
avoir tous les types de parametres. I1 convient au concepteur de bien documentes les 
parametres et leur port&. Le tableau qui suit donne la Liste des parstmetres ainsi que la 




Indique si le IP est un initiateur 
Grandeur du bus d'adresse en bit 






- ~ r &  si gros-boutiste et faux atitremen- 









Doc, Soft, H a r m  
Doc - 
d' important 
Nornbre minimum de cycle d'horloge 
DefllSPACK 




nkessaire il la restauration 
Nombre de bit &extension pour l'erreur 
Vrai si le chainage est possible 
Grandeur du s i p d  PLEN en bit 
Grandeur du signal CLEN en bit 
DCFIXED 
DCONST 
DWRAP [signal CWRAP est par d~faut P o ou 1 I I 
entier 
le CMDVAL le soit I 
Vrai si le RSPACK peut etre 1 sans que le 1 0,l 
Doc 
0 9 2 
0.1 
0 89 
O B 8  
Doc, Soft, Hard 
RSPVAL le soit 
Signal CFIXED est par dcSf8ut A 0 ou 1 











Cette annexe donne les kldments de base pour comprendre le fonctiomement de la 
mimoire SRAM doubles ports du modele Seamless. D'abord, le Tableau I. 1 dome 
la description des ports et le Tableau 1.3 les modes de fonctionnement. Les attributs 
du modde Seamless sont la grandeur du bus de donnkes (1 a 8 et 16-24-32) et du bus 
d'adresse (1 a 32). En plus des attributs, il y a des options : le nombre de semaphores 
(0 a 8) et I'adresse des boite aux lettres de droite et de gauche (MBR, MBL). 
Une memoire a port dude permet un acces simuitank par deux composants differents 
et donc les ports sont doublds. L'Ccriture se fait sur la montee du premier des signaux 
CE (ou SEM) et WE et la lecture se fait sur la descente du dernier des signaux CE (ou 
SEM) et OE. 
Tableau I. 1. Description des ports d'une DPRAM 
ADDRL, ADDRR E n e e  








d'adressage rdgulier) pennettre de gkndrer une interruption du c6t6 oppose. Une 
dcriture a la boite de gauche a partir du c W  droit permet de gherer m e  interruption B 
EnWdSortie 













Signal de donnk lue (sortie) ou Ccrite (entrde) 
Signal &activation de la puce 
Signal &activation de la sortie 
Signal d'ecriture 
Signal d'activation des skmaphores 
Signd d'intermption gCndr6 A I'hxiture d'une boite 
a m  lettre 
Signal indiquant que la location acctdee est occupde 
gauche. Une lecture subGquente a cette b i te  a partir du c6td gauche permet de 
ddsac tiver 1 'interruption. 
Les semaphores sont aussi des espaces mdmoires spdciaux, mais en dehoa de 
l'espace d'adressage dgulier (activer par le signal SEM). Lorsqu'un cat6 Qrit 0 dans 
m e  dmaphore, une lecture subskquente de cette sdmpahore indiquera me prise de 
contr6le (dombes a 0). Si l'autre c6t6 f i t  dam cette meme s&maphore, la lecture 
subsdquente n'indique pas une prise de contrdle (donnee pas a 0). Pour litkrer une 
sdmaphore, il faut lui h i r e  1. Alors, le port oppo J peut en prendre le contde. 
I1 est possible d'avoir de I'arbitration interne. Si le signal MS est ii 1, la memoire 
empikhe dew ecritures simultandes a me meme location en s+5lectionnant un port 
gagnant. Le signal BUSY (sortie) du port perdant est alors active. Si le signal MS est 
a 0, les signaux BUSY sont des entmies et l'arbitration est exteme. Si plusieurs 
memoires sont mises en parallele, il faut s'assurer que les rc5sultats d'arbitration des 
mhoires sont les rnsmes. Pour ce faire, il est suggdrer que determiner un maitre 
(signal MS & 1) et d'utiliser les signaw BUSY du maitre pour arbitrer les autres 
m6moires (MS a 0). La figure 3.7 montre cette architecture. 
Tableau 1.2. Param&tres de la DPRAM 
Selon le manufacturier, les memoires peuvent diffCrer. Entre autre, les dblais varient 
beaucoup d'une mdmoire & l'autre. Dam l'interface d6velopp6eY les ddlais utilisds 
dtaient les mtmes que la memoire IDT7009L15 de IDT, DPRAM CMOS de 17 bits 
d'adresse et 8 bits de domdes (128K.8). Le Tableau 1.6 dome certains param&res, 
leur description et leur valeur pour la memoire selectionnt5ee 
Tableau 1.3. Mode de fonctionnement d'une DPRAM 
1.2. SRAM 
Cette annexe ddcrit la mhoire  SRAM a simple port du modele Seamless. D'abord, le 
Tableau 1.4 donne la description des ports et te Tableau 1.5 les modes de 
fonctionnement. Les attributs du modele Seamless sont la grandeur du bus de 
dondes (1 a 8 et 16-24-32) et du bus d'adresse (1 32). L'kriture set l'dcriture se 
fait sur les m h e  fronts que la mdmoire dude. 
Tableau 1.4. Description des ports d'une SRAM 
Tableau L5. Modes de fonctionnement de la SRAM 
Selon le manufacturier, les delais et sp&ificatioas des memoires varient. L a  d6lais 
choisis sont ceux de la memoire IDT71V416L de IDT, SRAM statique CMOS 3.3V 
de 18 bits d'adresse et 16 bits de domks (256Kx16). Le Tableau 1.6 donne certains 
param&res, leur description et leur valeur pour la mhoire sdectionn6e. 





Cette annexe dome les elements de base pour comprendre le fonctiomement de la 
memoire FIFO du modkle Seamless. D'abord, le Tableau 1.7 dome la description des 
ports et le Tableau 1.7 les modes de fonction~lementt. Les attributs du modkle 
Seamless sont la grandeur du bus de domees (1 a 8 et 16-24-32), la profondeur de la 
FIFO (0 a 256), ainsi que les barieres pour la gdndration des indicateurs. 
Tableau 1.7. Description des ports de la FIFO 
Temps d'une lecture 
Temps d'acces l'adresse et au dlecteur de puce 
I AEF, AFF I 1 I I 
10 
10 
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Temps entre OE bas et la sortie valide I 5 
Taw 
Twp 
Temps entre adresse, sdlecteur de puce ou WE valide et fin ecriture 
Temps donn&s vdides et fin de l'&riture 
8 
5 j 
Le fonctionnement de la FIFO est simple, l'kriture se fait d'un cat6 et la lecture de 
l'autre. Les signaw WE et D sont utiIis6 pour faire l'kcriture et les signaux RE et Q 
pour la lecture. Les delais typiques utilids sont de 15 as. Des indicateurs sont 
disponibles pour permettre de savoir Mat de la FIFO. Une lecture dans m e  FIFO 
vide et uw e c r i m  dam m e  FIFO pleine ne sont jamais eflectuees. 


J.2. Exempk de code afisembkur pout ics routines d'intermptions 
L'exemple donne est simple et perrnet de voir la base d'une routine d'interruption. 
Sedement dew registres sont utilises, deux routines d'interruptions sont possibles et 
les boites aux lettres extemes n'existe pas. 
; ; Enregistremeat du contexte actuel 
STMDB sp!,{Rl2) 
STMDB sp!, {Rl 1 ) 
STMDB sp!, (R10) 
;; identification du numero de la routine et de sa provenance 
;; provient-elle d'une b i t e  a u  lettres 
MOV R12, #Mailbox-add 
LDR RlI ,  [R12] 
;; Cteindre I'intemrption 
MOV R10, #Writ& 
STR R10,m12] 
;; si I'interruption vient d'une boite, on exdcute la routine appropnee 
CMP Rll,#Int_l 
BEQ premierereroutine 
CMP R 1 1, #Int-2 
BEQ deuxieme-routine 
;; si l'interuption ne vient pas d'une boite aux lettres 
MOV R12, #Treated 
LDR Rl l ,m12]  
AND RlO,R11,#Lnt-1 
CMP R10, #Int-1 
BEQ premiere-routine 
AND R10, R11, #Int-2 
CMP R10, #ht-2 
BEQ deuxieme-routine 
; Au cas ou aucune interruption n'est identifide 
; le contexte doit &re restaurd 
BEQ restauration 
testavation 
MRS R11,SPSR ; Pickup CPSR again 
ORR R 1 Z,R11 ,#F-Bit ; Build lockout value 
MSR SPS-1 ; Lockout interrupts 
LDMlA sp, {rl 1 4 2 )  ; restore registers 
SUBS pc,lr,#4 ; return to the point of the intemrpt 
premiere-routine (deuxi&me routine semblable mais appelle m e  routine C diffdrente) 
;; indiquer que I'intemption est en traiternent 
MOV R 1 2, #Treated 
MOV Rl 1 , #Int_l 
STR R11,[R12] 
; m6moriser le reste des registres 
STMDB sp!, {RO-R9) 
MOV RO, Ir 
STMLlB sp!,{RO) 
; appeler la routine C 
BL int 1 ; Call the intempt handler 
; restaurer contexte 
MOV R12, #Treated 
MOV Rl 1, #Write0 
STR R l l , ~ 1 2 )  
BEQ restauration 
J.3. Bane de test gCnCnteur de requetes 
Voici le banc de test permettant de simuler une interface maitre. D'abord, la structure 
des dements du tableau utilid est domees, puis le code VHDL est fournit. 
Tableau J. 1. Structure du tableau du le banc de test 
4.5.3.1. Code VHDL d'un module du banc de test 
-processus permettant de faire les requetes VCI (vdrifcation de l'interface esclave) 
envoieg : process 
variable position-envoie : integer; 
be& - initialisation 
Targvci-cmdvaI <= '0'; 
Targvci-addr <= (others => '0'); 
Targvci-be <= (others => '0'); 
Tatgvci-cmd<=(other => '0'); 
Targvci-eop<='O'; 
Targvci-wdata<=(others => '0'); 
fin-interruption <= '1'; 
wait uoti.I(nrst = '1'); 
- apds un coup d'horloge apds la restauration, les 
- requBte cornmencent & etre envoy& 
position_envoie := 1 ; 
wait unti1 (vci-ck'event and vci-clk = '1 '); 
- la boucle est travede taut que tous les envoies du tableaux 
- ne sont pas kits 
envoie-loop : while position-envoie <= MAX-ENVOIE loop 
- d o n  I'envoie I 'amte est plus ou moins Iongue 
- avant d'envoyer Ie val 
itl(vci-sig(position-envoie)-VAL-Am > 0) then 
attente-vd : for i in 1 to vci-si-sition-envoie).VAL-ATT loop 
Targvci-andVal<= '0'; 
wait until (vci-cut'event and vci-ck = ' 1'); 
end loop attente-4; 
end if; 
- communication avec 1e module de dception pour 
- indiqwr une interruption effacde 
iqvci-sig(position-envoie).INT-CLEAR = 1) then 
!in-interruption <= ' 1 '; 
else 
fin-intemption <= '0'; 
end if; 
- A partir des donab  du tableaux, les signaux de requete sont identifies 
- il est impossible de repdsenter un signal de 32 bits en hexaddcimal et donc 
- deux siguaux hexadtkimaw de 16 bits sont raboutes pour obtenir I'adresse 
-- de 32 bits 
Tatgvci-addr <= CONV_LONG~ilUTEGER(~ci~sig(position~envoie)-ADRESSE2, 
vci-sig(position-envoie). WDATA I); 
- m e  note est affichk pour indiquer le numero de I'envoie 
assert false report "Envoie "&to-string@osition_envoie,3)gt" done" severity NOTE ; 
-message pour intemption vers ext6rieur par MB 
assert (noqvci-sig@osition_envoie).INTTENABLE and intenuption = '1 3) report 
"Bonne generation d'interruption : "&totoString@osition-envoie,3) severity NOTE ; 
assert (vci-sig(position-envoie).INT-ENABLE and interruption = '1 3 report "Eneur de 
generation d'intemrption : "dktoO~g(position_envoie,3) severity ERROR ; 
assert (not(vci~sig@osition~envoie).INTINTDISABLE and interruption = '0')) report 
"Bonne clear d'intermption : "&to-string@osition_envoie,3) severity NOTE ; 
assert (vci-sig(position_envoie).INT_DISABLE and interruption = '0') report "Erreur 
du clear &interruption : "&toeflUPtiStriag(position_envoie~) severity ERROR ; 
- augmentation du numero de l'envoie 
position-envoie F position-envoie + 1 ; 
- attente du coup d'hologe suivant 
wait until (vci-clk'event and vci-clk = '19; 
- attente de dception du ack avant de poursuivre 
attente-ack: while (Targvci_cmdack = '09 loop 
wait until (vci-clk'event and vci-clk = ' 1 7; 
end loop attente-ack; 
end loop envoie-bop; 
- remise des signaux 's 0 
Targ-vci-cmdval<= '0'; 
Targ-vci-addr <= (others => '0'); 
Targ-vci-be! <= (others => '09; 
Tarcvci-cmd<=(others => '0'); 
Tar~vci-eop<='O'; 
Targvci-wdatac=(others => '09; 
wait; 
end process envoieq; 
- processus pennettant de verifier la vaieur des sorties 
reponseq : process 
variable position-reponse : integer; 
begin 
wait until(nrst = ' 1'); 
position-reponse := 0; 
reponse-loop : wide position-reponse < MAX-ENVOLE loop 
- on attend d'abord au moins une montee d'horloge 
wait until (vci-ck'event and vci-clk = '1'); 
wait until (int-ck'event amd int_clk = '19; 
wait until (int_ck'event and int-clk = '1'); 
- on continue a attendre tant que l'on a pas le val 
attente-val : while (Targvci-rspval= '0') loop 
wait until (vci-clk'event and vci-clk = '13; 
wait until (iit-ck'event and mt-clk = '1'); 
wait until (i-clk'event and ht-cik = '13; 
end loop attente-val; 
position-reponse := position-reprise + 1; 
- celon le numero de la reponse, on attend un certain nombre de cycles - avant de genere le ack 
iqvci-sigwsition-rep01lse)ACK-ATT > 0)  then 
attente-ack : for i in I to vci-sigwition-repollse).ACK-An loop 
Targ-vci-rspack <= '0'; 
wait until (vci-ck'event and vci-clk = '1'); 
wait until (kt-ck'event and i n t c k  = 'I '); 
wait until (kt-clk'event and intclk = 'I 7; 
end loop attente-ack; 
end i c  
-on peut envoyer le ack 
assert (Tar~vci-rspval = '1") report " Problem with the rspval generation" severity ERROR; 
Targvci-rspack <= '1 '; 
- on genere des message d'erreur si mauvaises repowes 
assert (Targv~i~rdata A -
COW~LONG~INTEGER(vci~sig@o~ition~repo11~e)~ATA2,vci~~ig(positi0n~repotl~e)~ATA 1)) 
report "Read data erreur a I'envoie : "&to - strhg(position-mponse,3) 
severity ERROR ; 
assert (Targ-vci-reop = vci-sig@osition-reponse).REOP) 
rrport "End of packet dam. erreur a I'envoie : 
"&to~string@ositiontrintepnse,3) severity ERROR ; 
assert (Targvci-renor = vci-sigesition-repome).RE=OR) 
report "Error generation erreur a I'envoie : 
"&to-string@osition_reponse,3) severity ERROR ; 
- on genere une note si on n'a pas d'erreur de reponses mais 
- mais seulement pour la d o ~ e e s  
assert (Targvci-rdata /= 
COW~LONG~~TEGER(vci~sig@osition~repoll~e)~RDATA2,vci~sig(position~teponse)-~ATA 1)) 
report "Good read data a I'envoie : "&to-string(position-reponse,3) 
severity NOTE ; 
end loop repose-loop; 
- remet les signaux a 0 
Targ-vci-rspack <= '0'; 
wait; 
end process reponseg; 
