Linear mixed effects models (LMMs) are a popular and powerful tool for analyzing clustered or repeated observations for numeric outcomes. LMMs consist of a fixed and a random component, specified in the model through their respective design matrices. Checking if the two design matrices are correctly specified is crucial since mis-specifying them can affect the validity and efficiency of the analysis. We show how to use random processes defined as cumulative sums of appropriately ordered model's residuals to test if the functional form of the fitted LMM is correctly specified. We show how these processes can be used to test goodness-of-fit of the functional form of the entire model, or only its fixed and/or random component. Inspecting plots of the proposed processes is shown to be highly informative about the potential mis-specification of the functional form of the model, providing clues for potential improvement of the model's fit. We show how the visual inspection can be objectified by using a novel procedure for estimating p-values which can be based on sign-flipping/bootstrap or simulations and show its validity by using theoretical results and a large Monte Carlo simulation study. The proposed methodology can be used with LMMs with multi-level or crossed random effects.
Introduction
Assume a (single-level) linear mixed effects model (LMM) [Laird and Ware, 1982] ,
where y i = (y i1 , . . . , y in i ) T , y ij , i = 1, . . . , n, j = 1, . . . , n i is the outcome for individual j within cluster i; X i is an n i × p assumed fixed design matrix of the fixed effects β = (β 1 , . . . , β p ) T with full rank, Z i is an n i × k assumed fixed design matrix of the random
D is positive-definite k × k matrix, and i = ( i1 , . . . , in i ) T is random noise, i ∼ N n i (0, σ 2 I n i ), where N d (·) denotes a d-dimensional multivariate normal distribution and I d is a d × d identity matrix. b i and i are assumed independent. Letβ andb i denote the estimators of β and b i , respectively. Let N = n i=1 n i denote the total sample size. We assume throughout that n i=1 (n i − k) > 0 and at least one Z i has full rank so that the model is identifiable for D and σ 2 [Demidenko, 2005] . Checking if the assumed LMM is correctly specified is important since model mis-specification affects the validity and efficiency of regression analysis. The most commonly used techniques for assessing the goodness-of-fit for LMMs are graphical tools such as residual plots Bates, 2000, Wu, 2009 ]. These procedures are highly subjective and often completely uninformative. Loy et al. [2017] derived an approach based on the concept of visual p-values [Majumder et al., 2013] to make such plots less subjective. Having to rely on human experts observing the plots is however impractical. While there are numerous formal tests to check the distributional assumptions of model (1) [Jiang, 2001 , Ritz, 2004 , Claeskens and Hart, 2009 , Efendi et al., 2017 , only few tests are available for checking its functional form. Tang et al. [2014] derived a test statistic for the functional form of the fixed effects. The test involves a partition of the fixed effects design matrix. The performance of the test depends on the choice of partition and can be poor if the partition is not selected appropriately. Lee and Braun [2012] use a permutation approach for the inference regarding the inclusion or exclusion of the random effects in the LMMs. They show that with small to moderate samples this leads to correct inference, whereas using Wald, score, and likelihood ratio tests [Self and Liang, 1987 , Stram and Lee, 1995 , Drikvandi et al., 2012 does not. Pan and Lin [2005] propose to test the functional form of generalized LMMs (GLMMs) by considering cumulative sum (cusum) of ordered residuals. For LMMs this approach has no power against alternatives where the fixed effects design matrix is correctly specified but the random effects design matrix is not. To the best of our knowledge there is no test available for testing the functional form of the entire LMM, i.e. to test the correct specification of the fixed and random effects design matrices. We propose to base the tests for the null hypothesis H O 0 : functional form of model (1) is correctly specified, by inspecting the following cusum process,
where I(·) is the indicator function, y I i := (ŷ I i1 , . . . ,ŷ I in i ) T = X iβ − Z ibi are individual predicted values and e C,S i = (e C,S i1 , . . . , e C,S in i ) T =Ŝ i e C i are transformed residuals, e C i , weighted by some n i × n i weight matrix,Ŝ i . We will show in the paper how, with a reasonably large n or some assumptions on the fixed and random effects design matrices, individual residuals, e I i := (e I i1 , . . . , e I in i ) T = y i − X iβ − Z ibi , can be transformed in such a way that, when the functional form of the fitted LMM is correctly specified, the transformed residuals and predicted values will be uncorrelated, whereas this will not hold when the functional form is mis-specified. Under H O 0 the process W O N (t) is expected to fluctuate around zero and test statistic, T , can be any function mapping to the positive part of the real line such that large values give evidence for the lack-of-fit. It is essential to use individual predicted values in the definition of W O N (t), but individual residuals could also be replaced with cluster residuals,
requiring a different transformation.
To test the null hypothesis, H F 0 : functional form of the fixed effects part of model (1) is correctly specified, we define the following process,
are individual residuals weighted by some n i × n i weight matrixŜ i . Note the use of different ordering, which enables investigating only the fixed effects part of the model. We will show that when the fixed effects design matrix is correctly specified, the process W F N (t), is expected to fluctuate around zero even when the random effects design matrix is mis-specified. A similar process as (3) was considered by Pan and Lin [2005] where (standardized) cluster residuals are used instead of (standardized) individual residuals. We will explain how the process defined in Eq. (3) can be modified to check the goodness-of-fit of any subset of the fixed effects design matrix. This was considered also by Pan and Lin [2005] , but when considering subsets of more than a single fixed effects covariate at a time, their approach is computationally more demanding since it requires multivariate ordering hindering also the visual presentation. Using random processes constructed as cumulative sum(s) of the model's residuals for goodnessof-fit testing is common for linear models (LM) [Christensen and Lin, 2015 , Lin et al., 2002 , Stute et al., 1998a , Diebolt and Zuber, 1999 , Su and Wei, 1991 , Fan and Huang, 2001 , Stute et al., 1998b , Blagus et al., 2019 and was used also for marginal models (MMs) [Lin et al., 2002] and single-level GLMMs [Pan and Lin, 2005] . The challenging part for all applications of the cusum processes in this context is obtaining the null distribution of T . Given the complexity of the problem introduced by the dependence among the residuals asymptotic distribution for even the most trivial test statistics is analytically intractable. In LMs the null distribution of the test statistics is obtained by using bootstrap [Stute et al., 1998a] , simulations [Su and Wei, 1991, Lin et al., 2002] or permutations [Blagus et al., 2019] . The simulation approach was used also for MMs [Lin et al., 2002] and single-level GLMMs [Pan and Lin, 2005] . We show how to use sign-flipping [Winkler et al., 2014] , wild bootstrap [Stute et al., 1998a] and simulations to correctly approximate the null distribution of the proposed processes. We also propose a novel, more powerful simulation approach. While we, for brevity of the presentation, only consider single-level LMMs, the proposed methodology can straightforwardly be extended to multiple and multi-level random effects. Note that we are not interested in the distributional assumptions of model (1) . Throughout the paper we refer to H O 0 and H F 0 simply as H 0 where the referenced null hypothesis should be understood from the context. The rest of the paper is organized as follows. First, we introduce some additional notation. Then we present the proposed methodology for testing the functional form of LMMs, show its asymptotic validity under the null and alternative hypotheses and showcase the finite sample performance by a selection of Monte-Carlo simulation results. An application to real data example is then given and the paper concludes with a summary of the most significant findings and possibilities for future research.
Notation, definitions and estimation for (single-level) LMMs
Let θ(X i ) be the marginal mean of the correctly specified LMM,
and let ψ i be the respective marginal variance,
The correctly specified model is then
where ξ 1 , . . . , ξ n are independent with E(ξ i ) = 0, i = 1, . . . , n, and var(ξ i ) = ψ i . Rewrite the assumed LMM given in (1) as
where y = (y 1 , . . . , y n ) T , X = (X 1 , . . . , X n ) T is a N × p design matrix of the fixed effects, Z, a N × nk block diagonal with i-th diagonal block equal to Z i , is the design matrix of the random effects, b = (b 1 , . . . , b n ) T is a nk-vector of random effects and = ( 1 , . . . , n ) T is a N -vector of random errors. For known marginal covariance matrix
the estimates of the fixed effects,β, are obtained by using generalized least squareŝ
The unique parameters in V i are estimated either by the method of maximum likelihood (ML) or restricted ML (REML).The estimates are then obtained by an iterative procedure, where at each step the marginal covariance matrix is estimated and corresponding fixed effects estimates are calculated until convergence. Based on the fitted LMM, the Best Linear Unbiased Predictors (BLUPS),b i are obtained from
where the unknown quantities are replaced by their respective estimates. DefineĜ i , a consistent estimator of
which is obtained by replacing the unknown quantities in (4) with their respective consistent estimators,D andσ 2 . Observe thatĜ i is symmetric and that, when the random effects are estimated by using the (estimated) BLUPS,
Transformed residuals used in equation (2) are defined as
where e I = (e I 1 , . . . , e I n ) T ,b = (b 1 , . . . ,b n ) T andÂ andB are respective consistent estimators of block matrices
and
whereŷ I = (ŷ I 1 , . . . ,ŷ I n ) T , V is N × N block diagonal matrix with i-th diagonal block equal to V i and whereB + denotes the Moore-Penrose inverse ofB (observe thatB is not invertible).
where ⊗ is the Kronecker product. Then, using (5), we obtain
where e P = (e P 1 , . . . , e P n ) T andĴ is a consistent estimator of J obtained replacing the unknown quantities in (9) with their respective consistent estimators. Define
where X ij and Z ij , i = 1, . . . , n, j = 1, . . . , n i are the j-th rows of the fixed and random effects design matrices, respectively and 1 = (1, . . . , 1) T is a n i -vector of ones. Let χ(z, β, b) = (χ 1 (z, β, b 1 ), . . . , χ n (z, β, b n )) T . Recall that the residuals are standardized by some weight matrix,Ŝ i , which if properly defined can increase the convergence rate and power [Pan and Lin, 2005] . Let S be a N × N block diagonal matrix, with i-th diagonal block equal to S i and letŜ be a consistent estimator of S. We usedŜ i =V −1/2 i ; other definitions are also possible but were not investigate here in more detail (see supplementary information).
Various aspects of goodness-of-fit of the functional form for fitted LMMs
There are three aspects of goodness-of-fit of the functional form for LMMs. The first is the correct specification of the functional form of the entire fitted model. Are the assumed design matrices for the fixed and random effects correctly specified? This can be answered by inspecting W O N (t). Second, given the assumed random effects structure, is the assumed design matrix for the fixed effects correctly specified? This can be answered by inspecting W F N (t). And third, given the assumed design matrix for the fixed effects, is the assumed design matrix for the random effects correctly specified? Importantly, it turns out that it is not necessary to answer the last question directly, which in fact would be very difficult. We formally prove that when the fixed effects design matrix is correctly specified, the test based on the process W F N (t) will be robust against mis-specification of the random effect design matrix. Intuitively, this should hold since the estimator of β is consistent given only the correct specification of the fixed effect design matrix [Zeger et al., 1988] . Therefore, when there is enough evidence to reject the goodness-of-fit of the entire model but at the same time there is no evidence against the goodness-of-fit of the fixed effects part of the model, this implies mis-specification of the random effects part of the model. The proposed processes, W O N (t) and W F N (t), can be visualized by plotting them against t from were it is possible to (subjectively) assess the adequacy of the fitted model by comparing the observed process with random realizations of the processes under H 0 and can be objectified by calculating p-values for some reasonable test statistics. We show later how this can be obtained by using sign-flipping/bootstrap or simulations. For the second question the process can be modified by defining
where X ij,l is the l-th column, l ⊂ {1, . . . , p}, and j-th row, j = 1, . . . , n i , of the design matrix X i , i = 1, . . . , n, and the sum extends only over some subset of the column's of the fixed effects design matrix. When using W F S (t) one tests for a possible lack-of-fit which is only due to the specified fixed effects covariates (by inspecting W F S (t) it is also possible to detect an omission of an important interaction effect, see Blagus et al. [2019] ). All the processes can be modified by taking the sum only within a window specified by some positive constant c > 0 as proposed by Lin et al. [2002] . E.g. in (2) one could use I(t − c <ŷ I ij ≤ t). The constructed random processes tend to be dominated by the residuals with small fitted values, which can potentially lead to a loss of power [Lin et al., 2002] . While specifying a meaningful value of c could potentially improve the power of the proposed tests, this was not considered here. The following (iterative) approach is then proposed to check if the functional form of the fitted LMM is correctly specified. First, plot W O N (t) and W F N (t) (and if necessary W F S (t)) along with their null realizations and obtain p-values. If none of the p-values is significant and the observed processes are similar as their null realizations, there is not enough evidence against the goodness-of-fit. If only the p-value based on W O N (t) is significant, this indicates the mis-specification of the assumed form of the random effects. In any other case, fixed and/or random effects design matrices might be mis-specified. In the last case, first correct the fixed effects part of the model, i.e. find the model for which the p-value based on W F (t) is no longer significant. Here one can use the process W F S (t) to detect the covariate (or a set of them) which is causing the lack-of-fit. The result of Lin et al. [2002] showing the representative cusum processes when mis-specifying the functional form of the fixed effects in specific way, can be helpful and the p-values can be complemented also by using directional tests, e.g. Wald test. When there is no more evidence against the lack-of-fit for the assumed fixed effects part of the model, check W O N (t). If it still shows a significant decline from the assumed model, this implies mis-specification of the random effects design matrix. Here the p-values based on the process W O N (t) can be complemented by using directional tests, e.g. the tests proposed by Lee and Braun [2012] , to help specifying the form of the random effects design matrix until there is no more evidence for the lack-of-fit of the entire model. We illustrate the proposed approach on a simulated example where the outcome was simulated from
where
There were n = 50 clusters and for each there were n i = 25 subjects. Different processes are shown in Figure 1 (black lines); gray lines are 500 random processes, obtained when using the proposed procedure based on sign-flipping (it is explained in section 4 how to obtain the gray curves and the p-values).
First, we fit the model with the fixed effect covariate and a random intercept,
In Figure 1 , panel (B) we show the process W F N (t) for model (12) from where we can with the help of results presented in Lin et al. [2002] , deduce that a quadratic effect of the fixed effect covariate should be included in the model. Hence we next fit the following model,
The process W F N (t) for model (13) is shown as a black curve in Figure 1, panel (D) . We can conclude that the fit of the fixed effects part of the model is satisfactory. The process W O N (t) for model (13) ( Figure 1 , panel (C)) still shows a significant decline from the assumed model, and we can deduce that the random effect part of the model is not correctly specified. We then fit the model where we add a random slope,
The processes W O N (t) and W F N (t) for model (14), shown in figure 1, panels (E) and (F), respectively, show no decline from the assumed model, hence we deduce that the fit of the model (14) is satisfactory. When considering only W O N (t) it is difficult to distinguish whether the lack-of-fit was due to fixed or random effects part of the model (or both). E.g. in the example the plots in Figure  1 , panels (A) and (C) are very similar. Hence it is crucial to consider W O N (t) in combination with W F N (t) and make conclusions based on the former when the later shows no deviations for the assumed fixed effects part of the model. In supplementary information we show the standard plot of (standardized) residuals versus fitted values for models (12), (13) and (14), a default plot option in the R's nlme package [Pinheiro and Bates, 2000] . It would take an experienced eye, or some imagination, to be able to distinguish between different plots and to decide which plot actually belongs to the correctly specified model. (12), (14) and panel (F): W F N (t) for model (14) . Gray lines are the processes obtained by using 500 random sign-flips. The p-values are for the KS and CvM test (the smallest possible estimated p-value was 1/501 = 0.002).
Approximating the null distributions of the proposed processes
Here we show how to approximate the null distributions of the proposed processes and how to estimate p-values. Define 
, is found using Cholesky decomposition and where Π i can be any n i × n i random matrix, such that E(Π i ) = 0 and var(Π i ) = I n i . E.g., Π i can be the sign flipping matrix [Winkler et al., 2014] as used in this paper, but it could also be a matrix constructed for wild bootstrap procedure as considered by Stute et al. [1998a] for LMs or a diagonal matrix with random standard normal deviates on the diagonal. We estimate p-values by
for the original processes and their null approximations, respectively and where g(·) is some function mapping to the positive part of the real line so that large values give evidence against H 0 . The p-values for the Kolmogorov-Smirnov (KS) and Cramer-von Mises (CvM) type test statistics for the overall test which were considered here, were defined as
The use of the proposed test statistics is justified for W F N (t) (W F S N (t)) after noting that under H 0 the residuals and cluster predicted values are uncorrelated,
thence the process is expected to fluctuate around zero when H 0 holds. To show that this also holds for W O N (t) is more arduous. In general the residuals and individual predicted values are correlated cov(e I i ,ŷ I i ) = 0 and cov(e P i ,ŷ I i ) = 0, i = 1, . . . , n, thence using untransformed individual (or cluster) residuals when constructing the process W O N (t) would yield a process which even under H 0 does not fluctuate around zero. Therefore, we transform the residuals (see Eq. (6)) in such a way that under H 0 , they are uncorrelated with the individual predicted values (we show in the supplementary information an alternative approach where we do not transforms the residuals and construct the process directly from individual or cluster residuals but we show that this approach lacks a nice visual presentation and can be conservative). To show that this holds, we first prove a general result for the Moore-Penrose pseudo inverse which can be applied to symmetric matrices, and then specialize it to our example (the proofs are given in the supplementary information). where 0 is a q × q matrix of zeros. Theorem 1. Let A and B be as defined in (7) and (8), respectively. The equality
where 0 is a N × N matrix of zeros, holds if any of the following conditions are satisfied
. . , n and matrix X has a column of ones and all other columns are orthogonal with respect to the column of ones.
Due to identifiability constraint, we know that in our setting, condition (i) cannot hold. Condition (ii) holds when for i = 1, . . . , n, the design matrix Z i includes at least all columns of the design matrix X i . Condition (iii) can be applied to models with only a random intercept. Definingẽ The above result also holds when defining the process based on transformed cluster residuals (see supplementary information). The next results will show, however, that when n → ∞ equality (15) applies for general design matrices X and Z, thus showing that for a large n the process W O N (t) is, under H 0 , expected to fluctuate around zero also for general design matrices X and Z.
Lemma 2. Assuming that there exists a number α < ∞ such that 0 < ||H|| 2 < α, then in the limit, when n → ∞, A and B are block diagonal, with the i-th diagonal elements being equal toÃ
Theorem 2. LetÃ i andB i be as given in Lemma 2. Theñ
where 0 is a n i × n i matrix of zeros.
Observing that in the limit, when n → ∞, A and B are block diagonal, allows an alternative, computationally more efficient definition of the process W O N (t) which according to Theorem 2 will, for a large n, under H 0 , also fluctuate around zero, where the later are obtained by refitting the LMM to y m i , re-estimating the matrices A i and B i for each m. Observe that the limit expressions, as n → ∞, of matrices A i and B i are the same as given for matricesÃ i andB i as defined in Lemma 2, hence as n → ∞, the estimates of A i andB i could equivalently be used instead and re-estimating them for each m would not be necessary. However, our simulation results show that using the estimates of A i and B i and re-estimation for each m leads to faster convergence rate (data not shown). Refitting the LMM for each m can however be computationally demanding with large n and/or complex models. It is possible to define the processes so that refitting the LMM in each step m = 1, . . . , M is not necessary. Let e(M 1 , . . . , M n ) = (e 1 (M 1 ), . . . , e n (M n )) T ,
where M 1 , . . . , M n are independent standard normal random variables as used by Pan and Lin [2005] for single-level GLMMs and considered in this paper, but they could also be independent and identically distributed such that E(M i ) = 0, var(M i ) = 1 and |M i | ≤ c < ∞, for some finite c, obtained for example by using sign-flipping or the wild bootstrap. Then we define
where χ i (·) is defined in Eq. (10) andĴ i is the estimator of the i-th diagonal block of J defined in (9) obtained from the original fit. Note that for each i the same realization of the random variable M i is used for all j = 1, . . . , n i . Potentially more powerful approach is to define e(Π 1 , . . . , Π n ) = (e 1 (Π), . . . , e n (Π)) T ,
where Π i is a random n i × n i matrix as defined previously. The processes are then defined as
For the process W F S ,m N (t) similar definitions as for W F,m N (t) are used by appropriately specifying χ i (z, β, b i ). The p-values would then be estimated in exactly the same manner as described before. We refer to the approach where the LMM is refitted in each step m = 1, . . . , M as the sign-flipping/bootstrap approach and as (novel) simulation approach where the LMM is not refitted using (a different) the same realization of the simulated random variable within each cluster. We would proceed similarly for two-(or more-)level LMMs. The methodology developed here can be used also for crossed random effects structures by using the fact that they can alternatively be represented as the random-effects structure corresponding to a single-level model (see Pinheiro and Bates [2000] , page 165 for more details). In the supplementary information we illustrate an extension to two-level LMMs.
Asymptotic convergence of the cusum random processes under H 0
Here we show the asymptotic convergence of the proposed processes under H 0 , when for some fixed and finite n i , i = 1, . . . , n, n → ∞. We will assume that D is a known positivedefinite matrix and σ 2 a known constant. Asymptotic convergence of a similar process as W F N (t) was studied by Pan and Lin [2005] , also in a more general setting where D and σ 2 are consistently estimated. By following the arguments presented in Pan and Lin [2005] , the results presented here could be extended to the setting with unknown D and σ 2 with some additional notational inconvenience. Note that by assuming known D and σ 2 , the identifiability constraint is not required here. We consider in more detail the convergence of W O N (t) and W F N (t) along with their respective null approximations,W O,m N (t) ,WÕ ,m N (t) and WÔ ,m N (t) and W F,m N (t), WF ,m N (t) and WF ,m N (t). Using the arguments presented in Pan and Lin [2005] and Lemma 2, convergence of W O N (t) follows from the convergence ofW O N (t) (by a similar argument convergence of W O,m N (t), WÕ ,m N (t) and WÔ ,m N (t) follow from the convergence ofW O,m N (t),WÕ ,m N (t) andWÔ ,m N (t), respectively). Convergence of the process W F S N (t) can be established similarly as for W F N (t) by appropriately specifying χ i (t, β, b i ), but is not included here for brevity. To facilitate theoretical investigation, we extend the processes over the entire real line, so that they are elements in the Skorokhod-space D[−∞, ∞]. Some assumptions are made in order to assure stochastic equicontinuity of the processes. We also make some assumptions on the norms of the fixed matrices and moments of random vectors. For brevity the assumptions and proofs are stated and discussed in the supplementary information. The following theorem establishes the convergence of W F N (t), see Pan and Lin [2005] for an alternative proof. Theorem 3. Under H 0 and assumptions stated in the supplementary information, with probability one, the process W F N (t) converges in distribution to a zero-mean Gaussian process
where X ij , i = 1, . . . , n, j = 1, . . . , n i is the j-th row of the fixed effects design matrix and 1 = (1, . . . , 1) T is a n i -vector of ones.
Next we show that the processes W F,m N (t), WF ,m N (t) and WF ,m N (t) provide valid null approximations of the process W F N (t), see Pan and Lin [2005] for an alternative proof for WF ,m N (t) for the special case when M i are independent standard normal random variables. Theorem 4. Under H 0 and assumptions stated in the supplementary information, with probability one, conditionally on data, the processes W F,m N (t), WF ,m N (t) and WF ,m N (t) converge in distribution to a zero-mean Gaussian process
and where K N (t, s) is as defined in Theorem 3.
The result of Theorem 4 holds also when for W F,m N (t) the residuals are ordered by fitted values in step m. In contrast, the result of Theorem 4 does not hold when Π i is the permutation matrix since the limiting covariance function is not the same as defined in theorem 3. For the same reason the result also does not hold defining
when constructing W F,m N (t), nor replacing L i Π i L −1 i e P i in the definition of WF ,m N (t) by Π i e P i (see supplementary information). We continue showing the convergence ofW O N (t), where we need to additionally assume that ξ i , i = 1, . . . , n are independent multivariate normal. This assumption is required in order to establish that for each i = 1, . . . , n and every t, the transformed ξ i s and χ i (t), are independent.
Theorem 5. Let ξ i , i = 1, . . . , n be independent multivariate normal with E(ξ i ) = 0 and var(ξ i ) = V i , i = 1, . . . , n. Under H 0 and assumptions stated in the supplementary information, with probability one, the processW O N (t) converges in distribution to the zero-mean
whereJ i is the ith diagonal block of J defined as in (9) (t, β, b i ). Here we assume thatD andσ 2 are some consistent estimators and that n i , i = 1, . . . , n are fixed and finite such that the model is identifiable for D and σ 2 . Some assumptions are again made in order to establish that the processes have, under particular alternative hypotheses, in the limit, as n → ∞, continuous sample paths (see the proofs given in the supplementary information). We consider three alternative hypotheses which are formally stated and discussed in the supplementary information. Informally, the first alternative hypothesis (A1) states that the random effects design matrix is correctly specified while the fixed effects design matrix is not. The second alternative hypothesis (A2) states that the random effects design matrix is mis-specified whereas the fixed effects design matrix is not. Finally, the third alternative hypothesis (A3) states that both design matrices are mis-specified. First consider the process W F N (t). Proposition 1. Under alternative hypotheses (A1) and (A3) there exists some t such that the process 1 √ n W F N (t) converges in probability towards some non-zero constant c = 0. Under alternative hypothesis (A2), the process 1 √ n W F N (t) converges in probability towards zero for each t.
According to Proposition 1, the tests based on W F N (t) will be powerful against alternative hypotheses (A1) and (A3) but not against alternative hypothesis (A2). Put differently, the tests based on W F N (t) are sensitive to mis-specification of the fixed effects design matrix and robust against mis-specification of the random effects design matrix. Assuming multivariate normality of ξ i , i = 1, . . . , n, the following results can be proved for the processW O N (t). Proposition 2. There exists some t such that, under (A1) and (A2), the process 1 According to Proposition 2 the tests based onW O N (t) will be powerful against (A1) and (A2). We show in the supplementary material that, under (A3), the result of Proposition 2 cannot be established for the general case. However, this will pose no practical issues, since under (A3), the model mis-specification will be, based on Proposition 1, detected by inspecting W F N (t). After correcting for the lack-of-fit due to mis-specifying the fixed effects design matrix, this will then be detected inspectingW O N (t) (case (ii) of Proposition 2).
Simulation results
Here we show a set of selected simulation results. Complete simulation results, including also the same simulation design as in Pan and Lin [2005] , are shown in supplementary information. The outcome was simulated from
simulating the same number of observations in each cluster, where X ij,1 ∼ U (0, 1), X ij,2 ∼ U (0, 1), ij ∼ N (0, 0.5), b i,0 ∼ N (0, 0.25) and b i,1 ∼ N (0, σ 2 b,1 ). b i,0 and b i,1 were simulated independently and i = ( i1 , . . . , in i ) T and b i = (b i,0 , b i,1 ) T were also independent. The analysis was performed in R (R version 3.4.3,R Core Team [2014]) using the R package gofLMM (available on GitHub, rokblagus/gofLMM). The LMMs were fitted by using the function lme from the nlme package [Pinheiro and Bates, 2000] . The variance parameters were estimated by REML. For each simulated scenario we calculated the KS and CvM type test statistics based on processesW O N (t) and W F N (t) and the p-values were estimated by using M = 500 random simulations/sign-flips as described in section 4. Each step of the simulation was repeated 5000 times; the simulation margin of errors are ±0.003, ±0.006 and ±0.008 for α = 0.01, 0.05 and 0.1, respectively. Throughout, the results when using individual or cluster residuals were very similar, hence only the results for individual residuals are shown here. We only show the results for the CvM type test statistic since, in general, using CvM type test statistic was more powerful (see supplementary information).
Example I -size under normal errors and random effects
Here the outcome is simulated using σ 2 b,1 = 0.25, β 3 = 0, n = 50, 75 and for each n, n i = 5, 10, 20. The fitted model was the same as the simulated model. With large n and/or n i , the empirical size of the tests were close to nominal levels (Table 1) . With small n, the simulation approach was conservative, while our novel simulation approach using Cholesky decomposition was too liberal (more obvious when testing the goodness-of-fit for the entire LMM). Same behavior was observed, although too a much lesser extent, for the proposed approach based on sign-flipping. We find this a consequence of using an asymptotic approximation when calculating e C i , since this was not observed when using matrices A and B when calculating e C (see supplementary information). Overall, the performance of the tests, especially the one using the proposed sign-flipping approach, was satisfactory. effects part of the model) using CvM type test statistics using different procedures to approximate the null distribution (Pan -the simulation approach, Sim -the proposed simulation approach using Cholesky decomposition, SF -the proposed approach based on sign-flipping). 5 0.0000 0.0052 0.0046 0.0086 0.0080 0.0096 10 0.0008 0.0074 0.0058 0.0096 0.0076 0.0092 20 0.0014 0.0062 0.0066 0.0098 0.0092 0.0102 75 5 0.0010 0.0052 0.0060 0.0070 0.0084 0.0088 10 0.0014 0.0056 0.0087 0.0083 0.0119 0.0097 20 0.0016 0.0058 0.0078 0.0098 0.0106 0.0082
Example II -non-normal errors and random effects
Here the outcome was simulated as in section 7.1, but simulating ij , b i,0 and b i,1 independently from a zero mean gamma distribution with parameters shape and scale set to 1 and 2, respectively. The fitted model was the same as the simulated model. In this example the tests based on the simulation approach did not perform well obtaining distributions of the estimated p-values which were not uniform (see Figure 2 and Table 1 ). In contrast, the proposed approach based on sign-flipping performed very similarly as in Example I, showing its robustness against non-normal random effects and errors. Figure 2 : Empirical sizes of the cusum tests (O -test for the entire model, F -test for the fixed effects part of the model) using CvM type test statistics using different procedures to approximate the null distribution (simulation.Pan -the simulation approach, simulation -the proposed simulation approach using Cholesky decomposition, sign-flip -the proposed approach based on sign-flipping) for the example with non-normal errors and random effects.
Example III -mis-specified random effects design matrix
The outcome was simulated as presented in section 7, using σ 2 b,1 = 0.5, 1, 1.5, β 3 = 0, n = 50, 75 and for each n, n i = 10. The fixed effects part of the fitted model was correctly specified, but the random effects part included only random intercept. As suggested by our theoretical results, the empirical sizes of the tests for the fixed effects parts of the model were similar to nominal levels, demonstrating their robustness against mis-specification of the random effects design matrix. The tests for the overall goodness-of-fit of the model rejected the null hypothesis more often then the nominal level. Rejection rates were larger with larger n and/or σ 2 b,1 , with the proposed approach based on sign-flipping being the most powerful (Table 2) . ( Pan - the simulation approach, Sim -the proposed simulation approach using Cholesky decomposition, SF -the proposed approach based on sign-flipping) for the examples with mis-specified random effects and fixed effects design matrices.
Example IV -mis-specified fixed effects design matrix
The outcome was simulated as presented in section 7, using σ 2 b,1 = 0.25, β 3 = 0.5, 1, 1.5, n = 50, 75 and for each n, n i = 10. The random effects part of the fitted model was correctly specified, but the fixed effects part included only linear effects of the covariates. Empirical rejection rates of all tests were larger than the nominal level, showing that the tests are powerful against this alternative. Not surprisingly, the rejection rates when using W F N (t) were larger then when using W O N (t) ( Table 2 ).
Application
We apply the proposed methodology to the CD4 count data available in the R package JSM.
The data contain longitudinal measurements for 467 patients (in total 1405 measurements) which were randomly assigned to either zalcitabine or didanosine antiretroviral treatment. Let CD4 ij denote the CD4 cell counts for the jth measurement of individual i. Let R i denote the treatment received by individual i (1 is used for zalcitabine treatment) and let T ij denote the time at which the jth measurement for individual i was taken. With A i we denote the AIDS indicator at the start of the study (1 is used for no AIDS). We fit the following models to the data:
For each fitted model we plot, with black lines,W O N (t), W F N (t) and W F s N (t), where the subset in the last process includes all the estimated coefficients associated with variable T ij (also those where T ij is included in the interaction term) along withW O,m N (t), W F,m N (t) and W F s ,m N (t) shown as gray lines where we used sign-flipping with M = 500. The results are shown in Figure 3 . Inspection of the process W F s N (t) for Model 1 reveals that a quadratic term is missing for T ij (Figure 3, row 1, column 3) , and we can see that including the quadratic term (Model 2) has substantially improved the fit of the model (Figure 3 , row 2, columns 2 and 3). The p-value obtained from the processW O N (t) is still significant at the 0.05 level (Figure 3 , row 2, column 1), suggesting that the random effects structure is misspecified. Including also the random slope for T ij substantially improves the model's fit (Figure 3 , row 3, column 1).
Discussion and Conclusions
We showed how cusum processes can be used to test the assumed functional form of fitted LMMs. We proposed a procedure based on inspecting plots of the cusum processes ordering the transformed residuals by the individual predicted values. Ordering the residual by cluster predicted values on the other hand allows investigating the assumed functional form only of the assumed fixed effects design matrix (or some subset thereof). We showed that when appropriately transforming the residuals, the cusum process for the entire model is, with a reasonably large n, expected to fluctuate around zero when the fixed and random effects design matrices are correctly specified, while it is not when either (or both) fixed and random effects design matrices are mis-specified. In contrast, the cusum process targeting the fixed Figure 3 : Cusum processesW O N (t), W F N (t) and W F s N (t) (left, center and right panels, respectively) for different models (rows 1 to 3 correspond to Models 1 to 3, respectively), for the CD4 dataset. Sign-flipping approach. effects part of the LMM was shown to fluctuate around zero when the fixed effects design matrix is correctly specified, regardless of the (in)correct specification of the random effects design matrix. Observed fluctuations/deviations from zero can be compared and evaluated by means of p-values by using sign-flipping/bootstrap or (novel) simulation approach. The later is appealing with a large sample size and/or complex models since, in contrast to the signflipping/bootstrap approach, does not require re-estimating the LMM. It was shown theoretically that all approaches are asymptotically equivalent, however it was demonstrated by means of a large Monte-Carlo simulation study, that the approach based on sign-flipping yields better results with smaller sample size and/or non-normally distributed random effects and/or errors in terms of size while obtaining similar power. The proposed simulation approach was more powerful than the simulation approach proposed by Pan and Lin [2005] , however both approaches require a sufficiently large sample size, especially with non-normal random effects and/or errors, to achieve valid inference under H 0 . To prove the consistency of the test for the entire LMM we assumed that random effects and errors are multivariate normal, while this was not required when inspecting only the fixed effects design matrix. In the simulation study we observed that, even with a small sample size, the type I errors were not inflated with non-normal random errors and effects when using the proposed sign-flipping/bootstrap approach. Our theoretical results imply that the processes can be based on either individual or cluster residuals. In the simulation study we observed that using either option leads to very similar results. In our reanalysis of the CD4 count data from the R's JSM package we noticed, however that using cluster or individual residuals can lead to contrasting conclusions (supplementary information). While the finite sample performance of the proposed methodology with unbalanced design seems an interesting area for further research, we did not address this in more detail. The proposed tests are non-directional, hence potentially being less powerful then directional tests. However, the approach proposed here can easily be combined/supplemented by using directional tests, where the plots of the cusum processes can be used as a guide towards (the potentially more powerful) directional tests. E.g. in our simulated example, Wald test for the quadratic term of the fixed effect covariate could also be used to test if a quadratic association (implied by inspecting the plot of the cusum process) needs to be modeled, although realizing that this particular functional form for this particular covariate is suitable, would be more challenging without investigating the plot of the cusum process. The proposed methods were implemented in R package gofLMM utilizing the nlme package [Pinheiro et al., 2019] , adopting its great flexibility. At the time of preparing this manuscript the R package was still at the development stage, but we are planing to make the package available on CRAN in the near future. While we in detail considered only single-level LMMs, we showed that the proposed methodology could easily be adapted to multiple, nested levels of random effects, but at a cost of notational inconvenience. In principle the methodology presented here could be extended to GLMMs. However, further extensions to nonlinear link GLMMs could be problematic when trying to distinguish between the reasons for the (possible) lack-of-fit due to fixed or random effect design matrices.
Supplementary information
The on-line supplementary information document contains proofs of the theorems and other technical details. Complete simulation results are also shown.
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