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ON THE EXTENSIONS OF THE DARBOUX THEORY
OF INTEGRABILITY
JAUME GINE´1, MAITE GRAU1 AND JAUME LLIBRE2
Abstract. Recently some extensions of the classical Darboux in-
tegrability theory to autonomous and non-autonomous polynomial
vector ﬁelds have been done. The classical Darboux integrability
theory and its recent extensions are based on the existence of al-
gebraic invariant hypersurfaces. However the algebraicity of the
invariant hypersurfaces is not necessary and the unique necessary
condition is the algebraicity of the cofactors associated to them. In
this note it is established a more general extension of the classical
Darboux integrability theory.
1. Introduction
One of the classical problems in the theory of diﬀerential equations
is to decide when a diﬀerential system is integrable or not. There
is not a unique deﬁnition of integrability for a diﬀerential equation.
Initially, the notion of “integrability” was introduced to describe the
property of diﬀerential equations for which all local and global informa-
tion can be obtained either explicitly from solutions or implicitly from
invariants. The ﬁrst class of invariants are the constants of motion,
conserved quantities or ﬁrst integrals. Of course there are also other
invariants like integral invariants, integrating factors, Jacobi multipli-
ers, Lax pairs or Lax operators, tensor invariants, or symmetries which
give rise to diﬀerent techniques for integrating diﬀerential equations,
see for instance [1, 4, 20, 22, 29, 31] and references therein. The connec-
tions between these diﬀerent techniques are, in general, unknown and
these connections induce a very active research topic, see for example
[2, 6, 19].
In this note we focus on the integrability problem for diﬀerential
systems and in this context the notion of integrability is based on the
knowledge of ﬁrst integrals which can be represented by the combina-
tion of known functions.
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In 1878 Darboux [9] presented a simple method to construct ﬁrst
integrals and integrating factors for planar polynomial vector ﬁelds
using their invariant algebraic curves. In short he showed how ﬁrst
integrals of polynomial vector ﬁelds possessing suﬃcient invariant al-
gebraic curves can be constructed. Speciﬁcally he proved that if a
planar polynomial system of degree m has at least q = m(m + 1)/2
invariant algebraic curves then it has a ﬁrst integral or an integrat-
ing factor of the form
∏q
i=1 f
λi
i (x, y) for suitable λi ∈ C not all zero
and where fi(x, y) = 0 are invariant algebraic curves for i = 1, . . . , q.
In 1979 Jouanolou [21] showed that if q = m(m + 1)/2 + 2 then the
polynomial system has a rational ﬁrst integral and consequently all its
invariant curves are algebraic. In 1983 Prelle and Singer [30] proved
that if a polynomial system has an elementary ﬁrst integral, then this
ﬁrst integral can be computed by using the invariant algebraic curves of
the system. In 1992 Singer [33] proved that if a polynomial system has
a Liouvillian ﬁrst integral, then it can be computed by using the invari-
ant algebraic curves and the exponential factors of the system. Indeed
Darboux [10] extended his method to polynomial vector ﬁelds in Cn
by using invariant algebraic hypersurfaces. Recently some extensions
of this classical method started by Darboux have been done by several
authors taking into account exponential factors and the multiplicity
of the invariant algebraic curves or hypersurfaces, see [8, 25, 26, 27]
and references therein. In [3, 23] the Darboux theory of integrability
is extended to non-autonomous polynomial vector ﬁelds in Cn. More
precisely in such works diﬀerential vector ﬁelds which are polynomials
in the variables x1, x2, . . . , xn with coeﬃcients which are functions of
the independent variable t are considered.
All these extensions are based on the existence of invariant algebraic
hypersurfaces. However the algebraicity of the invariant hypersurfaces
is not necessary and the unique necessary condition is the algebraic-
ity of the cofactors associated to them. In this note a more general
extension of the classical Darboux integrability theory is established.
2. Extensions of the Darboux theory of integrability
Let U be an open subset of C. We denote by Ck(U,C) the set of Ck
functions from U → C such that they do not vanish in U except in
a subset of Lebesgue measure zero and such that the closure of their
domain of deﬁnition is U . In the subsequel, we assume that k ≥ 1 is
high enough so that all the considered computations can be done by at
least continuous functions. We also consider the ring of polynomials in
the variables x1, . . . , xn with coeﬃcients in Ck(U,C) and we denote it
EXTENSIONS OF THE DARBOUX THEORY OF INTEGRABILITY 3
by Ck(U,C)[x] = Ck(U,C)[x1, . . . , xn]. We also denote by Ck(U,C)(x)
the ring of rational functions in the variables x1, . . . , xn and coeﬃcients
in Ck(U,C).
In this note we consider complex polynomial diﬀerential systems in
Cn of the form
(1) x˙j = Pj(t, x1, . . . , xn) =
∑
0≤i1+···+in≤m
aji1···in(t)x
i1
1 · · ·xinn ,
with aji1···in(t) ∈ Ck(U,C) and Pj ∈ Ck(U,C)[x] for j = 1, . . . , n. Sys-
tem (1) is a polynomial diﬀerential system in the variables x1, . . . , xn
of degree m = max{degP1, . . . , degPn} in x1, . . . , xn. Note that in the
particular case that the coeﬃcients aji1···in(t) are polynomials in the
variable t then adding the diﬀerential equation t˙ = 1 we can apply
the classical Darboux integrability theory to system (1). In the case
that all the functions Pj do not depend on t we say that system (1)
is autonomous. On the contrary we say that it is non-autonomous.
Additionally, we associate with the diﬀerential system (1) the vector
ﬁeld
X = ∂
∂t
+
n∑
j=1
Pj
∂
∂xj
or X =
n∑
j=1
Pj
∂
∂xj
in the non-autonomous case or the autonomous one, respectively. One
can extend the Darboux integrability theory by considering invari-
ant hypersurfaces fi = 0 of the form fi ∈ Ck(U,C)[x] which satisfy
X (fi) = Kifi where Ki ∈ Ck(U,C)[x] is called the cofactor of the in-
variant hypersurface fi = 0. The works [3, 23] go in this direction.
In what follows we call such invariant hypersurfaces polynomial invari-
ant hypersurfaces. Another possible extension consists in considering
exponential factors. Assume that h, g ∈ Ck(U,C)[x] are coprime in
the variables x1, . . . , xn. The function F = exp(g/h) is an exponential
factor of system (1) if for some L ∈ Ck(U,C)[x] the following identity
XF = LF is satisﬁed, where L is called the cofactor of the exponential
factor F . Finally, any function of the form
(2) fλ11 · · · fλpp exp(g/h)
is called a generalized Darboux function.
Let W be an open subset of U × Cn, where U is the open set of C
considered at the beginning of the section. A function H : W → C is a
ﬁrst integral of system (1) if H is continuous, not locally constant and
constant on each trajectory of the system (1) contained inW . We note
that if H is of class at least C1 in W , then H is a ﬁrst integral if it is
not locally constant and X (H) = 0 on W .
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A function M : W → C is a Jacobi multiplier of system (1) if M is
of class C1, not locally zero and satisﬁes X (M) = −(divX )M where
divX =∑ni=1 ∂Pi/∂xi is the divergence of system (1).
For systems (1) a Darboux ﬁrst integral is a ﬁrst integral given by
a generalized Darboux function (2), and in a similar way we deﬁne a
Darboux Jacobi multiplier.
The extensions of the Darboux integrability theory for diﬀerential
systems are established in Theorem 2 in [23] and Theorem 8 in [3]. Both
extensions are based in the computation of the rank of the Wronskian
matrix of the cofactors corresponding to the invariant hypersurfaces
and to the exponential factors. More precisely consider K1, . . . , Kr
cofactors of the invariant hypersurfaces or of the exponential factors of
X , and denote by W the Wronskian matrix of the cofactors deﬁned as
W =W(K1, . . . , Kr) =

K1 . . . Kr
X (K1) . . . X (Kr)
. . .
X (r−1)(K1) . . . X (r−1)(Kr)
 ,
where X (l+1)(Ki) = X (X (l)(Ki)). In the following section we improve
these extensions taking into account that it is not necessary that the
functions that deﬁne the invariant hypersurfaces fi or the exponentials
factors h and g be polynomials in the variables x1, x2, . . . , xn, that is,
it is not necessary the algebraicity of these functions with respect to
the variables x1, x2, . . . , xn and the unique necessary condition is the
algebraicity of the cofactors associated to them.
We shall need the following result which is Lemma 14 proved in [23].
Let S = {K1, · · · , Kp} be a set of polynomials of Ck(U,C)[x] and let
Sr be a subset of S of r elements. We denote byW(Sr) the Wronskian
of these r elements. We write Wr = 0 if for all subsets Sr of S we
have that W(Sr) ≡ 0 for all t ∈ U . If for some subset Sr we have
that W(Sr) ̸= 0 for some t ∈ U, then we write Wr ̸= 0. We say that
the set of the polynomials of S satisﬁes condition W∗ if there exists
s ∈ {2, 3, · · · , p} such that Wj ̸= 0 for j = 1, · · · , s− 1 and Ws = 0.
Lemma 1. Assume that K1, · · · , Kr ∈ Ck(U,C)[x] \ {0}.
(a) If there is (t0, x0) ∈ U × Cn such that Wr ̸= 0 at (t0, x0), then
K1, · · · , Kr are linearly independent over C.
(b) If the set {K1, · · · , Kr} satisﬁes the condition W∗ for some s ∈
{2, 3, · · · , r}, then there exists a subset of s elements linearly
dependent over C.
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3. A more general extension
Let U be a connected open subset of C×Cn. We consider Ck(U,C×
Cn) the ring of functions of class Ck with respect all its variables t,
x1, x2, . . . , xn. Now we deal with a diﬀerential system of the form
(1) and we consider invariant hypersurfaces fi ∈ Ck(U,C × Cn) and
exponential factors F = exp(g/h) where g, h ∈ Ck(U,C × Cn). How-
ever for each invariant hypersurface and exponential factor we assume
that their cofactors Ki ∈ Ck(U,C)[x] (the ring of polynomials in the
variables x1, x2, . . . , xn with coeﬃcients in Ck(U,C)). The following
statement generalizes the results given in [3, 23]. Indeed, the following
theorem provides an extension of the Darboux theory of integrability
for n-dimensional autonomous or non-autonomous diﬀerential systems.
Theorem 2. We assume that the diﬀerential system (1) of degree m
admits
(i) p invariant hypersurfaces f1 = 0, . . . , fp = 0 with cofactors
K1, . . . , Kp, where f1, . . . , fp ∈ Ck(U,C×Cn) and K1, . . . , Kp ∈
Ck(U,C)[x].
(ii) q exponential factors Fp+1, . . . , Fp+q with cofactors Kp+1, . . .,
Kp+q where each Fi = exp(gi/hi) and gi, hi ∈ Ck(U,C × Cn)
and Kp+1, . . . , Kp+q ∈ Ck(U,C)[x].
We further assume that d log f1, . . . , d log fp, d logFp+1, . . . , d logFp+q
are C-linearly independent as Ck−1 1-forms in U ⊆ C × Cn. Then
the following statements hold.
(a) p + q > rank(W(K1, . . . , Kp+q)) if and only if there is a ﬁrst
integral. This ﬁrst integral is a generalized Darboux ﬁrst integral
of the form (2).
(b) p + q > rank(W(K1, . . . , Kp+q, divX )) if and only if there is a
Darboux Jacobi multiplier of X of the form (2).
Proof. By hypothesis we have p invariant hypersurfaces fi = 0 with co-
factorsKi, and q exponential factors Fp+j with cofactorsKp+j. That is,
the fi’s satisfy X fi = Kifi, and the Fp+j’s satisfy XFp+j = Kp+jFp+j.
We have the following equalities
(3)
X
(
fλ11 . . . f
λp
p F
µ1
p+1 . . . F
µq
p+q
)
=(
fλ11 . . . f
λp
p F
µ1
p+1 . . . F
µq
p+q
)( p∑
i=1
λi
X fi
fi
+
q∑
j=1
µj
XFp+j
Fp+j
)
=
(
fλ11 . . . f
λp
p F
µ1
p+1 . . . F
µq
p+q
)( p∑
i=1
λiKi +
q∑
j=1
µjKp+j
)
.
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We prove statement (a). Since p+q > rank(W(K1, . . . , Kp+q)), then
by Lemma 1 there is a non-trivial linear combination over C of the
cofactors K1, . . . , Kp+q, that is λ1K1 + · · · + λpKp + µ1Kp+1 + · · · +
µp+qKp+q = 0. Therefore, from (3) it follows that
X (fλ11 . . . fλpp F µ1p+1 . . . F µqp+q) = 0.
So fλ11 . . . f
λp
p F
µ1
p+1 . . . F
µq
p+q is a ﬁrst integral of system (1). Moreover,
this function is not a constant in U ⊆ C × Cn because of the linear
C-independence of d log f1, . . . , d log fp, d logFp+1, . . . , d logFp+q.
Conversely, if the function fλ11 . . . f
λp
p F
µ1
p+1 . . . F
µq
p+q is a ﬁrst integral
of system (1), then X
(
fλ11 . . . f
λp
p F
µ1
p+1 . . . F
µq
p+q
)
= 0. Hence, from (3)
it follows that λ1K1 + · · · + λpKp + µ1Kp+1 + · · · + µp+qKp+q = 0.
Therefore, by Lemma 1 we have that p+ q > rank(W(K1, . . . , Kp+q)).
So statement (a) is proved.
We have the following equalities
(4)
X
(
fλ11 . . . f
λp
p F
µ1
p+1 . . . F
µq
p+q
)
=(
fλ11 . . . f
λp
p F
µ1
p+1 . . . F
µq
p+q
)( p∑
i=1
λi
X fi
fi
+
q∑
j=1
µj
XFp+j
Fp+j
)
=
(
fλ11 . . . f
λp
p F
µ1
p+1 . . . F
µq
p+q
)( p∑
i=1
λiKi +
q∑
j=1
µjKp+j
)
=
−
(
fλ11 . . . f
λp
p F
µ1
p+1 . . . F
µq
p+q
)
div(X ).
Now using the previous equalities the proof of statement (b) follows
using the same kind of arguments than in the proof of statement (a).

Remark 3. It is important to note that in Theorem 2 there is no
condition about the degree of the cofactors K1, . . . , Kp+q.
From the results of [33] it follows that the Darboux integrability
theory for autonomous polynomial diﬀerential systems ﬁnds all the
Liouvillian ﬁrst integrals. Nevertheless there are polynomial diﬀerential
systems with non-Liouvillian ﬁrst integral and some of them can be
detected with the more general extension of the Darboux integrability
theory given in the present work. The following simple example shows
this fact. The example corresponds to one autonomous system but it
is also generalizable to non-autonomous systems.
Example 4. We consider the polynomial diﬀerential system
(5) x˙ = −y + axn + x2n, y˙ = bxn−1,
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where n ≥ 1 is a positive integer. From Odani’s result [28], it easily
follows that system (5) does not have any ﬁnite invariant algebraic
curve. The existence of ﬁnite invariant algebraic curves for an arbitrary
planar diﬀerential system is made in [15, 17, 18]. From Singer’s results
system (5) is Liouvillian integrable if it admits an integrating factor of
the form (2). Hence, the only possible generalized Darboux integrating
factor that admits system (5), if it exists, is an exponential factor of
the form exp(h) with h ∈ C[x, y]. However, from the deﬁnition of
integrating factor we have X exp(h) = −divX exp(h), that is
(6) (−y + axn + x2n)∂h
∂x
+ bxn−1
∂h
∂y
= −anxn−1 − 2nx2n−1,
where we have simpliﬁed the common factor exp(h). Let h(x, y) =∑N
i=0 hi(y)x
i, where hi(y) ∈ C[y] with hN(y) ̸≡ 0. Equating the highest
degree terms in both members of (6) we obtain NhN(y)x
N+2n−1 = 0.
This implies N = 0 which is a contradiction. Therefore (5) does not
have any Liouvillian ﬁrst integral. This example is a generalization
of the example presented in [12]. System (5) has a non-Liouvillian
ﬁrst integral H(x, y) = f1f
−1
2 , with f1(x, y) = n
1/3(a + 2xn) Ai(ξ) +
2b1/3Ai′(ξ) and f2(x, y) = n1/3(a + 2xn) Bi(ξ) + 2b1/3Bi′(ξ), and ξ =
(n2/b2)1/3(a2+4y)/4, where f1 = 0 and f2 = 0 are invariant curves with
polynomial cofactors K1 = K2 = nx
n−1(a + 2xn)/2. Here Ai(x) and
Bi(x) are the pair of linearly independent solutions of the Airy equation
ω′′ = xω. Moreover an integrating factor is given by M = f−21 (x, y)
with cofactor −divX = −naxn−1 − 2nx2n−1.
To have an algorithm for detecting non-polynomial invariant curves
or hypersurfaces is the ﬁrst goal in order to apply the extension of the
Darboux theory of integrability given in this work. In fact in [13] it
is given the ﬁrst method to detect non-algebraic invariant curves for
polynomial planar vector ﬁelds. This approach is based on the existence
of a polynomial cofactor for such curves. As an application of this
algorithmic method, some Lotka-Volterra systems with non-algebraic
invariant curves are given.
The second important question is whether any non-polynomial in-
variant hypersurfaces has always a polynomial cofactor. The answer to
this question is negative. There are examples of non-polynomial invari-
ant curves or hypersurfaces with a cofactor which is not polynomial as
the following simple example shows.
Example 5. Consider the polynomial diﬀerential system
(7) x˙ = 2y, y˙ = x− y4.
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System (7) has the non-algebraic invariant curve f = 0 where f =
y +
√
Ai(x)/Ai′(x), with the non-polynomial cofactor
K(x, y) = −y3 + y2
√
Ai(x)/Ai′(x)− yAi(x)/Ai′(x) + x
√
Ai′(x)/Ai(x).
Moreover a formal invariant curve f(x, y) = 0 of a planar autonomous
diﬀerential system given by a formal power expansion f ∈ C[[x, y]] must
satisfy an equation X f = Lf where L ∈ C[[x, y]] is also a formal power
expansion, see [7, 32]. The form of the non-polynomial cofactor of ex-
ample 5 suggests to deﬁne the so-called quasipolynomial cofactor given
in [11], where the following result was established.
Proposition 6. Any invariant curve f = y − g(x) = 0 of a planar
polynomial autonomous diﬀerential system has a unique quasipolyno-
mial cofactor of the form
K(x, y) = Km−1(x)ym−1 + · · ·+K1(x)y +K0(x) ,
where m is the degree of the autonomous system (1) with n = 2.
As a consequence of Proposition 6 we can estimate the form of the
cofactors of some non-polynomial invariant curves or hypersurfaces. In
order to do that we ﬁrst introduce some notation.
As usual we deﬁne C[[x]] the set of the formal power series in the
variable x with coeﬃcients in C and C[y] the set of the polynomials in
the variable y with coeﬃcients in C. A polynomial of the form
(8)
ℓ∑
i=0
ai(x)y
i ∈ C[[x]][y]
is called a formal Weierstrass polynomial in y of degree ℓ. A formal
Weierstrass polynomial whose coeﬃcients are convergent is called a
Weierstrass polynomial. We observe that a quasipolynomial cofactor
is in fact a formal Weierstrass polynomial. Now we can estimate the
form of the cofactor of any formal Weierstrass polynomial.
Proposition 7. Any invariant curve f = 0 of a planar polynomial au-
tonomous diﬀerential system which is a formal Weierstrass polynomial
of degree ℓ, that is f is of the form f(x, y) =
∑ℓ
i=0 ai(x)y
i ∈ C[[x]][y],
has a formal Weierstrass polynomial cofactor of degree at most m− 1
where m is the degree of the autonomous system (1) with n = 2.
In order to prove this proposition we need some notation and sev-
eral results, following [5]. We recall that C((x)) denotes the ﬁeld of
fractions of C[[x]]. Given d ∈ N, we consider entire fractional series
s =
∑
i≥r aix
i/d where r ∈ Z, ai ∈ C and min{i : ai ̸= 0} ≥ 0. An
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element s ∈ C((x1/d)) is of the form s = ∑i≥r aixi/d where r ∈ Z,
ai ∈ C and the min{i : ai ̸= 0} can be lower than zero. The ele-
ments of the ring C[[x1/d]] are the entire fractional series such that
min{i : ai ̸= 0} ≥ 0. An element s ∈ C[[x1/d]] is called a Puiseux
series. The fractional series s is said to be convergent if
∑
i≥r ait
i has
non-zero convergence radius, where t = x1/n. We need the following
statement which is Corollary 1.5.6 of [5].
Lemma 8. If f ∈ C[[x, y]] then it has a unique decomposition of the
form
f = uxr
ℓ∏
j=1
(y − gj(x)),
where gj(x) are Puiseux series and r ∈ Z, r ≥ 0 and u ∈ C[[x, y]] is
invertible inside the ring C[[x, y]].
Since we are considering a formal Weierstrass polynomial f(x, y)
instead of a formal series, we deduce that ℓ is the highest degree in y
of f(x, y) and, therefore, u is an invertible power series of C[[x]]. We
deﬁne h(x) = uxr and we have that given f(x, y) ∈ C[[x]][y] of degree
ℓ in y, there is a unique decomposition of the form:
(9) f = h(x)
ℓ∏
i=1
(y − gi(x)),
where h(x) ∈ C[[x]] and gi(x) are Puiseux series.
Proof of Proposition 7. We consider an autonomous diﬀerential system
(1) with n = 2 and we are assuming that f is an invariant curve. By
the decomposition (9) of f we have that h(x) = 0, if h is not a constant,
is an invariant curve and that y− gi(x) = 0 are invariant curves of the
system for i = 1, 2, . . . , ℓ. Our planar diﬀerential system is of the form
x˙ = P (x, y), y˙ = Q(x, y),
where P (x, y) and Q(x, y) are polynomials of degree at most m. If h
is not a constant, then the polynomial P (x, y) needs to have degree
at most m − 1 in the variable y. The cofactor of the invariant curve
h(x) = 0 is P (x, y)h′(x)/h(x) which is a formal Weierstrass polynomial
cofactor polynomial in y of degree at most m − 1. By Proposition 6,
each of the invariant curves y − gi(x) = 0, for i = 1, 2, . . . , ℓ, has a
unique formal Weierstrass polynomial cofactor which is a polynomial
in y of degree at most m − 1. Therefore, since f is the product of
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all these invariant curves, then its cofactor is the sum of all their for-
mal Weierstrass polynomial cofactors which forms a formal Weierstrass
polynomial cofactor of degree at most m− 1 in y. 
The generalizations of the more general extension of the Darboux
integrability theory given in this paper are based in the concept of
Weierstrass polynomial and its Weierstrass polynomial cofactor. In-
deed in [14] is given a ﬁrst generalization based in the following deﬁni-
tion. A planar autonomous diﬀerential system isWeierstrass integrable
if admits an integrating factor of the form
(10) M = exp{D/E}
∏
C lii ,
where D, E, and the Ci are Weierstrass polynomials and li ∈ C.
Liouvillian integrable systems which have a Darboux integrating fac-
tor of form (2), are included in the set of systems which are Weierstrass
integrable. However, there are systems which are Weierstrass integrable
which are not Liouvillian integrable, see for instance Example 4 of the
present paper. In [16, 24] Lie´nard systems and Abel equations that are
Weierstrass integrable are studied.
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