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Abstract
Bi-stable and periodic behaviors are present in living beings. Mechanisms
capable of bi-stability provide organisms with the means to choose between
states, while cyclic systems can be used to track time, and thus regulate
periodic processes in cells, allowing, for example, adaptability to the day-
night cycle.
In general, the switching behavior reflects the ability of decision mak-
ing, which is vital in changing environments. On the other hand, processes
with periodic dynamics, such as the circadian clock and the cell cycle, are
necessary to time the occurrence of specific actions and processes. Complex
behaviors, such as switching between states and oscillatory dynamics, are
made possible by networks of interactions between cellular components, at
the molecular level.
Many essential functions in living cells are regulated by complex networks.
One such network, perhaps the most vital one, is the genetic regulatory net-
work, composed of genes and the products of their expression. This network
is capable of responding to other chemical substances present in a cell as
well. Associations between genes, correlating their expression, are able to
generate complex dynamical patterns, not possible by individual genes.
Aside from characterizing the structure of natural genetic networks, an-
other effort that is being made to better understand them consists of en-
gineering artificial genetic motifs that are commonly found in the natural
networks. In this way, it is possible to study their dynamics without the
interference of many external signals that the native motifs are subject to.
Simultaneously, in silico models matching the kinetics of the artificial motifs
have been developed, so as to explore their dynamics in various conditions.
In silico models can be used to predict the behavior of the natural sys-
tem. Recently, their complexity has increased significantly, so as to account
realistically for novel findings on the role that a gene’s sequence and events
in transcription and translation elongation have on the dynamics of genetic
circuits. Similar developments have been made so as to study the effect of
cell-to-cell communication on the dynamics of cells living within communi-
iii
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ties.
In this thesis we study the dynamics of in silico models of genetic toggle
switches and oscillators. Namely, we implement delayed stochastic models
at the nucleotide and codon levels to study sequence dependent properties of
these circuits. Also, we implement a deterministic model of a genetic oscil-
lator in the context of cell populations to investigate how, from the coupling
between cells, emerges novel collective dynamics, including the synchroniza-
tion of processes. The results impact on the ongoing efforts to better un-
derstand how cells regulate and modulate their key physiological processes
and provide clues on how to better engineer synthetic circuits to regulate
processes in cells.
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Abbreviations
Frequently used abbreviations are presented below.
DNA Deoxyribonucleic Acid
RNA Ribonucleic Acid
mRNA Messenger RNA
tRNA Transfer RNA
RBS Ribosome Binding Site
ODE Ordinary Differential Equation
QS Quorum Sensing
AI Autoinducer
SSA Stochastic Simulation Algorithm
RNAp RNA polymerase
GRN Gene Regulatory Network
HB Andronov-Hopf bifurcation
LP Limit point bifurcation
BP Pitchfork (symmetry breaking) bifur-
cation
TR Invariant torus emergence bifurcation
HSS Homogeneous steady state
IHSS Inhomogeneous steady state
IHLC Inhomogeneous limit cycle
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Chapter 1
Introduction
1.1 Background and Motivation
Living organisms are utterly complex. Nevertheless, they exhibit highly or-
dered behaviors and can even organize themselves in complex structures in
an extremely efficient fashion (Murray 2002). The organization within each
organism is made possible, to some extent, by decision making mechanisms
based on bi-stable genetic circuits (Jacob and Monod 1961) able to respond
to various stimuli, some generated internally and some arising from the sur-
rounding environment.
This decision-making is inherent in a broad range of processes: from
adopting one of several possible pathways of differentiation (Chang et al.
2006, 2008) and choosing a cell’s fate (Gupta 2002; Matsuzawa and Ichijo
2001), following some internal change, to switch-like responses to cell–cell
signals (Dockery and Keener 2001; Goryachev 2011; Miller and Bassler 2001;
Waters and Bassler 2005).
The temporal order of the internal processes of an organism needs to be
regulated by some internal clock — a mechanism that relies on a periodic
process. These periodic processes are present in widely varying biological
and medical contexts, such as the heart beat, certain neuronal activities in
the brain, breathing, and the 24-hour periodic emergence of fruit flies from
their pupae (Keener and Sneyd 1998; Murray 2002; Rinzel 1981; Winfree
1987, 2000). At the cellular level, there are also well-known examples of the
oscillatory behaviors, such as the one driven by the circadian clock (which
follows the 24-hour rhythm of day and night) and the cell cycle, driven by
the gene regulatory network (Chance et al. 1964; Dunlap 1999; Gekakis et al.
1998; Goldbeter 1996; Nurse 2000)
A gene regulatory network is a key concept of modern biology. It consists
1
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of genes, whose products of expression are capable of regulating the expres-
sion of other genes. Additionally, gene networks can also respond to external
signals. Recently, several artificial genetic networks have been engineered,
to implement novel biological functions and to investigate existing ones in
nature (Andrianantoandro et al. 2006; Benner and Sismour 2005; Heinemann
and Panke 2006).
Switching and oscillatory functioning are, so far, the most important
aims in synthetic biology efforts (Atkinson et al. 2003; Danino et al. 2010;
Elowitz and Leibler 2000; Gardner et al. 2000; Mondrago´n-Palomino et al.
2011; Stricker et al. 2008; Tigges et al. 2009). The first behavior is necessary
for decision making, while the latter is needed to track time.
Usually, these studies, while relying on experimental efforts, are also ac-
companied with the examination of models, which aid the engineering of these
circuits by predicting which underlying properties are necessary (Garc´ıa-
Ojalvo et al. 2004; McMillen et al. 2002; Ullner et al. 2007). The synthetic
circuits serve as prototypes of naturally existing mechanisms. For exam-
ple, the genetic switch engineered by Gardner and colleagues (Gardner et al.
2000) aims to mimic similar circuits that allow bacteria to opt between op-
posite phenotypes. On the other hand, the three-gene oscillator (Elowitz and
Leibler 2000) was based on theoretical ring oscillators, and aims to serve as
a biological clock. Following these simpler circuits, such as switches and os-
cillators, the next future step is to assemble larger scale systems from simple
single-cell units (Purnick and Weiss 2009).
While single live cells are already highly complex, there are much higher
orders of complexity in nature, due to their ability to communicate and
form multi-cellular populations, whose behavior cannot be solely explained
by the behavior of each individual. This is evident for higher-order organisms.
However, there is an increasing number of reports on various communication
mechanisms in prokaryotes that indicate that they behave in a collective way,
rather than individually as previously thought (Goryachev 2011; Miller and
Bassler 2001; Waters and Bassler 2005). These findings open possibilities for
synthetic biologists to advance to population level studies and also to aim for
understanding and engineering more complex biological devices (Levskaya et
al. 2005; Liu et al. 2011).
Populations of coupled genetic switches and oscillators have been widely
studied for many years in the context of coupled nonlinear dynamical sys-
tems. These studies assist a better understanding of these systems in living
organisms (Murray 2002). Although the analytical problems associated to
these systems are far from trivial, the understanding of coupled dynamical
systems has advanced (see e.g. (Keener and Sneyd 1998; Lindner et al. 2004;
Murray 2002; Strogatz et al. 1992; Winfree 1967, 2000)), demonstrating that
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the combination of nonlinear dynamics approaches with methods from syn-
thetic biology aids in a better understanding of organisms and in generating
new applications in biotechnology.
1.2 Thesis Objectives
In this thesis, we study the dynamics of two small genetic circuits, namely
oscillators and switches, with the use of models.
The first circuit is studied at the population level, assuming coupling
between circuits in individual cells. In this context, we investigated two
coupling mechanisms and how these lead to various sorts of synchronization of
behaviors. The main objective of this study, which is the first objective of this
thesis, was thus to investigate the dynamics of models of coupled oscillators
with phase-attractive (Garc´ıa-Ojalvo et al. 2004) and phase-repulsive (Ullner
et al. 2007) coupling, by means of the bifurcation analysis. In particular, we
aimed to determine the role of the network structure, if any, on the type of
synchronization.
The second objective, which follows from the previous study, was to de-
termine how the coupling modes affect the dynamics of the individual com-
ponent oscillators.
Next, making use of more detailed models of gene expression, we focused
on the study of the effects of sequence-dependent events during transcription
and translation elongation on the dynamics of gene expression. Namely, we
studied how various sequence-dependent features of gene expression affect
the dynamics of genetic toggle switches, using a model of prokaryotic gene
expression at the single nucleotide and codon levels (Ma¨kela¨ et al. 2011).
Finally, we studied in great detail one of these sequence-dependent mech-
anisms of gene expression regulation. Different codons, coding for the same
amino-acid (thus, named ‘synonymous codons’), have different speed of incor-
poration of the amino-acid (Sørensen and Pedersen 1991). It is thus possible
to code for the same protein using different codon sequences that will cause
their process of translation elongation to differ significantly in duration. Rel-
evantly, given the sequence-dependence, the profile of codon translation rates
can be subject to selection (Tuller et al. 2010).
In this last study, we investigated the effects of using different codon
sequences on translation rate profiles and, consequently, on the dynamics of
gene networks, using the model of gene expression at the single nucleotide and
codon levels (Ma¨kela¨ et al. 2011). In particular, we compared the dynamics of
single gene expression and the dynamics of genetic switches and oscillators
with differing randomly generated codon sequences. Also, we studied the
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effects of adding to these models slow ramps of codons (Tuller et al. 2010)
at the start and at the end of the elongation regions of the genes as these
sequences were found significantly above chance in several organisms from
different kingdoms of life.
1.3 Thesis Outline
This thesis is organized as follows. Chapter 2 briefly introduces the biological
background with emphasis on gene expression and gene networks in bacteria.
Also introduced are the fundamental aspects of quorum sensing communica-
tion in bacteria. Next, Chapter 3 introduces the theory of bifurcation anal-
ysis and stochastic modeling, and how these are used in the study of gene
expression and genetic circuits dynamics. This chapter presents illustrative
examples of switching and oscillatory gene networks and their main features.
Also presented are the main advantages and disadvantages of applying bi-
furcation analysis and stochastic modeling in the study of their dynamics.
Subsequently, Chapter 4 presents the models and simulation techniques used
in the publications that compose the thesis, namely, the models of genetic
repressilator with quorum sensing and the model of gene expression at the
single nucleotide and codon levels. Finally, in Chapter 5 we present the
conclusions and final discussion.
Chapter 2
Biological Background
This chapter is an overview of the fundamental biological concepts and pro-
cesses that are studied in this thesis. These include gene expression kinetics
at the sequence level, gene regulatory networks, and quorum sensing in bac-
teria.
2.1 Gene Expression in Bacteria
Gene expression is the process of synthesis of a functional RNA or protein,
from the information encoded in a gene’s sequence (Lewin 2008). This pro-
cess constitutes the central dogma of molecular biology, which states that the
information stored in the DNA (genes) is transcribed into a corresponding
RNA sequence which, finally, in case of protein-coding genes, is translated
into an amino-acid sequence, that will become, after post-translational modi-
fications, a protein. There are several known exceptions to the central dogma
as described here, but they do not apply to bacterial gene expression (Crick
1970; Lewin 2008), which is the core process of the models studied in this
thesis.
Transcription is the process by which a complementary mRNA strand
is created according to a gene’s DNA sequence, by the RNA polymerase
enzyme. The subsequent process, translation, is the process by which the
amino-acid sequence is assembled according to the mRNA sequence, by ri-
bosomes. This ‘conversion’ of ribo-nucleotides of the mRNA to amino-acids
is based on a triplet-wise code, that is each triplet (codon) of nucleotides en-
codes for an amino-acid. The recognition of codons is done by tRNAs. The
genetic code is said to be degenerated or redundant, in that some amino-acids
are encoded by more than one codon sequence (Alberts et al. 2002).
Transcription and translation in bacteria are coupled, in that translation
5
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can start as soon as the initial region of the mRNA, the Ribosome Binding
Site (RBS), is formed. The RBS region is sufficient for a ribosome to rec-
ognize and bind to the growing mRNA strand and initiate translation. This
coupling only occurs in prokaryotes, which lack nuclei. In eukaryotes, tran-
scription only occurs inside the nucleus, while translation only occurs outside,
which implies that the two processes are not dynamically coupled (Alberts
et al. 2002; Lewin 2008).
This coupling has many relevant consequences. For example, the dynam-
ics of protein production can be, to some extent, regulated by events that
occur in transcription. Due to this, in many instances, the coupling be-
tween transcription and translation cannot be ignored in dynamical models
of genetic circuits in bacteria.
2.2 Gene Networks
Genes interact with each other rather than acting as independent units.
These interactions can occur via the protein products or by other means.
The interactions result in changes of the rates of synthesis of genes’ prod-
ucts. The set of genes and connections between them constitute the gene
regulatory network (GRN). Relevantly, genes are not connected at random,
rather, the GRN structure reflects functional, evolutionary conserved rela-
tionships within the genome (Cheng et al. 2011; de la Fuente et al. 2002;
Thieffry et al. 1998).
The use of next generation high-throughput technologies has led to many
studies that begin to reveal the structure of natural gene regulatory net-
works (Cheng et al. 2011; de la Fuente et al. 2002; Park 2009). Some of these
studies have revealed that there are characteristic one-, two- and three-gene
motifs, which are structures that exist in an amount ‘higher than by chance’
in the GRN (Cheng et al. 2011; de la Fuente et al. 2002).
The interactions between genes can be ‘positive’, meaning that the ex-
pression rate of the target gene is increased when the modulator is present.
This process is referred to as ‘activation’ and, in the case of protein coding
genes, the modulator is an activator protein. The interactions can also be
‘negative’, in that the binding of the modulator represses the expression rate
of the target gene. In this case, the modulator is a repressor molecule.
The structure formed by the various regulatory links, including the un-
derlying motifs, defines the architecture, or topology, of the network. In the
case of motifs, it is this structure that makes possible switching and temporal
oscillatory behaviors of protein numbers of the constituent genes. Commonly
observed motifs are self-repressing genes, two- and three-gene networks with
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negative feedbacks, among others (Cheng et al. 2011; de la Fuente et al.
2002).
Generally, cyclic structures of unidirectional connections with odd num-
ber of negative relationships generate oscillatory dynamics, while an even
number of negative relationships produces a switching behavior (Mu¨ller et
al. 2006). These theoretical predictions have been realized experimentally by
using the examples of two- and three-gene networks (Elowitz and Leibler
2000; Gardner et al. 2000).
As the knowledge about natural networks increases, several approaches of
increasing complexity have been proposed to model them, namely: Boolean
networks (Aldana 2003; Kauffman 1969), Ordinary Differential Equations
(see e.g. (Su¨el et al. 2006)), Bayesian networks (Perrin et al. 2003), stochastic
models (Arkin et al. 1998; McAdams and Arkin 1997), and delayed stochas-
tic models (Ribeiro et al. 2006; Roussel and Zhu 2006). Finally, recently,
supported by new experimental findings, the stochastic models of gene ex-
pression have evolved to include, explicitly, the processes of transcription and
translation elongation (Ma¨kela¨ et al. 2011; Ribeiro et al. 2009a), along with
many of the events that can occur at these stages, such as transcriptional
pauses (Rajala et al. 2010).
2.3 Quorum Sensing
Bacteria communicate between them by means of signaling molecules (Miller
and Bassler 2001). The information supplied by these signals allow, among
other things, to synchronize large populations of bacteria of the same species.
However, there is also communication between different species (Waters and
Bassler 2005).
The signaling hormone-like molecules are referred to as autoinducers (AI)
(Waters and Bassler 2005) and their concentration in the extracellular space
is dependent on, among other factors, the population’s density, hence the
name of the coupling mechanism — Quorum Sensing (QS). Bacteria are able
to assess the concentrations of AI molecules in their surrounding and, when
above certain thresholds, they can alter gene expression levels and, hence,
behavior in response.
Gram-negative bacteria possess the LuxIR-systems, whose name derives
from the first thoroughly described example, the QS system in bacterium
Vibrio fischeri, which is considered as a paradigm for all gram-negative bac-
teria (Nealson and J. 1979). LuxI is the AI synthase, which produces the
acyl-homoserine lactone (AHL) AI (Engebrecht and Silverman 1984), while
LuxR is the cytoplasmic AI receptor/DNA-binding transcriptional activator.
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Once produced, AHL diffuses freely in and out of the cell and, as it is pro-
duced by each bacterium, its concentration increases with the population’s
density (Kaplan and Greenberg 1985). When the signal reaches a critical
concentration it becomes very likely to be bound by LuxR. Once this occurs,
this complex activates the transcription of target genes, e.g., in the case of
V. fischeri, the operon encoding luciferase (Stevens et al. 1994), which pro-
duces luminescence. The LuxR-AHL complex also induces the expression of
luxI, encoded in the luciferase operon, providing a positive feedback loop.
Therefore, eventually, virtually all cells in the population become involved in
the generation of light, a classical demonstration of quorum sensing behavior.
The majority of the gram-negative bacteria possesses this LuxIR-system
of QS. The AHL signals differ among species and exhibit high specificity to
the cognate LuxR proteins. LuxI proteins synthesize specific AHL signaling
molecules with high fidelity (Waters and Bassler 2005). Here, we chose to
omit the description of the QS system of gram-positive bacteria, since most
synthetic biology studies are performed on Escherichia coli, which belongs
to the gram-negative bacteria group.
The components of the QS network can be divided into three broad func-
tional groups: (1) signaling molecules (AI), their synthases and machinery
for secretion and processing of AI; (2) optional AI receptors, signal transduc-
tion elements and intermediate transcription regulators; (3) QS transcription
regulators — master transcription factors regulating the expression of target
genes (Goryachev 2011).
The dose-response curves characterize the functional role of the QS net-
work — the regulation of copy number of the master transcription factors in
response to extracellular AI concentration. The network may operate as a
rheostat by gradually increasing the copy number of transcription factors in
response to the AI signal. This behavior is characterized by S-shaped curves
with only one output value for every input value. These curves can be well
fitted by the Hill function, where the steepness of the curve is accounted for
by the Hill coefficient. The higher the value of the Hill coefficient, the steeper
the curve. For high values of the Hill coefficient, the response is said to be
“ultra-sensitive” (Goryachev 2011).
Another form of the response is termed ‘bi-stability’, when there are cells
where the process is clearly “on”, and cells where it is clearly “off”. This
differs from the rheostat case, where most cells exhibit intermediate states.
In the case of bi-stability, the dose-response curve consists of two disjoined
branches of stable steady states and the network operates as a switch (Gory-
achev 2011).
Chapter 3
Theoretical Background
This chapter introduces the theoretical concepts used in the thesis. These
range from dynamical systems as represented by systems of ODEs or accord-
ing to a stochastic formulation of the chemical kinetics, to the tools used to
analyze their dynamics, e.g., bifurcation analysis.
3.1 Dynamical Systems
Living organisms are dynamical systems. Rigorous studies of these systems’
kinetics have shown that they can undergo bifurcations, i.e. sudden changes
in the dynamics when a parameter of the system is varied, generating new
dynamical behaviors (Kuznetsov 2004). In this thesis we study the switch-
ing and oscillatory behaviors in this perspective, as these two behaviors are
present in a multitude of other biological processes, including the regulation
of gene expression (Jacob and Monod 1961), the adoption of a pathway of
differentiation (Chang et al. 2006, 2008), periodic biochemical reactions (Boi-
teux et al. 1975; Chance et al. 1964; Ghosh and Chance 1964; Hess 1979; Pye
and Chance 1966), brain rhythms generating animal gaits (Collins and Stew-
art 1993), synchrony of firefly flashes (Buck 1988; Hanson 1978), and heart
periodic activity (Honerkamp 1983), among many others.
A dynamical system is a mathematical formalization that models physical
processes (including in living organisms) that change in time. The dynamical
system consists of a set of variables, describing the state of the system, whose
values are ruled by an evolution law — an operation which allows the devel-
opment of the system’s state from any current moment of time to the next
time moment, given the current moment state and, possibly, states of the
previous time moments. Note that the definition covers both the determin-
istic and stochastic dynamical systems. In the latter ones the evolution rules
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are not deterministic and the next time moment state is “determined” by the
statistical laws. Note also that the definition is not restricted by so called
“memory-less” processes, where the current time moment state depends only
on the state of the previous time moment (for example, Markov processes).
The deterministic dynamical systems are usually represented as a set of
differential equations, where derivatives with respect to time describe the
evolution of the system. In practice, in general, first order ordinary differ-
ential equations are the most commonly used ones, if the system is to be
modeled only in time domain (see e.g. (Elowitz and Leibler 2000; Gardner
et al. 2000; Hodgkin and Huxley 1952; Lotka 1909; Murray 2002; Su¨el et al.
2006; Winfree 2000)).
An Ordinary Differential Equation (ODE) is a differential equation com-
prising a function of only one independent variable and the function’s deriva-
tives with respect to the variable. This is opposed to Partial Differential
Equations, which possess the partial derivatives of functions of more than
one independent variable.
ODEs are used to characterize many natural, biological and social dy-
namic phenomena. Namely, they describe the changes of an entity, e.g. as
a function of time. The differential equation is the result of assembling the
derivatives and different functions into an equation, that connects the entities
and their rates of change.
Many fields of science widely use ODEs, for example, they are broadly
used in physics (Lindner et al. 2004; Schro¨dinger 1926; Strogatz 2001), chem-
istry (Glansdorff and Prigogine 1971; Prigogine and Lefever 1968; Strogatz
2001; Zhabotinsky 1991) and biology (Hodgkin and Huxley 1952; Izhikevich
2007; Lotka 1909; Strogatz 2001).
The general explicit form of an ODE is:
F (x, y, y′, . . . , y(n−1)) = y(n) , (3.1)
where F is the function of x, y and derivatives of y with respect to x
(y′, . . . , y(n) are the first,. . . , n-th order derivatives). Note x, y and y(n)
are scalars for the system of a single ODE. The solution of the ODE is the
function u(x) which, by being the substitution for the y(x) in eq. (3.1), ful-
fills the equality. The order of an ODE is the order of the highest derivative
associated with the equation. An autonomous ODE is such that F is inde-
pendent of x. Throughout the thesis we use the term ODE when referring
to first order autonomous ODEs, with time as an independent variable.
Since ODEs describe the changes of variables over time (i.e., the evolution
of the state of the system), they are commonly used in the description of the
temporal dynamics of chemical species (chemical kinetics) (Izhikevich 2007;
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Kuznetsov 2004). The ODEs of chemical kinetics are derived from the law
of mass action, which was introduced by Guldberg and Waage (1864–1879)
and describes the rates of elementary reactions as well as chemical equilib-
rium, which is a dynamic process resultant from having identical forward and
backward reaction rates.
If F is a linear function of its arguments, the ODE is termed a linear
ODE. A linear ODE, or a system of these equations, can be analytically
solved and the steady state is the only qualitative solution possible for such
systems1. More interesting perhaps are the nonlinear ODEs, which have non-
trivial solutions that cannot be found analytically. Thus, to solve this type
of equations one needs an approximate numerical method. There are several
numerical methods for solving differential equations, for example, the Euler
and the Runge-Kutta methods (Butcher 2008), which have been implemented
in some numerical packages for analyzing systems of ODEs (e.g. (Ermentrout
2002)).
Modeling the kinetics of chemical processes with ODEs requires a certain
number of assumptions. One such assumption is that the concentrations
of the species are assumed to be continuous variables. The results of these
models are, in general, valid for systems with a large number of reactant
molecules. Due to the deterministic nature of these models, for the same
initial conditions, the resulting kinetics is always the same.
3.2 Bifurcation Analysis
As it was mentioned previously, the deterministic dynamical system consists
of the state of the system and the law of evolution, and is written in the form
of ODEs. The set of all states that the system undergoes, as determined by
an initial state and the evolution law, is named an orbit in the state space.
A set of orbits of a dynamical system is named phase portrait. Note that
such geometrical representation of the dynamical system, while excluding
time, is a powerful instrument for analyzing the behavior of any system,
and it is, thus, commonly used in the scope of dynamical systems theory.
The geometrical exploration of a dynamical system’s state space allows us to
interrogate the system without needing to know the details of the evolution
law and the equations defining it (Izhikevich 2007).
Next, we introduce the notion of an attractor of the dynamical system.
The attractor is the subset of states to which orbits are attracted in time,
1excluding the special case of closed trajectories in linear systems, so called ‘center’
equilibrium points, producing sinusoidal oscillations
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either going to∞ or−∞. When the attractor is reached in forward time (t→
∞) it is called stable, oppositely, when the attractor is reached in backward
time (t→ −∞) it is called unstable.
Bifurcation theory is the field of mathematical sciences that studies qual-
itative and topological changes of the attractors of systems of differential
equations (Kuznetsov 2004). The bifurcation occurs when a topologically
nonequivalent phase portrait arises under variation of parameters. The pa-
rameter being varied is called the bifurcation parameter and the parameter
value for which the bifurcation takes place is called the bifurcation (critical)
value. Rigorous mathematical definitions and theorems on equivalence of
phase portraits can be found in (Kuznetsov 2004). A bifurcation diagram is
a means to show the characteristic attractors and phase portraits of the sys-
tem together with the bifurcation parameters. There are several numerical
packages available for conducting bifurcation analyses (Dhooge et al. 2003;
Doedel 1981; Ermentrout 2002).
Here, we conduct bifurcation analysis procedures for models of the genetic
toggle switch and of the repressilator in the subsequent sections. These anal-
yses demonstrate the emergence of the switching and oscillatory dynamical
behaviors, which are the main subject of the thesis.
3.2.1 Switching Kinetics
Let us consider the model of a genetic toggle switch as in (Gardner et al.
2000). The system of equations is the following:
du
dt
=
α
1 + vn
− u
dv
dt
=
α
1 + un
− v
(3.2)
The variables u and v are the continuous, dimensionless concentrations of
the two proteins of the toggle switch model, α is the rate of synthesis in
the absence of the repressor, and n is the Hill coefficient, which determines
the cooperative effect of the repressor proteins. Negative terms denote the
process of degradation of each protein. Note that introducing identical pa-
rameter values (α and n) for the two equations of the system, renders the
system symmetric (Edelstein-Keshet 1988; Kaplan and Glass 1995; Rubinow
1975; Yagil and Yagil 1971).
Let us choose α as a bifurcation parameter and fix the other parame-
ters (n = 2). We start the bifurcation analysis from small values of α = 0.1
and proceed until α = 10. The results are shown in Fig. 3.1.
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Figure 3.1: Bifurcation diagram of the system (3.2).
In Fig. 3.1, stable and unstable fixed point attractors are denoted as solid
and dashed lines, respectively. From the figure, one can see that the system
has a single stable steady state, for small values of α. As α increases, the
system undergoes the pitchfork bifurcation (PF in the figure) at which point
the initially stable attractor becomes unstable. Instead, after the PF point,
two new stable fixed point attractors emerge. They differ significantly in
protein levels and this difference increases with increasing α.
Consider now the regime of small values of α, before the pitchfork bifurca-
tion (Fig. 3.1). The kinetics of the proteins numbers for one initial condition
and the phase portrait of the system are shown in Fig. 3.2 for α = 1. Both
graphs in this figure show the existence of a single fixed point attractor. The
stability of the attractor can be seen from the kinetics plot (Fig. 3.2, left).
Proteins concentrations, u and v, eventually settle down at the attractor,
which, thus, is called equilibrium, since the variables remain there forever. In
the phase space, different orbits, corresponding to different initial conditions,
lead to this stable attractor (Fig. 3.2, right).
The structure of the phase plane changes for α values following the pitch-
fork bifurcation. The kinetics for a single initial condition and the phase
portrait of the system are shown in Fig. 3.3 for α = 8. In this regime, the
system possesses two stable equilibrium points. In each of the two equilib-
rium points, one variable has a high value and the other has a low value,
which can be seen from the phase portrait of the system (Fig. 3.3, right).
Due to the symmetry either of the variables can be in the ‘high’ or ‘low’
levels. Therefore, two equilibrium points arise. In every single realization of
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Figure 3.2: The kinetics of protein concentrations and the corresponding phase
portrait of the system (3.2) for α = 1, before the pitchfork bifurcation
value.
the process, the system goes to one of the attractors, as shown in the kinetics
plot (Fig. 3.3, left).
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Figure 3.3: The kinetics of protein concentrations and the corresponding phase
portrait of the system (3.2) for α = 8, after the pitchfork bifurcation
value. The initial conditions for the kinetics plot are u(0) = 0.5 and
v(0) = 0.1. “Stable” and “Unstable” stand for stable and unstable
fixed point attractors, respectively.
The set of initial conditions leading to a certain attractor is called its
basin of attraction. From the phase portrait depicted in Fig. 3.3 one can
see that the initial conditions can be divided into two sets, depending on
which of the two attractors they lead to. These two sets of initial conditions
are the basins of attraction of the corresponding attractors. The system
also possesses the additional unstable fixed point attractor, which endows it
with a topological confine between the two basins of attraction of the stable
equilibrium points (Fig. 3.3).
Each of the stable equilibria of the system correspond to a state of the
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toggle switch. At any particular moment in time, only one of the states is
realized. The switching between these states can occur by fluctuations in the
numbers of proteins u and v. These can be due to external signals, or caused
by internal fluctuations. Depending on the system that is being modeled, the
model switch can also be made dependent on temperature changes, ‘pulses’
of inducers, light conditions, etc (Gardner et al. 2000; Grams and Thiel 2002;
Levskaya et al. 2005).
3.2.2 Oscillatory Kinetics
Oscillations in dynamical systems generated by ODEs correspond to closed
trajectories in phase space (usually, limit cycle attractors). For obvious rea-
sons, the dimension of the phase space must be equal to or larger than two,
for the system to have a limit cycle attractor. When the equilibrium loses its
stability, a limit cycle can emerge via the Andronov-Hopf bifurcation (Hopf
bifurcation for short) (Kuznetsov 2004; Marsden and McCracken 1976).
There are two types of the Hopf bifurcation — supercritical and subcrit-
ical. The supercritical Hopf bifurcation takes place when the stable equi-
librium loses stability and gives rise to a small amplitude, stable limit cycle
attractor. In the case of subcritical Hopf bifurcation, initially three attrac-
tors persist: a large amplitude, stable limit cycle, a small amplitude, unstable
limit cycle and, finally, a stable equilibrium. The small amplitude, unsta-
ble limit cycle shrinks to a stable equilibrium and makes it lose stability.
Thus, initially, the system has two stable attractors separated in the phase
space by an unstable limit cycle. After the subcritical bifurcation, only large
amplitude, stable limit cycle persists. However, instead of the large am-
plitude, stable limit cycle there can be any other stable attractor in the
system (Izhikevich 2007).
The two types of Hopf bifurcations are shown in Fig. 3.4. In the case
of the supercritical bifurcation, only one of the dynamical regimes is stable:
either the steady state or the oscillation. In the case of the subcritical bi-
furcation, there is a region of coexistence of two stable dynamical regimes:
the steady state and the oscillations (or another kinetics, corresponding to
any other stable attractor). The unstable limit cycle divides the phase space
into two basins of attraction, corresponding to the two stable dynamical
behaviors (Fig. 3.4).
As an example of the oscillatory dynamics, let us consider the model
of a genetic oscillator presented in (Elowitz and Leibler 2000). This oscilla-
tor, named repressilator, consists of three genes, each synthesizing repressor
protein, which inhibits the transcription process from the neighboring gene.
The genetic circuit is arranged so that the inhibitory links form a cyclic,
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HB
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BA
Figure 3.4: Two types of Andronov-Hopf bifurcations (HB): supercritical (A)
and subcritical (B). Stable and unstable fixed point attractors are
denoted as solid and dashed line, respectively. Stable and unstable
limit cycles are denoted as solid and empty circles, respectively.
unidirectional structure, as shown in Fig. 3.5.
B
A C
Figure 3.5: Three genes inhibit the transcription of each other in a unidirectional
cycle.
The model in (Elowitz and Leibler 2000) describes the dynamics of mRNA
and protein species and includes the ODEs for each of these. The following
notations are used: lowercase letters a, b and c stand for mRNA concen-
trations and uppercase letters A, B and C are the corresponding protein
concentrations (eqs. (3.3-3.4)).
da
dt
= −a+ α
1 + Cn
+ α0
db
dt
= −b+ α
1 + An
+ α0
dc
dt
= −c+ α
1 +Bn
+ α0
(3.3)
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mRNA degradation is reflected by the negative terms in the right hand side
of the eqs. (3.3). Repression is reflected by the nonlinear function α
1+pnj
,
where pj is the concentration of the corresponding repressor protein, n is the
Hill (cooperativity) coefficient, α is the maximal transcription rate. Note
that the same repression function was used in the model of the toggle switch
in Section 3.2.1. The leakiness of the promoters is modeled by a constant
rate of transcription, α0.
dA
dt
= β(a− A)
dB
dt
= β(b−B)
dC
dt
= β(c− C)
(3.4)
Proteins are synthesized and degraded linearly, according to eqs. (3.4), where
β is the ratio between protein and mRNA degradation rate constants.
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Figure 3.6: Bifurcation diagram of the system (3.3-3.4). Parameters used in this
analysis were: n = 2, β = 0.2 and α0 = 0.
The bifurcation diagram of the repressilator is shown in Fig. 3.6. The
transcription rate α is used as a bifurcation parameter,while the other pa-
rameters are fixed (Fig. 3.6). Solid and dashed lines denote the stable and
unstable stationary (fixed point attractor) solutions of the system, respec-
tively. The oscillatory solution is represented with solid circles. Only one
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variable, corresponding to mRNA a, is shown. One can see in Fig. 3.6 that
the system possesses the stationary dynamics for small enough values of the
transcription rate α, for which the phase portrait and the kinetics of the sys-
tem do not qualitatively differ from those shown in Fig. 3.2 for the genetic
toggle switch.
With increasing α, the stationary mRNA and protein levels increase until
the supercritical Hopf bifurcation occurs (HB in Fig. 3.6). After the HB,
the fixed point attractor loses stability and a small amplitude limit cycle
emerges. For the limit cycle, maximum and minimum values of the variable
are shown in Fig. 3.6. As α increases, the amplitude of the limit cycle
grows (Fig. 3.6). The corresponding kinetics plot and the phase portrait are
depicted in Fig. 3.7.
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Figure 3.7: Example of the kinetics of variables a and A and the phase portrait
of the system (3.3-3.4), after the Hopf bifurcation. Parameter values:
α = 15, n = 2, β = 0.2, α0 = 0. On the phase portrait (right), the
limit cycle and several trajectories are shown in solid and dashed
lines, respectively.
The oscillatory behavior of the variables of the system with a certain peri-
odicity and amplitude can be seen from Fig. 3.7. The kinetics plot (Fig. 3.7,
left) shows the periodic changes in concentrations of mRNA a and protein A.
The phase portrait (Fig. 3.7, right) shows the limit cycle corresponding to
this oscillatory behavior. From this plot, it can be seen that all orbits (dashed
lines) end up at the limit cycle attractor (solid line). Note that the equilib-
rium of the system is unstable for the given parameter set (Fig. 3.7).
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3.3 Stochastic Kinetics
The deterministic approach can capture qualitative changes in dynamical
systems, for example, the structural rearrangements of phase portraits, the
trajectories of entities in space, changes in rhythms or the generation of novel
dynamics through bifurcations. However, in many situations, the “stochas-
ticity” or “noise” underlying the kinetics of the processes in real systems
cannot be neglected. Due to its significance, realistic dynamical models of
genetic circuits must include this component.
Noise in a system’s dynamics has two major sources. One is “intrinsic”,
i.e. the system under study and its internal properties are the cause for this
type of noise. For example, it arises when micro-constituents of the system
undergo thermal fluctuations that affect the macro-scale constituents. The
finite number of macro-variables used in mathematical modeling inevitably
leads to the existence of this type of noise (van Kampen 2007). Additionally,
fluctuations in copy numbers of the key participating molecules of the chem-
ically reacting system are also a source of intrinsic noise (Gillespie 1977).
The second source of noise is the surrounding environment of the system
in question. The environmental conditions are themselves stochastic. This
stochasticity can arise from fluctuations in temperature, nutrient supplies for
cells, solar radiation, etc (Horsthemke and Lefever 1983).
Stochastic differential equations in general and the Langevin equation
(Lemons and Gythiel 1997) in particular account for noise. The Langevin
equation can be written in the following general form:
dx
dt
= f(x(t), t) + g(x(t), ξ(t), t) , (3.5)
where x(t) = [x1(t), . . . , xn(t)] is the state vector of the dynamical system;
ξ(t) = [ξ1(t), . . . , ξn(t)] is a set of random forces affecting the system. The
differential equation (3.5) can be divided in two parts: deterministic f(x, t)
and stochastic part g(x, ξ, t), such that g(x, ξ = 0, t) = 0. Note that, if
g(x, ξ, t) = 0 equation (3.5) becomes ODE. If g(x, ξ, t) 6= 0, the trajectories
for the same initial condition differ from each other and represent different
realizations of the same stochastic process. Thus, one needs to consider the
statistical ensemble consisting of many trajectories for an adequate descrip-
tion.
In the case of intrinsic noise, the intensities of the stochastic fluctua-
tions satisfy specific relationships according to the fluctuation-dissipation
theorem (Callen and Welton 1951; Nyquist 1928), which correlate the inten-
sities of the fluctuations to the dissipative properties of the system (Kubo
et al. 1985). For example, the Einstein-Smoluchowski relationship connects
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the diffusion coefficient (stochastic component) with the viscosity coefficient
(deterministic component). Similarly, the Nyquist theorem states that the
noise in an electrical circuit depends on the resistance of the circuit.
In the case of extrinsic noise, the stochastic and deterministic compo-
nents are independent from one another and, thus, the features of the fluc-
tuations can be considered as additional parameters of the system (Ha¨nggi
and Thomas 1982). Another approach to account for extrinsic noise is to
add uncertainty to the kinetic parameters of the deterministic system, by
drawing them randomly from particular distributions (see, e.g. (Mondrago´n-
Palomino et al. 2011)).
An alternative definition of a random process can be made in terms of
probability distributions and probability density functions (p). In this ap-
proach, the evolution of the system is described by the deterministic equa-
tions that have probabilities as variables, rather than the state of the system.
One can use differential equations to describe the evolution of the system with
continuous time as follows,
∂
∂t
p = Lp , (3.6)
where L is a linear evolution operator and p is the probability density func-
tion. Usually, L is set so that it describes the Markov process. That is, a
process where each next state is determined only by the previous state, i.e.
the system possesses no memory. In this case, one can derive the Chapman-
Kolmogorov equation, which is the general equation for describing the evolu-
tion of a Markov process. One particular form of this equation is the master
equation (van Kampen 2007).
These two, alternative, definitions of a stochastic process, based on the
statistical ensemble of the realizations and based on the evolution of the
probability density functions, provide two alternative approaches for analyz-
ing stochastic systems.
3.3.1 The Stochastic Simulation Algorithm
In chemical reactive systems, the effects of fluctuations in molecule numbers
are most ‘visible’ when the number of reactive elements is small. For exam-
ple, gene expression is considered to be a highly stochastic process due to
the small number of chemical species involved in this process (McAdams and
Arkin 1997; Ozbudak et al. 2002). Namely, genes are usually represented
by one to a few copies in the whole genome, there are only a few RNA-
polymerases available for transcription at any given moment in the cell, etc.
Due to this, it was proposed (Arkin et al. 1998; McAdams and Arkin 1997)
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that the simulation of the dynamics of gene expression and of gene regula-
tory networks should be done according to the Stochastic Simulation Algo-
rithm (SSA) (Gillespie 1977), initially developed for simple chemical reactive
events.
The SSA is a Monte-Carlo simulation of the chemical master equation
and thus is an exact procedure for the numerical simulation of the temporal
evolution of a well-stirred chemically reacting system (Gillespie 1977, 2007;
Karlebach and Shamir 2008). Each chemical species entity is treated sepa-
rately and is a variable of integer type. Each reaction is simulated explicitly.
Time advances in discrete time steps and, at every step, a reaction occurs and
the numbers of all species involved in the reaction (reactants and products)
are updated according to the reaction formula. The time step and the reac-
tion at each step are determined according to formulas, each of which taking
as input one of the two random numbers drawn from uniform distributions.
At each step of the algorithm, the random numbers are drawn independently
from any events occurring at previous time steps. Therefore, the algorithm
can simulate Markov processes.
The algorithm requires the system to be well-stirred, meaning that it
is assumed that there is a direct mixing of the reacting space and/or that
the number of non-reactive collisions of molecules exceeds significantly the
number of reactive collisions, allowing all components of the system to be
distributed homogeneously in the space at all times (Gillespie 1977), imme-
diately prior and immediately following any reaction event.
Each reaction rate cµ in the SSA depends on the reactive radii of the
molecules involved in the reactions and their relative velocities (Gillespie
1977, 2007). The velocities depend on the temperature and molecular masses.
The algorithm computes propensities for each of the reaction as aµ = cµ ·hµ,
where hµ is the number of distinct molecular reactants combinations available
at a given moment, hµ depends on the number of molecules Xi of each of the
species involved in the reaction µ. The SSA uses the unit-interval uniform
random generator to compute τ , the time interval until the next reaction
occurs, and µ, that determines the reaction that occurs. Finally, time is
increased by τ and all molecular species Xi involved in the reaction occurred
are updated according to the reaction formula. This process is repeated until
no more reactions can occur or for a predefined time interval. The SSA runs
as follows:
Step 0 (Initialization) Input the system’sM reaction constants c1, . . . , cM
and N numbers of initial molecular population numbers X1, . . . , XN .
Set time to zero and initialize the unit-interval uniform random number
generator.
22 CHAPTER 3. THEORETICAL BACKGROUND
Step 1 Calculate and store M quantities a1 = c1 · h1, . . . , aM = cM · hM
for the current molecular population numbers. Calculate and store the
sum of all ai values as a0.
Step 2 Generate two random numbers r1 and r2 from a unitary uniform
distribution and calculate τ and µ as follows: τ = 1
a0
· ln( 1
r1
), and
integer µ that satisfies the inequality
∑µ−1
i=1 ai < r2 · a0 ≤
∑µ
i=1 ai.
Step 3 Using values of τ and µ obtained in Step 2, increase t by τ and
adjust the molecular population numbers to reflect changes caused by
the chosen reaction µ. If there is no stop condition satisfied, return to
Step 1.
Several algorithms were proposed to increase the speed of the original
SSA or to add additional features. For this, these algorithms usually assume
restrictions and approximations (e.g., the Gibson-Bruck algorithm (Gibson
and Bruck 2000)) or introduce new procedures as, for example, in the delayed
SSA (Roussel and Zhu 2006).
As a side note, several of the players involved in the process of gene
expression cannot be considered to be well-stirred as in a chemical reactor.
First, some of these elements, the genes, exist in very small numbers and
are integrated in a larger structure whose location in the cell is far from
random. Also, the cell is a highly-ordered system with rigid temporal and
spatial hierarchy of processes. Similarly, some evidence suggests that the
RNA polymerases and the transcription factors do not freely diffuse through
the cell, even in bacteria (Alberts et al. 2002; Lewin 2008). Nevertheless,
the SSA has been used successfully to predict the kinetics of gene expression,
particular in organisms such as Escherichia coli (Arkin et al. 1998; Karlebach
and Shamir 2008; McAdams and Arkin 1997; Ozbudak et al. 2002).
3.3.2 Delayed stochastic models of gene expression
While the first stochastic models of gene expression treated transcription
and translation as instantaneous processes (Arkin et al. 1998), it takes non-
negligible time to produce mRNA and protein molecules, particularly when
compared to the lifetime of the cell and other associated processes. Namely,
following the initialization of these multi-stepped processes, several subse-
quent steps, such as transcripts assembly, mRNA translation, post-trans-
lational modifications, and folding, unavoidably follow in sequence. All these
events are time consuming, particularly protein folding and activation, and
events at the promoter region (Ribeiro 2010). To account for this consecutive-
ness and the duration of the processes, models were proposed that introduced
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delays in the appearance of the expression products following the occurrence
of the first step of these events (Bratsun et al. 2005; Ribeiro et al. 2006; Rous-
sel and Zhu 2006). These delays ought to be drawn from distributions, each
time an expression event occurs, to account for the variance in the durations.
In order to implement such models, a novel algorithm was necessary to
drive the dynamics, since the SSA assumes all reactive events as instanta-
neous. One of such algorithms, allowing multiple delays in a single reaction,
was proposed in (Roussel and Zhu 2006). This algorithm was the first to allow
implementing the modeling strategy for gene networks proposed in (Ribeiro
et al. 2006) and it was developed precisely with this aim.
The ‘delayed SSA’ (Roussel and Zhu 2006) uses a waiting list to store de-
layed output events. The waiting list contains a list of molecular species (e.g.,
proteins and RBS being produced) along with defined delays, time intervals
for which they should stay in the list after the production reaction and be-
fore the release into the system. The algorithm proceeds as follows (Ribeiro
2010):
Step 0 (Initialization) Set time t to zero and define the stop time. Set
initial numbers of molecules. Create an empty wait-list L.
Step 1 Generate the SSA step that gets the next reaction event R1 and the
corresponding occurrence time t+ t1.
Step 2 Compare t1 with the least delay time in L, τmin. If t1 < τmin or L is
empty, set t← t+ t1. Subtract t1 from all the delays in L. Update the
number of molecular species in accordance with R1, adding to L both
the delayed products of the reaction and the time delays for which they
have to stay in L.
Step 3 If L is not empty and if t1 ≥ τmin, set t ← t + τmin. Update the
number of molecules by releasing the products from L with the delay
equal to τmin. Remove those products from L. Subtract τmin from all
the remaining delays in L.
Step 4 Continue from Step 1, if time t is less than the stop time; otherwise
stop.
Note that, after Step 3, the algorithm goes directly to Step 4 without
performing the R1 reaction generated in Step 1. In Step 4, it then jumps to
Step 1, if time has not exceeded the stop time, where it generates a new re-
action event rather than performing the previous reaction event that was not
executed due to the delayed products release that occurred first. The previ-
ously generated reaction event R1 is not performed since the delayed events
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introduce new substances to the system and the reaction propensities might
change. The algorithm instead generates new reaction event. This sequence
of steps does not introduce errors as the process is memoryless (Ribeiro 2010).
Multi-delayed model of transcription and translation
The general model for transcription and translation with multiple delays
was initially proposed in (Ribeiro et al. 2006). The proposed set of chemical
reactions constituting the stochastic model of single gene expression was:
Pro + RNAp
kt−→ Pro(τ1) + RBS(τ1) + RNAp(τ2) (3.7)
Rib + RBS
ktr−→ RBS(τ3) + Rib(τ4) + P(τ5) (3.8)
RBS
dRBS−−−→ ∅ (3.9)
The reactions (3.7) and (3.8) model prokaryotic transcription and translation,
respectively. Pro represents the promoter region of a gene, RNAp is the RNA
polymerase enzyme, and RBS is the ribosome binding site, i.e. the initial
region of mRNA that the ribosome Rib can bind to and start translation.
This explicit modeling of the RBS is required in prokaryotes, since translation
can be initialized immediately after the RBS region is formed (τ1 seconds after
transcription starts).
The delays in the model are denoted as X(τ), meaning that the product
X is delayed for τ seconds. This implies that the product X is released
after τ seconds after the moment when the reaction occurs according to the
procedure of the delayed SSA. Note that τ can be a random variable following
a predefined distribution, thus varying from one reaction event to another.
The RBS undergoes degradation according to the reaction (3.9). The
similar degradation reaction can be included for the protein, but it does not
serve any function in the system, thus the reaction was omitted. However,
this reaction is crucial when studying the dynamics of genetic networks and
must be present in the model.
As genes are arranged in networks (see Sec. 2.2) the model of prokary-
otic gene expression can be supplemented with additional chemical reactions
reflecting interactions between genes (Ribeiro 2010). For example, one could
include reactions for the repression where the protein (here referred to as
‘Rep’) coded by one gene exerts on another gene’s activity:
Pro + Rep
krep−−→ Pro · Rep
Pro · Rep kunrep−−−→ Pro + Rep
(3.10)
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The first reaction in (3.10) models the binding of the repressor Rep pro-
tein, while the second reaction models its unbinding. The formation of the
complex Pro · Rep temporarily blocks the promoter Pro. Only when the
repressor unbinds the promoter new transcription events become possible.
Note that due to these reactions express real events that occur in cells, all
the rate constants and time delays can be directly obtained from experimental
data (Ribeiro 2010), while ODE models, for example, have parameters that
only indirectly can be extracted from the same data (e.g. the Hill coefficient).
The model accounts for the bursty production of proteins, which was re-
ported experimentally in (Yu et al. 2006) for a highly repressed lac promoter.
In this context, ‘burst’ implies that from one RNA, which is produced rarely
in time, several proteins are translated, during the short life time of the RNA.
In our model, the strong repression can be accounted for by setting krep
to a value large enough that is much bigger than kunrep, by at least one order
of magnitude. For example, one could set krep = 1 s
−1 and kunrep = 0.1 s−1.
Relevantly, in this model, in accordance to the measurements, the distribu-
tion of the number of transcription initiation events fits a Poisson distribution
and that of the number of translation reactions fits an exponential distribu-
tion (Ribeiro 2010).
Subsequent studies of this model (Zhu and Salahub 2008) focused on
its dynamical properties in various conditions and studied what parameters
most affect noise in RNA and protein levels. In particular, the transcription
and translation initiation rates, the rates of mRNA and protein decay, the
promoter and RBS delays were studied in this perspective (Ribeiro 2010).
Usually, these studies use methodologies to measure noise following the ap-
proach proposed in (Paulsson 2005).
Ensemble approach for delayed stochastic gene networks
The significant progress in high-throughput technologies made it possible to
identify most genes of organisms in reasonably short time. For example,
these efforts revealed that the human genome has ∼30,000 genes. These
technologies, which include, e.g. ChIP–seq and microarray, further allow
studies of how the various genes interact. They revealed that genes interact
in an intricate way, forming regulatory networks, by means of their products
or via other substances in the cell, with complex large scale topologies (Chua
et al. 2006; Ribeiro 2010).
However, these procedures, as well as the algorithms used for processing
the data still lack accuracy. Thus, in order to understand the dynamics of the
large scale topology gene networks the ensemble approach (Kauffman 2004) is
still needed. This approach relies on the average topological features, rather
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than detailed topologies, and provides average expected behaviors, rather
than the behavior of a specific circuit. The use of large scale stochastic
modeling is, nevertheless, also complicated, as it has high computational
demands on the simulation of the network dynamics and it is not easy to
establish the rules that the ensemble follows.
Several of these rules have been established. For example, it is known
that the regulation of gene expression occurs via transcription factors or their
oligomeric structures. These interactions define the topology of the gene reg-
ulatory networks. The genes have operator regions to which the transcription
factors bind and, when doing so, change the rate of transcription of the gene.
This knowledge was used to establish a modeling strategy of gene regu-
latory networks (Ribeiro et al. 2006). In this strategy, the following notation
is used for the promoter of a gene i: Proi,{ ~op}. The array { ~op} is based on
the set of the operator sites of the gene i, and it represents the state of each
of the operator sites, i.e., if and which transcription factor is bound to the
site (Ribeiro 2010).
Depending on the occupancy of the operator sites of the promoter, the
gene is either repressed or activated at a certain level (in comparison to its
‘basal level’). A fraction of genes can be assigned to have only a basal level
of expression. For each combination of input states, which constitutes the
promoter’s state, a regulating function that determines the gene’s expression
rate is assigned (Ribeiro 2010).
The model of gene regulatory networks (Ribeiro et al. 2006) includes the
following generalized chemical reactions:
Proi + RNAp
kt,i−−→ Proi(τ 1i ) + RBSi(τ 1i ) + RNAp(τ 2i ) (3.11)
Proi,{ ~op} + RNAp
kt1,i,{ ~op}−−−−−→ Proi,{ ~op}(τ 1i ) + RBSi(τ 1i ) + RNAp(τ 2i ) (3.12)
Rib + RBSi
ktr,i−−→ Rib(τ 3i ) + RBS(τ 4i ) + pi(τ 5i ) (3.13)
Proi,(...,j,...) + pw
kij,w−−−⇀↽ −
kw,ij
Proi,(...,pw,...) (3.14)
Proi,(...,pz ,...)
diz−→ Proi,(...,0,...) (3.15)
Proi,(...,pz ,...) + pw
diz,w−−−→ Proi,(...,0,...) (3.16)
RBS
dRBS,i−−−−→ ∅ , pi dp,i−−→ ∅ (3.17)
pi + pj
kdim,ij−−−−−⇀↽ −
kundim,ij
pi,j (3.18)
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For genes i = 1, . . . , N there is a basal transcription reaction of promoter
Proi (3.11). The model includes transcription reactions for each promoter,
with a specific set of transcription factors bound (3.12), and the translation
of RNA (RBS) by ribosomes (Rib) into proteins (p) (3.13). The products
of these reactions are all time-delayed. The delays are different between the
products within each reaction and between the similar reactions for different
genes.
The binding and unbinding of a transcription factor from operator site j
of a gene i are represented by the reversible reaction (3.14). If the complex of
promoter and transcription factor does not allow transcription to initialize,
the two reactions represent repression and derepression. Derepression can
also occur due to removing of the repressor from the operator site by another
transcription factor via reaction (3.16). Decay of RNA/RBS and proteins
are represented by uni-molecular reactions (3.17). Decay of a protein while
bound to a promoter occurs via reaction (3.15). Finally, protein polymer-
izes (here, only dimerization is considered, for simplicity) and dissociate via
the reversible reaction (3.18).
Ensembles of gene regulatory networks (Kauffman 2004) can be gener-
ated by randomly assigning integers for all indexes in the reactions modeling
interactions between genes i, j, z, and w. Each different set of assignments
corresponds to a unique gene regulatory network.
3.3.3 Stochastic models of small genetic circuits
The Genetic Toggle Switch
Different studies of genetic toggle switches suggest that the bi-stability arises
from the cooperative binding of repressor proteins. However, in (Lipshtat et
al. 2006) the authors concluded that the combination of the relevant bio-
logical conditions, suitable network features and stochastic effects give rise
to bi-stability without the need for cooperative repression. Namely, three
models that exhibit bi-stability were analyzed. The first circuit contains two
promoter sites which cannot be occupied simultaneously. The second cir-
cuit has degradation of the repressor when bound to promoter. In the third
circuit, two repressor proteins can form a complex which is not active as
a transcription factor. Such models, when following the deterministic ap-
proach, as in Sec. 3.2.1, show bi-stability only in the two latter cases, while
the first circuit exhibits only a single, stable steady state. When using the
Master Equation approach, it was observed that all three circuits exhibited
bi-stability (Lipshtat et al. 2006).
The bi-stability of the stochastic toggle switch is tightly associated to the
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concept of noisy attractors (Ribeiro and Kauffman 2007), as this model was
the one first used to exemplify this concept. The bi-stable genetic switch has
two noisy attractors corresponding to high and low protein levels of either of
the genes of the switch. Note that in each of these noisy attractors the number
of proteins fluctuates, which implies that, technically, these are not attractors
in a strict sense. These noisy attractors relate to the conventional concept of
an attractor of the dynamical system (see Sec. 3.2), being constrained regions
of the state space that the system remains in for a very long time.
Interestingly, even with the same structure of interactions, given suffi-
cient noise in the protein numbers, the two genes of the switch can express
simultaneously for long periods of time. Thus, within a specific region of pa-
rameter values, the toggle switch can be tri-stable (Ribeiro 2008). Both the
bi-stability without cooperative repression and the tri-stability of the genetic
toggle switch are now commonly used examples of noise-induced emergence
of novel dynamics in genetic circuits.
The genetic toggle switch circuit was long ago hypothesized to be a po-
tential decision circuit for cell differentiation (Jacob and Monod 1961). This
hypothesis has been tested making use of delayed stochastic models. Namely,
in (Ribeiro et al. 2009b), the authors studied how the stochasticity of the
toggle switch can be used to regulate patterns of cell differentiation. Each
cell contained a genetic switch whose dynamics was driven by the delayed
SSA (Sec. 3.3.2). Assuming that the protein levels in each cell determine
the cell’s fate regarding differentiation at a given point in time, the authors
discriminated between four possible differentiation pathways of the cell. The
four states are: (1,0), (0,1), (1,1), and (0,0), where, for example, (1,0) im-
plies that the first protein level is ’high’ while the second protein level is ’low’.
Differentiation between these levels was possible by the K-means algorithm
due to their bi-stable nature.
The delayed stochastic model of the genetic toggle switch used in this
study can be derived from the general model of an ensemble of gene regula-
tory networks (3.11-3.18). Taking into account only simplest interactions of
transcription factors and DNA one can write the model of the genetic switch
as follows:
Proi + RNAp
kt−→ Proi(τ1) + RNAp(τ2) + RBSi(τ1) (3.19)
RBSi + Rib
ktr−→ RBSi(τ3) + Rib(τ4) + Repi(τ5, τ5,std) (3.20)
RBSi
dRBS−−−→ ∅ , Repi
dp−→ ∅ (3.21)
Proi + Repj
krep−−−⇀↽ −
kunrep
Proi · Repj (3.22)
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Proi · Repj
dp−→ Proi (3.23)
In reactions (3.19-3.23) i, j = 1, 2 and i 6= j; Proi is the promoter of the i-th
gene; RNAp is RNA polymerase; Rib is a ribosome and RBSi is the RBS of
the i-th gene. The reaction (3.19) models transcription. The translation re-
action (3.20) accounts for variability in time needed to get functional protein
Repi (translation elongation, folding, activation, etc.), given that the delay
for Repi follows the normal distribution with the mean τ5 and the standard
deviation τ5,std (Zhu et al. 2007). Each protein represses the opposite gene’s
promoter: the reaction (3.22) models binding and unbinding of the repressor
from the promoter; this reaction defines the topology of the network, i.e. its
switching properties. Reactions (3.21) and (3.23) model the degradation of
proteins (including the degradation on the promoter (3.23)) and RBS.
The study (Ribeiro et al. 2009b) revealed that cells could potentially
tune their pluripotency and distribution of lineage choice in a population by
varying the transcription rate kt and/or the protein decay dp, suggesting that
the stochastic switch has high plasticity regarding differentiation pathway
choice regulation. For example, as the noise level changed, the significant
changes in the pattern of cell differentiation were observed.
Genetic Repressilator
The genetic repressilator was the first synthetic circuit that was shown to ex-
hibit periodic oscillations in the protein numbers (Elowitz and Leibler 2000).
The first attempt to model the repressilator circuit accounting for stochas-
ticity was made in the original work (Elowitz and Leibler 2000). The model
was driven by the SSA (Gillespie 1977) and was used as a comparison to
the deterministic model considered in this thesis (see Sec. 3.2.2) (Elowitz
and Leibler 2000). The cooperativity, crucial for oscillations to occur, was
modeled by including two binding sites for the repressor molecules on each
promoter.
The extensive analysis and comparison between different realizations of
stochastic and deterministic models of the repressilator was performed in
(Loinger and Biham 2007). One of the results of that work is that the os-
cillations of the deterministic model persist, even without cooperative bind-
ing, in presence of degradation of the repressor when bound to the pro-
moter. Additionally, the deterministic model does exhibit oscillations, while
the stochastic model does not, provided cooperative binding, absence of the
bound repressor degradation, and the explicit inclusion of mRNA species in
the model (Loinger and Biham 2007).
The detailed model of the repressilator and the conditions for sustained
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oscillations are provided for three known natural repressors in (Tuttle et al.
2005). It is worthwhile noting that the authors did not consider the effects of
delays in the model (as in (Zhu et al. 2007)) which implies that it is expected
that some of the conditions will differ in the real system.
On the other hand, the study conducted in (Zhu et al. 2007) of the repres-
silator model, using the mean-field deterministic approach with time delays,
shows that increasing the protein delay decreases the frequency of oscilla-
tions. Moreover, for the highest considered delay for proteins, two modes of
oscillations have been observed: high-frequency small-amplitude oscillations
and low-frequency high-amplitude oscillations. The former oscillations are
transient and correspond to the regime of the circuit where either all pro-
teins, or none of them, are synthesized. The low-frequency high-amplitude
oscillations are robust and represent the rhythm corresponding to the true
limit cycle of the system (Zhu et al. 2007).
Note that the repressilator model can be written according to the general
delayed stochastic model of GRN (see Sec. 3.3.2) (Ribeiro et al. 2006). This
model can also be supplemented with details further expanding the key pro-
cesses of gene expression. One such approach uses the model of transcription
at the nucleotide level in order to study effects of transcriptional pauses on
the dynamics of gene expression and gene regulatory networks (Rajala et al.
2010; Ribeiro et al. 2009a).
In these works, the model of transcription at the single nucleotide level
expands the transcription process, namely, it incorporates the promoter oc-
cupancy time, pausing, arrests, misincorporations and editing, pyrophospho-
rolysis, premature termination, and accounts for the range occupied by an
RNA polymerase when on the DNA strand (Ribeiro et al. 2009a). The model
further sets the probability of RNA polymerase to pause at each nucleotide of
the gene and the duration of the paused state. The study of the dependence
of the period of the repressilator on the pause rate and its duration shows
that the period increases with increasing both the rate and the duration of
the pause (Rajala et al. 2010). The pause rate and its duration do not af-
fect mean protein levels and period robustness, which was assessed by the
3-tuple information-entropy of the time series of the three proteins. Noise
was assessed by the coefficient of variation (CV) of the sum of three proteins
at each time step. The summing was done in order to remove the effect of
the periodic oscillations on CV.
Interestingly, an increase in noise level at the single gene level does not
significantly affect the robustness of the circuit’s periodicity. This is because
the negative feedback connections between the genes via their proteins act as
‘noise filters’ (Rajala et al. 2010). This indicates that transcriptional pauses
might play a key role in adapting to environmental changes by tuning the
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period without affecting the robustness of the oscillations. Given that the
rate and duration of the pause depend on the sequence, the pauses can be
considered as an evolvable mechanism of adaptation. In general, these re-
cent studies show that the sequence of the genes composing the repressilator
cannot be neglected when planning for a specific dynamic behavior.
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Chapter 4
Models
This chapter contains a detailed description of the models of gene expression
and gene regulatory networks that were used in the studies included in the
thesis. Namely, a broad overview of the theoretical and experimental assess-
ments of the dynamics of these circuits is provided. We also describe how,
from these data, the models evolved. Finally, we describe results of previous
studies analyzing these models.
4.1 Coupled genetic repressilators
The repressilator (Elowitz and Leibler 2000) is one of the simplest genetic
constructions that is capable of nonlinear dynamical behavior, as it exhibits
temporal oscillations in protein levels. This circuit is thus an excellent model
for studies of cellular cyclic processes, such as the cell cycle and the circadian
oscillator (see Sec. 1), and as a starting point for the developing of biotech-
nological applications, for example, reliable synthetic genetic clocks. One
natural step is to expand this design effort to implement the mechanism of
inter-cell global communication (Garc´ıa-Ojalvo et al. 2004), as such mech-
anism would serve many purposes, both in better understanding of cellular
populations as well as for industrial applications.
One of the expected outcomes of this communication is to globally en-
hance the oscillating response of the population, which is crucial for the
technological applications where the signal from single cells might not be
discernible by the technological set-up (Garc´ıa-Ojalvo et al. 2004). However,
the coupling between cells is not enough to achieve the synchronization over
the population due to either oscillators’ actively resisting to the synchroniza-
tion (Winfree 1967) or if the coupling is too small or nonexistent (Njus et al.
1981). This coupling has to be able to actively promote the synchronization
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of the population in order to serve its purpose. In this context, since the
cells are subject to chemical signals from neighboring cells, it is worth study-
ing the effects of such chemical environment on the dynamics of the coupled
oscillators (Ullner et al. 2007).
Other applications are possible. For example, as opposed to enhancing
coupling, one could implement a repressive coupling, which would lead to the
phase-repulsive influence (Bala´zsi et al. 2001; Han et al. 1995; Volkov and
Stolyarov 1991) on the oscillator cells of the population. The phase-repulsive
coupling is used to explain the mechanisms underlying, e.g., morphogenesis
in Hydra regeneration and animal coat pattern formation (Meinhardt 1982),
neural activity in the brain of songbirds (Laje and Mindlin 2002), the jam-
ming avoidance response in electrical fish (Metzner 1993), and regulation in
the respiratory systems (Glass and Mackey 1988).
Due to a wide range of possible applications, coupled oscillators are of
fundamental interest in various contexts (Collins and Stewart 1993; Mon-
drago´n-Palomino et al. 2011; Strogatz et al. 1992; Winfree 1967). In ac-
cordance with these aims, two principal schemes of the repressilator with
quorum sensing coupling were proposed (Garc´ıa-Ojalvo et al. 2004; Ullner
et al. 2007). Figure 4.1 shows the original repressilator circuit (compare with
Fig. 3.5) and the coupling module implemented as the LuxIR-type quorum
sensing network (see Sec. 2.3).
luxI
LuxR
AI
AI
A
B C
PA
PR
C
Figure 4.1: Two schemes of the repressilator (left module) with quorum sens-
ing (right module). Negative relations (repression) are denoted as
blunt end arrows. Activation and synthesis are denoted as pointed
end arrows. Each of the schemes implies either PA or PR connec-
tions, i.e. phase-attractive or phase-repulsive coupling, respectively.
AI stands for the autoinducer, the signal molecule of quorum sensing.
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The three elements of the repressilators are denoted as A,B, and C in
Fig. 4.1 (left module). The coupling module is depicted on the right in
Fig. 4.1: a gene of the enzyme synthesizing the autoinducer (AI) is denoted
as luxI, the receptor of AI is LuxR. The signal AI freely diffuses through the
cell membrane and binds in the cell to its receptor LuxR. The complex of
LuxR and AI activates the target gene. In all schemes of the repressilator
with QS the target gene is C. The choice of the target gene does not influence
subsequent results due to the symmetry of the repressilator circuit.
In order to achieve the synchronization over the population of the oscilla-
tors, phase-attractive coupling was introduced by placing the luxI synthase
gene under the inhibitory control of the target element C (PA in Fig. 4.1).
Thus, when the signal AI reaches the cell, the AI-LuxR complex activates
the target gene whose protein, in turn, forms a negative feedback loop, in
addition to the overall negative feedback of the repressilator’s core. At the
population level, this means that any deviation from the “average” behavior
of any cell is suppressed by the coupling.
The phase-repulsive coupling is introduced by placing luxI under the in-
hibitory control of the gene that is repressed by the target gene (PR in
Fig. 4.1). The incoming pulse of AI increases the synthesis of the target
gene (C), whose product, being the element of the repressilator’s core, serves
its function by repressing the corresponding gene (A). The latter (A), in turn,
represses the synthesis of luxI, providing the phase-repulsive coupling. These
two negative feedbacks provide the overall positive feedback, in addition to
the overall negative feedback of the repressilator’s core. The response of the
cell to the pulse of incoming AI is, thus, in the form of an increase of AI’s syn-
thesis. Note that in the natural examples of the quorum sensing mechanism
of the LuxIR-type, the signal molecule induces its own synthesis, sustaining
the phase-repulsive coupling (see Sec. 2.3) (Waters and Bassler 2005).
The phase space of the system, consisting of many oscillators, can be re-
duced to a smaller space, constituted with the variables of a single oscillator,
given the oscillators are identical. In such reduced phase space, every state of
an oscillator at any particular moment of time is represented by a point. The
set of these representative points for an oscillator forms, during an evolution
of the system, a closed trajectory in the space, known as limit cycle. In case
of homogeneous dynamical regimes all limit cycles of the system coincide in
the reduced phase space.
During an evolution of the system with phase-attractive coupling, the
representative points of each oscillator are attracted to each other, while
being on the limit cycle in the reduced phase space; hence the name of this
form of coupling. The difference of the oscillator phases tends to a zero in
the case of the phase-attractive coupling. Oppositely, during an evolution of
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the system with phase-repulsive coupling, the representative points of each
oscillator repulse each other, while being on the limit cycle in the reduced
phase space; hence the name of this type of coupling. In this case, the
difference of the oscillator phases tends to a finite limit.
Both phase-attractive and phase-repulsive systems possess the same equa-
tions governing mRNA and protein dynamics. The mRNA dynamics is de-
scribed by the following Hill-type kinetics, with Hill coefficient n:
dai
dt
= −ai + α
1 + Cni
,
dbi
dt
= −bi + α
1 + Ani
,
dci
dt
= −ci + α
1 +Bni
+ κ
Si
1 + Si
,
(4.1)
where i specifies the index of the cell in the population; ai, bi, and ci de-
note the concentrations of mRNA and Ai, Bi, and Ci are the corresponding
protein concentrations. Si is the concentration of the autoinducer inside the
cell. The model is made dimensionless by measuring time in units of mRNA
life time (assumed identical for all genes), and mRNA and protein levels in
units of their Michaelis constants. The mRNA concentrations are addition-
ally rescaled by the ratio of their corresponding proteins’ degradation and
translation rates. α is the dimensionless transcription rate in the absence
of a repressor. κ is the maximum transcription rate of the LuxR promoter.
The term with κ describes the activation of the target gene (C) by AI. LuxR
is assumed to be constantly produced and sufficient for AI to bind and form
the activation complex. Thus, only AI concentration is explicitly present in
the model.
The dynamics of the proteins is described by the following equations:
dAi
dt
= βa(ai − Ai) ,
dBi
dt
= βb(bi −Bi) ,
dCi
dt
= βc(ci − Ci) ,
(4.2)
where β{a,b,c} is the ratio between mRNA and protein life times (inverse
degradation rates). Note that the protein equations are linear.
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The AI concentration Si in cell i is proportional to the concentration of
LuxI (the protein synthesizing AI). The AI concentration Si is scaled by its
Michaelis constant. The dynamics of AI is also affected by the intracellular
degradation and diffusion toward and from the intercellular space:
dSi
dt
= −ks0Si + ks1[LuxI]− η(Si − Se) , (4.3)
Se = QS¯ ,
S¯ =
1
N
N∑
i=1
Si .
(4.4)
The diffusion coefficient η depends on the permeability of the membrane
to the autoinducer, the membrane surface area and the cell volume. The
extracellular AI concentration Se can be replaced with the mean field S¯ of
intracellular AI concentrations Si due to the fact that the diffusion of Se is
faster than the period of the repressilator and, thus, the quasi-steady-state
approximation can be applied (Dockery and Keener 2001) (eq. (4.3)).
The parameter Q is defined as:
Q =
δN/Vext
kse + δN/Vext
, (4.5)
where N is the number of cells, Vext is the total extracellular volume, kse is
the extracellular AI degradation rate, and δ is the product of the membrane
permeability and the surface area (Garc´ıa-Ojalvo et al. 2004; Ullner et al.
2008). The coupling coefficient Q is proportional to the cell density (N/Vext)
of the population and can be varied in the range between 0 and 1. This can
be achieved by, for example, changing the chemostat volume in the experi-
ment (Garc´ıa-Ojalvo et al. 2004; Ullner et al. 2008).
Equations (4.1-4.2) are identical for both phase-attractive and phase-
repulsive coupling type models. The difference between them is in the equa-
tion describing the dynamics of the autoinducer (eq. (4.3)). Assuming that
the life times of the proteins of the schemes are identical, one can express the
concentration of LuxI protein ([LuxI] in eq. (4.3)) as one of the repressila-
tor’s proteins, A, B, or C. Thus, in the case of the phase-attractive coupling
scheme, the LuxI follows the changes in the concentration of protein A since
both A and LuxI are repressed by the same protein C.
[LuxI] ≡ A . (4.6)
Similarly, in the phase-repulsive scheme:
[LuxI] ≡ B . (4.7)
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4.1.1 Phase-attractive coupling
The main results of the population of repressilators with phase-attractive
coupling were obtained in (Garc´ıa-Ojalvo et al. 2004). As this type of cou-
pling is intended to enhance the oscillatory signal, the synchronization and
coherence properties were investigated in a systematic way.
It was shown that the population of 104 oscillatory cells demonstrates
the perfect phase locking as the coupling Q increases from 0 (uncoupled
oscillators) to 1 (maximal coupling strength) (Garc´ıa-Ojalvo et al. 2004).
Also, the study presents the effect of mRNA-to-protein lifetime ratio β ≡
βa = βb = βc variation, since β has the strongest effect on the period of
the oscillators. β was set to follow a Gaussian distribution with different
standard deviations ∆β to model to what extent the repressilator cells in the
population are similar to each other. One of the results of the study is that
the more similar the individual repressilators are, the smaller is the threshold
of the coupling strength for synchronization to occur. Furthermore, maximal
coherence in the synchronized regime was found to decrease as the differences
between the oscillators increase (Garc´ıa-Ojalvo et al. 2004).
Thus, in (Garc´ıa-Ojalvo et al. 2004) the authors showed the possibility to
observe the macroscopic rhythms in a population of synthetic genetic oscil-
lators under realistic experimental conditions. This is a significant develop-
ment, given that the earlier experimental studies assumed that a large degree
of variability would prevent this (Elowitz and Leibler 2000). The degree of
synchronization reported sufficed to generate global rhythms in a highly het-
erogeneous population of genetic oscillators. The resulting clock-like behavior
is robust even to the stochastic drifts of the individual oscillators (Garc´ıa-
Ojalvo et al. 2004). Finally, it was shown that quorum sensing coupling is
able to synchronize the population of genetic oscillators. Similar conclusions
were drawn in the experimental set up later on (Danino et al. 2010), but on
another genetic oscillator with quorum sensing coupling.
However, the phase-attractive system of coupled genetic oscillators was
not shown to have any other global rhythms, except for the so called in-phase
oscillations leading to synchronous dynamical behavior of the ensemble of
oscillators. The principal design of the phase-attractive coupling was believed
to have only the in-phase synchronous dynamical solutions, which lead to the
enhancement of the dynamical rhythm of a single oscillator on the population
level (since all oscillators possess the same rhythm with locked phase relative
to each other).
In this thesis, we hypothesized the existence of other types of synchro-
nization in the phase-attractive coupling system. We use the bifurcation
analysis (see Sec. 3.2) to reveal the dynamical regimes of the system of two
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coupled genetic oscillators of this type. The bifurcation analysis of two cou-
pled repressilators can be applied directly to the population of the oscillators,
since the type of the synchronization does not depend on the size of ensem-
ble (Ullner et al. 2008).
4.1.2 Phase-repulsive coupling
The system of two (N = 2) repressilators with phase-repulsive coupling was
studied by means of the bifurcation analysis in (Ullner et al. 2008). The
results are shown in Fig. 4.2. The figure shows the different dynamical so-
lutions of the same system. Note the y-axis logarithmic scale of the panels
(b), (c), and (d) of the figure. Note also that the coupling strength Q is
varied within the interval [0 , 1], values outside this interval do not have any
biological meaning. The notations in Fig. 4.2 are the following: HB, Hopf
bifurcation, LP, limit point bifurcation, BP, pitchfork (symmetry breaking)
bifurcation, TR, invariant torus emergence bifurcation. The oscillatory (limit
cycle) solutions are represented by the circles: solid and empty circles de-
note stable and unstable solutions, respectively. Lines denote steady state
solutions: solid and dashed lines represent stable and unstable solutions,
respectively.
The main continuation over the coupling strength parameter Q is shown
in Fig. 4.2(a). This curve is characterized by the presence of the symmetry
breaking bifurcations (BP) that lead to inhomogeneous solutions and by the
stabilization of the homogeneous steady state solution, HSS (after LP2 for
Q > 0.129 in Fig. 4.2). The HSS solution is characterized by the constant
levels of mRNA and protein concentrations. Another HSS is found between
HB2 and LP1, but it is located outside of the biologically relevant interval,
i.e. Q > 1.
The symmetry breaking bifurcations make the unstable steady states split
into two additional solution branches. The latter give rise to the stable in-
homogeneous steady states (IHSS). The IHSS appears as two distinct con-
centration levels. This regime becomes stable via the Hopf bifurcation HB4.
The IHSS coexist with HSS solution in the parameter space (Fig. 4.2(a)).
The Hopf bifurcation HB4 gives rise to a branch of stable inhomogeneous
periodic solutions, known as inhomogeneous limit cycles (IHLC) (Tyson and
Kauffman 1975). In this system, the IHLC is characterized by the small am-
plitude oscillations of one repressilator cell and large amplitude oscillations
of the other. Small amplitude oscillations are not discernible from the con-
stant steady state level, while the large amplitude oscillations have amplitude
slightly smaller than that of the isolated repressilator. The IHLC is stable
for values of Q between HB4 and LP4 (Fig. 4.2(d)).
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Figure 4.2: The dynamical regimes of the system of two repressilators coupled
with phase-repulsive coupling.
The inhomogeneous solutions, IHSS and IHLC, can be occupied by each
of the two oscillators with the same probability due to the symmetry of
the system. The initial conditions determine the separation of the oscilla-
tors. These regimes are not characteristic to this model and were observed
previously (Kuznetsov et al. 2004; Tyson and Kauffman 1975; Volkov and
Romanov 1995).
For the coupling values smaller than that of LP2 the system is described
by the self-oscillatory solution. For the system of two repressilators this
solution corresponds to anti-phase oscillations (Fig. 4.2(c)). This branch
arises at HB2 and loses stability at the bifurcation of the invariant torus
emergence, TR. For smaller values of Q it regains the stability through the
other TR bifurcation. The numerical analysis reveals the complex chaotic
behavior within the region where the anti-phase limit cycle is unstable (Ullner
et al. 2008).
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In contrast to the phase-attractive coupling system (Garc´ıa-Ojalvo et al.
2004) (see Sec. 4.1.1), where the coupling was implemented to provide the
coherence enhancement in the population, the system with phase-repulsive
coupling does not show the existence of stable in-phase regime (synchronous
oscillation over the entire population). The branch of the in-phase limit
cycle emerges at HB1 and is unstable in the whole range of the coupling
strengths (Fig. 4.2(b)). The existence of anti-phase (or phase-shifted) oscil-
lations is a manifestation of the phase-repulsive character of the autoinducer-
mediated coupling (Ullner et al. 2008).
The system of two identical repressilators coupled through the phase-
repulsive coupling implemented as a diffusion of the autoinducer demon-
strates the big variety of the dynamical behaviors. This ranges from both ho-
mogeneous and inhomogeneous stationary solutions to homogeneous, where
the phase shift is maximized (anti-phase), and inhomogeneous oscillatory so-
lutions and even chaos, the regime whose dynamics is characterized by the
unpredictable behavior though the system is governed by deterministic laws.
4.2 Model of gene expression at the nucleo-
tide and codon levels
Transcription and translation are multi-step processes. Events occurring
during the transcriptional and translational elongation are stochastic due
to the probabilistic competition of the elementary processes. Thus, there are
pathways leading to different states of the RNA polymerase, when it processes
each nucleotide (Ribeiro 2010; Ribeiro et al. 2009a; Roussel and Zhu 2006),
and of the ribosome, when it processes each codon (Ma¨kela¨ et al. 2011). For
example, there are transcriptional pauses of the RNA polymerase (Greive
and von Hippel 2005; Herbert et al. 2006) and trans-translation (Moore and
Sauer 2005) resulting in release of all translating ribosomes from mRNA
template (see p. 44).
All these events, introduce noise in each of the elongation processes, which
can affect the production kinetics of transcripts and proteins. Several studies
suggest that these noise sources may play a key role in bacterial adaptabil-
ity in unpredictable or fluctuating conditions of the surrounding environ-
ment (Acar et al. 2008; Lee et al. 2010). To account for this in the models,
one needs to make use of single nucleotide level and single codon level dy-
namical models of gene expression (Ma¨kela¨ et al. 2011; Ribeiro 2010).
In prokaryotes this is of particular importance, since transcription and
translation are coupled, i.e. translation elongation by a ribosome can start
42 CHAPTER 4. MODELS
as soon as the initial section of mRNA, known as ribosome binding site, is
formed during transcription (see Sec. 2.1). This coupling implies that, at
least to some extent, fluctuations in RNA levels will propagate to protein
levels. Moreover, it is largely unknown what mechanisms the bacterial cell
utilizes to control the level of fluctuations. If these exist, they must act at
the sequence level further enhancing the need for these models.
Recently, a model of transcription and translation at the nucleotide and
codon levels was proposed in (Ma¨kela¨ et al. 2011). The model of transcription
is similar to that in (Ribeiro et al. 2009a).
Tables 4.1 and 4.2 contain reactions modeling transcription and transla-
tion. Every reaction described has a reference where the kinetic parameters
for the reaction were taken from. Most of the rates and delays are obtained
from measurements in Escherichia coli, mainly for lacZ gene. Delays and
life times of some states (e.g. arrested state) are denoted as τx, and if a
product is delayed it is represented as X(τx) (see Sec. 3.3.2). Stochastic rate
constants are denoted as kx. Note that the rates and delays can vary for
different genes, and only averages of reported values are shown.
The model of transcription at the nucleotide level includes transcription
initiation (reaction 1 in Tab. 4.1) (Zhu et al. 2007), during which the pro-
moter open complex is formed with delay τoc, followed by promoter clear-
ance (reaction 2) (McClure 1980) that consumes first ∆P + 1 unoccupied
nucleotides (U[1,(∆P+1)]) of the gene, which are needed for the Rp to bind.
The initiation and clearance of the promoter are followed by the elongation,
which consists of nucleotide activation (reaction 3) (Proshkin et al. 2010)
and step-wise elongation (reaction 4) (Proshkin et al. 2010), which requires
the nucleotide next to the Rp to be unoccupied (Un+∆P+1), accounting for
the Rp coverage size, to correctly model polymerase traffic. At the end of
the elongation a complete RNA molecule is formed and the Rp is released
via the reaction 12 (Tab. 4.1) (Greive et al. 2008).
Several events during transcription compete with the elongation at each
nucleotide, such as transcriptional pauses (reaction 5 in Tab. 4.1) (Greive and
von Hippel 2005). The pause state Onp of Rp can release spontaneously (re-
action 5) or by collisions with preceding activated state of Rp, An−2∆P−1 (re-
action 6). Such collisions can also induce the pause state of Rp (reaction 7).
There are ubiquitous arrests and release from arrests (reaction 8) (Ribeiro
et al. 2009a), misincorporation and editing (reaction 9) (Greive and von Hip-
pel 2005), premature terminations (reaction 10) (Lewin 2008) that release
Rp and nucleotides it occupied (U[(n−∆P),(n+∆P)]). Pyrophosphorolysis re-
moves inserted ribonucleotide (URn−∆P−1) of the growing mRNA strand via
reaction 11 (Erie et al. 1993). The model accounts for the nucleotides occu-
pied by Rp on the DNA strand. Finally, two RNA polymerases can never
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Table 4.1: Chemical reactions, rate constants (kx, in s
−1), and delays (τx, in s)
used to model transcription initiation, elongation and termination, as
well as mRNA degradation. Pro — promoter, Rp — RNA polymerase,
O — nucleotide occupied by Rp; U — unoccupied nucleotide; A —
activated nucleotide; UR — unoccupied ribonucleotide. n denotes the
index number of a nucleotide in the sequence. (2 ·∆P + 1) — range
of nucleotides that Rp occupies, ∆P = 12. Reactions are explained in
the text.
1.Initiation
and promoter
complex for-
mation
Pro + Rp
kinit−−→ Rp · Pro(τoc) kinit = 0.015,
τoc = 40± 4
2.Promoter
clearance
Rp ·Pro + U[1,(∆P+1)] km−→ O1 + Pro km = 114
3. Activation On
ka−→ An ka = 114, n > 10;
ka = 30, n ≤ 10
4. Elongation An+Un+∆P+1
km−→ On+1 +Un−∆P +
URn−∆P
km = 114
5. Pausing On
kp−−⇀↽−
1/τp
Onp kp = 0.55, τp = 3
6. Pause re-
lease by colli-
sion
Onp + An−2∆P−1
0.8km−−−→ On +
An−2∆P−1
km = 114
7. Pause by
collision
On + An−2∆P−1
0.2km−−−→ Onp +
An−2∆P−1
km = 114
8. Arrests On
kar−−−⇀↽ −
1/τar
Onar kar = 0.00028,
τar = 100
9. Editing On
ked−−−⇀↽ −
1/τed
Oncorr ked = 0.008,
τed = 5
10. Premature
termination
On
kpre−−→ Rp + U[(n−∆P),(n+∆P)] kpre = 0.00019
11. Pyro-
phosphorolysis
On + Un−∆P−1 + U
R
n−∆P−1
kpyr−−→
On−1 + Un+∆P−1
kpyr = 0.75
12. Comple-
tion
Alast
kf−→ Rp + U[last−∆P,last] +
mRNA
kf = 2
13. mRNA
degradation
mRNA
kdr−−→ ∅ kdr = 0.011
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occupy simultaneously the same nucleotide. Reaction 13 models the RNA
degradation (Yu et al. 2006).
The reactions modeling translation are shown in Tab. 4.2. The delayed
stochastic model of translation at the codon level includes initiation (reac-
tion 14) (Mitarai et al. 2008) that requires first ∆R + 1 ribonucleotides to be
free for the ribosome to bind. The elongation of translation consists of ri-
bonucleotide activation (reaction 15) (Wen et al. 2008) followed by step-wise
translocation by triplets (codons) of ribonucleotides (reactions 16–18) (Mi-
tarai et al. 2008).
The reactions competing with translocation are ribosomal back-translo-
cation (reaction 19) (Shoji et al. 2009), its drop-off (reaction 20) (Jørgensen
and Kurland 1990), and trans-translation (reaction 21) (Moore and Sauer
2005). The trans-translation reaction results in degradation of the mRNA
being translated and release of all ribosomes ([RibR] × Rib, where [RibR] is
the number of ribosomes Rib on the mRNA strand) participating in the trans-
lation elongation. The step-wise translocation ends with elongation comple-
tion (Mitarai et al. 2008) followed by protein folding (reaction 22) (Cormack
et al. 1996), which is modeled by the delay τfold following the Gaussian
distribution. The model accounts for the ribonucleotides occupied by a ri-
bosome when on the RNA. Also accounted for are codon-specific transla-
tion rates (Sørensen and Pedersen 1991). Finally, proteins undergo degrada-
tion (reaction 23) (Andersen et al. 1998).
Trans-translation corresponds to the release of the ribosome from the
RNA template after stalling, which can occur for several reasons, such as in-
corporation of an incorrect codon, premature mRNA degradation, or frame-
shifting (Keiler 2008; Moore and Sauer 2005). In the model, stalling followed
by trans-translation can occur spontaneously with a given probability at any
codon via reaction 21. When occurring, the mRNA strand is degraded and all
translating ribosomes are released. Estimates from the observation of expres-
sion activity in E. coli suggest that, on average, 0.4% of translation reactions
are terminated by trans-translation (Moore and Sauer 2005), meaning that
the probability of occurrence of this event at each nucleotide depends on the
length of the gene.
The study (Ma¨kela¨ et al. 2011) showed, within realistic parameter val-
ues (Tables 4.1 and 4.2), that the protein noise level to great extent is de-
termined by the fluctuations in the RNA levels. Translation elongation was
found to be less stochastic than transcription elongation. The degree of
coupling between RNA levels and protein levels was found to be strongly
dependent on translation initiation rate. Other study confirms the same re-
sult (Pedraza and Paulsson 2008). Translation initiation rate also determines
how fast the RNA level changes propagate to the protein level. Additionally,
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Table 4.2: Chemical reactions, rate constants (kx, in s
−1), and delays (τx, in s)
used to model translation initiation, elongation, and termination, as
well as protein folding and degradation. Rib — ribosome; RibR —
ribosome on mRNA strand; [RibR] — number of translating ribo-
somes on mRNA strand; P — complete protein; OR — ribonucleotide
occupied by Rib; UR — unoccupied ribonucleotide; AR — activated
ribonucleotide. n denotes the index number of a ribonucleotide in the
sequence. (2 ·∆R + 1) — range of ribonucleotides that Rib occupies,
∆R = 15. See explanations in the text.
14. Initiation Rib + UR[1,∆R+1]
ktl−→ OR1 + RibR ktl = 0.33
15. Activation ORn
ktr{A,B,C}−−−−−−→ ARn Codon dependent:
ktrA = 35;
ktrB = 8;
ktrC = 4.5
16–18. Step-
wise transloca-
tion
ARn−3+U
R
[n+∆R−3,n+∆R−1]
ktm−−→ ORn−2
ORn−2
ktm−−→ ORn−1
ORn−1
ktm−−→ ORn + UR[n−∆R−2,n−∆R]
ktm = 1000
19. Back-
translocation
ORn + U
R
[n−∆R−2,n−∆R]
kbt−→ ARn−3 +
UR[n+∆R−3,n+∆R−1]
kbt = 1.5
20. Drop-off ORn
kdrop−−−→ Rib + UR[n−∆R,n+∆R] kdrop = 1.14 · 10−4
21. Trans-
translation
mRNA
ktt−→ [RibR]× Rib Depends on the
gene length
22. Elongation
completion and
protein folding
ARlast
ktlf−−→ Rib + UR[last−∆R,last] +
P(τfold)
ktlf = 2,
τfold = 420± 100
23. Protein
degradation
P
kdp−−→ ∅ kdp = 0.0017
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decreasing of the coupling between transcription and translation, as deter-
mined by the rate of translation initiation, makes the protein levels become
less noisy. Thus, this parameter can be crucial in defining the time of the cell
response to environmental changes and fluctuations level in protein numbers
(Ma¨kela¨ et al. 2011).
Chapter 5
Conclusions and Discussion
This thesis focused on the dynamical properties of models of bacterial gene
regulatory networks, namely, genetic switches and clocks. The analysis was
restricted to networks possessing these behaviors in the protein and RNA
molecular species due to their relevance in the functioning of real organisms
as well as their potential applications in synthetic networks (Atkinson et al.
2003; Elowitz and Leibler 2000; Gardner et al. 2000; Jacob and Monod 1961;
Tigges et al. 2009). In nature, they appear in the form of simple motifs, of two
to three genes, but are integrated in larger scale genetic networks, playing a
key role in regulating their intricately complex dynamics. Further, some of
these circuits are influenced by the behavior of identical circuits in neighbor
cells.
The work presented focused on the generation of novel dynamical rhythms
in cell populations containing genetic clocks and on the influence of the net-
work topology of the clock on the dynamics of the molecular species of the
circuit. Additionally, several sequence dependent events were considered,
particularly, their impact on the temporal dynamics of mRNA and protein
numbers of both switching and oscillatory circuits.
Briefly, in Publication-I and Publication-IV, the dynamics of genetic
clocks composed of three genes with a quorum sensing coupling module was
studied. Publication-II, Publication-III and Publication-V studies primarily
concentrated on the investigation of the dynamics of single gene expression
and of two-gene toggle switches by means of highly detailed, sequence-level
stochastic models with time delays.
In detail, in Publication-I, a system of two, coupled repressilators with
phase-attractive coupling (Garc´ıa-Ojalvo et al. 2004) was studied and shown
to have an anti-phase synchronization of the oscillatory solution. That is, the
coupling of the oscillators of two cells causes them to behave antagonistically,
which, in turn, in large cell populations, leads to the formation of clusters
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of antagonistic cells. At this stage, from the initial conditions, the number
and size of these clusters cannot be predicted beforehand and need to be
determined separately.
Although the anti-phase synchronization was found to be characteristic
to the system with phase-repulsive coupling (Ullner et al. 2007, 2008), this
behavior can also be seen in the systems with phase-attractive coupling type,
provided there is strong cooperativity in the repression mechanism of the
network. Therefore, it was possible to conclude that the coupling scheme
does not determine the type of synchronization.
Moreover, in the phase-attractive system, the in-phase synchronization
persists when the anti-phase solution emerges, causing the bi-rhythmicity in
the system, i.e., the coexistence of two solutions. This coexistence is not
observed in the phase-repulsive system, where the in-phase synchronization
was found to be unstable (Ullner et al. 2008). In this sense, the emergence of
bi-rhythmicity between in- and anti-phase synchronization types as well as
its dynamical properties (e.g. the bifurcations leading to the bi-rhythmicity)
were found to be more informative of the population dynamics than the
network structure.
The anti-phase solution, a result of highly nonuniform motion speed along
the limit cycle, is stable due to the steepness of the nonlinear function de-
termining cooperativity and/or in the regime of strong transcription rates (n
and α in eq. (4.1)). Aside from these, the synchronization properties also
depend on the other parameters of the system. These influence the system
by shifting the dynamical regimes, while not affecting the emergence of bi-
rhythmicity, which supports the idea of its determinant role in the global
behavior. Interestingly, the quorum sensing coupling parameter Q (see (4.3–
4.5)) was found to not influence the system significantly, meaning that the
results are valid for a wide range of population densities.
Interestingly, it was in the regime of realistic mRNA lifetimes (i.e. shorter
than that of proteins) that the system exhibited a whole cascade of anti-phase
complex dynamical regimes, which supersede each other as the transcription
rate is increased. These regimes are the inhomogeneous anti-phase oscilla-
tions, which differs from the homogeneous regime by having non-equal limit
cycle amplitudes in two cells, the inhomogeneous solution with additional
frequency, which appears when the torus-like attractor emerges, and, finally,
the homogeneous solution with additional frequency of oscillations. Thus,
the system of two oscillator cells possesses a variety of dynamical behaviors
that can, under certain conditions, coexist.
In Publication-IV, the effects of the phase-repulsive coupling module (Ull-
ner et al. 2007) on the dynamics of single oscillator cell were studied. It was
shown that this coupling changes drastically the relatively simple behavior of
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the original repressilator model-cell. Namely, the system acquires a new sta-
ble steady state that is not related to the emergence of the limit cycle via the
Hopf bifurcation. The appearance of the additional attractor in the system
leads to a coexistence of the stationary and oscillating behaviors, leading to
a hysteresis. Moreover, the system is characterized by the existence of win-
dows in the parameter space of chaotic behaviors with repeated cascades of
bifurcations.
The hysteresis provides the system with new possibilities regarding its
regulation and, thus, deserved special attention. We found that, in this
regime, the cell obtains the ability to choose between two types of response:
the clock-like periodic or the resting stationary. This bears resemblance to
the bi-stability common to toggle switches, but in this case, with one of the
two states being periodic in time. The hysteresis is made possible by the na-
ture of the phase-repulsive coupling, namely, the competition between overall
negative feedback of the core of the repressilator and the additional positive
feedback caused by the autoinducer mediated coupling module. The latter
operates against the oscillatory functioning of the repressilator’s core and, for
large enough autoinducer mediated transcription activation, the oscillations
cease, i.e. the limit cycle is arrested as the system falls into the steady state.
For the elevated autoinducer mediated transcription activation, in ad-
dition to the hysteresis, the system of a single cellular oscillator exhibits
more complex chaotic dynamics. This is accompanied with the unusual con-
tinuation of the limit cycle in the parameter space: two period doubling
bifurcations (PD) are followed by two limit point bifurcations (LP), and this
four-bifurcations structure is repeated many times. Each first PD in the
structure gives rise to a solution branch with the whole cascade of PDs lead-
ing to chaos (Feigenbaum scenario) (Feigenbaum 1978), while the second PD
of the structure restores the regular limit cycle. Thus, the regions between
two consecutive period doubling bifurcations contain chaos. As a result, the
system acquires regular limit cycles, resulting from the PDs (with doubled
period after each PD), and chaos, when the limit cycle becomes eventually
complex enough after the cascade of PDs. Moreover, the continuation branch
of the solutions turns in the parameter space at LP points, overlapping the
regimes. Thus, the coexistence between regular limit cycles and chaos, and
even between two chaotic regimes is found to be possible. In conclusion, this
study revealed that the relatively simple repressilator in its original form (i.e.
which exhibited limit cycle oscillations alone) becomes intricately complex
when intercellular communication, based on diffusion of small molecules, is
added to the system.
From Publication-I and Publication-IV, it is possible to draw the following
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general conclusions. The analysis of the dynamics of the model of a three-
gene oscillator with the communication apparatus demonstrated the presence
of a multitude of stable dynamical regimes and their coexistence, under spe-
cific conditions. This allowed for multi-stability and multi-rhythmicity, which
are observable in living organisms and reflect the ability of living organisms
to adapt in continuously changing environment. In this sense, these results
shed some light on the underlying regulation mechanisms of bacteria and
similar organisms.
However, gene regulatory networks are subject to natural noise arising
from the small numbers of molecules constituting the network, for example,
genes, RNA and RNA polymerases (McAdams and Arkin 1997; Ozbudak et
al. 2002; Swain et al. 2002). Thus, it is important to determine to what extent
this noise affects the dynamics of coupled genetic networks. For instance,
how the period and amplitude of the oscillations are maintained by such
inherently noisy mechanisms. We expect these questions to form the basis
of subsequent studies in this topic.
These studies should be able to answer, for example, which of the findings
are still ‘valid’ in the ‘real systems’. This is not easily predictable. For exam-
ple, it was recently shown for a bi-stable system based on the quorum sensing
that the differences between “on” and “off” states are obliterated in pres-
ence of molecular noise (Goryachev 2011). One of the reasons for this is that
the attractors of the deterministic system are in close vicinity in the phase
space and thus, even a weak noise source removes the demarcation between
the attractors. One way to avoid this is to introduce additional regulatory
feedback mechanisms to increase the robustness of the attractors (Orrell and
Bolouri 2004).
In Publication-II, the study of the dynamics of the two-gene toggle switch
was conducted by means of simulations of a stochastic model of gene expres-
sion at the nucleotide and codon levels. Parameter values for the model were
taken from measurements in Escherichia coli . It was shown that the coupling
strength between the two genes of the switch, determined by the binding and
unbinding rates of the repressors, affects the stability of the noisy attractors
of the switch. The stability, in this context, is defined as the mean time that
the switch is found in either of two regions of state space. One region is such
that one protein exists in higher numbers than the other, and in the other
region, the opposite occurs.
The stability of these noisy attractors was found to decrease with de-
creasing coupling strength, as the frequency of switching between the states
increases. Within the bi-stability region, the temporal pairwise mutual in-
formation between the numbers of the two proteins was found to have a
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maximum point, when the coupling strength is varied. This indicates that
there exists a degree of coupling that is optimal for information propagation
between the two genes. This property can be of importance given that the
genetic switch was hypothesized to be used as a memory unit (Gardner et al.
2000).
The gene length of the component genes of the switch impacts on the
number of RNA polymerases expected to be bound to the DNA template of
the genes, at any given time. Consequently, we observed that the stability of
the noisy attractors increased when the gene length is increased. These RNA
polymerases act as a ‘memory mechanism’ of past states of the system and as
the RNA and proteins are produced from their activity, they tend to reinforce
these past states. This effect is strong enough to break the symmetry of the
two states of the toggle switch. Namely, by setting one of the genes to have a
longer length, it was found to be possible to bias the probability of occurrence
of the two noisy attractors.
The study of the role of sequence dependent mechanisms in the dynamics
of the genetic toggle switch was continued in Publication-III. In this publi-
cation, it was shown that events during transcription and translation, that
cannot be captured by the simpler models, affect significantly the dynamics
of the genetic switch, namely, the stability of its noisy attractors, the main
macroscopic property of this network. The parameters defining the prop-
erties of each gene and those associated with the interaction between two
genes were found to have different effects on the network’s dynamics. The
mutual pairwise information is maximized when varying parameters deter-
mining the coupling between the two genes. However, the same effect was
not observed for a simpler model, without sequence-level transcription and
translation elongation. Additionally, this effect cannot be attained when
varying the parameters determining the coupling between transcription and
translation within each gene.
The effect of transcriptional pauses was also considered. In this regard,
it was shown that such pauses, as they enhance traffic and collisions between
RNA polymerases and ribosomes, reduce the stability of the noisy attractors
of the switch. Overall, the results indicate that sequence dependent events,
captured by the detailed model of the genetic toggle switch, cannot be ne-
glected when studying dynamical behaviors and mechanisms of regulation of
this system.
Following this study, subsequently, Publication-V focuses on the effects
of codon sequence on the expression of single genes and on the dynamics of
small genetic networks, namely, switches and clocks. To execute this study,
we implemented several models, differing in the codon sequence. These varia-
tions were applied randomly, according to the frequency of occurrence of each
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codon in E. coli in 1000-nucleotide gene. It was observed that such variations
suffice to cause changes in mean protein numbers near equilibrium, due to the
mean codon translation efficiencies along the sequence. Additionally, not all
regions of these sequences play the same role in determining the mean protein
levels, as the ribosome binding site (RBS), which regulates the frequency of
ribosome bindings to the RNA, was found to be most determinant.
These results were shown to be in close agreement with measurements of
protein expression levels as a function of the codon sequence. In these exper-
iments, the various genes contained the same promoter region and coded for
the same protein, but differed in the usage of synonymous codons (Welch et
al. 2009). We modeled these genes, simulated the kinetics of their expression
and computed the correlation between the mean protein expression levels
and those reported in (Welch et al. 2009). It was found a strong positive cor-
relation for the subset of genes with slower average codon translation rates
at the start of the sequence.
Also in this publication, the specific codon translation efficiency pro-
files along the sequence were examined. The short codon sequences at the
start the gene with linearly increasing translation efficiencies, known as slow
ramps (Tuller et al. 2010), were shown to affect the mean, but not the fluc-
tuations, in protein numbers, by affecting the rate of translation initiation.
The ramps with linearly decreasing translation efficiencies at the end of the
gene do not have the same effect.
Finally, the slow ramps were shown to affect the dynamics of genetic
switches and clocks. The start ramps cause a significant decrease in the
stability of the two-gene toggle switch. The end ramps were not found to
cause any effect, due to their weak effect on the mean protein numbers.
These results indicate that the dynamics of genetic networks can be affected
by ramps of slow codons and that the effect depends on the location of the
ramp relative to the RBS. These effects can be enhanced if these ramps are
not placed symmetrically on the two genes sequences. If only one of the
genes has a start ramp, the behavior of the network is significantly biased,
resulting in a significant increase in stability.
Finally, the Fast Fourier Transform was used to assess the robustness of
the oscillations in the protein numbers of the repressilator model with slow
ramps. Since the main frequency of the oscillations corresponds to the main
peak of the Fourier Transform, the robustness can be assessed by the height
of the peak. The higher the peak, the more times is the oscillation duration
equal to the given period. Relevantly, the more robust is the oscillator the
more predictable is its behavior, i.e. with the period close to the one cor-
responding to the main peak of the transform. Interestingly, three differing
models of the repressilator (with random sequences, start and end slow ramps
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in each gene, respectively) exhibited the same frequency of oscillations, when
assessed by the Fourier Transform. However, the robustness of the dynamics
of these three models differed. Namely, the model with the slow ramp at the
start has the strongest decrease in the transform peak’s height, indicating
the lowest robustness for the model. The effect of adding the slow ramp to
the end of the three genes is also tangible, as opposed to the cases of the
genetic toggle switch and of the model of a single gene considered above.
In conclusion, from these studies of the effects of sequences on the dy-
namics of gene expression and small genetic circuits, we find that the delayed
stochastic models of bacterial gene expression at the nucleotide and codon
levels are able to accurately capture measurements of protein mean levels,
and also the networks’ noisy attractors, suggesting that these models can
be utilized in the future in combination with experimental data to better
understand the behavior of these systems in vivo.
Further elaboration of these models will improve the quality of the model-
ing. For instance, by incorporating additionally regulatory mechanisms into
the stochastic models, such as those acting following translation, or prior to
transcription elongation. One example of the former mechanisms is phospho-
rylation, which was found to be a non-negligible mechanism for controlling
the fine-tuning of the transcription factor activity (Ashcroft et al. 1999; Holm-
berg et al. 2002). Additionally, present models do not account for the effects
that ribosomes may have on the kinetics of transcription elongation. Re-
cent studies (Burmann et al. 2010) suggest that the ribosome’s translation
efficiency affects the speed of transcription elongation, since the ribosome
bound to the growing mRNA may interact with the RNA polymerase tran-
scribing the corresponding gene region. However, some indirect effects of the
interaction between ribosomes and RNA polymerases are already present in
the model at the nucleotide and codon levels (Ma¨kela¨ et al. 2011). Namely,
the stalled polymerase, due to pause, arrest or misincorporation, causes the
ribosome preceding it to pause. Also, the ribosome close to the transcribing
polymerase prevents the transcriptional backtracking, because the RNA is
not available for this event to be possible.
Along these lines, it is worthwhile to mention that these studies rely on
models whose kinetics is driven by the SSA algorithm (Gillespie 1976, 1977),
which assumes well-stirred systems with chemically interacting molecules and
includes all possible random movements of the reacting species. However,
for example, transcription and translation processes, carried out on the huge
polymers and by large protein complexes and numerous co-factors that exist
in small numbers in the cells (Alberts et al. 2002; Lewin 2008), may require
another algorithm accounting for more realistic physical processes and, thus,
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resulting in more exact modeling. In particular, one of the possible future
directions for improving models of gene expression is likely the accounting
for spatial features, such as molecular dimensions, among others. For ex-
ample, the RNA polymerase moving along the DNA template cannot be
modeled as a three dimensional process during which the RNA polymerase
finds an appropriated nucleotide to collide, governed by the simple mechanis-
tic laws of molecular motion. This process rather resembles one dimensional
movement of the polymerase on the DNA strand with preferable sliding di-
rection (the enzyme mainly moves from the transcription start site to the
end of a gene). The fluctuations still exist in this representation, although
they are formed by different causes. For instance, DNA template thermal
vibrations and stochasticity of physical interactions between the enzyme and
the template might cause the nonuniform movements of the polymerase dur-
ing the transcription elongation. We believe the modeling relying on the
biologically plausible physical interactions of the biomolecules would result
in the noise level conformable with that in the real systems and lead to a bet-
ter understanding of how large complexes of interacting molecules, like the
RNA polymerase and DNA, appear to be capable to ‘freeze fluctuations’ in
some spatial directions, resulting in the robustness of the cellular dynamical
behaviors as well as their time hierarchy, observed in the live cell (Murray
2002; Winfree 2000).
The plethora of dynamical behaviors observed in living organisms reflects
their immense regulatory capabilities to adapt to changing environments.
Nevertheless, they are able to exhibit the most robust behaviors due to the
stability of behaviors of their underlying systems.
The viability of an organism can be affected at different levels of orga-
nization: from the molecular interactions involved in key internal cellular
processes to the mechanisms involved in cell-to-cell communication. The
switching behavior, capable of decision making, and the oscillatory dynam-
ics, capable of time tracking, seem to be elementary functions, necessary to
determine the temporal behavior of an organism as a whole, which includes
both continuous processes as well as choices between opposite processes.
In this thesis, we considered the effects of intercellular coupling, based
on the diffusion of a signal molecule and sensitive to the population den-
sity, on the dynamics of protein and mRNA molecular species in a bacterial
population of genetic clocks. We also have considered the effects of the gene
sequence on the dynamics of small genetic networks possessing switching and
oscillatory dynamical behaviors. Due to the importance of these two types of
behavior, we believe that this study will assist in a better understanding of
gene regulatory networks dynamics as well as of their evolutionary process.
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Errata for the publications
Publication-III
• In Sec. II, paragraph 4, the sentence “The model accounts for the nu-
cleotides...”, the “(∆P)” should be read as “(2∆P + 1)”
• In the Table I caption, “∆P, range of nucleotides that Rp occupies,
∆P = 25. ∆R, range of ribonucleotides that ribosome occupies, ∆R =
31” should be read as “(2∆P+1), range of nucleotides that Rp occupies,
∆P = 12. (2∆R + 1), range of ribonucleotides that ribosome occupies,
∆R = 15”.
• In the Table I, reaction 22 (22nd row of the table), the delay time for
protein folding should be τfold = 420± 100.
The results and conclusions are not affected by these changes.
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