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Variants of fluctuation theorems recently discovered in the statistical mechanics of non-equilibrium
processes may be used for the efficient determination of high-dimensional integrals as typically occur-
ring in Bayesian data analysis. In particular for multimodal distributions, Monte-Carlo procedures
not relying on perfect equilibration are advantageous. We provide a comprehensive statistical error
analysis for the determination of the prior-predictive value in a Bayes problem building on a variant
of the Jarzynski equation. Special care is devoted to the characterization of the bias intrinsic to the
method. We also discuss the determination of averages over multimodal posterior distributions with
the help of a variant of the Crooks theorem. All our findings are verified by extensive numerical
simulations of two model systems with bimodal likelihoods.
I. INTRODUCTION
Statistical data analysis is at the heart of all quantita-
tive science. Observations, measurements, and numeri-
cal simulations alike are prone to random perturbations,
and effort and care is needed to scrutinize the influence of
these noisy disturbances on the results of the respective
investigation. A particularly clear and efficient procedure
to do so is provided by Bayesian inference [1–3]. In a typi-
cal setup, a modelM specified by parameters x is checked
against observational, experimental or numerical data d.
All information on the parameters already available from
previous experience is subsumed in the prior distribution
pp(x|M) of the parameters. The model itself is charac-
terized by a likelihood distribution pl(d|x,M) specifying
the probability of data conditioned on a particular choice
of the parameters. The application of Bayes rule,
ppost(x|d,M) = pp(x|M)pl(d|x,M)
p(d|M) , (1)
then yields the posterior distribution ppost(x|d,M) for the
parameters x. It provides the statistically optimal combi-
nation of the information about the parameters contained
in the prior and in the new data. Bayesian methods are
being used for various problems in quite diverse fields
of research [4–7]. They are in particular appropriate for
testing null-hypotheses [8] and in problems of model se-
lection [2].
A crucial problem in concrete applications of Bayesian
inference is the determination of the denominator in (1),
the so-called evidence or prior-predictive value
p(d|M) :=
∫
pp(x|M)pl(d|x,M)dnx . (2)
Typically, the integral extends over a high-dimensional
parameter space, and is dominated by contributions from
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small and labyrinthine regions. This makes straight
Monte-Carlo methods rather inefficient [9]. Since similar
problems arise in statistical mechanics in connection with
the numerical determination of partition functions or,
equivalently, free energies, it is not surprising that meth-
ods developed in statistical physics are being increasingly
used in data analysis. A prominent example is thermo-
dynamic integration [10] which is meanwhile routinely
implemented in Bayesian inference [7, 9, 11]. Its appli-
cability rests on the accurate determination of thermal
averages of the logarithm of the likelihood distribution.
This is a standard problem in computational physics and
can often be accomplished by Markov chain Monte Carlo
methods [7, 12]. Nevertheless, for multimodal distribu-
tions, the relaxation times to thermal equilibrium can
be very large which may compromise the determination
of the necessary averages. In fact, for a model system
with a bimodal likelihood distribution, thermodynamic
integration was shown to have substantial difficulties in
determining the prior-predictive value of a Bayes problem
[13].
There are several situations in which multimodal dis-
tributions occur quite naturally in Bayesian inference. A
well-documented case is the determination of the rela-
tive phase between two interferometers in the presence
of noise [14]. Plotting the two sinusoidal signals against
each other results in an ellipse, the ellipticity of which
determines the relative phase. Given the additional con-
straints present, there remain two possible ellipses for
each data point; the corresponding likelihood distribu-
tion is hence bimodal. More complex situations are mix-
ture models which allow for an arbitrary number of com-
ponents [15]. Problems of Monte-Carlo methods for such
mixture models are discussed, e.g., in [16].
In recent years, there have been fascinating develop-
ments in the statistical mechanics of non-equilibrium sys-
tems that gave rise to the emerging field of stochastic
thermodynamics [17–19]. Central to this field are so-
called work and fluctuation theorems which, among other
things, may be used to determine free-energy differences
from non-equilibrium trajectories [20–22]. Because of the
close relation between free-energy estimates and the cal-
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2culation of the prior-predictive value, these developments
also bring about new possibilities for Bayesian data anal-
ysis [13]. In an inference problem, the non-equilibrium
aspect is exhibited by the use of non-stationary, explicitly
time-dependent Markov processes which do not rely on
repeated equilibrations. Accordingly, when multimodal
distributions are considered, these methods can prove ad-
vantageous.
In the present paper, we analyze in detail the perfor-
mance of an algorithm to determine the prior-predictive
value using a variant of the Jarzynski equation [23, 24]
that was proposed in [13]. Of central importance in this
connection is a reliable error estimate of the method.
Due to the non-linearities involved, the method has a
bias which needs to be treated with care [25–27]. We
also detail the calculation of averages over multimodal
posteriors using a variant of the Crooks relation.
The paper is organized as follows. In section II, we pro-
vide the basic equations and fix the notation. In section
III, we present a detailed error analysis of the method
for determining the prior-predictive value. Section IV
demonstrates the performance of the proposed error anal-
ysis by means of two examples; a bimodal likelihood dis-
tribution composed of two Gaussians [9], and a similar
likelihood distribution but composed of two Lorentzians
[28]. Section V provides an analogous analysis for aver-
ages with the posterior distribution. Finally, section VI
contains our conclusions.
II. BASIC EQUATIONS
In the following, the dependency of the prior and the
likelihood distribution on the parameters x of the model
is the important one. We therefore temporarily suppress
the dependence on d and M for notational convenience.
For a successful application of Bayesian inference in
problems of practical relevance, effective numerical meth-
ods are crucial. It is well-known that normalization fac-
tors of distributions like the prior-predictive value (PPV)
are much harder to get by Monte-Carlo methods than the
corresponding averages [12]. It were therefore desirable
to replace the integration in (2) by functions of such av-
erages. A simple method to do so is the following variant
of thermodynamic integration [10].
Defining the auxiliary quantity
Z(β) :=
∫ (
pl(x)
)β
pp(x)d
nx , (3)
we have Z(0) = 1 due to the normalization of the prior
distribution and Z(1) = p(d|M) which is the desired
PPV. Moreover,
d
dβ
lnZ(β) =
1
Z(β)
∫
ln pl(x) p
β
l (x) pp(x)d
nx . (4)
The r.h.s. of this equation denotes the average 〈ln pl(x)〉β
of the log-likelihood distribution with
Pβ(x) :=
1
Z(β)
pβl (x) pp(x) . (5)
Hence,
ln p(d|M) =
∫ 1
0
dβ
d
dβ
lnZ(β)
=
∫ 1
0
dβ 〈ln pl(x)〉β .
(6)
In practical applications of this relation, one chooses
n = 10...100 values βn from the interval (0, 1) and calcu-
lates the averages 〈ln pl(x)〉βn by standard Markov chain
Monte-Carlo (MCMC) sampling. The implemented tran-
sition probability ρ(x, x′;βn) of the Markov chain has to
be consistent with the corresponding stationary distribu-
tion (5). This is most directly ensured by the detailed
balance condition [12]. Having obtained the n averages
〈ln pl(x)〉βn , the integral in (6) can be determined approx-
imately. We note that the Markov chain used for each of
the β-values is stationary, i.e. there is no explicit time
dependence in the transition probability ρ(x, x′;βn).
This variant of thermodynamic integration works fine
as long as there are no difficulties with the equilibra-
tion of the individual Monte-Carlo runs [9]. However,
for multimodal distributions, problems may arise due to
trajectories getting stuck in local maxima of the distri-
bution [16]. In the generic case of unimodal prior and
multimodal likelihood distributions, such problems show
up when β approaches 1. The last points for the calcu-
lation of the integral in (6) are then prone to errors, and
the whole estimate for the PPV becomes unreliable.
These equilibration problems may be circumvented by
building on modern methods for free-energy estimation
that use non-stationary trajectories [22, 23]. To this end,
one considers a finite time interval t ∈ (0, T ) in which
β changes from 0 to 1. In the numerics, this is done
by fixing a set of intermediate times and corresponding
increments {tm,∆βm}, the so-called protocol β(t). Start-
ing from a point x0 sampled from the prior distribution,
MCMC simulations with the time-dependent transition
rate ρ(x, x′;β(t)) are performed. For each realization x(t)
of such a simulation, one determines the quantity
R[x(·)] =
∑
m
∆βm ln pl(x(tm)) . (7)
As shown in [13], one then finds
〈eR〉 = Z(1) = p(d|M) , (8)
where the average in (8) is over independent realiza-
tions x(t) of the non-stationary Markov process. In non-
equilibrium thermodynamics, the above relation is known
as the Jarzynski equation.
The continuum version of (7) has the form (see also [29–
31])
R[x(·)] =
∫ T
0
∂
∂t
β(t) ln pl(x(t)) dt . (9)
3Commonly, instead of p(d|M), the logarithm of p(d|M)
is considered. This is due to several reasons. First,
p(d|M) is typically a very small number, entailing range
errors in numerical operations. Second, the result of ther-
modynamic integration is already the log-PPV, see (6).
And third, since the Jarzynski equation (8) is promi-
nently used to estimate free-energies F = lnZ, exist-
ing results on error analysis in the determination of F
can be adapted to the estimation of ln p(d|M) using the
Jarzynski equation. Therefore, in this paper, we also will
address ln p(d|M) instead of p(d|M).
Remarkably, averages with the posterior distribution
may be expressed in a similar way. For a reasonable
function f(x), one can show that [13, 32]
〈f〉post =
∫
f(x) ppost(x) dx =
〈eRf(x(T ))〉
〈eR〉 , (10)
where x(T ) denotes the final point of the trajectory x(t),
and the averages are again over an ensemble of realiza-
tions.
III. ERROR ANALYSIS OF THE JARZYNSKI
ESTIMATOR
The Jarzynski equation (8) to determine the PPV
p(d|M) from non-stationary realizations x(t) involves the
exponential average
〈eR〉 :=
∫
dx p(R) eR . (11)
In practice, the distribution p(R) of the random variable
R is unknown, and 〈. . .〉 is replaced by an ensemble av-
erage,
〈eR〉M := 1
M
M∑
i=1
eRi , (12)
where the index M in 〈eR〉M denotes the number of sam-
ples Ri that contribute to 〈eR〉M .
Replacing the exact average (11) with the sample mean
(12) introduces an error to the Jarzynski estimator which
vanishes in the limit of infinitely many samples, M →∞.
However, due to the exponential weight on large R values
invoked by the non-linear average, this error may remain
significant even for large M [22, 25, 33]. The analysis of
this error is the central subject of this paper and will be
discussed in this section.
A. Basic notions
To compute the log-PPV from a M -sized ensemble of
R-values, we use (8) and (12) to define the Jarzynski
estimator
ln p(d|M) ' ln〈eR〉M = ln 1
M
M∑
i=1
eRi . (13)
Considering several M -sized ensembles of R-values, the
sample mean 〈eR〉M is a random variable for any finite
M . The statistics of ln〈eR〉M is central to our error anal-
ysis of the Jarzynski estimator. To assess the statistics of
ln〈eR〉M , we define bias B, variance σ2 and mean square
error α2 as
B(M) :=
〈
ln〈eR〉M
〉− ln p(d|M) , (14)
σ2(M) :=
〈 (
ln〈eR〉M −
〈
ln〈eR〉M
〉 )2 〉
, (15)
α2(M) :=
〈 (
ln〈eR〉M − ln p(d|M)
)2 〉
. (16)
It is worth noting that these quantities are related by
α2(M) = σ2(M) +B2(M) . (17)
To understand why a non-zero bias (14) may occur, a
valid starting point is〈 〈eR〉M 〉 = 〈 eR 〉 = p(d|M) . (18)
One substitutes this identity into the definition for the
bias (14), and establishes that
B(M) =
〈
ln〈eR〉M
〉− ln 〈 〈eR〉M 〉 . (19)
Hence, a finite bias signals that the logarithm and the
expectation value do not commute.
A related statement can be derived from the Jensen
inequality [34]. If the function ϕ is convex on the interval
I, and X is a stochastic variable with range J ⊆ I, then
〈ϕ(X) 〉 ≥ ϕ(〈X〉) . (20)
When ϕ(X) = − ln(X) and X = 〈eR〉M , the inequality
(20) prescribes that〈
ln〈eR〉M
〉 ≤ ln 〈 〈eR〉M 〉 . (21)
Thus, according to (19), the bias of the Jarzynski esti-
mator is negative, or zero. For the analogous property in
statistical physics, we refer to [33, 35].
B. Confidence interval
If the bias B and the variance σ2 as defined in (14)
and (15) are known, the root mean square error α follows
from (17) and serves as a measure of uncertainty for the
estimation of the log-PPV, ln p(d|M). While the compu-
tation of σ2 from finite samples is straightforward, the
determination of B is intricate as it involves p(d|M) it-
self. It therefore is common practice to substitute p(d|M)
with an appropriate estimator, in the case at hand being
p(d|M) ' 〈eR〉M . The consequence is that the result-
ing α only accounts for the bias generated by the loga-
rithm in the Jarzynski estimator (13), and not for the
non-linearity of the exponential average. In what fol-
lows, the full bias B will be split into two contributions
C and D, in which C uses the mentioned substitution
4p(d|M) ' 〈eR〉M , and D takes care of the error brought
about by this step.
In tackling the intrinsic problem that the true values
of p(d|M), and therefore also B, are not known, the key
point will be to derive a confidence interval for D from
the central limit theorem [34]. To do so, we make two
assumptions:
(i) {eR1 , . . . , eRN} is a sequence of N independent ran-
dom variables that have the same distribution;
(ii) the variance ς2 of that distribution is finite – while
the expectation value is p(d|M), because of (8).
The sample size N , in addition to M , is introduced for
later convenience, and we assume that N  M . Note
that (ii) refers to the distribution of eR, the variance
of which may be finite despite likelihood distributions
with infinite variance. We will demonstrate this point in
section IV B.
If (i) and (ii) are satisfied, the central limit theorem
dictates that, as N approaches infinity, the random vari-
able
Y (N) :=
√
N
(〈eR〉N − p(d|M))/ς (22)
becomes normally distributed, with zero mean and unit
variance. Accordingly, a confidence interval for Y (N)
may be written as
Pr
[
−
√
2 erf−1(γ) < Y (N) <
√
2 erf−1(γ)
]
≈ γ , (23)
where Pr[. . . ] indicates probability, and erf−1 is the in-
verse error function. The confidence level γ can be se-
lected as one deems fit, but ordinary choices are 95%,
99%, 99.5%, and 99.9%, see [36]. Throughout this pa-
per, we will use the rather pessimistic choice γ = 0.95.
The approximate sign in (23) accounts for the fact that
N is taken to be finite.
The confidence interval for Y (N) can be transferred
to the bias B. To this end, we solve (22) for p(d|M),
and substitute the result into (14). Hence, the bias is
expressed as
B(M) = C(M,N) +D(N) , (24)
with
C(M,N) =
〈
ln〈eR〉M
〉− ln〈eR〉N , (25)
D(N) = − ln
[
1− ς√
N
Y (N)
〈eR〉N
]
. (26)
The dependency on N of the first term in (24) is com-
pensated by the second term. We multiply the in-
equality within brackets in (23) by the positive quantity
ς/
√
N〈eR〉N . Then, to incorporate D(N), we apply the
monotonic increasing function− ln(1−X), see (26). Both
these operations do not reverse the sign of the inequality.
It follows that
Pr
[
D−(N) < D(N) < D+(N)
]
≈ γ , (27)
with
D±(N) = − ln
[
1∓
√
2
N
ς erf−1(γ)
〈eR〉N
]
. (28)
Finally, by adding C(M,N) to the inequality within
brackets in (27), a confidence interval for the bias is at-
tained,
Pr
[
B−(M,N) < B(N) < B+(M,N)
]
≈ γ , (29)
with the confidence limits
B±(M,N) = C(M,N) +D±(N) . (30)
Two comments are in order. First, when N is large
enough, one has that
0 <
√
2
N
ς
〈eR〉N < 1 . (31)
The inequality on the left always holds true. Because γ
is positive, erf−1(γ) ranges from 0 to 1, and
0 <
√
2
N
ς erf−1(γ)
〈eR〉N < 1 . (32)
This ensures that the confidence limit D+(N) is finite
and real, cf. (28). Second, in (30), the dependency of
C(M,N) on N is not compensated by that of D±(N). It
follows that the confidence limitsB±(M,N) are functions
of M and also N .
We are now in the position to derive a confidence inter-
val for the mean square error α2(M), see (17). Motivated
by the procedure followed earlier on, it is natural to de-
fine
α2±(M,N) = σ
2(M) +B2±(M,N) . (33)
Unfortunately, this is not a monotonic function, and the
direction of previous inequalities gets mixed up. Never-
theless, it is still possible to conclude that
Pr
[
α2(M) < max
[
α2+(M,N), α
2
−(M,N)
]]
& γ , (34)
where max[. . . ] selects the larger of its two arguments.
The error analysis proposed above involves the exact
averages 〈. . .〉. For practical purposes, however, it is nec-
essary to estimate the averages 〈. . .〉 by empirical aver-
ages as defined in (12). To do so, we take N as the given
total number of R-values, group these into N/M blocks
of size M , and estimate
〈〈. . .〉M 〉 '
〈〈. . .〉M〉 N
M
. (35)
This procedure, commonly referred to as block-averaging,
was pioneered by Wood, Mu¨hlbauer and Thompson [37].
We mention that an alternative to block-averaging is the
bootstrap algorithm, as explored in the article [27] by
5Ytreberg and Zuckerman.
In the remaining part of the paper, we will use the pre-
scription (35) to estimate C(M,N) and σ2(M), defined
in (25) and (15), from simulation results of an N -sized
ensemble of R-values. To estimate D(N) and D±(N),
defined in (26) and (28), as well as the confidence inter-
val for the bias in (29) and the mean square error in (34),
we approximate the variance ς2 of the distribution for eR
with the sample variance
ςˆ2(N) :=
1
N − 1
N∑
i=1
(
eRi − 〈eR〉N
)2
. (36)
Likewise, for σ2, we take
σˆ2(M,N) :=
1
N/M − 1
N/M∑
i=1
(
ln〈eR〉M −
〈
ln〈eR〉M
〉
N
M
)2
.
(37)
We will denote estimated quantities that use block-
averages and sample variances instead of exact averages
with a ’hat’, for instance,
Bˆ(M,N) =
〈
ln〈eR〉M
〉
N
M
− ln p(d|M) , (38)
Cˆ(M,N) =
〈
ln〈eR〉M
〉
N
M
− ln〈eR〉N , (39)
Dˆ±(M,N) = − ln
[
1∓
√
2
N
ςˆ(N) erf−1(γ)
〈eR〉N
]
, (40)
αˆ2(M,N) = σˆ2(M,N) + Bˆ2(M,N) , (41)
in contrast to the exact expressions (26), (25), (28) and
(17). The confidence limits Dˆ±(M,N), as opposed to
D(N), are independent of the unknown p(d|M). Accord-
ingly, the same holds true for
αˆ2±(M,N) = σˆ
2(M,N) +
(
Cˆ(M,N) + Dˆ±(M,N)
)2
.
(42)
IV. EXAMPLES FOR PPV ESTIMATION
Section III was devoted to the bias B of the Jarzynski
estimator (13). We split the bias into two components,
B = C + D, where C is treated by block-averaging and
D is the remaining unknown discrepancy of the estima-
tor. Based on the central limit theorem, we derived the
confidence limits D± for the unknown D.
In this section, we demonstrate the performance of the
Jarzynski estimator and the proposed error analysis for
two exactly solvable settings involving bimodal likelihood
distributions. We also relate our error analysis to those
existing in the literature, which exemplifies that C is use-
ful to judge the applicability of the central limit theo-
rem, indicating the minimum total number of R-values
for which D± becomes reliable.
A. Gaussian bimodal likelihood distribution
To construct a bimodal Pβ(x), the simplest option ap-
pears to be that of setting the likelihood distribution
pl(d|x,M) to be the sum of two Gaussians [9]. Hence,
we specify that
pl(d|x,M) = q1G
(
x, d, σ2l
)
+ q2G
(
x,−d, σ2l
)
, (43)
where x and d are vectors of dimension n, and q1 and q2
assign different weights to the Gaussians
G
(
x, µ, σ2
)
= (2piσ2)−n/2 exp
(
− (µ− x)
2
2σ2
)
(44)
with mean-vector µ and variance σ2. Choosing values for
q1 and q2 that differ substantially from each other makes
the equilibration problem particularly pronounced: while
the positions of the maxima become apparent rather
quickly, sampling the maxima with the correct weights
q1 and q2 is reliant on the very rare trajectories that
cross the low-probability region between the maxima.
The benefit of the Gaussian model is that the PPV is
known analytically – if the prior-distribution is taken
to be Gaussian. Notably, this choice for pp(x|M) is
widespread in the Bayesian inference literature. Thus,
we demand that
pp(x|M) = G
(
x, 0, σ2p
)
. (45)
to find
p(d|M) = G(d, 0, σ2p + σ2l ) . (46)
We therefore have an analytic result which we can use to
test our error analysis.
The dimension n will be set to 5, and d will be taken
to have all of its components equal to 10. The maxima
of the likelihood distribution are hence located at ±d =
±(d1, . . . , d5) = ±(10, . . . , 10). For the weights qi we
choose q1 =
1
21 and q2 =
20
21 . The variances in (43) and
(45) are selected to be σ2l = 1 and σ
2
p = 100, since in
the typical Bayesian setup, the prior distribution is much
broader than the likelihood distribution.
As discussed in section II, the protocol β varies from 0
to 1 along every trajectory. We prescribe that β increases
in a cubic way,
β = 0.05t+ 0.95t3 , (47)
where t is incremented from 0 to 1 in 25 steps. For
each value of the protocol, the MCMC algorithm explores
the parameter space, with 20 steps in the Markov chain.
These values correspond to relatively short trajectories,
whereby the computational resources can be focused in
generating a large number N of R-values.
In the article [26], Zuckerman and Woolf demonstrate
that, when M is large,
−B(M) ≈ σ
2(M)
2
≈ 1
2M
[
ς
p(d|M)
]2
, (48)
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Figure 1. Verifying that our error analysis is consistent with
the result (49) obtained in [25, 26] based on the central limit
theorem for the random variable eR. The total number of
Markov chains, and consequently of R-values, is N = 6×107.
as a consequence of the central limit theorem. The same
result is obtained in the paper [25] by Gore, Ritort and
Bustamante. It is worthwhile to observe that (48) in-
volves only exact quantities. Accordingly, the above re-
lation can be used to identify a threshold for M above
which the central limit theorem for the random variable
〈eR〉M may assumed to be applicable. As the deriva-
tion of the confidence limits D±(N) rests on this very
assumption, we conclude that D±(N) becomes reliable
for values of N above the same threshold.
To identify for the introduced bimodal Gaussian ex-
ample (43) the regime where the central limit theorem is
applicable, we generated a total number of N = 6× 107
R-values and substitute these in the numerically accessi-
ble variant of (48),
− Cˆ(M) ≈ σˆ
2(M)
2
≈ 1
2M
[
ςˆ(N)
〈eR〉N
]2
, (49)
as used by Gore et al. in [25]. In Fig. 1 we plot the
three quantities in (49) for all possible divisors M of N =
6 × 107. The threshold above which the central limit
theorem applies appears to be about M ≈ 104, for M >
104 all quantities exhibit the predicted 1/M behavior.
Therefore, our error analysis is in agreement with [25, 26].
To gain an error margin for the estimation of ln p(d|M),
one could choose M < N and use 〈ln〈eR〉M 〉N/M as an
estimator, for which C(M,N) is an appropriate error
measure. However, the best estimate for ln p(d|M) is
obtained by choosing M = N , i.e. ln〈eR〉N , which is also
signified by C(N,N) = 0. The price we pay in using the
best estimate is that the block-average procedure gives
no statement for the uncertainty of the estimator. At
this point, the remaining part of the bias, which we in-
troduced as D(N), enters the picture. In Fig. 2, we plot
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a
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)
Figure 2. As the number of R-values, N , gets larger, the con-
fidence interval (27) gets smaller. Nevertheless, for the data
set examined here, D(N) stays within Dˆ+(N) and Dˆ−(N).
The value of D(N) follows from (26) using the exact value of
p(d|M) given by (46), the estimated confidence limits Dˆ±(N)
derive from (40).
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Figure 3. Estimation of the log-PPV for the bimodal
Gaussian model (43) using the Jarzynski estimator (13) for
an increasing number N of R-values. The thick line is the
analytic result (46), the symbols use the Jarzynski estima-
tor. The error bars are given by the estimates of the bias,
Dˆ±(N) = Bˆ±(N,N) = αˆ±(N,N) from (40).
D(N) by using the exact result for p(d|M) in (46). In
the usual case in which p(d|M) is not known, one has
to resort to the confidence limits D±(N), which we es-
timated by using (40) and included into the plot. The
depicted range of N -values is larger than the threshold
104 above which we assume the central limit theorem for
〈eR〉N to hold and D±(N) to be reliable. Indeed, it is
observed that D±(N) smoothly approach zero and that
D(N) belongs to the confidence interval (27).
Finally, in Fig. 3, we demonstrate the performance of
the Jarzynski estimator and the proposed error analy-
sis for an increasing number N of considered R-values.
7For the best estimate, i.e. M = N and σˆ(N) = 0, the
estimated root mean square error is αˆ = Bˆ, and as fur-
thermore C(N,N) = 0, it is simply αˆ± = Dˆ±(N). For
the smallest value of N we again choose the threshold
N = 104 above which the confidence limits Dˆ±(N) are
assumed to be reliable. We therefore use in Fig. 3 the
limits Dˆ±(N) as error bars, which are found to always
cover the analytic result.
B. Likelihood distribution with infinite variance
The proposed error analysis in Sec. III B relies on the
applicability of the central limit theorem to the random
variable eR, that is, a finite variance ς2. As mentioned
before, the requirement ς2 <∞ does not restrict to likeli-
hood distributions with finite variance, which we demon-
strate in this section.
To this end, we consider the Cauchy distribution (also
known as a Lorentzian)
p(x) =
s
pi
[
s2 + (x− d)2
]−1
. (50)
The moments of the Cauchy distribution do not exist, in
particular the variance is divergent. Therefore, instead
of mean and variance, the Cauchy distribution is charac-
terized by the parameters d and s, where d is the mode
of p(x), and s specifies the width, as 2p(d+ s) = p(d).
The cumulative distribution is known analytically and
reads
P (x) =
1
pi
arctan
[
x− d
s
]
. (51)
To ensure a close analogy to the Gaussian example, we
combine two Cauchy distributions to construct the bi-
modal likelihood distribution
pl(d|x) =
( s
pi
)n [
q1
n∏
i=1
[
s2 + (di − xi)2
]−1
+ q2
n∏
i=1
[
s2 + (di + xi)
2
]−1]
.
(52)
Here, x is a n-dimensional parameter-vector, and we take
again one measurement d to be of the same dimension as
x.
Cauchy distributions are known to occur in power spec-
tra of oscillating signals [28, 38]. A recent example of a
Bayesian analysis are helioseismic spectra to probe the
interior of stars [39, 40], in which a multimodal likelihood
distribution of the form (52) is used. For a limited num-
ber of data-points, the posterior is typically multimodal
itself due to peaks in the power spectra being artifacts of
data processing or of instrumental origin.
Similar to the Gaussian example, we choose the param-
eters n = 5, d = (10, 10, 10, 10, 10)T, s = 0.1, q1 = 20/21
and q2 = 1/21. In order to compute the PPV analyt-
ically from (51), we employ a flat prior on the interval
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Figure 4. Estimated variance ςˆ2(N) for eR, when the likeli-
hood distribution is the sum of two Cauchy distributions, see
(52). We observe that ς2 remains finite, and thus the central
limit theorem can be applied.
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Figure 5. Verifying for the likelihood distribution (52) in-
volving two Cauchy distributions that our error analysis is
consistent with the result (49) obtained in [25, 26] based on
the central limit theorem for the random variable eR. The to-
tal number of Markov chains, and consequently of R-values,
is N = 108.
[−20s, 20s]. The interval covers both modes of the likeli-
hood distribution and therefore does not include any a-
priori information on the shape of the likelihood distribu-
tion; in fact, choosing a flat prior that does not cover the
modes is found to drastically improve the performance
of the Jarzynski method, since the Markov chains never
start at one of the modes but instead run into the re-
spective minima according to the weights q1 and q2. The
protocol β(t) is the same as for the Gaussian example,
see (47).
We repeat the analysis of the Jarzynski estimator as
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Figure 6. The value of D(N) defined in (26) together with its
confidence interval given by Dˆ±(N) from (40) as a function
of increasing number N of considered samples for R for the
likelihood distribution in (52). The determination of D(N)
involves the exact value of p(d|M) which follows from using
the cumulative Cauchy distribution in (51).
done for the Gaussian example in the previous section
and determine the log-PPV ln p(d|M) and error margins
for the bimodal likelihood distribution defined in (52). To
do so, we generate N = 108 Markov chains using again
the MCMC algorithm and compute the corresponding
R-values from (7). First, we demonstrate in Fig. 4 that
the variance of the random variable exp(R) is finite, as
required for the central limit theorem to be applicable.
Next, Fig. 5 reveals that the central limit theorem holds
for a number of more than about 106 Markov chains, cf.
the discussion of the Gaussian example after Fig. 1 in the
previous subsection.
The confidence limits of the bias of the best estimate
for ln p(d|M), being Dˆ±(N) from (40), is depicted in Fig.
6 for an increasing number N of R-values, together with
D(N) from (26) using the exact result of p(d|M) from
(51). It is evident, that for N > 106 the confidence limits
Dˆ±(N) smoothly approach zero enclosing D(N).
Finally, in Fig. 7, we demonstrate the performance of
the Jarzynski method and the proposed error analysis for
increasing N . It is evident that Dˆ± is again a well suited
error margin even for this example of a heavy tailed like-
lihood distribution, as the true value ln p(d|M) is again
always covered by Dˆ±.
V. AVERAGES WITH THE POSTERIOR
DISTRIBUTION
We now focus on the problem of computing averages
with respect to the posterior distribution numerically.
Our aim is to investigate the fast-growth algorithm based
on (10), which is closely related to the Jarzynski prior-
predictive value estimator. We demonstrate that the fast-
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Figure 7. Estimation of the log-PPV for the likelihood dis-
tribution (52) involving two Cauchy distributions using the
Jarzynski estimator (13) for an increasing number N of R-
values. The thick line is the analytic result obtained from
(51), the symbols use the Jarzynski estimator. The error bars
are given by the confidence limits Dˆ±(N) from (40).
growth calculations of 〈. . . 〉post are particularly advanta-
geous when ppost(x|d,M) is multimodal. The severe prob-
lems that, under these circumstances, affect the standard
Monte Carlo method are, to a large extent, overcome by
the algorithm based on (10).
For the assessment, we make use of the bimodal Gaus-
sian example described in Sec. IV A, and consider the
average of the function
f(x) = x‖ =
x · d
|d| (53)
with respect to the posterior distribution. The scalar
x‖ is the component of the vector x along the vector d,
specifying the locations of the maxima in the posterior
distribution. Our simulations are compared with the an-
alytic result
〈x‖〉post = (q1 − q2)
(
σ2p
σ2p + σ
2
l
)
|d| , (54)
which, for the parameter values used in Sec. IV A, gives
〈x‖〉post ≈ −20.0308 . (55)
To gain insight, it is useful to examine a standard
Monte Carlo algorithm. Multiple stationary Markov
chains are set to explore the parameter space, with
ppost(x|d,M) as their target distribution. Along each tra-
jectory, the average of x‖ is calculated. Then, a further
average across the Markov chains yields an estimate of
〈x‖〉post. In our simulation, 6 × 105 trajectories are gen-
erated, each with 5 × 104 steps. This makes a total of
3× 1010 steps, and corresponds to the estimate
〈x‖〉post ≈ −0.12 . (56)
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Figure 8. Histogram for the average of x‖ along each Markov
chain in our standard Monte Carlo program. Despite their dif-
ferent weights, the peaks of the bimodal posterior distribution
are sampled almost equally.
It is evident that the standard Monte Carlo algorithm
fails to solve the problem at hand. The histogram in
Fig. 8 explains the reason of such failure. Although
the two peaks of the posterior distribution have differ-
ent weights, q1 =
1
21 and q2 =
20
21 , they contribute to (56)
roughly in equal measure. More specifically, one can de-
termine that the chains get trapped around the maxima
of ppost(x|d,M).
Let us investigate the fast-growth estimator
〈x‖〉post ≈
〈eRx‖(T )〉N
〈eR〉N , (57)
see (10) and (53). As before, 〈. . . 〉N indicates an empir-
ical average over N non-stationary Markov chains. We
consider the same pool of data as in Sec. IV A. Thus,
N = 6×107, and each trajectory is made up of 500 steps.
Accordingly, both the fast-growth and Monte Carlo sim-
ulations include 3 × 1010 steps in total, which produces
similar running times.
The absolute error in the fast-growth calculation,∣∣∣∣∣ 〈eRx‖(T )〉N〈eR〉N − 〈x‖〉post
∣∣∣∣∣ ≈ 1.19× 10−3 , (58)
demonstrates that the method performs well. As a mat-
ter of fact, one obtains the estimate 〈x‖〉post ≈ −20.0296.
Notably, the histogram in Fig. 9 is qualitatively rather
similar to the one in Fig. 8. Even if the Markov chains
for the fast-growth algorithm are non-stationary, the mis-
matched peaks of the posterior distribution are sampled
equally. However, weighing the final value of x‖ with
eR of the respective trajectory in the estimator (57) re-
solves the different weights of the peaks in the posterior
distribution and yields the correct result for the average.
−20 −15 −10 −5 0 5 10 15 20
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
x‖(T )
re
la
ti
ve
fr
eq
u
en
cy
Figure 9. Histogram for the end-location x‖(T ) of each
trajectory in our fast-growth program. Although the Markov
chains are non-stationary, they still get trapped around the
maxima of the posterior distribution.
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Figure 10. Absolute error in the fast-growth estimate of
〈x‖〉post as the number of trajectories N is varied. The right-
most datapoint corresponds to (58).
Fig. 10 specifies the convergence of the fast-growth al-
gorithm as N increases. The detailed error analysis is a
topic for future work.
VI. SUMMARY
Successful use of Bayesian methods in realistic prob-
lems of statistical data analysis requires efficient ways to
numerically calculate high-dimensional integrals. Due to
the similarity of this problem with the determination of
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free-energy differences of complex molecules, the transfer
of methods from statistical mechanics to Bayesian statis-
tics has a long tradition. Notably, thermodynamic inte-
gration, which replaces the determination of a normal-
ization factor by an integral over much more accessible
averages, has proven very valuable in this connection.
However, relying on well-equilibrated averages for dif-
ferent temperatures, thermodynamic integration runs
into difficulties in the presence of multimodal distribu-
tions. Since multimodal likelihoods and posterior distri-
butions are quite common in Bayesian data analysis, a
method less dependent on perfect equilibration is called
for. In statistical mechanics, the Jarzynski equation and
the Crooks relation have been used successfully to deter-
mine free-energy differences from non-equilibrium trajec-
tories without final relaxation. Slightly modified variants
of these relations may be implemented to determine the
prior-predictive value and posterior averages respectively
in Bayesian statistics.
In the present paper we have performed a detailed
analysis of the statistical error inherent in these meth-
ods. From the determination of free-energy differences
with the help of the Jarzynski equation it is know that
the method has a bias due to the involved non-linearities.
To keep track of this bias in the setting of Bayesian data
analysis, we have split the mean-square error of the es-
timator into a contribution from the bias and from the
variance. As usual, the variance may be well character-
ized by the empirical sample variance, whereas the bias
depends on the exact value of the prior-predictive value
which is not known. We have therefore split the bias
once more into a contribution that, similarly to the vari-
ance, may be characterized by the sample data alone,
and a remainder for which we provide bounds in form
of a confidence interval. Taking everything together, we
finally give a confidence interval for the prior-predictive
value determined from instationary Markov chain Monte-
Carlo simulations which for multimodal distributions are
superior to thermodynamic integration.
We have tested our results against extensive numer-
ical simulations of two model cases with bimodal like-
lihoods. These are either sums of two Gaussians or of
two Lorentzians. Combined with appropriate prior dis-
tributions, the prior-predictive values can be calculated
analytically for both cases which facilitates the compari-
son with the simulation results. By investigating various
samples sizes N , our analytical findings were all verified,
and the predicted dependence of the error measures on
N was reproduced. Our results are also consistent with
error measures discussed previously in connection with
free-energy estimates. Similarly, agreement was found for
the determination of averages with multimodal posterior
distributions using the Crooks relation, where straight
Monte-Carlo sampling of the posterior was seen to be
problematic.
In conclusion, variants of the recently discovered fluc-
tuation theorems of non-equilibrium statistical mechan-
ics may prove very helpful in Bayesian data analysis if
multimodal distributions are relevant. In these cases,
they allow an efficient determination of high-dimensional
integrals via Markov chain Monte-Carlo methods with-
out requiring complete equilibration. Admittedly, these
methods build on exponential averages which may con-
verge poorly and which show a bias that needs to be
monitored. As in statistical mechanics, the trade-off be-
tween problems of equilibration and subtleties of expo-
nential averages is difficult to assess in general and has
to be analyzed for each case at hand individually.
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