alternatives are the relevant ones.
In an important development, Rudebusch (1993) contributes to the "we don't know" consensus by arguing that unit-root tests applied to U.S. quarterly real GNP per capita lack power even against distant alternatives. Rudebusch builds his case in two steps. First, he shows that the best-fitting trend-stationary and difference-stationary models imply very different medium-and long-run dynamics. Then he shows with an innovative procedure that, regardless of which of the two models obtains, the exact finite-sample distributions of the Dickey-Fuller (e.g., 1981 ) test statistics are very similar. Thus, unit root tests are unlikely to be capable of discriminating between the deterministic and stochastic trend.
The distinction between trend stationarity and difference stationarity is not critical in some contexts. Often, for example, one wants a broad gauge of the persistence in aggregate output dynamics, in which case one may be better informed by an interval estimate of the dominant root in an autoregressive approximation. Hence the importance of Stock's (1991) clever procedure for computing such intervals. But the distinction between trend stationarity and difference stationarity is potentially important in other contexts, such as economic -3-forecasting, because the trend-and difference-stationary models may imply very different dynamics and hence different point forecasts, as argued by Stock and Watson (1988) and Campbell and Perron (1991) .
Motivated by the potential importance of unit roots for the forecasting of aggregate output, as well as other considerations that we discuss later, we extend Rudebusch's analysis to several long spans of annual U.S. real GNP data. We examine both the Balke-Gordon (1989) and Romer (1989) pre-1929 real GNP series, in both levels and per capita terms, and we examine the robustness of all results to variations in the sample period. As we shall show, the outcome is both surprising and robust.
*Others who have found that the U.S. is TS but the rest of the world is DS:
de Zelhorst (1993, 1994 and another forthcoming in JMCB)
I. Construction of Annual U.S. Real GNP Series, 1869-1993
Three annual "raw" data series underlie the annual series used in this paper. We create the first two, which are real GNP series, by splicing the Balke-Gordon and Romer 1869-1929 real GNP series to the 1929-1993 real GNP series reported in In each case, of course, the post-1929 values are identical. In the earlier years, however, they differ because of the differing assumptions underlying their construction.
As a guide to subsequent specification, we report here the results of conventional We give particular care to the determination of k, the augmentation lag order, and we examine the sensitivity of test results to variation in k, because it's well-known that the results and he verifies that the conditions are satisfied by the popular Schwarz information criterion. Ng and Perron (1995) , however, argue that t and F tests on the augmentation lag coefficients in the Dickey-Fuller regression are preferable, because they lead to less size distortion and comparable power.
We report estimates of the augmented Dickey-Fuller regressions in Table 1 . The analysis is conducted for the four real GNP variables discussed above and for k=1 through k=6. The common sample period for all variables and for all values of k is 1875 to 1993.
The selected lag order in the Dickey-Fuller regression for all four variables is k=2, regardless of whether we use the Schwarz criterion, the Akaike criterion, or conventional hypothesistesting procedures to determine k. More precisely, all diagnostics indicate that k=1 is grossly inadequate and that k>2 is unnecessary and therefore wasteful of degrees of freedom. Thus, in terms of a "reasonable range" in which to vary k, we focus on k=2 through k=4, and our attention centers on k=2. Throughout the relevant range of k values, and for each series, we consistently reject the unit-root hypothesis at significance levels better than one percent, strongly supporting the trend-stationary model.
III. Evidence From Rudebusch's Exact Finite-Sample Procedure
Now we perform a Rudebusch-style analysis. In Table 2 we display the full-sample -6-estimates of the selected trend-stationary and difference-stationary models for each of the four GNP series. For each series, the two models fit about equally well, but they imply very different dynamics, as can be seen by comparing the forecasts shown in Figure 1 , in which we graph GNP per capita using Romer's pre-1929 values (GNP-RPC), 1869-1933, followed by the forecasts from the best-fitting trend-and difference-stationary models, 1934-1993, made in 1933. 1932 and 1933 Table 3 we show TS the p-values for k=2 through k=4. The results provide overwhelming support for the trendstationary model. For each value of k and each aggregate output measure, the p-value associated with ˆ under the difference-stationary model is very small, while that associated with ˆ under the trend-stationary model is large. In the leading case of k=2, to which all diagnostics point, the p-value under the difference-stationary model is consistently less than .01, while that under the trend-stationary model is consistently greater than .59.
To illustrate the starkness of the results, we graph in Figure 2 the exact distributions of -7-for the best-fitting difference-stationary and trend-stationary models for GNP-RPC with k=2. It is visually obvious that ˆ is tremendously unlikely relative to f (ˆ) but very likely sample DS with respect to f (ˆ).
TS
All of our results are robust to reasonable variation in the sample's beginning and ending dates. We subjected every part of our empirical analysis to extensive robustness checks, varying both the starting and endings date over a wide range, with no qualitative change in any result. In Figure 3 , for example, we show the exact finite-sample p-values of û nder the best-fitting difference-stationary model for GNP-RPC and k=2, computed using the Rudebusch procedure over samples ranging from t through t , with t = 1875, ..., 1895 and t 
IV. Concluding Remarks
There is no doubt that unit root tests do suffer from low power in many situations of interest. Rudebusch's analysis of postwar U.S. quarterly GNP illustrates that point starkly.
We have shown, however, that both Rudebusch's and more conventional procedures produce very different results on long spans of annual data --the evidence distinctly favors trendstationarity. Interestingly, the same conclusion has been reached by very different methods in the Bayesian literature (e.g., DeJong and Whiteman, 1992) and in out-of-sample forecasting competitions (e.g., Geweke and Meese, 1984; DeJong and Whiteman, 1993) . And of course, allowing for trend breaks in the spirit of Perron (1989) would only strengthen our results.
Thus, the U.S. aggregate output data are not so uninformative as many believe.
We have already stressed the importance of our results for forecasting aggregate output. They are also important for macroeconometric modeling more generally. For example, recent important work by Elliott (1995) points to the non-robustness of cointegration methods to deviations of variables from difference-stationarity. More precisely, even very small deviations from difference-stationarity can invalidate the inferential procedures associated with conventional cointegration analyses. Our results suggest that, at least for U.S.
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