We propose new jump-adapted weak approximation schemes for stochastic differential equations driven by pure-jump Lévy processes. The idea is to replace the driving Lévy process Z with a finite intensity process which has the same Lévy measure outside a neighborhood of zero and matches a given number of moments of Z. By matching 3 moments we construct a scheme which works for all Lévy measures and is superior to the existing approaches both in terms of convergence rates and easiness of implementation. In the case of Lévy processes with stable-like behavior of small jumps, we construct schemes with arbitrarily high rates of convergence by matching a sufficiently large number of moments.
Introduction
Let Z be a d-dimensional Lévy process without diffusion component, that is,
y N (dy, ds) + Here γ ∈ R d , N is a Poisson random measure on R d × [0, ∞) with intensity ν satisfying 1∧ y 2 ν(dy) < ∞ and N (dy, ds) = N (dy, ds)−ν(dy)ds denotes the compensated version of N . We study the case when ν(R d ) = ∞, that is, there is an infinite number of jumps in every interval of nonzero length a.s. Further, let X be an R n -valued adapted stochastic process, unique solution of the stochastic differential equation
where h is an m × d matrix.
In this article we are interested in the numerical evaluation of E[f (X 1 )] for a sufficiently smooth function f by Monte Carlo, via discretization and simulation of the process X. We propose new weak approximation algorithms for (1) and study their rate of convergence.
The traditional method to simulate X is to use the Euler scheme with constant time stepX This method has the convergence rate [9, 6] |E[f (X 1 )] − E[f (X n 1 )]| ≤ C n but suffers from two difficulties: first, for a general Lévy measure ν, there is no available algorithm to simulate the increments of the driving Lévy process and second, a large jump of Z occurring between two discretization points can lead to an important discretization error.
A natural idea due to Rubenthaler [11] (in the context of finite-intensity jump processes, this idea appears also in [2, 8] ), is to approximate Z with a compound Poisson process by replacing the small jumps with their expectation and then place discretization dates at all jump times of Z ε . The computational complexity of simulating a single trajectory using this method becomes a random variable, but the convergence rate may be computed in terms of the expected number of discretization dates, proportional to λ ε = |y|≥ε ν(dy). When the jumps of Z are highly concentrated around zero, however, this approximation is too rough and the convergence rates can be arbitrarily slow.
In [7] , the authors proposed a scheme which builds on Rubenthaler's idea of using the times of large jumps of Z as discretization dates but achieves better convergence rates. Their idea is, first, to approximate the small jumps of Z with a suitably chosen Brownian motion, in order to match not only the first but also the second moment of Z, and second, to construct an approximation to the solution of the continuous SDE between the times of large jumps. Similar ideas of Gaussian correction were recently used in [5] in the context of multilevel Monte Carlo methods for the problem (1). However, although diffusion approximation of small jumps improves the convergence rate, there are limits on how well the small jumps of a Lévy process can be approximated by a Brownian motion. In particular, the Brownian motion is a symmetric process, while a Lévy process may be asymmetric.
In this paper we develop new jump-adapted discretization schemes based on approximating the Lévy process Z with a finite intensity Lévy process Z ε without diffusion part. Contrary to previous works, instead of simply truncating jumps smaller than ε, we construct efficient finite intensity approximations which match a given number of moments of Z. These approximations are superior to the existing approaches in two ways. First, given that Z ε is a finite intensity Lévy process, the solution to (1) with Z replaced by Z ε is easy to compute, either explicitly or with a fast numerical method, making it straightforward to implement the scheme. Second, by choosing the parameters of Z ε in a suitable manner, one can, in principle, match an arbitrary number of moments of Z and obtain a discretization scheme with an arbitrarily high convergence rate.
The paper is structured as follows. In Section 2, we present the main idea of moment matching approximations and provide a basic error bound for such schemes. In Section 3, we introduce our first scheme which is based on matching 3 moments of Z and can be used for general Lévy processes. For Lévy processes with stable-like behavior of small jumps near zero, the scheme is shown to be rate-optimal. Finally, Section 4 shows how schemes of arbitrary order can be constructed by matching additional moments, once again, in the context of Lévy processes with stable-like behavior of small jumps.
Moment matching compound Poisson approximations
Let Z ε be a finite intensity Lévy process without diffusion part approximating Z in a certain sense to be defined later:
where N ε is a Poisson random measure with intensity measure dt × ν ε such that λ ε := ν ε (R d ) < ∞. In this paper we propose to approximate the process (1) by the solution to
which can be computed by applying the Euler scheme at the jump times of Z ε and solving the deterministic ODE dX t = h(X t )γ ε dt explicitly (or by a RungeKutta method 1 ) between these jump times. The following proposition provides a basic estimate for the weak error of such an approximation scheme. We impose the following alternative regularity assumptions on the functions f and h:
Proposition 1. Let Z andẐ be Lévy processes with characteristic triplets (0, ν, γ) and (0,ν,γ) respectively, and let X andX be the corresponding solutions of SDE (1).
where the constant C may depend on f , g, x and ν but not onν.
Proof. To simplify notation, we give the proof in the case
. By Lemma 13 in [7] , u ∈ C 1,n ([0, 1] × R) and satisfies
Applying Itô formula under the integral sign and using (5) and Lemma 11 in [7] (bounds on moments ofX t ) yields
where in the last line we used the moment matching condition (17) and the remainder coming from the Taylor formula can be estimated as
From the Lipschitz property of h and Lemma 13 in [7] ,
for some C < ∞, where p = n under (H n ) and p > n under (H n ). Following the arguments in the proof of Lemma 11 in [7] , we get
for different constants C and c, wherē
by our assumptions. Since
by assumption, and
it is clear that E[sup 0≤t≤1 |X t | p ] ≤ C for some constant C which does not depend onν.
The 3-moment scheme
Our first scheme is based on matching the first 3 moments of the process Z. . We introduce two measures on
The 3-moment scheme is defined by
where δ ε denotes a point mass at ε.
Proposition 2 (Multidimensional 3-moment scheme). For every ε > 0, ν ε is a finite positive measure satisfying
R d
where the last inequality is an equality if ν({x : x = ε}) = 0.
Proof. The positivity of ν ε being straightforward, let us check (8) .
be the coordinate vectors. Then,
The other equations can be checked in a similar manner.
Then the 3-moment scheme can be written as
Corollary 2 (Worst-case convergence rate). Assume (H 4 ) or (H 4 ). Then the solutionX of (3) with the characteristics of Z ε given by (6)- (7) satisfies
as ε → 0.
Proof. By Proposition 1 we need to show that
By Proposition 2,
where in the last line the dominated convergence theorem was used.
In many parametric or semiparametric models, the Lévy measure has a singularity of type 1 |x| 1+α near zero. This is the case for stable processes, tempered stable processes [10] , normal inverse Gaussian process [1] , CGMY [3] and other models. Stable-like behavior of small jumps is a standard assumption for the analysis of asymptotic behavior of Lévy processes in many contexts, and in our problem as well, this property allows to obtain a more precise estimate of the convergence rate. We shall impose the following assumption, which does not require the Lévy measure to have a density: (H − α) There exist C > 0 and α ∈ (0, 2) such that
where l(r) := x >r ν(dx).
Corollary 3 (Stable-like behavior). Assume (H − α) and (H 4 ) or (H 4 ).
Then the solutionX of (3) with the characteristics of Z ε given by (6)- (7) satisfies
Proof. Under (H − α), by integration parts we get that for all n ≥ 2,
Therefore, under this assumption,
from which the result follows directly.
2 Throughout this paper we write f ∼ g if lim
= 1 and f g if lim sup
Rate-optimality of the 3-moment scheme From Proposition 1 we know that under the assumption (H 4 ) or (H 4 ), the approximation error of a scheme of the form (2)-(3) can be measured in terms of the 4-th absolute moment of the difference of Lévy measures. We introduce the class of Lévy measures on R d with intensity bounded by N :
The class of Lévy measures with intensity bounded by λ ε is then denoted by M λε , and the smallest possible error achieved by any measure within this class is bounded from below by a constant times inf ν ∈M λε R d x 4 |dν − dν |. The next result shows that as ε → 0, the error achieved by the 3-moment scheme ν ε differs from this lower bound by at most a constant multiplicative factor . Proposition 3. Assume (H − α) and let ν ε be given by (6) . Then,
Proof.
Step 1. Let us first compute
For ν ∈ M N , let ν = ν c + ν s where ν c is absolutely continuous with respect to ν and ν s is singular. Then ν c (R d ) ≤ N and
Therefore, the minimization in (13) can be restricted to measures ν which are absolutely continuous with respect to ν, or, in other words,
where the inf is taken over all measurable functions λ :
By a similar argument, one can show that it is sufficient to consider only functions λ :
Given such a function λ(r, θ), the spherically symmetric function
leads to the same values of the intensity and the minimization functional. Therefore, lettingν(dr) :
For every e > 0,
The inf in the right-hand side can be computed pointwise and is attained bŷ λ(r) = 1 r>e + µ1 r=e for any µ ∈ [0, 1]. Let e(N ) and µ(N ) be such that
Such a e(N ) can always be determined uniquely and µ(N ) is determined uniquely if ν({e(N )}) > 0. It follows thatλ(r) = 1 r>e(N ) + µ(N )1 r=e(N ) is a minimizer for (14) and therefore
where e and µ are solutions of
Step 2. For every ε > 0, let e(ε) and µ(ε) be solutions of
It is clear that e(ε) → 0 as ε → 0 and after some straightforward computations using the assumption (H − α) we get that
Under (H − α) the three limits are easily computed and we finally get
Remark 1. The constant (3 − α) 2 2−α 4/α > 1 appearing in the right-hand side of (15) cannot be interpreted as a "measure of suboptimality" of the 3-moment scheme, but only as a rough upper bound, because in the optimization problem (13) the moment-matching constraints were not imposed (if they were, it would not be possible to solve the problem explicitly). On the other hand, the fact that this constant is unbounded as α → 2 suggests that such a rate-optimality result cannot be shown for general Lévy measures without imposing the assumption (H − α).
Numerical illustration
We shall now illustrate the theoretical results on a concrete example of a SDE driven by a normal inverse Gaussian (NIG) process [1] , whose characteristic function is
where α > 0, β ∈ (−α, α) and δ > 0 are parameters. The Lévy density is given by
where K is the modified Bessel function of the second kind. The NIG process has stable-like behavior of small jumps with ν(x) ∼ const |x| 2 , x → 0 (which means that (H − α) is satisfied with α = 1), and exponential tail decay. The increments of the NIG process can be simulated explicitly (see [4, algorithms 6.9 and 6.10]), which enables us to compare our jump-adapted algorithm with the classical Euler scheme.
For the numerical example we solve the one-dimensional SDE
where Z is the NIG Lévy process (with drift adjusted to have E[Z t ] = 0). The solution of the corresponding deterministic ODE dX t = sin(aX t )dt, X 0 = x is given explicitly by + ] by Monte-Carlo using the 3-moment scheme described in this section (marked with crosses), the diffusion approximation of [7] (circles) and the classical Euler scheme (diamonds). The parameter values are σ = 0.5, θ = 0.4, κ = 0.6, a = 5 and X 0 = 1. For each scheme we plot the logarithm of the approximation error as function of the logarithm of the computational cost (time needed to simulate 10 6 trajectories). The curves are obtained by varying the truncation parameter ε for the two jump-adapted schemes and by varying the discretization time step for the Euler scheme.
The approximation error for the Euler scheme is a straight line with slope corresponding to the theoretical convergence rate of 1 n . The graph for the 3-moment scheme seems to confirm the theoretical convergence rate of λ −3 ε ; the scheme is much faster than the other two and the corresponding curve quickly drops below the dotted line which symbolizes the level of the statistical error. log(error) Figure 1 : Approximation errors for the 3-moment scheme (crosses), the scheme of [7] (circles) and the Euler scheme (diamonds). The horizontal dotted line corresponds to the logarithm of the two standard deviations of the Monte Carlo estimator (the standard deviation is about the same for the three schemes and independent of the discretization step); everything that is below the dotted line is Monte Carlo noise.
High order schemes for stable-like Lévy processes
In this section, we develop schemes of arbitrary order for Lévy processes with stable-like behavior of small jumps. Throughout this section, we take d = 1 and let Z be a Lévy process with characteristic triplet (0, ν, γ) satisfying the following refined version of (H − α):
(H − α) There exist, c + ≥ 0, c − ≥ 0 with c + + c − > 0 and α ∈ (0, 2) such that
Introduce the probability measure
Let n ≥ 0 and ε > 0. The high-order scheme for the stochastic differential equation (1) based on n + 2 moments and truncation level ε is constructed as follows:
1. Find a discrete probability measureμ = n i=0 a * i δ xi with
such that x 0 < x 1 < · · · < x n , x i = 0 for all i and a * i > 0 for all i. 2. Compute the coefficients {a ε i } by solving the linear system
3. The high-order scheme is defined by
Remark 2. The first step in implementing the scheme is to solve the momentmatching problem (17) for measure µ * . The existence of at least one solution to this problem with x 0 < x 1 < . . . x n and a * i ≥ 0 for all i is guaranteed by the classical Caratheodory's theorem, but this problem admits, in general, an infinite number of solutions. Here we impose the additional condition x i = 0 and a * i > 0 for all i, which should be checked on a case by case basis in concrete realizations of the scheme (see Example 1). matches the moments of orders 2, . . . , n + 2 of ν * (x)1 |x|≤ε , where ν * is the measure given by ν * (x) = αc + 1 x>0 + αc − 1 x<0 |x| 1+α , that is, ν * satisfies the assumption (H − α) with equalities instead of equivalences. The idea of the method is to replace the coefficients {a * i } with a different set of coefficients while keeping the same points {x i } to obtain a measure which matches the moments of ν(x)1 |x|≤ε . Therefore, the points {x i } do not depend on the truncation parameter ε while the coefficients {a ε i } depend on it. Example 1. As an example we provide a possible solution of the moment matching problem for n = 3, which leads to a 5-moment scheme (matching 3 moments of µ * or 5 moments of the Lévy process). We assume that µ * has mass both on the positive and the negative half-line: c + c − > 0.
The moments of µ * are given by of Proposition 4. The moment conditions (24) hold by construction. Using integration by parts, we compute
