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Riccati equations and quasi-1D noninteracting problems
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University of Jyva¨skyla¨, Department of Physics and Nanoscience Center,
P.O. Box 35 (YFL), FI-40014 University of Jyva¨skyla¨, Finland ∗
We consider a general 1D matrix Schro¨dinger equation within a transfer matrix approach. For
a quadratic kinetic term we discuss expressions for the local Green function in terms of solutions
of equations of the Riccati type, and an associated formula for the operator determinant. For a
linear kinetic term, the approach reduces to Eilenberger quasiclassical equations. In general, it
derives from classical results in boundary value problems. We consider applications to illustrative
problems, concentrating on superconductivity, and discuss a general gradient expansion for the free
energy density.
I. INTRODUCTION
The Schro¨dinger equation1 and its Green functions re-
main a fundamental tool in many branches of physics.
Many problems also involve a functional determinant of
the associated linear operator. As such, considerable ef-
fort has been spent to find approaches for dealing with
such calculations, and the problem is consequently over-
all well studied.
Here, I remark on a certain method that can be used
to compute the local (or, “diagonal”) Green function
g(x) = G(x, x) and a functional determinant of the linear
operator, in quasi-1D settings often appearing especially
in condensed-matter physics problems. The local Green
function is the quantity needed for the local density of
states and for mean-field type iterations in several mod-
els, e.g., in the auxiliary free-particle problem in Hartree
or density functional theory or Bogoliubov equations. A
perhaps surprising point is that for a common class of 1D
Hamiltonians with a quadratic kinetic term, the operator
determinant Det[ǫ−H] can be obtained from g(x).
Many aspects of the problem have been studied be-
fore. Several results can be conveniently obtained by
considering the problem in a scattering theory perspec-
tive in terms of the transfer matrix.2–7 Results for the
determinant can be obtained by standard methods for
ordinary differential operators.8,9 I consider in partic-
ular a quadratic kinetic term, but extensions to other
cases are possible, and in particular for linear spec-
trum quasiclassical equations well-known in supercon-
ducting transport10 are found. The Riccati equations ob-
tained with a quadratic kinetic term can be understood
as a matrix generalization of those discussed by Caroli
et al.
11,11 . Several related methods for linear bound-
ary value problems are also known, especially invariant
imbedding methods and decoupling to Riccati systems
bear similarity and have been discussed before.12–19 At
least for the scalar case, similar trace formulas can be
found in works on inverse scattering theory,20 and a re-
lated approach was used in Refs. 21 and 22 to find gra-
dient expansions for the superconducting free energy. A
partially similar formula as here was recently discussed
in Ref. 23.
The final formulation for the quadratic kinetic term
obtains a compact form, Eqs. (1–5). As such, and as the
matrix formulation and its associated “trace formula” for
the determinant in terms of g(x) appears to have re-
ceived less attention, some further elaboration on the
topic still seems of interest, from a physics application
point of view. In this work, an elementary derivation of
the results is outlined, and applications to simple physics
problems are illustrated.
This manuscript is organized as follows. In Sec. II the
expressions for g(x) and the determinant are derived. In
Sec. III, the results are applied to selected condensed-
matter physics problems. Section IV concludes with dis-
cussion.
II. QUASI-1D LOCAL GREEN FUNCTIONS
The statement for the quadratic kinetic term obtains
a compact form. Consider the “Hamiltonian”
H = T + U(x) ,
T ≡ −[∂x + iA(x)] ~
2
2M(x) [∂x + iA(x)] ,
(1)
whereM(x), A(x) and U(x) are n×n complex matrices,
not necessarily Hermitian, of which M(x) is invertible.
Below, we set ~ = 1. The local Green function and the
(zeta-function regularized) determinant can then be ex-
pressed as
g(x) = [a(x) + d(x)]−1 (2)
lnDet[ǫ −H] = −
∫ ∞
−∞
dx tr[M(x)g(x)−1] + C , (3)
where C is a (possibly divergent) constant independent
of ǫ, U , and A, which is then canceled when consider-
ing ratios of determinants. The relation (3) between the
matrix inverse of the local Green function and the op-
erator determinant is simple, and related trace formu-
las have been mentioned in works on inverse scattering
theory,20 at least for the scalar-valued problem. As seen
below, this equation is valid also in finite-size systems
2when the wave function has zero boundary conditions.
The matrix-valued “logarithmic derivatives” a(x), d(x)
are determined as solutions to two decoupled matrix Ric-
cati equations
∂xd+ i[A, d] = 2dMd− U + ǫ (4)
∂xa+ i[A, a] = U − ǫ− 2aMa , (5)
with initial conditions provided by their bulk val-
ues at x → ±∞, which for A(±∞) = 0
read d(−∞) = − 12M(−∞)
√
2M(−∞)(U(−∞)− ǫ) and
a(∞) = − 12M(∞)
√
2M(∞)(U(∞) − ǫ), where √· is the
principal matrix square root. The equation for d can
be integrated in the linearly stable direction from left
to right and a from right to left, resembling the proce-
dure for solving the quasiclassical Riccati transport equa-
tions in superconductors24. The scalar case of the above
Riccati equations was discussed in Ref. 11, although ob-
tained with a different reasoning. Note also the resem-
blance to well-known Riccati transformations25,26 for the
equation of the wave function.
We can also interpret Eq. (3) as an expression for the
free energy density of noninteracting fermions in 1D,
f(x) = T
∑′
ωn
trM(x)g(x, iωn)−1 , (6)
where ωn = 2πT (n +
1
2 ) are the Matsubara frequencies,
and the sum over them is appropriately regularized to
render it convergent. Solving the Riccati equations for
~ → 0 leads to a WKB-type gradient expansion for the
free energy density, discussed in Sec. III C.
In numerical applications,15,18,19 solutions to the Ric-
cati equation system can be obtained directly by con-
ventional ODE solvers, starting from the bulk values of
d, a at the boundary of the inhomogeneous region, and
directly yields g(x). The approach somewhat resembles
the recursive Green function method.27
As evident in Eq. (2), the functions a, d have to diverge
at points where g(x) is not invertible. This problem has
been discussed in the literature on numerical boundary
value problems18,19,28 and can in some cases be overcome.
However, for Green functions of Hermitian Hamiltonians
with ǫ away from the real axis (as e.g. in imaginary time
calculations), the issue appears to be less critical and the
Riccati method can be useful as is. Based on Eq. (6),
such divergences may also have physical meaning.
We now proceed to obtaining the above results. Ques-
tions about convergence and singularities are skipped in
several steps.
A. Continuum transfer matrix formulation
Let us first remind how to recast the Schro¨dinger equa-
tion Hψ = ǫψ as a first-order system,4,5 and introduce
notation used below. Considering Eq. (1), we first define
the 2n size vector
u(x) =
(
ψ(x)
1
2M(x) [∂x + iA(x)]ψ(x)
)
. (7)
The Schro¨dinger equation can now be expressed as
∂xu(x) = W(x)u(x) , (8)
W(x) =
(−iA(x) 2M(x)
U(x) − ǫ −iA(x)
)
. (9)
The fundamental matrix Y(x) of the problem, i.e. essen-
tially the transfer matrix expressed in a specific basis, is
now defined by
∂xY(x, x
′) = W(x)Y(x, x′) Y(x, x) = 1 . (10)
It has the property u(x) = Y(x, x′)u(x′). As well-known,
∂x detY = trW detY, so Y is invertible, although usu-
ally numerically badly conditioned.
The Green function for the first-order problem (8) is
defined by
[∂x −W(x)]G(x, x′) = δ(x− x′) . (11)
For the quadratic kinetic term (1) we can relate this to
the Green function G = [ǫ−H]−1 by
G(x, x′) =
(
1 0
)
G(x, x′)
(
0
1
)
. (12)
Indeed, direct calculation gives (omitting arguments for
brevity)
−T G = [∂x + iA]
(
1 0
) 1
2M([W + iA]G+ δ)
(
0
1
)
(13)
= [∂x + iA]
(
0 1
)
G
(
0
1
)
(14)
= [U − ǫ]G+ δ , (15)
so that [ǫ−H]G(x, x′) = δ(x − x′).
Due to reasons that become apparent below, it is useful
to now define the first-order local Green function as a
symmetrized sum
g(x) = G(x, x + 0+) +G(x+ 0+, x) . (16)
The relation to the local Green function g corresponding
to H obtains then an additional factor of 1/2:
g(x) =
1
2
(
1 0
)
g(x)
(
0
1
)
. (17)
Note that G(x, x′) is continuous across x = x′, even
though other components of G(x, x′) are generally not.
The above is essentially textbook scattering theory.
For spatially uniform H, Eq. (10) is solved by Y(x, x′) =
e(x−x
′)W. Eigendecomposition Wuj = λjuj gives the
modes propagating/decaying to the left (Reλj > 0 for
3Im ǫ 6= 0) and right (Reλj < 0). Considering trans-
mission across an inhomogeneous region [xL, xR] and ex-
pressing Y(xR, xL) in terms of appropriately normalized
eigenmodes of the leads x < xL, x > xR gives the stan-
dard transfer matrix of the region.
For translationally uniform system, i∂x 7→ kx, the bulk
Green function is obtained as
G(kx) =
1
−ikx −W , (18)
g(x) =
∫ ∞
−∞
dkx
2π
∑
±
e±ikx0
+
G(kx) (19)
= −P+ +P− = − sgn(W) , (20)
where sgn is the matrix sign function,29 and P± pro-
jectors to eigenmodes with ±Reλj > 0. For hermitian
Hamiltonians and Im ǫ 6= 0, generally Reλj 6= 0, so that
P± are unambiguously defined and P+ + P− = 1. For
A = 0, the above gives
g = − 1√
2M(U − ǫ)M , (21)
where
√
X is the principal matrix square root, i.e., the
square root whose eigenvalues have non-negative real
part.
B. Boundary conditions
We now consider an interval [xL, xR], and recall stan-
dard results for such boundary value problems.15–17 Lin-
ear two-point boundary conditions can be generally ex-
pressed as
BLu(xL) +BRu(xR) = 0 . (22)
Equation (22) can also be written as
M(ǫ)u(xL) = 0 , M(ǫ) = BL +BRY(xR) , (23)
where Y(x) ≡ Y(x, xL). The eigenenergies ǫj are then
determined by the condition detM(ǫ) = 0.
Assuming the boundary value problem is solvable, the
first-order Green function can be expressed as16,17
G(x, x′) = Y(x)[Pθ(x − x′)− (1−P)θ(x′ − x)]Y(x′)−1 .
(24)
The matrix P is defined by
P = M−1BL . (25)
Quite generally,30 P is a projection matrix,
P = P2 . (26)
For example, assuming n separated and non-degenerate
boundary conditions at both ends, so that rankBL =
rankBR = n, we can write singular value decompositions
as BL = uLsLv
†
L, BRY(xR) = uRsRv
†
R, where vL/R
are 2n × n matrices. Then, P = [v†]−1
(
1 0
0 0
)
v†, v =(
vL vR
)
, so that P2 = P, provided v is not singular.
Below, we assume the problem is such that (26) applies.
C. Eilenberger and Riccati equations
From Eq. (24), we see that the first-order local Green
function (16) can be expressed as
g(x) = Y(x)[2P − 1]Y(x)−1 . (27)
It then follows that g(x) satisfies
∂xg(x) = [W(x),g(x)] , g(x)
2 = 1 . (28)
This has the same form as the Eilenberger quasiclassical
transport equations10. The similarity is not coincidental
— it is related to general mathematical structure of linear
boundary value problems21.
It is important to note that Eq. (28), together with
boundary conditions, forms a closed set of equations from
which g(x) can in principle be solved. Below, we follow a
procedure similar to that often used with the quasiclassi-
cal equations, and use the nonlinear constraint g2 = 1
to eliminate some of the variables.10,24,31 As opposed
to Eilenberger equations, which involve a linearization
of the spectrum, the results are exact for the quadratic
Hamiltonian (1).
We look for solutions to Eq. (28) by introducing pro-
jection matrices similar to those used in Refs. 24, and
31
p+ =
(
1
a
)
(a+ d)−1
(
d 1
)
(29)
p− =
(
1
−d
)
(a+ d)−1
(
a −1) , (30)
so that p+ + p− = 1, p+p− = p−p+ = 0. The solution
Ansatz reads
g = p+ − p− (31)
=
(−(a+ d)−1(a− d) 2(a+ d)−1
2a(a+ d)−1d (a− d)(a+ d)−1
)
. (32)
It satisfies the condition g2 = 1 automatically, and differ-
ential equations required for d, a follow by substituting
it in Eq. (28). For this, it is convenient to observe that
±δp± = p+
(
0 −d−1(δd)d−1
0 0
)
p− + p−
(
0 0
δa 0
)
p+ ,
(33)
and use projector properties of p±. Direct calculation
then gives
∂xd(x) = −
(
d 1
)
W(x)
(
1
−d
)
, (34)
∂xa(x) = −
(
a −1)W(x)(1
a
)
. (35)
4These are Eqs. (4,5). Note that with the chosen
parametrization, the equations are decoupled. The struc-
ture of the problem is essentially the same as in invariant
imbedding15.
Instead of finding the boundary conditions to these
equations from suitable BL/R, we can match the solu-
tions to the bulk value of g(x) in an infinite system, a
generic situation often studied in condensed-matter scat-
tering problems (the “bulk” can be also vacuum). We
assume that xL → −∞ and xR → +∞. Moreover, the
Hamiltonian H(x) is assumed to be spatially constant
(“bulk”) at x < x− and x > x+ for some fixed x±. For
x → ±∞, the local Green function g(x) is assumed to
approach its bulk value — in physical problems, this is
true when all wave vectors in the spatially uniform bulk
region have an imaginary component, which generally is
the case for Im ǫ 6= 0.
The convergence to a bulk value for x → ±∞ is re-
flected in the fixed points of the Riccati equations. Com-
paring to Eq. (21), we find that for A = 0, the physical
boundary conditions are given by
d(x−) = − 1
2M(−∞)
√
2M(−∞)[U(−∞)− ǫ] , (36)
a(x+) = − 1
2M(∞)
√
2M(∞)[U(∞)− ǫ] . (37)
Here, we also account for the fact that linear stability
analysis shows that d has a stable integration direction
from left to right, and a from right to left, for which
perturbations from the above bulk solutions are decaying.
For A 6= 0, the bulk solutions are obtained by solv-
ing the algebraic Riccati equations (obtained by set-
ting ∂xd = ∂xa = 0), which is a well-studied problem.
It can be done with a Schur approach,32 decomposing
W = UTU † in the bulk region. The ordering of di-
agonal entries of T , which can be selected as appropri-
ate in the decomposition, should be chosen such that
Re diag(T11) < 0 in the n×n upper left block T11. Then
d(x−) = U21U−111 . The bulk a(x+) = −U˜21U˜−111 is ob-
tained by a decomposition choosing Re diag(T˜11) > 0.
D. Trace formula
Known results for functional determinants8,9 indicate
that with the assumptions here,
lnDet[ǫ−H] = ln detM+
∫ xR
xL
dx i trA , (38)
up to a constant independent of ǫ, A, U . Consider now
W 7→Wλ, i.e., Uλ or Aλ depend in some way on a scalar
parameter λ(x) in the interval [xL, xR]. Differentiation
of Eq. (38) now gives the variational property
δ
δλ
ln detMλ = trM
−1
λ BRYλ(xR, x)∂λWλ(x)Yλ(x, xL)
= trYλ(x)(1 −P)Yλ(x)−1∂λWλ(x)
= −1
2
tr gλ(x)∂λWλ(x) +
1
2
tr ∂λWλ(x) .
(39)
The second term exactly cancels the variation of the sec-
ond term in Eq. (38).
We will now limit the discussion to the problem with
zero boundary conditions (ZBC) for the wave functions.
For the Green function, this implies G(xL/R, x
′) = 0, so
that g(x)→ 0 for x→ xL/R.
It is now convenient to obtain an expression for Det[ǫ−
Hλ] by integrating Eq. (39) via finding a functional that
produces the same variations for any λ. To start, consider
the expression
R[a, d, λ] =
1
2
∫ xR
xL
dx
(
tr[(a+ d)−1∂x(a− d)]− tr[gWλ]
)
,
(40)
where the matrix g = g[a, d] is now defined as in Eq. (32).
Direct calculation, making use of Eq. (33), gives the vari-
ations
δR
δλ
= −1
2
tr{g∂λWλ} , (41)
δR
δdT
= (a+ d)−1[−∂xa−
(
a −1)Wλ
(
1
a
)
](a+ d)−1 ,
(42)
δR
δaT
= (a+ d)−1[∂xd+
(
d 1
)
Wλ
(
1
−d
)
](a+ d)−1 .
(43)
Observe that the variation of the derivative term in
Eq. (40) also generates boundary terms ∝ [a(x) +
d(x)]−1 = g(x), x → xL/R, but they vanish under the
zero boundary conditions.
A functional that has the same variation as Eq. (38)
vs. λ for any λ(x) can then be written as:
lnDet[ǫ −Hλ]ZBC =̂ R[aλ, dλ, λ] = −
∫ xR
xL
dx tr[Mg−1λ ] .
(44)
Here, g−1λ = aλ + dλ, and aλ and dλ are the solutions
that satisfy the saddle-point equations δδd(x)R|aλ,dλ =
δ
δa(x)R|aλ,dλ = 0, which are equivalent with the Riccati
Eqs. (34,35).
As the correspondence (44) to the determinant ap-
plies for any variations, the left and right-hand sides are
equal up to a constant independent of A and U , pro-
vided no singularities are encountered on the integration
path. The constant can be absorbed in the normaliza-
tion of the functional determinant, which already con-
tains other similar factors. Finally, taking xL/R → ∓∞
we find Eq. (3).
5III. APPLICATIONS
In this section, we obtain solutions to particular prob-
lems.
A. Finite potential well
To illustrate with an elementary example, we can con-
sider a finite potential well, with A = 0 and potential
U(x) = 0 for |x| > L/2 and U(x) = −u0 for |x| < L/2.
The solution to the Riccati equations matched to the bulk
boundary conditions becomes
d(x) =
1
2m


−α for x < −L/2,
−ik tanh[ik(x− z0)] for |x| < L/2,
−α tanh[α(x − z1)] for x > L/2,
(45)
where α =
√−2mǫ, ik =
√
−2m(ǫ+ u0), and z0, z1
are chosen so as to make the function continuous. By
symmetry, a(x) = d(−x). The trace formula now gives
Det[ǫ−H]
Det[ǫ−H0] = e
− ∫∞
−∞
dx [ma(x)+md(x)+α] (46)
=
e−Lα
αk
[α sin
kL
2
+ k cos
kL
2
][α cos
kL
2
− k sin kL
2
] .
where H0 is the Hamiltonian with u0 = 0. The (ana-
lytical continuation of the) ratio of the determinants has
zeros when either α = k tan(kL/2) or α = −k cot(kL/2),
which are the well-known conditions for the bound-state
energies of a finite well. Considering u0 → ∞, the
Green function of an infinite potential well is g(x) =
−(−ǫ˜)−1/2(coth[√−ǫ˜(L/2−x)]+coth[√−ǫ˜(L/2+x)])−1,
where ǫ˜ = ǫ − u0.
B. Piecewise constant potential scattering
Consider general spatially homogeneousH with A = 0.
With Ansatz d = − 12m (∂xf)f−1, a general solution to
Eq. (4) can be found:
d(x) = − 1
2M
√
w
1−R(x)
1 +R(x)
, (47)
R(x) = e−x
√
wR0e
−x√w , w = 2M(U − ǫ) , (48)
where R0 is a free parameter. Similar solution exists for
a(x), replacing R(x) 7→ R˜(x) = ex
√
wR˜0e
x
√
w. Moreover,
tr[Md(x)] = −1
2
tr
√
w − 1
2
∂x tr ln[1 +R(x)] , (49)
tr[Ma(x)] = −1
2
tr
√
w +
1
2
∂x tr ln[1 + R˜(x)] (50)
for the expressions appearing in Eq. (3). For a scatter-
ing problem with Hamiltonian constant except at x = 0,
R(0−) = 0 and R˜(0+) = 0. As a consequence
−
∫ xc
−xc
dx tr(a+ d)M = xc tr[
√
w(0−) +
√
w(0+)]
+ ln
det(1 +R(0−))
det(1 +R(xc))
det(1 + R˜(0+))
det(1 + R˜(−xc))
.
(51)
The denominator in the second term → 1 for xc →∞.
The above enables finding closed-form expressions for
g(x) for piecewise constant scattering problems with A =
0,
U(x) = Uj , xj < x < xj+1 , (52)
for j = 1, . . . , N with x1 = −∞ and xN+1 = ∞. It is
given by
g(x) = [aj(x) + dj(x)]
−1 , xj < x < xj+1 , (53)
with d1(x) = −(2M1)−1√w0, aN (x) =
−(2MN)−1√wN , where wj = 2Mj(Uj − ǫ). The
other factors are defined recursively by
dj(x) = − 1
2Mj
√
w
1− e(xj−x)
√
wRje
(xj−x)
√
w
1 + e(xj−x)
√
wRje(xj−x)
√
w
, (54)
aj(x) = − 1
2Mj
√
w
1− e(x−xj+1)√wj R˜je(x−xj+1)
√
wj
1 + e(x−xj+1)
√
wj R˜je
(x−xj+1)√wj ,
(55)
where
Rj =
1 + w
−1/2
j 2Mjdj−1(xj)
1− w−1/2j 2Mjdj−1(xj)
, (56)
R˜j =
1 + w
−1/2
j 2Mjaj+1(xj+1)
1− w−1/2j 2Mjaj+1(xj+1)
. (57)
This enables straightforward semi-analytical (i.e. requir-
ing matrix exponential33 and principal square root34)
computation of the LDOS N(ǫ, x) = − 1π Im tr g(ǫ +
i0+, x) for problems with quadratic dispersion in piece-
wise constant potential. Similar results of course can be
found via other standard methods, e.g. concatenating
transfer/scattering matrices. However, note that here all
the matrix exponentials involve matrices with no eigen-
values on the right half-plane, and may avoid some of the
numerical problems involved in a transfer matrix compu-
tation via Eq. (10).
1. Josephson junction
Consider now a Bogoliubov–de Gennes Hamiltonian
for a Josephson junction with a δ-function barrier
H = [− 1
2m
∂2x − µ]τ3 +∆(x)τ+ +∆(x)∗τ− +Hτ3δ(x) ,
(58)
6where ∆(x) = |∆|ei sgn(x)ϕ/2 is the superconducting or-
der parameter, and H the potential barrier height. Here,
τ1,2,3 are Pauli matrices in the Nambu space, and τ± =
τ1±iτ2
2 . We wish to find the supercurrent across the in-
terface. This can be found via the expression connecting
it to the free energy: I = − 2e
~
∂ϕF . In particular,
I =
2e
~
T
∑
ωn
j(ωn) , j = −∂ϕ lnDet[iωn −H] , (59)
where ωn = 2πT (n +
1
2 ) are Matsubara frequencies and
T is the temperature.
As H is piecewise constant, the analytical solutions
have the form of Eq. (47), with R(0−) = R˜(0+) = 0.
The unknown R(0+) = R+, R˜(0
−) = R− are determined
by the matching conditions obtained by integrating the
Riccati equations across the δ-barrier at the interface:
d(0+)− d(0−) = −τ3H , a(0+)− a(0−) = +τ3H . (60)
They give R± as:
R± = [
√
w+ +
√
w− + 2mH ]−1[
√
w± −√w∓ − 2mH ] ,
(61)
where w± = w(x ≷ 0). These quantities are similar to
the reflection matrix of the interface in scattering theory.
The local Green function (2) now reads:
g(x) = [1 + e−|x|
√
wαRαe
−|x|√wα ]
−m√
wα
τ3 , (62)
where α = sgn(x) = ±. The LDOS is N(ǫ, x) =
− 1π Im tr g(x; ǫ+ i0+).
The summand in Eq. (59) can be found from Eq. (51):
j = −∂ϕ ln det[(1 +R+)(1 +R−)] . (63)
Factoring out remaining parts independent of ϕ using
w± = e±iϕτ3/4we∓iϕτ3/4 , (64)
we get
j = ∂ϕ ln det(2mH +
√
w + e−iϕτ3/2
√
weiϕτ3/2) . (65)
The matrix square root is:
√
w =
κ+ + κ−
2
+
κ+ − κ−
2
1√
ω2 +∆2
(
ω i∆
−i∆ −ω
)
,
(66)
where κ± =
√
−2mµ∓ 2mi√ω2 +∆2. Evaluating the
determinant gives the result
j = ∂ϕ ln[ω
2 + (1 − τ(ω) sin2 ϕ
2
)∆2] , (67)
τ(ω) ≡ 1
1 + Z(ω)2
, Z(ω) ≡ −i2mH + κ+ + κ−
κ+ − κ− . (68)
We can consider the limit µ→∞:
κ± ≃ ∓i
√
2m|µ| ≡ ∓ikF , Z ≃ mH
kF
≡ H
~vF
. (69)
Here, Z is the dimensionless barrier strength,35 and
τ is the normal-state transmission coefficient of the
interface.36,37 Neglecting the ωn dispersion of τ(ω), the
Matsubara sum can be evaluated in closed form,
I(ϕ) =
2e
~
T
∑
ωn
j(ωn) = −2e
~
ε′(ϕ) tanh
ε(ϕ)
2T
. (70)
where ε(ϕ) = ∆
√
1− τ sin2 ϕ2 . This µ → ∞ result is
well-known for the single-channel supercurrent.36,38
2. Magnetic impurity in a superconductor
A magnetic impurity in a quasi-1D superconductor can
be described with the Hamiltonian in Eq. (58), replacing
Hτ3 7→ Jσz . For simplicity we also now set ϕ = 0.
From Eqs. (61),(62), the Green function has poles when
det(
√
w + mJτ3σz)|iω=ǫ = 0. Taking the limit µ → ∞
and using Eqs. (66),(69), this bound state condition gives
ǫ = ±∆(1 − γ2)/(1 + γ2), γ = mJ/kF = πN0J , where
N0 = m/(πkF ) is the 1D density of states at the Fermi
level. These are the Yu–Shiba–Rusinov39 states.
C. WKB expansion for free energy density
We can now pursue a WKB-type expansion for the
noninteracting fermion free energy density in ~→ 0, tak-
ing A = 0 for simplicity, and expanding d = ∑∞k=0 ~kdk
and similarly for a.
Substituting the perturbation expansion into the Ric-
cati equations gives
d0 = 0 , d1 = − 1
2M
√
2M(U(x)− iǫn) , (71)
dk+1Md1 + d1Mdk+1 = 1
2
∂xdk −
k∑
l=2
dlMdk+2−l ,
(72)
and similarly for ak with replacement ∂x 7→ −∂x. Hence,
ak = (−1)k+1dk. The Sylvester equation (72) for dk+1
has a unique solution when iǫn is not equal to an eigen-
value of U(x), i.e., it is always solvable for Hermitian
Hamiltonians. Hence, dk can be all solved recursively.
Generally, dk ∝ ∂k−1x . Substituting the result to the
trace formula produces a gradient expansion for the free
energy density
f(x) =
∞∑
k=0
~
2k−1kBT
∑′
n
tr 2Md2k+1 + const. (73)
= f0(U(x)) +
∞∑
k=1
~
2k−1kBT
∑
n
tr 2Md2k+1 , (74)
7with ǫn = 2πkBT (n+
1
2 ). Here,
f0(U0) = −kBT
~
∑′
n
tr
√
2M(U0 − iǫn) (75)
is the free energy density of a uniform Fermi system with
constant matrix-valued potential. For scalarM = m > 0
the result becomes
f0(U0) = −kBT
∫ ∞
−∞
dp
2π~
ln det[1 + e−(
p2
2m
+U0)/(kBT )] ,
(76)
as usual for noninteracting fermions.
Assuming constantM, the lowest-order correction can
be solved. Writing zn =Mdn,
tr 2z3 =
1
16
tr[∂x((∂xz1)z
−1
1 )z
−1
1 + ∂x(z
−2
1 ∂xz1)] . (77)
This can be obtained e.g. solving Eq. (72) formally
via zk+1 =
∑∞
n=0(−λ)nzn1 [ 12∂xzk −
∑k
l=2 zlzk+2−l]z
−n−1
1
with suitable analytic continuation in λ→ 1.
When M = m > 0 is a constant and U(x) is scalar-
valued, the Sylvester equation does not pose a problem,
and dk can be solved in a straightforward manner, gen-
erally producing terms ∝ (∂nxU)d−α1 in the expression for
f . Noting Eq. (75), the Matsubara sum of each term can
be expressed in terms of an U -derivative of f0(U). This
results to the gradient expansion
f(x) = f0 − 1
4
U2f2 − 5
24
U21 f3 +
1
48
U4f3 +
7
120
U1U3f4
+
19
480
U22 f4 +
221
3360
U21U2f5 +
221
24192
U41f6 + . . . ,
(78)
or, by going to higher order and integrating by parts
and discarding total x-derivative (i.e. boundary) terms,
which do not contribute to the total free energy if ∂xU →
0 for x→ ±∞,
f(x) = f0 +
U21 f3
24
+
U22 f4
480
− U
4
1 f6
3456
+
U23 f5
13440
(79)
− U
3
2 f6
12096
− U
2
1U
2
2 f7
11520
+
U61 f9
414720
. . . ,
where Un = m
−n/2∂nxU(x) and fn = ∂
n
Uf0(U)|U=U(x).
For T → 0, f0(U0) = −θ(−U0)(−2mU0)3/2/(3πm).
For T → 0, the above results can be compared to the
somewhat different approach to the scalar problem in
Ref. 40: F = Tr[Hθ(−H)], in which the step function θ
is expressed as a contour integral and the trace written in
terms of G(x, x). Looking at the specific results, Eq. (79)
for T → 0 indeed coincides with the result in Ref. 40, up
to a total x-derivative.
IV. SUMMARY AND CONCLUSIONS
The 1D local matrix Green function G(x, x) satisfies
a certain differential equation, which can be decoupled
to two matrix Riccati equations. The functional deter-
minant DetG−1 can be obtained from G(x, x) and the
mass matrixM(x) in the quadratic kinetic term, up to an
overall constant prefactor. The mathematical structure
is essentially a reflection of the standard scattering the-
ory in 1D. The results here are obtained by making use of
several known facts about boundary value problems12–17
and functional determinants,8,9 and applying methods
that have proved useful when dealing with the quasi-
classical transport equations10,24,31 in superconductivity.
Analytical calculations are tractable for dealing with sim-
ple problems, and a general gradient expansion for the
free energy of noninteracting fermions can be obtained
in this way. The results apply for a fairly generic class
of Hamiltonians, and similar results probably can be ob-
tained also for different forms of the kinetic term.
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