Abstract. We consider the smoothness of solutions of a system of refinement equations written in the form
1. Introduction. The purpose of this paper is to investigate the smoothness properties of multiple refinable functions and multiple wavelets.
Suppose φ 1 , . . . , φ r are compactly supported distributions on R. Denote by φ the vector (φ 1 , . . . , φ r )
T , the transpose of (φ 1 , . . . , φ r ). We say that φ is refinable if it satisfies the following refinement equation:
where each a(α) is an r × r matrix of complex numbers and a(α) = 0 except for finitely many α. We view a as a sequence from Z to C r×r and call it the refinement mask.
In our previous paper [20] , we gave a characterization for the accuracy of a vector of multiple refinable functions in terms of the corresponding mask. In another paper [21] , we characterized the L p -convergence (1 ≤ p ≤ ∞) of a subdivision scheme in terms of the p-norm joint spectral radius of two matrices derived from the mask. (See [17] for the definition of the p-norm joint spectral radius of a finite collection of matrices.) In this paper, we will take the same approach as we did in [21] to a study of the smoothness properties of the solutions of the refinement equation (1.1) .
Taking the Fourier transform of both sides of (1.1), we obtain Evidently, H is 2π-periodic. Let
If φ is a solution of (1.1), then it follows from (1.2) thatφ(0) = Mφ(0). In other words, eitherφ(0) = 0, orφ(0) is an eigenvector of M corresponding to the eigenvalue 1.
Before proceeding, we introduce some notation. 
. , f r ∈ L p (R). The norm on (L p (R))
r is defined by It was proved by Jia and Micchelli [19] that the shifts of the functions φ 1 , . . . , φ r are stable if and only if, for any ξ ∈ R, the sequences (φ j (ξ + 2πβ)) β∈Z (j = 1, . . . , r) are linearly independent.
By (C(R))
Let 0 (Z) denote the linear space of all finitely supported sequences on Z. Similarly, we denote by 0 (Z → C r ) (resp., 0 (Z → C r×r )) the linear space of all finitely supported sequences of r × 1 vectors (resp., r × r matrices). We identify 0 (Z → C r ) with ( 0 (Z)) r and identify 0 (Z → C r×r ) with ( 0 (Z)) r×r . For β ∈ Z, we use δ β to denote the sequence given by δ β (α) = 1 for α = β, 0 for α ∈ Z \ {β}.
In particular, we write δ for δ 0 . We denote by ∇ the difference operator on 0 (Z):
The domain of the difference operator ∇ can be naturally extended to include ( 0 (Z)) r and ( 0 (Z)) r×r . Let a be an element of ( 0 (Z)) r×r . For ε = 0, 1, let A ε be the linear operator on ( 0 (Z)) r given by
Our first concern is the existence and uniqueness of the refinement equation (1.1) with the mask a. Under the condition that lim n→∞ M n exists, Heil and Colella [13] established existence and uniqueness of distributional solutions of (1.1). In this case, convergence of the subdivision scheme was studied by Cohen, Dyn, and Levin in [4] . Without assuming the condition that lim n→∞ M n exists, the existence and uniqueness of distributional solutions of (1.1) were studied by several authors, including Cohen, Daubechies, and Plonka [3] , Jiang and Shen [23] , and Zhou [34] .
In section 2, we will investigate the existence of L p -solutions of the refinement equation (1.1) with the mask a. For j = 1, . . . , r, we use e j to denote the jth column of the r × r identity matrix. Let A 0 and A 1 be the linear operators given by (1.3) and V the minimal common invariant subspace of A 0 and A 1 generated by e j (∇δ),
r . We will prove that, for an eigenvector y of the matrix M := α∈Z a(α)/2 corresponding to the eigenvalue 1, there exists a compactly supported
This condition is necessary if, in addition, the shifts of φ 1 , . . . , φ r are stable. We use the generalized Lipschitz space to measure smoothness of a given function. Let us recall from [8] the definition of the generalized Lipschitz space. For y ∈ R, the difference operator ∇ y is defined by
where f is a function from R to C. The modulus of continuity
Let k be a positive integer. The kth modulus of smoothness of f ∈ L p (R) is defined by
For ν > 0, let k be an integer greater than ν. The generalized Lipschitz space
where C is a positive constant independent of h.
r in the L p -norm is described by its critical exponent ν p (f ) defined by
In section 3, we will establish our main result on characterization of the smoothness of multiple refinable functions. Suppose φ = (φ 1 , . . . , φ r )
T is a compactly supported solution of the refinement equation (1.1) with the mask a. Let k be a positive integer and V the minimal common invariant subspace of A 0 and A 1 generated by
If, in addition, the shifts of φ 1 , . . . , φ r are stable, and if
then equality holds in (1.4). When p = 2, the critical exponent is also given in terms of the spectral radius of the transition operator associated with the refinement mask a.
Regularity of multiple refinable functions was studied by Cohen, Daubechies, and Plonka in [3] and by Micchelli and Sauer in [25] . Both approaches are based on the factorization technique introduced by Plonka [26] . Our approach is different from theirs and does not rely on factorization. Thus, our methods can be applied to multiple refinable functions and multiple wavelets of several variables. For smoothness analysis of a single multivariate refinable function, the reader is referred to [18] and [27] . Even in the univariate case our methods have advantages over the factorization technique. Indeed, our methods use the joint spectral radius of finite matrices. This allows a more effective use of matrix theory to reduce the size of the matrices by a restriction to a certain common invariant subspace. Thus, the computational implementation of our method becomes much simpler. In fact, in the multiple case, the factorization would usually enlarge the support of the mask making the order of the matrices larger, hence computationally more complex. For a discussion of the size of the support of vector scaling functions, see So and Wang [30] .
To illustrate the general theory, we shall give detailed analysis of smoothness for two examples in section 4. One example is taken from [10] , the other from [21] . In particular, for the example of Donovan et al. [10] , our method gives explicitly the exact smoothness in all p-norms. In comparison, Cohen, Daubechies, and Plonka [3] partially recovered the result of [10] for the regularity in the L ∞ -norm, while Micchelli and Sauer [25] gave a crude estimate for the regularity in the L 1 -norm for a special case.
In section 5, applying our study to multiple wavelets, we construct a family of orthogonal double wavelets which includes the one of Chui and Lian [2] . We give a complete smoothness analysis in L 2 for this family, and in all L p for the example of Chui and Lian (who did not discuss smoothness).
The examples in sections 4 and 5 clearly demonstrate the applicability and practical power of our approach.
2. Existence of L p -solutions. In order to solve the refinement equation (1.1), we introduce the linear operator Q a on (L p (R)) r (1 ≤ p ≤ ∞) as follows:
If φ is a fixed point of Q a , i.e., Q a φ = φ, then φ is a solution of the refinement equation (1.1). Let Q a be the linear operator given in (2.1). For an initial vector f ∈ (L p (R)) r , we have
where each a n is independent of the choice of f . In particular, a 1 = a. Consequently, for n > 1 we have
This establishes the following iteration relation for a n (n = 1, 2, . . .):
For ε ∈ Z, we denote by A ε = (A ε (α, β)) α,β∈Z the bi-infinite block matrix given by
For a ∈ ( 0 (Z)) r×r and n = 1, 2, . . . , let a n ∈ ( 0 (Z)) r×r be given by the iteration relation (2.2). If
This can be proved easily by induction on n. For n = 1 and α = ε 1 + 2γ, where ε 1 , γ ∈ Z, we have
Suppose n > 1 and (2.4) has been verified for n − 1. For α = ε 1 + 2α 1 , where α 1 , ε 1 ∈ Z, by the iteration relation (2.2) we have
Then by the induction hypothesis we have
This in connection with (2.5) gives
thereby completing the induction procedure.
The relation (2.4) motivates us to consider the joint spectral radius of a finite multiset of linear operators. The uniform joint spectral radius was introduced by Rota and Strang [28] . The use of the joint spectral radius to obtain regularity results was initiated by Daubechies and Lagarias [6, 7] for the scalar case. Colella and Heil [5] used the joint spectral radius to characterize continuous solutions of scalar refinement equations.
The p-norm joint spectral radius was introduced by Jia in [17] . Let us recall from [17] the definition of the p-norm joint spectral radius. Let V be a finite-dimensional vector space equipped with a vector norm · . For a linear operator A on V , define
Av .
Let A be a finite multiset of linear operators on V . For a positive integer n we denote by A n the nth Cartesian power of A:
and, for p = ∞, define
For 1 ≤ p ≤ ∞, the p-norm joint spectral radius of A is defined to be
It is easily seen that this limit indeed exists, and
Clearly, ρ p (A) is independent of the choice of the vector norm on V .
If A consists of a single linear operator A, then ρ p (A) = ρ(A), where ρ(A) denotes the spectral radius of A, which is independent of p. It is easily seen that ρ(A) ≤ ρ ∞ (A) for any element A in A.
Now let A be a finite multiset of linear operators on a normed vector space V , which is not necessarily finite dimensional. A subspace W of V is said to be invariant under A, or A-invariant, if it is invariant under every operator A in A. For a vector w ∈ V , we define
If the minimal A-invariant subspace W generated by w is finite dimensional, then we have
See [12, Lemma 2.4] for a proof of this result.
If V = ( 0 (Z)) r , it is often convenient to choose the p -norm as the underlying vector norm in (2.6). We denote by p (Z → C r ) the linear space of all sequences
r . Thus, we may identify
T is given by
Equipped with this norm, ( p (Z)) r becomes a Banach space. We denote by p (Z → C r×r ) the linear space of all sequences b :
Let a be an element of ( 0 (Z))
r×r . The bi-infinite block matrices A ε (ε ∈ Z) defined in (2.3) may be viewed as the linear operators on ( 0 (Z)) r given by
Suppose y ∈ C r and α = ε 1 + 2ε
For a bounded subset K of R, we use (K) to denote the linear space of all sequences on Z supported in K ∩ Z. Suppose a is supported on [0, N] , where N is a positive integer. Then, for j ≤ 0 and
r is invariant under both A 0 and A 1 . Consequently, the minimal common invariant subspace of A 0 and A 1 generated by a finite subset of ( 0 (Z)) r is finite dimensional.
r×r , let y be an eigenvector of the matrix M := α∈Z a(α)/2 corresponding to the eigenvalue 1, and let V be the minimal common invariant subspace of A 0 and A 1 generated by e j (∇δ), j = 1, . . . , r, in 
where the sequences a n (n = 1, 2, . . .) are given by the iteration relation (2.2). Since
Moreover,
Subtracting the first equation from the second, we obtain
where
It follows that (2.10)
Let us estimate b n y p and c n y p . Suppose α = ε 1 + 2ε 2 + · · · + 2 n−1 ε n + 2 n γ, where γ ∈ Z and ε 1 , . . . , ε n ∈ {0, 1}. Then 2α = 0 + 2ε 1 + 2 2 ε 2 + · · · + 2 n ε n + 2 n+1 γ, and an application of (2.8) gives
The norm in (2.6) is chosen to be the p -norm. The discussion above tells us that
In order to prove that the sequence (f n ) n=1,2,... converges in the L p -norm, it suffices to show that
Indeed, since ρ < 2 1/p , we may pick a number σ such that 2 −1/p ρ < σ < 1. Hence, there exists a constant C independent of n such that
This together with (2.10) and (2.11) yields
In the case p = ∞, since each f n is continuous, the limit φ is also continuous. Furthermore, since y is an eigenvector of the matrix M corresponding to the eigenvalue 1, we havef
Taking the limit as n → ∞ in the above equation, we obtainφ(0) = y. Let us verify (2.12). For this purpose, we set
Thus, it suffices to show that
To verify the first inequality in (2.13), we observe that
But α∈Z [a(2α) + a(2α + 1) y = 2My = 2y. Hence it follows that
Note that only finitely many terms in the above sum do not vanish, while δ α − δ can be written as − α−1 β=0 ∇δ β . Therefore, v 0 + v 1 can be written as a finite linear combination of e j (∇δ β ), j = 1, . . . , r, β ∈ Z. We claim that
Indeed, for w ∈ C r and α = ε 1 + 2ε 2 + · · · + 2 n−1 ε n + 2 n γ, where ε 1 , . . . , ε n ∈ {0, 1} and γ ∈ Z, by (2.8) we have
Note that a n (· − β)w − a n (· − β − 1)w p = a n w − a n (· − 1)w p . Consequently, (2.14)
This verifies our claim, and thereby establishes the first inequality in (2.13).
As to the second inequality in (2.13), we observe that
It follows that
Hence, for n = 1, 2, . . . , we have
This verifies the second inequality in (2.13). The proof for the sufficiency part of the theorem is complete. It remains to prove the necessity part of the theorem. 
where the sequences a n (n = 1, 2, . . .) are given by (2.2). It follows that
If the shifts of φ 1 , . . . , φ r are stable, then there exists a constant C 1 > 0 such that
Consequently, there exists a constant C > 0 such that
But (2.14) tells us that
Note that ρ = max 1≤j≤r {lim n→∞ A n (e j ∇δ) 
For these results we refer the reader to the work of Boman [1] and Ditzian [9] .
T is a solution of the refinement equation (1.1). Iterating (1.1) n times, we obtain
where a n (n = 1, 2, . . .) are given by (2.2). Applying the difference operator ∇ 2 −n to both sides of (3.1), we obtain
For k = 1, 2, . . . , an induction argument tells us that
where C 1 is a constant independent of n. If, in addition, the shifts of φ 1 , . . . , φ r are stable, then there exists a constant C 2 > 0 such that
r if and only if there exists a constant C > 0 such that
Thus, we have established the following result.
Lemma 3.1. 
α∈Z.
r×r and c ∈ ( 0 (Z)) r , then b * c is defined in a similar way.
Lemma 3.2. Let a be an element of ( 0 (Z)) r×r , and let a n (n = 1, 2, . . .) be given by the iteration relation (2.2). For ε = 0, 1, let A ε be the linear operator on ( 0 (Z)) r given by (2.7). Then, for each integer k ≥ 0,
where V is the minimal common invariant subspace of A 0 and A 1 generated by
For an element w ∈ ( 0 (Z)) r , the quantity A n w p is defined as in (2.6) with the p -norm being the underlying vector norm on ( 0 (Z)) r . Let v be an element in ( 0 (Z)) r . We observe that (∇ k a n ) * v = a n * (∇ k v).
Suppose α = ε 1 + 2ε 2 + · · · + 2 n−1 ε n + 2 n γ, where ε 1 , . . . , ε n ∈ {0, 1} and γ ∈ Z. Then by (2.4) we have
Choosing v = e j δ in (3.6), we obtain
This shows that
where V j is the minimal common invariant subspace of A 0 and A 1 generated by
Therefore, we arrive at the conclusion that
where V is the sum of V 1 , . . . , V r . We are in a position to prove the main result of this paper. 
In 
where ν := 1/p − log 2 (ρ + ε). By Lemma 3.1, φ belongs to (Lip * (ν, L p (R))) r . This shows that
but ε > 0 can be arbitrarily small; hence, we obtain
Now suppose k > 1/p − log 2 ρ and the shifts of φ 1 , . . . , φ r are stable. We wish to show ν p (φ) ≤ 1/p − log 2 ρ. If this is not true, then there exists µ such that 1/p − log 2 ρ < µ < k and φ ∈ (Lip * (µ, L p (R))) r . By Lemma 3.1, there exists a constant C > 0 such that
By Lemma 3.2 we get
It follows that
which contradicts the assumption µ > 1/p − log 2 ρ. Therefore, we obtain the desired result ν p (φ) ≤ 1/p − log 2 ρ. The case p = 2 is of particular interest. In this case, the smoothness is usually measured by using Sobolev spaces. For ν ≥ 0 we denote by W ν 2 (R) the Sobolev space of all functions f ∈ L 2 (R) such that
It is well known that, for ν > ε > 0, the inclusion relations
hold true. Therefore, for a vector
In [29] Shen obtained lower bounds for the L 2 -smoothness of refinable vectors. When p = 2, the joint spectral radius in (3.7) can be computed by finding the spectral radius of a certain finite matrix associated to the mask a (see [11] and [21] ).
Let us review some related results from [21] . For an element a ∈ ( 0 (Z)) r×r , define the transition operator F a to be the linear mapping from ( 0 (Z)) r×r to ( 0 (Z)) r×r given by
where a(γ) * denotes the complex conjugate transpose of a(γ). For n = 1, 2, . . . , let a n be the sequences given by the iteration relation (2.2). It was proved [21, Lemma 7.3] that, for any v ∈ ( 0 (Z)) r , (3.9) lim n→∞ a n * v
where W is the minimal invariant subspace of F a generated by the element w ∈ ( 0 (Z)) r×r given by
Let ∆ denote the difference operator on 0 (Z) given by
In particular, ∆δ := −δ −1 + 2δ − δ 1 . Suppose V is the minimal common invariant subspace of A 0 and A 1 generated by e j (∇ k δ), j = 1, . . . , r. Then Lemma 3.2 and (3.9) tell us that
where W is the minimal invariant subspace of F a generated by e j e T j (∆ k δ), j = 1, . . . , r. Thus, for the case p = 2, Theorem 3.3 can be strengthened as follows.
r is a compactly supported solution of the refinement equation (1.1) with mask a. Let F a be the transition operator given in (3.8) . Then, for any positive integer k,
where W is the minimal invariant subspace of F a generated by e j e T j (∆ k δ), j = 1, . . . , r. In order to apply Theorems 3.3 and 3.4 to smoothness analysis, one must check the stability of refinable functions in terms of the refinement mask. For the scalar case (r = 1), Jia and Wang [22] gave a characterization for the stability and linear independence of the shifts of a refinable function in terms of the refinement mask. Their results were extended by Zhou [33] to the case where the scaling factor is an arbitrary integer greater than 1. For the vector case (r > 1), stability of the shifts of multiple refinable functions was discussed by Hervé [15] , Hogan [16] , and Wang [32] . Assuming the vector of refinable functions lies in (L 2 (R)) r , Shen [29] gave a characterization for L 2 -stability.
Examples.
In this section, we give two examples to illustrate the general theory.
Let A be a linear operator on a linear space V with {v 1 , . . . , v s } as its basis. Suppose Av j = s k=1 a jk v k for 1 ≤ j ≤ s. Then the matrix (a jk ) 1≤j,k≤s is said to be the matrix representation of A.
The definition of joint spectral radius given in section 2 also applies to a finite multiset of square matrices of the same size. Indeed, an s × s matrix can be viewed as a linear operator on C s . Obviously, the p-norm joint spectral radius of a finite multiset of linear operators is the same as that of the multiset of the matrices representing those linear operators. Now suppose A = {A 0 , A 1 }, where A 0 = (λ) and A 1 = (µ) are two 1 × 1 matrices .  For ε 1 , . . . , ε n ∈ {0, 1}, we have
Hence for 1 ≤ p < ∞,
Therefore we obtain
where the right-hand side of (4.1) is interpreted as max{|λ|, |µ|} for the case p = ∞. Suppose A = {A 1 , . . . , A m } and each A j is a block triangular matrix: 
Let A 0 and A 1 be two triangular matrices of the same type:
Then (4.1) and (4.2) tell us that
Let us analyze the following example considered by Donovann et al. [10] . Suppose a is a sequence on Z supported on [0, 3] and
The matrix M := 3 α=0 a(α)/2 has two eigenvalues, 1 and s. We assume that |s| < 1. The eigenvectors of M corresponding to the eigenvalue 1 are cy, where c = 0 and
T be the solution of the refinement equation with the mask a such thatφ(0) = y. Then
Proof. First, we prove that the solution φ is continuous, provided |s| < 1. For this purpose, let A ε (ε = 0, 1) be the linear operators on ( 0 (Z)) 2 given by
Since a is supported on [ (a(2β − α) T ) 0≤α,β≤3 and (a(1 + 2β − α) T ) 0≤α,β≤3 , respectively. We have
We observe that s is a common eigenvalue of both A 0 and A 1 . Corresponding to this eigenvalue, A 0 and A 1 have a common eigenvector v 1 given by
This motivates us to choose
It is easily verified that A 0 v 2 = sv 2 and A 1 v 2 = sv 1 . From Theorem 2.1, we need to add the generators e j ∇δ, j = 1, 2, which motivates us to set v 3 := e 2 ∇δ and v 4 := e 2 ∇δ 1 , i.e.,
Denote by V the linear span of v 1 , v 2 , v 3 , and v 4 . Then
and e 2 ∇δ = v 3 ∈ V . Using the matrix representations of A 0 and A 1 we find that
Thus, V is invariant under both A 0 and A 1 . Applying (4.3) to the two 4 × 4 matrices above, we obtain
Therefore, by Theorem 2.1, the solution φ is continuous, provided |s| < 1. We claim that the shifts of φ 1 and φ 2 are stable. For this purpose it suffices to show that the shifts of φ 1 and φ 2 are linearly independent (see [19] ), that is,
In order to verify (4.4), we first compute φ(α) for α ∈ Z. Since φ is supported on [0, 3], we have φ(α) = 0 for α ∈ Z \ {1, 2}. The vector φ = (φ 1 , φ 2 )
T satisfies the refinement equation
In particular,
Solving the above system of linear equations, we get
where t is a nonzero constant. Moreover, it follows from (4.5) that
Choosing x = β for β ∈ Z in (4.6), we obtain c(β − 1) = 0. This is true for all β ∈ Z. Hence (4.6) implies
For β ∈ Z, setting x = β + 1/2 in the above equation gives b(β) = 0. Thus, (4.4) has been verified. We are in a position to determine the smoothness of φ. For the subspace W , we retain the first two generators, v 1 , v 2 , but replace the others by e j (∇ 2 δ), j = 1, 2, as required by Theorem 3.3:
Using the matrix representations of A 0 and A 1 , we find
Let W be the linear span of w 1 , w 2 , w 3 , and w 4 . Then W is the minimal common invariant subspace of A 0 and A 1 generated by e 1 (∇ 2 δ) and e 2 (∇ 2 δ). Applying (4.3) to the two 4 × 4 matrices above, we obtain
Indeed, ν 1 (φ) > 2 would imply ν p (φ) > 2 for some p > 1, by the embedding theorem. But we know that ν p (φ) < 2 for 1 < p ≤ ∞. Therefore, ν 1 (φ) = 2 for |s| < 1/4. If
3 tells us that ν p (φ) = − log 2 |s| for 1 ≤ p ≤ ∞. Thus, for 1 ≤ p ≤ ∞, we have found the optimal L p -smoothness of φ explicitly.
Using fractal interpolation, Donovan et al. [10] showed that φ ∈ Lip 1 for |s| < 1/2 and φ ∈ Lip ν for 1/2 < |s| < 1, where ν = − log 2 |s|. In [3] , Cohen, Daubechies, and Plonka established the continuity of φ for |s| < 1/2. The case p = 1 was considered by Micchelli and Sauer [25] , who obtained ν 1 (φ) > 1.1087 for s = −0.2. In comparison with their result, our method gives ν 1 (φ) = 2 for |s| < 1/4.
Our second example is taken from [20, 21] . Let a be the element in ( 
−t λ .
The matrix M := 2 α=0 a(α)/2 has two eigenvalues: 1 and λ + µ/2. We assume that |2λ + µ| < 2. Then there exists a unique distributional solution φ = (φ 1 , φ 2 )
T of the refinement equation with the mask a subject toφ(0) = (1, 0) T . The distribution φ 1 is symmetric about 1, and φ 2 is antisymmetric about 1. It was proved [20, Example 4.3] that the shifts of φ 1 and φ 2 reproduce all quadratic polynomials if and only if 
In the case s = 0, µ = 1/2, and λ = 1/4, we have ν p (φ) = 1 + 1/p. Proof. First, we investigate the case s = 0. Under the conditions in (4.8), the refinement equation
can be solved explicitly (see [20, Example 4.3] ). The solution φ = (φ 1 , φ 2 ) T of (4.9) subject toφ(0) = (1, 0) T is given by
and
Consequently, ν p (φ) = 1+1/p for 1 ≤ p ≤ ∞. In this case, the shifts of φ 2 are linearly dependent. Second, we consider the case s = 0. Under the conditions in (4.8), the solution φ = (φ 1 , φ 2 ) T is continuous, provided −3/4 < st < 1/4 (see [21, Example 6.3] ). In this case, we claim that the shifts of φ 1 and φ 2 are linearly independent. To justify our claim, we find φ(α) for α ∈ Z. Since φ is supported on [0, 2], we have φ(α) = 0 for α ∈ Z \ {1}. From [20, Example 3.2] we see that α∈Z φ 1 (α) = 1. Hence φ 1 (1) = 1. Moreover, it follows from (4.9) that φ (1) = a(1)φ(1) , which implies φ 2 (1) = 0. Next, we find φ(β + 1/2) for β ∈ Z. Using the refinement equation (4.9), we obtain
T , and φ(β +1/2) = 0 ∀β ∈ Z\{0, 1}. Furthermore, we can use (4.9) to find φ(γ + 1/4) ∀γ ∈ Z. As a result, we obtain
Choosing x = β for β ∈ Z in the above equation, we obtain b(β − 1) = 0. This is true for all β ∈ Z. Hence (4.10) implies We are in a position to determine the smoothness of φ. Let A ε (ε = 0, 1) be the linear operators on ( 0 (Z)) 2 given by
We observe that 1/2 + 2st is a common eigenvalue of both A 0 and A 1 . Corresponding to this eigenvalue, A 0 and A 1 have a common eigenvector v 1 given by
This motivates us to choose By computation we find that
Let V be the linear span of v j , j = 1, . . . , 5. Then V is the minimal common invariant subspace of A 0 and A 1 generated by e 1 (∇ 3 δ) and e 2 (∇ 3 δ). Applying (4.3) to the two 5 × 5 matrices above, we obtain The special case s = 3/2, t = −1/8, λ = −1/8, and µ = 1/2 was discussed by Heil, Strang, and Strela [14] . In this case, φ can be solved explicitly as follows: It is evident that ν p (φ) = 2 + 1/p.
Multiple wavelets.
In this section we apply the general theory to smoothness analysis of orthogonal multiple wavelets.
In Example 4.1, if φ = (φ 1 , φ 2 ) T is the solution of the refinement equation corresponding to the parameter s = −0.2, then the shifts of φ 1 and φ 2 are orthogonal. It was shown in the last section that the optimal smoothness of φ is ν p (φ) = 1 + 1/p. This example of continuous symmetric orthogonal double refinable functions was first constructed by Donovan et al. [10] by means of fractal interpolation. On the basis of their work, Strang and Strela constructed symmetric orthogonal double wavelets in [31] .
In this section we shall use refinement equations to study multiple wavelets. Let a be an element in ( T . This solution is called the normalized solution. The following theorem summarizes the general theory on orthogonal multiple wavelets (see, e.g., [21] ). Some different forms of this result were obtained by Long, Chen, and Yuan [24] and Shen [29] . In other words, ψ 1 , . . . , ψ r are orthogonal multiple wavelets.
In [21] we constructed a class of continuous orthogonal double wavelets with symmetry. In our construction the mask a is supported on [0, 2] and a(0) = 
