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2 Chapter 1. Introduction
1.1 Multiple hypothesis testing
Multiple hypothesis testing is concerned with decision making in situations where a number of
null hypotheses are under simultaneous consideration. These may represent a negligible effect of
a set of covariates or risk factors in successive univariate regression analysis, the equality of mean
response along a number of variables or genes in a two-sample problem, and so on. Often, the
“sampling information” is restricted to a set of n p-values p1, ...,pn corresponding to the n nulls
at hand, H01, ...,H0n say. This is the scenario we consider in this dissertation.
Multiple testing procedures have become more and more important in the last years due to the
increasing availability of information in fields like the omic-sciences, neuroimaging or pharmacology
which involve the simultaneous test of thousands, or tens of thousands, of null hypotheses produc-
ing as a result a number of significant p-values (an increase in gene expression, or RNA/protein
levels, and so on). Moreover, these hypotheses may have complex and unknown dependence
structure among themselves. See e.g. Dudoit and van der Laan (2008) for an introduction to this
area.
An example from genomics is that involving the following null hypotheses (or nulls):
H0i : Gene i equally expressed in groups A and B (i = 1,2, ...,n)
The goal here is to decide which H0i are false, based on the p-values, p1,p2, ...,pn , corresponding
to a suitable test statistic (e.g., a t-test for comparison of normally distributed gene expression
levels).
In any testing problem, two types of error can be committed. A Type I error, or false positive,
is committed by rejecting a true null hypothesis. A Type II error, or false negative, is committed
by failing to reject a false null hypothesis.
Consider the problem of testing simultaneously n null hypotheses, of which h0 are true and
Rn is the number of hypotheses rejected. We denote by Vn the number of true null hypotheses
which are rejected (Type I errors) while Un are the false nulls which are not rejected (Type II
errors). Ideally, one would like to simultaneously minimize the probability of both errors. But this
is not feasible and one seeks for a trade-off between the two types of error. This trade-off typically
involves the minimization of the probability of Type II error, i.e., maximization of power, subject
to a Type I error constraint.
The decision to reject or not the null hypotheses is usually based on tests statistics, defined as
functions of the data which provide rejection regions for each of the n hypotheses. Some multiple
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testing methods (SGoF, BB-SGoF, Bonferroni, Benjamini-Hochberg...) do not make a direct use
of test statistics; rather they use the p-values to decide which hypotheses are to be rejected. Let
us define formally the concept of unadjusted p-value in this multitest setting (Dudoit and van der
Laan, 2008).
Definition 1.1 (Unadjusted p-value). The unadjusted p-value pi , for the single test of null hy-
pothesis H0i , is defined as
pi ≡ in f {α ∈ [0,1] : Reject H0i at single test nominal level α}, i = 1, ...,n.
That is, the unadjusted p-value pi , for null hypothesis H0i , is the smallest nominal Type I
error level of the single hypothesis testing procedure at which one would reject H0i . The smaller
the unadjusted p-value pi , the stronger evidence against the corresponding null hypothesis H0i .
Specifically, null hypothesis H0i is rejected at single test nominal Type I error level α if pi ≤ α.
That is, the set of rejected null hypotheses at single test nominal Type I error level α is
Rn(α)= {i : pi ≤ α}.
Traditionally great importance is given to the control of Type I error. The problem that
arises when multiple tests are performed is that this Type I error control gets lost and, if one
does not take the multiplicity of tests into account, then the probability that some of the true
null hypotheses are rejected may be overly large. Hence, there is a need for multitest correction
methods aiming to control for this error. However when the number of tests is very large, control
of Type I error usually entails an important increase of the Type II error, i.e., a great loss of
statistical power. As a result, in recent years many efforts have been made to improve methods
of multitest correction looking for a balance between control of Type I error and power.
In this setting, several methods have been proposed to control for Type I errors in a simulta-
neous way. Traditional multiple testing procedures control for the familywise error rate (FWER)
or for the false discovery rate (FDR), or for proper modifications and generalizations of these
criteria, such as the generalized familywise error rate (gFWER). Formal definitions of these error
rates are introduced below:
Definition 1.2 (FWER). The familywise error rate is the probability of having at least one
Type I error,
FWER≡ P(Vn > 0).
Definition 1.3 (gFWER). The generalized familywise error rate for a user-supplied integer
k ∈ {0, ...,n−1}, is the probability of having at least k+1 Type I errors. That is,
gFWER(k)≡ P(Vn > k).
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Definition 1.4 (FDR). The false discovery rate is the expected value of the proportion of Type
I errors among the rejected hypotheses,
FDR≡ E
[
VnI{Rn>0}
Rn
]
= E
[
Vn
Rn
|Rn > 0
]
Pr (Rn > 0)
where I{A} is the indicator function of an event A.
Usually, strong control of the FWER or of the FDR is demanded, which means that the error
criterion must be fulfilled under any configuration of the true and non-true null hypotheses (Dudoit
and van der Laan, 2008). More specifically, the strong control of the FWER guarantees that the
probability of committing one or more than one Type I error among the tests is smaller than or
equal to the nominal level, regardless the amount and the location of the non-true null hypotheses
(also called effects or features). For the FDR, instead, the expected proportion of non-true null
hypotheses among the rejected ones is bounded by the level.
Under the complete null hypothesis, all the rejected hypothesis, Rn , are Type I errors, hence
if Rn > 0 we have Vn/Rn = 1 and therefore FDR=FWER. Thus, FDR controlling procedures also
control the FWER in the weak sense. However, under a general configuration of the true and
non-true null hypotheses we have I{Vn≥1} ≥
Vn
Rn
when Rn > 0 and therefore FDR≤ P(Vn ≥ 1)= FWER.
For this reason, procedures controlling the FWER are typically more conservative, i.e., they lead
to fewer rejected hypotheses, than those controlling the FDR. See Nichols and Hayasaka (2003);
Dudoit and van der Laan (2008) for a deeper introduction to this area.
Unfortunately, it has been quoted by several authors that in many situations, such multiple
test procedures may exhibit poor power, leading to a small number of rejected null hypotheses
(Carvajal-Rodr´ıguez et al., 2009). Here, the power of a multiple testing method is defined as
the proportion of non-true nulls which are rejected. Recent research has pointed up that FWER
and FDR may be stringent error measures, particularly when the proportion of non-true nulls
is small or intermediate or when the true alternative hypotheses are close to the corresponding
non-true nulls (weak to moderate effects). This means that FWER- and FDR-based methods may
be unable to detect even a single feature in special situations (see for example Carvajal-Rodr´ıguez
et al., 2009; de Un˜a-A´lvarez, 2011). This fact has motivated the appearance of alternative methods
which are more liberal with respect to Type I errors, while searching for an improved statistical
power. Generalized FWER criterion was studied in van der Laan et al. (2004) or Lehmann and
Romano (2005), among others. Genovese and Wasserman (2002) suggested to minimize the loss
function FNR+λFDR, where FNR stands for the false non-discovery rate (which is the expected
proportion of non-true null hypotheses among the accepted ones), while λ is a pre-specified penalty.
Storey (2003) proposed as a possible thresholding criterion to minimize a weighted average of the
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positive FDR and FNR, where the choice of the weight is left to the researcher who must proceed
according to the importance of the rate of false discoveries relative to that of false non-discoveries.
Other approaches based on p-value thresholding are reviewed in Genovese and Wasserman (2004).
Other different multiple testing procedures are the empirical FDR estimation (Efron, 2007) or
the adaptive FDR (Benjamini and Hochberg, 2000; Benjamini et al., 2006) procedures; and the
empirical Bayes procedures (Dudoit et al., 2008) implemented in the multtest R package (Pollard
et al., 2005).
More recently, Carvajal-Rodr´ıguez et al. (2009) introduced a Sequential Goodness-of-Fit (SGoF)
test to make a decision on the number and allocation of the non-true nulls. Carvajal-Rodr´ıguez et
al.’s SGoF method starts by comparing the observed number of p-values below an initial threshold
γ to the expected amount under the intersection or complete null (i.e., under the assumption that
all the null hypotheses are true). In that sense, it relates to the notion of a second-level significance
testing or higher-criticism introduced by Tukey (1976) and further extended by Donoho and Jin
(2004). Higher-criticism is applicable in situations where many independent tests are performed
and one is interested in testing for the complete null hypothesis. The SGoF method, instead, uses
the idea of higher-criticism to determine the number of hypotheses that should be rejected. Such
a decision is made through a binomial test at level α; the excess of observed p-values below γ with
respect to the critical point at level α in the binomial test is then used to identify the non-true
nulls or effects (see Section 1.2 for the formal details).
SGoF method has become in short time a popular tool for applied scientists. Recent contribu-
tions in which SGoF method has been found very useful include protein evolution (Ladner et al.,
2012) and neuroimaging (Thompson et al., 2014). Besides, several extensions of the SGoF proce-
dure and further studies of the method include de Un˜a-A´lvarez and Carvajal-Rodr´ıguez (2010),
de Un˜a-A´lvarez (2012) or Mart´ınez-Camblor (2014).
The original SGoF procedure is implemented in the GNU software SGoF+ (Carvajal-Rodr´ıguez
and de Un˜a-A´lvarez, 2011), see http://webs.uvigo.es/acraaj/SGoF.htm, while a MATLAB ver-
sion was developed by Garth Thompson from M.I.N.D. Lab, Georgia Institute of Technology and
Emory University. However, none of these tools work within R, nor they include the existing
corrections of SGoF.
1.2 The SGoF multiple test method
Given n null hypotheses H0i , i = 1, ...,n, let p1, ...,pn denote the p-values corresponding to a set of n
specified tests. Denote by Fn the ordinary empirical distribution function (edf) of the pi ’s, given
by Fn(x)= n−1
n∑
i=1
I{pi≤x}, where I{·} stands for the indicator function. Let γ be an initial significance
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threshold for all the p-values, typically γ= 0.01,0.05,0.1. The SGoF procedure focuses on nFn(γ),
the number of p-values falling below γ, i.e., the number of test results which are individually
significant at level γ. If this number is too large compared to the expected one when all the
null hypotheses are true, the complete null hypothesis H0 = ∩ni=1H0i is rejected. Under this H0
and assuming that pi follows a uniform distribution, U(0,1), under H0i ∀i ∈ 1, ..,n, and that the
p ′i s are independent, nFn(γ) follows a Bin(n,γ) distribution, where Bin(n,γ) denotes the binomial
distribution with parameters n and γ (the SGoF procedure is also known as Binomial SGoF);
therefore, H0 is rejected at the level α referred above if and only if nFn(γ)≥ bn,α(γ), where
bn,α(γ)= inf
{
b ∈ {0, ...,n} : P(Bin(n,γ)≥ b)≤ α}
is the (1−α)-quantile of the binomial distribution with parameters n and γ, Bin(n,γ) distribution.
When H0 is rejected, the number of null hypotheses rejected by the SGoF procedure is Nn,α(γ)=
nFn(γ)−bn,α(γ)+1, which is the excess in the number of observed p-values below the threshold
γ when compared to the expected amount, beyond the critical point bn,α(γ). More specifically,
assume for a moment that there are no ties among the p-values. Then, the null hypotheses
corresponding to the Nn,α(γ) smallest p-values are rejected; this means that the null hypothesis
corresponding to a p-value pi is rejected if and only if the rank of pi is smaller than or equal to
Nn,α(γ), that is, if nFn(pi ) ≤Nn,α(γ). In the presence of ties among the p-values, Nn,α(γ) should
only be regarded as an upper bound for the number of rejections (see the example in Section 3.3.1
for illustration of this issue).
Let p∗ denote the maximum p-value among the ones corresponding to the null hypotheses
rejected by the SGoF procedure, that is, Nn,α(γ) = nFn(p∗); since bn,α(γ) ≥ 1, we have Nn,α(γ) ≤
nFn(γ) and, from this, p∗ ≤ γ. This shows that the p-values corresponding to the rejected null
hypotheses form a subset of the set of p-values falling below γ.
The name of the Sequential Goodness-of-Fit (SGoF) procedure comes from the fact that it
was originally introduced as a sequential algorithm; specifically, Carvajal-Rodr´ıguez et al. (2009)
reported the following definition. Given a set of n independent tests, performed each at a given
significance level γ, we expect a number (Ed = n×γ) of false discoveries provided that all the nulls
are true. Let Od be the observed number of cases with p-value below the threshold γ. The SGoF
algorithm works as follows:
1) Set R=Od , the number of p-values below the threshold (γ).
2) Repeat: Test at level α if the R observed discoveries deviate significantly from the expected Ed
ones.
a) If the test is significant: count a new significant (corresponding to the smallest p-value),
then update the list of observed p-values, i.e. decrease in one unit the number R and
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consequently increase in one unit the number of values above the threshold. Repeat the
process from 3)
b) If the test is not significant: stop the process and go to 4)
3) The final number of rejections is the number of significants R detected in step 3)
It can be seen that this sequential definition gives indeed the Binomial SGoF method as defined
above.
1.2.1 Conservative SGoF procedure
When n is large, by using the Gaussian approximation to the binomial distribution, the bino-
mial quantile bn,α(γ) can be approximated by nγ+
√
nγ(1−γ)zα, where zα is the 1−α quantile
of the standard normal; de Un˜a-A´lvarez (2011) suggested as a more conservative rule to reject
the N∗n,α(γ) = nFn(γ)−b∗n,α(γ)+ 1 null hypotheses corresponding to the smallest p-values, where
b∗n,α(γ)= nγ+
√
nFn(γ)(1−Fn(γ))zα and where the variance Var (nFn(γ))= nFn(γ)(1−Fn(γ)) is esti-
mated without any restriction. This N∗n,α(γ) rejection rule is called Conservative SGoF and it may
be regarded (when n is large) as the lower bound of a 100(1−α)% confidence interval for n(F(γ)−γ)
(F is the underlying cumulative distribution function, cdf, of the p-values), which in its turn is
smaller than the expected number of non-true nulls with p-value below γ. Certainly,
F(γ)−γ = P(pi ≤ γ)−γ= P(pi ≤ γ|H0i = 0)P(H0i = 0)+P(pi ≤ γ|H0i = 1)P(H0i = 1)−γ=
= γpi0+F1(γ)(1−pi0)−γ= (1−pi0)(F1(γ)−γ)
where H0i = 1 (resp. H0i = 0) indicates that H0i is false (resp. true), pi0 stands for the proportion
of true null hypotheses in the population and F1 denotes the cdf of the p-values corresponding to
non-true null hypotheses. From this we get
F(γ)−γ ≤ (1−pi0)F1(γ)= P(pi ≤ γ,H0i = 1)
and we get the given assertion. In its turn, this implies that, by using the Conservative SGoF
procedure, one ensures that the probability that the number of false positives exceeds the number
of false negatives (among the p-values below γ) is asymptotically bounded by α for any configu-
ration of the nulls (de Un˜a-A´lvarez, 2011). This conservativeness property of the SGoF method,
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called coverage, is not shared by the strong versions of the FDR or FWER controlling procedures
and represents an alternative error criterion (de Un˜a-A´lvarez, 2012). We will empirically analyze
in this dissertation if it holds for the different SGoF-type methods we consider.
Important statistical properties of the original SGoF procedure were detailed and explored
in de Un˜a-A´lvarez (2011, 2012). In particular, it was found that the SGoF method controls for
FWER (and FDR) at level α, but only in the weak sense (i.e. under the complete null hypothesis),
which makes a difference with other, more standard procedures. Weak control of the FWER allows
for a greater power, at the expense of reporting bounds for FWER or FDR which are only valid
when all the null hypotheses are true. Simulations and examples provided in Carvajal-Rodr´ıguez
et al. (2009) and de Un˜a-A´lvarez (2011, 2012) indicate that SGoF exhibits a greater power than
FDR- and FWER- classical (strong) controlling procedures when the number of tests is large, and
there is a relatively small to moderate proportion of weak or intermediate effects. As mentioned
before, SGoF multitest controls at the pre-specified level α the probability that the number of
false positives exceeds the number of false negatives with p-value below γ (de Un˜a-A´lvarez, 2012).
Besides, unlike for other multiple testing procedures, the power of SGoF increases with the number
of tests n. The reason for this is in the −npVar term appearing in the number of rejections, which
decreases as n grows. Summarizing, the SGoF method provides a flexible criterion of significance
for multiple testing problems, offering a good balance between error control and power, and a
good alternative to the FDR- and FWER- classical (strong) controlling procedures, specially
in the aforementioned settings (large number of tests, small to moderate proportion of weak or
intermediate effects). In fact, Hochberg and Tamhane (1987) provided the following example when
power should have priority over the strong control of the Type I error. Consider an exploratory
study designed for screening a large number of substances which are possibly carcinogenic. Here,
the Type II error is much more serious than the Type I error since an undetected true carcinogen
could have serious consequences. If one uses a (strong) FDR- or FWER- controlling procedure
in such a case one might not be able to find even one true carcinogen. As explained in Westfall
et al. (2011), this relates to the inherent trade-off between Type I and Type II errors; decreasing
one increases the other. The precise point at which to set a cutoff and declare results “significant”
is largely up to the experimenter and the costs that the experimenter associates with each Type
of error. For instance, in a gene expression example, if the experimenter is in a “discovery” mode,
she/he does not want to miss any significant association in order to comprehensively explore the
pathways and mechanisms of a disease. On the other hand, if she/he is in more of a “validation”
mode, then following up on each significant hit can be very expensive, so she/he will want to use
a more stringent cutoff.
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1.2.2 Beta-Binomial SGoF procedure
The SGoF method (in both its original and conservative versions) is very sensitive to correlation
among the tests and, indeed, it may be very anticonservative (it tends to reject more than it
should) in dependent scenarios, where it loses its weak FDR control (de Un˜a-A´lvarez, 2012). This
motivated the introduction of the Beta-Binomial SGoF (BB-SGoF) procedure for correlated tests
(de Un˜a-A´lvarez, 2012). BB-SGoF assumes that there exist k independent blocks of correlated
p-values and makes a decision on the number of effects with p-values smaller than γ like SGoF,
but depending on the number of blocks k and the within-block correlation. This multiple test
procedure will be further analyzed in Chapter 2.
1.2.3 Notation
The notation is self-contained in each chapter. Note that some different notations are used in the
different chapters. For instance, in Chapter 4 the number of rejections given by the Conservative
SGoF method is denoted by N∗n(α). In Chapter 6 the number of null hypotheses and the p-values
are denoted by m and PV1, ...,PVm , respectively. In Chapters 2 and 4 Π0 stands for the proportion
of true null hypotheses in the population, whereas pi0 is used in other chapters to represent the
same quantity.
1.3 Real data applications
In this dissertation some real biomedical, biological and pharmacological data sets will be used for
illustration purposes. Each of them consist on a vector of p-values, the only input needed by the
SGoF-type methods, except in the case of Discrete SGoF that requires the empirical cumulative
function of each discrete p-value. Two of these data sets (Diz data and Hedenfalk data) correspond
to situations with a large number of tests where asymptotic version of the original SGoF procedure
and Conservative SGoF can be used. Besides, we use a data set where ties are present among
the p-values (Needleman data) and another one where a p-value equal to 1 is present (Neuhaus
data). The latter data sets are examples of the setting with a small number of tests and serve to
illustrate the usage of the SGoF-type methods and, specially, the performance of the corrected rule
of rejections for the case of ties introduced in Chapter 3. Finally we use a set of discrete p-values
in order to illustrate the usage and performance of the Discrete SGoF procedure in Chapter 6.
These data sets are briefly presented now.
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1.3.1 Diz data
In Diz et al. (2009) multiple comparison procedures were applied to a set of n = 261 p-values
coming from protein expression experiments in eggs of the marine mussel Mytilus edulis. In that
study, the authors compared M. edulis female protein expression profiles of two lines differing in
sex ratio of their progeny by using a two-way analysis of variance (ANOVA).
Diz data set is used in Section 3.3.3 of Chapter 3 to illustrate an application of the Conservative
SGoF adjusted p-values discussed in that chapter.
1.3.2 Hedenfalk data
Hedenfalk et al. (2001) performed a microarray study of hereditary breast cancer. One of the goals
of this study was to find genes differentially expressed between BRCA1- and BRCA2-mutation
positive tumors. Thus, for each of the 3,226 genes, a comparison of means was performed through
a suitable two-sample test; the sizes of the groups were 7 and 8 subjects respectively. Following
previous analysis of these data (Storey and Tibshirani, 2003), 56 genes were eliminated because
they had one or more measurements above 20. This left n = 3,170 genes. The independence
assumption among the genes was checked through the runs test for randomness of a dichotomous
(binary) sequence (Siegel and Castellan, 1988), giving a two-sided p-value of 0.002654. This data
set is included in the sgof R package (Castro-Conde and de Un˜a-A´lvarez, 2014c) as Hedenfalk.
Since these p-values are correlated, we use them to illustrate the performance of the Bayesian
SGoF procedure in Section 4.3 of Chapter 4, and also in Section 5.3 of Chapter 5 to illustrate
the usage of the sgof R package in a high-dimensional setting where the focus is on the function
implementing the BB-SGoF procedure.
1.3.3 Heller data
We will use the pharmacovigilance data analysed by Heller and Gur (2012). This data set is
derived from a database for reporting, investigating and monitoring adverse drug reactions due to
the Medicines and Healthcare products Regulatory Agency in the United Kingdom. It contains
the number of reported cases of amnesia as well as the total number of adverse events reported for
each of the 2,446 drugs in the database. In total, 682,648 adverse drug reactions were reported,
among them 2,044 cases of amnesia. The association between reports of amnesia and suspected
drugs by performing for each drug is investigated through a Fisher’s exact test (one-sided) for
testing for association between the drug and amnesia. Since Fisher’s exact test is used, the
distribution functions of the p-values under the complete null hypothesis are obtained from the
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hypergeometric distribution. Heller data is available in the discreteMTP R package (Heller et al.,
2012) as amnesia.
We use Heller data to illustrate the performance of the Discrete SGoF procedure in Section
6.3 of Chapter 6.
1.3.4 Needleman data
Needleman et al. (1979) studied the neuropsychologic effects of unidentified childhood exposure
to lead by comparing various psychological and classroom performances between two groups of
children differing in the lead level observed in their shed teeth. They presented three families of
endpoints, and commented on the results of separate multiplicity adjustments within each family.
For illustration of the SGoF-type methods we will focus on the first family of endpoints, which
corresponds to the teacher’s behavioral ratings. The original p-values were obtained by applying a
chi-square test for homogeneity to the frequency of negative reports on teacher’s behavioral ratings.
The fact of using a non-parametric test with a small sample size resulted in the presence of ties
among the p-values. These are the 11 endpoints related to the teacher’s behavioral ratings: dis-
tractible, does not follows sequence of directions, low overall functioning, impulsive, daydreamer,
easily frustrated, not persistent, dependent, does not follow simple directions, hyperactive and
disorganized. This information is extracted from Table 3 in Needleman et al. (1979).
This data set is used in Section 3.3.1 of Chapter 3 to illustrate the computation and the
properties of the SGoF adjusted p-values when ties are present among the p-values. Needleman
data is used as well in Section 5.3.1 of Chapter 5 to illustrate the usage of the sgof R package.
1.3.5 Neuhaus data
Neuhaus et al. (1992) investigated the effects of two different treatments for acute myocardial
infarction (rt-PA and APSAC) in a randomized multicenter trial in 421 patients. Four families
of hypotheses were identified and analysed in that study. In our analysis, we will focus on one of
these four families, namely those corresponding to the cardiac and other events after the start of
thrombolitic treatment. These are the 15 specific endpoints: allergic reaction 0 to 24 h, bleeding
puncture site, bleeding overall, in-hospital death, bleeding transfusion , cardiogenic shock 90
min to 48 h, blood preasure decrease, in hospital death 0 to 48 h, cardiogenic shock 0 to 90
min, pericardial tamponade, blood pressure decrease 90 min to 48 h, cerebrovascular ischemia,
reinfarction, bleeding recurrent ischemia and bleeding recurrent cerebral. This information is
extracted from Table 4 of Neuhaus et al. (1992). The proportion of events in the two treatment
groups (rt-PA and APSAC) was compared with chi-squared or t-tests.
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Neuhaus data is used in Section 3.3.2 of Chapter 3 to illustrate the computation and the
properties of the SGoF adjusted p-values when there are no ties but a p-value equal to 1 is
present. We also use this data set to illustrate the Bayesian SGoF procedure in Section 4.3 of
Chapter 4.
1.4 Objectives and outline of the dissertation
The aim of this dissertation is to further study the properties and the performance of the recently
proposed SGoF-type methods and to extend this multiple test methodology to other different
settings such as the discrete or the Bayesian frameworks. We also introduce some theoretical
results regarding the adjusted p-values and present a new R package that implements for the first
time these new procedures. The dissertation is organized as follows.
Firstly, in Chapter 2 we revisit the Beta-Binomial SGoF procedure for correlated tests and
investigate for the first time its power, FDR and conservativeness in an intensive Monte Carlo
simulation study. This comes to complete the preliminary studies on BB-SGoF reported in de
Un˜a-A´lvarez (2012). The contributions of this Chapter 2 are based on the paper Castro-Conde
and de Un˜a-A´lvarez (2013a).
In Chapter 3, the definition and main properties of the adjusted p-values for the SGoF method
are introduced by letting the level of the test vary on the unit interval. A modification of the
SGoF method, termed majorant version, which rejects the null hypotheses with adjusted p-values
below the level is introduced as well. This modification rejects more null hypotheses as the level
increases, something which is not in general the case for the original SGoF. Adjusted p-values for
the conservative version of the SGoF procedure are also included. Several real data applications
are investigated to illustrate the practical usage of adjusted p-values. The contributions of this
Chapter 3 are based on the paper Castro-Conde and de Un˜a-A´lvarez (2014a).
Next, in Chapter 4 we revisit the SGoF multiple test procedure under the Bayesian paradigm.
For this, it is assumed that the probability θ = P(Xi = 1) = P(pi ≤ γ) (that is, the proportion of
p-values falling below the significance threshold) follows a prior density pi(θ) supported on the
unit interval. Differences of the Bayesian perspective relative to the (frequentist) original SGoF
method are highlighted in Section 4.1 whereas simulation studies and illustrations with real medical
data are provided in Sections 4.2 and 4.3, respectively. Chapter 4 is based on Castro-Conde and
de Un˜a-A´lvarez (2013b).
An R package, called sgof (version 2.0.2), that implements for the first time the SGoF-type
methods is described in Chapter 5 and its usage is illustrated through the analysis of two real
data sets (Section 5.3). This Chapter 5 is based on the paper Castro-Conde and de Un˜a-A´lvarez
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(2014b).
In Chapter 6 we extend the SGoF procedure to the discrete test statistics setting by assuming
that the p-values follow a distribution stochastically larger than the uniform. Therefore, nFn(γ)
follows in this case a generalized or Poisson binomial distribution. We prove some theoretical
results of the Discrete SGoF procedure regarding the weak control of the FDR (Section 6.1) and
we study its performance relative to the Benjamini-Hochberg and original SGoF procedures by
simulations (Section 6.4). The application of Discrete SGoF is illustrated through a real data set
(Section 6.3). Chapter 6 is based on the paper Castro-Conde et al. (2014).
Chapter 7 contains the main conclusions of the several chapters of the dissertation and some
open problems which are interesting for our future research.
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Power, FDR and conservativeness of
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As mentioned in Chapter 1, in practice the test statistics along the multiple tests may be
dependent. Beta-Binomial SGoF (or BB-SGoF) method for multiple testing has been recently
proposed as a suitable modification of the Sequential Goodness-of-Fit (SGoF) multiple testing
method when the tests are correlated in blocks. BB-SGoF shares the main properties of original
SGoF while taking the serial dependence of the p-values into account. Unlike for SGoF, the
practical performance of its beta-binomial extension has not been extensively investigated so far.
For example, evaluation of the FDR and the power of BB-SGoF is presently missing; similarly, it
is still unclear how BB-SGoF will perform when the underlying assumptions for the beta-binomial
model are violated.
Although de Un˜a-A´lvarez (2012) reported a simulation study, it was restricted to the beta-
binomial case; besides, due to the design of that study, it did not allow to distinguish the p-values
coming from true and non-true nulls and, therefore, only the total amount of rejections and the
family-wise rejection rate (rather than FDR or power) could be computed. This chapter aims to
fill these gaps and to this end we investigate for the first time the power, FDR and conservativeness
of BB-SGoF method through an intensive Monte Carlo simulation study. Important features such
as automatic selection of the number of existing blocks and preliminary testing for independence
are explored as well.
The organization of the chapter is as follows. In Section 2.1 we briefly revisit BB-SGoF
procedure. In Section 2.2 the simulated scenarios are described. Simulation results are reported
and commented in Section 2.3. Finally, in Section 2.4 we give the main conclusions of our research.
The contents of this chapter are based on Castro-Conde and de Un˜a-A´lvarez (2013a).
2.1 BB-SGoF multiple test procedure revisited
BB-SGoF (from Beta-Binomial SGoF, de Un˜a-A´lvarez, 2012) is a correction of SGoF for correlated
tests. It assumes that there exist k independent blocks of correlated p-values, where k is unknown.
As SGoF, BB-SGoF makes a decision on the number of effects with p-values smaller than γ, but
depending on the number of blocks k and the within-block correlation.
Given the initial significance threshold γ, BB-SGoF starts by transforming the initial set of
p-values u1, ...,un into n realizations of a Bernoulli variable: Xi = I{ui≤γ}, i = 1, ...,n. Then, by
assuming that there are k independent blocks of p-values of sizes n1, ...,nk (where n1+ ...+nk = n),
the number of successes s j within each block j , j = 1, ...,k, is computed. Here, Xi = 1 is called
success. After that, a set of independent observations {(s j ,n j ), j = 1, ...,k} is available, where s j
( j = 1, ...,k) is assumed to be a realization of a beta-binomial variable with parameters (n j ,p,η).
In this setting, p = F(γ) represents the average proportion of p-values falling below γ, which under
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the complete null is just γ; while η is the correlation between two different indicators Xi and X j
inside the same block (i.e., the within-block correlation between indicators). The beta-binomial
model can be regarded as a frailty model in which the random probability pi of the event Xi = 1 is
shared within each block of tests; a beta distribution is used for pi, and the variance of this beta
distribution is responsible for the within-block correlation η (de Un˜a-A´lvarez, 2012).
The main aim of BB-SGoF method is to construct a one-sided confidence interval for τn(γ)=
n(p−γ)= n(F(γ)−γ), similarly as SGoF does but considering the possible existing correlation. This
confidence interval may be constructed from the asymptotic normality of the maximum-likelihood
estimator (MLE) pˆ of p. In practice, in order to perform an unrestricted optimization of the beta-
binomial likelihood function, the logit reparametrization β1 = log (p/(1−p)) and β2 = log (η/(1−η))
is used. Introduce the 100(1−α)% one-sided confidence interval for τn(γ)
I(τn(γ))= (n(exp(low1)/(1+exp(low1))−γ),∞) (2.1)
where low1 = βˆ1− se(βˆ1)zα, with se(βˆ1) the standard error of the MLE βˆ1 of β1. Formally, BB-
SGoF acts as follows. If 0 ∈ I(τn(γ)), the complete null is accepted and no effect is declared. On the
contrary, if 0 ∉ I(τn(γ)), then BB-SGoF declares as effects the smallest NBBα (γ;k) p-values, where
NBBα (γ;k)= n(exp(low1)/(1+exp(low1))−γ). (2.2)
By definition, and according to the asymptotic normality of βˆ1, BB-SGoF weakly controls the
FWER at level α when the number of tests n is large (see de Un˜a-A´lvarez, 2012, for details).
A crucial issue of this method is how to choose the value of k, because in practice it will be
unknown. Another point to consider is the size of the blocks. A reasonable automatic choice
for k is kN = ar g minkNBBα (γ;k), corresponding to the most conservative decision of declaring the
smallest number of effects along k. In this criterion, minimization may be performed along a grid
k = kmin , ...,kmax where kmin is the smallest number of existing blocks (i.e. the strongest allowed
correlation), and kmax = n/nmin , where nmin is the smallest allowed amount of tests in each block.
Here, for simplicity, it is assumed that all the blocks have the same size. This kN ensures the weak
control of FWER at the nominal level α when the number of blocks is unknown, as long as it falls
between kmin and kmax .
Of course, the application of the automatic criterion kN to choose the number of blocks entails
a certain loss of power. This issue was somehow illustrated in a preliminary simulation study (de
Un˜a-A´lvarez, 2012). Therefore, in practice a preliminary test for independence is recommended; if
the p-values are not correlated, one may apply SGoF procedure for independent tests to increase
the power. In the setting of the beta-binomial model, Tarone (1979) introduced a procedure for
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testing HT0 : η = 0 against HT1 : η > 0; if HT0 is true, then the beta-binomial model collapse to the
binomial model and SGoF multiple testing method may be applied. In the case of equal n j ’s,
Tarone’s test is based on the Z–statistic
Z= nηn −kp
2k
,
where (recall) n =∑kj=1n j and ηn is a estimator of the correlation η, rejecting HT0 for large values of
Z. That is, significant positive correlation is found when ηn is large relative to its expected value
under the binomial model (k/n). The ability of this test to detect dependencies in our setting is
explored through simulations below.
2.2 Simulated scenarios
As we have mentioned before, in de Un˜a-A´lvarez (2012) a simulation study of BB-SGoF was
carried out but power, FDR and conservativeness were not reported due to the design of the
study. In our simulations, we have perfectly identified which p-values correspond to true and non-
true nulls and, therefore, we are able to compute the FDR and power. Besides, trials for which
the number of declared effects is not larger than the number of non-true nulls with p-value below
γ can be computed; this is just one minus the proportion of times the number of false positives
exceeds the number of false negatives (among the p-values below γ) and, therefore, it allows for the
study of the aforementioned property of conservativeness of the SGoF-type methods. Moreover,
that study was restricted to the beta-binomial case but we have simulated a practical setting (2-
sample t-test) which falls out of the scope of the beta-binomial model. In this sense, the provided
simulations allows to investigate robustness of the BB-SGoF approach against miss-specification
of the underlying correlation model.
We have designed a simulated scenario similar to the study of Hedenfalk data (Hedenfalk et al.,
2001), where the mean expression levels of about 3,000 genes in two different groups A and B of
individuals (with sample sizes of 7 and 8) were compared. In order to study the influence of the
number of null hypotheses in the performance of the multiple testing procedures, we considered
the cases n = 500, n = 1,000, and n = 3,000. Hedenfalk’s sample sizes of 7 and 8 were taken for
groups A and B respectively. The samples were drawn from n-variate Gaussian populations with
different correlation structures. The 2-sample t-test was applied to test for each null hypothesis,
the sequence of n p-values coming from the computation of two-sided tails of the Student’s t
distribution with 13 degrees of freedom. To summarize numerical results, 1,000 Monte Carlo
trials were performed (partial simulations performed with 10,000 trials suggest that the provided
averages are accurate enough).
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The proportion of true nulls (i.e. ’genes equally expressed’) Π0 was 1 (complete null), 0.9
(10% of effects), or 0.67 (33% of effects). Mean was always taken as zero in group A, while in
group B it was µ for 1/3 of the effects and −µ for the other 2/3 of effects, with µ = 1 (weak
effects), µ= 2 (intermediate effects), or µ= 4 (strong effects). The variance-covariance matrix was
taken as a block matrix where each submatrice has ones in the diagonal and ρ in the remaining
positions. The power of each individual test against the alternative µ= 1,2,4 is 0.43244, 0.94529
and 1, respectively. Random allocation of the effects among the n tests (’genes’) was considered.
Within-block correlation levels of ρ = 0,0.2 and 0.8 were taken, where ρ = 0 means independence
and ρ = 0.8 indicates strong correlation. With regard to the number of blocks, we considered
k = 20, so we had 25 tests per block when n = 500, 50 tests per block when n = 1,000 and 150 tests
per block when n = 3,000. For random generation, the function rmvnorm of the R software R Core
Team (2014) was used.
In Figure 2.1, fitted beta densities are shown for particular Monte Carlo trials in four different
situations of the case n = 1,000. The beta density was estimated by maximizing the beta-binomial
likelihood based on the true number of blocks k = 20 and the true numbers of block sizes (50 tests
per block). For this, we just note that, if P(ui ≤ γ) follows a B(a,b) distribution, then p = a/(a+b)
and η = 1/(a +b + 1) (in the notation of Section 2.1) and, therefore, the MLE’s of a and b are
directly obtained from those of p and η. Regarding the simulated density, this was estimated
by the kernel method by taking as initial sample the 20 within-block proportions of p-values
falling below γ= 0.05. This Figure 2.1 shows that the simulated trials may not fit the beta model
well; indeed, it is suggested that the beta-binomial assumption may entail some underdispersion
compared to the simulated scenario. This is interesting, since theoretical properties of BB-SGoF
are only valid when P(ui ≤ γ) follows a beta distribution. Simulations reported in the next Section
indicate however that BB-SGoF procedure may perform well even under departures of the beta
model.
BB-SGoF method with γ= α= 0.05 was applied under perfect knowledge of the true value of
k but also when underestimating (k/2) or overestimating (2k) the true number of blocks. We also
applied the automatic (data-driven) choice of k (kN) by minimizing the number of effects declared
by BB-SGoF along the grid k = 2, ...,61. Since the true number of blocks was k = 20, the grid
somehow represents the uncertainty one may have in practice.
For each situation, we computed the FDR, the power (both averaged along the 1,000 Monte
Carlo trials), and the proportion of trials for which the number of declared effects was not larger
than the number of non-true nulls with p-value below γ (this is just 1-FDR under the complete
null); as indicated in de Un˜a-A´lvarez (2012), under the beta-binomial model BB-SGoF guarantees
that this proportion (labeled as COV, from coverage, in Tables below) is asymptotically (i.e.
n→∞) larger than or equal to 1−α. As mentioned, ensuring COV≥ 1−α is equivalent to controlling
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the probability that the number of false positives exceeds the number of false negatives (among
the p-valuess smaller than γ) at level α, a property which is not shared by other multiple testing
methods. Since the simulated models are not beta-binomial (Figure 2.1), it is interesting to see
to what extent COV differs from 95% in our simulations. Because of the same reason, there is
not guarantee that the FDR of BB-SGoF will be bounded by α under the complete null, even
when using the true value of k (benchmark method). Computation of these quantities for the
conservative SGoF method for independent tests and for the BH (Benjamini and Hochberg, 1995)
method (with a nominal FDR of α= 5%) was also included to compare. The BH procedure rejects
the nulls corresponding to the p-values below p∗BH =max
{
pi : pi ≤ αFn(pi )
}
and controls for the
FDR at the nominal level α in the strong sense. The results are given in the following section.
2.3 Simulation results
Tables 2.1 to 2.3 report the results of the 1,000 Monte Carlo simulations for the case n = 3,000
(the results for n = 500,1,000 were similar and they are briefly discussed in Section 2.3.4). In
each table we report the FDR, power (POW) and the coverage (COV) of six methods: conser-
vative SGoF (denoted by SGoF), BH, BB-SGoF(k) (BB-SGoF with the real number of blocks,
benchmark method), BB-SGoF(k/2) (BB-SGoF when underestimating the real number of blocks),
BB-SGoF(2k) (BB-SGoF when overestimating the real number of blocks), and Auto BB-SGoF
(the automatic BB-SGoF procedure based on kN). In these tables we represent by Π0 the propor-
tion of true nulls (1-proportion of effects). Assessing FDR (or FWER) under the complete null
(Π0=1) is interesting to show that BB-SGoF weakly controls for this error criterion even when
the beta-binomial model does not hold. On the other hand, in the presence of effects (Π0=0.9,
0.67), it is interesting to quantify the FDR attached to BB-SGoF decision as useful complementary
information for the researcher, even when BB-SGoF does not control for this parameter.
2.3.1 Complete null hypothesis
First we analyse the case of no effects (Π0 = 1), i.e. we consider the complete null hypothesis. It
should be recalled that, under the complete null, all the rejected null hypotheses are Type I errors
and therefore FDR= FWER. Obviously, the power in all these situations is 100% since there are no
effects. Moreover, the coverage coincides to 1−FDR as indicated above. This explains why only
figures corresponding to FDR are given in Table 2.1.
From Table 2.1 we see that all the methods respect the nominal FDR of 5% fairly well in
the independent setting (ρ = 0). For example, SGoF, BH and BB-SGoF(k) report an FDR of
0.048, 0.057 and 0.039, respectively. The automatic BB-SGoF reports a FDR below nominal
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Table 2.1: Simulation results of n = 3,000 tests and proportion of true nulls Π0 = 1
ρ= 0 ρ= 0.2 ρ= 0.8
SGoF 0.048 0.178 0.358
BH 0.057 0.051 0.036
BB-SGoF(k) 0.039 0.056 0.07
BB-SGoF(k/2) 0.033 0.056 0.033
BB-SGoF(2k) 0.044 0.094 0.135
Auto BB-SGoF 0.003 0.023 0.017
(0.003), something expected due to its conservativeness. As correlation grows, original SGoF for
independent tests loses control of FWER; for example, when ρ= 0.2, FDR= 0.178 and when ρ= 0.8,
FDR = 0.358, i.e., it is 7 times the nominal. Interestingly, BB-SGoF method adapts well to the
correlated settings; this is particularly true for the benchmark method which uses the true k, and
for BB-SGOF(k/2) which underestimates the number of existing blocks. For instance, in the case
of strong correlation (ρ= 0.8) these methods report a FDR of 0.07 and 0.033, respectively. Again,
the automatic BB-SGoF reports a FDR below nominal, revealing its conservative nature.
On the other hand, when the researcher overestimates the number of blocks (BB-SGoF(2k)),
the FDR is above the nominal (FDR=0.094 for ρ= 0.2 and FDR=0.135 for ρ= 0.8); this is because
BB-SGoF decision becomes more liberal as the assumed dependence structure gets weaker. The
BH method respects the nominal FDR regardless the value of ρ, something expected since the
well-known robustness property of Benjamini-Hochberg method in dependence settings.
Summarizing, the results for the benchmark BB-SGoF are relevant, since they suggest FWER
control (in the weak sense) even when the simulated model is not beta-binomial. Besides, since
in practice the true number of blocks will be unknown, it is interesting to see that its automatic
version preserves the level well.
2.3.2 Case of Π0 = 0.9 : 10% of effects
In this section we focus on the case of 10% of effects (Π0 = 0.9, Table 2.2). When the effects
are weak (µ = 1), we can see that the only method which respects the FDR al level α is BH, as
expected. BB-SGoF(k) shows a FDR as large as 33%, although decreasing as the correlation ρ
grows. The same features are seen for the automatic BB-SGoF method. This relatively large
FDR is connected with a larger power; certainly, the power of automatic BB-SGoF relative to BH
is above 43 under independence (POW=0.175 and 0.004 respectively), and above 41 with ρ= 0.2
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(POW=0.167 and 0.004 respectively). With strong correlation (ρ= 0.8) this rate becomes smaller
(about 9). In the independent setting, this poor power of BH procedure with a large number
of tests and a small proportion of weak to moderate effects was reported in previous research
Carvajal-Rodr´ıguez et al. (2009); interestingly, the automatic BB-SGoF method is able to detect
about 17% of the existing non-true nulls in situations in which BH FDR-controlling method only
reports less than 1% (ρ= 0,0.2).
Table 2.2: Simulation results of n = 3,000 tests and proportion of true nulls Π0 = 0.9
ρ= 0 ρ= 0.2 ρ= 0.8
FDR POW COV FDR POW COV FDR POW COV
SGoF 0.334 0.200 1 0.328 0.201 0.962 0.262 0.175 0.725
BH 0.044 0.004 1 0.048 0.004 1 0.026 0.007 0.997
µ= 1 BB-SGoF(k) 0.331 0.197 1 0.314 0.183 0.998 0.195 0.109 0.870
BB-SGoF(k/2) 0.329 0.194 1 0.313 0.183 0.995 0.166 0.087 0.959
BB-SGoF(2k) 0.332 0.198 1 0.321 0.191 0.987 0.221 0.136 0.815
Auto BB-SGoF 0.310 0.175 1 0.300 0.167 0.998 0.119 0.061 0.983
SGoF 0.079 0.731 1 0.083 0.731 0.978 0.097 0.689 0.739
BH 0.045 0.607 1 0.045 0.606 1 0.039 0.605 0.986
µ= 2 BB-SGoF(k) 0.078 0.725 1 0.075 0.713 0.998 0.066 0.612 0.876
BB-SGoF(k/2) 0.076 0.721 1 0.075 0.712 0.995 0.051 0.579 0.957
BB-SGoF(2k) 0.079 0.727 1 0.078 0.721 0.994 0.081 0.648 0.814
Auto BB-SGoF 0.065 0.685 1 0.066 0.683 0.999 0.041 0.534 0.982
SGoF 0.0004 0.848 1 0.001 0.849 0.978 0.041 0.794 0.740
BH 0.046 0.999 0 0.045 0.999 0 0.042 0.999 0.151
µ= 4 BB-SGoF(k) 0.0004 0.839 1 0.0005 0.822 0.998 0.018 0.706 0.873
BB-SGoF(k/2) 0.0004 0.833 1 0.0005 0.821 0.995 0.004 0.660 0.967
BB-SGoF(2k) 0.0004 0.842 1 0.0007 0.834 0.996 0.032 0.747 0.811
Auto BB-SGoF 0.0002 0.786 1 0.0003 0.781 0.999 0.002 0.603 0.986
The situation with a 10% of strong effects (µ = 4) is different. In Table 2.2 we see that the
FDR of SGoF-type methods may be very small compared to γ or α (less evident with increasing
correlation). For example, SGoF(k) and Auto BB-SGoF reported a FDR of 0.0004 and 0.0002 in
the case of ρ= 0 and 0.018 and 0.002 in the case of strong correlation (ρ= 0.8), respectively. This
is because, with such strong effects, the p-values corresponding to the non-true nulls concentrate
aroung zero, being well separated from the p-values pertaining to the true nulls; BB-SGoF method
is able to detect this and to automatically report a small rate of false discoveries. On the contrary,
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the nominal FDR of 5% imposed by BH method is too large when the effects are strong, as it can
be seen by analyzing the values of COV; even when BH is detecting almost 100% of the effects,
most of the times (100% for ρ= 0,0.2, 85% for ρ= 0.8) this is done at the price of committing more
false discoveries than false non-discoveries, as long as the interest is on the p-values below γ= 0.05.
On the other hand, the power of benchmark BB-SGoF is never below 70%. In these situations,
BB-SGoF method offers a good compromise between power and conservativeness.
In the case of intermediate effects (µ= 2), the relative results achieved by the several multiple
testing methods are similar to those corresponding to weak or strong effects, although FDR and
power take intermediate values. In particular, the FDR of BB-SGoF methods varies between 4%
and 8% (depending on the decision on the number of blocks and the existing correlation), close
to the nominal 5% of BH, and therefore the power is homogeneous along the several procedures
(around 50−70% depending on the correlation).
Regarding the property of conservativeness of the SGoF-type methods, we see in Table 2.2 that
coverage values of BB-SGoF are nicely large, although they become as low as 81% with strong
correlation when the number of blocks is overestimated. For BB-SGoF(k), COV is always above
87% (99.8% when ρ≤ 0.2), without reaching the nominal 95% in the case ρ= 0.8. Since the number
of tests is large (n = 3,000), one may wonder why the coverage of the benchmark method which
makes use of the true number of blocks is below 95%. A possible explanation is found in the
departure of the simulated scenarios with respect to the beta-binomial assumption (Figure 2.1,
bottom); we also mention that, with large correlation, a larger sample size n could be needed to
reflect the asymptotic behaviour of a given method. Despite of this, coverages reported by the
automatic BB-SGoF are above 98% regardless the correlation and, therefore, in practice it may
be recommended as a conservative approach.
Finally, an important issue is that of the losing of power when using automatic BB-SGoF
compared to the benchmark method. From Table 2.2 we see that the power of the automatic
method relative BB-SGoF(k) is above 85%, with the case of strong correlation and weak effects as
an exception, when it breaks down to 56%. In this case, automatic BB-SGoF deals unsuccessfully
with the uncertainty on k together with the poor expectation on the power, which are a conse-
quence of the closeness of the alternative hypotheses to the nulls and the large correlation. One
should note that a large value of ρ will result in a relatively large variance and, consequently, in
a lower number of rejections when applying BB-SGoF method.
2.3.3 Case of Π0 = 0.67: 33% of effects
In Table 2.3 the results corresponding to a 33% of weak effects (Π0 = 0.67) are given. Compared
to Table 2.2, it is seen that the FDR of all the methods decreases, while the power increases; this
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is because the existence of a larger amount of non-true nulls. As in Table 2.2, in Table 2.3 we see
that nor SGoF neither BB-SGoF are controlling for FDR at any pre-specified level. Again, the
FDR attained by BB-SGoF may be regarded as a suitable proportion of false discoveries given the
situation at hand; BB-SGoF(k), for example, reports a FDR of about 10−13% with weak effects,
but it goes down to about 3% and 0.01% with intermediate and strong effects respectively. The
power of BB-SGoF method increases with the effect level (from weak to strong) and it decreases
as the correlation grows, similarly as in Table 2.2.
Table 2.3: Simulation results of n = 3,000 tests and proportion of true nulls Π0 = 0.67
ρ= 0 ρ= 0.2 ρ= 0.8
FDR POW COV FDR POW COV FDR POW COV
SGoF 0.135 0.301 1 0.135 0.302 1 0.124 0.301 0.901
BH 0.036 0.023 1 0.032 0.023 1 0.024 0.031 1
µ= 1 BB-SGoF(k) 0.134 0.298 1 0.131 0.293 1 0.103 0.249 0.995
BB-SGoF(k/2) 0.134 0.297 1 0.132 0.293 1 0.103 0.249 0.997
BB-SGoF(2k) 0.135 0.299 1 0.133 0.297 1 0.111 0.269 0.979
Auto BB-SGoF 0.129 0.286 1 0.128 0.284 1 0.097 0.233 0.997
SGoF 0.032 0.826 1 0.032 0.826 1 0.034 0.823 0.932
BH 0.033 0.831 1 0.033 0.831 1 0.031 0.832 0.961
µ= 2 BB-SGoF(k) 0.031 0.823 1 0.031 0.821 1 0.026 0.795 0.992
BB-SGoF(k/2) 0.031 0.820 1 0.031 0.819 1 0.026 0.794 0.993
BB-SGoF(2k) 0.032 0.824 1 0.032 0.823 1 0.029 0.807 0.979
Auto BB-SGoF 0.028 0.805 1 0.028 0.803 1 0.024 0.776 0.995
SGoF 0.0001 0.908 1 0.0001 0.907 1 0.003 0.902 0.933
BH 0.033 0.999 0 0.033 0.999 0 0.032 0.999 0.011
µ= 4 BB-SGoF(k) 0.0001 0.903 1 0.0001 0.900 1 0.0004 0.864 0.994
BB-SGoF(k/2) 0.0001 0.900 1 0.0001 0.898 1 0.0003 0.861 0.996
BB-SGoF(2k) 0.0001 0.905 1 0.0001 0.903 1 0.001 0.881 0.978
Auto BB-SGoF 0.0001 0.882 1 0.0001 0.879 1 0.0002 0.840 0.998
Compared to BH approach, BB-SGoF(k) reports a relative power of about 8-13 with weak
effects, being about 7-12 when comparing automatic BB-SGoF to BH; this reveals once more that
BB-SGoF strategy may represent a large gain in power when the effect level is weak (true and
non-true p-values well mixed). When the effects are intermediate or strong, the situation is the
opposite, according to the lower FDR of BB-SGoF. However, with strong effects for example, the
power of automatic BB-SGoF relative to BH is always above 84%, which again indicates a good
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balance between conservativeness and ability to detect true alternative hypotheses. On the other
hand, conservativeness of BB-SGoF procedure may be assessed through the attained coverages;
in this sense, benchmark BB-SGoF coverages are above 96% in all the situations (improving its
results with 10% of effects, see Table 2.2), and this percentage increases to 99.5% when considering
automatic BB-SGoF. These figures may be as low as 1% or even 0% for BH (strong effects),
similarly as in Table 2.2, situations in which this method could be regarded as too anticonservative,
at least as long as COV is concerned.
Regarding the power of automatic BB-SGoF relative to the benchmark BB-SGoF, from Table
2.3 we see that this rate is always above 94%, the worst situation being again the case with
strongest correlation and weakest effects. This improves substantially the worst rate of 56% found
from Table 2.3 and, therefore, the presence of a larger amount of non-true nulls is beneficial to
the data-driven BB-SGoF method. This improvement could be explained by the fact that, with
µ= 1 and ρ= 0.8, the automatic number of blocks kN tends to be larger with 33% of effects than
with 10% (see Table 2.6 below) and, consequently, Auto BB-SGoF becomes more liberal.
2.3.4 Influence of the number of test (n)
As mentioned at the beginning of this Section, simulations with a lower number of tests n = 500,
1,000 were performed. In Table 2.4 we report the results corresponding to n = 500 in the case of no
effects (complete null). The results in this Table 2.4 are similar to those in Table 2.1 for the case
n = 3,000; all the methods respect the nominal FDR of 5% but SGoF procedure for independent
tests (which fail in the presence of correlation) and BB-SGoF when overestimating the number of
blocks (it is anticonservative when ρ= 0.8). Results for n = 1,000 were roughly the same and they
are not shown.
Table 2.4: Simulation results of n = 500 tests and proportion of true nulls Π0 = 1
ρ= 0 ρ= 0.2 ρ= 0.8
SGoF 0.051 0.092 0.288
BH 0.056 0.055 0.037
BB-SGoF(k) 0.043 0.056 0.059
BB-SGoF(k/2) 0.043 0.058 0.045
BB-SGoF(2k) 0.041 0.070 0.136
Auto BB-SGoF 0.013 0.017 0.025
In Table 2.5 we report the FDR, the power and the coverage of the several methods when
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the proportion of effects is 10% and n = 500. The features one can appreciate here are similar to
those in Table 2.2. However, due to the smaller number of tests, the FDR and power of BB-SGoF
method are smaller. This is because the property of SGoF-type methods, for which the power is
an increasing function of n. According to this, the coverages of BB-SGoF get better; for example,
for BB-SGoF(k) they are always above 93%, and this increases to 98% for automatic BB-SGoF.
These coverages may be very low for BH with strong effects (similarly as in the case n = 3,000),
ranging from 11.6% in the independent setting to 41.5% when ρ= 0.8.
Table 2.5: Simulation results of n = 500 tests and proportion of true nulls Π0 = 0.9
ρ= 0 ρ= 0.2 ρ= 0.8
FDR POW COV FDR POW COV FDR POW COV
SGoF 0.282 0.137 0.994 0.270 0.136 0.986 0.228 0.135 0.835
BH 0.0425 0.012 1 0.050 0.013 1 0.023 0.016 0.997
µ= 1 BB-SGoF(k) 0.269 0.130 0.998 0.255 0.125 0.992 0.162 0.084 0.943
BB-SGoF(k/2) 0.268 0.128 0.996 0.249 0.125 0.994 0.135 0.074 0.967
BB-SGoF(2k) 0.272 0.132 0.996 0.261 0.123 0.991 0.185 0.106 0.909
Auto BB-SGoF 0.219 0.093 1 0.209 0.089 0.998 0.095 0.050 0.989
SGoF 0.053 0.623 0.999 0.057 0.622 0.995 0.077 0.603 0.861
BH 0.044 0.607 1 0.045 0.607 1 0.042 0.609 0.972
µ= 2 BB-SGoF(k) 0.051 0.609 0.999 0.052 0.605 0.998 0.053 0.535 0.937
BB-SGoF(k/2) 0.050 0.608 0.999 0.052 0.602 0.999 0.046 0.516 0.967
BB-SGoF(2k) 0.051 0.613 0.999 0.054 0.611 0.997 0.062 0.566 0.913
Auto BB-SGoF 0.039 0.537 1 0.040 0.539 0.999 0.037 0.455 0.982
SGoF 0.0001 0.711 0.999 0.0006 0.711 0.995 0.022 0.699 0.869
BH 0.044 0.999 0.116 0.045 0.999 0.130 0.042 0.999 0.415
µ= 4 BB-SGoF(k) 0.0001 0.695 0.999 0.0003 0.688 0.998 0.008 0.619 0.936
BB-SGoF(k/2) 0.0001 0.692 0.999 0.0002 0.686 0.998 0.003 0.592 0.972
BB-SGoF(2k) 9.573e-05 0.698 1 0.0004 0.696 0.997 0.011 0.655 0.917
Auto BB-SGoF 9.924e-05 0.611 1 0.0001 0.609 0.999 0.001 0.519 0.988
The power of BB-SGoF(k) is about 5-11 times that of BH with weak effects, but it may be
as low as 0.6 with strong effects and strong correlation. Therefore, performance of BB-SGoF
relative to BH is poorer with a smaller n; this reinforces the fact that BB-SGoF is more suitable
for multiple testing problems in high dimensions. Interestingly, the power of automatic BB-SGoF
relative to benchmark SGoF is above 60% in all the cases (the worst situation is again that with
weak effects and ρ= 0.8). Compared to the figures in Table 2.2, it is seen that a smaller number of
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tests is not beneficial for the automatic BB-SGoF criterion, for which the power relative to that
of BB-SGoF(k) is 87% with n = 3,000 (averaging the nine simulated scenarios) but only 81% with
n = 500.
Results for n = 500 and 33% of effects were also obtained, as well as results for the case n = 1,000
with 10% or 33% of effects. These results (not shown) provided no other relevant evidences than
those discussed above.
2.3.5 Automatic choice of the number of blocks
Automatic BB-SGoF implements a preliminary estimation of the number of blocks of dependent
p-values. Since this estimation is performed on the basis of a conservative criterion (this is, to
minimize the number of rejections), it does not lead in general to a precise approximation of the
true k. In order to illustrate this point, we report in Table 2.6 the number of blocks detected
on average (i.e. the mean of kN) and its standard deviations (in brackets), in the case n = 3,000.
Recall that the true number of blocks is 20.
Table 2.6: Number of blocks detected on average and it standard deviations (in brackets), n = 3,000
µ= 1 µ= 2 µ= 4
Π0 = 1 Π0 = 0.9 Π0 = 0.67 Π0 = 9 Π0 = 0.67 Π0 = 0.9 Π0 = 0.67
ρ= 0 6.43(11.30) 3.67(8.09) 1.93(4.51) 2.93(6.67) 1.25(1.23) 2.59(6.41) 1.25(1.84)
ρ= 0.2 6.02(6.11) 4.63(5.45) 3.62(4.48) 3.02(4.51) 1.37(1.65) 3.04(4.19) 1.48(1.67)
ρ= 0.8 6.09(5.46) 4.74(4.51) 7.62(6.39) 4.42(4.29) 5.71(5.54) 4.32(3.82) 5.35(5.03)
Results in Table 2.6 indicate that kN strongly underestimates the value of k, which is a result
of the conservativeness of the underlying criterion. Note that fewer blocks represents a situation
with a stronger dependence structure and, consequently, a smaller number of rejections when
applying BB-SGoF. More specifically, under the complete null, the average of kN is about 6, with
a standard deviation which decreases as the correlation increases. With weak effects, this average
varies depending on the proportion of effects and the correlation degree; the same happens with
intermediate or strong effects. Roughly, it is seen that the average (also the standard deviation) of
kN decreases as the effect level changes from weak to strong, while it increases with the correlation.
Therefore, it seems that kN is protecting BB-SGoF against situations in which the amount of
rejections could be too large, due to the strength of the effects or the low correlation. Interestingly,
a larger proportion of effects results in a smaller value of kN when ρ= 0.2 but the opposite is true
for ρ = 0.8, so no general conclusion can be given to this regard. Overall, it can be said that
kN plays an important role when looking for conservativeness but it is a biased, highly dispersed
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estimator of the true number of blocks.
2.3.6 Tarone test
As mentioned in Section 2.1, Tarone (1979) introduced a test for the binomial model HT0 : η = 0
against the beta-binomial alternative HT1 : η > 0. Tarone’s test is a well established method to
detect correlation under the beta-binomial context. Here we wonder how this test performs in
our setting, where the beta-binomial model does not hold. In Figure 2.2 we show the rejection
proportion (along the 1,000 simulations) of Tarone’s test performed at level 0.05, in the case when
the value of k is correctly specified, for several correlation degrees ρ= 0,0.2,0.8 (represented in the
x axis) and n = 3,000, 500 (top and bottom, respectively).
In Figure 2.2 we can see that, when ρ= 0, the rejection proportion is about 5%, indicating that
Tarone’s test respects the level well. As ρ departs from zero, the rejection proportion grows, and
the same happens when moving from the case n = 500 to n = 3,000; both features were of course
expected. In general, the power of Tarone’s test decreases as the proportion and/or the level of the
effects (non-true nulls) increase; this suggests that the presence of effects introduces noise when
testing for correlation. Summarizing, our simulations suggest that Tarone’s test is able to detect
correlation in practical high-dimensional problems even when the beta-binomial model does not
hold.
2.4 Discussion and main conclusions
In this chapter we have investigated through simulations the main properties of the Beta-Binomial
multiple test procedure. We have seen that BB-SGoF may control the FWER in the weak sense
even when the underlying model is not beta-binomial. This suggests that the beta-binomial model
may have enough flexibility to represent the correlation structure among the tests in practice. BB-
SGoF method is also robust with respect to miss-specification of the number of existing blocks,
although it becomes too liberal when this parameter is overestimated. The automatic BB-SGoF
procedure performs well, with only a moderate loss of power (5−15%) with respect to the bench-
mark version in most of the cases. However, when there is a small proportion (10%) of weak effects,
this loss of power may be as large as 44%, particularly when the correlation within the blocks of
tests is strong. Another interesting finding of our simulation study is the ability of Tarone’s test
to detect dependence in practical high-dimensional problems. As SGoF for independent tests,
BB-SGoF method is liberal with respect to the FDR or the FWER, and this explains why it is
able to exhibit a good power in difficult situations where FWER and FDR (strong) controlling
procedures fail to detect non-true nulls. Furthermore, conservativeness of BB-SGoF has been as-
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sessed; BB-SGoF method ensures that, with large probability, the number of false discoveries will
not exceed the number of false non-discoveries (when the focus is on the p-values below a given
threshold), thus offering a good compromise between false discovery rate and power.
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In the field of multiple comparison procedures, adjusted p-values are an important tool to
evaluate the significance of a test statistic while taking the multiplicity into account. In this
chapter, adjusted p-values for the multiplicity of tests for the original SGoF method are introduced
by letting the level of the test vary on the unit interval. This extends previous research on the
SGoF method.
As usually in the context of multiple tests, the adjusted p-value of pi is defined as the minimum
level for which H0i is rejected by the SGoF procedure. However, since the SGoF method depends
on two significance thresholds γ and α, the definition for the level of the SGoF method is not
obvious. A possible way to overcome this issue is to fix γ and to let α vary, taking the role of level.
This is the approach followed by the SGoF+ method designed by Antonio Carvajal-Rodr´ıguez
(Carvajal-Rodr´ıguez and de Un˜a-A´lvarez, 2011) (http://webs.uvigo.es/acraaj/SGoF.htm). The
adjusted p-values provided by the SGoF+ method depend on the fixed threshold γ . For example,
with n = 1 the adjusted p-value of p1 produced by SGoF+ method is γ if p1 ≤ γ and 1 otherwise.
However, with n = 1 one would expect that the adjusted p-value for the multiplicity of tests would
give just the original p-value. In the following section we define adjusted p-values for the SGoF
method satisfying the property of being independent of γ, by taking the parameters γ and α as
identical (γ= α).
We also introduce a modification of the SGoF method, termed majorant version, which rejects
the null hypotheses with adjusted p-values below the level. This modification rejects more null
hypotheses as the level increases, something which is not in general the case for the original SGoF.
Adjusted p-values for the conservative version of the SGoF procedure, which estimates the variance
without assuming that all the null hypotheses are true, are also included. The situation with ties
among the p-values is discussed too. Several real data applications are investigated to illustrate
the practical usage of adjusted p-values, ranging from a small to a large number of tests.
The chapter is organized as follows. In Section 3.1, we revisit the SGoF procedure in the
particular case of α = γ and we consider some particular examples. The definition and main
properties of the SGoF adjusted p-values are given in Section 3.2, while in Section 3.3 we report
three real data applications to illustrate their practical usage. Finally, in Section 3.4 we give the
main conclusions of our research. Technical proofs are deferred to Section 3.5.
The contents of this chapter are based on Castro-Conde and de Un˜a-A´lvarez (2014a).
3.1 SGoF revisited
Given n null hypotheses H0i , i = 1, ...,n, let p1, ...,pn denote the p-values corresponding to a set of
n specified tests. Let γ be an initial p-value threshold. Consider the SGoF method with α = γ
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called level of the test in the following. By this assumption, no prominent role is given to any of
the two significance thresholds. For simplicity, we denote bn,α(α) and Nn,α(α) (defined in Chapter
1) by bn(α) and Nn(α) respectively. Note that, when the SGoF is applied with α= γ, the level α
still has a meaning as a global parameter: (a) it determines the initial set of candidate p-values
to be declared as positives (those smaller than or equal to α), and (b) it fixes at α the significance
level of the binomial test. Therefore, the user knows that only p-values smaller than or equal to α
will be taken into consideration and that the FWER (resp. FDR) is weakly controlled at level α.
In practice, the number of null hypotheses rejected by SGoF Nn(α)= nFn(α)−bn(α)+1 is roughly
a concave function of α, increasing up to a maximum and then decreasing; this is because the
number of rejections grows with the distance between the observed and the expected proportions
of p-values falling below α, which is a concave function of α too. Figure 3.1 illustrates the function
Nn(α) for some particular simulated sequences of n = 10, 50 and 100 p-values. In this Figure 3.1,
Nn(α) was evaluated on the set of observed p-values. We note that, unlike for the SGoF method
with fixed γ, when linking α and γ through α = γ an increasing value of α does not necessarily
result in more rejected null hypotheses. However, the adjusted p-values will be used to introduce
a modification of the SGoF for which the number of rejected hypotheses increases with α; see
Section 3.2.
It is informative to look at the function Nn(α) for small values of n. We consider as particular
examples the cases with n ≤ 3. When needed, the p-values are ordered as p(1) ≤ ... ≤ p(n). In the
case n = 1 we clearly have bn(α)= 1. Therefore, the single null hypothesis is rejected by the SGoF
if and only if nFn(α) ≥ 1, that is, when p1 ≤ α. Note that this is just the ordinary way in which
a single test is performed at level α. Obviously, in case of rejection, Nn(α)= 1. In the case n = 2,
since P(Bin(2,α)≥ 2)= α2 ≤ α and P(Bin(2,α)≥ 1)= 2α(1−α)+α2 > α, we have bn(α)= 2. Then, the
SGoF rejects the intersection null if and only if both p-values fall below α; in that case, the number
of rejected null hypotheses is Nn(α)= nFn(α)−bn(α)+1= 1, so the SGoF method rejects the null
hypothesis attached to the smallest p-value p(1), while the BH method (Benjamini and Hochberg,
1995) rejects p(1) and p(2). On the other hand, if p(2) > α, the SGoF will not reject any of the two
hypotheses, but the BH will reject one, if p(1) < α/2 (zero otherwise). In general, it is seen that the
BH procedure always yields a larger or equal number of rejections as compared to the SGoF for
n = 2. As a function of α, Nn(α) takes the value 0 for 0< α< p(2), and the value 1 for p(2) ≤ α< 1.
Finally, if n = 3, straightforward calculations give that bn(α)= 3 if α> 0.5, while bn(α)= 2 if α≤ 0.5.
To help the discussion, assume at this point that α≤ 0.5. Then, the intersection null is rejected if
and only if p(2) ≤ α and, if this happens, Nn(α)= 2 or 1 depending on whether p(3) ≤ α or p(3) > α.
As mentioned, compared to strong FWER and strong FDR controlling procedures, the SGoF
procedure exhibits a greater power in many instances (e.g. small to intermediate proportion of
weak effects), particularly when the number of tests is large. However, it has been pointed out that
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or when p(2) > α the SGoF procedure will reject a smaller number of nulls than the BH procedure
(2 vs 3 or 0 vs 0-1 respectively), but when p(2) ≤ α < p(3) the opposite (namely 1 vs. 0) may
happen. For example, if the sequence of p-values is 0.02, 0.04, 0.06, then the BH is unable to reject
any null when controlling the FDR at 5%, while the SGoF applied with γ = α = 0.05 rejects the
null corresponding to the smallest p-value. The SGoF method identifies significance in this case
because the number of p-values falling below 0.05 reaches the 5% critical point of the one-sided
binomial test (bn(α)= 2).
3.2 SGoF adjusted p-values: main results
Now we formally introduce the adjusted p-values for the SGoF multiple test procedure. Let
p1, ...,pn be a sequence of p-values corresponding to n null hypotheses H01, ...,H0n . The SGoF
adjusted p-value of pi (1≤ i ≤ n) is defined as
p˜i = inf
{
α ∈ (0,1) : nFn(pi )≤Nn(α)
}
if the set
{
α ∈ (0,1) : nFn(pi )≤Nn(α)
}
is not empty. Otherwise, p˜i = 1. Note that the open interval
(0,1) in the definition of p˜i may be replaced by the closed interval [0,1] as long as the smallest
p-value is strictly positive, something which is assumed in Theorem 3.1 below.
In words, the adjusted p-value of pi is the smallest α for which the SGoF with α = γ rejects
the null hypothesis corresponding to pi . For illustration, we now give the adjusted p-values for
the particular cases n = 1,2,3 discussed in Section 3.1.
In the case n = 1, SGoF rejects the (single) null hypothesis at level α if and only if p1 ≤ α.
Therefore, p˜1 = p1. In the case n = 2, SGoF rejects at most p(1), and this only happens when both
p-values fall below the level α. Therefore, p˜(1) = p(2) and p˜(2) = 1. And, finally, the case n = 3 is
more involved. For α> 0.5 we have Nn(α)= nFn(α)−2, while for α≤ 0.5 we have Nn(α)= nFn(α)−1.
This implies that at most two nulls will be rejected, and therefore p˜(3) = 1. If p(3) > 0.5 one has
nFn(α)≤ 2 for α≤ 0.5 and hence p(2) is not rejected at any level; so p˜(2) = 1 in this case. However,
when p(3) ≤ 0.5, one has p˜(2) = p(3). Finally, p˜(1) = p(2) or p˜(1) = p(3) depending on whether p(2) ≤ 0.5
or not. As a particular example, consider as above the sequence of p-values 0.02, 0.04, 0.06; the
corresponding sequence of adjusted p-values for SGoF is 0.04, 0.06, 1.
Some important properties of the adjusted p-values are summarized in the next result. Proofs
are deferred to the Appendix.
Theorem 3.1. Assume that there are no ties among the p-values, and that all the p-values are
strictly positive. The following properties hold:
(i) p˜i ≥ pi for i = 1, ...,n.
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(ii) If pi > p j then p˜i ≥ p˜ j .
(iii) Nn(α)≤∑ni=1 I(p˜i ≤ α). On the other hand, if p˜i ≤ α, then there exists α′ ≤ α such that the null
hypothesis corresponding to pi is rejected at level α′ by SGoF. The minimum of such α′ is
p˜i .
(iv) p˜i =min
{
p j : nFn(pi )≤Nn(p j )
}
, with the convention 1 if the set is empty.
(v) Let N[n] =max1≤ j≤n,p j<1Nn(p j ), and let p [n] =max
{
p j : nFn(p j )≤N[n]
}
. Then, pi > p [n] if
and only if p˜i = 1.
Property (i) in Theorem 3.1 states that the adjusted p-values are greater than or equal to
the corresponding original p-values; such the method protects against the multiplicity of tests.
Property (ii) states that adjusted p-values correspond to a (non strictly) monotone transformation
of the original p-values. Given a significance threshold α ∈ (0,1), a natural question is if the number
of null hypotheses rejected by the SGoF method at level α (i.e. Nn(α)) coincides with the number
of adjusted p-values not greater than α. This will not be the case in general, since Nn(α) is a non-
monotone function of α and hence, the rejection of H0i at some level α′ does not ensure rejection
of that H0i for α ≥ α′. Still, property (iii) assures that the number of p˜i ’s not greater than α
is an upper bound for Nn(α). Unlike for properties (i), (ii) and (iv), property (iii) may fail in
the presence of ties. When ties are present, it is desirable to prevent the researcher from making
different decisions for null hypotheses sharing the same p-value. To this end, the corrected number
of rejections given by N˜n(α)=min{Nn(α),nFn(qn(α)−)}, where qn(α)= F−1n (n−1Nn(α)), is suggested.
Here, F−1n (p) = inf
{
x : Fn(x)≥ p
}
denotes the empirical quantile function. Property (iii) is then
also satisfied. Note that the definition of adjusted p-values remains unchanged when Nn(α) is
replaced by N˜n(α). On the other hand, N˜n(α) reduces to Nn(α) when there are no ties. We
illustrate this with an example in Section 3.3.1. An alternative expression for N˜n(α) is given by
N˜n(α)=max{nFn(pi ) : nFn(pi )≤Nn(α)}.
An interesting property of the adjusted p-values is that they are a subset of the original p-
values or take the value 1, as stated by property (iv). This follows from the fact that the function
α 7→ bn(α) is non-decreasing (Lemma 3.2 in Section 3.6). From a numerical viewpoint, property
(iv) is very useful for the calculation and implementation of the adjusted p-values, since the search
for the infimum along a continuous interval may be restricted to a finite set (the original p-values
themselves). Also, since some of the adjusted p-values will take the value 1, it is relevant from a
practical viewpoint to identify them in a first step. A characterization of such p-values is given
by property (v) in Theorem 3.1.
If there are no ties, we have p [n] = p(N[n]) in property (v). When ties are present, one needs
to replace Nn(α) by N˜n(α) and, by defining N˜[n] and p˜ [n] similarly to N[n] and p [n], property (v)
3.2. SGoF adjusted p-values: main results 39
remains true and p [n] = p(N˜[n]). In both cases, these equalities p [n] = p(N[n]) and p [n] = p(N˜[n]) will
allow us to identify the threshold p-value p [n] easily. We recall that Nn(α) and N˜n(α) will report
the same value when there are no ties, except for the values Nn(1) and N˜n(1) which may differ (see
Section 3.3.2 for an illustration of this situation). In practice, we recommend using N˜n(α), since
it is adapted to the presence of ties; this is the version of the SGoF implemented in the function
Binomial.SGoF of the R (R Core Team, 2014) package sgof Castro-Conde and de Un˜a-A´lvarez
(2014c).
An alternative procedure to the original SGoF is obtained when, at level α, one rejects H0i if and
only if p˜i ≤ α. For such a procedure, the number of rejected null hypotheses is Nmn (α)=
∑n
i=1 I(p˜i ≤
α), which is actually the majorant curve of N˜n(α). According to property (iii) in Theorem 3.1,
this alternative method may be less conservative than the SGoF procedure. Interestingly, it
can be seen that both methods share the same adjusted p-values and that, indeed, N˜n(α) and
Nmn (α) coincide when α = p˜i for some i . Certainly, since H0i is rejected at level p˜i we have
N˜n(p˜i ) ≥ Nmn (p˜i ); this, together with property (iii), yields equality. The method Nmn (α) has the
appealing property of becoming more liberal as the level α grows. On the other hand, the procedure
based on Nmn (α) weakly controls the FDR (resp. FWER) at level α. To see this, for a given level
α, let p˜αi be the maximum adjusted p-value among those not greater than α. Then we have
Nmn (α)=Nmn (p˜αi )= N˜n(p˜αi ), from which weak FDR control at level p˜αi (and hence at level α) follows.
The procedures based on N˜n(α) and Nmn (α) are compared in Section 3.3 using empirical data.
As we mentioned in the Introduction, a conservative version of the SGoF procedure (called
Conservative SGoF in the following) was proposed in de Un˜a-A´lvarez (2011) when n is large. The
Conservative SGoF procedure rejects the N∗n,α(γ)= nFn(γ)−b∗n,α(γ)+1 null hypotheses correspond-
ing to the smallest p-values, where b∗n,α(γ) = nγ+
√
nFn(γ)(1−Fn(γ))zα. Adjusted p-values were
not consider in de Un˜a-A´lvarez (2011) but they may be introduced as for the original SGoF. For
this, we take α = γ as above and we denote b∗n,α(α) and N∗n,α(α) by b∗n(α) and N∗n(α) respectively.
The Conservative SGoF adjusted p-value of pi (1≤ i ≤ n) is defined as
p˜∗i = inf
{
α ∈ (0,1) : nFn(pi )≤N∗n(α)
}
if the set
{
α ∈ (0,1) : nFn(pi )≤N∗n(α)
}
is not empty. Otherwise, p˜∗i = 1.
Properties of p˜∗i can be derived similarly as for p˜i . This is clear for property (iii), Theorem
3.1, where the arguments used for p˜i are still valid. However, since the function α 7→ b∗n(α) is
not necessarily non-decreasing, some care is needed for properties (i), (ii), (iv) and (v). For
example, in order to prove p˜∗i ≥ pi , i = 1, ...,n (property (i)), we note that N∗n(α) ≤ nFn(α) is
not guaranteed in general and, therefore, one can not follow the steps in the proof for p˜i . It
can be seen, however, that b∗n(α) > 0 holds (and thus N∗n(α) ≤ nFn(α) follows) in most practical
cases; more specifically, if the maximum p-value is smaller than 0.999, the result is valid for
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n > 2. When avoiding degenerated cases, property (i) may be established for p˜∗i similarly as for
p˜i by using the right-continuity of N∗n(α). On the other hand, the formal derivation of property
(iv) for p˜∗i is more involved, if true. Still, by using the fact that α ∈ [p( j ),p( j+1)) 7→ b∗n(α) is
increasing at least when 1−Φ(√(log (2n/pi)))< p( j ) < p( j+1) ≤ 1−Φ(−√(log (2n/pi))) (here Φ stands
for the cumulative distribution function of a standard normal), one may argue that the discrete
approximation given in property (iv) will work exactly also for p˜∗i at least when p˜
∗
i ∈ [p( j ),p( j+1))
for some p( j ) satisfying the given inequalities. This would exclude in principle an exact result for
small and large adjusted p-values. An alternative to overcome this issue would be to re-define p˜∗i
as min{p j : nFn(pi )≤N∗n(p j )}; this is in fact the way in which adjusted p-values for the Conservative
SGoF are implemented in the R (R Core Team, 2014) package sgof (Castro-Conde and de Un˜a-
A´lvarez, 2014c). An application of the Conservative SGoF is illustrated in the real data example
of Section 3.3.3.
3.3 Examples of application
This section illustrates the practical usage of the SGoF adjusted p-values by reporting three real
data applications. The first dataset refers to a situation in which the number of tests (n) is
small and there are ties among the p-values; the tests correspond to a sequence of 11 p-values
coming from a study of the neuropsychologic effects of unidentified childhood exposure to lead
between two groups of children. The second data set we will analyze is a vector of n = 15 p-values
obtained from Neuhaus et al. (1992). In that paper, the effects of two different treatments for
acute myocardial infarction were investigated in a randomized multicenter trial in 421 patients.
In this data set there are no ties among the p-values but one of the p-values is equal to 1. This
sets it apart from our first example. Another difference is that the procedures based on N˜n(α) and
Nmn (α) yield the same results for the first example but not for the second data set. And finally,
the third example deals with a high-dimensional setting where 261 p-values coming from protein
expression experiments in eggs of the marine mussel Mytilus edulis are evaluated to illustrate the
Conservative SGoF method.
3.3.1 Needleman data
Needleman et al. (1979) studied the neuropsychologic effects of unidentified childhood exposure
to lead by comparing various psychological and classroom performances between two groups of
children differing in the lead level observed in their shed teeth. They presented three families of
endpoints and commented on the results of separate multiplicity adjustments within each family.
Benjamini and Yekutieli (2001) discussed results obtained from applying the BH procedure when
3.3. Examples of application 41
controlling for multiplicity both separately and jointly. For illustration of the SGoF adjusted
p-values, we focus on the first family of endpoints, which corresponds to the teacher’s behavioral
ratings.
Table 3.1: Needleman data: individual p-values, adjusted p-values of the Hochberg, the BH and
the SGoF methods, and number of rejections of the SGoF method (original, corrected for ties,
and majorant version).
Adjusted p-values
p-value (pi ) Hochberg BH SGoF Nn(pi ) N˜n(pi ) Nmn (pi )
Distractible 0.003 0.027 0.011 0.010 2 0 0
Does not follows sequence of directions 0.003 0.027 0.011 0.010 2 0 0
Low overall functioning 0.003 0.027 0.011 0.010 2 0 0
Impulsive 0.010 0.070 0.022 0.050 4 3 3
Daydreamer 0.010 0.070 0.022 0.050 4 3 3
Easily frustrated 0.040 0.140 0.061 0.050 4 3 3
Not persistent 0.050 0.140 0.061 1.000 7 6 6
Dependent 0.050 0.140 0.061 1.000 7 6 6
Does not follow simple directions 0.050 0.140 0.061 1.000 7 6 6
Hyperactive 0.080 0.140 0.088 1.000 8 6 6
Disorganized 0.140 0.140 0.140 1.000 8 6 6
Table 3.1 shows the adjusted p-values when using the Hochberg (1988) procedure, a step-up
procedure with critical values c(i )= α/(n−i+1), (computed with MuToss package MuToss Coding
Team (Berlin 2010) et al., 2012), the BH and the SGoF procedures, respectively, together with
the number of rejections (the original, Nn , the correction for ties, N˜n , and the majorant version,
Nmn ) given by the SGoF method, when taking as level each original p-value pi . Note that Nn and
N˜n differ in this case. The N˜n indicates e.g. that it is not reasonable to reject exactly 7 null
hypotheses at level 0.05 because of the presence of three ties among the p-values. On the other
hand, the majorant criterion is irrelevant here, since N˜n is already monotone; see Figure 3.2 (left).
In order to illustrate the usage of the adjusted p-values, take α= 0.05 as nominal level for a given
multiple testing method. The maximum SGoF adjusted p-value among those not greater than
α= 0.05 is p˜(6) = 0.05; therefore, by rejecting the 6 null hypotheses with the smallest p-values, one
can ensure weak control of the FDR at level 5%. In this example, the largest SGoF adjusted
p-value smaller than 1 is p [n] = p˜(6), where 6 corresponds to the maximum number of rejections
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function of the p-values (right). This shows that the number of rejections increases as the level
grows (in the range 0−0.4), according to the increasing deviations of Fn(α) with respect to the
uniform distribution.
3.3.2 Neuhaus data
Next, we will analyze n = 15 p-values obtained from Neuhaus et al. (1992) corresponding to
the cardiac and other events after the start of thrombolitic treatment (the 15 specific endpoints
are reported in Table 3.2). In the original paper, multiplicity issues were ignored and the authors
concluded that the improved rt-PA treatment is more favourable than ASPAC with fewer bleeding
complications and a substantially lower in-hospital mortality rate. Table 3.2 presents the original
p-values as well as the adjusted p-values reported by the Hochberg, the BH and the SGoF methods,
and the number of rejections (the original, Nn , the one corrected for ties, N˜n , and its majorant
version, Nmn ) given by the SGoF, again when taking as level each original p-value pi . Benjamini
and Hochberg (1995) analysed this dataset both with the Hochberg and the BH procedures at
5% level. The Hochberg procedure identified three significant findings, corresponding to allergic
reaction and two different aspects of bleeding, but no significance was found in the comparison of
mortality, whereas the BH method indicated an additional decrease in mortality (Table 3.2).
If we apply the SGoF (α = γ = 0.05) to this sequence of 15 p-values we obtain 7 rejections
indicating as significant , besides the aforementioned four endpoints, another aspect of bleeding
(bleeding transfusion), cardiogenic shock, and a blood pressure decrease. The same holds true for
the majorant of the SGoF, since the number of the SGoF adjusted p-values below α = 0.05 is 7,
see Table 3.2. Despite these additional rejections, the estimated FDR (using the simple method
from Dalmasso et al., 2005) remained relatively low at 0.0189. Both sequences Nn(pi ) and N˜n(pi )
coincide in this example (since ties are not present) except for the largest p-value, which takes
the value 1. Note that the value of 16 reported by Nn(1) makes no sense since there are only 15
hypotheses under consideration. This demonstrates that the definition of Nn(α) is not well adapted
to the case α= 1, while N˜n(α) is. On the other hand, the majorant Nmn (pi ) does not report different
results for pi < 0.3240; see however Figure 3.3 (left) in which some numerical differences between
N˜n(α) and Nmn (α) may be found at small levels α. For example, the majorant version of the SGoF
rejects more null hypotheses than the original SGoF at level α= 0.015 (3 vs. 2). For the Neuhaus
data, the seven smallest SGoF adjusted p-values are smaller than those corresponding to the BH
(resp. to the Hochberg); this implies that the majorant version of the SGoF will reject a larger
number of null hypotheses. The same applies to the original SGoF as long as the level is restricted
to the set of adjusted p-values, because N˜n and Nmn are the same in this case.
The values of N˜n(α) and Nmn (α) for α ∈ [0,0.1], and the empirical cumulative distribution of the
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Table 3.2: Neuhaus data: individual p-values, adjusted p-values of the Hochberg, the BH and the
SGoF methods, and number of rejections of the SGoF method (original, corrected for ties, and
majorant version).
Adjusted p-values
p-values (pi ) Hochberg BH SGoF Nn(pi ) N˜n(pi ) Nmn (pi )
Allergic reaction 0 to 24 h 0.0001 0.0015 0.0015 0.0004 0 0 0
Bleeding puncture site 0.0004 0.0056 0.0030 0.0019 1 1 1
Bleeding overall 0.0019 0.0247 0.0095 0.0095 2 2 2
In hospital death 0.0095 0.1140 0.0356 0.0278 3 3 3
Bleeding transfusion 0.0201 0.2211 0.0603 0.0298 3 3 3
Cardiogenic shock 90 min to 48 h 0.0278 0.2682 0.0639 0.0344 4 4 4
Blood pressure decrease 0 to 90 min 0.0298 0.2682 0.0639 0.0459 5 5 5
In hospital death 0 to 48 h 0.0344 0.2752 0.0645 1.0000 6 6 6
Cardiogenic shock 0 to 90 min 0.0459 0.3213 0.0765 1.0000 7 7 7
Pericardial tamponade 0.3240 1.0000 0.4860 1.0000 4 4 7
Blood pressure decrease 90 min to 48 h 0.4263 1.0000 0.5813 1.0000 4 4 7
Cerebrovascular ischemia 0.5719 1.0000 0.7149 1.0000 4 4 7
Reinfarction 0.6528 1.0000 0.7532 1.0000 4 4 7
Bleeding recurrent ischemia 0.7590 1.0000 0.8132 1.0000 4 4 7
Bleeding cerebral 1.0000 1.0000 1.0000 1.0000 16 15 15
p-values are depicted in Figure 3.3 (left and right respectively). We see that N˜n is an increasing-
decreasing function of the level α, which reaches its maximum at α = p(9) = 0.0459, where the
largest deviance between Fn(α) and α is encountered ( Figure 3.3, right).
3.3.3 Diz data
In Diz et al. (2009) multiple comparison procedures were applied to a set of n = 261 p-values
coming from protein expression experiments in eggs of the marine mussel Mytilus edulis. 26 out
of the 261 p-values were smaller than 0.05. The BH FDR-controlling procedure was applied, but
could not detect any significant feature even when allowing for a 20% of false discoveries. Indeed,
the minimum adjusted p-value for the BH procedure is 0.2231. When applying SGoF method



48 Chapter 3. Adjusted p-values for SGoF multiple test procedure
in practice. More specifically, we have shown that the adjusted p-values are a subset of the
original p-values, being equal to 1 for p-values above a certain threshold which can be calculated
in advance. Regarding the interpretation, it has been pointed out that, given α, by rejecting the
null hypotheses corresponding to the p˜i ’s smaller than or equal to α, one performs exactly the
original SGoF procedure with α= γ whenever α belongs to the set of adjusted p-values; if α does
not belong to that set, the procedure based on the p˜i ’s may lead to a larger number of rejections
but still controlling the FWER at level α in the weak sense. This modification of the SGoF,
termed majorant version, has the desirable property of rejecting more hypotheses as the level α
increases, something which is not in general the case for the original SGoF.
The practical usage of the SGoF adjusted p-values has been illustrated through the analysis
of three biomedical or biological data sets. Since the SGoF multitest is based on the excess of
significance when comparing two proportions (the observed and the expected number of p-values
below a given threshold), it turns out that the n−N[n] largest p-values are adjusted to be 1, where
n is the number of tests and N[n] is the maximum number of null hypotheses rejected by the
SGoF when letting the level vary. However, among the smallest N[n] p-values, the SGoF method
provides in many instances adjusted p-values smaller than those obtained by ordinary FWER or
FDR controlling procedures. The reason for this is that the SGoF strategy only aims at weakly
controlling the FWER. We have also illustrated how the BH method performed at the inflated
automatic FDR provided by the SGoF may still report less powerful results, due to the prior
strong control it imposes on the expected proportion of false discoveries. In some applications,
however, FDR-based methods may reject more null hypotheses than the SGoF procedure; this is
the case, for example, for the Needleman data, when the level belongs to the interval [0.022,0.05).
When there are ties among the p-values or p-values equalling 1 are present, some care is needed.
We have proposed and investigated a suitable correction for the SGoF while accommodating these
special situations. Besides, it has been pointed out that the theoretical properties of the SGoF
adjusted p-values may not be so immediate to obtain (if true) when using the asymptotic normal
approximation, as the Conservative SGoF method does.
3.5 Proof of Theorem 3.1
(i) If there is no α such that nFn(pi )≤Nn(α) then p˜i = 1 and the result holds. Therefore, assume
that p˜i = inf
{
α ∈ (0,1) : nFn(pi )≤Nn(α)
}
. Note first that Nn(α) ≤ nFn(α) (as discussed in the
Introduction). We thus have nFn(pi )≤Nn(p˜i )≤ nFn(p˜i ), where for the first inequality we use
Lemma 3.2 in Section 3.6. Since pi is a jump point of Fn , the result follows.ä
(ii) Take two p-values such that pi > p j . Assume p˜i < 1 (otherwise there is nothing to prove). We
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will show that nFn(p j )≤Nn(p˜i ), which is enough to conclude. But this follows from nFn(p j )≤
nFn(pi )≤Nn(p˜i ) , where for the second inequality we use Lemma 3.2 in Section3.6.ä
(iii) If the null hypothesis attached to pi is rejected at level α by the SGoF, then nFn(pi )≤Nn(α).
Therefore,
{
α′ ∈ (0,1) : nFn(pi )≤Nn(α′)
}
is non-empty, and p˜i = inf
{
α′ ∈ (0,1) : nFn(pi )≤Nn(α′)
}≤
α. This shows the given inequality. Conversely, if p˜i ≤ α, then nFn(pi )≤Nn(α′) for some α′ ≤ α
and hence pi is rejected at level α′ by the SGoF. Besides, the minimum of such α′ is p˜i since
p˜i = inf
{
α′ ∈ (0,1) : nFn(pi )≤Nn(α′)
}≤ α.ä
(iv) If p˜i = 1 then both
{
α ∈ (0,1) : nFn(pi )≤Nn(α)
}
and
{
p j : nFn(pi )≤Nn(p j )
}
are empty sets,
and the equality follows by the convention. Since p˜i ≥ pi (property (i)), p˜i is larger than
some p-value. Assume p(k) ≤ p˜i < p(k+1) for some k ∈ {1, ...,n}, where p(n+1) ≡ 1. We will show
that p˜i = p(k). We have nFn(pi )≤Nn(p˜i )= nFn(p˜i )−bn(p˜i )+1. Since bn(α) is non-decreasing
(Lemma 3.2 in Section 3.6) and Fn(p˜i )= Fn(p(k)), we have Nn(p˜i )≤Nn(p(k)), and the proof is
complete.ä
(v) Take pi > p [n]. Then, nFn(pi ) > N[n] ≥ Nn(p j ) for all p j < 1. This entails that the set{
p j : nFn(pi )≤Nn(p j )
}
is empty (or it reduces to {1}) and therefore p˜i = 1. Conversely, if
p˜i = 1 then the set
{
p j : nFn(pi )≤Nn(p j )
}
is empty (Case 1), or
{
p j : nFn(pi )≤Nn(p j )
}= {1}
(Case 2). In Case 1, we have that nFn(pi ) >N[n] and therefore pi > p [n]. In Case 2, if we
assume pi ≤ p [n] then we have nFn(pi ) ≤ N[n] and, therefore, there exists p j < 1 such that
nFn(pi )≤Nn(p j ), which is a contradiction, and the proof is complete.ä
3.6 Technical Lemmas
In order to prove our main Lemma 3.2 we need a preliminary result. For each n and b = 1, ...,n
introduce the function f (n)b (α)= P(Bin(n,α)≥ b)−α=
∑n
k=b
(n
k
)
αk (1−α)n−k −α, 0< α< 1. In Figure
3.6 these functions are displayed for the case n = 5.
Lemma 3.1. The function α ∈ (0,1)→ f (n)b (α) is strictly increasing in every α∗ such that
f (n)b (α
∗)= 0
Proof 3.1. In first place we consider the cases b = 1 and b = n. In both cases, the only zeros of
f (n)b (α) are 0 and 1, but we are considering that α ∈ (0,1) and hence there is nothing to prove. On
the other hand, for b ∈ {2, ...,n−1}, it is easily seen that f (n)b (α) takes the value zero when α= 0,1.
Now, the first derivative of f (n)b (α) is given by n
(n−1
b−1
)
αb−1(1−α)n−b −1 , which is −1 when α= 0,1.
Besides, the second derivative of f (n)b (α) is α
b−2(1−α)n−b−1{b−1− (n−1)α}, which is positive for
all α < b−1n−1 and negative for all α > b−1n−1 . Summarizing, f (n)b (α) takes negative values for small
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In this chapter, we revisit the Sequential Goodness-of-Fit (SGoF) multiple test procedure under
the Bayesian paradigm. For this, it is assumed that the probability θ= P(Xi = 1)= P(pi ≤ γ) (that
is, the proportion of p-values falling below the significance threshold) follows a prior density pi(θ)
supported on the unit interval. Default choice for pi(θ) will be the uniform pi(θ)= 1. The key for the
extension of SGoF method to the Bayesian setting is the construction of a 100(1−α)% one-sided
credible set for the ‘excess of significant cases’ n(θ−γ). For a useful summary of the posterior
analysis, the posterior probability that the complete null hypothesis H0 : θ= γ is true will be given.
Following Berger and Delampady (1987), a prior located at γ is taken instead of the uniform,
while default choice for the a priori probabilities of H0 and H1 (θ 6= γ) is P0 = P1 = 1/2. Differences
of the Bayesian perspective relative to the (frequentist) original SGoF method are highlighted in
Section 4.1. Simulation studies and illustrations with real medical data are provided in Sections
4.2 and 4.3 respectively. A final discussion and the main conclusions of the chapter are given in
Section 4.4.
The contents of this chapter are based on Castro-Conde and de Un˜a-A´lvarez (2013b).
4.1 Bayesian SGoF
Sequential Goodness-of-Fit (SGoF) multiple testing method starts by assuming that, under the
complete null, the sequence of available p-values p1, ...,pn is a random sample of a uniform distribu-
tion on the unit interval, U(0,1). Therefore, two basic assumptions are made: (i) the distributional
assumption pi ∼U(0,1), and (ii) the independence assumption. As a consequence, given an ini-
tial significance threshold γ, the transformed sequence of indicators X1, ...,Xn where Xi = I{pi≤γ},
i = 1, ...,n, is a random sample from a Bernoulli population, Ber(θ), where θ= P(Xi = 1)= P(pi ≤ γ)
is an unknown constant parameter. Note that θ= γ under the complete null. If the complete null
is false, p1, ...,pn is still thought as a random sample but following a non-uniform distribution,
typically shifted towards zero. The classical (frequentist) approach to test for θ = γ against to
one-sided alternative θ> γ is based on the (frequentist) p-value
p f = P(N(0,1)> Z(→x ))= 1−Φ(Z(→x )), (4.1)
where Z(→x ) is the actual value of the Z-statistic
Z(
→
X )= Xn −γ√
γ(1−γ)/n (4.2)
and Φ denotes the cdf of the standard normal, n assumed to be large enough (otherwise the cdf
of a binomial distribution is used). At significance level α, the null is rejected if p f < α. Under
the alternative, a 100(1−α)% (frequentist) confidence interval for θ is given by
I f = (Xn ±
√
Xn(1−Xn)/nzα/2) (4.3)
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where zα/2 =Φ−1(1−α/2). When θ= γ is rejected, SGoF multiple testing procedure declares as non-
true the null hypotheses with the smallest Nn(α) p-values, where Nn(α)= n(Xn−γ)−
√
nγ(1−γ)zα+1
represents the ’excess of significant cases’ in the (one-sided) metatest; as mentioned in Chapter
1, a conservative version of this procedure is given by the corrected amount of rejections N∗n(α)=
n(Xn −γ)−
√
nXn(1−Xn)zα+1, which is basically the lower limit of a frequentist 100(1−α)% one-
sided confidence interval for τn(θ)= n(θ−γ). Note that τn(θ) may be interpreted as the difference
between the real and the expected amounts of p-values falling below the threshold γ.
In the Bayesian framework Berger (1985), some prior information on the parameter of interest
θ is available. Assume that θ has a density pi(θ) supported on the unit interval, which represents the
a priori information. In a non-informative setting, pi(θ) will be chosen as the uniform density. In
general, pi(θ) may serve to introduce the researcher’s information on the location of the parameter,
with a smaller or larger dispersion according to his/her level of uncertainty. The frequentist
likelihood of
→
X , f (
→
X |θ)= θs(1−θ)n−s , where s = nXn , is then updated to account for the randomness
of θ, leading in its turn to the posterior density of the parameter:
pi(θ|→x )= f (
→x |θ)pi(θ)∫
f (→x |θ′)pi(θ′)dθ′ . (4.4)
A (Bayesian) 100(1−α)% credible interval for θ is then given by
Ic = (lα/2(pi,→x ),uα/2(pi,→x )), (4.5)
where lα/2(pi,
→x ) and uα/2(pi,→x ) are respectively the α/2 and 1−α/2 quantiles of the posterior
density pi(θ|→x ). More generally, a credible set Ac =
{
θ :pi(θ|→x )> k} may be used, where k is chosen
to satisfy P(Ac |→x )= 1−α. Unlike the frequentist interval I f , which focus in results when ’averaged’
along the sampling distribution, the Bayesian counterpart Ic guarantees the nominal coverage
100(1−α)% conditional on observing data of the same ’strength of evidence’ as the actual →X =→x .
The amount of null hypotheses declared as non-true by a Bayesian analogue of frequentist SGoF
is accordingly defined as the lower limit n(lα(pi,
→x )−γ) of a 100(1−α)% one-sided credible interval
for τn(θ)= n(θ−γ). We formalize this idea in the following definition.
Definition (Bayesian SGoF). Bayesian SGoF method is defined as the rule which declares
as non-true the null hypotheses with the smallest Nbn(α) p-values, where
Nbn(α)=max(n(lα(pi,→x )−γ),0). (4.6)
Needless to say, the rule given by Bayesian SGoF must be interpreted under the Bayesian
paradigm. By using this method, the researcher is ensuring that, conditionally on Nbn(α) > 0,
100(1−α)% of the times the sample evidence is that of the actual →x , the difference between the
real and expected amounts of p-values below γ (τn(θ)= n(θ−γ)) is at least as large as Nbn(α). In
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this sense, Bayesian SGoF is rejecting a ’reasonable’ amount of nulls. For illustration, in the next
example we consider the situation in which θ follows a beta distribution.
Example (beta prior). Assume pi(θ)= θa−1(1−θ)b−1/B(a,b) for some a,b > 0, where B(a,b)=∫ 1
0 θ
a−1(1− θ)b−1dθ. That is, θ follows a beta distribution, β(a,b). In this case, the Xi ’s are
correlated binary outcomes with mean E(θ)= p = a/(a+b) and pairwise correlation ρ= 1/(a+b+1)
de Un˜a-A´lvarez (2012). Note that the non-informative prior pi(θ) = 1 is just the special case
a = b = 1. Straightforward calculations give that the posterior distribution of θ is β(a+ s,b+n− s),
where s = nXn . A Bayesian point estimate of θ is typically given by using some location parameter;
for example, the mean of the posterior distribution is
E(θ|→x )= a+ s
a+b+n . (4.7)
Note that E(θ|→x ) ≈ Xn as n →∞, which reflect the well-known predominance of the sampling
information on the prior as n grows. We have
lα(pi,
→x )=Ψ−1(α;a,b,→x ) (4.8)
where Ψ(.;a,b,→x ) denotes the cdf of a β(a+ s,b+n− s) random variable. When a+ s and b+n− s
are large (this is true in particular when n is large), the beta-normal approximation yields
lα(pi,
→x )≈ E(θ|→x )−
√
V(θ|→x )zα (4.9)
where V(θ|→x ) denotes the posterior variance, namely
V(θ|→x )= (a+ s)(b+n− s)
(a+b+n)2(a+b+n+1) . (4.10)
From this it is immediately seen that n(lα(pi,
→x )−γ) ≈ N∗n(α) as n→∞ and, therefore, Bayesian
SGoF approaches its frequentist counterpart as the sample size increases. For small to moderate
n however, the two approaches will give different answers.ä
It is evident from the definition of Nbn(α) that N
b
n(α)= 0 unless lα(pi,→x )> γ. In other words, if
lα(pi,
→x )≤ γ, then Bayesian SGoF will accept as true all the null hypotheses under consideration,
thus leading to the acceptance of the complete null H0. Therefore, the location of the null value
τn(θ) = 0 relative to the lower bound of the credible interval determines if H0 is rejected or not.
While the relationship between hypothesis testing and confidence sets is well established in the
frequentist setting, Bayesian testing of point null hypothesis (like H0 : θ= γ) is not performed on
the basis of the construction of credible sets. As quoted by Berger and Delampady (1987), ”Only
by calculating a Bayes factor (or related conditional measure) can one judge how well the data
supports a distinguished point θ0”. This makes an important difference between frequentist and
Bayesian conceptions of SGoF method, and motivates the introduction of a pre-test (Bayesian)
procedure which may complement the information reported by Nbn(α).
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To be precise, consider the (Bayesian) problem of testing H0 : θ = γ against the alternative
H1 : θ 6= γ. Take the usual default prior probabilities for H0 and H1, these are P0 = P1 = 1/2. As
prior distribution of θ under the alternative, Berger and Delampady (1987) suggested in their
Section 3.2.4 the class of conjugate pi(θ) with mean γ, among other ’objective’ possibilities. In
particular, for the binomial distribution, the beta model is a family of conjugate distributions. So
take pi(θ)∼ β(a,b) where a = (1−ρ)γ/ρ and b = (1−ρ)(1−γ)/ρ, ρ to be precise later. In general, the
posterior probability that H0 is true is given by
P(H0|→x ) = P0 f (
→x |γ)
P0 f (
→x |γ)+P1
∫
θ6=γ f (
→x |θ)pi(θ)dθ (4.11)
=
[
1+ 1−P0
P0
1
B(→x )
]−1
(4.12)
where
B(→x )= f (
→x |γ)∫
θ6=γ f (
→x |θ)pi(θ)dθ (4.13)
is the Bayes factor, which is interpreted as the ratio between the likelihood of the data under the
null and the average likelihood of the data under the alternative. For the beta model this becomes
B(→x )= γs(1−γ)n−sB(a,b)/B(a+ s,b+n− s) (4.14)
where n is the number of p-values and s the amount of them falling below γ. Therefore, under
the default P0 = P1 = 1/2, one gets
P(H0|→x )=
[
1+γ−s(1−γ)s−nB(a+ s,b+n− s)/B(a,b)]−1 . (4.15)
The posterior probability P(H0|→x ) has been proposed as the suitable way in which evidence against
the null should be looked for Berger and Delampady (1987); Bergerand and Sellke (1987). Its ad-
vantages when compared to the classical (frequentist) p-value p f has been widely discussed (same
references). In particular, it has been pointed up that P(H0|→x ) may be regarded as a frequentist
Type I error probability, conditional on observing data of the same ’strength of evidence’ as the
actual →x . Even when P(H0|→x ) heavily depends on the value of ρ (indeed, P(H0|→x )→ 1 as ρ→ 1
regardless the data at hand, something known as Jeffreys’s paradox), lower bounds are available
and may provide useful guidance in practice. In Table 4.1, we report for the case γ = 0.05 and
n = 15, the lower bounds P(H0|→x ) = infρP(H0|→x ) depending on the value of s, together with the
corresponding frequentist (one-sided) p-values. Even when minimizing the posterior probability
of H0, it becomes clear that the Bayesian perspective may be much more conservative than the
classical approach when looking for evidence against the complete null.
A possible approach to combine a Bayesian pre-test with the computation of Nbn(α) is to define
the pre-test Bayesian SGoF procedure as that rejecting the Nb∗n (α) nulls with the smallest p-values,
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Table 4.1: Lower bounds along ρ for the posterior probability of H0 : θ = γ for the beta model.
Case γ= 0.05,n = 15.
s p f P(H0|→x ) ρ
2 .1710 .5000 .0000
3 .0362 .3941 .0652
4 .0055 .1631 .1344
5 .0006 .0344 .1990
6 5.3×10−5 .0044 .2600
9 7.4×10−9 1.2×10−6 .4281
where Nb∗n (α) = I(s ≥ sα)Nbn(α) and sα−1 is the first value of s when going from n to 0 for which
P(H0|→x )≥ α. In the example of Table 4.1, for α= 0.05 we would have sα = 5. Practical performance
of basic Bayesian SGoF (Nbn(α)) and its pre-test version (N
b∗
n (α)) is investigated through simulations
in the next Section.
4.2 Simulation studies
We have designed two simulation studies in order to investigate the performance of Bayesian
SGoF. The first simulation concentrates in a model in which (under the alternative) the probability
θ= P(Xi = 1)= P(pi ≤ γ) is drawn from the uniform density pi(θ)= 1 and, therefore, it perfectly fits
a Bayesian scenario. The second simulation reproduces the application of a two-sample test along
a number of positions (or ’genes’), which results in a sequence of possibly correlated p-values.
While the first scenario is suitable for a better understanding of the properties of Bayesian SGoF,
the second one allows for the study of the method’s performance in a more practical setting.
4.2.1 Bayesian scenario
For fixed values of γ and n, we simulate data as follows:
Step 1. Draw θ1 from the uniform density pi(θ)= 1.
Step 2. Draw independently Y from Ber(1/2), that is, P(Y = 1)= P(Y = 0)= 1/2.
Step 3. Compute θ= Yγ+ (1−Y)θ1.
Step 4. Draw s from a Bin(n,θ) distribution.
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In this model, the complete null H0 : θ = γ is true with probability 1/2, while the parameter
of interest is uniformly distributed on the unit interval under the alternative. This corresponds
to a situation in which the non-informative prior perfectly fits the data when the complete null
is violated, while the a priori probability that H0 is true is P0 = 1/2. In Step 4, the ’data’ →x
are obtained; note that the relevant information for SGoF method is contained in the number
of p-values falling below the significance threshold γ, and this can be generated from a binomial
distribution. Therefore, in this simulated setting p-values coming from true and non-true nulls
are not distinguished; we only know that, when Y = 1, all the nulls are true, while some proportion
of non-true nulls are present when Y = 0. We take γ = 0.05 and three different sample sizes,
n = 15,50,500. We repeat Steps 1-4 up to get 10,000 simulations.
For α= 0.05 we compute the number of rejections provided by the basic Bayesian SGoF and by
the pre-test Bayesian SGoF. Therefore, computation of Nbn(α)=max(n(lα(pi,→x )−γ),0) and Nb∗n (α)=
I(s ≥ sα)Nbn(α) is done, where lα(pi,→x ) is the α-quantile of a β(1+ s,1+n − s) distribution, and
sα = 5,9,42 for n = 15,50,500 respectively. We also compute the posterior probability that the
complete null is true, P(H0|→x ) for each simulation, by using the a priori probabilities P0 = P1 = 1/2
and the true prior pi(θ)= 1. For comparison purposes, computation of original (fequentist) SGoF
is done too; since the sample size is not always large, here we use the exact formula for the number
of rejections, namely Nn(α)= s−bn,α(γ)+1, where bn,α(γ)= inf
{
b ∈ {0, ...,n} : P(Bin(n,γ)≥ α)} is the
(1−α)-quantile of the Bin(n,γ) model.
In Table 4.2 we report, for the three methods and the three sample sizes n = 15,50,500, the
following values. (a) The average number of rejections (Mean) among the trials with Y = 0, that
is, under the alternative, and the standard deviation (SD) of the number of rejections. (b) The
proportion of times the complete null is rejected among the trials with Y = 1, that is, under the
complete null; this is just the FWER of each method. (c) The proportion of times the complete null
is rejected among the trials with Y = 0, thus corresponding to the power (POW) of each method
to detect the presence of non-true nulls. And (d) among the trials for which the complete null is
correctly rejected (i.e. Y = 0 and Nanyn (α)> 0), the proportion of times the number of rejections is
smaller than τn(θ)= n(θ−γ); this is labelled as COV (from coverage) in Table 4.2.
From Table 4.2 the following features are appreciated. The FWER is controlled at level α= 0.05
by frequentist SGoF, while basic Bayesian SGoF is anticonservative and the pre-test Bayesian
SGoF is too conservative. That frequentist SGoF controls for FWER under the complete null
was expected, since this is one of its well-established properties Carvajal-Rodr´ıguez et al. (2009).
The anticonservativeness of basic Bayesian SGoF comes from the fact that it rejects the complete
null whenever lα(pi,
→x ) > γ, and no bound is imposed on the probability of this event. However,
PH0(lα(pi,
→x )> γ) approaches α as n grows (FWER of Nbn(α) in Table 4.2). This can be explained
from the beta-normal approximation: one has lα(pi,
→x )≈ E(θ|→x )−
√
V(θ|→x )zα and the rejection rule
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Table 4.2: Results of frequentist SGoF, basic Bayesian SGoF and pre-test Bayesian SGoF along
10,000 Monte Carlo trials (n is the number of tests)
Mean SD FWER POW COV
n = 15
Nn(α) 5.64 4.36 .0356 .8117 .7628
Nbn(α) 4.42 3.76 .1718 .8754 .9488
Nb,∗n (α) 4.29 3.89 .0008 .6761 .9467
n = 50
Nn(α) 20.33 14.46 .0422 .8756 .7966
Nbn(α) 18.24 13.86 .1088 .8988 .9519
Nb,∗n (α) 18.14 13.98 .0012 .8127 .9520
n = 500
Nn(α) 217.68 142.39 .0459 .9294 .8054
Nbn(α) 211.02 141.84 .0656 .9306 .9505
Nb,∗n (α) 210.94 141.95 .0010 .9123 .9508
becomes
E(θ|→x )−γ√
V(θ|→x )
> zα; (4.16)
since E(θ|→x )≈ Xn and V(θ|→x )≈ Xn(1−Xn)/n as n→∞, we conclude that the FWER of Bayesian
SGoF will converge to α. Regarding the pre-test Bayesian SGoF, we see in Table 2 that the FWER
is very low (about 0.001 for the three sample sizes); this reflects indeed the conservativeness of
the frequentist p-value p f when compared to the (Bayesian) posterior probability of the null
(Table 4.1). Note that, although condition P(H0|→x ) < α would control at level α the FWER
along the samples with the same amount of evidence as →x , the Type I error rate becomes much
smaller when taking averages along a number of Monte Carlo replicates of a given model. As
complementary information, we quote that the mean value of P(H0|→x ) (computed from the default
priors P0 = P1 = 1/2 and the non-informative pi(θ) = 1) along the replicates with Y = 1 was 0.82
(n = 15), 0.87 (n = 50) and 0.95 (n = 500), with corresponding standard deviations of 0.12, 0.10,
and 0.07.
Regarding the statistical power to (correctly) reject the complete null, it is seen in Table 4.2
that Bayesian SGoF is more powerful than frequentist SGoF in all the situations (in agreement
with its larger FWER), but both methods become comparable as n grows (87.5% vs. 81.2% for
n = 15, 93.1% vs. 92.9% for n = 500). This is not surprising at all; note (again) that the a priori
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information on θ is negligible as the sampling information grows. The pre-test Bayesian method
exhibits a poor power for n = 15 (67.6%); however, its power is remarkably large as n grows despite
its low FWER (91.2% for n = 500). This is because, when n is large and the complete null is false,
the pre-test Bayesian method coincides with the basic Bayesian most of the times (only 77% of
the times for n = 15, but 90% and 98% of the times for n = 50 and n = 500 respectively). Here
we also mention that the mean value of P(H0|→x ) (computed once more from the default priors
P0 = P1 = 1/2 and the uniform pi(θ)) along the replicates with Y = 0 was 0.18 (n = 15), 0.13 (n = 50)
and 0.05 (n = 500), the standard deviations being 0.31, 0.29, and 0.20 respectively.
Interestingly, it is seen from Table 4.2 that, despite basic Bayesian detects signal more fre-
quently than frequentist SGoF, the number of effects declared by the classical methods is larger
on average. This finding is confirmed in the simulation study performed in Section 4.2.2. In this
sense, one may say that Bayesian viewpoint is more conservative, since it will typically lead to a
smaller number of declared features.
The coverages (COV) in Table 4.2 are defined, as mentioned, as the proportion of times the
number of rejections is smaller than τn(θ)= n(θ−γ) among the trials for which the complete null
is correctly rejected. For the basic Bayesian SGoF this is exactly 1−α and, therefore, the figures
in Table 4.2 are roughly of 95%. The pre-test Bayesian SGoF method preserves this property,
which means that, when Y = 0 and Nbn(α) > 0, the event s < sα implies that τn(θ) > 0. On the
contrary, frequentist SGoF reports coverages systematically below 95% (between 76% and 81%
indeed). This is somehow corrected when using its conservative version N∗n(α), see Section 4.1,
which replaces the term γ(1−γ) by Xn(1−Xn) in the variance (e.g. 93% of coverage for n = 500, but
below 91% for n ≤ 50, results not shown); but, in any case, frequentist SGoF is not prepared to cope
with the correlation among the Xi ’s induced by the randomness of θ, so it is not surprising that
it behaves in a anticonservative way in the sense of COV. Inspection of the number of rejections
(Mean) in Table 4.2 supports this finding too.
4.2.2 Two-sample tests scenario
We have designed a simulated scenario similar to the study of Hedenfalk Hedenfalk et al. (2001),
where the mean expression levels of a large number of genes in two different groups A and B of
individuals (with sample sizes of 7 and 8) were compared, see Section 4.3.2. In order to study the
influence of the number of null hypotheses in the performance of the multiple testing procedures,
we considered the cases n = 10, n = 50, and n = 500 tests. Hedenfalk’s sample sizes of 7 and 8
were taken for groups A and B respectively. The samples were drawn from n-variate Gaussian
populations with different correlation degrees. The 2-sample t-test was applied to test for each null
hypothesis of equality of means; the sequence of n p-values is thus coming from the computation of
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two-sided tails of the Student’s t distribution with 13 degrees of freedom. To summarize numerical
results, 1,000 Monte Carlo trials were performed.
The proportion of true nulls (i.e. ’genes equally expressed’) Π0 was 1 (complete null), 0.9
(10% of effects), 0.7 (30% of effects) or 0.5 (50% of effects). Mean was always taken as zero in
group A, while in group B it was µ for 1/3 of the effects and −µ for the other 2/3 of effects, with
µ = 1 (weak effects), µ = 2 (intermediate effects), or µ = 4 (strong effects). Random allocation of
the effects among the n tests (’genes’) was considered. We simulated k = 1 block of n correlated
p-values with correlation levels of ρ= 0,0.2 and 0.8, where ρ= 0 means independence and ρ= 0.8
indicates strong correlation. For random generation, the function rmvnorm of the R software R
Core Team (2014) was used. For each situation, we computed the FDR, the power (defined as
the proportion of non-true nulls which are rejected, labelled as POW in Tables below), and the
coverage (COV), defined here as the proportion of trials for which the number of declared effects
was not larger than the number of non-true nulls with p-value below γ (this is just 1-FDR under
the complete null, as indicated in (de Un˜a-A´lvarez, 2012). Computation of these quantities for the
Binomial SGoF method for independent tests and for the basic and the pre-test Bayesian methods
are included. We always take α = γ = 0.05. We also computed the proportion of trials for which
s ≥ sα and Nbn(α)> 0 occurred (this proportion is labelled as s ≥ sα in Tables); note that these are
the trials for which both the basic Bayesian and the pre-test method reject the complete null. For
samples sizes n = 10,50 and 500, α = γ = 0.05, values of sα are given by 5,9 and 42, respectively.
As complementary information, we calculated the mean and standard deviation of the posterior
probability P(H0|→x ), for de default priors P0 = P1 = 1/2 and the non-informative pi(θ)= 1.
In Table 4.3 we show the results obtained in the scenario of no effects (Π0 = 1). It should be
recalled that under the complete null, all rejected hypotheses are Type I errors and therefore FDR
collapses to FWER. Obviously, the power in all these situations is 100% since there are no effects.
Moreover, the coverage coincides to 1-FDR as explained above. Then, in Table 4.3 we only report
the FDR of the three different methods for every value of n and ρ, together with the proportions
of trials with s ≥ sα and a summary (mean and standard deviation) of the posterior probabilities
of the complete null.
In first place, from Table 4.3 we can see that under independence (ρ = 0) Binomial SGoF
controls the FDR (and thus the FWER), the pre-test Bayesian SGoF is too conservative and the
basic Bayesian SGoF reports a FDR greater than the nominal but it converges to 0.05 when the
number of tests n grows. This basically mimics results in the previous simulation study (Table 4.2).
The situation changes in the correlated settings; this is because the variance is underestimated and
therefore SGoF-type procedures lose their FWER control. This fact is more clear when n is large.
For example, in the case n = 500, Binomial SGoF and the pre-test Bayesian SGoF reported a FDR
of 0.038 and 0 under independence and 0.16 and 0.141 when ρ = 0.8, respectively. We also can
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Table 4.3: Complete null hypothesis: Π0 = 1
ρ= 0 ρ= 0.2 ρ= 0.8
n = 10 FDR Binomial SGoF 0.006 0.027 0.056
FDR Bayesian SGoF 0.082 0.088 0.092
FDR Bayesian∗ SGoF 0 0 0.031
s ≥ sα 0 0 0.031
Posterior 0.8013(0.1234) 0.7947(0.1544) 0.7982(0.2047)
n = 50 FDR Binomial SGoF 0.037 0.079 0.117
FDR Bayesian SGoF 0.1 0.121 0.129
FDR Bayesian∗ SGoF 0.001 0.016 0.078
s ≥ sα 0.001 0.016 0.078
Posterior 0.8788(0.0938) 0.8457(0.1732) 0.7401(0.2398)
n = 500 FDR Binomial SGoF 0.038 0.185 0.16
FDR Bayesian SGoF 0.064 0.192 0.163
FDR Bayesian∗ SGoF 0 0.12 0.141
s ≥ sα 0 0.12 0.141
Posterior 0.9493(0.0622) 0.7079(0.3559) 0.0925(0.2603)
see in this table that the pre-test Bayesian method is more conservative than the basic Bayesian
one, as expected. For example, for n = 50, basic Bayesian SGoF reported a FDR of 0.1,0.121
and 0.129 (depending on ρ), while the pre-test method gave FDR’s of 0.001, 0.016 and 0.078,
respectively. This happens because the proportion of trials with s ≥ sα is relatively small. These
differences between the two procedures decrease (in relative terms) as n and ρ grows, because the
probability of the event s ≥ sα increases with n and with ρ. As regards the posterior probability
of the complete null, in general, P(H0|→x ) takes large values, varying between 0.7079 and 0.9493.
However, in the special case n = 500 and ρ = 0.8, the prior information is misleading, giving a
posterior probability as low as 0.09%.
In Tables 4.4 to 4.6 we report the FDR, power and coverage obtained by the three methods in
the situations with Π0 = 0.9,Π0 = 0.7 and Π0 = 0.5, while in Table 4.7 we report the corresponding
proportions of the event s ≥ sα and summaries of the posterior probability of the complete null.
Tables 4.4, 4.5 and 4.6 reveal that SGoF-type strategies are not controlling FDR under the
alternative at any given level, although they can report a very small FDR compared to α when
the effects are intermediate to strong (µ= 2,4) or in the case of n = 10 tests. On the other hand,
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Table 4.4: Proportion of true nulls Π0 = 0.9
ρ= 0 ρ= 0.2 ρ= 0.8
FDR POW COV FDR POW COV FDR POW COV
n = 10 µ= 1 Binomial SGoF 0.0215 0.3632 0.993 0.025 0.3774 0.984 0.0657 0.3881 0.928
Bayesian SGoF 0.022 0.3613 0.993 0.023 0.3740 0.989 0.0628 0.3845 0.932
Bayesian∗ SGoF 0 0.347 1 0.0013 0.002 0.998 0.0207 0.018 0.975
µ= 2 Binomial SGoF 0.0102 0.4400 0.992 0.014 0.4359 0.984 0.0596 0.4294 0.928
Bayesian SGoF 0.009 0.4276 0.996 0.0105 0.4241 0.991 0.0555 0.4202 0.935
Bayesian∗ SGoF 0.0003 0.001 1 0 0 1 0.029 0.0287 0.966
µ= 4 Binomial SGoF 0.0053 0.451 0.992 0.0115 0.4497 0.984 0.0554 0.4501 0.928
Bayesian SGoF 0.0035 0.4373 0.996 0.008 0.4361 0.991 0.0493 0.4411 0.935
Bayesian∗ SGoF 0 0.001 1 0.002 0.3615 0.997 0.0253 0.037 0.964
n = 50 µ= 1 Binomial SGoF 0.0875 0.0616 0.98 0.112 0.0722 0.937 0.0781 0.0851 0.894
Bayesian SGoF 0.087 0.0563 0.989 0.1079 0.0663 0.956 0.0697 0.082 0.904
Bayesian∗ SGoF 0.0152 0.0102 0.998 0.0297 0.0244 0.972 0.0719 0.069 0.904
µ= 2 Binomial SGoF 0.0385 0.3502 0.976 0.0618 0.3463 0.933 0.0618 0.2117 0.916
Bayesian SGoF 0.0266 0.2958 0.994 0.048 0.297 0.966 0.0533 0.1914 0.924
Bayesian∗ SGoF 0.0137 0.1499 0.996 0.0081 0.1858 0.968 0.0594 0.1076 0.913
µ= 4 Binomial SGoF 0.0071 0.4266 0.975 0.0188 0.3918 0.946 0.0581 0.2678 0.897
Bayesian SGoF 0.0025 0.3214 0.994 0.0096 0.3282 0.971 0.0476 0.2424 0.912
Bayesian∗ SGoF 0.0012 0.1799 0.996 0.0096 0.1752 0.971 0.0471 0.1542 0.913
n = 500 µ= 1 Binomial SGoF 0.2784 0.1483 0.989 0.2181 0.135 0.874 0.1144 0.1231 0.837
Bayesian SGoF 0.2646 0.1368 0.997 0.2092 0.1254 0.887 0.1096 0.1191 0.844
Bayesian∗ SGoF 0.1946 0.1115 0.997 0.1598 0.1058 0.887 0.1086 0.1121 0.844
µ= 2 Binomial SGoF 0.0683 0.6744 0.992 0.0789 0.6411 0.857 0.0848 0.4221 0.859
Bayesian SGoF 0.0529 0.6189 0.999 0.0663 0.5894 0.892 0.0802 0.3893 0.866
Bayesian∗ SGoF 0.0529 0.6189 0.999 0.0663 0.5894 0.892 0.0802 0.3796 0.866
µ= 4 Binomial SGoF 0.0007 0.7838 0.991 0.0302 0.7443 0.861 0.0842 0.4966 0.835
Bayesian SGoF 0.0001 0.7086 1 0.0211 0.6835 0.905 0.0776 0.4622 0.841
Bayesian∗ SGoF 0.0001 0.7083 1 0.0211 0.6832 0.905 0.0776 0.4537 0.841
we can see that Bayesian SGoF tends to be more conservative than Binomial SGoF, reporting
lower values for FDR and power in all cases. Two particular situations with n = 10 are exceptions
to this, with the FDR of Bayesian SGoF slightly larger than that of its frequentist analogue.
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Table 4.5: Proportion of true nulls Π0 = 0.7
ρ= 0 ρ= 0.2 ρ= 0.8
FDR POW COV FDR POW COV FDR POW COV
n = 10 µ= 1 Binomial SGoF 0.0252 0.1109 0.997 0.0355 0.1144 0.989 0.0382 0.1349 0.943
Bayesian SGoF 0.0215 0.0965 1 0.034 0.0995 0.995 0.0296 0.1185 0.963
Bayesian∗ SGoF 0.0007 0.003 1 0.002 0.0055 0.998 0.0131 0.0088 0.982
µ= 2 Binomial SGoF 0.0095 0.3869 0.997 0.0183 0.3832 0.989 0.038 0.3643 0.943
Bayesian SGoF 0.0048 0.2896 1 0.0121 0.29 0.995 0.0277 0.2826 0.967
Bayesian∗ SGoF 0.0018 0.131 1 0.0014 0.067 0.999 0.0156 0.0752 0.977
µ= 4 Binomial SGoF 0.0018 0.4335 0.997 0.005 0.4306 0.989 0.0256 0.412 0.943
Bayesian SGoF 0.001 0.3149 0.999 0.0025 0.3234 0.996 0.0158 0.3237 0.967
Bayesian∗ SGoF 0 0.077 1 0 0.078 1 0.0168 0.107 0.965
n = 50 µ= 1 Binomial SGoF 0.1097 0.188 0.989 0.1078 0.1909 0.959 0.0626 0.1951 0.886
Bayesian SGoF 0.1023 0.1499 0.999 0.0948 0.1548 0.982 0.0507 0.166 0.905
Bayesian∗ SGoF 0.0578 0.1057 0.999 0.0598 0.1133 0.982 0.0497 0.1397 0.905
µ= 2 Binomial SGoF 0.0245 0.696 0.995 0.0271 0.6986 0.972 0.0391 0.6483 0.919
Bayesian SGoF 0.0147 0.5593 1 0.0156 0.5629 0.998 0.0321 0.5231 0.94
Bayesian∗ SGoF 0.0147 0.557 1 0.0151 0.5609 0.998 0.0321 0.5188 0.94
µ= 4 Binomial SGoF 0.0014 0.7792 0.988 0.0064 0.774 0.959 0.035 0.719 0.896
Bayesian SGoF 0.0003 0.6223 1 0.0017 0.6234 0.99 0.0262 0.5896 0.929
Bayesian∗ SGoF 0.0003 0.6217 1 0.0017 0.6217 0.99 0.0262 0.5868 0.929
n = 500 µ= 1 Binomial SGoF 0.1431 0.2798 1 0.1391 0.2811 0.922 0.0557 0.2733 0.877
Bayesian SGoF 0.1335 0.2568 1 0.1295 0.2586 0.95 0.0504 0.2541 0.89
Bayesian∗ SGoF 0.1335 0.2568 1 0.1295 0.2586 0.95 0.0504 0.2521 0.89
µ= 2 Binomial SGoF 0.0353 0.8105 0.999 0.0397 0.8077 0.923 0.0399 0.7681 0.884
Bayesian SGoF 0.0269 0.7623 1 0.0306 0.7607 0.963 0.036 0.7197 0.904
Bayesian∗ SGoF 0.0269 0.7623 1 0.0306 0.7607 0.963 0.036 0.7197 0.904
µ= 4 Binomial SGoF 0.0002 0.8953 0.999 0.006 0.8886 0.931 0.0422 0.8313 0.854
Bayesian SGoF 0.0001 0.8366 1 0.0031 0.8334 0.966 0.0372 0.7836 0.871
Bayesian∗ SGoF 0.0001 0.8366 1 0.0031 0.8334 0.966 0.0372 0.7836 0.871
We have computed 100(1−α)% (frequentist) confidence intervals for θ= P(pi ≤ γ), and 100(1−
α)% (bayesian) credible intervals for the same parameter. For illustration, in Table 4.8 we report
the mean and standard deviation of the interval lengths along the 1,000 replicates for the special
cases Π0 = 0.5,0.9 and n = 50. It is seen that the Bayesian intervals are wider than the frequentist
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Table 4.6: Proportion of true nulls Π0 = 0.5
ρ= 0 ρ= 0.2 ρ= 0.8
FDR POW COV FDR POW COV FDR POW COV
n = 10 µ= 1 Binomial SGoF 0.0265 0.1157 0.997 0.024 0.0942 0.997 0.0141 0.147 0.974
Bayesian SGoF 0.0282 0.0854 0.998 0.0188 0.0811 0.998 0.0077 0.1075 0.985
Bayesian∗ SGoF 0.0036 0.0231 1 0.0042 0.021 0.999 0.0067 0.0359 0.985
µ= 2 Binomial SGoF 0.0141 0.147 0.974 0.0124 0.5413 1 0.0218 0.5396 0.967
Bayesian SGoF 0.0077 0.1075 0.985 0.0065 0.3929 1 0.0131 0.3948 0.984
Bayesian∗ SGoF 0.0041 0.2567 1 0.0035 0.3538 1 0.0121 0.3128 0.984
µ= 4 Binomial SGoF 0.001 0.6112 0.997 0.0016 0.6062 0.995 0.0108 0.6013 0.962
Bayesian SGoF 0 0.4391 1 0.0002 0.4389 0.999 0.0051 0.4441 0.982
Bayesian∗ SGoF 0 0.3445 1 0.0002 0.3482 0.999 0.0051 0.4306 0.982
n = 50 µ= 1 Binomial SGoF 0.0637 0.2591 0.999 0.0555 0.2616 0.989 0.0323 0.2775 0.917
Bayesian SGoF 0.0549 0.2046 1 0.0457 0.208 0.997 0.0228 0.2289 0.943
Bayesian∗ SGoF 0.0524 0.1956 1 0.0427 0.1972 0.997 0.0228 0.2166 0.943
µ= 2 Binomial SGoF 0.0162 0.783 0.999 0.0172 0.7777 0.982 0.0287 0.7671 0.918
Bayesian SGoF 0.0091 0.669 1 0.0105 0.663 0.998 0.0227 0.6557 0.945
Bayesian∗ SGoF 0.0091 0.669 1 0.0105 0.663 0.998 0.0227 0.6557 0.945
µ= 4 Binomial SGoF 0.0002 0.846 0.999 0.0009 0.8497 0.986 0.0157 0.8267 0.926
Bayesian SGoF 0 0.7234 1 0.0001 0.7281 0.999 0.0106 0.713 0.952
Bayesian∗ SGoF 0 0.7234 1 0.0001 0.7281 0.999 0.0106 0.713 0.952
n = 500 µ= 1 Binomial SGoF 0.0773 0.3251 1 0.0729 0.3215 0.978 0.0395 0.3243 0.872
Bayesian SGoF 0.0728 0.3011 1 0.0677 0.2981 0.991 0.0342 0.3046 0.895
Bayesian∗ SGoF 0.0728 0.3011 1 0.0677 0.2981 0.991 0.0342 0.3042 0.895
µ= 2 Binomial SGoF 0.0191 0.847 1 0.0193 0.8475 0.97 0.0275 0.8293 0.905
Bayesian SGoF 0.015 0.8112 1 0.0151 0.8118 0.995 0.0249 0.793 0.918
Bayesian∗ SGoF 0.015 0.8112 1 0.0151 0.8118 0.995 0.0249 0.793 0.918
µ= 4 Binomial SGoF 0.0001 0.9177 1 0.0013 0.9164 0.976 0.0196 0.8941 0.888
Bayesian SGoF 0 0.8777 1 0.0006 0.877 0.987 0.017 0.8581 0.906
Bayesian∗ SGoF 0 0.8777 1 0.0006 0.877 0.987 0.017 0.8581 0.906
intervals for Π0 = 0.9, but the opposite occurs for Π0 = 0.5. Therefore, one should not always relate
the conservative nature of Bayesian SGoF with the chance to get a narrower interval for θ.
Again, as in the case of no effects, the pre-test Bayesian method is more conservative than
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the basic one, but they get closer to each other in terms of FDR and power when n increases and
also when ρ grows (like in Table 4.3, the probability of having s ≥ sα and Nbn(α)> 0 grows with n
and ρ under the alternative too). On the other hand, when the proportion of effects increases,
the differences between the pre-test Bayesian method and the basic one in power vanish. This
relates to the fact that the probability of s ≥ sα increases as the proportion of effects grows. The
coverage reported by the Bayesian SGoF tends to be larger than the coverage of the Binomial
SGoF, and the coverage of the pre-test Bayesian procedure is always the largest. This agrees with
the relative conservativeness degree of the various methods. Regarding the posterior probabilities,
they decrease as the proportion of effects grows (as expected), reaching the value 0 in many cases;
for example, when n = 500, Π0 ≥ 0.7 and µ= 2,4.
A property claimed to hold for SGoF is that its power increases with the number of tests n
Carvajal-Rodr´ıguez et al. (2009). Our simulations show that this feature may fail when considering
low sample sizes (from n = 10 to n = 50), although it is well seen when moving from n = 50 to
n = 500.
Table 4.8: Mean and standard deviation of the interval lengths along the 1,000 replicates for the
special cases Π0 = 0.5,0.9 and n = 50
ρ= 0 ρ= 0.2 ρ= 0.8
Frequentist µ= 1 0.1497(0.0367) 0.1494(0.0418) 0.122(0.0669)
Π0 = 0.9 µ= 2 0.1881(0.0292) 0.1867(0.0325) 0.1705(0.0453)
µ= 4 0.1919(0.0291) 0.1905(0.0326) 0.1771(0.0418)
Π0 = 0.5 µ= 1 0.2334(0.0219) 0.2325(0.0243) 0.2204(0.052)
µ= 2 0.2744(0.0038) 0.274(0.0043) 0.2715(0.0124)
µ= 4 0.274(0.0043) 0.274(0.0046) 0.2708(0.0184)
Bayesian µ= 1 0.1568(0.0286) 0.1568(0.0329) 0.1387(0.0485)
Π0 = 0.9 µ= 2 0.1889(0.0252) 0.1877(0.0279) 0.1746(0.037)
µ= 4 0.1922(0.0252) 0.1911(0.028) 0.1798(0.0355)
Π0 = 0.5 µ= 1 0.2287(0.0195) 0.2279(0.0216) 0.2182(0.0433)
µ= 2 0.2656(0.0034) 0.2652(0.0039) 0.2629(0.0111)
µ= 4 0.2652(0.0039) 0.2652(0.0041) 0.2624(0.0156)
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4.3 Real data illustrations
Two real medical datasets are considered in this section for illustration purposes. The first dataset
refers to a situation in which the number of tests (n) is small; the tests correspond to a sequence of
15 two-sample comparisons performed on 15 different variables. The second example of application
is related to a high-dimensional setting where more than 3,000 tests are performed, corresponding
to the comparison of mean gene expression levels in two groups of patients. For analysing both
data sets, the package sgof Castro-Conde and de Un˜a-A´lvarez (2014c,b) of the R software was
used.
4.3.1 Neuhaus data
Neuhaus et al. (1992) investigated in a randomized multicenter clinical trial with 421 patients
the effects of two different treatments for acute myocardial infarction. We focus on the study of
cardiac and other events after the start of thrombolitic treatment (n = 15 hypotheses).
Benjamini and Hochberg Benjamini and Hochberg (1995) analyzed this set of p-values with a
FDR-based strategy. When controlling the FDR at 5%, Benjamini-Hochberg procedure, they were
able to reject the 4 nulls with the smallest p-values, thus identifying significant improvements of
rt-PA when compared to APSAC for allergic reaction, two different aspects of bleeding (bleeding
pucture site and bleeding overall), and mortality. Classical SGoF procedure with γ = α = 0.05
was applied to this dataset in Chapter 3. SGoF method provided 7 rejections (9 out of the 15 p-
values fell below γ), which makes also significant another aspect of bleeding (bleeding transfusion),
cardiogenic shock, and a blood pressure decrease. A 95% confidence interval for θ = P(pi ≤ γ)
is given by (0.3333,0.8667). The classical frequentist (one-sided) p-value for the complete null
hypothesis is p f = 7.42×10−9.
When using the non-informative prior pi(θ) = 1, Bayesian SGoF reports Nbn(0.05) = 5.1152 re-
jections, which is more conservative than original SGoF. One explanation for this is that, under
the alternative, Bayesian SGoF is implicitly assuming a marginal correlation of ρ = 1/3 between
each pair of indicators (Xi ,X j )= (I{pi≤γ}, I{p j≤γ}), which are taken as independent by original SGoF.
Correlation results indeed in an extra variance Owen (2005); de Un˜a-A´lvarez (2012). More specif-
ically, the estimated standard error of the frequentist θ̂ = Xn is 0.1265 under independence. On
its turn, the standard deviation of the posterior distribution of θ is
√
V(θ|→x )= 0.1760, larger than
0.1265 in any case. Another explanation for Nbn(0.05)<Nn(0.05) is that the non-informative prior
is located at 0.5, while the frequentist estimation of θ reports a larger value (0.6). This has,
however, a second-order influence as n grows (see Section 4.2).
The mean of the posterior distribution is 0.5882, close to the frequentist 0.6. A 95% Bayesian
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It is interesting to look at the relative results provide by frequentist and Bayesian SGoF
procedures when letting the significance level γ vary. To this end, in Figure 4.1, left, we depict the
values of Nn(α) and Nbn(α) (again for α = 0.05) when γ changes on a grid of values from 0.001 to
0.5 with step 0.001. Both curves are roughly increasing-decreasing, corresponding to the fact that
SGoF criterion is based on a comparison between the observed cdf of the p-values and the uniform
cdf, which is the expected one under the complete null; the distance between these cumulative
curves along γ is maximum at some central point γ. On the other hand, from Figure 4.1, left, it is
seen that Bayesian SGoF is more conservative than its frequentist counterpart along the several
significance levels. Indeed, when rounding the number of rejections to the closest integer, Nbn ≤Nn
happened for the 500 values of γ, Nbn ≤Nn−1 for 220, and Nbn ≤Nn−2 for 33 cases. For comparison
purposes, results of pre-test Bayesian SGoF are reported in Figure 4.1 too. It is seen that Nbn =Nb∗n
but for the case γ= 0.001 and for large thresholds (namely γ> 0.225), where the Bayesian evidence
against the complete null vanishes. Figure 4.1, right, displays the curve γ 7→P(H0|→x ) which is used
by the pre-test method to update the rejection rule given by basic Bayesian SGoF.
4.3.2 Hedenfalk data
For Hedenfalk data Hedenfalk et al. (2001), s = 606 p-values (19.12% of the 3170) fell below the
significance threshold γ = 0.05. This resulted in a highly significant frequentist p-value in the
binomial test (p f = 0). A 95% confidence interval for θ= P(pi ≤ γ) is given by I f = (0.1773,0.2047).
When taking α = 0.05, original (frequentist) SGoF (Nn(α)) declared 428 genes as differentially
expressed; this amount decreased to 412 when applying its conservative version N∗n(α) de Un˜a-
A´lvarez (2012). Application of basic Bayesian SGoF with non-informative (uniform) prior resulted
also in 412 nulls rejected. These findings are in agreement with the relationship between Bayesian
SGoF and conservative frequentist SGoF for large sample sizes discussed before (see the Example
in Section 4.1). To understand why Bayesian SGoF quotes a smaller number of effects compared
to Nn(α) note that, by using the beta-normal approximation lα(pi,
→x ) ≈ E(θ|→x )−
√
V(θ|→x )zα and
since E(θ|→x )= (1+nXn)/(2+n) and V(θ|→x )≈Xn(1−Xn)/n as n→∞, we have (lα(pi,→x )> γ provided)
Nn(α)−Nbn(α) ≈ n(Xn −E(θ|→x ))+
p
n
[√
nV(θ|→x )−√γ(1−γ)]zα+1 (4.17)
≈ n 2Xn −1
2+n +
p
n
[√
Xn(1−Xn)−
√
γ(1−γ)
]
zα, (4.18)
the second term being dominant and positive as long as γ<Xn < 1−γ (as it happens in this case).
Therefore, variance is the main responsible for the different results.
The mean of the posterior distribution of θ is 0.1912, while a 95% (Bayesian) credible interval
for θ is Ic = (0.1779,0.2052). The posterior probability of H0 : θ = γ for uniform pi(θ) and default
priors P0 = P1 = 1/2 is P(H0|→x )= 8.50×10−173. A lower bound for P(H0|→x ) based on the very default
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4.4 Discussion and main conclusions
In this chapter, Sequential Goodness-of-Fit (SGoF) multiple testing procedure has been considered
under the Bayesian paradigm. This has two important consequences in the method’s application
and interpretation of results. First, since SGoF involves a pre-testing of a point null hypothesis
(’the proportion θ of p-values falling below threshold γ is γ’), the differences between Bayesian and
frequentist viewpoints in such setting play a role. To be brief, Bayesian hypotheses testing for point
nulls is based on the conditional probability that the null is true, given the sampling information;
and this is a conservative criterion when compared to frequentist p-values (as those used by
classical SGoF). Indeed, frequentist p-values are seen as a wrong way to measure significance in
Bayesian inference Berger and Delampady (1987). In practice, this implies that SGoF method
relying on a Bayesian pre-test will accept the absence of features in situations when classical SGoF
detects signal. Second, when the complete null of no effects is rejected, Bayesian SGoF proceeds
by constructing a credible interval for the ’excess of significant cases’ when counting p-values below
threshold γ, τn(θ) = n(θ−γ); this interval is directly obtained from the posterior distribution of
θ. The analogue of this in the classical frequentist setting is a (frequentist) confidence interval.
Again, in practice this results in that Bayesian SGoF declares a smaller amount of features when
compared to its frequentist counterpart. These relative properties of Bayesian and frequentist
versions of SGoF have been investigated by simulations and real data applications.
Regarding the interpretation of the results, it should be noted that Bayesian inference is based
on a conditional analysis. That is, results are valid for all the situations with the same strength
of evidence as the actual data →x . For example, when a pre-test is performed and the researcher
rejects the complete null H0 whenever P(H0|→x )< α, then it is guaranteed a Type I error rate of α
for samples with the very amount of evidence of →x . Similarly, credible intervals for τn(θ) should
only be interpreted conditionally on →x . Unlike Bayesian inference, classical (frequentist) methods
aim to ensure error bounds when averaging the results over all the possible samples, but often
they say no much when the interest is restricted to the actual sampling information.
The provided simulations and real data applications have demonstrated that, when the number
of tests under consideration (n) is large, Bayesian procedure mimics the conservative version of
classical SGoF, N∗n(α), at least when summarizing its results along a number of Monte Carlo trials.
This is not surprising, since the prior information in which Bayesian inference is based on is less
and less relevant as the sample size (n) grows. Still, there is an important drawback behind the
application of classical SGoF (Nn(α) or N∗n(α)): the underlying assumption of independence among
the tests. This assumption is often violated in practice. Even if one does not like very much a
Bayesian approach, it is true that the randomness of θ in the Bayesian setting induces (and hence
allows for) a pairwise correlation between the indicators Xi = I{pi≤γ}. In practice, a Bayesian pre-test
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for H0 : θ= γ will allow for correlated indicators under the alternative H1 : θ∼ pi(θ); the researcher
may then include a guess for the correlation degree in the prior density pi(θ), the natural location
of pi(θ) being the null value θ = γ otherwise. This flexibility to cope with the correlated setting
is not shared by frequentist SGoF; although some extensions of classical SGoF for dependent
tests have been proposed de Un˜a-A´lvarez (2012); Mart´ınez-Camblor (2014), a number of practical
issues are still unsolved. Bayesian SGoF preserves the pleasant properties of classical SGoF (e.g.
large statistical power) while permitting the existence of dependences. In particular, the number
of significant features selected by Bayesian SGoF for Neuhaus data (or for Hedenfalk data), see
Section 4.3, is larger than that of FDR-based methods.
The usual criticism against the application of Bayesian methods is their dependence on the
prior information. However, it should be mentioned that a Bayesian analysis may be quite ob-
jective when based on default priors (such as a prior probability of 1/2 for the complete null)
and non-informative prior densities for θ (pi(θ) = 1). For the Bayesian pre-test, objective choices
for pi(θ) have been largely discussed in the literature (e.g. Berger and Delampady, 1987), so these
concerns may be reasonably solved. Summarizing, the Bayesian perspective over SGoF method
have a number of advantages and no visible inconvenient, and it seems to be a promising way to
look for significance in the setting of multiple comparisons.
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In this chapter we introduce the package sgof (version 2.0.2) which implements, for the first
time in R, the SGoF-type methods (Carvajal-Rodr´ıguez et al., 2009; de Un˜a-A´lvarez, 2011) for
multiple hypothesis testing, which have been proved to be more powerful than FDR and FWER
based methods in certain situations (see Chapter 1). This package includes Binomial and Con-
servative SGoF and the Bayesian and Beta-Binomial SGoF multiple testing procedures, which
are adaptations of original SGoF method to the Bayesian setting and to possibly correlated tests,
respectively. sgof package also implements the Benjamini and Hochberg (1995) and Benjamini
and Yekutieli (2001) false discovery rate controlling procedures for completeness. Users can easily
obtain from this package a complete list of results of interest in the multiple testing context. For
each method the package provides (among other things) the number of rejected null hypotheses,
estimation of the corresponding FDR, and the set of adjusted p-values. Some automatic plots of
interest are implemented too.
The rest of the chapter is organized as follows. In Section 5.1 we make a review of some
existent software for solving multiple testing problems. In Section 5.2 we detail the different
methods included in the package and some methodological background. In Section 5.3 the sgof
package is described and its usage is illustrated through the analysis of two real data sets. Finally,
Section 5.4 contains the main conclusions of this chapter.
The contents of this chapter are mainly based on Castro-Conde and de Un˜a-A´lvarez (2014b).
5.1 Existing software review
The original SGoF procedure (Carvajal-Rodr´ıguez et al., 2009) is also implemented in the GNU
software SGoF+ (Carvajal-Rodr´ıguez and de Un˜a-A´lvarez, 2011), see http://webs.uvigo.es/
acraaj/SGoF.htm, while a MATLAB version was developed by Garth Thompson from M.I.N.D.
Lab, Georgia Institute of Technology and Emory University. However, none of these tools work
within R, nor they include the several existing corrections of SGoF for dependent tests. These
limitations are overcome by sgof.
Bioconductor software (Gentleman et al., 2004) provides tools for the analysis and compre-
hension of high-throughput genomics data. Bioconductor uses the R statistical programming
language (R Core Team, 2014) and is open source and open development. It has two releases each
year, 671 software packages, and an active user community. Some of the tools of Bioconductor
related to multi-testing methods are the following.
1. The qvalue package (Dabney and Storey, 2014) takes the list of p-values and estimates their
q-values. The q-value of a test measures the proportion of false positives incurred when that
5.2. Methodology 75
particular test is called significant. Various plots are automatically generated, allowing one
to make sensible significance cutoffs.
2. The HybridMTest package (Pounds and Fofana, 2011) performs hybrid multiple testing that
incorporates method selection and assumption evaluations into the analysis using empirical
Bayes probability estimates obtained by Grenander density estimation.
3. The multtest package (Pollard et al., 2005) performs non-parametric bootstrap and per-
mutation resampling-based multiple testing procedures (including empirical Bayes methods)
for controlling the family-wise error rate, generalized family-wise error rate, tail probability
of the proportion of false positives, and false discovery rate. Results are reported in terms of
adjusted p-values, confidence regions and test statistic cutoffs. The procedures are directly
applicable to identifying differentially expressed genes in DNA microarray experiments.
Other R packages for multi-testing problems include the following.
1. The mutoss package (MuToss Coding Team (Berlin 2010) et al., 2012) is designed to the
application and comparison of multiple hypotheses testing procedures like the LSL method
presented in Hochberg and Benjamini (1990) or Storey et al. (2004) adaptive step-up pro-
cedure.
2. The multcomp package (Hothorn et al., 2008) performs simultaneous tests and confidence
intervals for general linear hypotheses in parametric models, including linear, generalized
linear, linear mixed effects and survival models.
3. The stats package (R Core Team, 2014) includes the function p.adjust which, given a set
of p-values, returns adjusted p-values using one of several methods like holm (Holm, 1979),
hochberg (Hochberg, 1988), hommel (Hommel, 1988) and BH (Benjamini and Hochberg,
1995).
4. The locfdr package (Efron et al., 2011) that computes local false discovery rates.
5.2 Methodology
5.2.1 SGoF multiple testing procedure
The sgof package implement the different SGoF-type methods described in Chapters 1 to 4,
namely: Binomial SGoF (Binomial.SGoF() function), Conservative SGoF (SGoF() function),
Bayesian SGoF (Bayesian.SGoF() function) and Beta-Binomial SGoF (BBSGoF() function).
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5.2.2 FDR-controlling procedures
The sgof package also includes the well-known and widely used BH (Benjamini and Hochberg,
1995) and BY (Benjamini and Yekutieli, 2001) (strong) FDR-controlling procedures.
The Benjamini-Hochberg step-up method proceeds as follows:
1. For a given α, let j be the largest i for which p(i ) ≤ i
n
α, where p(1) ≤ p(2) ≤ ...≤ p(n) are the
ordered p-values.
2. Then reject (i.e., declare as effects) all H0(i ) for i = 1,2, . . . , j , where H0(i ) is the null hypothesis
attached to p(i ).
Benjamini and Yekutieli (2001) introduced an alternative procedure (termed BY in this chap-
ter) which ensures FDR strong control even when the tests are positively dependent. BY proceeds
similarly to BH but replacing p(i ) ≤ i
n
α by p(i ) ≤ i
n
n∑
1=1
1/i
α in Step 1 above. Obviously, this results
in a more conservative decision on the number of non-true nulls.
5.2.3 Adjusted p values
A very important concept in the multiple testing context is that of adjusted p-value. The adjusted
p-value p˜i , for null hypothesis H0i with p-value pi , is the smallest level of the multiple testing
procedure at which H0i is still rejected. Adjusted p-values for the Binomial SGoF method were
introduced in Chapter 3 by linking the significance threshold γ and the level at which the binomial
test is performed, α .
Adjusted p-values for the other SGoF-type methods may be defined in the same way. Note that,
however, this definition entails the searching for an infimum, which may be very computationally
intensive, particularly when n is large. In order to speed up the procedure, we approximate the
infimum by a minimum over the set of original p-values: α ∈ {p1, ...,pn}. Interestingly, in Chapter
3 we prove that this simplification does not induce any real changing in the definition of the
adjusted p-values for Binomial SGoF (since the infimum is attained on the set of p-values). For
other methods there is no such result but a sufficiently good approximation is expected as the
number of tests grow. Regarding the interpretation of the p˜i ’s note that, when an adjusted p-value
is smaller than or equal to u, then it is known that there exists η≤ u such that the corresponding
SGoF-type method based on γ = α = η rejects the null; this does not imply by force that the
null will be also rejected at level u since the number of rejections of SGoF-type methods is an
5.3. Package sgof in practice 77
increasing-decreasing function of the significance threshold. An exception to this is the majorant
version of SGoF. See Chapter 3 for more details.
On the other hand, the adjusted p-values of the BH and BY methods are defined, respectively,
as follows (Dudoit and van der Laan, 2008):
p˜BHi ≡minh∈[i ,...,n]{min{nh pi ,1}} i = 1, ...,n,
p˜BYi ≡minh∈[i ,...,n]{min{(
n∑
1=1
1
i )
n
h pi ,1}} i = 1, ...,n.
In this case, the adjusted p-value gives information about the minimum possible FDR when
declaring it as a true effect.
5.3 Package sgof in practice
As mentioned, the sgof package implements different procedures for solving multiple testing prob-
lems. This section illustrates the usage of sgof by describing its main features and by analyzing
two real data sets. The first dataset refers to a situation in which the number of tests (n) is small;
the tests correspond to a sequence of 11 p-values coming from a study of the neuropsychologic
effects of unidentified childhood exposure to lead performances between two groups of children.
The second example of application is related to a high-dimensional setting where more than 3,000
tests are performed, corresponding to the comparison of mean gene expression levels in two groups
of patients. This second data set is included in the sgof package as Hedenfalk. The new pack-
age implements for the first time the four SGoF-type methods which have been reviewed in the
previous chapters.
The sgof package includes six functions: Binomial.SGoF, SGoF, Bayesian.SGoF, BBSGoF,
BH and BY. All of the six functions estimate the false discovery rate (FDR) by the simple method
proposed by Dalmasso et al. (2005) (see Chapter 3). The structure and performance of the six
functions are summarized below. More information is available from sgof manual:
http://cran.r-project.org/web/packages/sgof/sgof.pdf.
Table 6.3 shows a list of the arguments in the six functions. It should be noted that only the
argument u (the vector of p-values) is a required argument since the other ones have a default
value. This is the reason why all the functions make arguments control, that is, if the user
forgets to write the argument u, the function will return the next message: “data argument is
required”. Moreover, in the event the user chooses the option adjusted.pvalues=TRUE in the
function BBSGoF() and forgets to write the argument blocks, then this function will return the
next message: “blocks argument is required to compute the Adjusted p-values”. Note also that
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Table 5.1: Arguments of the six functions of sgof package
BH() and BY() arguments
u The (non-empty) numeric vector of p-values
alpha Numerical value. The significance level of the metatest. Default is alpha=0.05
Binomial.SGoF(), SGoF(), Bayesian.SGoF() and BBSGoF() arguments
u The (non-empty) numeric vector of p-values
alpha Numerical value. The significance level of the metatest. Default is alpha=0.05
gamma Numerical value. The p-value threshold, so the SGoF-type method looks for
significance in the amount of p-values below gamma. Default is gamma=0.05
Bayesian.SGoF() arguments
P0 Numerical value. The a priori probability of the null hypothesis. Default is P0=0.5
a0 Numerical value. The first parameter of the a priori beta distribution. Default is a0=1
b0 Numerical value. The second parameter of the a priori beta distribution. Default is b0=1
BBSGoF() arguments
kmin Numerical value. The smallest allowed number of blocks of correlated tests. Default is kmin=2
kmax Numerical value. The largest allowed number of blocks of correlated tests. Default is
kmax = min(length(u)/10, 100)
tol Numerical value. The tolerance in model fitting. Default is tol=10. It allows for a
stronger (small tol) or weaker (large tol) criterion when removing poor fits of the
beta-binomial model. When the variance of the estimated beta-binomial parameters
for a given k is larger than tol times the median variance along k=kmin,...,kmax, the
particular value of k is discarded
adjusted.pvalues Logical. Default is FALSE. If TRUE, the adjusted p-values are computed
blocks Numerical value. The number of existing blocks in order to compute the adjusted p-values
kmax should be larger than kmin and smaller than the number of test n (if the number of blocks
is n then one is assuming indeed independence and we should rather use SGoF() instead of
BBSGoF()), otherwise BBSGoF() will return the next messages: “Error in BBSGoF(u) : kmax
should be larger than kmin” and “Error in BBSGoF(u, kmax = n) : kmax should be lower than
n”, respectively. Finally, note that BBSGoF() usually returns a warning message indicating which
blocks k are removed because they provided negative or atypical variance estimates. The set of
removed blocks depends on the parameter tol which allows for a stronger or weaker criterion when
removing poor fits of the beta-binomial model.
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Table 5.2: Summary of the results reported by the six functions of sgof package.
∗ Bayesian.SGoF() does not compute the adjusted p-values.
Binomial.SGoF(), SGoF(), Bayesian.SGoF(), BBSGoF(), BH() and BY()
Rejections The number of declared effects
FDR The estimated false discovery rate
Adjusted.pvalues The adjusted p-values∗
BBSGoF()
effects A vector with the number of effects declared by BBSGoF() for each value of k
SGoF The number of effects declared by SGoF()
automatic.blocks The automatic number of blocks
deleted.blocks A vector with the values of k for which the model gave a poor fit
n.blocks A vector with the values of k for which the model fitted well
p The average ratio of p-values below gamma
cor A vector with the estimated within-block correlation
Tarone.pvalues A vector with the p-values of Tarone’s test for no correlation
Tarone.pvalue.auto The p-values of Tarone’s test for the automatic k
beta.parameters The estimated parameters of the β(a,b) model for the automatic k
betabinomial.parameters The estimated parameters of the Betabinomial(p,rho) model for the automatic k
sd.betabinomial.parameters The standard deviation of the estimated parameters of the
Betabinomial(p,rho) model for the automatic k
Bayesian.SGoF()
Posterior The posterior probability that the complete null hypothesis is true considering the
prior information a0, b0 and P0
s The amount of p-values falling below gamma
s.alpha Critical point at level alpha of the Bayesian pre-test for the complete null depending
on P0
On the other hand, Table 6.4 shows a summary of the results given by each of the functions. It
can be seen that the number of rejections and the estimation of the FDR are a common returned
value whereas the adjusted p-values are computed by every function except by Bayesian.SGoF().
Moreover, the Bayesian.SGoF() function also computes the posterior probability that the complete
null hypothesis is true, based on the default a priori probabilities P0 = P1 = 1/2 and the non-
informative prior pi(θ)= 1 (unless otherwise is indicated), as well as the amount of p-values falling
below gamma (s) and the critical point at level alpha for the Bayesian pre-test for the complete
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null (s.alpha). Finally, the BBSGoF() function also computes some parameters of interest like
(among others) a vector with the number of effects declared by BBSGoF() for each value of k
(effects), the automatic number of blocks (automatic.blocks), a vector with the values of k for
which the model fitted well (n.blocks), a vector with the estimated within-block correlation (cor),
a vector with the p-values of Tarone’s test for no correlation (Tarone.pvalues), and the estimated
parameters of the β(a,b) and Betabinomial(p,rho) models for the automatic k.
Finally, sgof package implements three different methods for the Binomial.SGoF, SGoF, BBS-
GoF, BH and BY classes. The print method which prints the corresponding object in a nice way,
the summary method which prints a summary of the main results reported, and the plot method
which provides a graphical representation of the adjusted p-values versus the original ones; and, in
the case of BBSGoF(), four more plots of interest: the fitted beta density, the Tarone’s p-values,
the number of effects, and the within-block correlation for each particular number of blocks in the
grid (except the deleted ones). As an exception, the Bayesian.SGoF class has not a plot method
since the adjusted p-values given by the Bayesian SGoF procedure are not computed.
5.3.1 Small number of tests: Needleman data
Needleman et al. (1979) compared various psychological and classroom performances between two
groups of children in order to study the neuropsychologic effects of unidentified childhood exposure
to lead. For illustration of sgof, we will focus on the family of endpoints corresponding to the
teacher’s behavioral ratings. Table 6.5 shows the original p-values as well as the adjusted p-values
reported by the BH() and Binomial.SGoF() functions. Note that tied p-values are present in this
data set; in particular, it is clear than one would reject 3, 5, 6, 9, 10 or 11 nulls, depending on
the level. On the other hand, there are 9 p-values below 0.05, which is greater than the expected
amount under the complete null (0.55).
We will use Needleman p-values (which are incorporated in the vector object u) to illustrate
the performance of the BH(), Binomial.SGoF() and Bayesian.SGoF() functions, using default ar-
guments values. SGoF() and BBSGoF() are not applied in this case because these are asymptotic
methods and here the sample size is small (n = 11).
The first step to analyze Neddleman data is to load the sgof package by using the code line:
library(sgof). We start then by applying the BH() function:
R> m1<-BH(u)
R> summary(m1)
Call:
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Table 5.3: Needleman data.
Adjusted p-values
p-values BH Binomial.SGoF
Distractible 0.003 0.011 0.010
Does not follows sequence of directions 0.003 0.011 0.010
Low overall functioning 0.003 0.011 0.010
Impulsive 0.010 0.022 0.050
Daydreamer 0.010 0.022 0.050
Easily frustrated 0.040 0.061 0.050
Not persistent 0.050 0.061 1.000
Dependent 0.050 0.061 1.000
Does not follow simple directions 0.050 0.061 1.000
Hyperactive 0.080 0.088 1.000
Disorganized 0.140 0.140 1.000
BH(u = u)
Parameters:
alpha= 0.05
$Rejections
[1] 5
$FDR
[1] 9e-04
$Adjusted.pvalues
>alpha <=alpha
6 5
The output of the summary shows that the BH procedure with 5% of FDR control is rejecting
5 null hypotheses (corresponding with the fifth smallest p-values) with a estimated FDR of 0.09%.
Besides, the summary indicates that there are five adjusted p-values falling below alpha, which is
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by force the case. If we apply the BY procedure to this set of p-values we obtain a number of
rejections (3) smaller than that given by BH, something expected since BY takes the dependence
into account.
R> BY(u)$Rejections
[1] 3
Now, we illustrate the usage of the Binomial.SGoF() function:
R> m2<-Binomial.SGoF(u)
R> summary(m2)
Call:
Binomial.SGoF(u = u)
Parameters:
alpha= 0.05
gamma= 0.05
$Rejections
[1] 6
$FDR
[1] 0.0031
$Adjusted.pvalues
>gamma <=gamma
5 6
In this case, the summary indicates that the default Binomial SGoF procedure (α= γ= 0.05)
declares six effects (estimated FDR of 0.31%), which represents one rejection more than the BH
method. We should also point out that, in this example, the number of adjusted p-values below
gamma is equal to the number of rejections, which will not the case in general (recall that the
number of rejections of SGoF is an increasing-decreasing function of γ). When an adjusted p-value
is smaller than the threshold γ, what one actually knows is that there exists some γ′ ≤ γ such that
the corresponding null H0i is rejected by SGoF at level α′ = γ′.
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a0= 1
b0= 1
$Rejections
[1] 6
$FDR
[1] 0.0031
$Posterior
[1] 0
$s
[1] 9
$s.alpha
[1] 5
By using the Bayesian.SGoF() function one obtains the same number of declared effects and
estimated FDR as those reported by Binomial SGoF procedure. Besides, the summary of the
Bayesian.SGoF object shows that, while there are nine original p-values falling below gamma,
the critical point at level alpha for the Bayesian pre-test is five, which is lower than s as ex-
pected (if s.alpha > s then Bayesian SGoF would have accepted the complete null). Besides, the
posterior probability that the complete null is true is zero. By choosing the default values of
Bayesian.SGoF() one considers as non-informative pi(θ) the uniform density in the [0,1] interval.
When there is a priori information on this distribution then the arguments a0 and b0 may be
used to include such information. Below we provide the results when choosing a0=2 and b0=8,
which corresponds to a β(2,8) distribution with mean 0.2 (the mean of the default distribution is
0.5). It is seen that this election leads, accordingly, to a fewer number of rejections (3). Note that
s.alpha is not depending on a0 and b0.
R> m32<-Bayesian.SGoF(u,a0=2,b0=8)
R> summary(m32)
Call:
Bayesian.SGoF(u = u, a0 = 2, b0 = 8)
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Parameters:
alpha= 0.05
gamma= 0.05
P0= 0.5
a0= 2
b0= 8
$Rejections
[1] 3
$FDR
[1] 5e-04
$Posterior
[1] 0
$s
[1] 9
$s.alpha
[1] 5
Now, by choosing P0=0.2 to represent a small a priori probability that the complete null is
true, one obtains the same number of rejections but the lower bound of the Bayesian pre-test
changes (it depends on P0 but not on a0 or b0 ), being s.alpha=3. That is, if the number of
existing p-values below gamma were 4 (rather than 9), the complete null would be rejected with
P0=0.2 but not with the default option P0=0.5. This means that, by choosing a lower a priory
probability, P0, Bayesian SGoF is more likely to reject the complete null hypothesis.
R> m33<-Bayesian.SGoF(u,a0=2,b0=8,P0=0.2)
R> summary(m33)
...
$Rejections
[1] 3
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$FDR
[1] 5e-04
$Posterior
[1] 0
$s
[1] 9
$s.alpha
[1] 3
In order to illustrate how some of these results change when changing the value for the argument
alpha, we apply Binomial.SGoF(), Bayesian.SGoF(), BH() and BY() functions to Needleman
data with alpha=0.01. While the number of rejections reported by the Binomial SGoF procedure
remains the same, Bayesian SGoF becomes more conservative declaring one less effect. Stronger
consequences are found for BH and BY procedures, which are unable to find any effect with such
a restrictive FDR level.
R> Binomial.SGoF(u,alpha=0.01)$Rejections
[1] 6
R> Bayesian.SGoF(u,alpha=0.01)$Rejections
[1] 5
R> BH(u,alpha=0.01)$Rejections
[1] 0
R> BY(u,alpha=0.01)$Rejections
[1] 0
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5.3.2 A high-dimensional setting: Hedenfalk data
As an illustrative example of a high-dimensional setting with dependent tests, we consider the
micro array study of hereditary breast cancer of Hedenfalk et al. (2001). This set of 3,170 p-values
is included in sgof package as Hedenfalk.
The first step to analyze Hedenfalk data is to load the package and the data set. To do so, we
use the next code lines:
R> library(sgof)
R> u=Hedenfalk$x
Here we use the Hedenfalk data to illustrate the BY() and BBSGoF() functions which are
suitable because these p-values present a positive dependence (de Un˜a-A´lvarez, 2012). We also
perform the SGoF(), Binomial.SGoF() and Bayesian.SGoF() functions to compare the results.
Starting with the BY() function (with default argument α= 0.05):
R> m4<-BY(u)
R> summary(m4)
Call:
BY(u = u)
Parameters:
alpha= 0.05
$Rejections
[1] 0
$FDR
[1] 0
$Adjusted.pvalues
>alpha
3170
The output of the summary indicates that the Benjamini and Yekutieli FDR controlling pro-
cedure (with a FDR of 5%) does not declare any effect and accordingly, all the adjusted p-values
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reported are greater than alpha. In fact, the smallest adjusted p-value for this method is 0.0864
which means that, to find at least one effect, a FDR greater than 8% should be allowed for.
When applying the BBSGoF() function to the Hedenfalk data and printing the results (saved
in the m5 object), a warning alerts the user that blocks 2, 3, 4, 5, 6, 7, 8, 9, 11, 15, and 19 have
been removed because they provided negative or atypical variances (see output below). We see
that BBSGoF procedure rejects 393 nulls. In this case, we have chosen the option adjusted.pvalues
= T in order to compute the adjusted p-values with blocks = 13 (the automatic number of blocks
obtained in a preliminary application of the same function). Following this, we can use again the
summary method to obtain more relevant information. The summary of the m5 object indicates
that BBSGoF’s decision entails an estimated FDR of 12.96%. Moreover, this summary reports
the automatic number of blocks, 13, corresponding to the minimum number of declared effects
(searching from kmin=2 to kmax=100 ), as well as the p-value of the Tarone test of no correlation
for this number of blocks (5e − 04), and the parameters of the fitted beta and beta-binomial
distributions.
R> m5<-BBSGoF(u, adjusted.pvalues = T, blocks = 13)
R> m5
Call:
BBSGoF(u = u, adjusted.pvalues = T, blocks = 13)
Parameters:
alpha= 0.05
gamma= 0.05
kmin= 2
kmax= 100
Warning:
Blocks 2 3 4 5 6 7 8 9 11 15 18 19 have been removed because they provided negative or
atypical variances.
Rejections:
[1] 393
R> summary(m5)
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...
$Rejections
[1] 393
$FDR
[1] 0.1296
$Adjusted.pvalues
>gamma <=gamma
2777 393
$Tarone.pvalue.auto
[1] 5e-04
$beta.parameters
[1] 35.0405 148.4139
$betabinomial.parameters
[1] 0.1910 0.0054
$sd.betabinomial.parameters
[1] 0.0106 0.0038
$automatic.blocks
[1] 13
Figure 5.2 depicts the graphics obtained when using the plot method. In the upper left plot, the
p-values of Tarone test are depicted. It can be seen that there are many p-values falling below 0.05,
thus suggesting a trend of positive correlation. In the upper right plot, the within-block correlation
for each number of blocks is displayed. In the middle left plot the beta density is reported,
whereas the middle right plot shows the number of effects declared for each possible number of
existing blocks. The dashed line represents the number of effects declared by Conservative SGoF.
Roughly, it is seen that the number of declared effects tends to increase with the number of blocks,
accordingly to the weaker dependence structure. Finally, last plot in Figure 5.2 represents the
adjusted p-values versus the original ones (for the default ajusted.pvalues=FALSE this last plot
is not displayed).
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increase or decrease.
> m61<-SGoF(u,gamma=0.1)
> m61
Call:
SGoF(u = u, gamma = 0.1)
Parameters:
alpha= 0.05
gamma= 0.1
Rejections:
[1] 510
> sum(m61$Adjusted.pvalues<=m61$gamma)
[1] 520
> m62<-SGoF(u,alpha=0.1)
> m62
Call:
SGoF(u = u, alpha = 0.1)
Parameters:
alpha= 0.1
gamma= 0.05
Rejections:
[1] 420
> sum(m62$Adjusted.pvalues<=m62$gamma)
[1] 412
Finally, by applying Binomial.SGoF() ( m7 ) and Bayesian.SGoF() ( m8 ) functions to Heden-
falk data one obtains 427 and 413 rejections, respectively. Binomial SGoF rejects more nulls than
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Conservative SGoF does (427 vs. 412), as expected, since the first method estimates the variance
under the complete null of no effects. On the other hand, Bayesian SGoF reports approximately
the same number of effects than Conservative SGoF, which will be generally the case with a large
number of tests. Note that, as n grows, the prior information becomes less relevant and the
Bayesian SGoF approaches its frequentist counterpart.
> m7<-Binomial.SGoF(u)
> m7
Call:
Binomial.SGoF(u = u)
Parameters:
alpha= 0.05
gamma= 0.05
Rejections:
[1] 427
> m8<-Bayesian.SGoF(u)
> m8
Call:
Bayesian.SGoF(u = u)
Parameters:
alpha= 0.05
gamma= 0.05
P0= 0.5
a0= 1
b0= 1
Rejections:
[1] 413
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5.4 Discussion and main conclusions
In this chapter we have introduced the sgof package which implements in R for the first time
SGoF-type multi-testing procedures; the classical FDR-controlling step-up BH and BY procedures
are also included. We have reviewed the definition of the several methods and discuss their
relative advantages and disadvantages, and how they are implemented. Guidelines to decide
which method is best suited to the data at hand have been given. Specifically, if the tests are
independent, Binomial SGoF is recommended, with the possibility of using Conservative SGoF
when the number of tests is moderate to large. On the other hand, BB-SGoF is suitable for serially
dependent tests, while Bayesian SGoF allows for a stronger dependence structure with pairwise
correlation depending on the user’s a priori information. Finally, BH (independent tests) and
BY (dependent tests) methods are indicated when the aim is to strongly control for the expected
proportion of false discoveries. sgof has been illustrated in practice by analyzing two real well-
known data sets: Needleman data (Needleman et al., 1979) and Hedenfalk data (Hedenfalk et al.,
2001). Summarizing, it has be shown that sgof package is very user-friendly and it is hoped
that it serves the community by providing a simple and powerful tool for solving multi-testing
problems.
Remark: the sgof package has been recently updated to version 2.1.1 and version 2.2 is
going to be available soon. sgof 2.2 is going to include a function called “Discrete SGoF” for
implementing the multiple test procedure with the same name where the FDR is estimated using
the estimator in Pounds and Cheng (2006) (see Chapter 6).
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In many modern applications (multiple hypotheses of no association between drugs and adverse
events, genome wide association studies) the sampling distribution of the test statistics are discrete.
However, classical multiplicity adjustments are very conservatives in this setting (Heller and Gur,
2012). This fact has motivated the incorporation of the discreteness to the multiple testing
procedures. See for example Westfall and Wolfinger (1997); Heller and Gur (2012) or Gutman
and Hochberg (2007).
In this chapter we revisit the original SGoF procedure in the discrete context, develop an im-
proved procedure for discrete test statistics and compare the performance of both methods with
the well known Benjamini and Hochberg (1995) FDR-controlling procedure. The chapter is organ-
ised as follows. First we present some definitions and theoretical results regarding original SGoF
and its adaptation to discreteness (Section 6.1). In Section 6.2 we describe some computational
aspects about the implementation of the Discrete SGoF method introduced, whereas in Section
6.3 we illustrate the usage and performance of this multiple test procedure using a real data set.
Next, we carry out a simulation study (Section 6.4) and, finally, the chapter concludes with a
discussion.
This chapter is mainly based on Castro-Conde et al. (2014).
6.1 Discrete SGoF: definition and properties
In this section we provide some general definitions, review the original SGoF multiple test proce-
dure and introduce a new SGoF-type method for discrete data. We use a different notation than
in previous chapters but it is self-contained.
Recall that for a fixed threshold γ ∈ (0,1) and p-values PV1, ...,PVm (viewed as random variables)
with distribution functions G1, ...,Gm under the complete null hypothesis, the SGoF test-statistic
(Carvajal-Rodr´ıguez et al., 2009) is given by Tγ =Tγ(PV1, ...,PVm)=
m∑
i=1
I{PVi≤γ}. If m and Fm denote
the number of tests and the empirical distribution function of the observed p-values, respectively,
we have the identity tγ =mFm(γ), where tγ denotes the observed value of the test statistic.
The SGoF procedure works by comparing the observed value tγ of Tγ with the (1−α)-quantile
of the Tγ distribution. If PV1, ...,PVm are U(0,1) independent and identically distributed under the
complete null hypothesis, then it holds Tγ ∼ Bin(m,γ) and therefore the quantiles of the Bin(m,γ)
distribution represent valid critical constants (providing weak control of the FWER) for testing
the complete null hypothesis. Recall the following definition:
Definition 6.1 (Original SGoF). We define the SGoF procedure as the rule rejecting the complete
null hypothesis when tγ ≥ bm,α(γ), where bm,α(γ) is the (1−α)-quantile of the binomial distribution
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with parameters m and γ. Then, the null hypotheses corresponding to the Nm,α(γ)= tγ−bm,α(γ)+1
smallest p-values are rejected.
The distribution of the SGoF statistic can also be represented in terms of order statistics.
Remark 6.1. For γ ∈ (0,1] and k ∈ {0, . . . ,m} we have
P(Tγ ≥ k)= P(PV(k) ≤ γ)
where PV(1) ≤ . . .≤ PV(m) are the ordered p-values.
While the p-values of continuous tests statistics are known to be uniformly distributed under
the complete null hypothesis, see Lehmann and Romano (2006), this needs not to be the case for
discrete tests statistics. Thus the question arises, whether the original SGoF procedure is still
valid, if the p-values are non-uniformly distributed. To investigate this, we first recall the notion
of stochastically ordered random variables, see Shaked and Shanthikumar (2007).
Definition 6.2 (Stochastic ordering). Let X an Y be two random variables such that
P(Y ≤ x)≤ P(X ≤ x) for all x ∈R.
Then Y is said to be larger than X in the usual stochastic order (denoted by Y ≥st X).
Thus Y ≥st X means that Y is less likely than X to take on small values, where“small”means any
value less than or equal to x ∈R. We introduce the following standard requirement (cf. Lehmann
and Romano, 2006) for p-values.
Assumption 6.1. For any true hypothesis H0i we assume that PVi ≥st U(0,1), i.e. Gi (u)≤ u for
all u ∈ (0,1).
Now we show that the original SGoF procedure still provides weak control for the FWER
under Assumption 6.1.
Proposition 6.1. Let PV1, ...,PVm independent and P˜V1, ..., P˜Vm independent with P˜Vi ≤st PVi for
i = 1, ...,m.
a) Then we have Tγ(PV1, ...,PVm)≤st Tγ(P˜V1, ..., P˜Vm)
b) If Assumption 6.1 holds true for PV1, ...,PVm we have Tγ(PV1, ...,PVm)≤st Bin(m,γ). In particu-
lar, this implies that the original SGoF procedure (from Definition 6.1) provides weak control
of FWER under independence.
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Proof 6.1. a) Using Theorem 4.4.1 in David and Nagaraja (2004) we obtain that P˜V(k) ≤st
PV(k), and therefore P(P˜V(k) ≤ γ) ≥ P(PV(k) ≤ γ). Then, using Remark 6.1 we conclude that
P(Tγ(P˜V1, ..., P˜Vm)≥ k)≥ P(Tγ(PV1, ...,PVm)≥ k) for every integer k , that is, Tγ(PV1, ...,PVm)≤st
Tγ(P˜V1, ..., P˜Vm).
b) Let P˜V1, ..., P˜Vm ∼U(0,1) iid, under the complete null hypothesis. From part a) we have
Tγ(PV1, ...,PVm)≤st Tγ(P˜V1, ..., P˜Vm)
and by Definition 6.1 this implies
FWER= P (Tγ(PV1, ...,PVm)≥ bm,α(γ))
≤ P (Tγ(P˜V1, ..., P˜Vm)≥ bm,α(γ))≤ α
where the last equality follows from Tγ(P˜V1, ..., P˜Vm)∼Bin(m,γ). ä
Proposition 6.1 b) says that as long as Assumption 6.1 is valid, using original SGoF will
always provide weak control of FWER, i.e. original SGoF is always a conservative procedure.
However, since we are aiming for a powerful procedure, this conservatism may be undesirable
and also unnecessary. As it turns out, we can obtain a more powerful variant of the SGoF by
incorporating the exact distribution of the p-values. Our approach is similar in spirit to the one
used by Westfall and Wolfinger (1997). In order to describe the new procedure we introduce the
generalized binomial distribution (see e.g. Shorack and Wellner, 2009).
Definition 6.3 (Generalized binomial distribution). Let X1 ∼ Bin(1,pi1), ...,Xm ∼ Bin(1,pim) be in-
dependent Bernoulli random variables. Then S =
m∑
i=1
Xi ∼GBin(m,pi) is distributed according to the
generalized binomial distribution with probabilities pi= (pi1, ...,pim).
The generalized binomial distribution is also known as the Poisson binomial distribution (Hong,
2013a). It is a straightforward generalization of the usual binomial distribution, i.e. if pi1 = . . .=
pim = p then S ∼ Bin(m,p). This distribution has many applications in different areas such as
reliability, actuarial science, survey sampling, econometrics etc., see Hong (2013a) for more details.
An R package is available for computing the distribution function of this distribution, see Section
6.2.
If the individual success probabilities are uniformly bounded, the binomial distribution is
stochastically dominated by the generalized binomial distribution.
Remark 6.2. If pii ≤ γ for i = 1, . . . ,m then Bin(m,γ)≤st GBin(m,pi).
We can now define the proposed new SGoF procedure.
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Definition 6.4 (Discrete SGoF). We define the Discrete SGoF procedure (labelled as DSGoF) as
the rule rejecting the complete null hypothesis when tγ ≥ bGm,α(pi), where bGm,α(pi) is the (1−α)-quantile
of the generalized binomial distribution with parameters m and pi = (pi1, ...,pim), where pii = Gi (γ).
Then, the null hypotheses corresponding to the NDm,α(pi) = tγ − bGm,α(pi)+ 1 smallest p-values are
rejected.
Thus the only difference between the original SGoF and our new method consists of using the
quantiles of the generalized binomial distribution. If pi1 = . . .=pim = γ we recover the original SGoF
procedure.
When ties are present, it is desirable to prevent the researcher from making different decisions
for null hypotheses sharing the same (tied) p-value. To this end, the corrected number of rejec-
tions given by Discrete SGoF N˜Dm,α(pi)=max{mFm(pvi ) :mFm(pvi )≤NDm,α(pi)} is introduced, where
pv1, ...,pvm are the observed p-values.
Now we prove that the new Discrete SGoF procedure weakly controls the FWER at level α
and is more powerful than original SGoF if Assumption 6.1 holds.
Proposition 6.2. Let PV1, ...,PVm be independent rv’s with distribution functions G1, ...,Gm. For
γ ∈ (0,1), define pi= (pi1, ...,pim) with pii =Gi (γ).
a) Then the Discrete SGoF procedure from Definition 6.4 provides weak control of FWER.
b) Under Assumption 6.1 the Discrete SGoF procedure from Definition 6.4 rejects at least as
many hypotheses as the original SGoF procedure from Definition 6.1.
Proof 6.2. a) We have
FWER= P(Tγ(PV1, ...,PVm)≥ bGm,α(pi))≤ α
where the second equality follows from Tγ(PV1, ...,PVm)∼GBin(m,pi).
b) Under Assumption 6.1 we have pii ≤ γ and therefore Remark 6.2 implies bGm,α(pi)≤ bm,α(γ) and
Definitions 6.1 and 6.4 yield Nm,α(γ)≤NDm,α(pi). ä
The primary application of the Discrete SGoF procedure we have in mind and which is the
focus of this chapter, is the analysis of discrete test statistics. For such test statistics, Gi (γ)
may be considerably smaller than γ, allowing us to reject more hypotheses. We illustrate this
through applications in Sections 6.3. Statement a) in Proposition 6.2 generalizes the original
SGoF procedure in the sense that it allows us to dispense with Assumption 6.1 altogether and still
obtain a valid multiple testing procedure. As a potential application where Assumption 6.1 may
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be violated, let us mention the use of so-called mid-P values in discrete multiple tests as described
e.g. in Berry and Armitage (1995). A further generalization could be obtained straightforwardly
for the case of non-constant thresholds, i.e. with pii = Gi (γi ). Statement b) in Proposition 6.2
implies that, if Assumption 6.1 holds true and the pii ’s are not identical, then the Discrete SGoF
method will be more powerful than the original SGoF method.
6.2 Computational aspects
In this section we describe some computational aspects related to the implementation of the
Discrete SGoF method presented in the previous section.
6.2.1 Computing the quantiles of the generalized binomial distribution
The exact computation of the generalized binomial distribution function is a non-trivial task so
that the methods based on the Poisson and the normal approximation have often been used in
the literature. Hong (2013a) presented an exact formula for the cdf of the generalized binomial
distribution using the discrete Fourier transform. This approach along with some approximation
methods is implemented in the R package poibin, see Hong (2013b) for details. We use this
package to compute the quantiles bGm,α(pi) of the generalized binomial distribution in Definition
6.4. Concerning the use of approximate methods, Hong (2013a) recommends using the refined
normal approximation (RNA) described in Volkova (1996) when m > 2,000 because, in that case,
it can approximate the cdf well and is more computationally efficient. In Section 6.3.3 we compare
these methods for a concrete data set.
6.2.2 Computing adjusted p-values
In Chapter 3 we introduced a possible definition of adjusted p-values for original SGoF and
investigated their properties. Formally, this definition could also be used for the Discrete SGoF
method by taking α = γ and pi(α) = (G1(α), ...,Gm(α)). However, the arguments given in Castro-
Conde and de Un˜a-A´lvarez (2014a) depend crucially on the monotonicity of the mapping α 7→
bm,α(pi(α)). In the case of discrete p-values this needs no longer to be true. In Figure 6.1 we
present the 1−α quantiles of the generalized binomial distribution for the pharmacovigilance data,
which is analyzed in Section 6.3 in more detail. Clearly, this mapping is not monotone.
In addition, the numerical computation of that definition involves some difficulties because
replacing the unit interval in the definition by the set of original p-values is not a valid way to
obtain the vector of adjusted p-values.
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6.2.3 Estimating FDR for discrete data
Estimators of the FDR usually rely on estimating pi0, the proportion of true null hypotheses. For
the case of continuous and uniformly distributed p-values much work has been done to estimate pi0
and many methods are available. Some examples are e.g. the well-known Storey’s method (Storey,
2002), the method of Nettleton et al. (2006) and the simple procedure proposed by Dalmasso et al.
(2005) . When the p-values are discretely distributed, however, these estimations may fail to work
properly (Dickhaus et al., 2012). Although less work has been done on the estimation of pi0
for discrete p-values, several approaches have been proposed to remedy this problem, see e.g.
Dickhaus et al. (2012), Dialsingh (2012) and Bancroft and Nettleton (2009). In this chapter,
we use the estimator proposed by Pounds and Cheng (2006). They proposed an estimator pˆi0
of the proportion of true null hypotheses for each of four cases: (a) p-values are two-sided and
continuous, (b) p-values are two-sided and discrete, (c) p-values are one-sided and continuous and
(d) p-values are one-sided and discrete:
pˆi0 =

min(1,2pv) if (a), (b)
min(1,2a) if (c)
min(1,8a) if (d)
where,
pv = 1
m
m∑
i=1
pvi ,
a = 1
m
m∑
i=1
ai
and
ai = 2min{pvi ,1−pvi }
for each i = 1, ...,m.
Pounds and Cheng (2006) established several desirable properties for this estimator, including
conservative bias when pi0 is sufficiently small. Then, Pounds and Cheng (2006) proposed the
estimator
FDR= υˆ(p∗)
Fm(p∗)
(6.1)
for the FDR, where p∗ is the threshold p-value and
υˆ(p∗)=
pˆi0p
∗ if p∗ ≤ 1/2,
pˆi0
2 +Fm(p∗)−Fm(12 ) if p∗ > 1/2.
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This estimator is implemented in the function robust.fdr (http://www.stjuderesearch.org/
depts/biostats/documents/robust-fdr.R) and it is used in Section 6.3 in order to adapt the
‘SGoFicance figure’ (de Un˜a-A´lvarez and Carvajal-Rodr´ıguez, 2010) to the Discrete SGoF method,
where the estimated ‘FDR vs γ’ is displayed.
6.3 Empirical results
We revisit the pharmacovigilance data analysed by Heller and Gur (2012), to which we also refer
for more details. This data is derived from a database for reporting, investigating and monitoring
adverse drug reactions due to the Medicines and Healthcare products Regulatory Agency in the
United Kingdom. It contains the number of reported cases of amnesia as well as the total number
of adverse events reported for each of the 2,446 drugs in the database. Overall, there are 2,051
cases of amnesia. Heller and Gur (2012) investigated the association between reports of amnesia
and suspected drugs by performing for each drug (one-sided) Fisher’s exact test for testing for
association between the drug and amnesia and adjusting for multiplicity by using several (discrete)
FDR procedures. Since Fisher’s exact test is used, the distribution functions of the p-values under
the complete null hypothesis are obtained from the hypergeometric distribution.
6.3.1 Number of rejections
In our analysis we consider both FDR-controlling and SGoF-type procedures. Specifically we
use the step-down procedure of Benjamini and Hochberg (1995) (BH), the step-down method
of Benjamini and Liu (1999) (BL) and a discrete modification of the BL procedure developed by
Heller and Gur (2012) (DBL), which incorporates the discreteness of the p-value distributions. All
three procedures strongly control the FDR under independence and even certain kinds of positive
dependence, for more details see Heller and Gur (2012). In addition we evaluate the original
SGoF and Discrete SGoF procedures described in Section 6.1. All procedures are evaluated at
Type I error level α= 0.05, for the SGoF methods we set γ= 0.05. The number of rejections are
summarized in Table 6.1.
Method BH BL DBL SGoF DSGoF
Number of rejections 24 16 21 0 29
Table 6.1: Analysis of pharmacovigilance data: α= 0.05,γ= 0.05.
The results for this data set show that the discrete BL procedure offers considerable improve-
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ment over the original BL procedure, however the standard BH procedure still performs better.
For the SGoF procedures, original SGoF is not able to reject any hypotheses, while DSGoF is by
far the method with largest power. Note also that actually DSGoF could reject 30 hypotheses
but because pv(30) and pv(31) are tied, we follow the conservative approach described in Chapter
3 and reject only 29 hypotheses. Moreover, we obtain FDR= 0.1232, see (6.1), which can still be
regarded as moderate and lets us conclude that Discrete SGoF provides a powerful result while
maintaining an acceptable FDR, when a strong control is not compulsory. On the other hand,
we show in Table 6.2 the number of rejections reported by the FDR-controlling procedures when
taking as nominal level α the estimated FDR of DSGoF. In this table we observe that, although
the number of declared effects of BH and BL increases when allowing for such a FDR, the Discrete
SGoF procedure is still more powerful, indicating that an automatic decision on the FDR such as
that performed by Discrete SGoF might certainly entail more power.
Method BH BL DBL
Number of rejections 25 20 21
Table 6.2: Analysis of pharmacovigilance data: α= 0.1232
6.3.2 Discrete SGoFicance Trace
For the visual analysis of original SGoF, de Un˜a-A´lvarez and Carvajal-Rodr´ıguez (2010) introduced
a graphical tool they termed SGoFicance Trace. In the following we adapt this to obtain an
analogue for the Discrete SGoF procedure. Let DSGoFm,α(pi) with pi = pi(γ) denote the Discrete
SGoF procedure applied at given γ and α. The basic idea is to let the threshold γ vary on the
whole interval (0,1) and take a fixed α, α = 0.05 in this case. The Discrete SGoFicance Trace
displays four different plots:
(A) Discrete SGoF’s log-significance plot: displays the p-value p(pi) (in log-scale) of DSGoFm,α(pi)
for each value of γ, where p(pi)= P(GB(m,pi(γ))≥ tγ). This plot reveals the amount of signifi-
cance contained in DSGoFm,α(pi) against the intersection null, for each γ value. A monotone
increasing shape is expected in this plot, since the p-values pertaining to the non-true nulls
would tend to be located close to zero. An horizontal dashed line at point log(α) was added
to the plot for completeness.
(B) The second plot displays the number of rejections NGm,α(pi) against γ. This panel will tell the
researcher the maximum number of nulls that can be rejected.
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meaning that, among the 68 p-values below 0.024, there is statistical evidence that at least 40
correspond to non-true nulls. On the other hand, this tool is also useful when the aim is to keep
up a given proportion of false positives. In this regard, Figure 6.2C shows that an FDR below
the 5% (0.0406) is obtained with Discrete SGoF in the case of γ= 0.0026, with 25 nulls detected
as significant, see panel B. Interestingly, if we apply the BH method to this data set at level
α= 0.0406 we obtain only 23 rejections.
6.3.3 Approximation of the generalized binomial distribution
Figure 6.3 illustrates the quantiles and number of rejections of the Discrete SGoF procedure for the
pharmacovigilance data when using the exact and approximate methods provided in the software
package poibin for evaluating the generalized binomial distribution.
Both plots show that the differences between the two approaches are practically negligible, the
refined normal approximation yielding slightly conservative results. This is an interesting result
to take into account in order to implement the Discrete SGoF procedure.
6.4 Simulations
We now investigate the power, FDR and coverage of the Discrete SGoF procedure in a simulation
study similar to those in Gilbert (2005) and Heller and Gur (2012). Although our primary focus
is on comparing the DSGoF procedure with the original SGoF, we also evaluate the performance
of the BH procedure as a classical benchmark.
6.4.1 Simulated scenarios
We simulate a two-sample problem in which a vector of m independent binary responses (“adverse
events”) is observed for each of the N= 100 subjects in each of the two groups. Then, the goal is
to test simultaneously the m null hypotheses H0i : p1i = p2i , i = 1, ...,m, where p1i and p2i are the
success probabilities for the ith binary response in group 1 and 2 respectively. We take m = 800,
2,000 where m =m1+m2+m3 and data are generated so that the response is Bernoulli(0.01) at
m1 positions for both groups, Bernoulli(0.10) at m2 positions for both groups and Bernoulli(0.10)
at m3 positions for group 1 and Bernoulli(q) at m3 positions for group 2 where q = 0.15,0.25,0.4
represents weak, moderate and strong effects respectively. Then the null hypothesis is true for the
m1 and m2 positions while the alternative hypothesis is true for the m3 positions. We also take
different configurations for the proportion of false null hypotheses, m3 is set to be 0%, 10%, 30%
and 60% of the value of m, which represents the complete null hypothesis and small, intermediate
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Figure 6.3: Pharmacovigilance data. Exact (dotted line) and approximate (grey solid line) 1−α-
quantiles and number of rejections for γ= 0.05. The circles indicate where the two methods report
different results.
and large proportion of effects (the proportion of true nulls pi0 is 1, 0.9, 0.7, 0.4, respectively).
Then, m1 is set to be 20%, 50% and 80% of the true nulls (m−m3) and m2 =m−m1−m3.
For each of the 60 parameter possible configurations specified by m,m3,m1 and q, 10,000 trials
of Monte Carlo are carried out, that is, 10,000 data sets are generated and for each data set, an
unadjusted two-sided p-value from Fisher’s exact test is computed for each of the m positions,
and the three multiple testing procedures mentioned before are applied with α= γ= 0.05. In the
simulation setting we know which hypotheses are true. Thus we can use a more precise estimate
than the rather crude bound given by 6.1. To be more specific, for each configuration we compute
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the Monte Carlo estimator of the FDR as the fraction of rejected hypotheses that are truly null
in each simulation (FDP) averaged over the 10,000 simulations. Moreover, we estimate the power
of each procedure as the fraction of the m3 false null hypotheses that are rejected (also averaged
over the 10,000 simulations) and the coverage as the proportion of trials for which the number of
declared effects was not larger than the number of non-true nulls with p-value below γ, in order
to empirically prove if this proportion is asymptotically larger than or equal to 1−α for Discrete
SGoF, which ensures that the probability that the number of false positives exceeds the number
of false negatives (among the p-values below γ) is asymptotically bounded by α.
For random number generation the function rbinom of the R software was used. We also used
the function fisher.test of the package stats for computing the two-sided p-values from Fisher’s
exact test, and the function qpoibin of the package poibin for computing the quantiles of the
generalized binomial distribution, see Section 6.2.
6.4.2 Simulation results
Basic set-up
Tables 6.3, 6.4 and 6.5 show the FDR, power and coverage reported by the three procedures
performed at level α= 0.05 and γ= 0.05. Table 6.3 displays the results obtained under the complete
null hypothesis whereas Tables 6.4 and 6.5 show the results obtained when testing, respectively,
m = 800 and m = 2,000 null hypotheses with different proportion and type of effects for the case
m1 = (m−m3)/2. The results obtained for the other two possible values of m1 are deferred to the
Appendix (Tables 6.8 and 6.9).
The main finding is that in all constellations DSGoF is more powerful than the standard SGoF
procedure, in some cases the gains in power are quite large. In addition we obtain the following
conclusions:
(i) Complete null hypothesis: it can be seen from Table 6.3 that under the complete null
hypothesis the three procedures control the FDR at the nominal level α. It is also seen
that the BH FDR-controlling procedure is more conservative than Discrete SGoF except in
the scenario m = 2,000, m1 = 400 (FDR= 0.01200,0.01240 for DSGoF and BH, respectively).
Finally, original SGoF is too conservative reporting a FDR of 0 in any case and DSGoF
appears to come closer to attaining the overall significance level than SGoF and BH.
(ii) Small or intermediate proportion of weak effects: Tables 6.4 and 6.5 indicate that
the original SGoF and BH procedures are too conservative, exhibiting a FDR much smaller
than the nominal level and poor power. The new DSGoF procedure, on the other hand,
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Table 6.3: Monte Carlo estimates of FDR (FWER) for the complete null hypothesis: pi0 = 1
m = 800
m1 = 160 m1 = 400 m1 = 640
SGoF 0.00000 0.00000 0.00000
DSGoF 0.02477 0.02664 0.02696
BH 0.01170 0.00770 0.00290
m = 2,000
m1 = 400 m1 = 1,000 m1 = 1,600
SGoF 0.00000 0.00000 0.00000
DSGoF 0.01200 0.013200 0.01152
BH 0.01240 0.00720 0.00290
does not always control for the FDR at level α= 0.05 and is much more powerful than both
procedures.
(iii) Moderate effects/Large proportion of effects: For q = 0.25 DSGoF is the most powerful
procedure while still roughly controlling FDR. DSGoF also controls the FDR in case of having
a large proportion of effects (pi0 = 0.4), and it is the most powerful procedure except if the
effects are strong.
(iv) Strong effects: For q = 0.4, DSGoF is more conservative than BH, reporting a slightly
lower power. However, the great power of BH can be regarded as an anti-conservative
performance since its coverage is quite low, indicating that the number of effects declared by
BH was below the true number of effects with p-value smaller than γ = 0.05, which means
that BH is committing more false positives than necessary. DSGoF is able to exhibit a high
power while maintaining a very low FDR.
(v) Power: the power and the FDR of the SGoF-type methods increases with the number of
tests while the power reported by BH tends to remain constant or even slightly decrease. In
addition, the power of the three multiple testing procedures increases when increasing the
magnitude of the effects, as expected.
(vi) Coverage: Tables 6.4 and 6.5 show that SGoF-type methods consistently reported a cov-
erage above 95%, increasing with the proportion of effects. The same holds for BH except
when strong effects are present, as explained above.
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Finally, Tables 6.8 and 6.9 in Appendix show the results obtained for the other possible values
of m1. The results are consistent with the analysis presented here, although some minor differences
can be seen, e.g. the FDR reported by the three procedures tends to decrease as m1 increases, the
power of DSGoF tends to increase as m1 does and the coverage of the three methods is roughly the
same except for BH under the presence of strong effects when its coverage rises as m1 increases.
In summary, our results indicate that the Discrete SGoF method is consistently closer to the
nominal level than the original SGoF procedure under the complete null hypotheses, and also
in more cases, and exhibits the highest power among the three methods in almost any scenario
(except when q = 0.4, as explained above). In addition, Discrete SGoF maintains the singular
coverage property of Conservative SGoF, weak control of the FDR and the property of increasing
power when the number of tests m increases.
Table 6.4: Monte Carlo estimates of FDR, power and coverage for m = 800 tests with m1 =
50%(m−m3).
Π0 = 0.9 (m3 = 80) Π0 = 0.7 (m3 = 240) Π0 = 0.4 (m3 = 480)
FDR POW COV FDR POW COV FDR POW COV
SGoF 0.00000 0.00000 1.00000 0.00676 0.00116 1.00000 0.03787 0.04308 1.00000
q = 0.15 DSGoF 0.19795 0.02255 0.99730 0.14378 0.06405 1.00000 0.05164 0.08375 1.00000
BH 0.00728 0.00094 1.00000 0.00601 0.00108 1.00000 0.00252 0.00134 1.00000
SGoF 0.00960 0.27380 1.00000 0.01480 0.57859 1.00000 0.00677 0.66056 1.00000
q = 0.25 DSGoF 0.06238 0.60053 0.99760 0.02604 0.67742 1.00000 0.00907 0.70204 1.00000
BH 0.00969 0.29936 1.00000 0.00839 0.49123 1.00000 0.00539 0.62158 1.00000
SGoF 0.00000 0.51453 1.00000 0.00004 0.82597 1.00000 0.00004 0.90453 1.00000
q = 0.4 DSGoF 0.00083 0.87864 0.99720 0.00037 0.93199 1.00000 0.00013 0.94599 1.00000
BH 0.01037 0.98486 0.72860 0.00896 0.99448 0.37360 0.00541 0.99758 0.18800
Controlling for FDR
It could be argued that the results presented above are somewhat biased against the BH procedure
since it provides strict FDR control at level 0.05 while DSGoF is liberal to this regard when
effects are present. In order to make DSGoF more comparable with the BH procedure we now
present some additional simulation results. The basic set-up was left unchanged, however the
BH procedure was performed taking as nominal level the Monte Carlo estimation of the FDR of
Discrete SGoF for each Monte Carlo trial. For instance, for m = 800, pi0 = 0.9 and q = 0.4 the
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Table 6.5: Monte Carlo estimates of FDR, power and coverage for m = 2,000 tests with m1 =
50%(m−m3).
Π0 = 0.9 (m3 = 200) Π0 = 0.7 (m3 = 600) Π0 = 0.4 (m3 = 1,200)
FDR POW COV FDR POW COV FDR POW COV
SGoF 0.00000 0.00000 1.00000 0.00681 0.00083 1.00000 0.04079 0.04901 1.00000
q = 0.15 DSGoF 0.28450 0.03040 0.99950 0.15075 0.07087 1.00000 0.05315 0.08820 1.00000
BH 0.00658 0.00038 1.00000 0.00532 0.00045 1.00000 0.00352 0.00063 1.00000
SGoF 0.01160 0.30991 1.00000 0.01559 0.59107 1.00000 0.00704 0.66709 1.00000
q = 0.25 DSGoF 0.06705 0.61921 0.99980 0.02689 0.68520 1.00000 0.00929 0.70736 1.00000
BH 0.01038 0.29783 1.00000 0.00822 0.49182 1.00000 0.00533 0.62397 1.00000
SGoF 0.00000 0.55054 1.00000 0.00004 0.83882 1.00000 0.00005 0.91117 1.00000
q = 0.4 DSGoF 0.00076 0.90032 0.99990 0.00040 0.94069 1.00000 0.00015 0.95084 1.00000
BH 0.01007 0.98491 0.71760 0.00893 0.99520 0.19760 0.00543 0.99759 0.03880
power of DSGoF was estimated at 0.8764 which corresponded to an FDR of 0.00083 (see Table
6.4). Tables 6.6 and 6.7 display the power of both procedures when respecting the same FDR
nominal level. It is seen in these tables that BH is always less powerful than Discrete SGoF.
Moreover, when comparing these results with those in Tables 6.3 and 6.4, it is seen that the power
of BH method increases or decreases depending on whether the (Monte Carlo estimated) FDR is
above or below 5%. For instance, when the effects are weak (q = 0.15), the FDR of DSGoF exceeds
0.05 (see Table 6.4) and therefore BH power increases, accordingly, although being still smaller
than DSGoF power (see Table 6.6). On the contrary, when effects are strong (q = 0.4), the FDR
of DSGoF may be very low resulting in a decrease in the power of BH. Finally, it is necessary to
note that in practice some care is needed if one wants to do such a power comparison. In real
applications the true FDR of DSGoF is of course unknown and therefore has to be estimated.
Therefore, results obtained from this estimator should be treated carefully (this also applies to
SGoFicance Trace plot C).
6.4.3 Recommendations
From the simulation results it is clearly seen that Discrete SGoF outperforms original SGoF in any
case, exhibiting a higher power, being less conservative by coming closer to the nominal significance
level and maintaining the theoretical properties of original SGoF. Therefore, we recommend the
use of Discrete SGoF instead of SGoF for discrete data (they are the same procedure in the
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Table 6.6: Monte Carlo estimates of power for DSGoF and BH for m = 800 when controlling the
same FDR
Π0 = 0.9 Π0 = 0.7 Π0 = 0.4
q = 0.15 DSGoF 0.02255 0.06405 0.08375
BH 0.00338 0.00320 0.00136
q = 0.25 DSGoF 0.60053 0.67742 0.70204
BH 0.33457 0.37115 0.30840
q = 0.4 DSGoF 0.87864 0.93199 0.94599
BH 0.82946 0.84795 0.82869
Table 6.7: Monte Carlo estimates of power for DSGoF and BH for m = 2,000 when controlling
the same FDR
Π0 = 0.9 Π0 = 0.7 Π0 = 0.4
q = 0.15 DSGoF 0.03040 0.07087 0.08820
BH 0.00251 0.00204 0.00067
q = 0.25 DSGoF 0.61921 0.68520 0.70736
BH 0.34662 0.37458 0.30980
q = 0.4 DSGoF 0.90032 0.94069 0.95084
BH 0.82311 0.85187 0.83180
continuous case, see Section 6.1). The gains in power are largest when the proportion of effects is
small.
We specially recommend (Discrete) SGoF in case of having weak to moderate effects in settings
where large power has priority over the strong control of Type I error . In this constellation, our
simulation results indicate that Discrete SGoF offers a good balance between power and error
control, being more powerful than the classical (strong) FDR-controlling BH procedure.
6.5 Discussion and main conclusions
In this chapter we have introduced and analysed a generalization of the SGoF multiple testing
procedure, termed as Discrete SGoF, which is based in the generalized or Poisson binomial distri-
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bution. Discrete SGoF is a more powerful variant of the original SGoF procedure that incorporates
the exact distribution of the p-values which allows for taking into account the discreteness of the
data. In Section 6.1 we proved that Discrete SGoF weakly controls for the FWER at level α
and is more powerful than SGoF under the discreteness assumption. It was also pointed out in
Section 6.1 that this new procedure may be applied under different contexts such as the case of
having non-constants thresholds γi or working with mid-P values. In Section 6.2 we discussed
some computational aspects we need to take into account in order to implement Discrete SGoF
as e.g. computing the generalized binomial quantiles and estimating the FDR.
In Section 6.3 we revisited the pharmacovigilance data analysed by Heller and Gur (2012)
obtaining that the new proposed procedure is more powerful than the FDR-controlling procedures
exhibiting a moderate (estimated) FDR of 0.1232. We also analysed the performance of Discrete
SGoF compared to original SGoF and BH through an extensive simulation study where FDR,
power and coverage were computed. As pointed out in Section 6.4, the new procedure maintains
the main properties of original SGoF: weak control of the FWER, increasing power with the
number of tests and high coverages.
In view of the results obtained, we can conclude that Discrete SGoF outperforms original
SGoF in any case under the discrete context so its use is highly recommended in such a problem,
instead of SGoF.
6.6 Appendix
In this appendix we provide Tables 6.8 and 6.9 where Monte Carlo estimates of FDR, power
and coverage for m = 800 and m = 2,000 tests, respectively, with m1 = 20%(m −m3) and m1 =
80%(m−m3), are displayed.
114 Chapter 6. An extended SGoF multiple testing method for discrete data
Table 6.8: Monte Carlo estimates of FDR, power and coverage for m = 800 tests with m1 =
20%(m−m3) and m1 = 80%(m−m3).
Π0 = 0.9 (m3 = 80)
m1 = 144 m1 = 576
FDR POW COV FDR POW COV
SGoF 0.00000 0.00000 1.00000 0.00000 0.00000 1.00000
q = 0.15 DSGoF 0.19689 0.01516 0.99640 0.14623 0.03968 0.99930
BH 0.01113 0.00095 1.00000 0.00305 0.00094 1.00000
SGoF 0.02463 0.34379 1.00000 0.00220 0.19973 1.00000
q = 0.25 DSGoF 0.08171 0.57063 0.99660 0.03324 0.64259 0.99970
BH 0.01554 0.30029 1.00000 0.00389 0.29854 1.00000
SGoF 0.00002 0.59111 1.00000 0.00000 0.43771 1.00000
q = 0.4 DSGoF 0.00104 0.85872 0.99590 0.00043 0.90230 0.99920
BH 0.01655 0.98490 0.58250 0.00408 0.98484 0.89240
Π0 = 0.7 (m3 = 240)
m1 = 112 m1 = 448
FDR POW COV FDR POW COV
SGoF 0.03641 0.00483 1 .00000 0.00031 0.00015 1.00000
q = 0.15 DSGoF 0.20007 0.05588 0.99990 0.06943 0.07492 1.00000
BH 0.00889 0.00109 1.00000 0.00257 0.00108 1.00000
SGoF 0.02512 0.59178 1.00000 0.00565 0.56426 1.00000
q = 0.25 DSGoF 0.03746 0.66453 0.9999 0.01253 0.69234 1.00000
BH 0.01341 0.49210 1.00000 0.00335 0.49028 1.00000
SGoF 0.00009 0.84522 1.00000 0.00001 0.80631 1.00000
q = 0.4 DSGoF 0.00053 0.92706 1.00000 0.00016 0.93765 1.00000
BH 0.01451 0.99457 0.18790 0.00365 0.99444 0.69980
Π0 = 0.4 (m3 = 480)
m1 = 64 m1 = 256
FDR POW COV FDR POW COV
SGoF 0.06222 0.04721 1.00000 0.01464 0.03871 1.00000
q = 0.15 DSGoF 0.07858 0.08026 1.00000 0.02306 0.08786 1.00000
BH 0.00453 0.00135 1.00000 0.00103 0.00134 1.00000
SGoF 0.01098 0.66342 1.00000 0.00275 0.65754 1.00000
q = 0.25 DSGoF 0.01387 0.69727 1.00000 0.00401 0.70695 1.00000
BH 0.00869 0.62219 1.00000 0.00221 0.62097 1.00000
SGoF 0.00008 0.91019 1.00000 0.00002 0.89872 1.00000
q = 0.4 DSGoF 0.00021 0.94453 1.00000 0.00006 0.94768 1.00000
BH 0.00847 0.99758 0.06510 0.00234 0.99758 0.50180
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Table 6.9: Monte Carlo estimates of FDR, power and coverage for m = 2,000 tests with m1 =
20%(m−m3) and m1 = 80%(m−m3).
Π0 = 0.9 (m3 = 200)
m1 = 360 m1 = 1,440
FDR POW COV FDR POW COV
SGoF 0.00000 0.00000 1.00000 0.00000 0.00000 1.00000
q = 0.15 DSGoF 0.30556 0.02036 0.99960 0.18262 0.04926 1.00000
BH 0.01111 0.00038 1.00000 0.00272 0.00038 1.00000
SGoF 0.02863 0.37798 1.00000 0.00302 0.23711 1.00000
q = 0.25 DSGoF 0.08841 0.59165 0.99960 0.03522 0.65673 1.00000
BH 0.01665 0.29879 1.00000 0.00417 0.29697 1.00000
SGoF 0.00002 0.62699 1.00000 0.00000 0.47453 1.00000
q = 0.4 DSGoF 0.00097 0.88602 0.99980 0.00040 0.91754 1.00000
BH 0.01618 0.98494 0.49860 0.00406 0.98489 0.91360
Π0 = 0.7 (m3 = 600)
m1 = 280 m1 = 1,120
FDR POW COV FDR POW COV
SGoF 0.05500 0.00596 1.00000 0.00014 0.00002 1.00000
q = 0.15 DSGoF 0.21063 0.06297 1.00000 0.07134 0.08115 1.00000
BH 0.00892 0.00045 1.00000 0.00181 0.00045 1.00000
SGoF 0.02649 0.60367 1.00000 0.00586 0.57707 1.00000
q = 0.25 DSGoF 0.03871 0.67315 1.00000 0.01312 0.69851 1.00000
BH 0.01316 0.49267 1.00000 0.00332 0.49084 1.00000
SGoF 0.00009 0.85875 1.00000 0.00001 0.81892 1.00000
q = 0.4 DSGoF 0.00058 0.93702 1.00000 0.00018 0.94474 1.00000
BH 0.01428 0.99463 0.04350 0.00368 0.99453 0.65740
Π0 = 0.4 (m3 = 1,200)
m1 = 160 m1 = 640
FDR POW COV FDR POW COV
SGoF 0.06553 0.05292 1.00000 0.01607 0.04488 1.00000
q = 0.15 DSGoF 0.07997 0.08487 1.00000 0.02356 0.09185 1.00000
BH 0.00562 0.00063 1.00000 0.00124 0.00062 1.00000
SGoF 0.01129 0.66993 1.00000 0.00282 0.66425 1.00000
q = 0.25 DSGoF 0.01436 0.70254 1.00000 0.00400 0.71213 1.00000
BH 0.00851 0.62448 1.00000 0.00214 0.62332 1.00000
SGoF 0.00009 0.91688 1.00000 0.00002 0.90547 1.00000
q = 0.4 DSGoF 0.00023 0.94988 1.00000 0.00006 0.95189 1.00000
BH 0.00850 0.99759 0.00310 0.00233 0.99759 0.33710
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In this dissertation Advances in multiple hypothesis testing: the Sequential Goodness-of-Fit
procedure revisited and expanded, we have presented several methodological contributions to the
statistical field known as multiple hypothesis testing, studied and compared their performance
through several simulations, and discussed their application to real biomedical, biological or phar-
macological datasets. We have also presented a software contribution that allows for the applica-
tion of these new methods in a easy and user-friendly way.
Below, we go through the main results presented, jointly with some resulting open questions
and related fields that motivate future research.
7.1 Concluding remarks
In this dissertation we have introduced some new methodological advances in the scope of the
multiple testing problems. The proposed multiple test procedures follow the Sequential Goodness-
of-Fit (SGoF) paradigm and try to extend it to some different settings we can find in practice,
such as dependent or discrete tests.
Although classical procedures are based on a strong control of the FWER or FDR, it has been
pointed out that they may exhibit a poor power in some situations, namely, weak or intermediate
proportion of weak to moderate effects, and specially when the number of null hypotheses is large.
In such a case, the SGoF-type methods represent a suitable alternative by leading to a higher
statistical power (that increases with the number of tests) while controlling that the number of
false positives remains smaller than the false negatives. The use of the SGoF methodology is also
recommended in settings where large power has priority over the strong control of Type I error
such as e.g. an screening or preliminary study, a microarray genome-wide scan or a drug safety
study.
More explicitly, in Chapter 2 we have revisited the BB-SGoF multiple test procedure for
correlated test and we have analyzed its performance in a general context different from the beta-
binomial. To this end, we have carried out an intensive Monte-Carlo simulation study. We have
seen in this chapter that BB-SGoF method may control the FWER in the weak sense even when
the underlying model is not beta-binomial which suggests that this statistical model may have
enough flexibility to represent the correlation structure among the tests in practice. As SGoF
for independent tests, BB-SGoF method is liberal with respect to the FDR or the FWER, and
this explains why it is able to exhibit a good power in difficult situations where FWER and FDR
controlling procedures fail to detect non-true nulls. Furthermore, conservativeness of BB-SGoF
has been assessed; more specifically, BB-SGoF method ensures that, with large probability, the
number of false discoveries will not exceed the number of false non-discoveries, thus offering a
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good compromise between false discovery rate and power.
In Chapter 3, adjusted p-values for the multiplicity of tests for the original SGoF method are
introduced by letting the level of the test vary on the unit interval. Besides, the main properties of
the adjusted p-values are investigated. In particular, we have shown that they are a subset of the
original p-values, being equal to 1 for p-values above a certain threshold which can be calculated
in advance. These are very useful properties from a numerical viewpoint, since they allow for a
simplified method to compute the adjusted p-values. We have also introduced a modification of the
SGoF method, termed majorant version, which rejects the null hypotheses with adjusted p-values
below the level. This modification rejects more null hypotheses as the level increases, something
which is not in general the case for the original SGoF. Adjusted p-values for the conservative
version of the SGoF procedure have been also discussed.
The Sequential Goodness-of-Fit (SGoF) multiple testing procedure has been revisited under
the Bayesian paradigm in Chapter 4. For this, we have assumed that the proportion of p-values
falling below the significance threshold follows some prior density. Credible intervals and Bayesian
preliminary tests for point null hypotheses have been combined to define a suitable modification of
the SGoF method. The performance of the new Bayesian SGoF multiple test procedure has been
explored through simulations. One of the main conclusions of this chapter is that the Bayesian
viewpoint is suitable to keep the large statistical power of the SGoF method even in the presence of
strong correlation structures. Bayesian SGoF preserves the pleasant properties of classical SGoF
while permitting the existence of dependences. Besides, Bayesian SGoF tends to detect less effects
that its frequentist counterpart and when the number of tests is large, Bayesian procedure mimics
Conservative SGoF. Application of the method to treatment comparison for acute myocardial
infarction and to a microarray study of hereditary breast cancer has been included.
The development of user-friendly software is an important issue to facilitate the practical
use of new statistical methodologies. In Chapter 5 we conducted a detailed description of the
implementation in R of the proposed methods in this dissertation. We presented the new package
called sgof for solving multiple testing problems and that implements, for the first time, the SGoF-
type methods discussed in the previous chapters and the Benjamini-Hochberg and Benjamini-
Yekutieli FDR controlling procedures. It has be shown that sgof is a user-friendly package and it
is hoped that it serves the community by providing a simple and powerful tool for solving multiple
testing problems.
Finally, in Chapter 6 a extended version of the SGoF procedure, called Discrete SGoF, for the
problem of having discrete test has been introduced. To this end, Discrete SGoF takes into account
the discreteness of the tests by assuming that the p-values follow a distribution stochastically
larger than the uniform. We have proven some theoretical results of the Discrete SGoF procedure
regarding the weak control of the FDR and we have studied its performance in a simulation
120 Chapter 7. Conclusions and future research
study. We have seen that Discrete SGoF is consistently closer to the nominal level than the
original SGoF procedure and exhibits a higher power. In addition, Discrete SGoF maintains the
conservativeness property of the SGoF-type methods and the property of having an increasing
power when the number of tests increases. Finally, we have illustrated the application of the
Discrete SGoF procedure to a pharmacovigilance real data set and it resulted to be the most
powerful method among all the multiple test procedures considered.
7.2 Future lines of research
In Chapter 2 we have observed that the automatic BB-SGoF procedure performs well, with only
a moderate loss of power (5−15%) with respect to the benchmark version in most of the cases.
However, when there is a small proportion (10%) of weak effects, this loss of power may be as
large as 44%, particularly when the correlation within the blocks of tests is strong. Therefore,
more efforts are needed to efficiently select the unknown number of blocks in an automatic (data
driven) way.
Besides, another point of technical and practical interest is to extend the original SGoF pro-
cedure to a general dependence setting without assuming any statistical model like in the case
of the BB-SGoF procedure. When the researcher has access to the raw data, the unknown de-
pendence structure of the p-values can be estimated by resampling methods (Mart´ınez-Camblor,
2014). The same technique can be used to estimate the distribution of the SGoF statistic (nFn(γ))
in order to compute valid critical constants. We will explore how this preliminary estimation of
the dependence structure may help to introduce a proper correction of SGoF which respects the
FWER in correlated scenarios.
In principle, adjusted p-values for any of the SGoF-type multiple test procedures could be
introduced following the ideas in Chapter 3 just by taking α= γ. However, it has been pointed out
that the theoretical properties of the SGoF adjusted p-values may not be so immediate to obtain
(if true) when using the asymptotic normal approximation, as the Conservative SGoF method
does, or in the case of the BB-SGoF, Bayesian SGoF and Discrete SGoF procedures. Thus, more
research is needed in order to define and implement adjusted p-values, with suitable properties,
for these multiple test procedures.
Regarding the application of the new methodology, a new improved version of the sgof package
in R implementing the new extensions of the SGoF method should be developed. Furthermore, the
package should also include comparisons with the q-value procedure of Storey (2003), empirical
FDR estimation methods for z-values (Efron, 2007) or some empirical Bayes procedures (Dudoit
et al., 2008) in order to better place sgof package in the broader world of the implemented
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methods.
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Summary in Spanish /
Resumen en castellano
Esta tesis, Advances in multiple hypothesis testing: the Sequential Goodness-of-Fit procedure revis-
ited and expanded, tiene por objetivo estudiar ma´s a fondo las propiedades y el comportamiento
de los me´todos de contrastes mu´ltiples tipo-SGoF, recientemente propuestas, y extender esta
metodolog´ıa a otros escenarios diferentes, tales como el bayesiano o el discreto. Adema´s de aporta-
ciones metodolo´gicas, esta tesis tambie´n realiza contribuciones teo´ricas con respecto a los p-valores
ajustados, muy importantes en este contexto, y presenta un nuevo paquete de R que implementa
por primera vez estos nuevos procedimientos.
Los contrastes de hipo´tesis mu´ltiples se ocupan de la toma de decisiones en situaciones donde
numerosas hipo´tesis nulas son simulta´neamente consideradas. Esto puede representar, por ejemplo,
contrastar el efecto de un grupo de covariables o factores de riesgo es sucesivos ana´lisis de regresio´n
univariantes, contrastar la igualdad de medias a lo largo de un conjunto de genes en un problema
de 2 muestras, etc.
Los problemas de contrastes mu´ltiples han adquirido gran importancia en los u´ltimos an˜os
debido a la gran cantidad de informacio´n disponible en campos como las ciencias “-o´micas”, la
neuroimagen o la farmacolog´ıa, en los cuales miles de hipo´tesis nulas son contrastadas simulta´nea-
mente dando lugar a un gran nu´mero de p-valores significantes o efectos. Adema´s, estas hipo´tesis
pueden tener complejas y desconocidas estructuras de dependencia entre s´ı. En Dudoit and van
der Laan (2008) se puede encontrar una introduccio´n ma´s profunda y detallada en esta a´rea.
Un ejemplo sencillo del campo de la geno´mica es este en el que se quiere contrastar las siguientes
hipo´tesis nulas:
H0i : el gen i e expresa igual en los grupos A y B (i = 1,2, ...,n)
El objetivo es decidir que´ H0i son falsas, a partir de los p-valores, calculados con un estad´ıstico
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de contraste adecuado (por ejemplo, un t-test para comparar la distribucio´n normal de los niveles
de expresio´n de los genes).
En cualquier problema de contrastes de hipo´tesis se pueden cometer dos tipos de error. Se
comete un error Tipo I, o falso positivo, cuando una hipo´tesis nula cierta resulta rechazada. Y se
comete un error Tipo II, o falso negativo, cuando una hipo´tesis nula que es falsa no es rechazada.
Tradicionalmente, se le ha dado mucha importancia a los errores Tipo I puesto que el problema
que surge al realizar un contraste de hipo´tesis mu´ltiple es que se pierde el control del error Tipo
I y, entonces, la probabilidad de que alguna hipo´tesis nula cierta sea rechazada puede ser muy
grande. Por tanto, se necesita de me´todos apropiados que proporcionen control de este error.
Sin embrago, cuando el nu´mero de hipo´tesis es muy alto, el control del error Tipo I conlleva una
importante pe´rdida de potencia estad´ıstica (el error Tipo II se incrementa). Como consecuencia,
en los u´ltimos an˜os se han buscado me´todos que permitan un equilibrio entre error de Tipo I y
potencia.
En este sentido, diferentes me´todos han sido propuestos. Los me´todos de contrastes mu´ltiples
tradicionales controlan la “familywise error rate” (FWER), la false discovery rate (FDR) o alguna
modificacio´n o generalizacio´n de estos criterios (gFWER). Habitualmente, el control fuerte de
estas tasas de error es requerido, lo que significa que debe cumplirse bajo cualquier configuracio´n
de las hipo´tesis nulas (Dudoit and van der Laan, 2008). En concreto, el control fuerte de la FWER
garantiza que la probabilidad de cometer un error o ma´s de un error Tipo I es menor o igual que el
nivel nominal, independientemente de la cantidad y localizacio´n de las hipo´tesis nulas falsas. Para
la FDR, en cambio, es la proporcio´n esperada de hipo´tesis nulas falsas de entre las hipo´tesis nulas
rechazadas la que esta´ acotada por el nivel nominal. Bajo la hipo´tesis nula completa, FDR= FWER
y entonces los procedimientos que controlan la FDR, controlara´n tambie´n la FWER. En general,
FDR≤ FWER y, por lo tanto, los me´todos de contrastes mu´ltiples que controlan la FWER son ma´s
conservativos que los que controlan la FDR, es decir, rechazan un nu´mero menor de hipo´tesis.
Ve´ase Nichols and Hayasaka (2003); Dudoit and van der Laan (2008) para una introduccio´n ma´s
profunda a este respecto.
Sin embargo, varios autores han indicado que en muchas situaciones, este tipo de tasas de error
pueden llevar a una muy baja potencia, con la consecuencia de un nu´mero pequen˜o de hipo´tesis
nulas rechazadas (Carvajal-Rodr´ıguez et al., 2009). En el contexto de los contrastes de hipo´tesis
mu´ltiples, la potencia de un me´todo se define como la proporcio´n de hipo´tesis nulas falsas que
son rechazadas por el me´todo en cuestio´n. En este sentido, investigacio´n reciente ha desvelado
que la FWER y la FDR pueden ser tasas de error muy restrictivas, particularmente cuando la
proporcio´n de hipo´tesis nulas falsas en pequen˜a o intermedia o cuando las hipo´tesis alternativas
ciertas son muy cercanas a las correspondientes hipo´tesis nulas (efectos de´biles o moderados).
Esto puede significar que los me´todos basados en la FWER o en la FDR pueden ser incapaces
125
de encontrar ni siquiera un efecto en algunas situaciones (ve´ase por ejemplo Carvajal-Rodr´ıguez
et al., 2009; de Un˜a-A´lvarez, 2011). Este hecho ha motivado la aparicio´n de criterios alternativos
ma´s liberales con respecto al error de Tipo I proporcionando al mismo tiempo una potencia ma´s
elevada. Algunos ejemplos se pueden encontrar en van der Laan et al. (2004), Lehmann and
Romano (2005), Genovese and Wasserman (2002), Storey (2003) o Genovese and Wasserman
(2004). Otras propuestas alternativas son la estimacio´n emp´ırica de la FDR (Efron, 2007) o la
FDR adaptativa (Benjamini and Hochberg, 2000; Benjamini et al., 2006) y los me´todos de Bayes
emp´ıricos (Dudoit et al., 2008).
Ma´s recientemente, Carvajal-Rodr´ıguez et al. (2009) introdujeron el me´todo Sequential Goodness-
of-Fit (SGoF) que compara el nu´mero de p-valores por debajo de un umbral inicial con la cantidad
esperada bajo la hipo´tesis nula completa (es decir, bajo el supuesto de que todas la hipo´tesis nulas
son ciertas). En este sentido, la filosof´ıa SGoF guarda relacio´n con el“higher-criticism” introducido
por Tukey (1976) y extendido por Donoho and Jin (2004).
El me´todo SGoF se ha convertido en poco tiempo en una herramienta popular para cient´ıficos
aplicados. Contribuciones recientes en la que e´ste ha sido encontrado muy u´til incluyen evolucio´n
de las prote´ınas (Ladner et al., 2012) y neuroimagen (Thompson et al., 2014). Adema´s, distintas
extensiones y estudios del me´todo han sido propuestos en de Un˜a-A´lvarez and Carvajal-Rodr´ıguez
(2010), de Un˜a-A´lvarez (2012) o Mart´ınez-Camblor (2014). El me´todo SGoF original ha sido
implementado en SGoF+ (Carvajal-Rodr´ıguez and de Un˜a-A´lvarez, 2011), ve´ase http://webs.
uvigo.es/acraaj/SGoF.htm.
El me´todo SGoF
Dadas n hipo´tesis nulas H0i , i = 1, ...,n, denotamos por p1, ...,pn los p-valores correspondientes
a un conjunto de n tests. Sea Fn la distribucio´n emp´ırica de los pi ’s. Sea γ el umbral inicial de
significacio´n para todos los p-valores, t´ıpicamente γ= 0.01,0.05,0.1. El me´todo SGoF se centra en
nFn(γ), el nu´mero de p-valores menores o iguales que γ. Si esta cantidad es muy grande comparado
con lo esperado bajo la hipo´tesis nula completa, H0 =∩ni=1H0i , entonces e´sta es rechazada. Bajo H0,
nFn(γ) sigue la distribucio´n binomial de para´metros n y γ, Bin(n,γ), asumiendo que los p-valores
siguen una distribucio´n uniforme, U(0,1), y son independientes; por lo tanto, H0 es rechazada a
un nivel nominal α si y solo si nFn(γ)≥ bn,α(γ), donde
bn,α(γ)= inf
{
b ∈ {0, ...,n} : P(Bin(n,γ)≥ b)≤ α}
es el (1−α)-cuantil de la distribucio´n Bin(n,γ). When H0 is rechazada, el nu´mero de hipo´tesis
nulas rechazadas por el me´todo SGoF es Nn,α(γ) = nFn(γ)−bn,α(γ)+1. En concreto, la hipo´tesis
nula correspondiente a un p-valor pi es rechazada (asumiendo que el p-valor no esta´ empatado
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con otros p-valores) si y solo si nFn(pi )≤Nn,α(γ).
Sea p∗ el p-valor de corte dado por SGoF, es decir, el ma´ximo p-valor de entre los que se
corresponden con hipo´tesis nulas rechazadas por SGoF de tal manera que Nn,α(γ)= nFn(p∗); puesto
que bn,α(γ)≥ 1, se tiene que Nn,α(γ)≤ nFn(γ) y, entonces, p∗ ≤ γ. Esto muestra que los p-valores
correspondientes a hipo´tesis nulas falsas son un conjunto de los p-valores menores o iguales que γ.
El nombre de Sequential Goodness-of-Fit (SGoF) proviene del hecho de que fue originalmente
introducido como un algoritmo secuencial; en particular, Carvajal-Rodr´ıguez et al. (2009) propor-
ciono´ la siguiente definicio´n:
Dado un conjunto de n tests independientes, realizados cada uno a un nivel de significacio´n
dado γ, esperamos un nu´mero (Ed = n×γ) de falsos positivos siempre que todas las hipo´tesis nulas
sean verdaderas. Sea Od el nu´mero de casos observados con p-valor por debajo del umbral γ. El
algoritmo SGoF funciona como se detalla a continuacio´n:
1) Sea R=Od , el nu´mero de p-valores por debajo del umbral (γ).
2) Repetir: contrastar a nivel α si los R descubrimientos observados se desv´ıan significativamente
de los Ed esperados.
a) Si el contraste resulta significativo: contar un nuevo descubrimiento (que corresponde al
menor p-valor), y entonces actualizar la lista de p-valores observados, es decir, disminuir
una unidad R y en consecuencia aumentar en una unidad el nu´mero de p-valores por encima
del umbral. Repetir el paso 3)
b) Si el contraste no es significativo: parar el proceso e ir a 4)
3) El nu´mero final de rechazos es el nu´mero de descubrimientos R detectados en el paso 3)
Se puede ver que esta definicio´n secuencial coincide con el me´todo Binomial SGoF definido
ma´s arriba.
El me´todo Conservative SGoF:
Cuando el nu´mero de tests n es grande, usando la aproximacio´n binomial-normal, el cuantil
binomial bn,α(γ) puede ser aproximado por nγ+
√
nγ(1−γ)zα, donde zα denota el cuantil 1−
α de la normal esta´ndar. Siguiendo esta aproximacio´n, de Un˜a-A´lvarez (2011) introdujo una
regla de rechazo ma´s conservadora que la original que declara como efectos las hipo´tesis nulas
correspondientes con los N∗n,α(γ) = nFn(γ)− b∗n,α(γ)+ 1 p-valores ma´s pequen˜os, donde b∗n,α(γ) =
nγ+√nFn(γ)(1−Fn(γ))zα y donde la varianza Var (nFn(γ))= nFn(γ)(1−Fn(γ)) es estimada sin asumir
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ninguna restriccio´n. Este nuevo me´todo se conoce como Conservative SGoF y el nu´mero de
rechazos que proporciona puede ser visto como el l´ımite inferior de un intervalo de confianza para
n(F(γ)−γ) al 100(1−α)% (donde F denota la funcio´n de distribucio´n de los p-valores); de hecho,
usando el me´todo Conservative SGoF nos aseguramos de que la probabilidad de que el nu´mero
de falsos positivos exceda el nu´mero de falsos negativos (de entre los p-valores inferiores a γ)
esta´ asinto´ticamente acotada por α, bajo cualquier configuracio´n de las hipo´tesis nulas (ve´ase de
Un˜a-A´lvarez, 2011). Esta propiedad de los me´todos SGoF se conoce como “coverage” y no es
compartida por los me´todos que controlan fuertemente la FWER o la FDR, antes mencionados.
La coverage puede verse como una propiedad de conservatividad con respecto al error de Tipo I
y representa un criterio de error alternativo (de Un˜a-A´lvarez, 2012).
Otras propiedades estad´ısticas importantes del me´todo SGoF han sido detalladas en de Un˜a-
A´lvarez (2011, 2012). En particular, SGoF controla la FWER (y FDR) a nivel α, pero solo en
el sentido de´bil (bajo la hipo´tesis nula completa) lo que establece una diferencia con respecto a
los me´todos esta´ndar. Este control de´bil permite alcanzar una mayor potencia, a expensas de ser
liberal respecto de la FWER y la FDR cuando alguna hipo´tesis nula es falsa. Adema´s, el me´todo
SGoF controla a nivel α la probabilidad de que el nu´mero de falsos positivos exceda el nu´mero
de falsos negativos con p-valor menor o igual que γ y su potencia aumenta con el nu´mero de
tests, n. En resumen, podemos decir que el me´todo de contrastes mu´ltiples SGoF proporciona un
criterio flexible para resolver problemas de contrastes mu´ltiples, ofreciendo un buen equilibrio entre
control del error Tipo I y potencia, y por lo tanto una buena alternativa a los me´todos cla´sicos,
especialmente en los escenarios antes mencionados (efectos debiles o moderados, nu´mero de tests
elevado). Por u´ltimo, la filosof´ıa SGoF puede resultar muy u´til tambie´n en estudios preliminares
o problemas en los que el error Tipo II puede ser ma´s grave que el error Tipo I (ve´ase por ejemplo
Hochberg and Tamhane, 1987; Westfall et al., 2011).
El me´todo Beta-Binomial SGoF:
El me´todo SGoF (en ambas versiones, la original y la conservadora) es muy sensible a los tests
dependientes, de hecho, puede ser anticonservativo en ese escenario (tiende a rechazar ma´s de lo
que debe), en el que pierde el control de´bil de la FDR (de Un˜a-A´lvarez, 2012). Este hecho motivo´ la
introduccio´n del me´todo Beta-Binomial SGoF (BB-SGoF) para tests correlados (de Un˜a-A´lvarez,
2012). BB-SGoF asume la existencia de k bloques independientes de p-valores correlados y toma
su decisio´n sobre el nu´mero de efectos con p-valores menores o iguales que γ ana´logamente a SGoF,
pero teniendo en cuenta el nu´mero de bloques y la correlacio´n en cada bloque. Este procedimiento
de contrastes mu´ltiples es estudiado en ma´s profundidad en el Cap´ıtulo 2.
Aplicaciones a datos reales
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En esta tesis varios conjuntos de datos reales de campos como la biolog´ıa, biomedicina o la
farmacolog´ıa son usados con el propo´sito de ilustrar los distintos me´todos considerados.
Los datos de Diz et al. (2009) (n = 261 p-valores procedentes de experimentos de expresio´n de
prote´ınas en los huevos del mejillo´n marino Mytilus edulis) se utilizan para ilustrar la aplicacio´n
de los p-valores ajustados del me´todo Conservative SGoF discutidos en el Cap´ıtulo 3.
Por otra parte, los datos de Hedenfalk et al. (2001) (estudio de microarrays de ca´ncer de
mama hereditario para encontrar genes diferencialmente expresados entre las mutaciones BRCA1-
y BRCA2-) es un ejemplo de tests correlados (Siegel and Castellan, 1988) y son por tanto utilizados
para ilustrar el comportamiento del me´todo Bayesian SGoF en el Cap´ıtulo 4, y tambie´n en el
Cap´ıtulo 5 para ilustrar el uso del paquete de R sgof en un escenario de alta dimensio´n y, en
especial, para ilustrar el procedimiento BB-SGoF.
En el Cap´ıtulo 6 utilizamos los datos de farmacovigilancia analizados por Heller and Gur
(2012) (reacciones adversas a los medicamentos) con el fin de ilustrar el comportamiento del
me´todo Discrete SGoF.
Needleman et al. (1979) estudiaron los efectos neuropsicolo´gicos de la exposicio´n infantil al
plomo. Este conjunto de datos se utiliza en el Cap´ıtulo 3 para ilustrar el ca´lculo y las propiedades
de los p-valores ajustados de SGoF cuando existen empates entre los p-valores. Se utilizan estos
datos tambie´n en el Cap´ıtulo 5 para ilustrar el uso del paquete de R sgof.
Por u´ltimo, Neuhaus et al. (1992) investigaron los efectos de dos tratamientos diferentes para
el infarto agudo de miocardio (rt-PA y APSAC). Estos datos se utilizan en el Cap´ıtulo 3 para
ilustrar el ca´lculo y las propiedades de los p-valores ajustados de SGoF cuando no hay empates,
pero si un p-valor igual a 1. Tambie´n los utilizamos para ilustrar el procedimiento Bayesian SGoF
en el Cap´ıtulo 4.
Guio´n y conclusiones de la tesis
Despue´s de una introduccio´n al problema de los contrastes mu´ltiples y a la metodolog´ıa SGoF,
realizada en el Cap´ıtulo 1, el resto de la tesis se estructura como se detalla a continuacio´n. En
el Cap´ıtulo 2, revisamos el me´todo Beta-Binomial SGoF para tests dependientes e investigamos
por primera vez su potencia, FDR y conservatividad en un estudio de simulacio´n. Las principales
conclusiones obtenidas son el control de´bil de la FDR (FWER), incluso cuando el modelo simulado
no es el beta-binomial, y la consecuente mejora en la potencia. Adema´s, el me´todo BB-SGoF
conserva la propiedad t´ıpica de los me´todos SGoF en cuanto a garantizar con una probabilidad
alta que el nu´mero de falsos positivos no excede el nu´mero de falsos negativos. Por lo tanto,
en vista a los resultados obtenidos en este cap´ıtulo podemos concluir que BB-SGoF ofrece un
buen equilibrio entre potencia y FDR bajo el supuesto de correlacio´n y que puede ser un criterio
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suficientemente flexible para representar las estructuras de correlacio´n presentes en la pra´ctica.
En el Cap´ıtulo 3 se introduce la definicio´n de los p-valores ajustados del me´todo SGoF tomando
α = γ y se estudian sus propiedades. En particular, se muestra que los p-valores ajustados as´ı
definidos son un subconjunto de los p-valores originales y que toman el valor 1 a partir de un
punto de corte que puede ser calculado de antemano. Estas propiedades resultan muy u´tiles en la
pra´ctica puesto que facilitan su ca´lculo. Adema´s, en este cap´ıtulo introducimos una modificacio´n
del me´todo SGoF, llamada “majorant”, que rechaza las hipo´tesis nulas con p-valor ajustado por
debajo del nivel nominal y que es mono´tono en el nivel, a diferencia del me´todo SGoF original.
Por u´ltimo tambie´n se discuten la definicio´n de los p-valores ajustados de Conservative SGoF.
A continuacio´n, en el Cap´ıtulo 4 redefinimos el me´todo SGoF desde la perspectiva Bayesiana
asumiendo que la proporcio´n de p-valores por debajo de γ, θ = P(pi ≤ γ), sigue una distribucio´n
a priori, pi(θ), con soporte en el intervalo unidad. Las principales conclusiones obtenidas en este
cap´ıtulo son la capacidad del me´todo Bayesian SGoF de mantener las propiedades del me´todo
SGoF frecuentista, como por ejemplo una gran potencia, en la presencia de una estructura de
correlacio´n fuerte. Adema´s este nuevo me´todo tiende a ser ma´s conservador que SGoF y a imitar
a Conservative SGoF cuando el nu´mero de tests es elevado.
El desarrollo de software sencillo y amigable para el usuario es un aspecto importante a la
hora de facilitar el uso de las nuevas metodolog´ıas estad´ısticas. En el Cap´ıtulo 5 realizamos
una descripcio´n detallada del paquete sgof (versio´n 2.0.2) para resolver problemas de contrastes
mu´ltiples que implementa en R por primera vez los me´todos tipo-SGoF descritos en esta tesis.
Ilustramos en este cap´ıtulo la sencillez de uso del paquete sgof que esperamos que sea de gran
utilidad para la comunidad cient´ıfica.
Por otra parte, en el Cap´ıtulo 6 extendemos el me´todo SGoF al problema de los p-valores
discretos. Para ello asumimos que e´stos siguen una distribucio´n estoca´sticamente mayor que la
uniforme, y entonces, nFn(γ) sigue en este caso una distribucio´n binomial generalizada. En este
cap´ıtulo probamos que Discrete SGoF conserva las propiedades principales del me´todo SGoF
original, proporcionando unos niveles de FDR, bajo la hipo´tesis nula completa, ma´s pro´ximos al
nominal y una mayor potencia.
Por u´ltimo, en el Cap´ıtulo 7, aportamos un resumen y discusiones finales de los resultados
presentados en esta tesis y trazamos algunas de las posibles lineas de investigacio´n futuras, que se
detallan a continuacio´n.
Futuras l´ıneas de investigacio´n
En el cap´ıtulo 2 hemos observado que el procedimiento BB-SGoF automa´tico funciona bien
en la mayor´ıa de los casos pero cuando hay una proporcio´n pequen˜a (10%) de efectos de´biles, la
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pe´rdida de potencia puede ser grande, particularmente cuando la correlacio´n dentro de los bloques
es fuerte. Por lo tanto, una mayor investigacio´n es necesaria para seleccionar eficientemente el
nu´mero desconocido de bloques de una forma ma´s eficiente.
Adema´s, otro punto de intere´s te´cnico y pra´ctico es el de ampliar el procedimiento SGoF
original a una estructura de dependencia general sin asumir ningu´n modelo estad´ıstico como
en el caso del procedimiento BB-SGoF. Para ello se pueden utilizar me´todos de remuestreo para
estimar dicha dependencia (Mart´ınez-Camblor, 2014) o para estimar la distribucio´n del estad´ıstico
de SGoF (nFn(γ)) con el fin de calcular valores cr´ıticos va´lidos.
En principio, los p-valores ajustados para cualquiera de los me´todos tipo-SGoF podr´ıan intro-
ducirse siguiendo las ideas en el cap´ıtulo 3. Sin embargo, las propiedades teo´ricas de los p-valores
ajustados de SGoF pueden no ser tan inmediatas de obtener (si son ciertas) cuando se utilizan las
diferentes modificaciones del me´todo SGoF. Por lo tanto, se necesita ma´s investigacio´n con el fin
de definir e implementar los p-valores ajustados para estos me´todos de modo que cumplan unas
propiedades razonables.
Por u´ltimo, ser´ıa de gran intere´s desarrollar una nueva y mejorada versio´n del paquete sgof
que implemente los nuevos me´todos tipo-SGoF estudiados.
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