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計算機能力の向上に伴い、大規模なデータの確率的構造や、因果関係の詳細な
記述が求められる機会が多くなって来た。データ間の確率的因果関係の解析・モ
デルの構築の際に注意しなければならないのは、扱うデータの数と考えたいモデ
ルの大きさのバランスである。インターネットの利用などによってデータを大量
に収集することが可能になった一方で、扱う問題に依っては統計的な解析を行う
のに充分な数のデータがそろわない場合もある。またデータの確率的な構造を精
密に記述するためにはパラメタ数が非常に多い複雑なモデルが必要となり、その
パラメタを精度良く推定するためにはデータの数も大量に必要となる。このよう
な場合、複数の単純なモデルを組み合わせることでパラメタ数を抑えた混合モデ
ルがモデル選択を行う上での有力な候補として考えられるが、サンプル数が少な
い場合には推定に用いられる特定のデータへのオーバーフィットが依然として深
刻となる。本論文では、オーバーフィットが深刻となる状況では推定結果が不安
定になることに着目し、サンプル数が少ない状況で推定結果の安定性を実現する
手法を提案している。また、安定性を実現する推定手法を用いることによって、
従来の推定手法ではオーバーフィットが問題となるような状況を緩和することが
できることを実験的に示している。さらに実際のデータからモデルのパラメタを
推定する際には、真に再現したい確率的構造が分かっていない状況で、データの
みに基づいて推定方法の評価をする必要があるが、サンプルが少ない場合の推定
の安定性という観点から導入される一種の情報量基準を提案し、これが適切に働
くことを実験によって確かめている。以下に本論文の構成を示す。  
 
まず第１章では導入として、本稿で対象とする離散データの確率分布のモデリ
ングと、それをとりまく問題について解説している。特に変数の状態数が多い状
況で同時確率表のモデリングが必要となる例を紹介している。例えば個人の要求
に合致した商品を推薦するための確率モデルを考えると、個人の要求や商品の特
徴を微細に渡って差別化する事できめ細かい推薦を可能にするモデルを実現する
ことができる。一方で、それを実現するためには差別化した要求や特徴の個々の
組合せについて十分な量のデータが必要となる。また自然言語処理において文脈
に応じた文書や単語の使われ方を確率的に記述するために、文脈を表す潜在変数
を導入した Probabil istic  Latent Semantic  Analysis  (PLSA)などでは変数の状態
数が膨大になりやすいことから、やはり相対的なデータ数の不足の問題が起こる。
この問題を緩和するために PLSA ではアスペクトモデルや潜在クラスモデルと呼
ばれるモデルが応用され始めており、またこのようなモデルの推定を従来の統計
的手法に則って行おうとすると、相対的なサンプル数が不足する状況でオーバー
フィットの問題が起きやすいことを述べている。  
第２章では具体的な離散データの同時確率表のモデリングについて論じてい
る。特に変数の状態を統合したり、変数間の独立性を仮定することによってモデ
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ルを単純化し、パラメタ数を削減することができることを述べている。さらに同
時確率表の解析に良く用いられるものとして、主に独立性に着目することによっ
て様々な対数線形モデルが構築できることも紹介している。また変数の数が多い
時には様々な対数線形モデルによって柔軟なパラメタ数のモデルが実現できるが、
一方で各変数の持つ状態数がそれぞれ多い場合には適切なパラメタ数のモデルを
実現するための工夫が必要なことを説明している。  
第３章では確率モデルの推定や評価を理解するために、確率分布の空間を幾何
的に解釈する準備を行っている。まず分布間の乖離の程度を測るための情報量を
定義することで、モデルの推定や相対的な評価が幾何的に解釈可能になることを
説明している。特に広く用いられている KL 情報量のひとつの一般化である
Bregman 情報量のクラスについて触れ、そのクラスに属する情報量の具体例をい
くつか紹介している。この情報量を導入することにより、モデルの推定が確率空
間上での射影として解釈される。さらに、真の分布が分からない状況でデータか
らモデルや推定方法を評価する方法としてクロスバリデーションやブートストラ
ップ、および AIC や TIC、GIC といった情報量基準などが一般に用いられている
が、これらの考え方を幾何学的な観点から紹介している。  
第４章では、第２章で紹介した単純なモデルの拡張として、Bregman 情報量か
ら導き出される２種の平坦性（m-平坦、u-平坦）によって解釈される２つの混合
モデル（m-混合、u-混合）について説明している。特に第２章で紹介した潜在ク
ラスモデルが m-混合に対応していることを示し、また、それぞれの混合モデルの
推定を行うためのアルゴリズムの解説を行っている。まず m-混合モデルの推定に
はしばしば EM アルゴリズムが適用されることを述べ、このアルゴリズムを紹介
している。これは幾何的な観点からは em アルゴリズムと呼ばれ、データ、およ
びモデルを表す多様体の間の KL 情報量に基づく射影の反復を行っているものと
解釈される。 em アルゴリズムの考え方を拡張すると、射影を特徴付ける情報量
を Bregman 情報量に置き換えることで新たなモデル推定のアルゴリズムを導く
ことができる。本稿ではこのアルゴリズムを UM アルゴリズムと呼び、その導出
と実装上有効な近似算法について論じている。また u-混合モデルでは EM アルゴ
リズムを直接推定に適用することはできないが、m-混合モデルの場合と同様に推
定の指標となる情報量を定義し、その最小化を実現するために反復的に多段最適
化問題を解くことで、 u-混合の推定も可能であることを述べている。  
第５章では少数サンプルに基づく推定の問題点を論じている。少数サンプルか
ら確率表を推定する場合に問題となるのはオーバーフィットである。幾何的に解
釈すると真の分布とデータから求めた経験分布の乖離が、少数サンプルの場合に
は特に大きいことがオーバーフィットを深刻な問題にしている。そこでサンプル
が少ない時に分布がどのように歪むのかを論じ、推定法としてどのような性質が
必要なのかを説明している。特にデータが無い（経験分布において確率値がゼロ）
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部分が推定に顕著な影響を与えるため、これをどのように回避するかが問題であ
ることを論じている。最も単純な方法は経験分布において確率値がゼロの部分に
微小な定数を入れて正規化するという方法であるが、これは既存のデータの分布
を恣意的に歪めることになる。 EM アルゴリズムを用いて推定を行う際にはアー
リーストップ法や tempered EM (TEM)といったオーバーフィットの回避法を適
用することが考えられるが、サンプルが少数である場合に安定した推定を行うこ
とを目的とする事で他の方法を導くことができる。そのような方法として、 EM
アルゴリズムの目的関数を KL 情報量から Bregman 情報量の１つである β 情報量
へと変更することによって経験分布におけるゼロへのオーバーフィットが緩和で
きることを述べ、さらにこの理由は、分布における確率値がゼロ付近での歪みに
対して β 情報量がロバストであることに起因していることを説明している。サン
プルが少なくオーバーフィットが深刻となる状況での解析結果の安定性を評価す
るための尺度としては inf luence function (IF)や gross-error sensitivity (GES)
などのロバスト性の解析方法を導入することができる。中でも GES の考え方を
取り入れることで、漸近論が成り立たない状況でも β 情報量を用いたモデルの推
定方法の評価基準を定めることができることを示している。特に経験分布におい
て確率値ゼロが頻出する状況での評価を実現するために、Hell inger 距離を用い
た GES の考え方に基づく評価基準（一種の情報量基準）を採用することによっ
て、複数のモデルや推定に用いる情報量の候補の中から適切なものを選択でき、
オーバーフィットが実際に緩和されることを実データを含めたいくつかの数値実
験により示している。  
第６章では内容をまとめ、今後の展望について述べている。  
 
本研究は確率分布の背後にある幾何学構造に着目して新たな推定アルゴリズ
ムを構成するとともに、少数サンプルを用いた推定量の不安定性に基づいてモデ
ル選択を行う方法を提案しており、従来の漸近理論では扱えなかった問題に対す
る解析に新しい方向性を与えている。また、提案手法は、現在発展著しい web デ
ータの解析など、膨大な次元・変量を持つデータの中から安定にその確率的構造
を抽出するためのツールとしても実用上寄与するところが大きいと考えられる。
以上より、本論文は博士（工学）の学位論文として価値あるものと認められる。  
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