Credit risk has been a widespread and deep penetrating problem for centuries, but not until various credit derivatives and products were developed and novel technologies began radically changing the human society, have fraud detection, credit scoring and other risk management systems become so important not only to some specific firms, but to industries and governments worldwide. Frauds and unpredictable defaults cost billions of dollars each year, thus, forcing financial institutions to continuously improve their systems for loss reduction. In the past twenty years, amounts of studies have proposed the use of data mining techniques to detect frauds, score credits and manage risks, but issues such as data selection, algorithm design, and hyperparameter optimization affect the perceived ability of the proposed solutions and it is difficult for auditors and researchers to explore and figure out the highest level of general development in this area. In this survey we focus on a state of the art survey of recently developed data mining techniques for fraud detection and credit scoring. Several outstanding experiments are recorded and highlighted, and the corresponding techniques, which are mostly based on supervised learning algorithms, unsupervised learning algorithms, semisupervised algorithms, ensemble learning, transfer learning, or some hybrid ideas are explained and analysed. The goal of this paper is to provide a dense review of up-to-date techniques for fraud detection and credit scoring, a general analysis on the results achieved and upcoming challenges for further researches.
Introduction
Credit risk has been a widespread and deep penetrating problem for centuries, but not until various credit derivatives and products were developed and novel technologies began radically changing the human society, have fraud detection, credit scoring and other risk management systems become so important not only to some specific firms, but to industries and governments worldwide.
Financial fraud, including corporate frauds, money laundering, insurance frauds, credit card fraud, personal loan fraud, peer to peer lending fraud and others, is different from generally acceptable risky credit events such as loan default for the reason that fraud is a hybrid ideas will be explained and analysed. Going through a number of important researches published within the last few years, this paper aims to provide a dense review of up-to-date techniques for fraud detection and credit scoring, a general analysis on the results achieved and upcoming challenges for further researches.
The rest of the paper is organized as follows. Section 2 contains the related reviews and survey papers. Section 3 presents the classification of data mining techniques and applications. Section 4 detailly explains four highlighted advanced data mining methods for automobile insurance fraud detection, financial statement fraud detection, credit card fraud detection and credit scoring, especially for P2P lending, respectively. Finally, Section 5 analyses the present results, discusses upcoming challenges and concludes the paper.
Related works
Over the past few years, a number of review articles have appeared in conference or journal publications. Bolton and Hand [7] , for example, reviewed statistical methods for fraud detection, including credit card fraud, money laundering, telecommunications fraud, etc. Zhang and Zhou [8] surveyed financial applications of data mining including stock market and bankruptcy predictions and fraud detection. Phua et al. [2] presented a survey of data mining-based fraud detection research, including credit transaction fraud, telecommunications subscription fraud, automobile insurance fraud and the like. Li et al. [9] , Travaille et al. [10] and Liu and Vasarhelyi [11] surveyed and analysed fraud detection statistical methods for health care fraud detection. Richhariya [12] , Ngai et al. [13] and Wang [14] provided a comprehensive survey and review for different data mining techniques used to detect financial fraud. Sithic and Balasubramanian [15] presented an extensive survey for fraud types in medical and motor insurance systems and many types of data mining techniques are used to detect fraud in these insurance sectors. Our survey presents herein is an up-to-date, comprehensive and state of the art review of data mining applications in financial fraud detection. Figure 1 gives a description of classifier training based on supervised, semi-supervised, and unsupervised learning. 
Classification of data mining techniques and applications

Naive bayes
Naive Bayes method assumes that the presence or absence of any attribute of a class variable is not related to the presence or absence of any other attributes. This technique is named "naive" because it naively assumes independence of the attributes. The classification is done by applying "Bayes" rule to calculate the probability of the correct class.
Viaene et al. [16] applies the weight of evidence formulation of AdaBoost Naive Bayes (boosted fully independent Bayesian network) scoring. This allows the computing of the relative importance (weight) for individual components of suspicion and displaying the aggregation of evidence pro and contra fraud as a balance of evidence which is governed by a simple additivity principle. Panigrahi et al. [17] combined a Dempster-Schaefer adder with a Bayesian learner to solve credit card fraud with their own synthesised data. Hooi et al. [18] developed BIRD, a Bayesian inference approach for ratings fraud detection. The method provides a principled way to combine rating and temporal information to detect rating fraud, and to find a trade-off between users with extreme rating distributions vs. users with larger number of ratings.
Algorithms based on Naive Bayes are easy to implement in engineering, and easy to satisfy the need of fraud detection. However, because Naive Bayes classifier is a log-linear model, it does not provide optimal solutions for non-linear problems with high complexity. To maintain model's interpretability and to improve the ability of solving non-linear problems, we can apply the approaches mentioned above, e.g. AdaBoost, to integrate multiple weak learning machines, and we can also apply decision trees.
Decision tree
Decision trees have structure of a tree which tries to separate the given records into mutually exclusive subgroups. Decision Tree algorithm recursively partitions a dataset using breadth-first approach or depth-first greedy approach until all the items of data go in a particular class.
Sahin et al. [19] studied the ability of decision trees to identify fraudulent credit card transactions, using a 6-month sample from a major bank. Anis et al. [20] applied random under sampling with feature selection for six decision trees classifier. Results showed that random forest is best classifiers among the other that they have used in this study. Jain et al. [21] presents hybrid approach for credit card fraud detection using rough set and decision tree technique which can be used in credit card fraud detection mechanisms. Save et al. [22] proposed a system which detect fraud in credit card transaction processing using a decision tree with combination of Luhn's algorithm and Hunt's algorithm. Luhn's algorithm is used to validate the card number. More complicated tree structural models, like gradient boosted decision tree (GBDT) and extreme gradient boosted (XGBoost) decision tree models could be used to build fraud detection systems. [23] compared performances of logistic regression, GBDT and deep learning models on credit card fraud detection, and [24] compared performances of random forest (RF) and XGBoost on detecting frauds that conducted through P2P lending platform.
Tree models are interpretable and easy to implement. The more one feature is called, or the more information gain accumulated by the feature, the more important the feature is. This makes tree models powerful not only in classification (or regression) model, but also in feature selecting. However, CART and GBDT share the problem of being over dependent on some features. If creditor forges on these features, or abnormal condition occurs during accessing data of these features, then the engaged model tends to make wrong decisions. As a comparison, random forest based on bagging principle is easy to avoid this problem. In practice, when some features are not reliable enough, then you may consider using RF.
Logistic regression
Logistic regression is a classification method, which is mainly used for two classification problems. Its main idea is to use the existing data to establish regression equations classification boundaries, so as to classify them.
In 2007, Pinquet et al. [25] and Viaene et al. [26] both studied logistic regression with insurance fraud, concentrating on a database of Spanish automobile insurance claims. Bhattacharyya et al. [27] performed several credit card fraud experiments, comparing two common classification solutions against the well-known logistic regression and observing results across various common metrics. Kibekbaev and Duman [28] proposed a novel profit-based logistic regression which makes the classification considering all individual costs and profits of instances and consequently maximizes the total net profit captured from applying the classification model. Kulkarni and Ade [29] have suggested a framework using logistic regression to tackle the problem of unbalanced data in credit card fraud detection. They have used an incremental learning approach for fraud modelling and detection Logistic regression is accessible and easy to be parallelly implemented. Considering its interpretability and potential in generalization, logistic regression has been widely used in processing fraud detection and credit scoring. Unlike decision trees, logistic regression is a linear model, hence unable to solve complex non-linear problems. Therefore, single application of LR model onto real operation problem, is usually accompanied by large feature engineering, particularly feature combination. Otherwise, we can use LR model to merge two or more non-linear model to benefit from distinctive advantages of different models.
Support vector machine
The SVM method finds a special kind of linear model, the maximum margin hyper plane, and it classifies all training instances correctly by separating them into correct classes through a hyperplane.
Patel and Gond [30] proposed the SVM based method with multiple kernel involvement which also includes several fields of user profile instead of only spending profile. Whitrow et al. [31] compared SVM with decision trees in solving credit card fraud, with a focus on aggregating common transactional variables to create new inputs. Maldonado et al. [32] introduced a family of methods based on a backward elimination approach for feature ranking and embedded classification using SVM, which has been adapted to select those attributes that are relevant to discriminate between classes under imbalanced data conditions. Moepya et al. [33] demonstrated weighted Support Vector Machines are superior to the cost-sensitive Naive Bayes and K-Nearest Neighbours classifiers. Mareeswari and Gunasekaran [34] proposed hybrid support vector machine (HSVM) along with communal and spike detection for credit card application fraud detection to overcome the limitation of existing systems.
With kernel techniques, SVM can solve complex non-linear optimization problems, particularly, data structure problems, which makes SVM very suitable for solving complex, changeable, data structuring problems for fraud detection. Notably, the problem how to choose kernel functions has been proposed with a standard solution, and hence, SVM requires continuous trial during operation.
Artificial neural network
Neural network is a set of connected input/output units and each connection has a weight present with it. During the learning phase, network learns by adjusting weights to guess the correct class labels.
Kolalikhormuji et al. [35] proposed a cascade neural network system with imperialist competitive algorithm for increasing transaction recognition system's and accuracy rate at the same time. Fu et al. [36] proposed a CNN-based framework of mining latent fraud patterns in credit card transactions. Results show its superior performance compared with some state-of-the-art methods. Gulati et al. [37] presented a credit card fraud detection system which works on neural networks seem to detect up to 80% accuracy with sample transaction data. Modi and Dayma [38] indicated that CNN with SMOTE and feature transformation overcome issue of precision and outperforms NN in all terms.
Neural network is accessible for parallel implementation, which will satisfy the demand of large scaled online applications. However, it has high tendency of overfitting if training set is not a good representation of the problem domain, thus requires a large workload of regularization and constant retraining to adapt to novel fraudulent behaviours. Moreover, in recent years, deep learning techniques, such as convolutional neural network (CNN) and recurrent neural network (RNN), are rapidly developed in fields of computer vision, natural language processing, etc. New methods of fraud detection that are based on these techniques, for example, loan customer website analysis, mobile log analysis, microexpression recognition, will surely be applied more frequently.
K-means
Unsupervised methods do not need the prior knowledge of fraudulent and non-fraudulent transactions in historical datasets, but instead, detect changes in behaviour or abnormal transactions. One advantage of using unsupervised methods over supervised methods is that previously undetected types of fraud may be detected.
K-means clustering algorithm groups the data based on the similarity of their attribute values. The groups formed by mean clustering algorithm is referred to as cluster. The grouping is formed based on the square of distance and centroid of their data values.
Celebi et al. [39] outlined the K-means initialization methods, focusing on their computational efficiency. Eight commonly used linear time initialization methods are compared on a large and diverse collection of actual and synthetic data sets using various performance criteria. Finally, the experimental results using non-parametric statistical tests are compared. Huang and Su [40] presented a problem based on user behaviour pattern analysis which has the insensitivity of numerical value, strong noise, and uneven spatial and temporal distribution characteristics. The existing clustering methods, trajectory analysis methods, and behaviour pattern analysis methods are analysed, and clustering algorithm is combined into the trajectory analysis. The results show that the improved algorithm has more advantages than the traditional k-means algorithm. Subudhi and Panigrahi [4] used optimized Fuzzy C-Means clustering and supervised classifiers for automobile insurance fraud detection. They combined different supervised classifiers with FCM or GAFCM clustering. The efficacy of the proposed methods is examined by several parallel experiments on a real-world automobile insurance dataset.
The advantage of K-means is that it is simple to implement and understand. However, the drawback is that difficulty classifying noisy data, which many fraud types contain.
Graph based semi-supervised learning
The method of training the classification model using both unlabelled data and labelled data is called semi-supervised learning in the field of machine learning.
Graph based semi-supervised learning is a semi-supervised learning method studied in recent years, which is based on manifold hypothesis. First, we use graph strategy to create graph models that can reflect all the data relations, and then transfer labels on graphs to get a classification function that satisfies global consistency assumption. Global consistency assumption, namely manifold hypothesis, makes the classification decision surface try to pass the place where labelled and unlabelled data are both sparse, so it is possible to overcome the drawback that the generalization ability limited by the relative lack of the labelled data in the methods such as support vector machine, neural network and so on.
Ramaki [41] proposed a model for fraud detection in credit cards on a semantic connection between data stored for every transaction fulfilled by a user basis and present it by ontology graph and store them then in patterns database. Lebichot et al. [42] proposed several improvements based on an existing Fraud Detection Systems APATE. APATE uses a collective inference algorithm to spread fraudulent influence through a network by using a limited set of confirmed fraudulent transactions. Cao et al. [43] proposed HitFraud, a collective fraud detection algorithm that captures the inter-transaction dependency. Experiments on EA payment transaction data demonstrate that the prediction performance is effectively boosted by HitFraud with different choices of base classifiers.
The advantage of graph based semi-supervised learning is that it is simple to implement and very easy for auditors to understand given visual nature of results. However, the drawback is that it requires high computational power for training and operation, making it unsuitable for real-time function.
Selected fraud detection systems
Automobile insurance fraud detection
Applied on automobile insurance fraud, the traditional statistical machine learning techniques do work, but share limits that must be considered carefully. Firstly, the traditional statistical machine learning techniques depend on manually designed features which are assumed to be exactly specified, complete to describe the problem, but since the standardized information provided in the claims could be counterfeited by the skilled deceivers who might also understand the techniques and those fraudsters keep discovering innovative types of frauds continually, the anti-fraud system must keep up-to-date. Secondly, though the traditional techniques, such as random forests and SVM, can perform linear and nonlinear transformation at a shallow level, they are not good at digging more deeply into the unstructured textual and visual data to find hidden information, while the extra attributes obtained by deep learning could improve the classification, especially considering the extent of mislabelled samples.
As more complex data and hidden information are available, neural network classifiers show their potential to overcome the difficulties of traditional statistical machine learning techniques when they are properly designed and combined with other methods prior to the training process. Considering that the data set is usually extremely skewed and the minority class, though being the very important part which we need to classify, is easily to be ignored, pre-training process would benefit the supervised training process by balancing the data set. Moreover, the validity of textual information shows the possibility to grasp more hidden information.
In Wang and Xu's research [44] , a detection model based on Latent Dirichlet Allocation and deep neural networks is built to handle structural data, consists of numeric data and categorical data, and textual data. In natural language processing, the topic model Latent Dirichlet Allocation is an important generative model based on Gibbs sampling of the Dirichlet-multinomial distribution that can be used to identify hidden topic information in large-scale document collections [45] . In Wang and Xu's research, the words arising from the text description by insurance experts were viewed as documents for LDA to extract topics regarding automobile insurance behaviours.
The model was tested on real-world data derived from an automobile insurance company in China consisting of 415 fraudulent claims and 36667 non-fraudulent claims. Since the dataset is imbalanced, they applied SMOTE to oversample the fraudulent claims and randomly under-sampled the legitimate claims to get a balanced dataset. Numeric data and one-hot coded categorical data were generated as features directly, while text data was implemented by applying Chinese word segmentation and LDA. LDA and deep neural networks are complementary in the sense that LDA can help explore latent topics while neural networks can dig deeply into the topics for more effective information. Table 1 shows that the performance of LDA and DNN outperforms random forests and SVM applied on the same dataset. 
Financial statement fraud detection
What differentiate financial statement fraud from other types of fraud are the facts that the fraudsters are usually a group of experts who have in-depth knowledge and are clear attributed of responsibility and that financial statement fraud usually brought a negative impact on capital markets, a loss of shareholder value [47] and may be an effective indicator of substantial financial problems that cause bankruptcy [48] . Amounts of researches has been made on financial statement fraud detection using data mining techniques. Kirkos et al. [49] and Lin et al. [50] applied neural networks, Kotsiantis et al. [51] applied decision trees, and Pai, Huang et al. [52] [53] used support vector machines. Most of previous studies paid more attention on numeric data than on textual data, but since more established natural language processing techniques are acquired, more hidden patterns and information could be uncovered to support fraud detection.
In Hajek and Hentiques' research [54] , they examined whether an improved financial fraud detection system could be developed by combining specific features derived from financial information and managerial comments in corporate annual reports.
They identified 311 public U.S. companies involved in alleged instances of fraudulent financial reporting and collected a set of 311 fraudulent annual reports, and also identified 311 firms with the corresponding market capitalization and industry membership and collected a set of U.S. 311 legitimate annual reports. Regarding linguistic variables, they extracted linguistic variables from the management discussion and analysis, representing the most important textual section from the downloaded 10-Ks. By detecting sentiment words, including positive, negative, uncertain, litigious, modal strong, model weak, and constraining words, and calculating the overall tone given by the ratio of the difference of the frequencies of positive and negative words and the total of the frequencies. During the training process, a wide range of data-mining based algorithms are tested, and the results are shown in table 2. We find that BBN significantly outperforms the remaining methods in terms of most classification metrics. However, an ignored problem in the process of training a financial statement fraud detection model is that a report from a specific industry does not include similar information as one from a different industry does. What's more, a report at this stage may not be securely put into a dataset containing previous reports. Considering these problem, we believe a deep understanding of the detected industries and macro-economy is required and a transfer learning model may have a better performance.
Credit card fraud detection
Using real-life dataset of transactions from an international credit card operation, Bhattacharyya et al. [27] evaluates the performance of support vector machines and random forests, together with the well-known logistic regression models for credit fraud detection. This dataset contains 13-month worth of 50 million credit card transactions on about one million credit cards from a single country, from January 2006 to January 2007. Since fraud transactions in the dataset are very few compared to legitimate transactions, some form of sampling is required to obtain a training dataset containing a sufficient proportion of fraud to non-fraud cases. They use data undersampling, which is a simple method that has been noted to perform well.
Fahmi et al. [55] and West and Bhattacharya [56] both used the same dataset, which is the one used in "UCSD- [64] proposed a sequential ensemble credit scoring model based on XGBoost, a variant of gradient boosting machine, and the hyperparameters of XGBoost are adaptively tuned by the tree-structured Parzen estimator, grid search, random search and manual search. A sequential ensemble learning combines a series of weak base learners that process different hypothesizes sequentially to form a better hypothesis, thus making good predictions [65] [66] [67] . To verify the performances of their proposal, five real world credit datasets are utilized, including two datasets from two P2P lending companies. The first dataset from Lending Club [68] contains 1322 good samples and 1320 bad samples, and the second dataset from WE [69] contains 1072 good samples and 349 bad samples. Table 4 and 5 demonstrate that the proposed model outperforms baseline models on average.
However, P2P lending products are transferring huge risks and a relatively larger probability of fraud but, in their experiment, only 10 to 20 features were constructed and thus whether the risks could be detected and controlled is uncertain. When big data is available, some other problems arise: whether the logic behind the data is self-contained and whether characteristics of the same name is independent of time, space, etc. We believe that further studies on transfer learning techniques combined with fundamental analysis could help solve these problems. 
Conclusion
This paper reviewed the literature describing use of the fraud detection and credit scoring approaches based on supervised, unsupervised, semi-supervised, ensemble and transfer techniques. It is noticed that most fraud detection systems employ at least one supervised learning method. Supervised learning methods we presented here are Naive Bayes, decision tree, logistic regression, support vector machine and neural network, unsupervised learning methods we presented here is k-means and semi-supervised learning methods we presented here is graph-based semi-supervised learning. These techniques can be used alone or combined with ensemble or meta-learning techniques to build stronger classifiers. Without loss of generality, those approaches are relatively successful in fraud detection and credit scoring, reducing cost, and protecting our economic society. However, there are still challenges in this area. Firstly, data miningbased fraud detection and credit scoring are subject to the same issues as other classification problems, such as feature engineering, parameter selection, and hyperparameter tuning. Secondly, public data is not abundant enough for researchers to train and test their models and it is nearly impossible to represent the complex financial scenarios, particularly those in China. Thirdly, adapting to the development of credit markets, the far-flung risks, and the changes of fraudulent behaviours, fraud detection and credit scoring methods need evolving all the time. Fourthly, since fraud detection and credit scoring are primarily classification problems with vast differences in misclassification costs, cost measurements should be studied in detail with respect to each industry.
