Statistical Background to the Investigation on Preverbs
This chapter illustrates the statistical techniques employed in chapter 6 and gives details of the case studies. This overview covers the chi-square test (section 7.1), linear models (section 7.2), and Correspondence Analysis (section 7.3). The goal here is to allow the reader to familiarize with these notions of advanced statistics thanks to a simplified explanation supported by linguistic examples taken from the corpus analyses of the case studies. For more in-depth discussions of these topics, I will refer to other specific works.
Pearson's Chi-Square Test of Independence
In this section I will briefly describe Pearson's chi-square test of independence and discuss its use in the first study on Latin preverbs reported on in section 6.5. For a more in-depth description and mathematical details on this test, see Hinton (2004, 248-259 ).
Pearson's chi-square test is one of the techniques used in hypothesis testing, aiming at testing a formal hypothesis by attempting to reject it. Research questions often involve decisions about populations and their distributions, for example the frequencies of word order patterns in Classical and Late Latin. The populations are in most cases not available for direct study; however, hypothesis testing makes it possible to compare samples from the populations, based on which it is possible to decide whether or not the populations differ significantly.
Hypothesis testing works by setting up a null hypothesis (H 0 ), and comparing it with an alternative hypothesis (H 1 ). H 0 can be formulated in a number of ways; however, it always specifies the most conservative scenario such as 'no difference' or 'no effect' . In the word order example mentioned above, I can formulate the null hypothesis that the two samples (frequencies of word order patterns from Classical and Late Latin, respectively) are drawn from the same population. The analysis proceeds by a priori deciding on a significance level (commonly 0.05 or 5% in the humanities and social sciences), which is the threshold under which we reject H 0 ; then either we reject or we do not reject the null hypothesis. Put differently, we only reject the null hypothesis when the data seem extremely unlikely in the light of the assumptions of H 0 , so that the probability of making the right decision is at least 95%.
Pearson's chi-square test works on frequency data in the form of a table, where two variables are assigned to rows and columns, respectively. I will illustrate the case of two-by-two tables, where two variables are divided into two categories; however, the discussion applies to a higher number of categories as well. As an example, Table 7 .1 gives the frequencies of two syntactic constructions (A and B) in two authors (Plautus and Thomas), taken from the dataset of the first study on preverbs described in section 6.5. In this case, I categorized the data in terms of the two variables 'construction' and 'author' .
Observed frequencies and expected frequencies.
A Pearson chi-square test for independence formally tests the null hypothesis that rows and columns are independent of each other, i.e. the observations in the table follow a random uniform discrete distribution. In the current example, the null hypothesis states that the frequencies of constructions A and B do not depend on the particular author they occur in. The total number of observations is 39 for Plautus and 55 for Thomas, so even under the null hypothesis I do not expect the same observed frequencies for the two constructions in the two authors; rather, I expect the same proportion of each construction in each author. For example, the 24 occurrences of construction B in Plautus correspond to 24 15+24 = 0. 62 or 62% of the total frequency in Plautus. If there were no difference between the two authors in terms of the constructions used, then the 17 total occurrences of construction B should be distributed between Plautus and Thomas in proportion to the authors' frequencies. The proportion for Plautus is 39 94 = 0. 41, so I would expect 0. 41 * 17 = 7. 07 instances of construction A in Plautus, as shown by the first cell of Table 7 .2.
