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Abstract 
This paper directly uses the second-order differential equations to denote the swing equations of generators and 
adopts numerov method to convert the differential equations to a series of algebraic equations. Considering the 
truncation error of specific numerical integration algorithm, the transient differential equations are dispersed to 
inequality constraints instead of equality constraints. The proposed method can reduce the dimension of correction 
equation by reducing the number of the equality constraints and variables, so as to improve the computational 
efficiency and reduce the memory usage. Numerical simulations on the four test systems, from 9 to118 buses, show 
that the proposed method is robust and efficient. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
Transient stability constrained optimal power flow (TSCOPF) is an effective measure to coordinate the 
security and economic of power system. TSCOPF is a large-scale nonlinear optimization problem that 
includes differential-algebraic equations. There are mainly three methods to handle the differential 
equations. First, the differential equations are converted to a set of algebraic equations through a time-
domain numerical discrete method [1-2]. Second, the authors convert the infinite-dimensional TSCOPF 
into a finite-dimensional optimization problem through the functional transformation techniques [3-4]. And 
the third method is a hybrid direct-time-domain method [5].  
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The swing equations of generators (SEOG) are expressed as two sets of first-order differential equations 
in TSCOPF problem currently. In fact, they can be expressed as one set of second-order differential 
equations. Numerov method is adopted to convert the second-order differential equations to a series of 
algebraic equations. Considering the truncation error of specific numerical integration algorithm, SEOG 
are dispersed to inequality constraints instead of equality constraints [6]. In order to guarantee the 
robustness of the algorithm, primal-dual interior point method [7] is used to solve the problem. Numerical 
simulations on the test systems show that the proposed method is robust and efficient. 
2. Formulation of TSCOPF Problem 
Assume that the dynamics are governed by the so-called classical model. Usually, the mathematical 
model of TSCOPF in polar coordinate can be described as follows. 
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TS denotes the set of all buses, generators, reactive power sources and the simulation time separately; GiP ,
DiP denote the active power output and active power load at bus i ; RiQ , DiQ denote reactive power output 
and reactive power load at bus i ; iV , iθ denotes voltage amplitude and voltage angle at bus i ; ijY ,
ijα denotes element ij of admittance matrix amplitude and element ij of admittance matrix angle; diX ′
denotes direct axis transient reactance of i th generator; iE  denotes generator voltage amplitude behind 
diX ′ ; GiP , GiP denotes lower and upper bounds of  active power output of i th generator; RiQ , RiQ  denotes 
lower and upper bounds of  reactive power output of i th generator; iV , iV  denotes lower and upper 
bounds of voltage amplitude at bus i ; 0COIδ , tCOIδ denotes generators’ rotor angles of COI of steady-state and 
at time t separately; 0iδ  denotes rotor angle of i th generator of steady-state; tiδ  denotes rotor angle of i th 
generator at time t ; Sω  denotes standard value of the angular speed deviation; tiω denotes angular speed 
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deviation of i th generator at time t ; teiP  denotes electromagnetic power of i th generator at time t ; eijY ,
eijaY denotes the element ij of reduced admittance matrix amplitude and the element ij of reduced 
admittance matrix angle ; JiT denotes moment of inertia of i th generator.  
Excluding damping power, SEOG can be generally represented as two sets of first-order differential 
equations, shown as (1). It can be noted that the swing equations of generators can be expressed as one set 
of second-order differential equations, see (2). 
( )2 2 G e s Jd dt P P Tδ ω= −                                                                                                                  (2) 
The second-order differential equations can be dispersed to a series of algebraic equations with 
numerov method, as (3), where tΔ  denotes simulation time step. 
( )1 2 1 2 22 12 10 12 0t t t t t ti i i Gi ei ei ei s JiP P P P t Tδ δ δ ω− − − −− + − − − − Δ =                                                      (3) 
Numerov method is a multi-step method. Implicit trapezoidal method is used for the initial calculation. 
It can be obtained that ( )1 0 1 0 2 2 0i i i i stδ δ ω ω ω− − + − Δ = , ( )1 0 1 02 2 0i i Gi ei ei JiP P P t Tω ω− − − − Δ = .
Then ( )1 0 1 0 22 4 0i i Gi ei ei s JiP P P t Tδ δ ω− − − − Δ = .
In conventional numerical discretization method, the swing equations of generators are discretized to 
be equality constraints. Actually, there is no need to treat those difference equations as equality 
constraints because any numerical integrator has truncation error [6]. In summary，the second-order 
differential equations of swing equations of generators are converted to (4)，where β is a constant, 
n denotes the precision order of specified numerical algorithm.. 
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3. Test Results and Discussion 
Details of the four test systems and the supposed contingency information of each system are shown in 
Table 1 where GN denotes the number of the generators, RN  denotes the number of reactive power 
sources, T denotes the simulation time and ct  denotes the clearing time. All tests were performed on a 
PC with Dual-Core AMD 2.2GHz CPU and 2GB RAM, with MATLAB R2010b. 
Table 1. Information of the test systems 
Test system GN RN  Fault line Fault bus tΔ ct
WSCC-9 3 3 2-3 2 0.01 0.1 
CEPRI-22 6 3 8-9 8 0.01 0.1 
NE-39 10 10 4-5 4 0.01 0.1 
IEEE-118 16 54 85-89 85 0.01 0.1 
For comparison, the method that SEOG expressed as two sets of first-order differential equations are 
dispersed to equality constraints by implicit trapezoidal method is called conventional method (CON). The 
method that SEOG expressed as two sets of first-order differential equations are dispersed to inequality 
constraints by implicit trapezoidal method is called reduced-dimension method (RED). And the method 
that SEOG expressed as a set of two-order differential equations is are dispersed to inequality constraints 
by numerov method is called improved numerov method (INU).  
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Fig.1 gives the swing curves of the generators under given contingencies. Fig.1 shows that all the 
swing curves of the generators obtained by TSCOPF remained in the rang of -100 to 100 degree. 
0 0.5 1 1.5 2
-30
-20
-10
0
10
Simulating time(sec)
sw
in
g 
an
gl
e(d
eg
)
0 0.5 1 1.5 2
-40
-20
0
20
40
Simulating time(sec)
sw
in
g 
an
gl
e(d
eg
)
(a)                                                                                       (b) 
0 0.5 1 1.5 2
-20
-10
0
10
20
30
Simulating time(sec)
sw
in
g 
an
gl
e(d
eg
)
0 0.5 1 1.5 2
-40
-20
0
20
40
60
Simulating time(sec)
sw
in
g 
an
gl
e(d
eg
)
(c)                                                                                            (d)
Fig. 1. Time-domain simulation results for test systems. (a) Swing curves for WSCC-9. (b) Swing curves for CEPRI-22. (c) Swing 
curves for IEEE-39. (d) Swing curves for IEEE-118. 
The main computation of interior point method for solving optimization problems is to solve the 
correction equation. The dimension of the reduced correction equation is the sum of the variables and 
equality constraints. The dimensions of the reduced correction equation of the test systems with the three 
methods are shown as fig 2. Fig 2 shows that the reduced-dimension effect of INU is remarkable. 
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Fig. 2 Dimensions of correction equation of the systems 
The objectives of the test systems with the three methods are compared. The objectives of WSCC-9 
are all 3.5274. The objectives of CEPRI-22 are all 20.5933. The objectives of NE-39 are all 61.8745. And 
the objectives of IEEE-118 are all 42.8907.The results of INU are accurate and reliable. 
Table 2 lists the number of iterations, CPU time of the systems and the speedup which is defined as 
the ratio of CON CPU time and CPU time of other two methods. We can observe that the numbers of 
iterations of the three methods are similar. The numbers of iterations of RED and INU are the same. The 
second-order differential equations expression doesn’t lower the performance of convergence. CPU time 
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of INU is less than other two methods. It is visible that INU can effectively improve the computing speed 
under the premise of ensuring the accuracy of the calculation.  
Table 2. Number of iterations and CPU time of the systems 
Number of iterations CPU time Speedup Test
system 
CON RED INU CON RED INU RED /CON INU/CON 
WSCC-9 11 13 13 1.17 1.12 1.01 1.04 1.16 
CEPRI-22 13 13 13 6.55 4.14 2.42 1.58 2.71 
NE-39 14 15 15 29.12 12.45 6.91 2.34 4.21 
IEEE-118 16 16 16 106.87 30.33 17.83 3.52 5.99 
4. Conclusion 
An improved numerov method for TSCOPF problem has been proposed in this paper. The swing 
equations of generators are expressed as one set of second-order differential equations. And considering 
the truncation error of specific numerical integration algorithm, they are dispersed to inequality 
constraints instead of equality constraints. The proposed method improves the computational speed 
efficiency by reducing the dimension of correction equation. Numerical simulations on the four test 
systems have verified that the proposed method is with a good convergence and robust. It is very 
promising for large scale application. 
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