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1. Introduction 
It is all too easy to run a simulation experiment which produces an undifferentiated mass of 
numbers. It is harder to design the experiment to make efficient use of available resources and to 
check that the intended system has been simulated. Experience of the literature shows that it is 
also difficult to form a cogent summary of the results. The purpose of this note is to demonstrate 
the use of normal plots in presenting the results of a simulation. The study was intended to 
compare the properties of statistics known to have asymptotically normal null distributions. 
The note also contains some comments on experimental design. The particular experiment 
concerned the comparison of 6 test statistics for transformation of the response in multiple 
regression. These statistics were compared on 3 sets of data for up to 13 values of the 
transformation parameter, at each of which points 1000 samples were generated. Is it worth 
trying to reduce the number of random variables used? If so, how? 
A fuller, although still somewhat cryptic, account of this work is given by Atkinson and 
Lawrance [3], who are primarily interested in the comparison of the test statistics. Here the 
emphasis is on the design and analysis of the experiment, including graphical methods. 
2. The problem 
Box and Cox [4] describe a family of power transformations, indexed by the parameter X, for 
the response in a linear regression model. They tested the hypothesis X = X, by use of a 
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likelihood ratio test. More recently, several other tests have been developed, for which competing 
claims have been made. In all, 6 tests were compared for size and power. 
(1) Atkinson’s score statistic T,, for regression on a constructed variable [l]. 
(2) The score test T, using observed information [8]. 
(3) TL, the signed square root of the loglikelihood ratio statistic. 
(4) The Wald test TI using observed information [9]. 
(5) TR, the Wald test with variance estimated from regression on a constructed variable [9]. 
(6) Try an approximation to TL derived from a quadratic approximation to the profile 
loglikelihood of A. 
3. The experiment 
It is not possible to make any progress in comparison of the distributions of the statistics by 
analytical methods, so simulation was used. Different data configurations were obtained by 
fitting the transformation model to 3 sets of data. 
(1) The poison data of Box and Cox [4], a 3 X 4 factorial experiment with 4 replicates per cell. 
The additive model used had p = 6 parameters and n = 48 observations. 
(2) Data on the cost of construction of nuclear power stations from Cox and Snell [6, 
Example G]. There are 5 binary explanatory variables, 4 logged variables and the date: n = 32, 
p = 11. 
(3) The wool data of Box and Cox [4]. This is a 33 factorial to which a first-order model is 
fitted: n = 27, p = 4. 
The poison data set is fairly straightforward, with enough data to allow sharp inferences on a 
simple model. The nuclear data, involving 10 explanatory variables and only 32 observations, 
allows only imprecise inference. The wool data are apparently straightforward, despite which the 
simple model used produces a nonconcave profile loglikelihood. But, from the point of view of 
experimental design, what space is spanned by these 3 data sets? It is a result of optimum 
experimental design [7] that experiments should, in a precisely defined manner, explore the 
extreme points of the experimental region. 
For each example 1000 observations were simulated at the maximum likelihood estimate of h. 
All 6 statistics were calculated on the same observations: as well as being in accord with the 
principles of the classical theory of the design of experiments, such as blocking, this procedure 
allowed calculation of the correlations between statistics. The power of the statistics was 
calculated from the same set of observations for a series of null hypotheses. These were evenly 
spaced values of h, up to those giving powers near 80%. 
Principles of the design of simulation experiments are discussed by Ripley [ll, 55.51. The 
interesting case of design for simulation in the absence of error (for example, from sampling 
the results of a large deterministic calculation) are discussed by Sacks et al. [12]. In the present 
case of stochastic simulation, by far the greatest effort went into computer programming 
and analysing the results-running the simulation was of negligible cost. The 3000 normal 
random variables required were generated using the “Convenient” algorithm of Marsaglia and 
Bray [lo] coupled with the CYBER random number generator RANF ( Xn+i = 
44 485 709 377 909X, mod 248). 
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4. Analysis of the results 
Asymptotically all statistics should have standard normal distributions. The 18 simulated null 
distributions were compared via their first 4 standardized moments, with the addition of selected 
quantiles. Fortunately, the structure was very simple: with one exception, third and fourth 
moments were negligible. All statistics could therefore be treated as normal. There were however 
appreciable differences between the statistics in variance, although not in mean, so that nominal 
5% tests had very different sizes. The one exception to this picture came from T, for the wool 
data, where the standardized fourth moment had the appreciable value of 1.586. This high 
kurtosis is caused by standardization of the statistic with an observed information which is too 
small, an effect caused by the nonconcavity of the profile loglikelihood. 
For results with a more complicated structure, more sophisticated forms of data reduction 
might be desirable, starting, for example, with normal plots and multivariate graphical tech- 
niques for representative values, such as Chernoff’s faces [5]. The joint distribution of the 
statistics was investigated through the matrix of correlations: all correlations were at least 0.99, 
except those between Tp and the other statistics. 
There remains the problem of the comparison of the power of statistics of different sizes. 
Nominal 2$% one-sided tests were compared, the number significant for different values of X 
being counted. For normally distributed test statistics the power curve is the normal distribution 
function. Normal plots of the simulation results show the power by the slope, the size 
determining the intercept of the straight-line plot. 
For all three examples the power curves for the 6 statistics are almost parallel, indicating that 
the statistics have very similar power when they are adjusted to have the same size. Figure 1 
shows the results for the poison data, in which the largest values are those for T,: the statistic 
has a size of 9.9% compared with the nominal size of 5%. In the results for the wool data shown 
in Fig. 2, the values of Ts are largest with a size of 10.5%: Tp behaves appallingly. 
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Fig. 1. Poison data: normal plot of simulated power. Fig. 2. Wool data: normal plot of simulated power. 
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5. Conclusions 
There are conclusions both for the specific study and for the analysis of simulation studies. 
(1) If the reference null distribution for each statistic is generated by simulation, there is little 
to choose between the statistics apart from Tp. 
(2) The joint distribution of statistics is important in addition to their marginal distributions. 
(3) Effective summaries of simulation results are essential. Here the normal plots of power 
provide a cogent summary of tables of information. An example of such plots in which one exact 
test is indeed shown to have the correct size, but poor power, is given by Atkinson [2, p.1681. 
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