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A stochastic integral with respect to a generalized, i.e., not necessarily time- 
homogeneous, Wiener process in the dual of a nuclear space is defined. The 
integrands are random linear operators X= (X,),, R+, with values in the dual of a 
multi-Hilbertian space, the domain of X, depending in general on s. As an applica- 
tion of this result we prove that, under weak and natural assumptions, a 
generalized Wiener process can be represented in the strong sense as the stochastic 
integral with respect to another Wiener process, whose covariance functional is 
given in advance, in particular, with respect to a homogeneous Wiener process. 
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INTRODUCTION 
Let @ be a nuclear space and W be a generalized, i.e., not necessarily 
time-homogeneous Wiener process in @‘. This process is certainly the most 
important @‘-valued martingale since various limiting procedures for 
particle systems lead to @‘-valued processes (typically, CD’ is a space of 
distributions) which have W as their “martingale component” (cf., e.g., 
[6, 8-10, 171). 
In this paper we construct a stochastic integral with respect to W and 
describe some of its properties and applications. There are several delini- 
tions of stochastic integrals in the dual of a nuclear space (see [11-13, 16, 
171). They differ in generality and their mutual connections are not always 
evident. The definition we present here is very general; in a sense it is the 
most general possible for Gaussian martingales. The space @ need not be 
Frechet and integrands are random linear operators X= (AC,), with values 
in a multi-Hilbertian space P’, the domain of X, being a subspace of @‘, 
depending in general on S. The description of the class of integrable pro- 
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cesses is explicit and intrinsic, i.e., for any time interval [0, T), neither that 
class nor the stochastic integral depend on a choice of a Hilbert subspace 
of @’ in which ( Ws)ss T lives. This is the main diffference between our 
approach and that one presented in [12]. 
The present paper extends the results of [4] (see also [lo]), where only 
homogeneous Wiener process was considered. The main proofs, however, 
are not straightforward extensions of those in [4], since inhomogeneity of 
W makes the argument significantly more involved. 
As an application of our definition of integral we prove that under weak 
and natural assumptions the generalized Wiener process can be represented 
as the stochastic integral with respect to another Wiener process whose 
covariance functional is given in advance. In particular, the generalized 
Wiener process is the stochastic integral with respect to a time- 
homogeneous Wiener process. This result is an improvement of that one in 
[4] since in that paper we were only able to prove the equality of distribu- 
tions of the initial process and the integral. Thus, in spaces of distributions 
such as 9” or 9, where a standard Wiener process exists, each generalized 
Wiener process can be written as the stochastic integral with respect to a 
standard one. It should be stressed that our representation theorem is of a 
different type from that one proved in [12]. 
The paper is organized in the following way: In Section 1 we introduce 
basic notations, recall definitions, and state some auxiliary general lemmas 
needed in the sequel. Section 2 is devoted to the construction of the 
integral, Section 3 discusses some properties of the integral, and Section 4 
contains the proof of the representation theorem. 
Most of the results, some of them in a slightly less general form, have 
been announced in [5]. 
1. PRELIMINARY FACTS AND NOTATIONS 
A separable seminorm q on a vector space Q, is called Hilbertian 
(H-seminorm) if q has the form q(f) = (q(f, f))‘/*, where q( .,.) is a sym- 
metric, non-negative definite, bilinear functional on @ x @. Then @/ker q is 
a normed (pre-Hilbert) space with the norm q, where the inner product 
4( ., . ) is induced by q in the obvious way (for simplicity we will denote the 
norm 4 by q). 
By k, we denote the canonical mapping @ + @/ker q, i.e., k,(f) = [f],,. 
Sometimes we treat an f E Q as an element of @/ker q if there is no risk of 
confusion. 
The q-completion of @/ker q is a separable Hilbert space, denoted by Gq, 
and its dual @b is Hilbert with the norm q’(t) = sup{<(f): q(f) < 11. The 
space @b is clearly the dual space of @/ker q as well. 
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Let q, u be H-seminorms on @. The seminorm q is said to be bounded 
by u, written q < U, if the identity mapping Id: (CD, v) + (@, q) is con- 
tinuous. For q < v we have the canonical continuous mapping 
k,,: @, -+ Q4, (1.1) 
being the extension of the mapping [f], -+ [fly, forf e @. The conjugate 
mapping 
i,,:@~*@: (1.2) 
is a continuous imbedding. Analogously, if @ is a locally convex topologi- 
cal vector space, @’ denotes its strong dual, and q is a continuous 
H-seminorm on @, then the mapping 
conjugate to k,, is a continuous imbedding. 
We say that q is Hilbert-Schmidt bounded by u, written 
if q < v and k,, is a Hilbert-Schmidt operator. 
Being a Hilbert space, Oy is isometric to @b under the bijection a,: 
Q4 + c&,, defined by 
a,(f) = 4t.L. 1. (1.3) 
Let Y be another vector space, and u be an H-seminorm on Y. As usual, 
by U(@i, VI) (resp. Z2(@b, !PL)) we denote the space of all linear, 
bounded (resp. Hilbert-Schmidt) operators from CD: into YV:,. 
If A is a linear operator from @b into !Pi, then 
/(A (lqU := the operator norm of A, 
IA JqU := the Hilbert-Schmidt norm of A. 
(1.4) 
These norms are assumed to be cc if A is not bounded (resp. if A is not 
Hilbert-Schmidt). 
Suppose we are given a multi-Hilbertian space (@, r), i.e., a locally 
convex topological vector space @, with topology generated by a family r 
of H-seminorms. Its strong dual will be denoted by ~3: or @‘. 
Let (52, 9, P) be a complete probability space. By a @‘-valued random 
variable we mean a function from 52 into @’ which is (9, aK(@‘)) 
measurable, where gc(@‘) is the c-algebra generated by the half-spaces 
{b@‘: 5(f)<@], a~ R, f E @. A @:-valued random variable X is said to 
683/34/2-3 
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be a-concentrated if there exists a countably Hilbertian topology 8, weaker 
than r, such that P(XE @k) = 1. 
By a @‘-valued stochastic process we mean a family of c-concentrated 
random variables. 
Let us recall that a multi-Hilbertian space (@, r) is called nuclear if for 
each r-continuous H-seminorm q there exists a r-continuous H-seminorm 
u such that q <HS u. 
Let (@, t) be a nuclear space and let (R),, R+ be a fixed filtration in 
(Q, 9, P). We assume that it is right continuous and 9$ contains all P-null 
sets. The basic process in this paper is defined as follows: 
1.1. DEFINITION. A @‘-valued, continuous centered Gaussian process 
w= WlLR+ is called a generalized Wiener process if 
(i) IV’, is &-measurable for each t E R + ; 
(ii) W, - W, is independent of e for t > S; 
(iii) the covariance function K( t’, f; 1”, g) = E( W,,(f) W,,.(g)) has 
the form 
at’, I-; r”, g) = J;’ n “’ q,u, 8) ds, r’,f’~R+,f,g~@, (1.5) 
where qs is a continuous H-seminorm on @ for s E R + , and the function 
s -+ qs(f, g) is Bore1 measurable, bounded on finite intervals for each f, 
g E @. In this case we will call W a generalized Wiener process associated 
to ~~sLaR*~ 
It is well known (cf., eg., [lo], where only time-homogeneous process is 
considered, but argument is the same for the inhomogeneous case as well) 
that if W is as above, T > 0 and u is a continuous H-seminorm on @ such 
that 
then W,h,T has a continuous version in @):. 
Fix a family (qs}s of seminorms on § with the same properties as in 
Definition 1.1. In this paper we will consider generalized Wiener processes 
satisfying additionally the following condition: 
1.2. Assumption (A). For each T> 0 there exists an H-seminorm w on 
@ such that 
q,<w* s < T. (1.6) 
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This assumption is a restriction on the process, but in fact for all impor- 
tant spaces it is fulfilled for each Wiener process. Namely, the following 
proposition holds: 
1.3. PROPOSITION. If @ is nuclear and barreled space then (A) is 
satisfied. 
See, e.g., [4, Theorem 4.21 for the proof, and [15] for a general informa- 
tion on barrelled spaces. Thus, (A) is satisfied for such important spaces as 
Y and 3. 
Let us mention some consequences of Assumption (A). 
1.4. LEMMA. Under Assumption (A) there exists a countable set G0 t c?, 
dense in Qqr for each s E R + . 
The proof is very easy so we omit it. 
1.5. PROPOSITION. Under Assumption (A), if 
l/2 
<HS v (1.7) 
for a continuous H-seminorm v on @, then 
4s <HS v, s-almost everywhere on [0, T]. (1.8) 
Proof Let (ej)j be an orthonormal basis (ONB) in Q,, ej E 0, j= 1, 
2 ) . ..* By (1.7) we have 
C ST qz(ej) ds< a, 
i O 
hence 
C 43ej) < ~0 s-a.e. on [0, T]. (1.9) 
Fix a continuous H-seminorm p on CD such that 
w < P, v i P, (1.10) 
where w satisfies (1.6). Let Q. 
fEQo. Thenf=xP. h 
c @ be a countable set, dense in aP. Fix 
,e,, w ere the series converges in CD,. Since 
48 
( > 
i Bjej G i I Pjl 4Aej) 
j=m j=m 
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we have 
(1.11) 
and it means, by (1.9), that C pjej converges in QjyJ s-a.e. on [0, T J. (1.7) 
implies that 
loT qf (f -  i fijej) ds d 01’ (f -  i bjej) + 0 
j=l j= 1 
as n + co, so there exists a subsequence n,(f), such that 
qS (f - “f ’ 8,e,j) ds + 0 
j=l 
s-a.e. 
as k -t co. From this and from the fact that C fijej converges in Q4$, we 
conclude that f = C fijej in oqS s-a.e. on [0, T]. @,, is countable; therefore 
for almost every s E [0, T], 
f =I 4f, ej)ej 
for all fs in @, simultaneously. Hence, putting in (1.11) m = 1 and letting 
n + co, we see that for almost each SE [0, r], 
43f 16 v*(f) C 43ej) (1.12) 
for each f E QO. Now, for an arbitrary f E @ there exists a sequence 
(fn)nc@O such that p(f-fn)-+O, so by (1.10) we get qS(f -f,,)-tO, 
u(f - f,) + 0. Hence inequality (1.12) is true for f E CD, so (1.8) holds. The 
proof is complete. 1 
In the sequel we shall need the following measurability lemmas: 
1.6. LEMMA. Let qS< v for s in a Bore1 set D c R, . Then the function 
s + qS(k,,lh, f )Zo is measurable for each h E @,, f E @. 
Proof. The claimed property follows immediately from the fact that this 
function is measurable if h E @. 1 
1.7. LEMMA. Let {qS}3 satisfy Assumption (A). Let functions 
S-+fb)E@q,, s + g(s) E Qys (1.13) 
be such that s -+ qS(f, f(s)), s + qS(f, g(s)) are measurable for each f E @. 
Then the function s + qJg(s), f(s)) is measurable. 
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Proof Fix a countable set (fi}i c @, dense in ~0~~ for all s. We can find 
such set by Lemma 1.4. Since {fiji is a complete system in G4$, the 
Gram-Schmidt orthogonalization procedure can be applied to it, yielding 
an orthogonal complete system {ei(s))i in Gqs, with the property that 
Cr,(ej(S))= 1 or q,(ej(S)) =O, (1.14) 
for j= 1, 2, . . . . s E R + . It can be easily verified (induction on j) that this 
procedure gives 
(1.15) 
where Q(S), for I= 1, 2, . . . . j, j= 1, 2, . . . . are measurable functions of s such 
that if qS(ej(s)) = 0 then au(s) = 0 for I= 1, 2, .., j. From this we have 
qs(f(s)9 g(S)) = C 4s(ej(S)y f(S)) Ss(ej(S), g(J)) 
= f i i anj(s) u/j(s) qs(fn3 fCs)) 4s(f/9 ds))2 
j=l n=l I=1 
which is measurable as the limit of a sequence of measurable functions. 1 
From the proof it is seen that nothing changes if the functions f, g 
depend, in a measurable way, on an additional parameter. Hence we obtain 
the following proposition: 
1.8. PROPOSITION. Let (qSJS satisfy Assumption (A), and let f, g be run- 
dom functions of the form (1.13). Ifprocesses (qS(f; f(s))), and (qS(S, g(s))), 
are progressively measurable for each f E @, then the process (qS( f (s), g(s))), 
is progressively measurable. 
2. CONSTRUCTION OF THE STOCHASTIC INTEGRAL 
Throughout this section it is assumed that we are given a multi-Hilbertian 
space Y, a nuclear space CD, a filtered probability space (a, 9, P, 
(z),, R+ ), and a @‘-valued generalized Wiener process W associated to a 
family {qS}$, satisfying Assumption (A). For a fixed positive real number T 
and fixed continuous H-seminorm u on Y, we consider a class 
defined below: 
A(u, T)=A(W, eu, T) Q-1 1 
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2.1. DEFINITION. A( u, T) is the class of processes (X,), $ T such that 
(i) X,(o) E 6c;(@i,v, K), (2.2) 
(ii) for each f E @, g E Y the process (qS(X: g, f))SS T 
is progressively measurable, 
I 
r 
(iii) IlXll: := E 
0 
IX,lt+ ds (2.3) 
is finite. 
2.2. Remark. More precisely, the elements of A(u, T) are equivalence 
classes and in the sequel we will write XE A(u, T), if there exists a process 
Y satisfying conditions (i), (ii), (iii) of Definition 2.1 such that X,(o) = 
Y,(o) ds 63 dP-a.e. on [0, T] x Q. 
First of all we have to notice that the integral in (2.2) is well defined, 
which is claimed in the following lemma: 
2.3. LEMMA. If X satisfies conditions (i) and (ii) of Definition 2.1, then 
the process (s, co) + IX,(w)\,, is progressively measurable. 
Proof, It is enough to show that for each g E !Y the process (qS(X: g)), 
is progressively measurable, which is clear from Proposition 1.8 applied to 
4K g, x: 8). I 
2.4. PROPOSITION. A(u, 7’) is a Hilbert space with the norm 1). IIn. 
Proox It is clear that A(u, 7’) is a linear space and 1) . )I n is a Hilbertian 
norm. Now we will prove that this space is complete. Denote by g the 
o-algebra of progressively measurable sets in [0, T] x s2, and let dp = 
ds@ dP. Let (X,), be a Cauchy sequence in A(u, T). The Chebyshev 
inequality applied to the measure p implies that there exists a subsequence 
(nj)j, such that P(A,~) < 2-j for j = 1, 2, . . . . where 
Aj = {(s, W): lxnj+ l(s, O) - xnj(s, o)I~su B 2-‘}> 
hence by the Borel-Cantelli lemma, for p-almost each (s, w) the sequence 
(X,,(S, o)),. satisfies Cauchy’s condition with respect to the norm I .[4ru. 
Thus for ,u--a.e. (s, w) there exists X(s, o) such that 
asj+co. 
IX& 0) - X(s, 4Iq,u + 0 (2.4) 
Now we prove that X has a version in A(u, T). X(s, o) is well defined for 
(s, O) E A := U,, fljp, Af ES (by Lemma 23) and p(A’) =O. We define 
X(s, co) = 0 for (s, o) E A’. Let f E 0, g E Y. For each (s, o) 
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as j+co. Hence (qsK g, f)L T is progressively measurable as the 
pointwise limit of progressively measurable processes. Thus, by Lemma 2.3, 
/IX, -X1(,, is well defined (possibly infinite). To end the proof it suffkes to 
show that 
lI~,-J-lln+0. 
By Fatou’s lemma and by (2.4) we have 
(2.5) 
hence (2.5) follows, since (X,), is a Cauchy sequence. 1 
Our aim is to define a stochastic integral with respect to the generalized 
Wiener process W, for all processes in n(u, T). 
We start from the simplest processes. Let 0 < tr < t2 d T, and u be a 
continuous H-seminorm on @ such that s-a.e. on ]tl, t2], 
and 
12 
0 ) 
112 
qfds iv. 
fl 
(2.7) 
The existence of such v is guaranteed by Assumption (A). We consider a 
process X defined by the formula 
X,(o) = zp,,,2J x As7 w) 4p U.8) 
if (2.6) holds, zero otherwise, where FE 8, and A has the following proper- 
ties: 
0) A E =WC, W, (2.9) 
(ii) Ai,, E %(@;r, W s-a.e. on ]tl, t2], (2.10) 
(iii) ltT IAigJ~,, ds < co. (2.11) 
XE/I(U, T), because by assumptions we get (2.2), (2.1), and the 
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progressive measurability is a consequence of Lemma 1.6. For f E @, by 
(2.7) 
a( w,, - W,,)(f))’ 6 Cu2(f), 
so W,,- W,, can be uniquely extended to a continuous linear operator W 
from Qp, into L2(Q, F, P); moreover, it is easily seen that 
NW,, - WJ(W2 = j” qkJ4 ds, hE@,. (2.12) 
fl 
Hence, by (2.1 l), the regularization technique (see [ 10, 4]), can be applied 
to define the stochastic integral by the formula 
s ’ xs dws = Zd K2 ,,t- W,, ,  ,)A’. 0 
It is a continuous martingale in !PL. Later it will be shown that, as should 
be expected, this definition does not depend on a choice of u. Let 
A?‘,‘([O, T], Y:) denote the (Hilbert) space of continuous square 
integrable martingales in Y L. 
2.5. THEOREM. There exists exactly one linear isometry J from A(u, T) 
into A!*,‘( [0, T], Vu) such that for each process X given by (2.8), J(X) is 
given by (2.13). 
We say that process XE A(u, T) is integrable on [0, T] and the integral 
j X dW is, by definition, equal to J(X). It is seen that our definition does 
not depend on the Hilbert space in which the generalized Wiener process 
lives. 
Before proving the theorem we extend the notion of stochastic integral 
on a class of processes not depending on u, T. 
2.6. DEFINITION. /i( W, Y) (A) is the class of processes (Xs)seR+ such 
that 
(i) X,(o) E =W@bs, y’), (2.14) 
(ii) for each f E CD’, g E Y the process (qs(X: g, f))s is progressively 
measurable, 
(iii) there exist a sequence (u,), of continuous H-seminorm on Y 
and a sequence ($,), of bounded stopping times such that 9,~ co, 
for s E [0, S,] (2.15) 
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and 
(2.16) 
for n = 1, 2, . . . . 
Remark. It is easily seen that (2.16) can be replaced by an apparently 
weaker condition: 
P 
0 
% IxsI;,+, ds< co = 1, 
0 ) 
for IZ = 1, 2, ,... 
Of course, if 9,< T,, then Z~o,,IX~A(u,, T,,). Therefore, by 
Theorem 2.5 we have the well-defined stochastic integral 
I II o ro~ktl XdW for t<T,. 
In the sequel we adopt the usual notation for the process stopped at a 
(stopping} time 9: Y f = Y, I\ $. 
2.7. THEOREM. Let XE A. There exists a unique continuous Y’-valued 
process X. W (written also j X dW) such that for any sequences (u,),, (S,),, 
satisfying conditions of point (iii) of Definition 2.6: 
(X. W)9n= 1 I,o,,n,XdW. (2.17) 
This theorem yields a general definition of the stochastic integral with 
respect to W. The proof will be based upon Theorem 2.5 which will be 
proved now. 
Proof of Theorem 2.5. Step 1. We shall need the following generaliza- 
tion of the formula (2.12): 
Let 0 6 t1 < t2 d T, and let vi, uZ be continuous H-seminorms on @ such 
that qs<vl, qs< v2 for SE Itl, t2], and 
Denote A W = W,, - W,, . We will prove that for each f E cB~,, , g E Qvz, 
E@Wf) AWg)) =I" qsWv,q,A k,,,d ds. 
11 
(2.18) 
Let us take fn E @, g, E @ such that k,, f, -fin a,, , k,, g, -+ g in oU2 as 
n --+ cc. We know that the equality (2.18) holds for f,, g,; hence to obtain 
196 BOJDECKI AND JAKUBOWSKI 
(2.18) in the general case we will prove that it is possible to pass to the 
limit as n -+ co. 
E(d W(f,,) A W(g,)) -+ E(dW(f) dW(g)) as n -+ co, because AW is a 
continuous operator from @“, into L* and from dj,, into L2. Since qs 
is a continuous function of two arguments, we obtain q,(fn, g,) = 
qs(k&,fn, k2Yrk2 gJ + qAk&,f, k,,k,, g). Therefore, in order to 
pass to the limit under the integral, as n -+ co, it is enough to show that 
{qs(f,,, g,)}, are uniformly integrable on It,, t2]. To this end it suffices to 
prove that h&./A and b&d, are uniformly integrable. By assump- 
tions, 
1,; q:(L) ds -+ 1” d(k,,f) ds and 43fJ + d(k”,,J) 
11 
as n + co. The functions are non-negative, so by Scheffe’s theorem we have 
convergence in L’([t,, t2]); hence {qf(&) In are uniformly integrable. The 
sequence MkJL can be handled in the same way. This completes the 
proof of Step 1. 
Step 2. Let &’ be the set of linear combinations of processes deftned by 
(2.8). Clearly CR c A(u, T). If XE E then 
x(s)= i z xjI(s), (2.19) 
j=l I=1 
where Xjl(s) = I,,,,,, x 3 jr 4sv,, A i if iqst), makes sense, zero otherwise, 
0 6 sj < zj 6 T, Fj E Ps,, ujr are continuous H-seminorms on @ such that 
(j; qz ds)lj2 < uj,, qs < uj, s-a.e. on ]sj, tj], and Aj, satisfy conditions (2.9), 
(2.10), (2.11) with v replaced by uj, and t,, t, replaced by sj, tj, for 1= 1, 
2 3 a.., mj, j= 1, 2, . . . . n. 
We may assume additionally (if needed, we take a smaller partition) that 
for i # j, 
Is,, tj] n Isi, ti] # @ 3 Is,, rj] = Isi, ti] and Fi n F, = 0. (2.20) 
For X E d we define 
J(X)= i z j Xj,dW, (2.21) 
j=l /=l 
where the integrals are given by the formula (2.13). It is clear that J is a 
linear map and J(X)EJZ’,‘([O, T], YL). We will prove that 
~((w(w,))2) = 11x112,~ (2.22) 
i.e., J is a linear isometry. Condition (2.20) implies that it is enough to 
prove (2.22) for X of the form 
X=(A I iqsv, + A2iqP2Vlf,,121 x F, 
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Let gE !Y,,. Using (2.19), (2.21) and (2.18) we obtain 
E((J(X)T(g))2)=E(z,((W,,- K,Mg+W,,- K,Mg)‘) 
Hence, if (d,), is an ONB in Yu, then 
J~(~W-)T))~) = ~~((4% (4J)2) 
n 
which gives (2.22). In particular, this proves that the definition of the 
integral does not depend on a choice of representation of the process A’. 
Proof of Theorem 2.5 will be finished if we show that d is dense in 
A(u, T). 
Step 3. We fix, from now on until the end of the proof, a continuous 
H-seminorm v such that 
112 
<HS v. (2.23) 
We know that qs< us v a.e. (Proposition 1.5) and that ( IVotG T is a 
continuous process (martingale) in @k. 
Remark. From the definition of A(u, T) it follows that the family 
blsLaR+ can be changed on a set of the Lebesgue measure zero; therefore 
it can e assumed that qsXHS v for all SE [0, T]. 
By (1.3), (2.12), (1.2), and (1.3) once more, for (E@: we have 
E((u’( WI, 5))‘) = Jm2(a,’ w,, q’5)) = E( w:(a;-‘<)) 
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Hence W as a martingale in the Hilbert space @b: has the tensor quadratic 
variation (see [ 143) 
< W>, = ji iy,vay,ky,a;l & (2.24) 
while 
(2.25) 
Let 
(2.26) 
It is a nuclear, symmetric, non-negative operator Cp: -+ @I. By Lemma 1.7 
it is seen that for each 5, q E @:, the function s + u’(Q,& q) is measurable. 
The operator Qi” E Z2(@k, @:) and is symmetric, non-negative. Moreover, 
it can be shown that Qi” is an operator onto @b, and is continuous as an 
operator from @: into @b,. The proof is similar to the one in [4], but for 
the reader’s convenience we give the main steps of the argument. 
We have 
u’(Qf’2ayhk,f) = s(f). 
Moreover, for each l E @I, f E di, 
lQb'25(fll d ~'V)qs(f); 
therefore Qt/2< is continuous with respect to qs, and Qf/’ is continuous as 
an operator from @: into @I,. The definition of Q, implies that Qt”(@:) is 
dense in @b,. Furthermore, Qj’*(@I) is closed in @bs. Indeed, Qf” as an 
operator from CDL into 0; has the form 
(2.27) 
where A,(S)>&(S)> ... >O, {ej(s)}j is an orthonormal system in @L with 
ej(s) E @bb. It is easy to check that {Aj(s) ej(s)}j is an ONB in @IS. Thus, 
Qt” can be written as 
QiJ2 = L,,,,R,, (2.28) 
where R, E A?(@:, @;,), and R, is “onto.” 
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Step 4. For arbitrary s < T, if A E Zz(@$, !PL), then lAlysu = jAR,( vu. 
To obtain this, let (ej(s))j, (Aj(s))j be as in Step 3. It is clear that 
since {S(s) ej(s)jj is an ONB in @b,, 
Step 5. Let us deline the following class of processes C&(U) ($): 
Lgu) := 
i 
xx= ‘f I ,s,,t/lxF,Bj, where OdSj < ti ,< T, 
j=-1 
Fj E e,, Bj E cY(@;, !I’;) 
I 
. 
$ c 6, more precisely, if XE g0 then XE b, where i := (iy,V)s, because the 
assumption (2.23) implies that 
(2.29) 
For XG$ we define the norm 
llJll0 := ll~~ll.. (2.30) 
Because of Step 4 we have 
(2.31) 
Step 6. Let y,(s) > yz(s) > . . be the sequence of all different elements 
of the sequence (A,(.s))~ defined in Step 3. Let T,(s) be the orthogonal pro- 
jection of @: on the eigenspace of the operator Qi”, corresponding to the 
eigenvalue y,(s). We put f,(s) = 0 if y,(s) does not exist. 
Let us observe that for each r E @i:, the function s + r,(s)< is 
measurable. Indeed, it is well known (see, e.g., [l, Example 3.3.11) that 
x U’(lim(QYW(Q7t))9 t), 
and we know that the functio: s + u’(Q,& q) is measurable (Step 3). 
Further, we proceed by induction (let us remark that s -+ Q,‘/*t is 
measurable as well; see again [I, formula (3.4.8)]). 
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Define 
II,(s) := l-,(s) + . . . + T,(s). 
II,, has the form 
n,(s)< = C u’(4, ej(s)) ej(s), 
/=I 
(2.32) 
m,(s) := dim n,(s) @:. We have proved that for each 5 E @I the function 
s + n,(s) 4 is measurable. 
Step 7. Fix an XE A(u, T) and put X,(S) :=X,17,(s). X, is well defined, 
because by (2.32) and by the fact that ej(s)E@bS, it holds that 
n,(s)5 E qs, X,(s) E 9(@l, K). 
For n = 1, 2, . . . and each 5 E @:, the YU-valued process X,< is 
progressively measurable. Indeed, if we take q E ‘y: then 
By assumption, for each f~ ~0, the process (qs(f, X:a;‘r)), is 
progressively measurable. On the other hand, qs(a;’ n,(s)<, f) = 
(n,(s)(<))(f) is measurable as observed in previous step. The progressive 
measurability of X,[ now follows from Proposition 1.8. 
Next, we compute 1) .)I ,-norm of X, (see (2.31)): 
(2.33) 
since (Aj(S) ej(s))j is an ONB in @bs. Therefore by (2.24), (2.25), (2.26), and 
by Proposition 22.4 in [ 141, there exist X,, E $ such that 
lim I[*,-X,,((,=O. (2.34) 
m 
Moreover, the process (qs( (X,(s) iq,+)‘f, g)), is progressively measurable, 
what follows from progressive measurability of X, 5 and from Lemma 1.6, so 
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X,i~:n(u, T).By(2.31),(2.34),lim, JjX,i--X,,il(,,=lim, IIXn-Xnm/I,,=O, 
and X,, i E d, hence X,, i belongs to the closure of d in the norm 11. /I ,, . To end 
the proof of the theorem it suffices to prove that lim, IlX,i- XIIn = 0. 
Analogously to (2.33), we obtain 
By the dominated convergence theorem this expression tends to zero as 
n --f co. The proof of the theorem is complete. l 
Thus we have obtained, for X in n(u, T), a stochastic integral as a 
process in Y:. On the other hand, we can regard both X and JXdW 
as processes in !Y. It can happen that for such an X there exists another 
H-seminorm u1 on ul, such that XELI(U,, T) as well (here we identify X 
and i,X). One should expect that the “new” stochastic integral, i.e., corre- 
sponding to u1 (denoted (ul) 1 X&V), is equal to the “old” one (denoted 
(u) J X&V). This equality does hold, and we formulate it as the following 
proposition: 
2.8. PROPOSITION. Let u, u, be continuous H-seminormsk Y. 
(a) I~XE n(u, T) and u < u1 then XE A(u,, T). 
(b) IfX~/l(u, T)nn(u,, T) then (u)jXdW=(u,)lXdW 
The proof is the same as in [4] and we omit it. 
From the proof of Theorem 2.5 we obtain the following corollary: 
2.9. COROLLARY. If a generalized Wiener process W = ( W,), Q T lives in a 
Hilbert space @:, and X is a process which is integrable with respect to W 
in the sense of the isometric integral in Hilbert space, then the process Xi, 
where i= (i,,,), is integrable in our sense and both integrals coincide. 
Corollary 2.9 implies in the obvious way the next corollary: 
2.10. COROLLARY. Let 9 be a stopping time bounded by T and let 
X~/i(u, T). Then 
Proof of Theorem 2.7. The assertion follows immediately from 
Corollary 2.10 and Proposition 2.8 by the telescoping procedure, 
analogously as in [4). 1 
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3. PROPERTIES OF THE STOCHASTIC INTEGRAL 
In this section we will state, as a sequence of propositions, several 
properties of the integral defined in Theorem 2.7. Some of them are of 
interest by themselves, and some have character of lemmas. We assume 
that we are given a generalized Wiener process W in @’ associated to 
k4kR+~ which in turn satisfy Assumption (A) (however, see Proposi- 
tion 1.3). 
3.1. PROPOSITION. Let XE A( W, Y) and let (r be a stopping time, Then 
(X. wy= (1,0,.,X). w. 
Proof. Our proof starts with the observation that if XE A( W, !Y) then 
XZC,,a3 E A( W, ul) with the same sequences (a,,),, (u,), satisfying (2.15) 
and (2.16). Now, by the definition of integral and by Corollary 2.10 we 
obtain 
which ends the proof. 1 
3.2. PROPOSITION. Let XE A( W, !P), and assume that (2.15) and (2.16) 
hold for a deterministic sequence 9, E T,,, n = 1, 2, ,... Then 
E((X. Kk))2) = E j; q:(X:g) ds (3.1) 
for tER+,gEY. 
Proof For X of the form (2.19) the formula is immediate, and for 
general X it is obtained by approximation, as a direct consequence of the 
definition. The fact that 9, is deterministic makes it possible to pass to the 
limit under expectation. # 
3.3. PROPOSITION. Let 0 < t , < t2 d 00, FE S$, , B E y( !P’, S’), where 
E, y are multi-Hilbertian spaces. If XE A( W, Y), then Y= Z,,,,,,,.,BXE 
A( W, E) and 
V1~1.121 x F BX). W,=Z,B(X. W,.,,-X. W,,,,). (3.2) 
Proof. First, assume that XE ,4( W, ul; u, T) (see (2.1)). Then it is easy 
to see that YEA(W, E, p, T), where p = uB’. The equality (3.2) is obvious 
for X= (Xsiq+Js~ T, where u satisfies (2.23) and FE $ (see Step 5 of the 
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proof of Theorem 2.5); for general X it is obtained by passig to the limit. 
Now let XE A( W, p). There exist a sequence (9,), of stopping times and 
a sequence (u,), of H-seminorms on Y satisfying (2.15) and (2.16). Define 
H-seminorms on B by the formula pn = u,B’. It is clear that (2.15), (2.16) 
hold for Y with the stopping sequence ($,), and seminorms (p,),, so 
YEA( W, 5). (3.2) now follows from the first part of the proof. 1 
The next proposition is trivial but, in our opinion, worth to be stated 
explicitly. 
3.4. PROPOSITION. 
s I i, d W, = W, . (3.3) 0 
3.5. PROPOSITION. Let E be a nuclear space and let X be a deterministic 
process such that XE A( W, E). Then there exists an increasing sequence (v,), 
of H-seminorms on .S such that ZCO,“, XE A( W, s”; v,, n) for n = 1, 2, . . . . The 
stochastic integral XV W is a generalized Wiener process in E”’ associated to 
H-seminorms 
r,(h) = qS(X:h), h E z. (3.4) 
Moreover, (r,), satisfy Assumption (A), and X has the form 
X, = i,XS, (3.5) 
where ;E’, E 9’( @b,, E;,). 
Proof Since XE A( W, 8), there exist sequences ($,),, (u,), satisfying 
(2.15) and (2.16). For arbitrary T>O, 
so Jar IXSl~~U, ds < co for n such that P(S, > T) > 0. We now take v, = u,,,, 
where m, is such that P(9,” > n) > 0, n = 1, 2, . . . . We can also assume that 
(v,), is increasing. 
It is now clear that X. W is centered Gaussian, continuous in 3’ and 
X. W, - X. W, is independent of 9s for s < t. Hence, by Proposition 3.2 it 
is a generalized Wiener process associated to the seminorms {r,}, which 
are given by (3.4). We have rS < v, for s < n, so Assumption (A) is satisfied. 
Let to @i,. Then X,(t) is a continuous functional with respect to rS, 
because for h E 1, 
lx,(t)(h)l = ltKh)l GclXO q,Kh) = d(t) r,(h). 
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Moreover, 
IIxslly,rs= SUP ( SUP X,(m)G SUP q:(t)< 1. 
4;(t) G 1 rdh) < 1 Y;(C) s 1 
Hence we obtain (3.5) with 
IKllysr,~ 1. I (3.6) 
3.6. PROPOSITION. Let @, Z be nuclear spaces, and !P a multi-Hilbertian 
space. Assume that W is a generalized Wiener process in Cp’ associated to 
blsL and X is a deterministic process, X E A( W, Z). Then for any 
YE A(X . W, Y) the process Yf belongs to A( W, Y) and 
Y.(X. W)=(Y@ w, (3.7) 
where 8 is given in Proposition 3.5. 
Proof By Proposition 3.5, X. W is a generalized Wiener process 
associated to (rS}S defined by the formula (3.4). Since YE A(: 1 W, !P), we 
have Y,: Z;, 4 Y’ and YX is well defined and equal to YX. Moreover, 
there exist sequences (a,),, (u,), such that (2.15) and (2.16) are fulfilled for 
the process Y. 
lYsQ& l%un by (3.6), hence YXE .4( W, Y) with the same sequen- 
ces (9,),, (u,), as Y, if we only prove that YX satisfies the measurability 
conditions of Definition 2.6. Forf E @, gE Y; 
On the other hand, for h E Z, 
and (q&W7 fh and (r,( Y: g, h)), are progressively measurable by 
assumption; therefore Proposition 1.8 implies the progressive measurability 
of (43(( Gw5 “0)s. 
It remains to prove (3.7). It suffices to show 
(Y-(X. w)p=((Y2). wp, 
i.e., (Z,,,, Y) . (X. WI = (Z,,,, YX) . W for t G T,,, where the numbers T, 
are such that 9, G T,, for n = 1, 2, . . . . Thus it is enough to prove (3.7) for 
YE ,4(X. W, p, U, T). Fix a continuous H-seminorm v on E such that 
(1: t-5 ds)‘j2 <us u. By Proposition 1.5, rs <us u s-a.e. Taking into account 
Remark in Step 3 of the proof of Theorem 2.5 we may assume taht r, <us v 
for SE [IO, T]. For Y of the form 
Y, = z ]r,,tz] x F Bi,+, (3.8) 
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where BE dp(E:, YU:), we have (3.7) by Proposition 3.3. From the proof of 
Theorem 2.5 we can deduce that there exists a sequence (Y,), of linear 
combinations of processes of the form (3.8) such that 
II y- Y,IIACX. W,F) + 0 as n+co. (3.9) 
We know that (3.7) holds for Y,, so by Theorem 2.5 it is enough to prove 
that 
II a- K?-fll.,W,~, + 0 as n+co. (3.10) 
BY (3.6) 
I yif- ynmqs* 6 I y- Ynlrsu Il~sllqsr G I y- KIIrsm 
so (3.10) is a direct consequence of (3.9). 1 
3.7. PROPOSITION. Assume that W= Z + U, where Z, U are independent 
generalized Wiener processes in 0’ associated to { rS}S, ( pS},, respectively. 
Let XEA( W, !P). Then 
ProoJ Since Z, U are independent we have 
d(f) = 4.f) + d(f); (3.12) 
hen= irfls, ipds have meaning; moreover, IIi,,JI,,z ,< 1 and Ili~Jps4J G 1. 
(3.12) can be extended to f E Qp, and has the form 
d(f) = rf(k&3 + d(kJJ. (3.13) 
Let XEA(W, Y). For eachyE@, ge y we have 
rs(kr,X g, f) = 4dXI, g, aqyl i,,,qf); 
hence X, i,,$ is progressively measurable by Proposition 1.8, because for 
hE@, 
Furthermore, 
lxsIfU= lQ&sl~~u+ lX&,,l&; (3.14) 
hence we obtain that (X,i,,$),~/f(z, Y). Similarly, (XsipfiSJsE A(U, !P). It 
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is enough to show equality (3.11) for XE /i( W, vl; U, T). Fix a continuous 
II-seminorm u on CD such that 
Obviously, 
112 112 
+HS v~ <HS v. 
For X, = YsiyEv, where YE go(v), (3.11) follows easily from the definition. 
We then use the approximation from the proof of Theorem 2.5 and 
(3.14). 1 
4. REPRESENTATION THEOREM 
As before, we fix a filtered probability space and a nuclear space @. In 
this section we will investigate when a given generalized Wiener @‘-valued 
process associated to a family of seminorms (r,}, can be represented as the 
stochastic integral with respect to a generalized Wiener process associated 
to a given family (qSjS. We recall that only generalized Wiener processes 
satisfying Assumption (A) are considered (see, however, Proposition 1.3). 
4.1. THEOREM. Let W be a @‘-valued generalized Wiener process 
associated to {r,},. Let {qS}S be a family of continuous H-seminorms on @ 
satisfying Assumption (A) and such that the function s + qs(f, g) is Bore1 
measurable, bounded on finite intervals for each f, g E CD. Assume that 
dim cD~, < dim ep, s-a.e. (4.1) 
If there exists a generalized Wiener process U associated to (q5.}9 such that 
U and W are independent, then there exist a generalized Wiener process Z 
associated to {q3jS and a deterministic process XE A(Z, @) for which 
W=j XdZ. 
Proof By Assumption (A) we can find {fi jj c @, dense in Qa and in 
@, for each SE&,. Similarly to the proof of Lemma 1.7 we can find 
(e,(s)}, c @, an orthognonal and complete system in G4$, such that 
q,(e,(s)) = 0 or 1, and e,(s) = C;= i akn(s) fk, where a& .) are measurable. 
It is easy to check that if from the sequence (e,(s)), we extract, for fixed 
s, elements such that q,(e,(s)) = 1, we obtain an ONB (hj(s))j in @,, and 
Ws) 
hj(s)= 1 Qkn(j.s)(S)fk3 
k=l 
(4.2) 
STOCHASTIC INTEGRATION 207 
where n(j, -) is a measurable function. In the same way we get an ONB 
(gj(s))j in QI, such that 
m(i,s) 
gj(s)= C bkm(j.s)(s)fk9 (4.3) 
k=l 
where m(j, .) is measurable. Moreover, it is easily seen that s + d(s) := 
dim @,., is a measurable function (possibly infinite). Let us define 
H-seminorms ps, W, on @ by the formulas 
4s) 
P;(f) = c q:(hj(d f), w,‘(f) = c d(hj(S)? f). 
j=l i> 4s) 
By (4.1) these definitions make sense; w, = 0, if d(s) = cc. Clearly, qf = 
pf + wf. Let G, denote the isometry from @,> onto QI, defined by 
Gs(hj(s)) = gj(S), 
j= 1, 2, . ..) d(s), s > 0, and let H, be an isometry from @,,,, into Q4, such that 
Hs(hj(s)) = hi(S) 
for j > d(s). Put 
Y, = ip,G:, V, = i,,,$ H:. (4.4) 
Observe that YE A( W, @). Indeed, Y, is a continuous linear operator from 
@i, into @‘. For each h, g E @, 
4s) 
rAGskp,h, g) =r, C qs(hj(S), h) gj(S), g 
j=l 
d(s) 
= C qs(hj(S), h) rs(gj(s)v g), 
j=l 
and this implies measurability of s + r,( Y: h, g) for each h, g E @ by using 
(4.2), (4.3), and the measurability of d(s). 
For arbitrary natural number N we fix a continuous H-seminorm uN on 
0 such that 
N 
(1 1 
l/2 
d ds <HS vN~ qs<HS vN for s E [0, N]. 0 
Then the same is true for ps and w, taken instead of qs. Hence Y, con- 
sidered as an operator from @:, into @J& is a Hilbert-Schmidt operator and 
(cf. (2.29)). Similarly we can prove that VEA(U, @). 
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According to Theorem 2.7 we have well-defined processes j Y dW and 
j VdU. By Proposition 3.5 they are generalized Wiener processes 
associated to {r,( Y’,)}, = {p,}, and jqs( V:)}, = {w,},, respectively. 
Moreover, they are independent, so the process Z defined as 
z=i YdW+[ VdU 
is a generalized Wiener process in @’ associated to (ps + w:)l’* = qS. 
Now, we define a map K,: Qr, --) Qqs by the formula 
Ks(gj(s)) = hj(s)2 j= 1, 2, . . . . d(s). 
Of course, qf(K,f) = r:(f), f E a. Finally we denote 
X, = i, K:. 
By the same argument as above we see that XE /i(Z, ~0). So we have well- 
defined j X dZ. Applying Proposition 3.7 and Proposition 3.6 (see also (4.4) 
and (3.5)), we obtain 
= s irS K: iPflS G: dW,+ 1 i,K:iwsqSH$ dU,. 
But from the definition 
i,K:iPfllG: = i,, iFSK:iwfllH: = 0; 
hence by Proposition 3.4, 
/XSdZ,=ji,dWS= W. 
The proof is complete. 1 
Let us remark that assumption (4.1) is quite natural and we cannot omit 
it. On the other hand, from the proof of Theorem 4.1 it is seen that if we 
assume equality of dimensions, then no additional Wiener process U is 
needed, it suffices to know that (so’ qz ds)‘i2 is a continuous H-seminorm in 
0 for each T E R + (this is fulfilled for { qS > s satisfying our usual assumptions 
if @ is a barreled space-see, e.g., [4, Theorem 4.211). Thus, in this case we 
have the following theorem: 
4.2. THEOREM. Let W be a generalized Wiener process associated to 
ir,),. Let fqs18 be a family f o continuous H-seminorms on @ satisfying 
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Assumption (A), and such that the function s -+ qS(S, g) is Bore1 measurable, 
bounded on finite intervals for each f; g E @, and such that (Jr qs a!s)lJ2 is a 
continuous H-seminorm in @ for each TE R + . Assume that dim CD, = 
dim G4* s-a.e. Then there exist a generalized Wiener process Z associated 
to {q,}S and XEA(Z, @), such that W=jXdZ. 
Remarks. (1) The most important case being {q,}S = {q}, we obtain a 
theorem on representation of a generalized Wiener process as the stochastic 
integral with respect to a time-homogeneous Wiener process. It is a 
generalization of Theorem 4.2 in [4], where we could prove onIy the 
equality of distributions of the given Wiener process and of the stochastic 
integral. 
(2) By previous remark and Proposition 3.6 it is also seen that 
stochastic integrals with respect to an inhomogeneous Wiener process can 
be written as stochastic integrals with respect to a homogeneous Wiener 
process. 
(3) In spaces of distributions, such as 9” or 9’ there exists a 
standard Wiener process corresponding to the L*-norm, and its universal 
role is now exhibited. In particular, it is seen that Langevin equations 
dX, = A,X, dt + dW, obtained in [2, 31 for fluctuation limits of infinite par- 
ticle systems can be written in the form dX, = AJ, dt + Y, dZ,, where Z is 
standard Wiener. 
PI 
PI 
c31 
c41 
c51 
C61 
c71 
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