Context. The commonly used extinction laws of Cardelli et al. (1989) have limitations that, among other issues, hamper the determination of the effective temperatures of O and early B stars from optical and NIR photometry. Aims. We aim to develop a new family of extinction laws for 30 Doradus, check their general applicability within that region and elsewhere, and apply them to test the feasibility of using optical and NIR photometry to determine the effective temperature of OB stars. Methods. We use spectroscopy and NIR photometry from the VLT-FLAMES Tarantula Survey and optical photometry from HST/WFC3 of 30 Doradus and we analyze them with the software code CHORIZOS using different assumptions, such as the family of extinction laws. Results. We derive a new family of optical and NIR extinction laws for 30 Doradus and confirm its applicability to extinguished Galactic O-type systems. We conclude that by using the new extinction laws it is possible to measure the effective temperatures of OB stars with moderate uncertainties and only a small bias, at least up to E(4405 − 5495) ∼ 1.5 mag.
Introduction
Astronomy is entering a time when massive photometric surveys allow us to obtain information about a very large number of objects. Projects such as Gaia and the Large Synoptic Survey Telescope (LSST) will reinforce this trend in the next decade. The main goal of these surveys is to measure the intrinsic properties of these objects, such as the effective temperature, luminosity, and metallicity of stars; the mass, age, and metallicity of stellar clusters; or the redshift and type of galaxies. These surveys include not only large numbers of targets, but also detailed calibration mechanisms that lead to (internal) precisions and (external) accuracies at the level of one hundredth of a magnitude. In other words, we have not only data in large quantities but also with high quality in the form of random and systematic errors that are significantly lower than what was typical twenty years ago. This high photometric quality is also extended to space missions such as the Hubble Space Telescope (HST) and is due to the stability of the space environment and the resources devoted to ensure the uniformity of the data.
Despite such high quality, there is (and always will be) one obstacle for the derivation of the intrinsic properties of astronomical objects: extinction. Every observation has to be corrected for the presence of dust between the target and the ob-server and that can be (and in many cases is) the main limitation. In the 1980s the great success of the International Ultraviolet Explorer (IUE) satellite prompted a revived interest in the subject of extinction that culminated with the groundbreaking work of Cardelli et al. (1989, hereafter CCM) . that paper provided for the first time a family of extinction laws that extended from the IR to the UV while simultaneously characterizing the type of extinction with a single parameter, R 5495 (see Maíz Apellániz 2013a for a discussion on the name and the precise nature of the parameter). These two characteristics made the CCM laws a resounding success and the paper one of the most cited in astronomy in the last quarter of a century.
Despite their unquestioned relevance, different studies in the last two decades have revealed several issues with some aspects of the CCM laws:
-the use of band-integrated [E(B − V) and R V ] quantities to define the amount and type of extinction instead of their monochromatic equivalents (E(4405 − 5495) and R 5495 , respectively) 1 ; -the validity of a fixed extinction law in the NIR; -the functional form used in the optical; -the reality of the correlation between R 5495 and UV extinction; -the applicability of the laws beyond the E(4405 − 5495) and R 5495 values of the sample used to derive them; -the photometric calibration of the filters.
These issues are discussed in Maíz Apellániz (2013a) , where the reader is referred for details, and they are the reasons that prompted us to attempt an improvement of the CCM laws, concentrating on the correction for extinction for photometric data, their most commonly used application.
This paper is part of a series on the VLT-FLAMES Tarantula Survey. The reader is referred to the first paper, Evans et al. (2011) , for details on the project. Within the series, this paper on the optical and NIR extinction law in 30 Doradus and its application to the determination of effective temperatures (T eff ) is part of a subseries on extinction and the ISM. The subseries started with the work of van on diffuse interstellar bands and neutral sodium and will continue with another paper on the spatial distribution of extinction in 30 Doradus (Maíz Apellániz et al. in preparation) .
We start by describing the spectroscopic and photometric data in this paper. We then perform different experiments with the data by processing them with CHORIZOS (Maíz Apellániz 2004) . The results are discussed and possible future work is described. The paper ends with three appendixes on (a) the detailed changes introduced by the new laws, (b) CHORIZOS and the spectral energy distributions (SEDs) used for this paper, and (c) the extinction along a sightline with more than one type of dust. 1 It cannot be emphasized enough that using R V to parameterize an extinction law is a serious mistake. R V ≡ A V /E(B − V) depends not only on the extinction law but also on the amount of extinction and the input SED. The reader is referred to Figure 3 of Maíz Apellániz (2013a) to quantify the effect. The parameter called R V in CCM is not really that (in the sense that an extinction law with a given value of that parameter does not yield that value of A V /E(B − V) for an arbitrary amount of extinction and an arbitrary SED), but a monochromatic value. In addition, this type of effect in broad-band photometry has been known at least since Blanco (1957) but appears to be overlooked by a significant fraction of the astronomical community.
Data

Spectral types and effective temperatures
Our sample was selected mostly from the VFTS O-star sample ) with the addition of some O and B stars also observed with VFTS. The majority of the targets were observed by VFTS using the Medusa-Giraffe mode of the Fibre Large Array Multi-Element Spectrograph (FLAMES) instrument (Pasquini et al. 2002) . Each star was observed with the LR02 and LR03 settings of the Giraffe spectrograph, which provided coverage of λ3960-5071 Å (at R ≡ ∆λ/λ of 7000 to 8500). Some of the stars in the R136 region (identifiable by their VFTS numbers above 1000), the massive cluster at its core, were observed with the LR02 setting using the ARGUS-Giraffe mode 2 , which gives a comparable wavelength coverage but at a greater resolving power (R ∼ 10 500). Comprehensive classifications of these data for the O-type stars were presented by Walborn et al. (2014) , which also took into account binary companions detected by multi-epoch observations with the LR02+LR03 settings (see Sana et al. 2013) . The B stars were classified for this paper 3 . The O-type stars in this paper sample the region of the 30 Doradus nebula imaged by the HST/WFC3 data described below, except for the very central part of R136 due to its dense stellar crowding. In the original target selection the only strong restriction was a faint-magnitude cut (V ≤ 17 mag) to ensure sufficient signal-to-noise in the spectra of each target. The lack of color cuts should ensure that (moderately) reddened O-type stars were included, i.e., we are not strongly biased toward sightlines with low extinction. The O-type census obtained by VFTS is moderately complete across a 20 ′ field (excluding the central 0.
′ 33). For instance, in the course of their analysis of the feedback from hot, luminous stars in 30 Dor (which also includes early B-type objects), Doran et al. (2013) estimated that the Medusa VFTS observations were 76% complete.
The spectral types were transformed into effective temperatures (T eff ) using the calibration of Martins et al. (2005) shifted upwards by 1000 K to account for the metallicity difference between the Milky Way and the LMC (Mokiem et al. 2007; Doran et al. 2013 ). The shift is consistent with an ongoing analysis in the VFTS collaboration using FASTWIND grids (see Sabín-Sanjulián et al. 2013 for some first results) and the IACOB-Grid Based Automatic Tool (IACOB-GBAT, Simón-Díaz et al. 2011) . From now on, the T eff derived from the spectral types will be called spectroscopic temperatures.
As described in Appendix B, LMC-metallicity TLUSTY models are used as the intrinsic (extinction-free) SEDs for a given spectroscopic temperature. Since TLUSTY does not include wind effects, we should check for possible biases in the intrinsic colors. For a subsample of 12 stars analyzed individually within the VFTS collaboration with CMFGEN models (which include wind effects, see Bestenlehner et al. in preparation), we have compared the TLUSTY and the CMFGEN SEDs to check for possible systematic intrinsic color differences and we have found that they are very small (∼ 0.01 mag) when comparing models of the same T eff . Some slightly larger (∼ 0.03 mag) color variations were found in individual fits but these can be ascribed to differences on the order of 1000-2000 K between our spec- troscopic temperatures (derived from the spectral types) and the star-by-star values of T eff derived from the CMFGEN analysis. Such variations are random, not systematic, and expected given the natural range of T eff existent within a given spectral type. Therefore, the use of values of T eff derived from spectral types and TLUSTY SEDs (as opposed to the more costly alternative of deriving individual SEDs for all the stars in the sample with, e.g. CMFGEN) may introduce a small amount of noise but no biases.
NIR photometry
Near-IR JHK photometry for the vast majority of the VFTS targets is available from the Magellanic Clouds survey by Kato et al. (2007) using the InfraRed Survey Facility (IRSF) 1.4 m telescope in South Africa. The IRSF (JHK s ) magnitudes and their associated errors used in our analysis were presented in Table 6 in Evans et al. (2011) . The IRSF photometry was converted into the 2MASS system (Skrutskie et al. 2006) by selecting a number of isolated stars with good S/N in both catalogs in the 30 Doradus region and deriving the corresponding linear transformations. We obtain the following relationships:
In order to ensure the accuracy of the NIR photometry, we compared the values with those of the VISTA VMC survey (Cioni et al. 2011; Rubele et al. 2012) and, for fields with strong nebulosity, with the ground-based photometry of Rubio et al. (1998) and the HST photometry of Walborn et al. (1999) . In cases with significant discrepancies we adjusted the values and increased the uncertainties of the used photometry.
Optical photometry
The optical photometry used in this paper was obtained with the UVIS channel of the Wide Field Camera 3 aboard HST as part of its Early Release Science program. Five filters were used: F336W (U), F438W (B), F555W (V), F656N (Hα), and F814W (I), see De Marchi et al. (2011) for details. Particular care was taken during the preparation of the observations to include a wide range of exposure times in each filter; if that had not been done, the bright stars in the central region of 30 Doradus (many of them included in the sample of this paper) would have been saturated. The multiple WFC3 frames were combined into a single image per filter using Multidrizzle 4 after manually measuring the individual shifts and carefully selecting for each output pixel the information from the frames with the best S/N that were free of defects and not saturated.
In principle, one can use PSF fitting to obtain the photometry of HST images. However, there are two reasons that advise against it in our case. (a) We need to combine the optical HST photometry with the ground-based NIR photometry: what appears as a single source in the latter may be (and in a number of cases is) multiple. (b) In some regions of 30 Doradus the background is highly variable and a straightforward PSF fitting may underestimate the uncertainties associated with its subtraction. Hence, we decided to do source-by-source aperture photometry in which we considered: -The number of point sources within the equivalent groundbased aperture. For isolated sources we used a single, small aperture. For multiple sources, we increased the aperture and applied an aperture correction or used multiple apertures (but see below for the final selection). -Background subtraction. We considered a worst-case scenario in which the variations in the nearby background were taken as systematic instead of random. That is, the value and the dispersion of the background were measured and the effect of the dispersion was added as an additional source of uncertainty by allowing the background to move up and down systematically (and not randomly on each pixel of the aperture).
Considering all the uncertainty sources, a threshold of 0.02 magnitudes was determined to be needed for the uncertainty of all of the measured WFC3 magnitudes. We obtained the photometry for the five filters but we excluded F656N from the fit (since some O stars have Hα filled or even in emission).
Final sample selection
Our initial sample consisted of 141 stars observed in the WFC3-ERS program. We analyzed each case individually and we eliminated those cases where [a] multiplicity was likely to yield a heterogeneous SED, [b] the photometry was internally or externally inconsistent (this could be caused by instrumental effects, e.g. undetected cosmic rays, or physical reasons, e.g. the system is photometrically variable), [c] the spectral type was of poor quality, or [d] the spectroscopic T eff was lower than 24 000 K (in these cases the differences in magnitude in the Balmer jump between adjacent spectral types become too large for our purposes). After the elimination process, we were left with 83 stars (67 O stars and 16 B stars). They are listed in Table 1 .
Experiments
The experiments in this paper are performed with v3. Running CHORIZOS under these conditions yields results for R 5495 and E(4405 − 5495) with relatively good precision (small uncertainties) but the accuracy of the fit is unsatisfactory due to the poor results of the χ 2 red distribution (filled histogram in Figure 1 ). The distribution has a mean of 3.07 and a median of 2.48 and its overall appearance is different from the expected distribution (shown as a dotted line, mean of 1.00 and median of 0.84). The main peak is shifted towards the right and a significant tail is seen to have χ is something wrong with either the photometric data, the range of parameters, the input SEDs, or the extinction laws. In order to find the cause we have to analyze the results in more detail. Figure 2 shows some fit residuals (observed minus model) plotted against one another and against E(4405 − 5495) and R 5495 . Several effects are seen:
-The F336W (U) and F438W (B) residuals are strongly anticorrelated and these filters carry a good fraction of the weight of χ 2 red in the targets where χ 2 red is high. CHORIZOS is finding as the best possible solution an intermediate SED that is too bright in U and too dim in B but cannot find an optimal solution because it is not within the allowable ones. At a lower level, similar anticorrelations are found between other residuals from adjacent filters.
-The F438W residual is correlated with the amount of extinction. This points towards the extinction law as the culprit, since for low values of the extinction the residuals show only a small bias in their distribution. -The F438W is also clearly correlated with R 5495 . For R 5495 ∼ 3, the residual distribution is centered around zero but for high values there is a clear offset. This indicates that the CCM laws for the lower values of R 5495 provide a better fit than for higher values.
Therefore, these results lead us to think that the problem is in the exact form of the CCM extinction laws, a hypothesis that we will test in subsequent experiments. If the CCM family of extinction laws does not provide an adequate solution, one should first test an existing alternative. Fitzpatrick (1999) presented a family of R 5495 -dependent extinction laws (from now on, we will call them F99 laws) which we have also implemented in CHORIZOS. Executing experiment 1 with these alternate laws we find that they do not provide an adequate solution, either. The χ 2 red distribution has a mean of 4.43 and a median of 3.95, i.e. even worse than the CCM result.
Experiment 2: CCM laws and variable T eff
Before attempting a modification of the CCM family of extinction laws, we perform a second experiment with them and an important modification on the conditions: we leave T eff as a free parameter. This increases N to 4 and leaves just 3 degrees of freedom. It also introduces a new measure of the accuracy of the fit: how do the calculated (photometric) T eff compare with their spectroscopic counterparts.
The results of the second experiment look encouraging at first. They yield a χ 2 red distribution with a mean of 1.09 and a median of 0.91, which are very similar to the results expected for an ideal experiment with 3 degrees of freedom (1.00 and 0.78, respectively). The problem arises from the differences between the photometric and spectroscopic T eff . The photometric values are lower by an average of 7700 K and there is a significant trend that makes the results get worse for higher values of T eff (Figure 3 ). Looking at the results in a different way, the spectroscopic temperature range of 30 000-40 000 K is approximately mapped into a 25 000-30 000 K range in photometric temperature (shifted downwards but also compressed). When normalized by their (CHORIZOS-derived photometric) uncertainties, the difference between the two values has a mean of −3.33 and a standard deviation of 2.94, a long way from the expected respective values of 0.0 and 1.0 in an ideal experiment. Note that the intrinsic scatter in T eff within a given spectral type and luminosity class is 1000-2000 K, much lower than the offset detected here. This second experiment allows us to draw two important conclusions:
-CCM laws cannot be used to accurately derive the T eff of O stars from photometry because they introduce a significant bias even for moderate values of E(4405 − 5495) (most of the stars in our sample are in the range between 0.3 and 0.7 mag). -The main difference in the U BVI JHK photometry of e.g. a 30 000 K and a 40 000 K star of similar gravities lies in the U − B-like color because in the optical and NIR their SEDs are relatively well described by the Rayleigh-Jeans law, with the main difference arising from the Balmer jump 5 . Therefore, the fact that experiment 2 yields a good χ 2 red distribution but with the wrong temperatures is telling us that the problem of the CCM laws is in the same wavelength region (3000-5000 Å), since it should be possible to tweak the laws in that region to counteract the artificial temperature shift by an equivalent change in the U − B-like colors. More specifically, the results of experiments 1 and 2 indicate that the problem with the CCM laws appears to be concentrated in the U band for high values of R 5495 .
Experiment 3: New laws and fixed T eff
The two previous experiments allowed us to qualitatively determine in which direction we should introduce corrections to the CCM laws in order to provide a better fit to the observed photometry (making the χ 2 red distribution look more similar to the 5 Note that the WFC3 F336W-F438W color provides a cleaner measurement of the Balmer jump than Johnson's U − B, see Maíz Apellániz (2005, 2006, 2007) . expected distribution in the first case and yielding better temperature estimates in the second). The ideal way to quantitatively derive these corrections would be to obtain good-quality spectrophotometry with a large wavelength coverage (i.e. the same method Whitford 1958 used) but, unfortunately, that is not available for an appropriate sample. We have to resort to an iterative process in which we estimate a new family of laws (using the qualitative criteria above) and proceed by trial and error running CHORIZOS with the estimate, analyzing the behavior of the photometric residuals in the experiment 1 equivalent (from now on, experiment 3) and the temperature differences in the experiment 2 equivalent (from now on, experiment 4) to improve on the results. After more than 20 iterations (each one taking several days), we arrived at the new family. Details of the procedure are given in Appendix A.
The improvements introduced by the final form of the new laws can be seen in the first place in Figure 1 , which compares the results of experiments 1 and 3. The new laws yield a χ 2 red distribution with a mean of 1.22 and a median of 0.86. The second value is very similar to the ideal result of 0.84 while the first one is only slightly higher than the perfect result of 1.00. Most of the difference can be attributed to the existence of four stars with χ 2 red between 3.5 and 5.5. Additional improvements in experiment 3 with respect to experiment 1 can be seen in Figure 4 . In the top panel, the anticorrelation between F336W and F438W has diminished considerably and the outliers have disappeared. In the bottom two panels we see that the F438W residuals now have a weaker dependence on E(4405 − 5495) and R 5495 , respectively. In summary, the new laws provide a significantly better fit to the observed photometry if spectroscopic temperatures are used as an input to constrain the unextinguished SED.
Four examples of results from experiment 3 are shown in Figure 5 . Note the small extent of the vertical error bars (photo- (Laidler et al. 2005) . metric uncertainties) and the good agreement between them and the synthetic photometry (green stars). Figure 6 shows the relationship between the E(4405 − 5495), R 5495 , and A F555W results for experiments 1 and 3 (see also 
Experiment 4: New laws and variable T eff
As previously mentioned, our fourth experiment is the equivalent to the second one with the new laws. The comparison between the photometric temperatures derived from experiments 2 and 4 is shown in Figure 7 . From the graphical comparison it is clear that the results from the fourth experiment are a significant improvement. Indeed, the mean difference between the photometric and spectroscopic temperatures has a mean of 2200 K (less than 1/3 of the previous difference) and the normalized difference distribution now has a mean of −0.78 and a standard deviation of 1.41 (compare to the ideal results of 0.0 and 1.0 
a] good accuracy (systematic biases comparable to random uncertainties, lower in most cases) and [b] good precision (random uncertainties only a factor of two higher than what is currently possible with spectroscopy)
. Spectroscopy provides better results by a factor of two and adds additional information on e.g. luminosity, metallicity, or v sin i; so it is still preferred for detailed studies of individual objects. However, under the right conditions photometry yields acceptable T eff measurements for O stars (and even better ones for B stars, whose Balmer jump is more sensitive to temperature) with the advantage of its efficiency in terms of number of objects observed per unit of time.
We have covered a long distance since Hummer et al. (1988) , who entitled their paper "Failure of continuum methods for determining the effective temperature of hot stars" and who started their abstract by stating: "We demonstrate that for hot stars (T eff > 30 000 K) methods based on the integrated continuum flux are completely unreliable discriminators of the effective temperature". Improvements on data, models, and techniques helped to fix the issues that plagued these authors. As suspected by Maíz Apellániz & , the last required step was an accurate extinction law.
Discussion
How good are the new laws?
In a nutshell, better than CCM but not perfect. A perfect extinction law should show symmetrical residuals with respect to zero in Figure 4 and also show a symmetrical distribution with respect to zero in the vertical axis of Figure 7 . In principle, these issues could also be attributed to an incorrect spectral type-T eff scale or to problems in the TLUSTY SEDs (more on that later), but given the large discrepancies observed in the first two experiments, it is more likely than an improvement in the extinction law could reduce the discrepancies even further. As stated elsewhere in this paper, the final word on optical and NIR extinction laws will have to be provided by spectrophotometric analyses. A preliminary and limited study along that line is presented in the next two subsections.
We should also ask ourselves why is it that the new laws are better than the CCM ones in the optical and NIR. The answer is threefold: better photometry, better technique, and better sample. WFC3 photometry is better calibrated than Johnson's (Maíz Apellániz 2006) and 2MASS has also allowed an all-sky calibration in the NIR. Spline interpolation is a more appropriate technique than using a seventh-degree polynomial. But the largest difference is in the sample. CCM used only 29 stars, some with spectral types that have been updated since then, and their R 5495 sample is heavily biased towards R 5495 ∼ 3.1. Indeed, CCM had only one star with both R 5495 > 5.0 and E(4405 − 5495) > 0.4 mag, and that star (Herschel 36) turns out to have a NIR excess (Arias et al. 2006) , to be a high-order multiple system (Arias et al. 2010) , and to have its IUE spectra highly contaminated by the nearby Hourglass acting as a reflection nebula (Maíz Apellániz et al. in preparation) : its use to derive an extinction law has to be considered very carefully, especially if it is the only representative of a category. On the other hand, the sample in the new laws is almost three times larger and, more importantly, it covers the R 5495 range better (with the exception of R 5495 < 3.0).
30 Doradus stars with STIS spectrophotometry
Obtaining optical spectrophotometry of stars in 30 Doradus from the ground is difficult due to [a] crowding (which introduces additional stars in a wide slit) and [b] strong nebular contamination (which easily saturates the detector when obtaining a good S/N in the continuum). These two issues improve considerably when observing from space. Looking through the HST archive we found two stars in our sample, VFTS 410 and VFTS 451, with STIS G430L spectrophotometry (Walborn et al. 2002) . In Figure 8 we compare the results of experiment 1 (F99 laws included) and experiment 3 with these data. Note that both stars have high values of R 5495 and above-average of E(4405 − 5495), making them good choices to compare the discrepant part of the extinction laws. The most obvious result is the confirmation that the functional form of the CCM laws provides the wrong wavelength behavior in the U BV part of the spectrum. More specifically, we confirm the existence of a significant U-band deficit for high values of R 5495 , as observed in the different slopes of the real and the synthetic spectra around x ≈ 2.9 µm −1 (λ ≈ 3450 Å). The SEDs obtained with the new laws (and, to a lesser degree, the F99 ones 6 ), on the other hand, follow the behavior with λ reasonably well. A third interesting result is that there are no significant differences between the model and the real SED: in particular, the Balmer jump of these two O stars agrees with the one in the used TLUSTY models.
In summary, the new laws survive this first limited test.
Applying the new extinction laws to some Galactic cases
A more stringent test of the new laws is their applicability to two regimes outside of the one in which they were derived: the Milky Way and higher values of E(4405 − 5495) (1.0-1.5 mag). Regarding their applicability outside 30 Doradus, it is important to clarify an aspect that is sometimes overlooked by the non-specialist: the papers written over the past three decades about the differences in the extinction law between the MW, the LMC, and the SMC (e.g. Howarth 1983; Prévot et al. 1984; Fitzpatrick 1985; Gordon & Clayton 1998; Misselt et al. 1999; Maíz Apellániz & Rubio 2012 ) refer mostly to the UV range. There is little work done on the possible differences in the optical and NIR (see Tatton et al. 2013 for a recent example) and no definitive proof of significant differences between galaxies (as opposed to the UV, where clear differences exist but which may be due to local environment conditions and not only to metallicity effects) for a given value of R 5495 . Therefore, there is no reason a priori to think that the new laws are not applicable to the Milky Way 7 . Two moderately extinguished Galactic O stars (AE Aur and HD 48 279 A with even better STIS coverage (G430L 6 The high values of χ 2 red for the F99 results arise largely from other photometric bands.
7 Note that since the beginning of this paper we have applied the inverse argument: that CCM laws are potentially applicable to 30 Doradus even though they were derived for the MW. and G750L) than for the two 30 Doradus stars in the previous subsection are present in the HST archive thanks to the Next Generation Spectral Library (Gregg et al. 2004 ). The spectra were reprocessed and calibrated in flux using Tycho-2 photometry (Maíz Apellániz 2005 , 2006 , 2007 . We derived synthetic photometry from the spectrophotometry, estimated their T eff from their spectral types , and applied CHORIZOS in a manner equivalent to experiments 1 (CCM) and 3 (new) 8 . Results are shown in Figure 9 .
The most obvious conclusion from Figure 9 is that the new extinction laws reproduce the detailed behavior of the extinction law in the optical range better than the CCM ones: once again, splines beat a seventh degree polynomial. In particular, the behavior around the Whitford (1958) 2.2 µm −1 knee and the R band (∼1.6 µm −1 ) is better reproduced. Another positive conclusion is that the Balmer jump for these later-type O stars is also well reproduced by the TLUSTY models, another indication that it is not the source of discrepancies for T eff in experiments 2 and 4. There are also two not-so-positive conclusions. The first one is that the detailed wavelength behavior of HD 48 279 A fit with the new laws is not as good as the one for AE Aur (though it is still a slight improvement over the CCM fit). This is not a surprising conclusion because the value of R 5495 for HD 48 279 A is outside the range measured in 30 Doradus while the one for AE Aur is inside: extrapolated laws are more uncertain than interpolated ones. The second one is the realization that TLUSTY models (at least those of Lanz & Hubeny 2003 , 2007 , note that in this case we are using the grid with MW metallicity, not the LMC one) do not treat the Paschen jump correctly, apparently because they do not include the higher-order transitions. Hence, one should be careful when analyzing iz photometry with TLUSTY models.
What about higher extinctions? We searched the Galactic O-Star Catalog (Maíz Apellániz et al. 2004b; Sota et al. 2008) for O stars with E(4405 − 5495) ∼ 1.5 mag and good-quality Strömgren uvby and 2MASS JHK s photometry 9 . We found two stars, CPD −56 6605 and HDE 228 779, that met the requirements; the first one also has Cousins RI photometry available. Neither of the two stars is included in the first two papers (Sota et al. , 2014 of the Galactic O-Star Spectroscopic Survey , but the project has already obtained their spectra and classified them as O9.7 Iab and O9 Iab, respectively, hence allowing us to derive their T eff . With that information, we performed the CHORIZOS experiments in analogy to the ones for AE Aur and HD 48 279 A. Results are shown in Figure 10 .
Once again, the new laws beat the CCM ones by a large margin. The CCM values for χ 2 red of 16.00 and 20.08 for the two stars are reduced to 1.35, and 2.38, respectively. Also, the detailed wavelength behavior of the new SED does not show the wiggles present in the CCM one. Therefore, at least for these two cases the new laws provide a good fit to heavily extinguished O stars with standard values of R 5495 (3.0-3.1) 10 .
Guidelines and future work
When applying the extinction laws in this paper, we recommend following these guidelines:
9 The reason for preferring Strömgren to Johnson photometry is that the use of two filters (vb) in the B-band region makes the first system more sensitive to the behavior of the extinction law across the Whitford (1958) 2.2 µm −1 knee. 10 The difference between the two extinction law families is, in general, small for quantities that depend on the value of F λ (e.g. magnitudes and A V ), larger for those that depend on its first derivative (e.g. colors), and even larger for those that depend on its second derivative (e.g. Strömgren m 1 and c 1 indices). -In general, passband effects (differences between the extinction measured at the central wavelength of a filter and the extinction integrated over the whole passband) can be significant (Maíz Apellániz 2013a and references therein), especially for samples with large extinctions and differences in T eff . Do not apply simple linear extinction corrections (e.g. Q-like parameters) in these cases. Instead, integrate over the whole passband using the routine in Table A .1 or its equivalent. -In the optical, the extinction laws have been tested on a limited sample up to E(4405 − 5495) ≈ 1.5 mag. Future studies may improve the results here, though it would be surprising if an optical extinction with an overall dependence with wavelength very different from the ones here or in CCM were discovered. -The NIR law used here is the power law of Rieke & Lebofsky (1985) . A large number of works since then (e.g. Moore et al. 2005; Fitzpatrick & Massa 2009; Fritz et al. 2011) have found different values of the power law exponent and possible changes between sightlines so, strictly speaking, the laws here should not be applicable. However, for low and intermediate reddenings E(4405 − 5495) ≤ 2.0 mag, NIR extinction corrections should be small enough to yield acceptable differences. In other words, in the NIR apply these laws to optically visible OB stars, not to targets in the Galactic Center. -It is well known that the extinction law in the MIR and FIR is not a power law. Do not apply the results here in that range (that is the reason why the routine in Table A .1 does not accept values below x = 0.3 µm −1 ).
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-UV extinction is a different and difficult issue 11 that is not measured in this paper even though a functional form is provided. More specifically, the routine in Table A .1 may work for low values of R 5495 (as CCM does) but is guaranteed to fail for high values of R 5495 . The reason is that the jump seen for R 5495 = 5.0 and 7.0 around x = 3.9 µm −1 is not physical but a product of tying up the results of this paper in the optical with those of CCM in the UV.
Our future work will develop along the following lines:
-We will analyze the spatial distribution of dust in 30 Doradus in a subsequent paper of the VFTS series. In particular, we will study the dependence of R 5495 with the environment. -We will apply the optical and NIR extinction laws in this paper to a number of existing datasets. In particular, we will use them to measure the amount and type of extinction in the GOSSS stars ). -We will use spectrophotometry to check the detailed behavior in λ of the extinction laws. -We will obtain data for stars with E(4405 − 5495) = 1.5 − 3.0 mag to test the relationship between R 5495 and the NIR slope. 1. Instead of a seventh-degree polynomial, we [a] select a series of points in x in the optical range, [b] use the values of the CCM laws at these points (with corrections in some cases), and [c] apply a spline interpolation between these points. Note that a spline interpolation was already used by Fitzpatrick (1999) . 2. We expand the optical range from x = 1.1-3.3 µm −1 to 1.0-4.2 µm −1 in order to avoid discontinuities and/or knees near the edges of the ranges 13 . 3. The first two points selected are x = 1.81984 µm −1 and x = 2.27015 µm −1 , which correspond to 5495 Å and 4405 Å. The choice is determined by the need to maintain the values of R 5495 for a given extinction law. At these values no correction is applied to the CCM laws. 4. A third point is added between x = 1.81984 µm −1 and x = 1.0 µm −1 to minimize the wiggles visible for low and intermediate values of R 5495 in CCM and thus make the extinction laws more similar to that of Whitford (1958) . After trying different choices, we select x = 1.15 µm −1 as the one that produces the smoothest results. Note that the values of the extinction law at exactly these three points are the CCM ones: the changes affect the points in between due to the use of a spline interpolation instead of a seventh-degree polynomial. 5. A fourth point is added between 5495 Å and 4405 Å to maintain the Whitford (1958) knee at its original location near x = 2.2 µm −1 (as it can be seen in Fig. 11 , CCM moved the knee towards higher values, i.e. shorter wavelengths, in most cases while the new laws put it back between 2.15 µm Since then, the first author of this paper has been working on versions 3.x, which, among many changes, allow for the use of magnitudes (instead of colors) as fitting quantities and the use of distance as an additional parameter. Problems with the code speed and memory usage did not allow these versions of CHORIZOS to become public (even though the code itself worked for restricted cases). The largest problems have now been solved and a public application with the 3.x version of the code will be publicly available soon.
The use of magnitudes and distances described above leads to the possibility of a new type of stellar SED grids: instead of using T eff and log g as the two parameters, one can substitute log g by luminosity or an equivalent parameter (Maíz Apellániz 2013b). As an intermediate step, one needs to use evolutionary tracks or isochrones that assign the correct value of log g to a given luminosity. We have developed a class of such grids with the following characteristics:
1. There are three separate grids corresponding to the Milky Way, LMC (the ones used in this paper), and SMC metallicities. 2. The luminosity-type parameter is called (photometric) luminosity class and is analogous to the spectroscopic equivalent.
To maintain the equivalence as close as possible, its value ranges from 0.0 (hypergiants) to 5.5 (ZAMS).
3. The grids use Geneva evolutionary tracks for high-mass stars and Padova ones for intermediate-and low-mass stars. For the objects in this paper, the relevant tracks are those of Schaller et al. (1992) ; Schaerer et al. (1993) . Note that the use of tracks with rotation would not introduce significant changes in the results of this paper because the purpose of the tracks for O stars are to [a] establish the total range in luminosities and [b] determine the gravity for a given temperature and luminosity. The range in luminosities changes little with the introduction of rotation and the possible changes in gravity at a given grid point can be of the order of 0.2 dex, which leads to an insignificant effect in the optical colors of O stars 14 . 4. Different SEDs are used as a function of temperature and gravity (or luminosity). For the objects in this paper, the relevant SEDs are the two TLUSTY grids of Lanz & Hubeny (2003 , 2007 . 5. It is possible to specify a total of five parameters in a given grid: T eff , luminosity class, E(4405 − 5495), R 5495 , and distance. Note, however, that for most practical applications it is only possible to leave four of these parameters free. 6. For the experiments in this paper we have calculated independent grids with the CCM, F99, and new extinction laws. 
