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Abstract The MPI (Message Passing Interface) standard is the most pop-
ular parallel programming model for distributed systems. However, it lacks
fault tolerance support and, traditionally, failures are addressed with stop-
and-restart checkpointing solutions. The proposal of ULFM (User Level Fail-
ure Mitigation) for the inclusion of resilience capabilities in the MPI standard
provides new opportunities in this field, allowing the implementation of re-
silient MPI applications, i.e. applications that are able to detect and react
to failures without stopping their execution. This work compares the perfor-
mance of a traditional stop-and-restart checkpointing solution with its equiva-
lent resilience proposal. Both approaches are built on top of CPPC (ComPiler
for Portable Checkpoiting), an application-level checkpointing tool for MPI
applications, and they allow to transparently obtain fault-tolerant MPI appli-
cations from generic MPI SPMD (Single Program Multiple Data) programs.
The evaluation is focussed on the scalability of the two solutions, comparing
both proposals using up to 3072 cores.
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1 Introduction
Di Martino et al. [8] have studied during 518 days the Cray supercomputer
Blue Waters, reporting that 1.53% of applications running on the machine
failed because of system-related issues. This means that, on average, a failure
arises every 15 minutes. Future exascale systems will be formed by several
millions of cores, and they will be hit by error/faults much more frequently due
to their scale and complexity. Therefore, long-running applications will need
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to use fault tolerance techniques to ensure the completion of their execution
in these systems and to save energy.
The MPI (Message Passing Interface) standard is the most popular parallel
programming model in distributed memory systems. However, MPI lacks fault
tolerance support. By default, the entire MPI application is aborted upon a
single process failure. Besides, the state of MPI will be undefined in the event
of a failure and there are no guarantees that the MPI program can success-
fully continue its execution. Thus, traditional fault tolerant solutions for MPI
applications rely on stop-and-restart checkpointing: the computation state is
periodically saved to stable storage into checkpoint files, so that, when a fail-
ure occurs, the application can be relaunched and its state recovered. However,
when a failure arises it frequently has a limited impact and affects only a sub-
set of the cores or computation nodes in which the application is being run.
Thus, most of the nodes will still be alive. In this context, aborting the MPI
application to relaunch it again introduces unnecessary recovery overheads and
more efficient solutions need to be explored.
Recently, the Fault Tolerance Working Group within the MPI forum pro-
posed the ULFM (User Level Failure Mitigation) interface [4] to integrate re-
silience capabilities in the future MPI 4.0 standard. It includes new semantics
for process failure detection, and communicator revocation and reconfigura-
tion. Thus, it enables the implementation of resilient MPI applications, that
is, applications that are able to recover themselves from failures.
CPPC (ComPiler for Portable Checkpointing) [19] is an open-source check-
pointing tool for MPI applications, which originally applies a stop-and-restart
checkpointing strategy. CPPC has been extended to exploit the new resilience
capabilities provided by ULFM [14]. The proposal is able to detect failures in
one or multiple processes, and to recover from them, without stopping the exe-
cution of the application and preserving the number of MPI processes running
the application. This proposal transparently obtains resilient MPI applica-
tions from generic MPI SPMD (Single Program Multiple Data) programs by
automatically instrumenting the original application code. In this work, the
CPPC resilience proposal is exhaustively evaluated in a large machine, con-
sidering different fault scenarios, to analyze the scalability of the proposal and
to detect possible bottlenecks. Besides, it is compared with the traditional
stop-and-restart checkpointing strategy in terms of performance and benefits.
The resilience solution based on CPPC is, to the best of our knowledge, the
only current proposal that automatically and transparently transforms MPI
codes into resilience ones, which constitutes an appealing feature to existing
HPC applications. The thorough evaluation presented here, carried out with
large-scale applications on a large system, will be useful to ongoing researchs
on resilience solutions towards exascale computing.
This paper is structured as follows. Section 2 covers the related work. Sec-
tion 3 introduces the CPPC framework, describing the traditional stop-and-
restart approach, as well as the resilience proposal. The experimental evalua-
tion is presented in Section 4. Finally, Section 5 concludes this paper.
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2 Related work
In line with previous works [3,9,11], the ULFM interface [4] is the last effort to
include fault tolerance capabilities in the MPI standard. It is a low-level API
that supports a variety of fault tolerance models and thus, it is responsibility
of the user to design the recovery strategy.
In the literature, there exist different proposals to implement resilient ap-
plications using ULFM, most of them specific to one or a set of applications [16,
5,12,1,18]. Bland et al. [5] and Pauli et al. [16] focused on Monte Carlo meth-
ods. Laguna et al. evaluate ULFM on a massively scalar molecular dynamics
code [12]. Partial Differential Equation (PDE) codes are targeted by Ali et
al. [1] and by Rizzi et al. [18]. All these proposals take into account the par-
ticular characteristics of the applications to simplify the recovery process. A
customized solution allows reducing the recovery overhead upon failure, e.g.,
simplifying the detection of failures by checking the status of the execution
in specific points; avoiding the re-spawning of the failed processes when the
algorithm tolerates shrinking the number of the MPI processes; or recovering
the application data by means of its properties as an alternative to checkpoint-
ing. In contrast, unlike our proposal, they can not be generally applied to any
SPMD application.
Other alternatives to ULFM to build resilient applications are Reinit [13],
FMI [20] or NR-MPI [21]. In contrast with ULFM, which proposes a low-level
API that supports a variety of fault tolerance models, these alternatives pro-
pose a simplified interface towards a non-shrinking model, repairing the MPI
inner state upon failure, and re-spawning the failed processes. Reinit proposes
a prototype fault-tolerance interface for MPI, suitable for global, backward,
non-shrinking recovery. FMI is a prototype programming model with a similar
semantic to MPI that handles fault tolerance, including checkpointing appli-
cation state, restarting failed processes, and allocating additional nodes when
needed. Finally, NR-MPI is a non-stop and fault resilient MPI built on top
of MPICH that implements the semantics of FT-MPI [9]. These proposals
hide the complexities of repairing the MPI state, however, they still rely on
the programmers to instrument and modify the application code to obtain
fault-tolerance support, including the responsibility of identifying which ap-
plication data should be saved and in which points of the program. In contrast,
the CPPC resilience proposal provides a transparent solution in which the ap-
plication code is automatically instrumented by the CPPC compiler adding
full fault tolerance support, both for detecting failures and repairing the MPI
inner state as well as for checkpointing and recovering the application data.
The fact that this proposal provides a transparent solution is specially useful
for those scientific applications already developed over the years in HPC cen-
ters, in which manually adding fault tolerance support by programmers is, in
general, a complex and time-consuming task.
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3 CPPC overview
CPPC [19] is an application-level open-source checkpointing tool for MPI ap-
plications available under GPL license at http://cppc.des.udc.es. It ap-
pears to the final user as a compiler tool and a runtime library. At compile
time the CPPC source-to-source compiler automatically transforms a code into
an equivalent fault-tolerant version by adding calls to the CPPC library. This
instrumentation allows the application to periodically save the computation
state into checkpoint files that can be used for its recovery after a failure.
CPPC implements several optimizations to reduce the checkpointing over-
head [7]. The checkpoint file sizes are reduced by using a liveness analysis to
save only those user variables indispensable for the application recovery; and
by using the zero-blocks exclusion technique, which avoids the storage of mem-
ory blocks that contain only zeros. Besides, a multithreaded dumping overlaps
the checkpoint file dumping to disk with the computation of the application.
Also, another CPPC feature is the portability. Applications can be restarted
on machines with different architectures and/or operating systems than those
in which the checkpoint files were generated. Checkpoint files are portable be-
cause of the use of a portable storage format (HDF5 http://www.hdfgroup.
org/HDF5/) and the exclusion of architecture-dependent state from checkpoint
files. Such non-portable state is recovered through the re-execution of the code
responsible for its creation in the original execution. This is specially useful in
heterogeneous clusters, where this feature enables the completion of the appli-
cations even when those resources that were being used are no longer available
or the waiting time to access them is prohibitive.
3.1 Stop-and-restart proposal
The original proposal of CPPC to provide fault tolerance to MPI applications
consist in a stop-and-restart checkpointing strategy [19]: during its execution
the application periodically saves its computation state into checkpoint files, so
that, in case of failure, the application can be relaunched and its state recovered
using those files. As commented before, the CPPC compiler automatically
instruments the application code to obtain an equivalent fault-tolerant version
by adding calls to the CPPC library. The resulting fault tolerant code for the
stop-and-restart proposal can be seen in Fig. 1. Instrumentation is added to
perform the following actions:
– Configuration and initialization: at the beginning of the application
the routines CPPC Init configuration() and CPPC Init state() config-
ure and initialize the necessary data structures for the library management.
– Registration of variables: the routine CPPC Register() explicitly marks
for their inclusion in checkpoint files the variables necessary for the success-
ful recovery of the application. During restart, this routine also recovers
the values from the checkpoint files to their proper memory location.
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Fig. 1: CPPC instrumentation for stop-and-restart fault-tolerant applications.
– Checkpoint: the CPPC Do checkpoint() routine dumps the checkpoint
file. At restart time this routine checks restart completion.
– Shutdown: the CPPC Shutdown() routine is added at the end of the ap-
plication to ensure the consistent system shutdown.
Upon a failure, the application is relaunched and the restart process takes
place. Firstly, the application processes perform a negotiation phase to iden-
tify the most recent valid recovery line, formed by the newest checkpoint file
available simultaneously to all processes. The restart phase has two parts:
reading the checkpoint data into memory and reconstructing the application
state. The reading is encapsulated inside the routine CPPC Init state(). The
reconstruction of the state is achieved through the ordered execution of certain
blocks of code called RECs (Required-Execution Code): the configuration and
initialization block, variable registration blocks, checkpoint blocks, and non-
portable state recovery blocks, such as the creation of communicators. When
the execution flow reaches the CPPC Do checkpoint() call where the check-
point file was generated, the recovery process ends and the execution resumes
normally. The compiler inserts control flow code (labels and conditional jumps
using the CPPC Jump next() routine) to ensure an ordered re-execution.
As for checkpoint consistency, the basic difference between sequential and
parallel applications is the existence of dependencies imposed by inter-process
communications. The CPPC compiler performs a static analysis of inter-process
communication and automatically identifies safe points, code locations where
it is guaranteed that there are no in-transit, nor inconsistent messages. Besides,
a heuristic identifies the most computationally expensive loops and inserts a
checkpoint function in the first safe point of these loops. By statically ensuring
that checkpoints may occur only at selected safe points, no inter-process com-
munications or runtime synchronizations are necessary when checkpointing.
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3.2 Resilience proposal
The use of traditional stop and restart fault tolerance solutions in high per-
formance computing clusters presents several disadvantages. First, in these
solutions the application is aborted in the event of a failure and a new MPI
job needs to be relaunched. In some systems this implies the re-queueing of a
new job to the scheduling system, introducing an overhead dependent of the
cluster availability of resources. In the general case, the re-queueing will result
in the assignment of a different set of resources, forcing the movement of all
the checkpoint data across the cluster in order to restart the computation,
usually causing significant network contention and, therefore, high overheads.
However, a complete restart is unnecessary, since most of the computation
nodes used by a job will still be alive and thus, more efficient solutions need to
be explored. CPPC has been extended using the new functionalities provided
by ULFM to transparently obtain resilient MPI applications [14], that is, ap-
plications that are able to recover themselves from failures without stopping
their execution.
The CPPC resilience proposal maximizes its applicability by implementing
a non-shrinking approach (preserving the number of running processes after
a failure) and by recovering the application state using a global and back-
ward strategy (in which the state of all the MPI processes is restored using
the most recent valid recovery line). This solution is obtained by adding new
instrumentation blocks in the application code, as shown in Fig. 2, to perform
the following actions:
– Failure detection: the default error handler on each communicator is set to
MPI ERRORS RETURN and each MPI function call is instrumented with a call
to the CPPC Check errors() routine to check whether the returned value
corresponds with a failure. Once a process detects a failure, it revokes all of
its communicators to ensure global failure knowledge, i.e., all the surviving
processes will detect the failure.
– Reconfiguration of the global communicator: once all the surviving pro-
cesses detect the failure, within the CPPC Check errors() routine, they
invoke the MPI Comm shrink() routine, agreeing about the subset of failed
processes and shrinking the global communicator, i.e. excluding the failed
processes. Then, failed processes are re-spawned and the global communi-
cator is reconstructed so that each surviving process will keep its original
rank, while each one of the re-spawned ones will take over a failed process.
During the restart, the application will obtain this new global communi-
cator by means of the CPPC Get comm() routine.
– Restart of the application: a regular restart takes place, that is, the most
recent valid recovery line is identified, checkpoint files are read, and an
ordered re-execution of RECs reconstructs the application state. Thus, all
processes must go back to the beginning of the application code so that
they can re-execute the necessary RECs. This is done by performing the
reversed conditional jumps introduced by the CPPC Check errors() and
the CPPC Go init() instrumentation blocks.
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(a) CPPC instrumentation. (b) CPPC new routines.
(c) Behaviour of the resilient application.
Fig. 2: Resilient MPI applications combining CPPC and ULFM.
For more details about the resilience proposal combining CPPC and ULFM
the reader is referred to [14].
4 Experimental evaluation
The experimental evaluation was performed at CESGA (Galicia Supercom-
puting Center) in the FinisTerrae-II supercomputer, comprised of nodes with
two Intel Xeon E5-2680 v3 @ 2.50GHz processors, with 12 cores per proces-
sor and 128 GB of RAM, interconnected to an InfiniBand FDR 56Gb/s. The
experiments were run spawning 24 MPI process per node (one per core). The
CPPC version used was 0.8.1, working along with HDF5 v1.8.11 and GCC
v4.4.7. The OpenMPI version used was ULFM commit a1e241f816d7. Finally,
the Portable Hardware Locality (hwloc) [6] is used for the binding of the pro-
cesses to the cores. Applications were compiled with optimization level O3.
The application testbed used is comprised of three benchmarks with dif-
ferent checkpoint file sizes and communication patterns. The ASC Sequoia
Benchmark SPhot [2] is a physics package and it was run setting the param-
eter NRUNS to 24 × 216. The Himeno benchmark [10] is a Poisson equation
solver, it was run fixing NN to 24000 and using 2048x2048x1024 as grid size.
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Original runtimes (minutes) Total ckpt file size (GB)
# of MPI processes # of MPI processes
384 768 1536 3072 384 768 1536 3072
Sphot 60.3 30.4 15.6 8.9 0.3 0.5 1.0 2.0
Himeno 77.4 39.1 19.5 10.7 165.1 166.2 168.6 170.6
Mocfe 155.9 64.5 29.7 10.6 160.2 146.4 153.2 136.0
Table 1: Original runtimes and checkpoint file sizes for the testbed benchmarks.
Finally, MOCFE-Bone [23] simulates the main procedures in a 3D method of
characteristics (MOC) code. It was run using 4 energy groups, 8 angles, a mesh
of 283 doing strong scaling in space, and a trajectory spacing of 0.01cm2.
Table 1 shows, for each application and varying the number of MPI pro-
cesses, the original runtime (without fault tolerance support), and the total
checkpoint file size generated when one checkpoint is taken, that is, the ad-
dition of the individual checkpoint file size generated by each process. The
reminder of this section evaluates and compares the stop-and-restart and the
resilience versions of the applications. For a fair comparison, the same Open-
MPI version was used in all tests. In both proposals, checkpoint files are stored
in a remote disk using the Lustre parallel file system over InfiniBand.
4.1 Operation overhead in the absence of failures
In a failure-free scenario, two main sources of overhead can be distinguished
when using CPPC: the instrumentation and the checkpointing overheads.
The instrumentation overhead corresponds to the CPPC instrumented ap-
plications without generating any checkpoint files. Fig. 3a presents the absolute
instrumentation overhead (in seconds), while Fig. 3b shows its relative value
normalized with respect to the original runtimes, tagged as “NoCkpt” in both
cases. As observed, the instrumentation overhead is larger when using the re-
silience proposal, which relies on a more extensive instrumentation, adding
blocks of code around every MPI call for failure detection and backwards
conditional jumping during the recovery. Differences between the instrumen-
tations can be reduced using a MPI custom handler and non-local jumps [12],
although workarounds are needed for its usage in Fortran applications.
The checkpoint overhead is measured in the execution of the CPPC in-
strumented versions generating checkpoint files, and it includes both the in-
strumentation overhead and the time spent in all the operations done when
checkpointing. Note that the multithreaded dumping implemented by CPPC
is used both in the stop-and-restart and the resilience proposal, thus, the
checkpointed data is dumped to disk in background, hidding most part of
the checkpointing overhead. Fig. 3a shows the absolute checkpointing over-
heads (in sedonds) using different checkpointing frequencies, while Fig. 3b
presents the equivalent relative values (normalized with respect to the orig-
inal runtimes). The checkpointing frequency is a user-defined parameter in
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(a) Absolute checkpointing overhead (seconds).
(b) Relative checkpointing overhead (normalized with repect to the original runtimes).
Fig. 3: Checkpointing overhead varying the checkpointing frequency.
CPPC. Table 2 shows the different testbed checkpointing frequencies used
(e.g. 20% means checkpointing every time the 20% of the computation has
been completed), specifying the number of checkpoint files generated and the
time elapsed between two consecutives checkpoints in each case. Note that the
checkpointing frequency is increased until checkpoints are generated every 3-5
minutes with each number of processes. The checkpointing operation presents
no differences whether using the stop-and-restart or the resilience proposals.
However, the checkpointing overhead is larger for the resilience proposal. This
is explained because the checkpointing overhead also includes the instrumenta-
tion cost, which, as commented previously, is larger in the resilience proposal.
As observed, when increasing the checkpointing frequency, more checkpoint
calls are taken, and thus, the checkpointing overhead increases. All in all, the
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Elapsed time (minutes) between checkpoints
for different checkpointing frequencies



























































































384 procs. 31 39 80 25 32 64 13 16 33 7 9 17 4 5 9
768 procs. 16 20 33 12 16 26 6 8 14 3 4 7 – – –
1536 procs. 8 10 15 6 8 12 3 4 6 – – – – – –
3072 procs. 5 5 5 – – – – – – – – – – – –
Table 2: Testbed checkpointing frequencies and total checkpoint file size.
Fig. 4: Recovery time (seconds).
absolute overhead does not increase with the number of cores, while the rel-
ative overhead, which in general is below 5%, increases when scaling out the
applications as the original runtimes decrease.
4.2 Operation overhead in the presence of failures
The performance of both the stop-and-restart and the resilience proposal is
evaluated inserting one-process or full-node failures by killing the last ranked
one or twenty-four MPI processes, respectively. Failures are introduced when
the 75% of the application has completed and the applications are recovered
using the checkpoint files generated at the 50% of the execution. Table 3
summarizes the recovery operations performed in each proposal and described
in Section 3. Fig. 4 presents for each proposal the addition of all the operations
performed in each case to allow the application to continue its execution. On
average, the resilience proposal reduces in 65% the recovery time of the stop-
and-restart solution.
Fig. 5 breaks down the recovery operation times for each application. Fail-
ure detection times measure the time spent from the introduction of the failure
until its detection. In the resilience proposal, it includes the time spent revok-





Until global knowledge of the















& backwards conditional jumps
Restart
Reading Find recovery line and read checkpoint files
Positioning Recover application state and positioning in the code.
Table 3: Recovery operations in each proposal.
Fig. 5: Recovery operations times (seconds).
ing all the communicators in the application, which is inferior to 5 milliseconds
in all the experiments. Detection times are better in the resilience proposal
because of the detection mechanisms provide by ULFM. On average, detec-
tion is twice faster for one process failures and 6 times faster in the presence
of node failures than when using the traditional stop-and-restart solution. In
both proposals, as the number of failed processes increases, the time to detect
the failure decreases.
In both proposals, the re-spawning times also include the initialization
of the failed processes (time spent in the MPI Init routine). The backwards
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conditional jumps, with a maximum value of 0.5 milliseconds in all the tests,
were not included in the figures. Note that, relaunching the entire application
is always more costly than relaunching only the processes that have actually
failed. However, this difference decreases as the number of failed processes
increases, and, more important, when scaling out the application. As a result,
the cost of re-spawning 24 processes when there are 3048 surviving processes,
is close to the cost of relaunching 3072 processes from scratch.
The reading of the checkpoint files is faster in the resilience proposal,
because the surviving processes benefit from the use of the page cache in
which the checkpoint files from the most recent recovery line will frequently
be present. In other scenarios, reading times can be reduced by using opti-
mizations techniques, such as diskless checkpointing [22,17] in which copies of
the checkpoint files are stored in the memory of neighbour nodes, or multi-
level checkpointing [15,14], which saves those copies in different levels of the
memory hierarchy. The restart positioning times are tight to the particular
applications and the re-execution of the non-portable state recovery blocks.
In SPhot positioning times are lower in the resilience proposal because the
re-execution of these blocks benefits from the usage of page cache. Finally, the
shrinking and the global communicator reconstruction are also represented in
the figures. In both cases, these times increases with the number of processes
running the applications. Shrinking times are larger when more survivors par-
ticipate in the operation, as more survivors must agree about the subset of
failed processes.
Note that, in both proposals the restart overhead would also include the
re-execution of the computation done from the point in which checkpoint files
were generated until the failure occurrence, an overhead that will be tight to
the selected checkpointing frequency (more frequent checkpoints imply less
re-execution overhead in the event of a failure, although more overhead is
introduced during the fault free execution). Additionally, in some systems, the
stop-and-restart proposal would also imply the re-queueing of a new job to
the scheduling system, introducing an overhead dependent of the availability
of the cluster resources.
5 Concluding remarks
This paper aims to assess the performance and compare two application-level
fault-tolerant solutions for MPI programs: a traditional stop-and-restart ap-
proach and its equivalent resilience proposal using ULFM capabilities, with
the focus on the scalability in current petascale systems.
The resilience solution clearly outperforms the stop-and-restart approach,
reducing the time consumed in the recovery operations between 1.6x and 4x,
and avoiding the resubmission of the job. During the recovery, the most costly
steps are the failure detection and the re-spawning of failed processes. In the
resilience proposal, the failure detection times are between 2x and 6x faster
and the re-spawning times are also notably smaller. However, the re-spawning
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times significantly increase when the number of failed processes grow and when
scaling out the application. Thus, optimizations to minimize the re-spawning
cost should be studied, such as the use of spare processes, initialized at the
beginning of the execution that can take over the failed ranks upon failure [22].
The evaluation performed in this work is done on the basis of a general
solution that can be applied to any SPMD code. However, ULFM allows for the
implementation of different fault-tolerant strategies, depending on the nature
of the applications at hand. Ad-hoc solutions could reduce the failure-free or
the recovery overhead upon a failure. For instance, simplifying the detection of
failures by checking the status of the execution in specific points, or avoiding
the re-spawning of the failed processes in those applications that tolerate the
shrinking of MPI processes.
Finally, in the evaluated resilience solution, all the application processes
roll back to the last valid recovery line, thus, all processes re-execute the
computation done from the checkpoint until the point where the failure have
occurred. We believe that a global recovery should be avoided to improve the
application performance both in time and energy consumption. Thus, as future
work, we will explore this direction further considering the development of a
message-logging protocol to avoid the roll back of the surviving processes.
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