We study existence, structure, uniqueness and regularity of solutions of the obstacle problem
Introduction
Let Ω be a bounded open set in R n with Lipschitz boundary and φ : Ω × R n −→ R be a continuous function satisfying the following conditions: (C1) There exists α > 0 such that α|ξ| ≤ φ(x, ξ) ≤ α −1 |ξ| for all x ∈ Ω and ξ ∈ R n .
(C2) ξ → φ(x, ξ) is a norm for every x.
For our results concerning the regularity of solutions we will also assume the following three additional assumptions (C3) φ ∈ W 2,∞ loc away from {ξ = 0}, and there exists C > 0 such that
for all ξ ∈ S n−1 and p ∈ R n , where p ′ := p − (p · ξ)ξ.
(C4) φ and D ξ φ are W 2,∞ away from {ξ = 0}, and there are positive constants ρ and λ such that φ(x, ξ) + |D ξ φ(x, ξ)| + |D (C5) For the result of regularity we need to assume that the integrand φ(x, ξ) = φ(ξ) is independent of x.
It is elementary to verify that if φ : Ω × R n −→ R satisfies C1-C4, then for every p, q ∈ R n and λ ∈ R we have φ ξ (x, λp) = φ ξ (x, p), and p · φ ξ (x, p) = φ(x, p).
For u ∈ BV loc (R n ), let φ(x, Du) denote the measure defined by 
where φ 0 (x, ·) denotes the norm on R n dual to φ(x, ·), defined by φ 0 (x, ξ) := sup{ξ · p : φ(x, p) ≤ 1}, (see [2, 6] ). For u ∈ BV (Ω), Ω φ(x, Du) is called the φ-total variation of u in Ω. Also, if A, E are subsets of R n , with A Borel and E having finite perimeter, then we shall write P φ (E; A) to denote the φ-perimeter of E in A, defined by
where χ E is the characteristic function of E. We will also write P φ (E) to denote P φ (E; R n ). We shall need the following lemma.
Lemma 1.1 (Lemma 2.2 in [6] ). Let A ⊂ R n be a Borel set and E 1 , E 2 ⊂ R n be of locally finite perimeter with respect φ. Then P φ (E 1 ∪ E 2 ; A) + P φ (E 1 ∩ E 2 ; A) ≤ P φ (E 1 ; A) + P φ (E 2 ; A). Definition 1.2. We say that a function u ∈ BV (R n ) is a φ-total variation minimizing in a set Ω ⊂ R n if R n φ(x, Du) ≤ R n φ(x, Dv) for all v ∈ BV (R n ) such that u = v a.e. in Ω c .
Similarly, we say that E ⊂ R n of finite perimeter is φ-area minimizing in Ω if
Moreover, E ⊂ R n is called φ-super (sub) area minimizing in Ω, if
Let f ∈ BV (R n ) and ψ ∈ W 1,1 (Ω), and consider the obstacle least gradient problem
where
Functions of least gradient was first studies by P. Sternberg, W. Graham, and W. Ziemer in [18] , and the results were later extended to least gradient problems with obstacle in [19] . Due to important applications of least gradient problems in conductivity imaging, such problems have received an extensive attention in the past decade (see [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 20] ). In this paper we will study existence and structure of minimizers, uniqueness, and regularity of minimizers of the general obstacle least gradient problem (3) . Since minimizers of the least gradient problems with obstacle do not hit small enough obstacles, the results in this paper extend and unify several results in the literature about least gradient problems without obstacle.
In general the problem (3) may not have a minimizer (see [6] , [7] , [18] ). However the relaxed problem
always has a solution, where A f = {u ∈ BV (R n ) : u ≥ ψ, and u = f in Ω c }, and ν Ω is the outer pointing unit normal vector on ∂Ω. Indeed let {v n } ∞ n=1 be a minimizing sequence for
Since
loc , F is coercive in BV (R n ) (a consequence of C 1 ) and weakly lower semicontinuous (see [6] for more details), it follows from standard arguments that {v n } ∞ n=1 has a subsequence converging strongly in
and hence v is also a minimizer of (4). However, in general, the trace v| ∂Ω on ∂Ω may not be equal to f , leading to possible nonexistence for the problem (3). In addition, we shall prove the the following result. Remark 1.3. Since u| ∂Ω = f for every u ∈ BV f (Ω), the compatibility condition f ≥ ψ on ∂Ω must be satisfied. Every f ∈ L 1 (∂Ω) can be extended to a function in BV (R n ) (denoted by f again) with f ≥ ψ in Ω, and throughout the paper we shall naturally assume that f ≥ ψ inΩ. Proposition 1.4. Let Ω be a bounded open set in R n with Lipschitz boundary, f ∈ BV (R n ) and ψ ∈ W 1,1 (Ω) with f ≥ ψ in Ω, and φ : Ω × R n −→ R be a continuous function satisfying C1-C2. Then (4) has a solution and
In particular, every minimizer of (3) is also a minimizer of (4).
Indeed in order to prove existence of solutions to (3) we need a condition on Ω which is defined as follows. Definition 1.5. Let Ω ⊂ R n be a bounded Lipschitz domain and φ : Ω × R n −→ R is continuous function that satisfies C1-C2. We say that Ω satisfies the barrier condition if for x 0 ∈ ∂Ω and ǫ > 0 sufficiently small, if V minimizes
Remark 1.6. Intuitively, if Ω satisfies the barrier condition, then at every point on ∂Ω one can decrease the perimeter of ∂Ω by pushing the boundary inwards. In [6] , a convenient interpretation of the barrier condition, when ∂Ω is sufficiently smooth, is provided:
where d(·) is the signed distance to ∂Ω by
We will show that if Ω satisfies the barrier condition, then every solution of (4) is also a solution of (3). Theorem 1.7. Suppose that φ : Ω × R n −→ R is a continuous function that satisfies C1-C2 in a bounded Lipschitz domain Ω ⊂ R n , and f ∈ C(∂Ω) with f ≥ ψ. If Ω satisfies the barrier condition with respect to φ, then every solution of (4) is also a solution of (3). In particular, (3) has a solution.
We shall also prove that there exists a fixed vector field T that determines the structure of level sets of the minimizers of (3) and (4).
n be a bounded Lipschitz domain and φ : Ω × R n −→ R is continuous function that satisfies C1-C2, and f ∈ W 1,1
in Ω, and ∇ · T ≤ 0 such that
for every minimizer w of (3) or (4). Moreover T is divergence-free in {x ∈ Ω :
The above result generalizes Theorem 1.2 in [8] and simplifies to the following result in the special case ϕ(x, ξ) = a(x)|ξ|. Corollary 1.9. Let Ω ⊂ R n be a bounded Lipschitz domain and assume that a ∈ C(Ω) is a non-negative function, and f ∈ W 1,1 0 (R n ). Then there exists a vector field T ∈ (L ∞ (Ω)) n with |T | ≤ a a.e. in Ω, and ∇ · T ≤ 0 such that every minimizer w ∈ A f of the least gradient problem
Moreover T is divergence-free in {x ∈ Ω : w(x) > ψ(x)}.
The above corollary asserts that there exists a vector field T such that for every minimizer w of (9) the vector field Dw |Dw| is parallel to T , |Dw|-a.e. in Ω. Moreover, if the trace of T can be represented by a function T tr ∈ (L ∞ (∂Ω)) n , then up to a set with H n−1 -measure zero
and similarly
In other words
for every minimizer w of (9). These results extend the second authors results about structure of minimizers of least gradient problems [8] for least gradient problems with obstacle. We will also prove the following results about the uniqueness and regularity of minimizers of the obstacle least gradient problem (3).
Theorem 1.10 (Comparison Principle).
Let Ω ⊂ R n be a bounded Lipschitz domain with connected boundary, and assume φ : Ω × R n −→ R satisfies C1-C5. Suppose that u 1 and u 2 are solutions of (3) for boundary conditions f 1 , f 2 ∈ C(∂Ω) respectively. Then
Moreover,
In particular, for every f ∈ C(∂Ω), there is at most one solution for (3).
Theorem 1.11 (Holder Regularity). Suppose that φ : Ω × R n −→ R satisfies C1-C5 and let Ω be a bounded, open subset of R n with C 2 boundary which the signed distance d(·) to ∂Ω satisfies the relation (6). Assume f ∈ C 0,α (∂Ω), and ψ ∈ C 0,α/2 for some 0
Theorem 1.12 (Lipschitz Regularity). Suppose that φ : Ω × R n −→ R satisfies C1-C5 and let Ω be a bounded, open subset of R n with C 2 boundary which the signed distance d(·) to ∂Ω satisfies the relation (6). Assume f ∈ C 1,α (∂Ω), and
Structure of minimizers
In this section we study the relationship between minimizers of the least gradient problems (3) and (4), and prove several results about existence and structure of minimizers of these problems.
Let ν Ω denote the outer unit normal vector to ∂Ω.
Moreover, for u ∈ BV (Ω) and
gives rise to a Radon measure on Ω, and (11) is valid for every u ∈ BV (Ω) (see [1, 3] for a proof).
We first show that there exists a vector field T that determines the structure of all minimizers of (3) and (4). Next we define the dual of the least gradient problem (3) 
By Fenchel duality (see Chapter III in [4] ) the dual problem is given by
where E * and G * are the Legendre-Fenchel transform of F and G. By Lemma 2.1 in [8] we have
One can also compute G * : W −1,∞ (Ω) → R as follows.
for some constant C which only depends on V near ∂Ω, i.e.
Proof. First note that
Hence for any u ∈ K and λ > 0, we have u + λu 0 ∈ K and v, u + λu 0 → ∞ when λ → ∞.
For v ∈ C * , consider the decomposition u = u + − u − where u ± = max{±u, 0}. Then v, u ≤ v, −u − , and hence
ν Ω a.e. in Ω \ Ω ǫ , in which ν Ω is a Lipschitz extension of the boundary normal vector of ∂Ω to its neighborhood. If ψ − f ≤ u ≤ 0 in Ω, we have η ǫ (ψ − f ) ∈ K, and
exists. Thus we have
Note that, in view of (14), the above limit exists and only depends on V near ∂Ω.
On the other hand, for every ψ − f ≤ u ≤ 0, we have 0
and hence
The proof is now complete.
Proof of Theorem 1.8. The dual problem (P * ) has a solution. This follows from Theorem III.4.1 in [4] . Indeed it easily follows from (2) that I(v) = Ω ϕ(x, Dv) is convex, and J :
dx is continuous at p = 0 (a consequence of C 2 ). Therefore the condition (4.8) in the statement of Theorem III.4.1 in [4] is satisfied, duality gap is zero, and the dual problem (P * ) has a solution. Let T be a solution of the dual problem (P * ), then it must satisfy φ 0 (x, T (x)) ≤ 1 and ∇ · T ∈ C * (i.e. ∇ · T ≤ 0 in the sense of distributions). Moreover, we have
Let w ∈ A f be a minimizer of (4), and ǫ > 0. Then
Letting ǫ → 0, we have Ω\Ωǫ D(w − f ) → 0 and get
On the other hand since BV f (Ω) ⊂ A f , the above inequality also holds in the opposite direction. Thus
Note also that if w ∈ A f is a minimizer of (4), then all the above inequalities are equalities. In particular (7) and (8) hold because of (15) and (17), and we can deduce by (16) that
Now let ω ⋐ Ω and suppose w > ψ on ω. Then for ϕ ∈ C ∞ c (ω) and |t| small, we have w + tϕ > ψ in ω. Hence for ǫ small enough
for some δ > 0. Therefore
and consequently T ∈ (L ∞ (Ω)) n is divergence-free on {w > ψ}.
Proof of Proposition 1.4. The proof follows from (18) in the proof of Theorem 1.8, and the argument right before the statement of Proposition 1.4.
Existence
In this section we study the existence of the obstacle least gradient problem (3), and prove Theorem 1.7. Consider an arbitrary function u ∈ A f and let
The following theorem shows that the level sets of the solutions of (4) satisfy in an obstacle φ-area minimizing problem.
Theorem 3.1. Let Ω be a bounded Lipschitz domain and u be a solution of (4), then E t is a solution of the following variational problem,
Remark 3.2. It is not difficult to see that ∂E t \Ō t is locally φ-minimizing in Ω as well as ∂E t ∩Ō t is locally φ-super minimizing in Ω.
In order to prove Theorem 3.1, we need the following lemma. It will also help us to study the relation between the minimizers of (3) and (4). Therein v + and v − stand for the outer and inner trace of v ∈ BV (R n ) on ∂Ω.
Lemma 3.3. Assume u k is a solution of (4) for the obstacle ψ k such that ψ k ր ψ and
Then u is a solution of (4) for the obstacle ψ.
Proof. The proof is similar to the proof of Lemma 2.7 in [6] and we present it here for the sake of completeness. Given g ∈ L 1 (∂Ω; H n−1 ), define
where ν Ω denotes the outer unit normal to Ω. From the upper semicontinuity of the φ-total variation
and the L 1 convergence of the trace, implies that
Now for any v ∈ BV (R n ) such that v ≥ ψ, then v ≥ ψ k and we have
It follows from this and (21) that
Proof of Theorem 3.1. For t ∈ R, let u 1 := max(u, t), u 2 := u − u 1 , ψ 1 := max(ψ, t). Consider v ∈ BV (R n ) such that v = u 1 a.e. in Ω c and ψ 1 ≤ v, then ψ ≤ ψ 1 + u 2 ≤ v + u 2 and v + u 2 = u a.e. in Ω c , where we have used the assumption ψ ≤ u. Since u is a solution of (4), we can write
Hence u 1 is also a solution of (4) for the obstacle ψ 1 and the boundary condition f 1 := max(f, t). Repeating the same argument, one verifies that
is also a solution of (4) for the obstacle ψ ǫ,t := min(1,
, and boundary condition f ǫ,t := min(1,
It is straightforward to check that
Notice that ψ ǫ,t ր χ Ot . Thus Lemma 3.3 implies that χ Et is a solution of (4) for the obstacle χ Ot and the boundary condition χ Lt .
Next we can use the barrier condition to prove the following lemma proof of which is similar to Lemma 3.4 in [6] and we omit it. Remind that for a measurable subset E of R n , we define
Lemma 3.4. Let Ω be a bounded Lipschitz domain satisfying the barrier condition with respect to φ, and assume that E is a solution of (20) . Then
Proof of Theorem 1.7. The proof follows from Proposition 1.4, Lemma 3.4, Theorem 3.1, and an argument similar to that of Theorem 1.1 in [6] .
Maximum and comparison principles
This section is devoted maximum and comparison principles which will be our main tools in proving uniqueness and regularity results. At the first, we review some well-known definition and results about the regularity theory for minimal surfaces.
Definition 4.1. Let E ⊂ R n . A point x ∈ ∂E is called a regular point if there exists ρ > 0 such that ∂E ∩ B(x, ρ) is a C 2 hypersurface. We denote the set of all regular points of ∂E by reg(∂E). We say that x is a singular point if x ∈ sing(∂E) = ∂E \ reg(∂E).
The following estimate on the size of singular sets of φ-area minimizing sets has been proved in [16] , (see also Remarks 2.7 and 2.8 in [6] ).
Theorem 4.2.
Let Ω ⊂ R n , and assume φ : Ω × R n −→ R satisfies C1-C4. If E is φ-area minimizing in Ω, then
We shall also need the following proposition which states that every connected components of regular points of a φ-area minimizing set E in Ω must reach the boundary ∂Ω. Proposition 4.3. Let Ω be a bounded Lipschitz domain with connected boundary and assume that E ⊂ R n is a solution of (20) for some sets (L, O). If R is a nonemtpy connected component of reg(∂E (1) ) ∩ Ω, thenR ∩ ∂Ω = ∅ orR ∩Ō = ∅.
Proof. The proof follows directly from Lemma 4.2 in [6] . In fact, ifR ∩Ō = ∅, it will be a φ-area minimizer and we can apply that lemma.
In order to prove the strict maximum principle, we first prove a couple of intermediate results.
Lemma 4.4. Assume that φ satisfies conditions C1-C2. Let E be a φ-sub (or φ-super) area minimizing in Ω. There exists a φ-area minimizing G such that
Proof. First note that there is a φ-area minimizing set
Since E is φ-sub area minimizing,
Thus it follows from Lemma 1.1 that
HenceG = E ∪ G is also φ-area minimizing and E ⊆G. One can similarly show that every φ-super area minimizing set contains a φ-area minimizing set G with the stated properties.
We will deduce the uniqueness of the solution and the comparison principle (Theorem 1.10) from the following theorem. Theorem 4.5. Assume that φ satisfies conditions C1-C5. Suppose that E 1 and E 2 are solutions of (20) respectively for pairs of sets (
Suppose Ω satisfies the barrier condition, or
2 ⊂ Ω and ∂E
then E
1 ⋐ E
2 .
Proof. In view of Theorem 4.2, int(E (1) i ) differs from E i in a set of measure zero and we replace E i by int(E (1) i ). We prove the result in a series of steps.
Step 1. We will show that G = E 1 ∩ E 2 and F = E 1 ∪ E 2 are solutions of (20) for the pairs of sets (L 1 , O 1 ) and (L 2 , O 2 ), respectively. Since E 1 and E 2 are solutions of (20),
By Lemma 1.1, we have
and hence P φ (G) = P φ (E 1 ) and P φ (F ) = P φ (E 2 ). Thus G and F are also solutions of the problem (20) .
Step 2. If x 0 ∈ ∂E 1 ∩ ∂F , then there is a neighborhood of x 0 in which E 1 is a φ-area minimizing and F is φ-super area minimizing. This immediately follows from the observation that x 0 / ∈Ō 1 ∪ ∂Ω. Notice that x 0 ∈ ∂Ω ∩ ∂E 1 ∩ ∂F violates the barrier condition.
Step 3: In this step we show that if
, where E ν = E 1 + ν for some small vector ν ∈ R n . In order to see this, define
and choose δ > 0 such that
Let x 0 ∈ ∂E 1 ∩ ∂F and choose y ∈ B(x 0 , δ) ∩ F c . Set ν := y − x 0 and E ν = E 1 + ν. By (C5), φ(x, ξ) = φ(ξ) and hence E ν is also a solution of (20) for the pair of sets (L 1 + ν, O 1 + ν) in Ω δ . Then it follows from an argument similar to the one used in the proof of Theorem 4.6 in [6] that
As in step 1, replace F by F ∪ E ν .
Step 4: In view of Theorem 4.2 and (23), there exists a regular point x 1 of ∂E ν such that x 1 ∈ ∂E ν ∩ ∂F and x 1 is a Lebesgue point of ∂E ν ∩ ∂F with respect to the measure H n−2 . In this step, we will show that there is a neighborhood of x 1 in ∂E ν that is a subset of ∂E ν ∩ ∂F . Consider a ball B = B r (x 1 ) such that E ν ∩ B is a C 2 hypersurface, and towards a contradiction assume that E ν ∩ ∂B = F ∩ ∂B. According to Lemma 4.4, there is a φ-area minimizing G, such that G ⊆ F and G ∩ B c = F ∩ B c . Notice that H n−2 (∂E ν ∩ ∂G ∩ B) > 0, since either ∂G intersects ∂E ν transversally or contains ∂E ν ∩ ∂F . Now repeat Step 1 to find two φ-area minimizing E ν ∪ G and E ν ∩ G, which intersects in a set with positive H n−2 -measure. Then by Theorem 4.2 there is a point x * such that E ν ∪ G and E ν ∩ G are regular at that. By Lemma 4.4 in [6] we conclude that ∂(E ν ∪ G) = ∂(E ν ∩ G) in a neighborhood of x * . This yields that E ν = G in an open subset of ∂E ν ∩ B. The boundary of this set has positive H n−2 -measure, and we can repeat the above argument to prove that E ν ∩ B = G ∩ B (see the proof of Theorem 4.6 in [6] for more details). Therefore, E ν ∩ ∂B = G ∩ ∂B = F ∩ ∂B. This is a contradiction, and hence ∂E ν is a subset of ∂E ν ∩ ∂F in a neighborhood of x 1 .
Step 5: In this step we show that
. Towards a contradiction suppose this is not the case. Then by steps 3 and 4, we know that each connected component of ∂E ν ∩ ∂F is an open subset of ∂E ν for some ν ∈ R n . It follows from Proposition 4.3 that ∂E ν ∩ ∂F intersects the boundary ∂Ω or the obstacle O 1 + ν, which contradicts the assumptions of the theorem, and hence
(1) .
Step 6: Finally we prove that E 1 ⋐ E 2 . First we will show that E 1 ⊂ E 2 , toward a contradiction assume that E 1 \ E 2 has nonempty interior. Since
(1) , then we have ∂F ⊆ ∂E 2 . On the other hand, from topological point of view
If there exists some point x 0 ∈ ∂(E 1 \ E 2 ) \ ∂E 2 , then we must have
, which means that the perimeter of F is less than the perimeter of E 2 unless H n−1 (∂(E 1 \ E 2 )) = 0. This contradicts the assumption int(E 1 \ E 2 ) = ∅. Hence E 1 ∪ E 2 , and consequently E 1 ⋐ F = E 2 by the the conclusion in Step 5.
Remark 4.6. When n = 2 or 3, the statement in Theorem 4.5 holds without condition (C5). Because all φ-area minimizing sets are regular even φ depends on variable x (Theorem 4.2). Hence we does not need steps 3, and in step 4 we can choose ν = 0. A similar argument implies E 1 ⋐ E 2 .
Proof of Theorem 1.10. The proof is inspired by Theorem 1.4 from [6] . Suppose that (10) is not true. Since
there must be some rational numbers λ 1 > λ 2 such that
Now define
On the other hand, we can easily verify that the conditions of Theorem 4.5 are satisfies, and hence E (1)
The idea in the proof of Theorem 4.5 allow us to prove a strict maximum principle for φ-sub and super area minimizing sets. This result generalizes the result in [17] and [20] .
Theorem 4.7 (Strict maximum principle). Assume that φ satisfies the conditions C1-C5. Let E ⊂ R n be φ-sub area minimizing and F ⊂ R n be φ-super area minimizing relative to an open set Ω, and
Suppose Ω satisfies the barrier condition, then
Proof. By Lemma 4.4, there exists φ-area minimizing setsẼ andF such that E ⊇ E andF ⊆ F . Since Ω satisfies the barrier condition,
⊂ Ω.
By Theorem 4.6 in [6] we haveẼ (1) ⊂F (1) . MoreoverẼ (1) ⋐F (1) if n ≤ 3. In order to prove the theorem for n ≥ 4, note that since
(1) ∩ ∂F (1) and choose y ∈ B(x 0 , δ) ∩F c . Set ν := y − x 0 and E ν =Ẽ + ν. Since we have assumed (C5), φ(x, ξ) = φ(ξ), and hence E ν is also a φ-area minimizer in Ω δ . Observe that
It again follows from Theorem 4.6 in [6] that E
ν ⊂F (1) which is a contradiction. Thus ∂Ẽ (1) ∩ ∂F (1) = ∅, and the proof is complete.
We shall need the following proposition to prove regularity results for solutions of (3). 
and this distance is taken in points |x − y| = d, such that x ∈ ∂E 1 ∩ Ω and y ∈ ∂E 2 ∩ Ω, then either x ∈Ō 1 ∪ ∂Ω or y ∈ ∂Ω.
Proof. Consider the points x and y such that violate the statement. Let ν = y − x, the translationẼ 1 = ν + E 1 remains a solution of (20) for the pair of Õ 2 ) . On the other hand, y ∈ ∂Ẽ 1 ∩ ∂E 2 and this contradicts Theorem 4.5, for E 1 and E 2 in the domain Ω ∩Ω.
Regularity of solutions
First of all we shall notice that the continuity of the solution of (3) is a straightforward result of the geometric comparison principle, Theorem 4.5. The proof is similar to Theorem 1.3 in [6] , then we just give the statement without proof in the following proposition.
Proposition 5.1 (Continuity).
Let Ω ⊂ R n be a bounded Lipschitz domain with connected boundary, and assume φ : Ω × R n −→ R satisfies C1-C5. If u is a solution of (3), then u is continuous.
In order to study the Holder regularity, we need the following property for the norm φ(x, ξ). Proof. By the norm property (1), we can assume φ(x, p) = φ(x, q) = 1. Let f (t) := φ(x, tp + (1 − t)q), we have f (0) = 1 and for 0 < t < 1 f (t) ≤ tφ(x, p) + (1 − t)φ(x, q) = 1.
Alos, for t < 0 we have f (t) ≥ φ(x, (1 − t)q) − φ(x, tp) = (1 − t) − |t| = 1.
Thus f ′ (0) ≤ 0 which yields
Using the norm property (1), q · φ ξ (x, q) = φ(x, q) = 1 to deduce the lemma.
Now we are going to construct barriers and prove a comparison principle for such barriers. The results and the proofs in this section are inspired by [19] . Proof. Let E = {x ∈ Ω : v(x) > u(x) + ǫ} for some ǫ > 0, and w = max(u, v − ǫ). Notice that w ∈ BV (Ω) ∩ C 0 (Ω), w = u on ∂Ω and w ≥ ψ. Now let η ∈ C ∞ 0 (Ω) satisfy η = 1 on E and 0 ≤ η ≤ 1 in Ω. Set g = ηφ ξ (x, Dv), so that g ∈ [C Proof of Theorem 1.11. For s < t, consider the supersets E s , E t of u and assume that dist(∂E s , ∂E t ) = |x − y| where x ∈ E t and y ∈ E s . It is sufficient to show that |u(x) − u(y)| = |t − s| ≤ C|x − y| α/2 whenever |x − y| < δ, where δ is given by Lemma 5.4. Observe that O t ⊂ E t ⋐ E s . By Proposition 4.8, we just have two following cases:
(i) If either x or y belongs to ∂Ω, then our result follows from Lemma 5.4.
(ii) x ∈ ∂E t ∩Ō t , then u(x) = ψ(x) and u(y) ≥ ψ(y), so 0 < t − s = u(x) − u(y) ≤ ψ(x) − ψ(y) ≤ [ψ] 0,α/2 |x − y| α/2 .
Proof of Theorem 1.12. We just need to modify Lemma 5.4, to construct functions w + and w − satisfies the conditions (i)-(v), but in (ii) we must replace
For this, put
and notice that on ∂Ω ∩ B(x 0 , δ), by the C 1,α regularity of f there is a positive constant C 1 such that the following inequality is established
Therefore, the relation (iv), u ≤ w + , will be obtained provided K ≥ C 1 . The rest of the proof is exactly the same.
