Abstract: Adaptive digital filtering has traditionally been developed based on the minimum mean square error (MMSE) criterion and has found ever-increasing applications in communications. This paper presents an alternative adaptive filtering design based on the minimum symbol error rate (MSER) criterion for communication applications. It is shown that the MSER filtering is smarter, as it exploits the non-Gaussian distribution of filter output effectively. Consequently, it provides significant performance gain in terms of smaller symbol error over the MMSE approach. Adopting Parzen window or kernel density estimation for a probability density function, a block-data gradient adaptive MSER algorithm is derived. A stochastic gradient adaptive MSER algorithm, referred to as the least symbol error rate, is further developed for sampleby-sample adaptive implementation of the MSER filtering. Two applications, involving single-user channel equalization and beamforming assisted receiver, are included to demonstrate the effectiveness and generality of the proposed adaptive MSER filtering approach.
Introduction
Adaptive filtering has been an enabling technology for communications. Traditionally, adaptive filtering has been developed based on the minimum mean square error (MMSE) principle [1, 2] . One of the strengths of this design is that effective adaptive implementation can be achieved using the simple least mean square (LMS) algorithm, thus readily meet the real-time computational constraints of high-speed digital communication systems. For a communication system, however, it is the bit error rate (BER) or symbol error rate (SER), not the mean square error (MSE), that really matters. In digital communication applications, the probability density function (p.d.f.) of an adaptive filter output is generally a Gaussian mixture. This non-Gaussian nature can be exploited explicitly, leading to alternative approaches to the MMSE filtering. For single-user channel equalization application, adaptive minimum BER (MBER) linear equalizers and decision feedback equalizers (DFE) have been developed [3∼9] . Similar approaches have been adopted for linear multi-user detection in code-division multiple-access systems [10∼16] . The MBER beamforming using an antenna array for wireless communication has also been considered [17∼19] . These previous studies -------Manuscript received July 28, 2004 ; revised December 7, 2005 . * E-mail address: sqc@ecs.soton.ac.uk have demonstrated that the MBER approach offers a potentially significant performance improvement and it provides a viable alternative to the traditional adaptive filtering based on the MMSE principle. All these previous works on minimum error probability filtering are specifically designed for the simplest binary digital modulation scheme.
Increasing demand for high-speed multimedia services over limited radio spectrum requires the employment of spectrum-efficient modulation schemes, such as multilevel quadrature amplitude modulation (M -QAM) [20] . The main contribution of this paper is to extend the minimum error probability filtering to the general M -QAM case and to present a unified framework for adaptive MSER linear filtering. A complex-valued linear filtering model is given in the general communication setting, and the theoretical MSER filtering solution is derived. To effectively implement the MSER solution, a Parzen window p.d.f. estimation technique
[21∼23] is adopted to approximate the non-Gaussian probability distribution of the filter output accurately, which naturally gives rise to a block-data gradient adaptive MSER algorithm. Sample-by-sample adaptive implementation of the MSER filtering is then considered, and a stochastic gradient adaptive MSER algorithm, referred to as the least symbol error rate (LSER), is derived which has a similar low computational complexity to the very simple LMS algorithm. Two applications, involving channel equalization and beamforming with antenna array, are used to illustrate the generality and effectiveness of the proposed adaptive MSER filtering. Simulation results obtained confirm the superior performance of the MSER filtering over the MMSE one.
System model
Consider the general tap-delay-line linear filter whose output is given by
where k denotes the sampling index, L is the filter length,
T is the complex-valued filter input vector and
T the complex-valued filter weight vector. Such a complex-valued filter can be found in receivers of various communication systems. In channel equalization, for example, x(k) is generated from a tapdelay-line of the received signal. In adaptive beamforming assisted receiver, x(k) consists of received signals at the antenna array. Generally, the underlying system that produces the filter input x(k) can be modelled as
where the complex-valued Gaussian noise vector
T has zero mean and
2 n I L with I L denoting the L × L identity matrix, the complexvalued system matrix P has dimension L × N , and the transmitted information symbol vector
T . Typically, b i (k) and b q (k) are uncorrelated if i = q. For single-user applications, b(k) contains the current and previous N − 1 transmitted symbols and, for multi-user applications, b(k) consists of the transmitted symbols of different users. The modulation scheme is assumed to be M -QAM, and b i (k), 0 i N − 1, takes values from the symbol set defined by
where
The sampling rate is assumed to be equal to the symbol rate so that k also indicates the symbol index. The approach can be extended to the general case of sampling faster than the symbol rate, referred to as fractionallyspaced sampling [24] . The purpose of the filter (1) is to enable an estimatê
Consider the combined impulse response of the filter and the system given by
The filter's output can be expressed as
where the first term is the desired signal and the second term is the residual interference. From (5), provided that c d is real and positive, i.e.
can be decoupled into the real and imaginary parts, given respectively bŷ 
, which leads to the following MMSE solution
. The MMSE solution generally does not provide a minimum error probability, unless the conditional p.d.f. of y(k) given b d (k) = b l,q is Gaussian. However, the p.d.f. of y(k) is obviously nonGaussian, as can be seen from (5) . Since the SER is the true performance indicator, it is desireable to consider the optimal MSER filter solution.
Minimum symbol error rate solution
can only take values from the finite signal set defined by
This set can be partitioned into M subsets, depending on the specific value of b d (k), as follows:
Recall that the filter's output is given by
where e(k) is Gaussian distributed with zero mean and
The noise-free part of the filter's output, namelyȳ(k), only takes values from the scalar set
and Y can be divided into the M subsets conditioned on the value of b d (k):
Lemma 1. The subsets X l,q , 1 l, q √ M , satisfy the shifting properties:
Proof. From the definitions of P and b i , for each x (l,q) i ∈ X l,q , there exists ax
This verifies the shifting property (16) . The proofs for (17) and (18) 
Lemma 3. The points of Y l,q are distributed symmetrically around the symbol point c d b l,q .
Lemma 3 is obvious and is a direct consequence of symmetric distribution of the symbol constellation (3). This symmetric property is also illustrated in Fig. 1 . Note that the distribution of Y l,q is symmetric with respect to the two vertical decision boundaries c R d (u l ±1) and with respect to the two horizontal decision bound-
For a linear filter to perform adequately it is implicitly assumed that the system is linearly separable. Linear separability is interpreted as follows: there exists w satisfying condition (6) 
Linear separability is not always guaranteed in practice. When the underlying system is linearly inseparable, a linear filter will have an irreducibly high SER floor and nonlinear filtering is required to achieve adequate performance
[25∼31] .
Symbol error rate expression
For the linear filter with weight vector w satisfying (6), denote
It is then easy to see that the SER is given by (27) where
∈ Y l,q , and y = y R + jy I .
Note that c d is real and the symbol decision is decoupled into (7) and (8) . Taking into account the symmetric distribution of Y l,q , see Lemma 3, for 2 l √ M − 1, the conditional error probability of
Further taking into account the shifting property, see Lemma 2 and noting that the error only occurs at one size in (28) 
It is seen that P ER can be evaluated using the real part of any single subset Y l,q . Similarly, P EI can be evaluated using the imaginary part of any single subset Y l,q as
with
Minimum symbol-error-rate solution
The MSER solution w MSER in principle is obtained by minimizing P E (w) with respect to w. However, there is no simple way of doing so due to the cross coupled term P ER (w)P EI (w). Instead, the MSER solution is defined as the one that minimizes the upper bound of the SER given by
That is,
The upper bound P EB (w) is very tight, i.e. very close to the true SER P E (w). Unlike the closed-form MMSE solution (10), a numerical optimization has to be applied to obtain an MSER solution w MSER . The gradients of P ER (w) and P EI (w) with respect to w can be shown to be respectively
With the gradient ∇P EB (w) = ∇P ER (w) + ∇P EI (w), the optimization problem (35) can be solved for iteratively using a gradient-based optimization algorithm. Since the SER is invariant to a positive scaling of w, it is computationally advantageous to normalize w to a unit-length using
after every iteration, so that the gradients (36) and (37) can be simplified to:
The rotating operation (9) should also be applied after each iteration to ensure a real and positive c d . A further saving in computation is achieved by choosing the subset with l, q = 1 + √ M/2, giving rise to u l − 1 = u q − 1 = 0. We point out that the simplified conjugate gradient algorithm [15, 32] provides an efficient means to find an MSER solution.
Adaptive MSER filtering
To derive an adaptive version of the MSER filtering, it is more convenient to explicitly write down the
and to express the two error probabilities alternatively as
In reality, the p.d.f. of y(k) is unknown. Parzen window or kernel density estimate [21−23] is a well known method for estimating a probability distribution. Parzen window method estimates a p.d.f. using a window or block of y(k) by placing a symmetric unimodal kernel function on each y(k). Kernel density estimation is capable of producing reliable p.d.f. estimates with short data records and is natural when dealing with Gaussian mixtures, such as the one given in (41). In our application, it is obvious and natural to choose a Gaussian kernel function with a kernel width ρ n √ w H w that is similar in form to the noise standard deviation σ n √ w H w.
Block-data gradient adaptive MSER algorithm
Given a block of K training samples
, a kernel density estimate of the p.d.f. (41) is readily given bŷ
where the scaling parameter ρ n is related to the standard deviation σ n of the system noise. In [22] , a lower bound of ρ n =
3K
1 5 σ n is suggested. In practice, ρ n can often be chosen from a large range of values.
From this estimated p.d.f. (44), the estimated upper-bound SER expression is given bŷ
withĝ 
Upon substituting ∇P EB (w) by ∇P EB (w) = ∇P ER (w)+∇P EI (w) in the simplified conjugate gradient updating mechanism, a block-data based adaptive algorithm is obtained. The step size µ of the conjugate gradient algorithm and the scaling parameter ρ n are two algorithmic parameters, which control the rate of convergence and determine the accuracy of the p.d.f. and hence SER estimate.
Stochastic gradient adaptive MSER algorithm
In the Parzen window estimate (44), the kernel width ρ n √ w H w depends on the filter weight vector w. In a general density estimate, there is no reason why the width parameter should be chosen in such a way except that the dependency of the width parameter to w in the true density (41) is noticed. However, the SER is invariant to w H w. To fully take advantage of this fact, it is proposed to used a constant width ρ n in density estimates. One advantage of using a constant width ρ n , rather than a variable one ρ n √ w H w, in the density estimate is that the gradient of the resulting estimated SER has a much simpler form, which leads to considerable reduction in computational complexity. This is particularly relevant to the derivation of stochastic gradient updating mechanisms. Adopting this approach, an alternative Parzen window estimate of the true p.d.f. (41) is given bỹ
and an approximation of the upper-bound SER is
This approximation is valid, provided that the width ρ n is chosen appropriately.
To derive a sample-by-sample adaptive algorithm, consider a single-sample "estimate" of p(y), namelỹ
and the corresponding one-sample SER "estimate"
gives rise to a stochastic gradient adaptive algorithm, referred to as the LSER algorithm:
where the adaptive gain µ and the kernel width ρ n should be set appropriately to ensure an adequate performance in terms of convergence rate and steady-state SER misadjustment. Note that there is no need to normalize the weight vector to a unit-length after each update.
It is interesting to see some analogy between the traditional adaptive filtering approach based on the MMSE criterion and the proposed adaptive MSER filtering approach. The second-order statistics required to compute the Wiener solution can be estimated using a block of samples, and by considering a single-sample estimate, a stochastic gradient adaptive MMSE algorithm, namely the LMS, is derived. The p.d.f. required to determine the MSER solution can be approximated with a kernel density estimate based on a block of samples, and by considering a single-sample density estimate, a stochastic gradient adaptive MSER algorithm is formulated.
Application examples
The effectiveness of the proposed adaptive MSER filtering approach is demonstrated using two applications.
Single-user channel equalization
In the communication system involving a dispersive channel, the received signal sample can be expressed as [20] r
where n a is the channel impulse response (CIR) length, a i are complex-valued channel taps, {b(k)} is the transmitted data symbol sequence, and n(k) a complexvalued additive white Gaussian noise with . A decision feedback equalizer (DFE) is employed at the receiver, which takes the form
T is the past detected symbol vector, w and
T are the feedforward and feedback filter coefficient vectors with orders L and n fb respectively. At symbol instance k, the DFE provides
where d is called the decision delay. The DFE structure parameters will be chosen as
as this choice is sufficient to guarantee a desired linear separability, see Lemma 4. The DFE (61) can be translated into the linear filter (1) under the assumption that the past decisions are correct (also see [6] ). The received signal vector can be expressed as
where the L × (L + n a − 1) CIR matrix A has the form
with P having a dimension of L × L and P fb having a dimension of L × (n a − 1), and
Noticing (62), the last column of P is
Under the assumption that the past decisions are correct,b fb (k) = b fb (k) and r(k) can be expressed as
Thus, the decision feedback translates the original observation space r(k) into a new space x(k) defined by
In this translated observation space, the DFE (61) becomes
The feedback filter coefficients do not disappear. They have been set to their optimal values f opt = −P H fb w MMSE , where w MMSE denotes the MMSE solution for w. There is no need to explicitly estimate f opt , because the elements of x(k) can be computed recursively according to [6] 
(69) where z −1 denotes the unit delay operator. Thus, in an adaptive implementation, one needs to estimate the CIR using for example the LMS algorithm, rather than estimate f . Note that the CIR is needed anyway in order to make the symbol decision according to (7) and (8) .
The equalizer (68) and its observation model (67) have identical forms to the linear filter (1) and its observation model (2) , with N = L = n a . Furthermore, the DFE has the following desired property of linear separability. 
That is, Y l,q is completely separated from Y l+1,q by the line (u l + 1) + ju. Similarly, for 1 l
In the simulation, the 16-QAM symbols were transmitted through the two-tap channel a T = [0.2−j0.2 − 1.0 + j1.0]. The DFE structure parameters were set according to (62) as L = 2, d = 1 and n fb = 1. Fig. 2 compares the SER performance of the MMSE DFE with In Fig. 3 , the equalizer weight vector w has been normalized to a unit length, so that the SER is determined by the minimum distance from the subset Y l,q to the corresponding decision boundaries. It can be seen from Fig. 3 that this minimum distance is about 0.4 for the MMSE DFE and about 0.6 for the MSER DFE. This explains why the MMSE DFE has a higher SER than the MSER DFE. The conditional density distribution of y(k) for the MMSE DFE looks more like a Gaussian one, while the non-Gaussian nature of this density distribution is evident for the MSER DFE. Fig. 3 Conditional probability density functions p(y| + 1 + j) (surfaces), marginal conditional probability density functions p(yR| + 1 + j) and p(yI| + 1 + j) (curves), signal subsets Y3,3 (dots) and their real and imaginary parts (dots) for: (a) the MMSE DFE, and (b) the MSER DFE, given SNR = 27 dB. The equalizer weight vector has been normalized to a unit length
The performance of the block-data based adaptive MSER algorithm with the simplified conjugate gradient updating mechanism was next studied. A perfect estimatep d was assumed and the step size µ and the kernel width ρ n were determined empirically to provide the best performance in terms of convergence speed and estimation accuracy. Fig. 4 illustrates the convergence rate of the algorithm under SNR = 27 dB and given two different initial weight vector conditions, where two block sizes K = 50 and 100 were used. From Fig. 4 , it can be seen that the convergence speed of this blockdata adaptive MSER algorithm is rapid. As the SER estimateP EB (w) is a complicated nonlinear function of w, the initial condition affects convergence speed. T , it took only one iteration to converge, compared this with about 40 iterations that was needed with w(0) = w MMSE . The performance of the stochastic gradient adaptive MSER algorithm was then investigated. Fig. 5 shows the learning curves of the LSER algorithm averaged over 100 runs, given SNR = 27 dB and two different initial weight vector conditions. From Fig. 5 , it can be seen that this LSER algorithm has a fast convergence rate. There are two learning curves in both Fig. 5 (a) and (b) , corresponding to training and decision directed (DD) adaptation in which b(k − d) is substituted by the equalizer's estimateb(k − d). It is seen that even with the DD adaptation, the LSER algorithm performs well. 
Adaptive beamforming assisted receiver
The ever-increasing demand for mobile communication capacity has motivated the employment of space division multiple access for improving the achievable spectral efficiency. A particular approach that has shown real promise in achieving substantial capacity enhancements is the use of adaptive beamforming with antenna arrays. Adaptive beamforming is capable of separating signals transmitted on the same carrier frequency, provided that they are separated sufficiently in the spatial domain. Consider the system that supports N users (sources) which transmit on the same carrier frequency ω = 2πf , and assume that the channel is narrow-band which does not induce intersymbol interference. The linear antenna array considered consists of L uniformly spaced elements, and the signals received by the L-element antenna array can be expressed in the form of (2) , where the L × N system matrix P is defined by
with A i denoting the channel coefficient for user i and the steering vector for source i
with t l (θ i ) being the relative time delay at array element l for source i and θ i the direction of arrival for source i. The transmitted user symbol vector is
Without any loss of generality, source 0 is assumed to be the desired user and the rest of the sources are the interfering users. The desired user's SNR is defined as
2 n and the desired signal to interference ratio (SIR) with respect to interfering user i is defined as
The beamformer at receiver is a linear filter in the form of (1) with d = 0 in the decision rule (7) and (8) .
The simulation example consisted of three 16-QAM signal sources and a two-element antenna array. Fig. 6 shows the locations of the desired source and the interfering sources. The minimum spatial separation was the difference in angles of arrival between the desired user 0 and the interferer 2, which was θ 70
• . Fig. 7 compares the SER of the MMSE solution with that of the MSER one, given θ = 60
• and under two different conditions: (a) the desired user and the two interfering sources had equal power, and (b) the desired user and Fig. 6 Locations of the desired source and the interfering sources with respect to the two-element linear antenna array having λ/2 element spacing, where λ is the wavelength the interfering source 1 had equal power, but the interfering source 2 had 6 dB higher power than the desired user. It can be seen that when the 2nd interfering user's power was increased by 6 dB, the MMSE beamformer's performance degraded considerably while the performance of the MSER beamformer was only affected slightly. Thus, the MSER beamformer is robust to the near-far effect. Figs. 8 and 9 depict the conditional p.d.f. p(y|1 + j), the two marginal conditional p.d.f.'s p(y R |1 + j) and p(y I |1 + j), the subset Y 3,3 and its real and imaginary parts for the MMSE and MSER beamformers, given θ = 60
• , SNR = 27 dB, and two SIR conditions, respectively. The total number of signal points was N b = 16 3 = 4096 and the subset Y 3,3 contained N sb = 256 points. It is seen from Fig. 8 that in the equal user power case, the minimum distance from Y 3,3 to its corresponding decision boundaries for the MSER solution was slightly larger than that for the MMSE solution. This explains the slightly better SER performance of the MSER beamformer over the MMSE one as shown in Fig. 7 with SIR 1 = SIR 2 = 0 dB. When facing a strong interference signal, Fig. 9 (a) shows that the minimum separation between Y l,q for the MMSE solution was reduced dramatically, thus causing a significant performance degradation as seen in Fig. 7 for the case of SIR 2 = −6 dB. The reason of near-far robustness for the MSER solution can be seen clearly from Fig. 9 (b) , which shows an almost unchanged minimum separation between Y l,q compared with the equal user power case. Fig. 9 Conditional probability density functions p(y| + 1 + j) (surfaces), marginal conditional probability density functions p(yR| + 1 + j) and p(yI| + 1 + j) (curves), signal subsets Y3,3 (dots) and their real and imaginary parts (dots) for: (a) the MMSE beamformer, and (b) the MSER beamformer, given θ = 60
• , SNR = 27 dB, SIR1 = 0 dB and SIR2 = −6 dB. The beamformer weight vector has been normalized to a unit length
The performance of the two beamformers was also investigated under the equal user power condition. The varying minimum spatial separation θ, and the results are depicted in Fig. 10 . For θ = 70
• , the performances of the two beamformers were indistinguishable. When θ was reduced to 60
• and 58
• , the MSER beamformer achieved above 1 dB and 3 dB improvements in SNR, respectively, at the SER level of 10 −4 over the MMSE solution. For θ = 55
• , the MMSE beamformer could not achieve linear separability and exhibited an irreducible SER floor, while the MSER beamformer could still manage to achieve a linear separability. When the minimum spatial separation was below 55
• , the system was inherently linearly inseparable.
Performance of the block-data gradient adaptive MSER algorithm was next tested. Again a perfect estimatep d was assumed and the step size µ and the kernel width ρ n were found empirically to provide the best performance in terms of convergence speed and estimation accuracy. Fig. 11 illustrates the convergence rates of the algorithm given SNR = 27 dB, SIR 1 = 0 dB and SIR 2 = −6 dB, and with the two different initial weight vectors. It can be seen that this block-data adaptive MSER algorithm converges rapidly. Performance of the stochastic gradient adaptive MSER algorithm was also investigated. Fig. 12 shows the learning curves of the algorithm averaged over 100 runs, under the same conditions of Fig. 11 , where DD denotes decision-directed adaptation withb 0 (k) substituting b 0 (k) as the desired response. It can be seen that once the SER is below certain level (0.01 for this example), DD adaptation can be applied. 
Conclusions
An adaptive linear filtering technique based on the novel MSER principle has been proposed for applications to communication systems with complex-valued filters and M -QAM signalling. It has been demonstrated that the MSER filtering is capable of achieving significant performance gains in terms of reduced SER over the traditional MMSE filtering. This is due to the fact that the MSER filtering can exploit effectively the non-Gaussian nature of the underlying system density distribution. Adaptive implementation of the proposed MSER filtering has been developed based on the Parzen window estimation for the p.d.f. of the filter's output. A block-data based simplified conjugate gradient adaptive MSER algorithm has been shown to converge rapidly and requires a reasonably small data block size to accurately approximate the theoretical MSER solution. An LMS-style stochastic gradient adaptive MSER algorithm, referred to as the LSER, has been shown to perform well, and the algorithm has similar computational requirements to the low-complexity LMS algorithm.
