In this work, we describe and evaluate a grasping mechanism that does not make use of any specific object prior knowledge. The mechanism makes use of second-order relations between visually extracted multi-modal 3D features provided by an early cognitive vision system. More specifically, the algorithm is based on two relations covering geometric information in terms of a co-planarity constraint as well as appearance based information in terms of co-occurrence of colour properties. We show that our algorithm, although making use of such rather simple constraints, is able to grasp objects with a reasonable success rate in rather complex environments (i.e., cluttered scenes with multiple objects).
Introduction
The capability of robots to effectively grasp and manipulate objects is necessary for interacting with the environ-ment and thereby fulfil complex tasks. These capabilities need to be implemented and evaluated in natural environments, considering both known and unknown objects. Considering important requirements for the next generation of service robots such as robustness and flexibility, robots should be able to work in unknown and unstructured environments, be able to deal with uncertainties in feature acquisition processes, and should perform fast and reliable. These requirements also assume that the robots are able to deal with initially unknown objects as well as to be able to learn from experience. The work introduced here describes an algorithm for grasping unknown objects as well as the improvement of this algorithm through learning. The basic idea is the modelling and generation of elementary grasping actions (see figure 1 ) -simple perception-action pairs suitable for generation of grasps where very little or no information about the objects to be grasped is known a-priori.
The body of work in the area of robotic grasping is significant, see, e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . We distinguish approaches based on the level of a-priori object information used to model the grasping process. In particular, objects to be grasped may be assumed known, that is, both the shape and the appearance of the object are known and used to associate specific grasping strategies to them through exploration, (see, e.g., [2, 3] ) or different types of supervised learning (see, e.g., [9, 10] ). When objects are assumed to be unknown (as in our case), the assumptions of the system naturally need to be much more general in order to generate suitable grasping hypotheses (see, e.g., [4] ).
Grasping objects in unconstrained environments without any specific prior object knowledge is as discussed above a very difficult problem. Hence, a performance close to 100% is not to be expected. Although humans can solve this problem, it needs to be acknowledged that this skill only develops after years of learning (see, e.g., [11] ) and hence is likely to make use of a vast amount of experience with a variety of objects. However, once the object is known to the system, a much higher performance is achievable. The grasping behaviour described in this paper has been used to generate such object knowledge and to learn grasping based on this knowledge, i.e., to build up general world knowledge by learning.
In this work, we describe a grasping behaviour which is connected to two types of learning. First, the behaviour itself can be improved through learning. While performing initial grasping exploration, labeled training data is automatically generated. Learning is achieved by combining known input parameters, and the labeled outcomes of grasping attempts. This learning scheme is described in more detail in section 7.
For the second kind of learning, the initial behaviour can be used to establish more sophisticated grasping making use of object knowledge. We give a brief description of this second kind of learning below and refer for details to [12, 13] . More specifically, we use the initial object independent grasping behaviour as described in this paper to constitute object shape representations (see also [12] ) and [15] . The red lines indicate 3D contours that have been reconstructed from stereo images. When contours are connected by relations of co-planarity and co-colourity they trigger generation of EGAs. The red dots symbolize the 3D primitives in the middle of each contour. Those are called 'parent primitives' and are used to compute the EGAs. In case of EGA 2, the gripper fingers are initially closed and the grasp is accomplished by opening fingers and thus applying force to the concave objects from inside out. EGA types 3 and 4 each generate two actions, one for each parent primitive. See also figures 11 and 13. associate grasping affordances to those and hence realise a grasping based on object prior knowledge. More concretely, the early cognitive vision system (see figure 2) briefly described in section 3 is able to extract 3D representations (see figure 3 ) of objects by accumulating information over different frames (see [14] ). However, a pre-requisite for using this accumulation mechanism is that the robot has physical control over the object (see figure 3a) , allowing the robot to perform movements leading to predictable visual transformations. Based on these predictions, filtering processes can be used to eliminate wrong 3D features, leading to reliable 3D object representations (see figure 3b) . The physical control is achieved by means of the grasping behaviour described in this paper. Then the robot can perform a controlled movement (mostly a rotation) of the object, that can be used in the accumulation algorithm to extract complete and reliable object representations (as shown in figure  3b ) that are then stored in an object memory.
Moreover, the computation of grasping hypotheses based on co-planar contours can also be performed for these stored accumulated representations (see figure 3c ) and be tested after a successful pose estimation has been performed (as done, in e.g., [16, 17] ). This mechanism has been used in the PACO-PLUS system to learn 'grasp densities' which associate grasping affordances to learned object models (see figure 3d and [13] ).
1 By that, the grasping mechanism introduced in this paper, which does not require any object prior knowledge has been used to bootstrap a system which generates an object specific grasping mechanism with a higher success rate due to the larger prior being incorporated.
The paper is organised as follows. We first give an overview of the state of the art in robot grasping in section 2, where we also outline distinguishing features of our approach in comparison to existing work. In section 3 we describe the visual representations from which the grasps become computed. In section 4, we describe how the grasps are computed from the visual features. The experimental setup and the evaluation of the grasping strategy is outlined in section 5. Section 6 describes implementation on the humanoid robot ARMAR-III. In section 7, we discuss the aspects of fine-tuning the grasping strategy by learning based on the data acquired by autonomous exploration.
Related work
In this section, we present an overview of the current research in the area of robotic grasping and relate it to our work.
One area of research in the field of object grasping are analytical approaches (see, e.g., [18, [5] [6] [7] ) that model the interaction between a gripper and an object to compute promising grasps. When contact points between the robot hand and the object are determined and the coefficients of friction between the two materials are known, it is possible to calculate a wrench space -i.e., 6D space of forces and torques that can be applied by the grasp. A force-closure grasp can resist all object motions provided that the gripper can apply sufficiently large forces. These forces can be measured by tactile sensing (see e.g. [8] ) and grasp quality can be computed as objective functions which can be further enhanced by optimising the parameters of a dexterous hand (see, e.g., [19, 20] ). In most of those approaches it is assumed that either the shape properties of the object are known or that these can be easily extracted using visual information which can be difficult in realistic settings.
Related to the analytical approaches are considerations on the robot embodiment. Since robot hands often have many degrees of freedom, the search space of possible grasp configurations is very large. Analytical approaches are therefore usually used together with some heuristics which guide and constrain the optimisation process. For example, heuristically-based grasp generators often include some grasp preshape types (see, e.g., [21, 22, 4] ) based on human grasping behaviour. Domain specific knowledge, e.g. workspace constraints, hand geometry, task requirements or perceptual attributes are also used (see, e.g., [23, 24, 20] ). In addition, simulations can further speed up the learning process (see, e.g., [25, 26] ).
In industrial applications, the association of grasps to known objects is often done manually or by guiding the gripper directly to an appropriate pose during a training phase where the object is in a known pose. Learning by demonstration (see, e.g., [27] [28] [29] ) can be a very efficient tool to associate grasps to known objects, in particular when dealing with humanoid robots. Once prior knowledge is present in terms of a 3D object model and defined grasping hypotheses (see, e.g., [30] ), the grasping problem is basically reduced to object recognition and pose estimation.
Another approach is learning by exploration. In the re- cently published work [13] , grasp densities become associated to 3D object models which allow for memorising object-grasp associations with their success likelihoods. In this context, a number of learning issues become relevant such as active learning (see, e.g., [31] ) and the efficient approximation of grasp quality surfaces from examples (see, e.g., [9] ). An interesting approach, which can be positioned in between grasping with and without object prior knowledge, is the decomposition of a scene into shape primitives to which grasps become associated (see, e.g., [20, 21] ).
Grasping unknown objects is acknowledged to be a difficult problem which varies in respect to the complexity of objects and scenes. Many projects (see, e.g., [32, 4, 10] Note that the hole at the handle originates from the fact that the gripper holds the object at the handle and hence the handle is occluded for the vision system. c) Grasping hypotheses generated by our algorithm extracted based on the learned representation shown in b). d) Projection of grasp densities (note that although the grasping density is a 6D manifold, only 3D positions are shown) extracted from empirically tested grasping hypotheses found being successful.
share the following sequence of steps S1-S4: S1 Extracting relevant features S2 Grasp hypotheses generation S3 Ranking of grasp hypotheses S4 Execution of the best candidate grasp
The complexity of a system depends on the choice of sensors, the diversity of considered objects, the scene configuration and the kind of a-priori knowledge assumed. A number of examples relies on visual sensors and a simple gripper with 2 or 3 fingers [33] [34] [35] 4] . In [35] [36] [37] the 2D contours of an object are used as a relevant feature, and grasp planning as well as quality evaluation are based on approximating the centre of mass of the object with the geometrical centre of the contour. Often the camera is positioned above the scene, pointing vertically down and in some cases several object contours were captured from different angles [33] . Most contemporary vision based approaches assume a simple situation where the scene consists of one object placed against a white background, such that the segmentation problem is minimal. Other approaches use range scanning sensors, [38] [39] [40] . This is an attractive choice, since they provide detailed geometrical model of an object. When a detailed 3D model is available, the grasp planning does not differ a lot from the case of grasping known objects.
Some recent work considers also the generation of grasping hypotheses based on local features rather than the object shape model [10] . The algorithm is trained via supervised learning, using synthetic images as training set. From two or more images in which grasping hypotheses are generated, the system performs approximate triangulation to derive 3D position of the grasping point. The work of [41] makes use of explicit information in terms of 2D position and orientation to learn feature combinations indicative for grasping. The tasks of computing such feature combinations can be linked to the concept of 'affordances' proposed by Gibson [42] : The occurrence of a certain feature combination potentially triggers a certain grasping action indicating the "graspability" of the object. A challenging task is to learn such object affordances in a cognitive system (see, e.g., [43] ). Our work does not rely on object specific prior knowledge but it can generate the grasp hypotheses based on the current relationship between scene features. In particular, our system uses 3D features which can provide more optimal grasps in terms of approaching the object and orienting the hand accordingly.
Once a contact with the object is made, tactile information can be used to further optimise the grasp (see, e.g., [8, 44, 45] ). In [44] , a data-base that matches tactile information patterns to successful grasps is used to guide the grasping process. Self-Organizing Maps are used for the interpolation of grasp manifolds associated to shape primitives. In [8] , so called 'Contact Relative Motions' (CRMs) triggered by tactile information are are used to translate the grasp synthesis problem into a control-problem with the aim of finding the shortest sequences of CRMs to achieve stable grasps. Our prior work presented in [45] shows how tactile feedback can be used for implementation of corrective movements and closed loop grasp adaptations.
Note that some initial work on our approach described here has previously been presented at a conference [15] where the system was tested only in simulation and thus did not deal with any real-world problems. In the work presented here, we have implemented the grasping system on an actual hardware consisting of a stereo vision system and a robot arm. As a consequence of the extensive evaluation done here, it was required to make a number of significant modifications compared to [15] . Moreover, we have introduced an adaptive component in our approach and discuss the work in the context of a concrete cognitive system.
Contributions and relation to prior work
As outlined in the previous section, grasping of unknown objects in unconstrained environments is a hard problem due to the small amount of prior knowledge that can be assumed. To create a system that solves this problem in a general way with high success rate, a number of strategies need to become combined and learning needs to be an integral part of such a system. Our algorithm provides a strategy based on 3D edges and other visual modalities and can be seen as being complementary to strategies based on 2D features or 3D descriptions extracted by range scanners. Here, we point out specific contributions of our work related to the existing grasping approaches. D1 Weak prior knowledge: Our grasping strategy is based on a weak prior information of objects to be grasped: In particular, it is based on the existence of co-planar pairs of 3D edges. We will show that such basic cues can already lead to a large amount of successful grasps in complex scenes (see D3) and hence can be used in a bootstrapping process of a cognitive system in which stronger bias is developed by experience as described in the introduction and [12] . D2 3D representation: Our approach makes use of the fact that 3D information is independent from transformations in space. The prior knowledge we use generates a full 3D pose and hence we can also grasp objects that are tilted in any 3D orientation (see figure 13 ). D3 Error recovery: Because of the weak prior, we can not expect our approach to work with a success rate close to 100%. We prefer to generate a certain percentage of successes on arbitrary objects rather than high quality grasps on a constrained set of objects. However, for this the system needs to be able to continue in case of unexpected events and non successful grasps (see figures 9, 10 and 13). By that we are able to work on rather complex scenes with multiple objects and no pre-segmentation with a reasonable success rate (see [46] for a movie). D4 Autonomous success evaluation: We can confirm the success by means of haptic information. By that, we are able to build up an episodic memory (see figure 12 ) of evaluated grasping attempts, containing: 1) the grasping hypotheses, 2) the visual features that generated them, and 3) a success evaluation. These triplets are used as a ground truth for further learning based on neural networks to refine the pre-wired grasping strategy. D5 Realisation on different embodiments: We show that the grasping behaviour can be adapted to different embodiments. More specifically, we applied it with a two-finger gripper as well as a humanoid with a five finger hand, (see section 6).
Visual representation
The grasping behaviour described in this work is based on the early cognitive vision system [47, 48] . We use a calibrated stereo camera system to create sparse 2D and 3D features, namely multi-modal primitives (described in section 3.1), along image contours. In this system, we compute local information covering different visual modalities such as 2D/3D orientation, phase, colour, and local motion information. This local information is then used to create semi-global spatial entities that are called contours (described in section 3.2). In section 3.3 two perceptual relations, co-planarity and co-colourity are defined between primitives and between contours, and later used in calculation of grasping hypotheses. Note that primitives, contours and their perceptual relations are particularly important in the context of this work, since the grasping hypotheses defined in section 4 are based on them.
Multi-modal primitives
2D primitives represent a small image patch in terms of position x, orientation θ, phase φ and three colour values (c l , c m , c r ) describing the colour on the left and right side of the edge as well as on a middle strip in case a line structure is present. They are denoted as π = (x, θ, φ, (c l , c m , c r )). Pairs of corresponding 2D features across two stereo views afford the reconstruction of a 3D primitive encoded by the vector
in terms of a 3D position X and a 3D orientation Θ as well as phase and colour information generalised across the corresponding 2D primitives in the left and right image (for details, see [48] ). Figure 2 illustrates what kind of information exists on different levels of the feature extraction. The process starts with a pair of stereo images (figure 2 (a)). Then the filter responses (figure 2 (b)) are calculated which give rise to the multi-modal 2D primitives and contours (figure 2 (c)). After finding corresponding 2D feature pairs across two stereo views, the 2D information is used to create 3D primitives and 3D contours (figure 2 (d)).
Contours
Collinear and similar primitives are linked together by using the perceptual organisation scheme described in [49] to form structures denoted as contours. Since the linking is done according to geometrical and visual good continuation, contours represent parts of a scene as geometrically and visually smooth curves. As their building blocks, contours are also multi-modal entities containing visual modalities such as mean colour and phase. Therefore, they do not only contain geometrical but also appearance based information. In figure 4 , 3D contours of an example scene are presented.
Relations between primitives and contours
The sparse and symbolic nature of the multi-modal features gives rise to perceptual relations defined on them that express spatial relations in 2D and 3D (e.g., co-planarity, co-colourity). The co-planarity relation (see figure 5b) between two spatial 3D primitives Π i and Π j is defined as:
where V ij is the vector connecting the two primitives positions. Two 3D primitives are defined to be co-colour if their parts that face each other have the similar colour. Note that the co-colourity of two 3D primitives is computed using their 2D projections. We define the co-colourity (see figure  5 (a)) of two 2D primitives π i and π j as: Co-colourity of three 2D primitives π i , π j and π k . In this example, π i and π j are co-colour, so are π j and π k ; however, π i and π k are not co-colour. b) Co-planarity of two 3D primitives Π i and Π j . n i and n j are normals of the planes that are defined as cross products of individual primitives orientations Θ i , Θ j and the orientation of the connecting line V ij , (see sec. 4.1). np is the normal of a common plane defined by combining the two normals n i and n j .
where c i and c j are the RGB representation of the colours of the parts of the primitives π i and π j that face each other; and d c (c i , c j ) is the Euclidean distance between RGB values of the colours c i and c j . Note that d c (c i , c j ) returns a value between 0 and 1 since the components of the RGB colour space is represented within the interval 0 and 1.
Since contours represent larger portions of scenes than local features, contours and their relations can give a more global overview of the scene. The contour relations used in this work are straightforward extensions of primitive relations. The definitions of co-colourity and co-planarity between contours are supported by an algorithm for associating primitives between contours (see [50] for details).
Grasping Strategy
The grasping behaviour proposed in this work is a lowlevel procedure that allows for the robot manipulator to grasp unknown objects. As explained in section 3, the early cognitive vision system extracts multi-modal visual feature descriptors from stereo images. Multi-modal relations between primitives support perceptual grouping into contours. Second order relations, co-planarity and co-colourity, between contours indicate possible co-planar edges originating from the same object, or even the same surface in a scene. The grasping behaviour is based on four basic grasping actions that can be performed on a pair of such contours using a parallel gripper.
In the early cognitive vision system, edges are represented as 3D contours. As described in section 3, 3D contours are sets of linked 3D primitives. Pairs of contours that are both co-planar and co-colour are called "similar contours". In the middle of each of the two contours in a such pair, one representative 3D primitive is chosen. These primitives are called 'parent primitives' and contain the information about respective contour's position and orientation. Figure 1 shows the four types of elementary grasping actions (EGAs) defined by two parent 3D primitives. Parent primitives are chosen in the middle of contours in order to aim at some level of stability when grasping, although one can not reason about it in a rigorous manner as the system does not perform segmentation and does not have any object model at this stage, see figure 4 .
It is important to notice that in a real scene only some of the four suggested grasps are meaningful. For example, if an object in the scene is not concave, only grasps of type EGA 1 can be successfully performed. Since the information provided by the initial image representation is not sufficient to determine which of the grasping actions are suitable, the system suggests grasps of all four EGA types. Suggested grasping actions are therefore called grasping hypotheses. The term is also appropriate since grasping actions can fail because of other factors (such as uncertainties in the position and the orientation of the gripper that come from the uncertainty of the visual reconstruction, from limitations of the manipulator, or from an unforeseen collision with the environment) even if the intended action was reasonable.
Elementary Grasping Actions (EGAs)
Two parent primitives Π i , Π j produce a set of parameters used for defining the four EGAs. The parameters (see figure  5 ) are given as follows: -position and orientation of the common plane p defined by co-planar parent primitives. It is denoted by position P p of the point in the common plane half way between X i and X j and orientation n p of the plane normal -distance between parent primitives:
-direction connecting the parent primitives: D = Vij dp -individual primitives orientations Θ i and Θ j This section starts with the definition of the common plane p and then proceeds to show how specific EGA types are constructed.
The common plane p is represented by P p and n p which are calculated as:
where X i is the position of the i th 3D primitive in the scene. Note that we assure that (
The plus-minus sign on the right hand side of the equation above indicates that the direction of the normal of the averaged plane is also arbitrary. It is important to know which direction of the plane normal to use in order to predict meaningful grasps. The initial scene representation does not provide this information. Nevertheless, it is intuitively clear to the human viewer why the top side of the box in figure 1 (EGA 1) should be grasped from above. This observation can be expressed mathematically. The normal of the visible side of a surface always forms an obtuse angle to the vector originating from the point of view and pointing to the surface (figure 6). When this observation is Fig. 6 . Choosing the correct surface normal. n 1 , n 2 , and n 3 are outward surface normals marking the sides of the cube visible on the illustration. The two sides visible from the marked point of view have surface normals n 2 , and n 3 . r 1 , r 2 and r 3 are camera rays, vectors originating from the marked point of view and pointing to the surface normals.
turned around, it follows that visible surfaces should adopt the direction of the normal that forms an obtuse angle to the camera ray in order to give expectable grasps. Another aspect of this observation concerns camera placement. Visible features of an objects should be the ones reachable by the manipulator. This kind of reasoning is applicable for EGA 1, EGA 2 and EGA 3 cases, while EGA 4 type of grasp does not depend on the direction of the plane normal but still requires that only one direction is adopted as the opposite direction would only duplicate already existing hypotheses.
Using the argumentation above, we adopt a heuristics where only one direction of normal is used for generating EGAs. The advantages are that the number of produced hypotheses is dramatically reduced (number of EGA 1, 2 and 3 grasps is halved), and in the majority of cases, the wrong hypotheses are excluded.
If the origin and the orientation of the TCP reference frame are defined as in figure 7 such that Z T CP (Z axis of TCP frame) is parallel to the gripper's fingers, X T CP axis connects the fingers, and Y T CP = Z T CP ×X T CP , and the origin is placed between two fingers, on some negative Z T CP distance (depth of the grasp) from fingertips, then elementary grasping actions are given with expressions as follows. EGA 1 :
Initial finger distance d should be bigger than the distance between parent primitives d p , so that grasping position can be approached without colliding with the object. It is limited by the maximum fingers opening distance d max . The X T CP can have the opposite direction as well (−D) when using a parallel gripper, as the gripper has reflection symmetry across ZY plane. EGA 2 : is a grasp that is designed for concave objects, it has same the position and the orientation as EGA 1 but the initial finger distance is zero and fingers are opened in order to grasp an object ( figure 1, EGA 2) . Since the grasping tool is a simple parallel gripper, EGA 1 and 2 will be successful only when the parent primitives individual orientations are orthogonal to the line connecting them, meaning that the two parent primitives should be positioned opposite to each other:
where C is a positive real number smaller than one. If this is not the case, the grasp is unstable or not possible. Both EGA 3 and 4 give two grasping actions, one for every parent contour. EGA 3 and 4 use the individual orientations of the parent primitives (projected to the common plane) as Y T CP direction and do not rely on the orientation of the connecting line. This is why orthogonality to the connecting line is not a requirement. The calculations are analogue to the case of EGA 1 (equation 3).
Experiments
This section gives a description of the experimental setup (section 5.1) and explains the testing procedure (section 5.2). Qualitative and quantitative results are given in section 5.3 and then become discussed in section 5.4.
Experimental setup
This section gives a description of the hardware (section 5.1.1) and software elements (section 5.1.2) used in the experimental setup.
Hardware
The hardware setup consists of a Staubli RX60 six degrees of freedom industrial robot arm, a fixed Bumblebee2 colour stereo camera, a FTACL 50-80 Schunk Force Torque sensor and a PowerCube 2-finger-parallel gripper tool mounted on the Force Torque sensor, (figure 8). The floor is covered with flexible foam layer. The stereo camera has a fixed position with respect to the robot. A common frame of reference is derived through a robot-camera calibration procedure.
The force torque sensor is used for active collision detection. The sensor is mounted between the wrist and the tool of the robot, and it measures forces or torques acting on the tool. By comparing forces and torques that can be expected from the influence of the gravitational force alone with those that are actually measured by the sensor, it is possible to detect any external collision or force that acts on the tool, (see figure 9) . Fig. 9 . The graph shows the total measured and the total calculated torques, and the difference between measured and calculated values as a function of time for a sample grasping attempt where a collision happened. Figure 13 shows an example collision situation and the corresponding grasping hypotheses.
The control application for executing the grasping attempts is run on a PC machine under Linux operating system. The system uses a Modbus interface to communicate to the Staubli robot and RS232 serial communication to communicate to the gripper and the force torque sensor. A firewire interface connects the camera to a Windows PC machine that exchange information with the control application through a TCP/IP connection.
Software
The implementation is based on three distinct software environments CoViS, RobWork [51] and Orocos [52] . CoViS is a cognitive vision system that is modelling early cognitive functions of biological visual systems, (section 3). It is being developed by the Cognitive Vision Group at University of Southern Denmark. RobWork is a framework for simulation and control of robotics with emphasis on industrial robotics and their applications. Orocos Real-Time Toolkit (RTT) is a C++ framework for implementation of (realtime and non-realtime) control systems. RobWork and Orocos are integrated into a single control application that communicates to the CoViS application using a TCP/IP connection. Figure 10 shows the state diagram for the grasping procedure. The procedure starts by capturing and processing images,and producing grasping hypotheses (GHs). GHs are then processed, certain number of grasping actions are tested and results are stored.
Testing
The system tries to find a maximum of five grasps that are reachable by the robot and can be accessed with a collision free movement of the robot. The search is stopped when five feasible grasps are found or when there are no more grasping hypotheses available. The selected grasps are scheduled for execution. Collision free trajectories are calculated using the RRT-connect (Rapidly-exploring Random Trees) motion planner [53] with PQP (Proximity Query Package) collision detection strategy [54] . Figure 11d. shows the simulation environment used for motion planning. It includes the 3D models of the robot (kinematic and geometric) and the floor, and for each new scene it imports the reconstructed contours of the objects present in a region of interest in front of the robot. Since models of objects in the scene are not complete, the calculated path is collision free "to the best of knowledge". This does not present a problem since the system is able to automatically detect collisions and recover from them.
The number of grasping hypotheses generated by CoViS can vary from several to several thousand for each scene, depending on the scene's complexity and the quality of the reconstruction. As only few grasping hypotheses can be tested, (the scene will eventually become affected by robot actions), it is necessary to adopt a criteria for selecting those.
In this work, grasping hypotheses are ranked by the amount of the verticality of the grasp, or more precisely:
where the ranking score R S is in the interval [-1,1]. Z T CP is the orientation of the Z axis of the TCP frame (see figure 7) expressed in the World reference frame, and (−Z W ) is the vector pointing vertically down. Hence, grasps where the gripper fingers are pointing down vertically have the highest rank. This heuristics is motivated by the observation that most objects are, due to the gravity, accessible from the top when placed freely in a scene. Thus the computationally expensive motion planning algorithm is less likely going to report a collision when planning for vertical grasps. Having in mind the great number of generated grasping hypotheses, the ranking function has been introduced to guide the search for feasible ones. Also, when approaching an object from the top, it is less likely that the object will slide away. However, the non-vertical grasps are performed as well (see figure 13) . For eliminating such simple heuristics by learning see section 7.
Execution of a selected grasp can result in successful, unstable or unsuccessful grasping attempt or can report a collision in which case the robot stops and returns to the initial position. This evaluation is done autonomously by measuring the distance between the fingers. More precisely, we say that a grasp is -unsuccessful if the distance between the fingers after closing/opening is 0/maximal, -unstable if the distance is larger than 0 or smaller than maximum during the closing/opening of the finger but 0/maximal after having picked up the object, -successful if the distance is larger than 0 or smaller than maximum during the closing/opening of the finger as well as after picking up the object. Moreover, collisions are detected by the force torque sensor. Since there is no prior information about objects in a scene, the gripper is using a constant, predefined force for all grasping attempts.
Results
The experimental evaluation presented in this section is designed as an exploratory case analysis. The aim is to illustrate different aspects of the system's behaviour, its capabilities and weaknesses. Two types of experiments were performed.
In the first group of experiments (described in section 5.3.1), a test scene contains a single object. The robot attempts to remove it from the scene by using the grasping behaviour. Fourteen objects have been used in the evaluation ( figure 12) . The size and the shape of the objects are chosen so that grasping is connected to different degrees of difficulty. The second group of experiments (described in section 5.3.2) were performed on five complex scenes 2 containing a selection of the very same objects investigated in section 5.3.1 which are however distributed randomly with high degree of clutter and occlusion (see figure 16 ). The goal was to remove as many objects as possible from the scene. A short video showing an experimental setting similar to complex scenes described here is available at [46] (snapshots of the video are shown in figure 13 ).
Single objects
Each of the fourteen objects has been presented to the system in several different positions and orientations that vary in terms of grasping difficulty. Experiments performed with the first object are described in detail. Results on other experiments are given briefly.
Object 1
Three experiments were performed with object 1 (see figure 14) . In the first experiment, the object was successfully grasped in the first attempt with the grasp of EGA 3 type. The same happened in the second experiment and the successful grasping hypotheses are shown in figure 11c. In the third experiment, the object was not grasped because it turned out to be unreachable by the robot. The object was also placed further away from the camera system than in the first two experiments, which gave a lower quality reconstruction and thus a fewer number of grasping hypotheses.
As mentioned in section 5.2, the ranked list of grasping hypotheses (GHs) is processed top-down. The processing stops when a certain number (five here) of accessible GHs have been found, or when there are no more GHs available (see section 4.1). In order to give an illustration of a typical 2 We show results on three of these scenes. Results on the other two scenes are described in [55] number of GHs where collision free path was not found 0 0 Table 1 The results of processing full sets of GHs for the first two experimental situations (see figure 14) . Finding a collision free path is an easy task due to the fact that the scene is not complex.
processing outcome, full sets of GHs have been processed for the first two experimental situations, and the results are shown in table 1. The order of the conditions that a grasping hypothesis has to fulfil in order to be accepted is identical to the order in the table, (e.g., GHs are first checked for reachability, then it is checked whether the position of the tool during grasping is collision free and if both of those conditions are satisfied the system will try to calculate a collision free trajectory).
As can be seen from table 1, only a small percentage of the computed grasping hypotheses become actually performed. Most computed grasping hypotheses can be disregarded by constraints that can be computed beforehand. Table 2 shows some intermediate values from the grasping hypotheses generation program for the first two scenes of figure 14. The number of contours, contour pairs and the number of similar contour pairs are derived from the whole image representation. Parent primitive pairs are then assigned to the pairs of similar contours. A parent pair is discarded if any of the two primitives does not belong to a certain region of interest in front of the robot. Background features that originate from the robot and the edge of the ground surface ( figure 14) generate a lot of undesirable similar contours and that is why the number of discarded par- Fig. 11 . a) The image taken during one of the experiments (section 5.3.1) captured by the left camera. b) Some grasping hypotheses generated for that scene, displayed in a visualisation environment. c) A successful grasping hypotheses (EGA 3) where parent contours are magnified. The primitives in the top left corner come from the robot and the background. d) RobWork simulation environment shows 3D models of Staubli robot and floor. Additionally, the information about 3D edges in the scene is provided by the vision system. The 3D contours are composed of 3D primitives, which are modeled as small cubes. The models are used for planning collision free motions of the robot and for the visualisation purposes. It is important to notice that extracted contours do not contain as many outliers, compared to full reconstruction in b. number of GHs 66 373 Table 2 Intermediate values from grasping hypotheses generation program.
ent pairs is high. This however does not explain why there is a significant difference between number of good parent pairs and consequently generated grasping hypotheses in the two cases. The difference arises because the representation of object 1 contains less detail in the first case, as it is further away from the camera.
As mentioned in the introduction of this section, it is important to notice that individual experimental situations were designed to demonstrate different aspects of the system's performance and are not suitable for direct statistical analysis. However, we still present a weak numerical comparison of the experimental results on different objects. Figure 15 shows experimental situations for the 14 objects. Table 3 gives the corresponding distribution of different grasping outcomes.
One of the factors that influences the outcome of a grasping attempt is the placement of the object with respect to the camera since reconstructed primitives have uncertainties that vary with the distance from the image centre and with the distance from the camera. Small objects that are placed too far away also do not have a good enough reconstruction for triggering grasps. Object 11 turned out to be too heavy to be lifted from the ground. Objects 3, 4, and 10 have edges that are positioned very close to the floor so that small errors in the vertical direction can cause collisions with the floor. In some cases (object 12 -situation 3, object 5 -situation 3, object 2 -situation 2) the object's opening was not available for vertical (top down grasps) which are ranked highest, so that potentially successful grasps with non-vertical orientations where not chosen. In few cases shadows triggered grasping attempts.
Multiple objects
In the second evaluation stage, grasping hypotheses were tested on three complex scenes. For each scene, the robot Table 3 The results of experiments with single objects. unsuccessful grasps 1 12 6 Table 4 The results of experiments with complex scenes 1, 2 and 3.
performed 30 grasping actions in order to remove as many objects as possible from a scene. Figure 16 show three complex scenes. Photos on the left show initial situations and photos on the right show the same scenes after performing 30 grasping attempts. As can be seen by comparing the changes, even in these complex scenes with many objects, strong occlusions and clutter, a good number of grasping attempts have been successfully performed. Table 4 gives results of the experiments for complex scenes. The relative success of the grasping behaviour depends on the number of the attempts taken into account. The 30 grasping attempts were usually enough for the system to perform all possible successful grasps. We experienced that in case the system continues working after this point, the number of the unsuccessful, collision and unstable outcomes grows. It happens because the remaining objects are not in the suitable position, (unreachable or graspable edges are not visible), or due to the ranking criteria, some nonsuccessful grasps repeatedly become favoured so that other possibilities are not explored. The initial ranking criteria is eliminated in the learning stage, see section 7.
In a complex scene, grasping hypotheses can be defined with edges from two different objects. The use of the cocolourity relation (i.e., two primitives sides facing each other have the same colour, see section 3.3) make it likely that the parent primitives are from the same object. However, the outer colour of edges of the two objects is usually the colour of the floor surface and if the two edges are co-planar at the same time, a grasping hypotheses will be created. In most cases, this is not a disadvantage as GHs originating from different objects often give good results. 
Discussion of Experiments
The grasping experiments performed on single objects as well as those performed on cluttered scenes with many objects showed that there is a consistency in graspability of specific objects. In other words, some objects are grasped easily and consistently whenever they are in suitable position and image processing produces a good representation. Other objects are grasped just occasionally. This depends on how well individual object's features (weight, size, shape, colour, material) pair with the type of gripper used in the experiments. On the other hand, it depends on how suitable the object's features are for the kind of image processing used, i.e. how difficult it is to extract good co-colour and co-planar contours. For small or distant objects, the reconstruction was often poor. In these cases, images with higher resolution or making use of a visual attention mechanism could improve the performance.
The gripper used in this setup limits grasps of EGA 1 and EGA 2 types only to small objects. Large objects are mostly grasped by the edges with grasps of type EGA 3, if they are concave. Although object 9 could be grasped by the handle, this did not happen because the algorithm does not identify the handle as a specifically good grasping position. Here object dependent grasping knowledge (see section 1) acquired by supervised learning (e.g, by imitation learning (see, e.g., [28] )) might become an important option for improvement. Table 5 gives the distribution of EGA grasp types for the successfully performed grasps in the experiments with sin- Table 5 Distribution of EGA types for successful grasps in single objects experiments.
gle objects. EGA types 3 and 4 are represented more often because EGA types 1 and 2 have two additional constrains, (the distance between grasped edges has to be within the opening range of the gripper, and the edges have to be mirror symmetric).
The current system has an open loop -"look-and-move" type of control. The drawback of this is the high sensitivity to calibration errors. The accuracy of grasping operation depends directly on the accuracy of the visual sensor, the robot end-effector, and the robot-camera calibration. This could be avoided by visual servoing. However, in our calibrated set up this was not necessarily required.
The exploration procedure could be additionally enhanced by making use of tactile sensors and based on that, reactive grasping strategies (see, e.g., [44] ). Our simple grasping strategy could then serve as an initial "approach" planner. This would potentially reduce the number of unstable grasps and would also give rich feedback for learning (see also section 7). On the other side, underactuated (coupled joints) robotic hands with adaptability and/or robotic hands with compliance [56, 57] do not require complicated sensing and control, and are robust in situations where the object shape is not fully known. The following section 6 discusses mapping EGAs to more complex grippers.
Realisation on the humanoid robot ARMAR-III
The grasping method described in this paper has been developed and implemented for a simple parallel griper. Despite the use of this unsophisticated grasping tool, and the small amount of prior knowledge, the method has performed well. The initial choice of gripper has proven to be good for the proof of the concept, providing results without the need for overhead complexity. However, the method can be extended to more complex hands. This section discusses mapping EGAs to multi fingered hands and describes the implementation on the humanoid robot ARMAR-III [58] .
The concept of "virtual fingers" [59] presents a good basis for extending the grasping strategy to more complex hands. Instead of separately analysing degrees of freedom of individual fingers, grasps can be described in terms of "virtual fingers" -abstract functional units that represent one or more fingers, or hand surfaces, acting together in applying an opposition force [24] . For example, both long precision grasp, where the thumb is opposed to one or more other fingers, and lateral pinch grasp, where opposition lies between the thumb and the side of the index finger can be characterized as grasps where only two virtual fingers participate [60] . Having in mind the idea behind the EGAs -to grasp objects using grasps that are proposed by the occurrence of certain combinations of visual features -it is clear that execution of EGAs can be carried out by any hand capable of performing oppositional forces. The advantage of the multi fingered hand is in that it can accommodate different sizes of objects, having a "repertoire" of possible oppositions in different scales -from opposing two fingertips, to opposing several fingers to the palm of the hand. Another advantage is that more then one finger can act in a unison, stabilizing the grasp. The current definition of EGAs does not extend to grasps where more then two virtual fingers are involved.
A mapping to a concrete multi fingered hand should take into account the lack of grasping symmetry that is present in a parallel gripper. A decision has to be made on how to assign virtual fingers. This can be dealt with in more then one way. For example, if an EGA 3 or EGA 4 pinch grasp is achieved by opposing the thumb to remaining fingers, it is better to let the thumb aim for the assumed opening in the object, as the opening might be too narrow to accommodate many fingers. When trying to perform an EGA 1 encompassing grasp, the system could choose to place the thumb on the shorter of the two parent contours, thus leaving the longer one to receive as many other fingers as possible. Further similar considerations can be made in rela- tion to properties of the parent contours, or of the specific robotic hand used.
For the experiments with the humanoid robot ARMAR-III a five fingered anthropomorphic hand [61] was used. The concrete version of the hand used has six independent degrees of freedom and eleven joints, the fingers are pneumatically actuated and no position control is used. For our purposes we consider the thumb as one and the combination of index and middle finger as the other virtual finger. No considerations were made about how to assign virtual fingers in regard to visual features, all grasping hypotheses were given in both possible orientations. The thumb is hereby located between index and middle finger. Figure 17 shows the hand with the Tool Centre Point (TCP) reference coordinate system which is selected similar to the one for the two finger gripper (see figure 7) . This definition allows for an easy transfer of EGAs to this new hand. Grasps of type EGA 2 were not used on the ARMAR-III. Figure  18 shows the robot performing two grasping actions.
Refinement of Initial Grasping Behaviour
The grasping behaviour introduced in this paper is an important part of the cognitive system developed with the project PACO-PLUS [63] . Of particular importance is that the success of the action can be evaluated autonomously by the system. In our case, haptic information from the gripper can be used to distinguish between successful, unstable and unsuccessful grasps as described in section 5.2. Hence, some kind of an episodic memory (see, e.g., [64] ) can be build up autonomously that can then be used for further refinement of the grasping behaviour. In that context, we have defined a learning procedure that allows for improving the grasping behaviour by making use of the grasping attempts and their evaluation stored in the episodic memory.
The exploration behaviour described in this paper performs multiple autonomously evaluated grasping attempts, Fig. 18 . Two executed grasps on ARMAR-III taken from the video [62] . From top to bottom: Predicted grasps, snapshots of the robot performing approaching movements, final configuration. Predicted grasps are shown from the point of view of the robot. stored in the episodic memory. This memory can be used as input for learning since it preserves information that gives indications about likelihoods of success or failure. For example, if the parent primitives are more distant than the maximal distance between fingers allowed by the gripper, EGA 1 and 2 are not executable any more. Another example is the uncertainty of the reconstruction of the primitives that depends on the distance of the object to the camera as well as the 'eccentricity' (i.e., the distance to the principal ray of the camera) of the parent primitives (for an exact analysis of the uncertainty see [65] ). Hence, it is possible to learn the relation between these parameters and the success likelihood of a grasping attempt.
More specifically, we have used such parameters extracted from the evaluated grasping attempts as a basis for the learning algorithm. A grasp is associated with two parent primitives, Π i and Π j . The 3D positions of those are denoted X i and X j . The position of the grasp is denoted P T CP . C L and C R denote the positions of the optical centre of the left and right camera. The following features, illustrated in figure 19 , have been computed: F1 The height, h. It is given by the z-component of P T CP . F2 The angle, ϕ v , between the normal, n p , (equation 2) and a vector in the world reference frame pointing vertically up F3 The distance between parent primitives, d p . F1-F3 refer to the robots ability to grasp the object independently of where the object is positioned. F4 and F5 are related to the relative position of camera and object which are the reason for large variation of the quality of the 3D reconstruction which will have an effect on the quality of the computed EGA. The grasping attempts used for learning are shown in figure 20 with respect to ϕ cam , d cam and the outcome of the grasps. It can be observed that the success of the grasp (indicated as a green cross) depends on F4 and F5. All features are independent of each other and can be computed using the 3D positions of the parent primitives and the camera calibration parameters. In addition, some EGAs might be more robust to reconstruction errors or wrong interpretations of data. Therefore the type of the grasp needs to be taken into consideration as well. The learning is implemented using a radial basis function network (for details of the structure of the network as well as for a detailed analysis of the features F1-F5 we refer to [66] ). The effect of the learning is tested by randomly dividing the data set stored in the episodic memory into a training set and a test set, containing about 117 resp. 20 evaluated grasps. Then the 10 grasps which get the highest score from the network are selected from the test set and the amount of successful grasps, the success ratio, is determined. For comparison, 10 grasps have been selected randomly from the test set and also their success ratio has been determined. This procedure has been repeated 20 times and the average success ratios have been computed in order to compensate for the size of the overall data set. The average success ratio increased from below 35 when grasps have been selected randomly to more than 45 when the trained neural network has been used.
For further development on the learning part we refer to [67] where relations between 3D contours has been integrated and used as features as they are pose invariant and semantically richer.
Summary and conclusion
We have described a grasping mechanism that does not make use of any specific object prior knowledge. Instead, the mechanism makes use of second order relations between visually extracted 3D features representing edge structures. We showed that our algorithm, although making use of such rather simple constraints, is able to grasp objects with a reasonable success rate in rather complex environments. Meanwhile, the grasping mechanism has also been used on a humanoid robot. Moreover, we have described the role of our grasping behaviour within a cognitive system. The system is able to evaluate the success of the grasps autonomously by haptic feedback. By this it can create ground truth in terms of labelled data that has been used for improving the initially hard-wired algorithm by learning. Moreover, the grasping behaviour has been used to trigger higher level processes such as object learning and learning of object specific grasping [12, 13] .
Grasping without prior object knowledge is a task in which multiple cues need to be merged. In this way, we see our 3D approach as complementary to other mechanism based on 2D information (such as, e.g., [68, 10] ) or 3D surface information (such as, e.g., [21] ).
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