We extend the results of Goubin, Mauduit and Sárközy on the well-distribution measure and the correlation measure of order k of the sequence of Legendre sequences with polynomial argument in several ways. We analyze sequences of quadratic characters of finite fields of prime power order and consider in each case two, in general, different definitions of well-distribution measure and correlation measure of order k, respectively.
Introduction
In a series of papers the first author and his coauthors studied finite pseudorandom binary sequences E N = {e 0 , . . . , e N −1 } ∈ {−1, +1} N .
In particular, in [5] Mauduit and Sárközy introduced the following measures of pseudorandomness: the welldistribution measure of E N is defined by where the maximum is taken over all a ∈ N ∪ {0}, b, t ∈ N such that 0 ≤ a ≤ a + b(t − 1) ≤ N − 1, and the correlation measure of order k of E N is defined as It was proved in [2] (see also [1] ) that for a truly random sequence E N ∈ {−1, +1} N both pseudorandomness measures W (E N ) and C k (E N ) are "small". More precisely, the order of magnitude of W (E N ) and C k (E N ) (for fixed k) is N 1/2 and N 1/2 (log N ) c(k) , respectively. Thus, a sequence E N ∈ {−1, +1} N can be considered as a "good" pseudorandom sequence if both W (E N ) and C k (E N ) (for "small" k) are small and are ideally greater than N 1/2 only by at most a power of log N .
Let p be an odd prime and identify the finite field F p with the set of integers {0, 1, . . . , p − 1}. Let f (X ) be a polynomial over F p of positive degree l with no multiple zero in the algebraic closure F p of F p . In [3] it was shown that the sequence of Legendre symbols with polynomial argument L p = {l 0 , . . . , l p−1 } defined by
and if one of the following conditions holds:
(ii) 2 is a primitive root modulo p and k < p;
(Note that there is a misprint in [3] : in the first inequality of (ii) in Corollary 2 on p. 67, the correct exponent is 1/k instead of 1/4.) It was also shown in [3] (by presenting examples) that if none of (i), (ii) and (iii) holds then it may occur that C k (L p ) is large (as large as p). The above definitions of the measures of pseudorandomness can be extended from binary sequences to binary functions defined on sets which can be ordered. Here we will study the set of the elements of the finite field F q of q elements. The Legendre symbol construction can be extended to define sequences of length q for any power q = p r of an odd prime p using the quadratic character χ of F q and the following ordering of the elements of F q : Fixing a basis {β 1 , . . . , β r } of F q over F p we define
In the case when f (X ) = X the sequences B n = {b 0 , . . . , b q−1 } ∈ {0, 1} q defined by l n = (−1) b n for 0 ≤ n ≤ q − 1 have been studied in the literature. In particular, upper bounds on the (aperiodic) autocorrelation of B n and lower bounds on the linear complexity profile of B n were given in [9, 8, 12] , respectively. In Section 2 we prove analogs of (1) and (2) for r ≥ 2 and obtain
and, if either
If l < p then we can use the relation
Moreover, we introduce slight modifications of the measures W (E N ) and C k (E N ) which might be better suited for the sequences L q when r > 1 and essentially coincide with the original measures when r = 1. Let q be a prime power and recall the ordering (3) of the finite field F q . Define
Let E q = (e 0 , e 1 , . . . , e q−1 ) ∈ {−1, +1} q be a sequence of length q. Then we define the modified well-distribution measure W ⊕ (E q ) by
e a⊕b j and the modified correlation measure of order k by
In Section 3 we extend (1) and (2) to
and, if either (i ) or (ii ) holds, then
The proofs are based on character sum bounds of [4, 10, 11] and a lemma from [7] .
Classical measures

Proof of (4)
Since otherwise the result is trivial we may assume that l < p r/2 . For 0 ≤ a ≤ a + bj ≤ q − 1 let
. . , a r < p,
be the p-adic expansions of a and j, respectively. Put w 1 = 0 and
Then we have Note that we have at most (b + 1) r −1 possible choices for ω since 0 ≤ w i ≤ b for i = 2, . . . , r . We define S ω = {ξ j : 0 ≤ j < T, ξ a+bj = ξ a + bξ j + ω} and note that these sets define a partition of {ξ j : 0 ≤ j < T }. For each ω the set S ω is of the form,
Note that
By definition we have
Each of the at most (b + 1) r −1 inner sums can be estimated by
by a simple modification of the proof of [4, Theorem 1, Corollary 1] and we get the result after simple calculations.
Proof of (5)
We call a set of the form {α+n 1 β 1 +· · ·+n r β r : 0 ≤ n i < N i , i = 1, . . . , r } for some integers 0 ≤ N 1 , . . . , N r ≤ p and α ∈ F q a box. Note that the empty set is also a box and that the intersection of a family of boxes is the union of at most 2 r boxes.
As in the previous proof (see also [9] ) it can be verified that for 0 ≤ d, n < q there are only 2 r −1 different ω ∈ F q , namely, ω = w 2 β 2 + · · · + w r β r , w 2 , . . . , w r ∈ {0, 1},
such that
where we used the definition ξ k+q = ξ k , k = 0, . . . , q − 2. The sets
. . , ω k ∈ F q of the form (9) the sets
are unions of at most 2 r boxes. As in [9] for 1 ≤ M < q one can verify that the intersection of a box with {ξ 0 , . . . , ξ M−1 } is union of 2r − 1 boxes. Each character sum over such a box can be estimated by klq 1/2 (log p) r , [11, Theorem 2] , if
is (up to a multiplicative constant) not a square in F q . First note that ξ d i + ω i = ξ d j + ω j for 1 ≤ i < j ≤ k since otherwise by the definition of ω i there exists some n such that ξ d i +ω i = ξ n+d i −ξ n = ξ d j +ω j = ξ n+d j −ξ n and thus ξ n+d i = ξ n+d j , or equivalently n+d i ≡ n+d j mod q,
To complete the proof we show that F(X ) has a single zero in F q if either (i ) or (ii ) holds. This can be proved by adapting the method used in [2] (however, the crucial lemma used there must be replaced by the more recent Lemma 4 in [7] ). Indeed, as in [2] we introduce an equivalence relation in F q [X ]. We will say that the polynomials ϕ(X ), ψ(X ) ∈ F q [X ] are equivalent: ϕ ∼ ψ if there is a ξ ∈ F q such that ψ(X ) = ϕ(X + ξ ). Now write the polynomial f (X ) in the form f (X ) = γ f 1 (X ) where γ ∈ F q and f 1 (X ) ∈ F q [X ] is a monic polynomial, so that we have
where
is monic. Write f 1 (X ) as the product of irreducible polynomials over F q . It follows from our assumption on f (X ) that these irreducible polynomials are distinct. Let us group these factors so that in each group the equivalent irreducible factors are collected. Consider a typical group ϕ(X + δ 1 ), . . . , ϕ(X + δ t ).
Then writing F 1 (X ) as the product of monic irreducible polynomials over F q , all the polynomials
occur amongst the factors. All these polynomials are equivalent, and no other irreducible factor belonging to this equivalence class will occur amongst the irreducible factors of F 1 (X ).
Since distinct monic irreducible polynomials cannot have a common zero, thus it suffices to show that there is an x ∈ F q which has a unique representation in the form
Indeed, then all the zeros of ϕ(X + c) are single zeros of F(X ) in F q so that F(X ) possesses at least one single zero which is to be shown. It remains to prove the existence of a c ∈ F q which has a unique representation in the form (10) . This can be shown by using [7, Lemma 4] :
holds, and A, B ⊂ F q , |A| = k and |B| = t, then there is a c ∈ F q such that the equation
has exactly one solution.
Proof. If (i ) is assumed, then the conclusion follows by the simple argument in (i) in the proof of [7, Theorem 2] . If (11) is assumed, then this is Lemma 4 in [7] . By (i ), (ii ) and the trivial inequality
. . , δ t } satisfy the assumptions in Lemma 1. Thus we may use the lemma, and we obtain that there is a c ∈ F q for which (12) has exactly one solution, and this completes the proof of (5).
Modified measures
Proof of (7)
By definition we have by [10, 11] .
Proof of (8)
We have and these sums can be estimated by lkq 1/2 (1 + log q), see [11, Theorem 3] , provided that the polynomial
has at least one single zero. This follows from both (i ) and (ii ) as it was shown in the proof of (5) . Note that in [2] Eq. (2) was also proved under the further sufficient condition (ii). Perhaps, (5) and (8) also must hold under this condition but we have not been able to prove this; the method used in [2] fails here.
