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Let W : = e-Q, where Q: W -+ W is even, sufficiently smooth, and of faster than 
polynomial growth at infinity. We establish L, Markov-Bernstein inequalities for 
ErdBs weights; for example, 
11 P’ WI1 Lp,Iw)G CQ’(an)ll PWll L,,(U) 
and 
for all polynomials P of degree at most n and PE (0, ns). Here a, is the 
Mhaskar-Rahmanov-Saff number for W. More general inequalities with L, norms 
replaced by integrals of convex functions are established, as well as estimates of L, 
Christoffel functions. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
In recent years, the subject of weighted approximation associated with 
weights W on [w has received considerable attention [l, 131. An essential 
ingredient of this theory is Markov-Bernstein inequalities, which relate the 
size of P’W to the size of PW, for polynomials P. Typically, the weights 
considered have been Freud weights, that is, W: = e Q, where Q is even, 
and of polynomial growth at infinity. The archetypal Freud weights are 
W(x) := exp(- [xl”), dl>O. 
The case where Q is of faster than polynomial growth at infinity was first 
treated by Erdijs in a related context [2], and so for such Q, W= e-Q is 
called an Erdiis weight. The approximation theory for Erdiis weights has 
received relatively little attention, primarily because the necessary estimates 
(involving Christoffel functions and Markov-Bernstein inequalities) were 
lacking. 
Recent progress has partly filled in this gap [3, 4, 7, 111. It is the aim 
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of this paper to exploit this to prove Markov-Bernstein inequalities and 
Christoffel function estimates in L, and more general spaces, with a view 
to ultimately establishing Jackson-Bernstein approximation theorems. 
Let W : = e-Q be a sufficiently smooth Erdiis weight, and for u > 0, let 
a, be the uth Mhaskar-Rahmanov-Saff number for W, namely the root of 
the equation 
2 ’ u=- 
s a, tQ’(a,, t)( 1 - t2) - ‘I2 dt. (1.1) 710 
The significance of a, is the Mhaskar-Saff identity 
II PWII L,(R)= IIPWIILr[-an,a,,’ for all polynomials P of degree drz. 
(1.2) 
We shall show that for 0 <p < co, and all polynomials of degree at most II, 
Here C is independent of n and P, and (in contrast to the Freud case), 
Q’(a,)/(n/a,) increases to infinity (but more slowly than any power of n) as 
n-tm. 
In particular, the results apply to weights such as 
W(x) := exp(-exp,(IxI”)), 
where k > 1, CI > 1, and exp, denotes the kth iterated exponential. To those 
familiar with Freud weights, it is worth noting that Erdds weights are 
similar to weights on a finite interval in that they display “endpoint effects” 
that complicate matters. 
Our results are stated in Section 2. Section 3 contains preliminaries and 
a proof of the L, Christoffel function estimates. Section 4 contains the 
proof of the Bernstein inequalities. 
2. STATEMENT OF RESULTS 
Throughout Pa denotes the class of real polynomials of degree at most 
n. Furthermore, C, C,, C,, . . . . denote positive constants independent of n, 
PE Pn, and x E Iw. The same symbol C or C, does not necessarily indicate 
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the same constant in different occurrences. We use - as in [12]: We write 
c,, - d, if for some C1, Cz > 0, 
Cl < c,Jd, 6 C,, IZ large enough. 
Similarly we can define f(x) - g(x). 
Following is a suitable class of Erdiis weights: 
DEFINITION 2.1. Let W : = e ~ Q, where Q is even, continuous in R, Q”’ 
exists in (0, co ), and Q’(x) > 0, x E (0, co ). Let 
T(x) : = 1 + xQ”(x)/Q’(x) = $ (xQ’(x))/Q’(x) 
be increasing in (0, co) with 
lim T(x) > 1, 
.x-O+ 
lim T(x) = co, 
x - cc 
(2.1) 
(2.2) 
(2.3) 
and for each E > 0, 
T(x) = WQ’(x)“), X-+00. 
Assume further that 
(2.4) 
Q”(xYQ’(x) - Q’(xYQ(x,, 
and for some C > 0, 
x large enough, (2.5) 
I Q”‘(x)l/Q’(x) d C{Q’(X)/Q(X))~> x large enough. (2.6) 
Then we say that W is an Erdiis weight of class 3, and write WE SE*(3). 
Remarks. (a) Some of the results do not require of W all of the above. 
(b) It is (2.3) that forces Q to grow faster than any polynomial and 
so W to be an Erdos weight in the usual sense. By contrast for the Freud 
weight W(x) = exp( - ) x I”), T(x) = c(. 
(c) The condition (2.4) is a rather weak regularity condition, for one 
typically has for each E > 0, 
T(x)=O({logQ’(x))‘+“), x+ co. 
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(d) The class 5X*(3) coincides with that in [ll] and is a subclass of 
S,!?(3) of [3]. It contains the most important Erdijs weights 
W(x) := exp(-expk(lxl”)), 
k>,l,a>l, where 
exp,(x) : = exp(exp( . . . exp(x))) (k times). 
With extra effort, one can drop (2.2) and so also allow a >O. Another 
example of a weight in SE*(3) is 
W(x) := exp(-exp{log(A +x2))‘), 
c( > 1, A large enough. 
An important special case of our results is: 
THEOREM 2.2. Let WE SE*(3). For n k 1, let a,, be the positive root of 
(l.l), and let 
qp,(x) := ) 1 -x2) + T(a,)-I, XER. (2.7) 
Let O<p< co and /?>O. Then for n2 1 and PeS$‘,, 
In particular, 
and 
II p’wIILp(R) G CQ’(a,)ll PWII LpcRj (2.9) 
We remark that 
Q’(a,) -: T(a,)“*, n> 1, (2.11) 
n 
so for “most x,” (2.10) is superior to (2.9). One may think of (2.10) as an 
L, Bernstein inequality and of (2.9) as an L, Markov inequality: Their 
classical cousins on [ - 1, 1 ] are respectively [S] 
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In this connection, it is instructive to note that the function ~,Jx/Q~~)~‘~ 
plays much the same role for Erdos weights, as does 
h,(x) : = (1 - x2)“2 + l/n, xe[-1, l] (2.12) 
for weights on [ - 1, 11. By contrast, for Freud weights, there is no need for 
such a factor, as T(a,)- 1, and Q’(Q,)-n/a,. 
The L, analogue of (2.9) was obtained in [3, Theorem 2.61, [4, Theo- 
rem 1.31 and shown to be sharp in the sense that 
SUP II P’WII L,(R)IIl PWll L,(R) 
PEb, 
- QyaJ -; T(qy2. 
n 
Nikolskii inequalities and (2.10) for p = co were obtained in [ 11, 
Theorem 1.51. We believe that Theorem 2.2 is sharp with respect to the 
rate of growth of n. 
We deduce Theorem 2.2 from 
THEOREM 2.3. Let WE&?*(~) and {(P,},“_~ be as in (2.7). Let 
II/ : [0, 00) --) [0, cg ) be continuous, convex, non-negative, and non-decreasing 
with$(O+)=$(O)=O. LetO<p<co andp>O. Thenfornal andPEYn, 
(2.13) 
A crucial role in our proofs is played by the following L,-Christoffel 
function estimate: 
THEOREM 2.4. Assume the hypotheses of Theorem 2.3. Fix 12 1. Then for 
PEAR and xE[W, 
pw(x)p cpn Il/(C, 1 PWl(t)P) dt. (2.14) 
Our method of proof is similar to that used in [6] or [S] for weights 
on [ - 1, 11. We remark that Theorems 2.2 and 2.3 remain valid if for some 
fixed 13 1, we allow PC*,,. 
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3. PROOF OF THEOREM 2.4 
Throughout the sequel, we assume that W=e-QESE*(3) and that 
a,=aJQ) is the root of (1.1) for u>O. Furthermore t+b: [0, co)-+ [0, cc) 
denotes a continuous, convex, non-negative, and non-decreasing function 
with $(O+) = $(O) =O. We shall need several lemmas, the first listing 
elementary estimates for an, T(a,), etc.: 
LEMMA 3.1. (i) Given E > 0, 
a, = O(n’) and T(h) = Q(n% n-co. (3.1) 
(ii) Given distinct a, B > 0, we have 
and 
T(a,J - T(apJ, n-co, (3.2) 
lim a,,/aa, = 1, (3.3) “-Cl2 
I 1 - 4agn I N T(a,)-l, n+oo. (3.4) 
(iii) For n 3 1, 
Q’(an) -: T(a,)‘j2. 
n 
(3.5) 
(iv) Given fixed k, I3 1, and tl, /I? > 0, we have uniformly for x E Iw and 
n2 1, 
(3.6) 
Proof: (i) First, a,= Cl(&) is (3.19) in [3, p. 191 or (2.20) in [4, 
p. 2011. The relation 
T(a,) = O(ne) 
follows from (2.25) in [4, p. 2031 (note that 1 z T there). 
(ii) First, (3.2) follows from (3.44) in [3, p. 231. Second, (3.3) 
follows from (3.18) in [3, p. 191. Next, (3.4) is (2.8) in [7, p. 2601. 
(iii) This is (3.15) in [3, p. 181 forj= 1. 
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(iv) Recall first the definition (2.7) of (Pi. Then uniformly for XE iw 
and n> 1, 
(by (3.4) and (3.2)) 
Next, we need an L, infinite-finite range inequality: 
LEMMA 3.2. Let 0 <p < co, and let 
(3.7) 
Then there exists C > 0, such that for n 2 1 and P E 9”) 
II PWll L,(Iw)~(’ +n~2)IIPWllL~C-rr,(l+Cd,),u,(l+Cd,),. (3.8) 
In particular, given r > 1, we have for n > ItI and PE Y”‘,, 
II PWII Lp(R) <Cl +n-2)lIPWIILPC~a,n,rr,~l. (3.9) 
Proof: The inequality (3.8) is a special case of Theorem 5.2 in [3, 
p. 461. Then (3.9) follows from the fact that (see (3.4)) 
a,,/a, - 1 > C,/T(a,) > CA,,, 
n large enough, by (3.1). 1 
We shall use the above to prove an infinite-finite range inequality for 
integrals involving a convex function $ instead of just pth powers. First, we 
need: 
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LEMMA 3.3 (Nikolskii Inequality). Let 0 <p < co. For n 3 1 and PE $‘,, 
ProoJ See Theorem 1.4 in [ 111. 1 
LEMMA 3.4 (infinite-finite range inequality). Let /3 E R, let q > 0, s > 1, 
and p > 0. Then there exists n, such that for n 2 n,, P E pn’,, and 
g(x) : = I PWI (xl cp~(x/a,J8~ XER, (3.11) 
(4 II Ic/w)ll L,(R) = II Jlk”)ll L,C-a,, as”,; (3.12) 
(b) lx; ~(g’(.~))dx$(l+a,l)S~‘^ $(gp(x))dx. -aI - =sn 
(3.13) 
Proof (a) In view of the continuity of $ and the compactness of 
{g(x): XE R}, we note that the sup’s in (3.12) are attained. Furthermore, 
we see that (3.12) is equivalent to 
II/( II g II Lrw,) = 4Qll g Il&-as”,a,,)’ 
which in turn is equivalent to 
I/ gll L,(R) = II gllLmC--a,“.n,l~ (3.14) 
To prove (3.14), we note first that 
II &,--a,,o,, 2 GT(~n)-‘p’ IIPWIL,C--~,,~,.I~ (3.15) 
this being a consequence of the fact that 
Next, choose 6 > 0 such that 1 + 6 < s. Let (u) denote the greatest integer 
<u. Then as 
the Mhaskar-Saff identity (1.2) ensures that for ) x I> asn, 
I P(x) x (6”>W(x)I < max (1 P(t) t @nwt)l : ItI ~%+<,n,L 
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g(x) = I PW(x) cp”W,JB 
an+ 04 
i ) 
<an> 
d- 
1x1 
II PWll L,[-o,,u,] cpnw,Y 
an + <an) 
( ) 
<an> 
( 1 !y 
2lSl 
6C, ___ 
1x1 
II g II Lx[-Clsn,a,,, mnP 
n 
(by (3.15)) 
Now in view of (3.4), 
<an>/-2 IPI 
T(a,,)lP’ 
<an>/2-2 IBI 
T(a,)lB1 
d (1 - C,/T(a,))c6n T(a,)lDl 
d exp( - GW(a,) + I PI log T(4) --+ 0, 
as IZ + co, in view of (3.1). Thus, 
g(x) 6 ““;:‘1 s) 
( ) 
<an >/2 
II gllLm[.--aS”,fzJ~ 
309 
(3.17) 
for I x I > asn and n 2 n,. Then (3.14) follows. 
(b) Let 1 + 6 < s’ < s. We apply (3.17) to t”P( t), where L is a fixed 
positive integer chosen so that Lp 2 4, and with s’ replacing s. Then (3.17) 
yields, for ( x I > a,.(, + Lj, 
lxlL IPW(x) vn+LWa,cn+LJP 
Using (3.6) and the fact that 
adcn+ L)Sasnt n>n,, 
640/65/3-S 
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we obtain, for 1 x 1 2 uSn, 
xmax{ltL(pW(t)l : ItI <a,+,} 
x II tL(PW)(t)llLpC--a2n,n*“, 
(by Lemma 3.3 and (3.9) of Lemma 3.2) 
for n > n,, where we have used (3.1) to estimate u2n and T(u,) and have 
used Lp 2 4. Now 
as I XI > usn. Furthermore, exactly as before (3.17), we see that for any fixed 
A E R, and uniformly for 1 x 1 2 us”, 
Hence for 12 B no, 
s Ql I I ” Lp I g(t)(P (1 + (xt)2)-2 dt s(x)P< -Q” a*, 
yzn (1+ (xt)2)-2dt 
Applying Jensen’s inequality, (see, for example, [ 14, p. 241) yields for 
IXI24”, 
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Now as $ is convex, we have, for u E [0, cc ) and 0 6 y < 1, 
Icl(UY) = \c/(UY + O(1 -Y)) G b+(u) Y + ‘iwK1 -Y) = b+(u) Y. 
Applying this and (3.18) yields 
Since 
s 1x1 2 O” IxIBo,.(1+(x1)2)2dx=;i s (IS”(f/ (1 ,u,‘)2 & 
2m 1.4 du <T I t 0 (1+u2)2 ’ 
and since Lp > 4, we obtain, on integrating for ( x I > usn, 
Then (3.13) follows. 1 
LEMMA 3.5. Let /I E iw and p, A > 0. There exists R, E Yn,-, , n b 1, such 
that uniformly for n > 1 and 1 x 1 < Aup,,, 
R,(x) - cpnW,JP~ (3.20) 
ProoJ We remark that we can actually choose R, to be of degree O(nc) 
for each E > 0. Let 
h,(z) : = (( 1 - z2)2 + T(a ” )-2)8/2, 
with branches chosen so that h,(z) is positive for z E R. The branchpoints 
lie where 
1 -z2= +iT(a,)-‘, 
or equivalently, 
z= ~l~2T~a~)+o(T(a.)-2), 
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In any event, we may assume that the plane is cut so that h,(z) is analytic 
in the strip 
for n > n,. Let r,, be the ellipse with foci at +A, and minor semi-axis (that 
is, intercept on the positive y-axis) equal to 
where 
Then 
Pn := A(1 + T(a,)-*). 
mn= T(u,)-~+O(T(U,)-~), n+oo. 
In particular, for n large enough, Yn contains f,,, and for some C > 0, 
‘I”,a,x ( h,(t) 2k1 d CT(a,)‘fl’. 
n 
Further, if 7’,(z) denotes the usual Chebyshev polynomial of degree n on 
C-1, 11, then 
min 
tei-, T,(t/A)I B CWA)” 2exp(C2Wa,)*) 
2 exp(n’12), 
n large enough, by ( 3.1). Now, let L,(z) E gn’, i be the Lagrange interpola- 
tion polynomial to h,(z) at the zeros of T,(z/A). By the usual Hermite 
error formula, we have, for z E [-A, A], 
dC2T(u,)2’P1e-““*/min It-z1 
tsl;, 
dC3T(u,)21B1+2,-~“2~0, 
n-, co, by (3.1). Letting 
R?(x) : = Lzw,A 
MARKOV-BERNSTEIN INEQUALITIES 313 
we have, for n > n, and 1 x ( 6 ,4apn, 
R,(x) - ktW,“) N cp,W,,)~. 
Since (Pi - 1, n < no, we can choose R, E 1 for n < n,. 1 
We can now prove a special case of Theorem 2.4: 
LEMMA 3.6. Let p>O, 121, and A>O. Then for n>l, PE$~, and 
IxI6Aam 
) PW((X)~ cp,(x/a,)“*< Crj03’” I PWlp (t) dt. (3.21) 
n -a,,” 
Proof. If A,( W*, x) denotes the nth Christoffel function for W*, 
A,( W’, x) : = min s m (PW)* (t) dt/P2(x), PEP,-, -cc 
then Theorem 1.2 in [7, p. 2581 shows that 
Since uniformly for x E [w and n > 1 
we obtain 
0 
112 
sup A,‘( w*, x) w*(x) (Pn t bC,F 
xtR n a, 
(3.22) 
Then the definition of the Christoffel function ensures that, for each 
PE~~‘,-~ and XER, 
(PW)’ (x) q,Jx/a,)“* < C, tJrn (PW)2 (t) dt. (3.23) 
” -02 
Now let us choose a positive integer k such that 2k >p. Note that 
Wk E X*(3) and that a&( W”) (the nkth Mhaskar-Rahmanov-Saff num- 
ber for Wk) equals a,( W). This is a direct consequence of ( 1.1). 
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Let P E Pzj,- 1. Applying (3.23) to Wk and Pk E ~zj,&, yields, for x E Iw, 
wf72k (xl q*rn ; 
( ) 
l/2 
d cc,” (PW)2k (t) dt, 
n -m 
and by (3.6) and (3.9), 
(PW)2k(x)rp~(~)“28C~~~~~,~(PW)2k(t)dt, (3.24) 
for PE Y2/,, and x E [w. Next, by Lemma 3.5, we can find R, E 
such that 
> 1x1 GAa3,n. 
Applying (3.24) to PR, E P2ln- 1, where P E q,,, yields, for ( x ( 
(2k --PWP) + I/2 
<c, fi 
a3/n t (2k ~ PVC%) 
dt. 
4 - 03/f! 
uw’” (t) rpn ; 
0 II 
:Pn-,, n>l, 
d Aa,,, , 
Then 
1/(2P) 2k 
: 1x1 < Aa3/n 
<c2n 
a3l” 
a, s ~ 03,” 
,PW,f’(t){,PW,(t)p~(-f-)l’ibi)i*-pdt 
<c2z 
s 
a31n 
4 - ~3,n 
JPW[P(t)dtmax{~PW[(t)p.(~)1”2p):/t/<Aa3,~~ep. 
Hence (3.21). 1 
Recall that if 
u(x) := (1 -x2)-l/2, XE(-1, l), 
is the Chebyshev weight, then p,,(v, x) : = 7~ -I/‘, and 
T,,(x), na 1, 
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are the associated orthonormal polynomials. The n th kernel function is 
K,(", X3 t) I= 
j=O 
and it satisfies 
K,(u,x, x)-n, n> 1,xE C-1, 11, (3.25) 
IK,(v,x,t)JdCn,n~l,x,tE[-l,l], (3.26) 
s 
1 
K;( u, x, t ) u(t) dt = K,( v, x, x), (3.27) 
-1 
and 
s 1 Kz(v,x, t)dt-n(ll-x*[‘/*+n-‘), n>l,xE[-1, 11. (3.28) --I 
For (3.25) and (3.26), see [12, p. 1081. Of course (3.27) is a direct conse- 
quence of the orthonormality relations. For (3.28), see Theorem 2.2 in [S]. 
Using Lemma 3.6, we can now prove: 
LEMMA 3.7. Let p> 0, I > 1, A 2 1, and 0 <S-C A. Let L be the least 
integer 2 2/p, and let 
p := 3(1+ L). (3.29) 
(a) Then for n> 1, PEG,, and 1x1 <Au,,, 
(b) For nB 1, PEAKS, and 1x1 <sap,,, 
I PWIP (xl (Pn (‘)“’ 
n 
j 
Aup” (C, IPI&‘/(t K; 
-AUp” 
II,&,; dt 
6 P” Pn 
> . (3.31) 
dt 
Proof: (a) We apply Lemma 3.6 to 
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for fixed ( x ( < Aup,,. For 1 x ( < Aapn, Lemma 3.6 yields 
by (3.26). Dividing by Ky(u, x/Aapn, x/As,,) and using (3.25) yields (3.30). 
(b) Now 
by (3.28) for 1 x I Q sapn, which implies 1 x/(Aa,,)l <s/A < 1. Then (3.30) 
yields (3.31). 1 
Proof of Theorem 2.4. Applying Jensen’s inequality to (3.31) (and using 
(3.6)) yields, for 1 x ( d sa,,, 
J‘ 
A$Wl 
$C(C, I Pwl(t))“l K: 
d -A+, 
o,$, +) dt 
Pn Pn 
dt 
<C2T 
&” 
$[(C, I PW(t))PI dt =: J, 
6 - Aqn 
by (3.26) and (3.32). We may choose A > 1 and s = 1. Then, we have, as 
pB31, 
By Lemma 3.4(a), we have 
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4. PROOF OF THEOREMS 2.2 AND 2.3 
LEMMA 4.1. Let a > 4. Then there exist C > 0 and no such that for n Z no 
and PEAR’,, 
0 
z- 112 
yea; I P'W(x) (Pi $ %b C%y; IPWl(x) 4Jn f 
0 
. (4.1) 
n n 
In particular, 
Proof First, (4.1) is Theorem 1.5 in [ll]. Then (4.2) (which is 
Theorem 1.3 in [4, p. 1911) follows. 1 
LEMMA 4.2. Let p > 0, 12 1, and let L he the least even integer 2 2/p and 
p be given by (3.29). Let 0~s~ 1. Then for n>n,, PEY,,,, and 1x1 <asp,,, 
PWW)p+,~,~)dt. (4.3) 
Proof: By Lemma 4.1 with CI = (l/2) + (1/2p), for PE Yn and x E R, 
( PWJp (t) dt, (4.4) 
by Theorem 2.4. Now we apply this to 
where P E Pl,, , and ) x ) < apn is fixed. Let us set 
K~(v, X, t) := 1 Pj(V, X)P;(V, tf, 
j=O 
640/65/3-6 
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Then (4.4) yields 
Dividing by K,L” (v, x/up,,, x/apn)-nLP and using (3.3), (3.6), and (3.9), 
yields for P E %n and ) x ( < apn, 
P’(x) + P(x) LK,-’ 
by (3.26) and as Lp 3 2. Next, 
inequality [ 11, for (x/up, ( < 1, 
M re note that by Bernstein’s classical 
Then (4.5) and (3.25) yield, for 1x1 . L=apny 
I P’Wl(x) (Pn(:)‘;‘Y qn (,iy2 . 
G CAnaX’ j”Ipn (c I PW(t))pK:(v,&/--)dt 
+ G I PWl(x) P”(~)1’2}p~“(~)“2(.?)p/1-(.JJ-p’2 
=:5,+r2, (4.6) 
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say. Next, note that for 1 x 1 -C aspn, 
Since 
we obtain 
by (3.30) of Lemma 3.7, with A = 1. Together with (4.6), this yields 
(4.3). I 
Proof of Theorem 2.3. Now let I= 1 and p be given by (3.29), and let 
0~s~ 1. Then for n>n,, and 1x1 <aspn, 
=ap,,~~lKi(vy~,u)du 
-nU,,(il-(d)211’2+np1) (by(3.28)) 
-na, 11 -(~)2/1’2~rza,cpn (~)‘-2-ncznq9n (i)‘-‘, 
since II- (x/a,,)*/ 3 C/T(a,) > n-*, and by (3.6). Then we deduce from 
(4.3) that 
IP’Wb) (Pn 5 
112 P 
(H 
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for n>:,,, PEAR’,, and 1x1 <aspn. Applying Jensen’s inequality yields 
*(I lP’Wl(x) Pn (f-J*)/)) 
Integrating for x from -as,,,, to asp,,, and using 
(see (3.27) and (3.25)), we obtain 
for all P E YE. Here we may choose s E (0, 1) so that 
spn = s3( 1 + 15) n = Sn, 
with S> 1. Then (3.13) yields (2.13). l 
Proof of Theorem 2.2. First, (2.8) is the special case $(t)= t of (2.13). 
Since 
cp, $ ( > 
w 
2 C,IT(a,)“2, 
” 
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and 
Q’(a,) N $ ~(a,)“~ 
n 
(see (3.5)), we can then deduce (2.9). Since 
(2.10) also follows. 1 
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