Vision systems in agriculture – Lagrangian particle tracking and field robotics by Zhang, Zhongzhong
VISION SYSTEMS IN AGRICULTURE – LAGRANGIAN




Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Agricultural and Biological Engineering
in the Graduate College of the 
University of Illinois at Urbana-Champaign, 2018
Urbana, Illinois
Doctoral Committee:
Professor Yuanhui Zhang, Chair
Professor Xinlei Wang
Assistant Professor Leonardo P. Chamorro
Assistant Professor Girish Chowdhary
Abstract
This dissertation presents a study about two systems that utilize tech-
niques in computer vision – a Lagrangian particle tracking (LPT) system and
a high-throughput phenotyping system. Both systems have important ap-
plication in in agricultural engineering. Lagrangian particle tracking (LPT)
enables investigation of turbulence in the Lagrangian reference frame and
thus plays a key role in understanding problems such as diffusion, mixing,
and transport.
First of all, the LPT system is used to study the Lagrangian features
of circular and semi-circular jets in the intermediate and far fields. Grid-
interpolated velocity are used to validate the measurements, and confirmed
the negligible effect of the pipe shape on the mean flow in the intermedi-
ate field. Several volumetric regions are defined to get Lagrangian statistical
description of the flow from categorized particle trajectories. Probability den-
sity functions (PDF) of the velocity fluctuations, particle acceleration, and
curvature of the trajectories reveal common and distinctive features of the
jets. The first one shows departure from the Gaussian distribution away from
the core, and the acceleration exhibits heavy tails in the two jets; however
the curvature PDF reveals distinctive footprint of the pipe shape.
ii
Secondly, we improve the accuracy and robustness of the velocity and ac-
celeration estimation of the LPT system that used to suffer from considerable
variance due to the noise in particle position detection. A long short-term
memory network is trained by synthetic trajectories to predict particles’ state
in a Burgers vortex. Compared to the baseline methods reported in litera-
ture, our model results in lower root mean errors for particle velocity and
acceleration estimates. Additionally, the errors of our model remain consis-
tent when we increase the measurement noise by a factor of two.
Finally, we develop a high-throughput phenotyping system based on ground
robots. By using the latest image recognition algorithm, the system is able to
autonomously count corn stands by driving through the fields. The system re-
places the traditionally time consuming and labor intensive process. Through
an intensive season-long field study in real corn-fields, we demonstrate that
the algorithm is robust against interferences from leaves and weeds. In par-
ticular, the system has been verified in corn fields at the growth stage of
V4, V6, VT, R2, and R6 from five different locations. The robot predictions
agree well with the ground truth with the correlation coefficient R = 0.96.
These results indicate a first and significant step towards autonomous robot-
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Vision systems have a long history of application in agriculture. The sys-
tems typically consist of image acquisition devices, illuminations, and image
processing hardware and software. Vision system plays a vital role in agricul-
tural automation, as it is consistent, repeatable, objective, non-destructive,
accurate, and efficient. For those reasons, vision systems have been widely
applied to various processes in agriculture.
Quality inspection and grading of agricultural and food products is one of
the major focuses of machine vision in agriculture. Traditionally, the process
involves considerable manual labor which inevitably suffers from subjective-
ness and fatigue. For instance, rising labor cost and production waste due
to inconsistent sorting and grading by human errors have caused issues for
the potato packaging industry [180]. Thus, significant amount of research
attention has been attracted to the development of computer techniques for
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quality inspection and grading. The algorithms are able to extract features
including shape, color, and texture, etc. and recognize intricate patterns
among the features [159; 178]. For instance, Zhang et al. [178] summarized
the relevant studies that applied vision systems to the external quality in-
spection of fruits and vegetables. Lu and Ariana [83] reported accuracies
between 88% and 93% for detecting pest infestation in pickling cucumbers
using a hyperspectral imaging system. Vithu and Moses [159] reviewed a
similar topic focusing on grains. Anami et al. [1] presented a method to clas-
sify paddy variety based on bulk paddy grain image samples, and achieved
an accuracy of 92%.
Remote sensing is another imaging-based technology that has great po-
tential in agriculture. Data can be collected by visible bands and hyperspec-
tral cameras mounted on aerial and satellite platforms. Applications include
estimating crop yield and biomass [128], detecting water and nutrition stress
[152], identifying weed infestation [151], finding pests and plant diseases [127],
and measuring soil properties [20]. Mulla [97] summarized the advances of
remote sensing over the past twenty-five years and suggested that the increas-
ing spatiotemporal resolution of sensors and advanced analytic methods may
enable customized management for individual plants.
Besides weed detection in remote sensing, computer vision also plays
an important role in ground-based weed control systems. Slaughter et al.
[138] reviewed the development of autonomous robotic weed control systems
and identified four core technologies: row guidance, plant/weed recognition,
weed removal mechanism, and weed mapping. Among the four technologies,
plant/weed recognition remains the most challenging [138] and thus attracts
2
broad attention. Biological morphology (shape and structure) is the most
common approach towards plant species recognition. Wang et al. [165] seg-
mented leaf images and extracted shape features to classify plant species.
Søgaart [143] created a database of image samples of 19 most important
weed species in Danish agricultural fields. The samples were used to build
an active shape model to classify weed species. The accuracy ranged from
65% to 90% depending on the species. In addition to morphology, texture is
another import feature for plant species recognition. Latte et al. [77] sug-
gested that using texture features could significantly improve the accuracy
of plant species recognition than morphology features alone.
1.2 Motivation
In spite of the success reviewed above, a few challenges remain unad-
dressed. For example, the increasing spatiotemporal resolution of imaging
devices causes difficulty for data transfer, storage, and processing. For sys-
tems that incorporate multiple cameras such as particle tracking velocimetry,
although the increased resolution leads to higher accuracy, it also poses signif-
icant hurdle for realizing real-time and large-scale systems. Another example
is high throughput phenotyping. Gene sequencing and accurate quantifica-
tion of plant traits are the two pillars for crop improvement. With rapid
advances in DNA sequencing technologies, plant phenotyping has become
the bottleneck [89].
Recent developments in imaging technology, however, has provided po-
tential solutions to these remaining challenges. The field-programmable gate
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array (FPGA) embedded cameras take over a great deal of processing load
from the CPU, and thus facilitate the data streaming. Barker [6] developed a
real-time scalable PTV system using this type of camera. In addition to the
hardware, computer vision techniques have also made tremendous progress,
and many of the techniques can be applied to plant phenotyping. Several
studies have used plant images to calculate an approximate plant volume or
total leaf area index that can model above ground biomass of various grains
[38; 51; 101; 175].
Following the emerging trends, the fundamental question that motivates
this research is: Can we utilize the advances in imaging technology to develop
novel vision systems that address agricultural challenges?
1.3 Objectives
The overall goal of this research is to develop and apply novel vision
systems to address agricultural challenges using the hardware and software
advances in imaging technology. More specifically, despite its vast potential,
the real-time scalable particle tracking system developed by Barker [6] has
not been applied to realistic flow fields. The research will firstly use the sys-
tem to investigate the Lagrangian characteristics of circular and semi-circular
jet flows. Secondly, Barker’s tracking system estimates the derivatives of par-
ticles using simple finite difference methods that are sensitive to noises. The
research will utilize novel machine learning models to improve the robustness
of the system. Finally, machine learning models are also applicable for im-
age recognition problems. The research will develop an ground robot based
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algorithm to estimate corn plant populations. The following objectives are
set to accomplish the overall goal:
1. Characterize the Lagrangian features of circular and semi-
circular jets.
Some Lagrangian statistical properties will be investigated for jet flows
from circular and semi-circular pipes sharing the same hydraulic di-
ameter and Reynolds number. Two sets of particle tracking systems
will be used in a complementary way: the large-scale system will cover
the full range of the flow, whereas the small-scale system provides high
resolution description in the intermediate region.
2. Improve the accuracy and robustness of velocity and acceler-
ation estimates.
Train a long short-term memory network to estimate material deriva-
tives of particle trajectories using synthetic data, and test the network
using experimental data. Compare the bias and variance of the net-
work with reference methods in literature including polynomial fitting,
Gaussian filter, and Kalman filter.
3. Develop a ground robot based corn stand counting algorithm.
Train a machine learning model to recognize corn plants in images
collected under field conditions. Develop an algorithm to process se-
quences of images and generate plant count in a straight row. Validate





While the Eulerian viewpoint describes flow properties at fixed locations
in space, the Lagrangian viewpoint describes flow following individual fluid
elements carried by the flow. Thus the physics of mixing and dispersion
is characterized naturally in the Lagrangian reference frame. The impor-
tance of the Lagrangian viewpoint has been recognized by early researchers
[8; 118; 148]. And ever since, the Lagrangian data are widely used to de-
velop stochastic models of turbulence that predict transport processes such
as airborne pollutant distribution and combustion of fuel sprays [123; 167].
Another example of application is related to atmospheric science. Scientists
used the knowledge of Lagrangian turbulence to understand the collision of
droplets in wet clouds and formation of rain [129; 166].
Due to the difficulties in obtaining experimental data, Lagrangian inves-
1This chapter is under revision for Rev. Sci. Instrum.
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tigation of turbulence at high Reynolds numbers have been largely limited
to the means of computational simulations. Yeung [176] reviewed the La-
grangian properties of turbulence with a focus on numerical methods. How-
ever, in the past two decades, experimental measurement of volumetric, in-
stantaneous flow fields have been rapidly advanced and widely implemented.
Among a diverse range of approaches, particle tracking is the most success-
ful technique for investigating Lagrangian properties of turbulent flows [154].
The technique is historically named Particle Tracking Velocimetry (PTV),
as it measures the particle trajectory over a time period and then calculates
the velocity of the particle. More recently, it becomes known as Lagrangian
Particle tracking (LPT), as additional information can also be determined,
such as vorticity, and pressure field [6; 85; 98].
This review summarizes the relevant work and literature on the LPT
technique and its application to Lagrangian investigation of flow fields. It
consists of two sections: development of LPT technique, and fluid flow studies
using LPT technique.
2.2 Lagrangian Particle Tracking
This section provides an overview of the principles and historic develop-
ment of particle tracking techniques. Since Snyder and Lumley [142] reported
the first measurement based on particle tracking velocimetry, many varia-
tions of LPT systems have been proposed [55; 87; 88; 122; 142; 161]. In spite
of their differences, these techniques share similar fundamental structures.
Typically, particle tracking procedures consist of five sequential tasks:
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1. Particle detection: Images of a particle laden flow are recorded by
multiple cameras. The centroid of each particle in these images is
determined in pixel coordinates.
2. Stereoscopic correspondence: The same particles appearing in mul-
tiple views are matched between stereoscopic camera pairs based on the
epipolar geometry.
3. 3D reconstruction: The 3D locations of each particle in world co-
ordinates are reconstructed from 2D pixel positions using projection
matrices determined during camera calibration.
4. Temporal tracking: The temporal links of each particle in 3D space
is established across consecutive time instances.
5. Post processing and visualization: The reconstructed trajectories
visualize the underlying flow field. Instantaneous velocity and acceler-
ation can also be calculated by taking derivative with respect to time.
The hardware components of an LPT system are illustrated in Figure
2.1. Common elements include: particle seeding, illumination, image acqui-
sition, data transfer, storage and processing. Each of these components has
witnessed significant developments which lead to tremendous improvement
of the whole system. Early versions of LPT, for instance, used photographic
cameras with 35 mm films [122; 142]. Such systems were only capable of
tracking single particle in one dimension. Three-dimensional LPT was made
possible with the emergence of digital cameras. Maas et al. [87] pioneered
the first 3D LPT using multiple cameras for stereoscopic correspondence.
8
Figure 2.1: Schematic diagram of a LPT system.
Today, technological advancements are still bringing vital changes to parti-
cle tracking. Several relevant developments are summarized in the following
subsections.
2.2.1 Particle detection
In particle tracking systems, the first task is to identify each particle’s
centroid in the image. Usually, images are taken on a background with high
contrast to the particles, which facilitates the segmentation of particle blobs
9
from the background. The centroid can be estimated via weighted averaging
[14; 87]. Errors often arise from sources including random image noise, non-
uniform illumination, and overlapped particle images in the flow field. As the
errors will be propagated throughout the subsequent processes, it is critical
to select a proper particle identification scheme including image acquisition
method. Up to date, however, such an all-around optimal scheme has yet to
be developed.
Quellette [106] quantitatively studied four particle image centroid local-
ization methods: an intensity-based weighted average method, 1D and 2D
Gaussian fitting, and a neural network approach. It was reported that the
1D Gaussian fitting was accurate and computationally efficient when im-
age noise was negligible, while the neural network approach was much more
robust to noises. Shindler [134] proposed a feature-based identification pro-
cedure using the optical flow equation and the 1D Gaussian estimator. This
method showed increased number of identified particles and correctness than
traditional weighted averaging approach in the presence of noise and inho-
mogeneous illumination. Whereas the above analyses were based on solid
spherical particles, Biwole [14] argued that as the image of helium filled soap
bubbles often featured two intensity peaks symmetric about its center, the
simple weighted average method gave better results.
2.2.2 Stereoscopic correspondence and 3D reconstruc-
tion
Three dimensional LPT systems typically employ multiple cameras or
single camera with a view splitter. Thus the correspondence of particle im-
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ages among multiple views must be established. Epipolar geometry is a set
of constraints that relate images of the same scene taken from two points of
view. Figure 2.2 illustrates the epipolar geometry in a two-camera setting.
Maas et al. [87] demonstrated applying this principle to the correspondence
problem of LPT. They showed that ambiguity occurred so often in a two-
camera system for realistic applications that a third camera was virtually
always necessary. The number of ambiguities was reduced by one order of
magnitude by applying a three-camera arrangement. Although it is possible
to employ an arbitrary number of cameras, more than four was not consid-
ered cost effective, because a four camera configuration reduced the number
of ambiguities almost to zero [87; 158].
Maas et al. [87] also provided the method of reconstructing 3D coor-
dinates of particles from their 2D image coordinates. The cameras were
calibrated before experiments to determine the intrinsic and extrinsic pa-
rameters that were used to solve the affine transformation. Special attention
was also given to lens distortion and electronic noises to reduce uncertainty.
In the classic pinhole camera projection model described by Trucco and Verri
[155], a point with 3D world coordinates {X, Y, Z} projected on the camera
coordinate {x, y, z} by a rotation matrix R ∈ R3×3 and a translation vector
T ∈ R3 (Equation 2.2.1). The camera coordinates can be normalized to the
homogeneous coordinates {x′, y′} that are related to the image pixel coordi-
nates {xp, yp} and camera intrinsic parameters (principle points {cx, cy} and
focal lengths {fx, fy}) by Equation (2.2.2). Substituting Equation (2.2.2)
into Equation (2.2.1) and rearranging yields Equation (2.2.3) which is an
underdetermined system of three unknowns and two equations. Obtaining
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Figure 2.2: Epipolar geometry in a two-camera setting. The blue rectangles
are the image planes of the left and right cameras. {OL,OR} are the cameras
centers. Epipoles {eL, eR} are the intersections of line OLOR with the image
planes. X is a point in 3D space and {XL,XR} are the projections of the
point on the image planes. Line eRXR is the epiline corresponding to the
point XL. Epipolar constraint states all matching points lie on the epilines.
Epipoles and epilines between a camera pair are determined through camera
calibration. In the absence of ambiguity, XR is the only candidate on the
epiline, and thus the correspondence is solved. In realistic situations, how-
ever, ambiguities often arise such as points {X1,X2,X3}. In such cases, a
third or fourth camera is needed [87].
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a unique solution requires information from at least two cameras. Addi-
tionally, Maas et al. [87] pointed out that three-camera and four-camera


























(x′r31 − r11)X + (x′r32 − r12)Y + (x′r33 − r13)Z = t1 − x′t3
(y′r31 − r21)X + (y′r32 − r22)Y + (y′r33 − r23)Z = t2 − y′t3
(2.2.3)
2.2.3 Temporal tracking
The temporal tracking algorithm attempts to establish links of particles
between consecutive frames. Tracking algorithms can take inputs from the
previous step (3D particle coordinates) and directly reconstruct trajectories
in the 3D space [88; 115; 168]. Alternatively, tracking can be performed in
2D image space, and then 3D trajectories are reconstructed following similar
principles as reconstructing 3D positions of particles [27; 42; 59; 98]. Willneff
[170] proposed a novel temporal tracking algorithm based on both 3D object
space and 2D image space. This algorithm was found to be able to reliably
bridge the gaps caused by correspondence ambiguity, and thus track longer
13
trajectories.
In general, temporal tracking can be regarded as an multidimensional
optimization problem [106] that is of polynomial complexity at best [157].
As a result, instead of a global optimum over all frames, a series of local
optima is sought by considering only a few frames at a time.
Among a wide variety of tracking algorithms that has been developed, the
multi-frame tracking algorithm is the most frequently adopted method due
to its capability of tracking long trajectories in the presence of image noise
[65; 106; 134]. In a multi-frame tracking algorithm, the predicted position
of each particle in the next frame is extrapolated based on its location and
dynamics in the current frame and up to a certain number of previous frames.
Using trajectories’ history allows more precise estimate particles’ position in
the new frame so that they can be tracked over an extended period of time
steps even though errors are inevitably introduced through image noise. In
general, a multi-frame tracking algorithm consists of the following steps:
1. Extrapolate the trajectories to predict the particles’ position in the new
frame [n+ 1] with an approximation of velocity using frames [n− k] to
[n].
2. Establish a search sphere centered at the predicted location. The
sphere’s radius is estimated based on the approximation of velocity
and acceleration.
3. Evaluate the cost function of the candidates in the search sphere and
choose the solution that minimizes the cost to extend the trajectory.
4. Trajectories that do not find any candidate are terminated. Particles in
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frame [n+ 1] that do not find a match to any trajectory are connected
to their nearest neighbors in frame [n] to start a new trajectory if the
cost is less than a threshold.
Trajectories can be extrapolated using the 1st-order finite difference ap-
proximation as described in Equation (2.2.4) and Equation (2.2.5).





where n denotes time step index, ∆t is time step size, x is particle 3D co-
ordinate, and û and x̂ are predicted position and velocity. Some researchers
suggested extending the trajectories further (e.g. to the frame [n+ 2] so
that higher order derivatives can be estimated [88; 134]. It is clear that such
extrapolation schemes were under the assumption that particles experience
constant acceleration during the time interval. The assumption, however, is
questionable as turbulent acceleration is later found out to be highly inter-
mittent [111; 160; 162]. Alternatively, Li et al. [79] proposed an extrapolation
scheme using 2nd-order polynomial regression. Polynomials fitted to exist-
ing trajectories up to five previous frames were extrapolated to predict the
particle position in the next frame.
Moreover, proper selection of cost functions has a significant impact on
the length and accuracy of the trajectories reconstructed. A simple heuristics
is to use the Euclidean distance between particle’s position and its predicted
value, often referred to as the nearest neighbor algorithm. But the method
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was showed to be inaccurate [106]. Malik [88] compared minimum accelera-
tion [108] and minimum change in acceleration over four consecutive frames
as cost functions [88]. Minimum change in acceleration was found consis-
tently to have lower errors. However, Ouellette [106] argued that change
in acceleration was a 3rd-order derivative of particle position that became
unreliable when noise significant [106]. They proposed a four-frame best esti-
mate algorithm that showed superior performance. Following similar idea of
the polynomial regression based extrapolation, Li [79] defined the cost func-
tion as the ratio of regression residual to geometric mean displacement. The
algorithm was noted to be robust against image noise and detection errors.
In addition to the multi-frame methods, several other algorithms have
demonstrated promising performance. Pereira [110] argued that multi-frame
methods are not applicable when working with double pulsed lasers. He
then analyzed three two-frame methods: the nearest neighbors, the neural
network developed by Labonté [75], and the relaxation method by Baek and
Lee [3]. The neural network was used in sequence with the nearest neighbor
but showed little improvement over the sole nearest neighbor method and
was 20 to 25 times slower. The relaxation method was found to have supe-
rior performance while consuming only twice as much computational time as
the nearest neighbor scheme. The relaxation method was able to recover con-
siderably more trajectories than the nearest neighbor scheme and the neural
network algorithm over a wide range of particle number density in a synthetic
Burgers’ vortex flow. The recovery ratio, defined as the number of links cor-
rectly identified divided by actual number of correct links, remained as high
as 98% for the relaxation method while the other two methods demonstrated
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a pronounced decrease when the tracking difficulty became adverse. There-
fore, the authors concluded that the relaxation method was the choice for
general PTV applications. The Kalman filter is another algorithm that shows
great potential in particle tracking. It is commonly used to produce estimates
of unknown variables from noisy measurements. Straw et al. [144] developed
a three-dimensional tracking system based on the extended Kalman filter
(i.e. non-linear version of the Kalman filter) to observe movement of flying
animals. The error terms in the Kalman filter allow users to model random
noise in the system, which makes the method more robust to particle 3D po-
sition uncertainty. Additionally, 3D reconstruction happens only implicitly
as non-linear observation function can directly relate 2D image to system
state. As a result, targets can be tracked with reasonable accuracy even
when found in only one camera for a short term.
2.2.4 Recent developments
Turbulent motions are known to occur over a wide range of length and
time scales. Based on Kolmogorov’s phenomenology (K41) [67; 68], viscous






where η is the Kolmogorov length scale, ν is the kinematic viscosity of the
fluid, and ε is the dissipation rate. The corresponding time scale of small





. Furthermore, the ratio of largest to smallest
length and time scales in a turbulent flow are proportional to Re3/4 and
Re1/2, respectively. The scale discrepancy is of orders of magnitude for high
Reynolds number flows. Such wide range poses a stringent requirement on
the resolution, duration and volume of observation if one attempts to fully
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resolve the turbulent flow field. For example, La Porta et al. [111] reported a
turbulent water flow at Reynolds number about 63 000. The energy injection
length was measured to be 0.07 m, while the Kolmogorov length and time
were 18 µm and 0.3 ms. One can easily appreciate the difficulty in measuring
such a drastically separated and rapidly evolving event. Numerous efforts
have been dedicated to the development of hardware and algorithms to meet
the challenge. On one hand, the resolution and frame rate of digital cameras
have been ever increasing, allowing researchers to observe small scale features
of turbulence. On the other hand, higher spatiotemporal resolution calls for
more efficient method to handle the huge data volume. The next two sections
outline the advancement in reducing the data transfer and increasing the
efficiency of data processing.
Real-time image processing
It has been a challenge for particle tracking systems to transfer, pro-
cess, and store enormous amount of data generated by multiple cameras
[87]. Because the transfer rate between cameras and computers is usually
much slower than the generation rate, thus image sequences must be stored
in buffer memory. Historically, external storage media were used, such as
analogue videodiscs [87], which was costly and inefficient. With digital cam-
eras equipped with internal memory, the data storage capacity has increased
substantially but is still insufficient to handle the data at high resolution
and frame rate. For example, a PTV system with four 1 mega-pixel 8-bit
monochrome cameras recording at 500 frames per second will generate 2 GB
of data per second. Hoyer [55] noted that the measurement could only sustain
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four seconds using 500 Hz cameras before the camera memory was filled.
There have been some marked progresses that attempt to overcome the
data transfer bottleneck. Chan [18] developed a data compression system
placed between the camera and the frame-grabber that reduced the data
transfer by a factor of 100 to 1000 times, making it possible to write directly
to hard disks. As a result, the storage capacity was largely expanded. Kreizer
et al. [70] addressed the data transfer limitation via the use of smart cam-
eras with embedded Field Programmable Gate Arrays (FPGA). The FPGA
processes each pixel in parallel enabling the particle detection step to be com-
pleted prior to transferring data to the host computer. Therefore, instead
of sending images, these smart cameras only output the pixel coordinates
of the particles’ barycenter, resulting in data transfer reduction by several
magnitudes. Their PTV system was the first to demonstrate the potential
of real-time three-dimensional particle tracking [69].
Parallel processing
After steadily increasing for over 30 years, central processing unit (CPU)
clock rates have begun to level off in the last decade due to the emergence of
heat dissipation limitation. Consequently, CPU manufacturers have recently
shifted their focus to multi-core processors, leading to a paradigm shift in
computer programs. Substantial attention has been given to parallel compu-
tation technology. As a computationally intensive process, particle tracking
has been predicted to be able to benefit from utilizing parallel processing
[110; 144]. However, very few parallel particle tracking algorithms have been
developed primarily because of the inherent serial nature of the workflow.
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Barker [7] circumvented the difficulty by using a temporal decomposition
strategy. All the image frames containing 3D particle positions were de-
composed into multiple sets of consecutive frames. These frame sets were
distributed among a group of processors. Trajectories were first constructed
locally in each processor and then merged into longer global trajectories.
This parallel algorithm showed very promising speedup and scalability on
multi-core workstations and high performance clusters. Results showed the
measurement systems can achieve real-time 3D PTV with a response lag of
less than 0.5 s.
2.2.5 Other non-optical tracking methods
Although optical cameras are most commonly used in particle tracking
systems, a number of other instruments have also been explored as the par-
ticle detecting element including acoustic Doppler velocimetry, silicon-strip
detector and X-ray detector. These devices provide distinct advantages over
cameras, including less requirement for lighting and background, consider-
ably higher spatiotemporal resolution, ability to probe opaque spaces, etc.
Acoustic Doppler velocimetry has been widely reported [15; 94; 96; 114].
An ultrasonic plane wave of a fixed frequency was emitted. An array of receiv-
ing transducers recorded the ultrasound scattered by the particles whose ve-
locity was related to the Doppler frequency shift. Mordant et al. [94; 96] mea-
sured Lagrangian velocity in a turbulent flow produced between two counter-
rotating disks. Neutrally buoyant polystyrene particles with diameter 250µm
were seeded in the flow with turbulent Reynolds number Reλ = 740. The
velocity data were recorded at a sampling frequency of 6500 Hz. The authors
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found that the second order statistical quantities such as structure function of
Lagrangian velocity were consistent with Kolmogorov scaling in the inertial
range. They also observed strong fluctuations at small scales and related such
intermittency to long time correlations of Lagrangian velocity. The studies
provided new perspective of stochastic models of turbulent dynamics.
Voth et al. [161] presented a particle tracking system based on silicon
strip detector that further enhanced the temporal resolution. The system
consisted of two orthogonal detectors that each contained 512 charge sen-
sitive strips. The replacement of a two-dimensional CCD sensor with two
one-dimensional sensors significantly improved the sampling rate. The sys-
tem was able to record at 70 000 Hz. Several studies [92; 93; 95; 111; 160]
successfully applied the system to turbulent flows of Reynolds number up to
Reλ = 970. Voth et al. [160] investigated particle acceleration in a turbulent
flow produced between two counter-rotating disks. The particle tracking
system was able to measure positions with spatial resolution 1/40 of the
Kolmogorov distance, and temporal resolution 1/20 of the Kolmogorov time.
The results confirmed the Heisenberg-Yaglom prediction of acceleration scal-
ing. It was also pointed out that Lagrangian acceleration was extremely
intermittent and the intermittency increased with Reynolds number.
Recently researchers have developed instrumented particles that incor-
porate sensors capable of measuring local quantities such as temperature
[34; 131]. Shew et al. [131] developed a neutrally buoyant and wireless tem-
perature sensor that consisted of a 21 mm diameter capsule, four thermistors,
a radio emitter, and a battery. Gasteuil et al. [34] used the sensor to ob-
tain simultaneous measurements of position and temperature in a Rayleigh-
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Bénard convection flow at Ra ∼ 1010. The smart particle shows it is possible
to make Lagrangian measurement of temperature in fluid flows (Figure 2.3).
However, the size of the particles is relatively large compared to traditional
tracer particles, which limits their application in turbulent flows. But further
miniaturization of the devices will make them promising tools to investigate
diverse aspects of Lagrangian turbulence.
Lee and Kim [78] developed an X-ray particle tracking velocimetry that
used X-ray as the light source instead of visible light as in conventional PTV.
The authors used this system to measure the sizes and velocity vectors of
microbubbles rising through a liquid medium in an opaque tube (Figure 2.4).
This technique showed the capability of distinguishing overlapped microbub-
bles without multi-camera view.
Hoyer [55] presented a 3D scanning particle tracking velocimetry (SPTV).
While the entire flow field is illuminated in conventional PTV, the region of
interest is recorded by sequential tomographic high-speed imaging in SPTV.
Consequently SPTV allows a much higher particle seeding density which im-
plies a considerable increase in spatial resolution and statistical significance.
Hoyer reported that SPTV yielded 3500 velocity vectors per unit time step
in a 20 × 20 × 20 mm3 observation volume using a single camera. However,
the memory of the camera limited the measurment duration to only 4 s.
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Figure 2.3: Temperature profile along particle trajectories in turbulent
Rayleigh-Bénard convection in a square domain. Colorbar represents tem-
perature in Celsius. Figure reprinted with permission from Gasteuil et al.,
”Lagrangian Temperature, Velocity, and Local Heat Flux Measurement in
Rayleigh-Bénard Convection,” Phys. Rev. Lett., 99, 2007. Copyright (2007)
by American Physical Society
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Figure 2.4: Instantaneous distribution of size and velocity of microbubbles
rising through a 0.01 M NaCl solution in a opaque tube visualized by an
X-ray PTV system. Figure reprinted with permission from Lee and Kim,
”Simultaneous measurement of size and velocity of microbubbles moving in
an opaque tube using an X-ray particle tracking velocimetry technique,” Exp.
Fluids, 39, 2005. Copyright (2005) by Springer
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2.3 Lagrangian Particle Tracking in turbu-
lence research
As a volumetric and non-intrusive approach, LPT provides a powerful
means in investigating turbulent flows. Its applications include the dynamics
of inertial particles in turbulent flows, fundamental research in turbulence,
and pressure field estimation. This section reviews several examples of such
studies.
2.3.1 Particle dynamics
Understanding the dynamics of particulate matters transported in tur-
bulent flows has direct relevance to many natural and engineering systems
such as cloud formation, pollutant dispersion, and combustion of liquid fuel
sprays. Neutrally buoyant particles whose sizes are sufficiently small are be-
lieved to behave as infinitesimal fluid elements. On the contrary, inertial par-
ticles may not follow the underlying flow for two reasons: density mismatch
and/or finite size that is larger than the dissipation scale [15; 105; 114; 154].
Therefore, particle dynamics (affected by particle size, density and shape)
should be carefully determined according to the scale of flow.
Traditionally, the Stokes number St, defined as the ratio between particle
response time τp and the Kolmogorov time scale of the carrier flow τη, is used
to estimate the fidelity of a certain type of particle. For St  1, particles’
behavior resembles that of ideal fluid tracers; for St  1, the particles’
trajectories are expected to noticeably deviate from the streamlines [179].
However, recent researches have cast doubt on the significance of St for
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representing how well inertial particles will flow the underlying flow. Qureshi
et al. [114] experimentally studied the dependence of Lagrangian statistics
of neutrally buoyant particles on their sizes in nearly isotropic grid generated
turbulence. Particles were tracked in a wind tunnel by 1D Lagrangian acous-
tic Doppler velocimetry. The dimensionless size of the particles φ = D/η (η
is the Kolmogorov dissipation scale) ranged from 7 to 25. The probabil-
ity density functions (PDF) of the Lagrangian velocity increments showed
prominent exponential tails at dissipative time scales even for the largest
particles (φ = 25). The observation demonstrated that large particles still
experience highly intermittent acceleration events as opposed to the phe-
nomenology based on Stokes number. In addition, the Qureshi et al. pointed
out that the acceleration variance decreases as the diamter increases, which
showed that larger particles are less sensitive to extreme turbulent events.
However, the PDFs of the Lagrangian acceleration collapsed for all parti-
cle diameters after being normalized by by its variance, and the normalized
PDFs are well fitted by a function previously reported for fluid tracer par-
ticles with much smaller size. Later, Ouellette [105] et al. measured the
trajectories of particles with the Stokes numbers ranging from 10−4 to 10−2
in a spatiotemporally chaotic flow. The study confirmed that only acceler-
ation variance was significantly impacted by particle inertia, while velocity
and mean acceleration remained unaffected (Figure 2.5). Although the sep-
aration between the trajectories of inertial particles and those of tracers was
evident, the single-point statistics was indistinguishable between inertial par-
ticles and their tracer counterparts. Therefore, they concluded that inertial
effects do not scale with the Stokes number as traditionally thought [105].
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Bourgoin et al. [15] extended the investigation to include the effect of particle
density. They suggested that the root mean square velocity is independent
of both particle diameter and density, and more interestingly, the quantity
coincides with the fluctuation level of the carrier flow. As new findings called
conventional theories based on the Stokes number into question, the trans-
port of inertial particles in turbulent flows remains an open question and
requires further investigation. Lagrangian particle tracking can play a key
role in understanding turbulence particle dynamics. The new knowledge of
particle dynamics provides valuable information to design particle tracking
systems especially particle seeding, as neutral buoyancy may no longer be a
constraint from a statistical standpoint.
2.3.2 Lagrangian turbulence
Virant and Dracos [158] were among the pioneers who applied particle
tracking technique to studying Lagrangian motion in turbulent flows. The
PTV technique previously developed [87; 88] was adopted to observe an open
channel turbulent flow in a laboratory flume 24 m long and 0.6 m wide. Three
Reynolds numbers were investigated: 3100, 11 600 and 20 800. Spherical re-
flective plastic particles were injected to the flow as tracers. The density
of the particles was ρp = 1020 kg/m
3, and diameter was dp = (50± 5) µm.
Under the testing conditions, it was believed that these particles would de-
viate from the velocity of infinitesimal fluid particle by less than 1%. Four
commercially of-the-shelf CCD cameras were employed to obtain a reliable
3-D measurement.
The flow was assumed to be homogeneous and stationary in each plane
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Figure 2.5: PDFs of (a) the particle velocity and (b) acceleration. The ve-
locities and accelerations are normalized by the root mean square values.
The curves for different Reynolds numbers are shifted for clarity: from bot-
tom the top, Re = 72 (square), 108 (circle), 155 (up triangle), 185 (down
triangle), 208 (diamond), and 220 (star). Solid lines represent d = 80 µm
tracers, open symbols d = 0.92 mm, and solid symbols d = 2.00 mm. The
PDFs show no statistically significant difference between the distributions
of velocity or acceleration of three different sizes for any Re tested. Figure
reprinted with permission from Ouellette et al., ”Transport of Finite-Sized
Particles in Chaotic Flow,” Phys. Rev. Lett., 101, 2008. Copyright (2008)
by American Physical Society
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Y = constant. Lagrangian measurements obtained velocity components
(u, v, w) at randomly distributed points as a function of time. Eulerian means
were first determined by averaging the corresponding quantities over each
plane of homogeneity in time and space. It was noted that the local normal-
ized mean velocity profiles u+ (y+) from three Reynolds numbers coincided
and were in good agreement with the law of the wall u+ = 2.44 ln (y+) + 5.2.
In addition, using the approximation that energy dissipation equals energy








where uτ is the friction velocity, and h is the flow height. The Kolmogorov
scales and the Taylor scale can then be calculated accordingly. The depth
averaged values are given in Table 1. The temporal resolution ∆t was
determined by the imaging frequency of the cameras which was f = 25 Hz.
Apparently, ∆t must be less than the Kolmogorov time scale τη to resolve
the turbulent motion. Yeung and Pope [177] empirically suggested that this
ratio (τη/∆t) be larger than 8 to achieve a sufficient resolution. However,
only the lowest Reynolds number condition met this heuristic.
Lagrangian analysis was performed by tracking long particle trajectories.
The velocity correlation functions characterized by temporal separation were
easily derived and later used to estimate the integral length and time scales
of the flow. The estimates showed satisfactory agreement with empirical
relations [8].
The statistics of Lagrangian acceleration was also characterized. It was
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found that the acceleration components followed an exponential rather than
a Gaussian distribution. The large kurtosis indicated the acceleration was a
highly intermittent quantity, and its intermittency decreased with Reynolds
number. However, the trend was questioned by later findings that indicated
the level of intermittency increased with Reynolds number [111; 160].
In summary, limited mainly by the system’s temporal resolution, the au-
thors did not provide thorough analysis or significant conclusion. Nonethe-
less, as a preliminary attempt, the work demonstrated the capability of parti-
cle tracking technique in investigating turbulent flows. For instance, it could
be used to validate various turbulence models and the underlying assump-
tions. The next part will review later studies that took the technique to the
next level.
A series of papers was published on measuring particle acceleration in
turbulent flows using Lagrangian particle tracking [111; 160–162]. Instead of
traditional optical cameras, particle trajectories were recorded by a sensitive
photodiode which could image up to 70 000 frames per second. The increased
temporal resolution allowed the Kolmogorov scales to be fully resolved at
much higher Reynolds number than previously achieved. The turbulent flow
was generated between counter-rotation disks with rotation rates ranging
from 0.15 Hz to 7.0 Hz in a cylindrical water tank. The authors attempted
to test the long-standing Heisenberg-Yaglom prediction about the scaling of
acceleration variance.
〈aiaj〉 = a0ε3/2ν−1/2δij (2.3.2)
where a0 is a universal constant. The acceleration variance was observed
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to scale very well with the r.m.s. velocity ũ9/2, which verified Equation
considering ε = ũ3/L. The scaling was observed over nearly 7 orders of
magnitude in acceleration variance, and nearly 2 orders of magnitude in
velocity variance. The scaling constant a0 was also calculated. The constant
showed an evident dependence on Reynolds number for Reλ < 500, which was
qualitatively consistent with DNS results [156]. However, at high Reynolds
number (Reλ > 500), a0 appeared to be universal (a0 ≈ 6) as predicted by
Heisenber-Yaglom scaling. The results are shown in Figure 2.6.
In addition, acceleration was found to be a highly intermittent variable,
indicated by the long exponential tails in its probability density function. The
authors [158] routinely observed extremely violent events such as the accel-
eration rising to 16 000 m/s2, 40 times the r.m.s. value. The 4th moment,
kurtosis, was derived to quantify the level of intermittency. This quantity
increased with Reynolds number, which overturned previous findings [158].
Particles with various sizes and densities were also tested. The results
showed that density mismatch only slightly affected acceleration variance,
while the size of particles had a stronger impact. But the impact was evi-
dent only for outside of 10 standard deviations. Within the range, the shape
of acceleration distribution concurred for different particle sizes. It was pro-
posed that the acceleration variance would scale as 〈a2〉 ∼ d−2/3 (d is particle
diameter) for larger particles if viscosity in Equation (2.3.2) was substituted
by ν ∼ ε1/3d4/3, and below a certain particle size acceleration would become
independent of d. The limited data were consistent with this scaling but
more tests were recommended.
In conclusion, via adopting high resolution measurement technique, the
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Figure 2.6: Acceleration scaling constant a0 as a function of Reλ. Open
red circles indicate a transverse component and open red squares the axial
component of acceleration variance. Blue triangles [156] and green circles
[40] represent direct numerical simulation results. The inset shows the ra-
tio of the a0 for transverse and axial components. The figure shows a0 to
be anisotropic and to depend significantly on Re. The transverse compo-
nent variance is consistently larger than that of the axial component. The
anisotropy diminishes as Reynolds number increases. Additionally, a0 for
both components increase with Reynolds number till Reλ ≈ 500, which is
consistent with DNS data. However, a0 remains approximately constant for
500 ≤ Reλ ≤ 970, suggesting that K41 scaling is attained in this range.
Figure reprinted with permission from La Porta et al., ”Fluid particle accel-
erations in fully developed turbulence,” Nature, 409(6823):1017-1019, 2001.
Copyright (2001) by Nature Publishing Group.
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authors [111; 160–162] were able to assess acceleration scaling that was dif-
ficult to determine for conventional LPT systems. The results confirmed
the Heisenberg-Yaglom scaling based on K41 theory in the range of high
Reynolds numbers (500 ≤ Reλ ≤ 970). The acceleration statistics and par-
ticle dynamics were also discussed. These papers set an excellent example
of the significance of LPT when equipped with sufficient resolution. The
technique was expected to continue to be essential in future measurements.
2.3.3 Pressure field calculation
Pressure field information is essential to estimate fluid dynamic forces
such as drag, lift and torque. However, direct measurement of pressure field is
impractical in some circumstances, especially low pressure gradient field such
as room air flows. Lagrangian particle tracking, as a non-intrusive method,
provides an alternative to estimate pressure field from spatiotemporal data
of velocity field.
Murai [98] successfully applied particle tracking to estimate the pressure
field around a Savonius turbine. The turbine was mounted in a water tunnel,
measuring 100 mm in height, 100 mm in width, and 2000 mm in length. The
problem was simplified as a two-dimensional flow. The experiments were
carried out at Reynolds numbers around 104. The density and the mean
diameter of the tracer particles were 1030 kg/m3 and 300 µm, respectively.
Figure 2.7 shows a schematic diagram of the flow and the instantaneous
velocity vector. The pressure estimation scheme consisted of two steps: first,
the Lagrangian velocity data was interpolated onto an Eulerian uniform grid;
secondly, an equation relating pressure to velocity was solved.
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Figure 2.7: Images of the Savonius turbine. (left) Particle pathlines pho-
tographed by a high-speed camera. (right) Instantaneous velocity vectors.
Figure reprinted with permission from Murai et al., ”Particle tracking ve-
locimetry applied to estimate the pressure field around a Savonius turbine,”
Meas. Sci. Technol. 18 (2007) 2491-2503. Copyright (2007) by IOP Pub-
lishing Ltd.
The authors interpolated the Lagrangian velocity on an Eulerian uniform
grid based on a fourth-order ellipsoidal differential equation. The resulting
Eulerian velocity, therefore, was third-order continuous in space and time.
This interpolation scheme was tested in their previous study [58], and showed
remarkable improvement over conventional methods such as Laplace solvers
when the original Lagrangian data were scattered sparsely in space and time
relative to the scales of interest. Subsequently, the Eulerian velocity was
substituted into three different types of pressure-estimating equations, i.e.
the pressure Poisson equation (PPE) (2.3.3) and the Navier-Stokes (N-S)
equation (2.3.4), and N-S equation with sub-grid turbulence models (2.3.5)
(2.3.6).
1. The pressure Poisson equation
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Figure 2.8: Pressure field estimated by the Poisson equation (2.3.3). (left)
Dirichlet boundary condition. (right) Neumann boundary condition. Figure
reprinted with permission from Murai et al., ”Particle tracking velocimetry
applied to estimate the pressure field around a Savonius turbine,” Meas. Sci.
Technol. 18 (2007) 2491-2503. Copyright (2007) by IOP Publishing Ltd.
The pressure Poisson equation is obtained by applying a divergence op-
erator to the Navier-Stokes equation and using the divergence theorem.
∇2p = −∇ · (u · ∇) u (2.3.3)
2. The Navier-Stokes equation











3. The sub-grid model
The authors suggested that when the cell Reynolds number Rec =
Uδ/ν, (δ being the grid size), was larger than 50, additional stress
terms must be included in the viscous term in the N-S equation to
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represent small scale turbulent fluctuations. The Smagorinsky model
[139] (2.3.5) was considered.











However, it was noted that the model could not express the backscatter
(i.e. energy transferred from small scales to large scales) [52]. Conse-

































The angle bracket and upper bar denoted grid averaging and time av-
eraging, respectively.
The pressure fields around the Savonius turbine at various attacking an-
gles were successfully obtained by all three methods (Figure 2.8). Addi-
tionally, torque, drag, and lift coefficients were calculated by integrating the
pressure distribution over the surface of the blades. The results qualita-
tively demonstrated the possibility of estimating pressure field by Lagrangian
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Particle Tracking. Both Dirichlet and Neumann boundary conditions were
applied. The PPE based method was found to be sensitive to boundary
condition which may be difficult to determine, while the N-S based method
could estimate the pressure field with reasonable accuracy without imposing
exact boundary conditions.
As particle tracking is inevitably compromised by random image noise.
The methods were also tested with various levels of artificial noise added
to the original measurement data. It was found out that the Poisson based
method was very robust against image noise, while the Navier-Stokes based
approach was sensitive. Nonetheless, the large wavelength structures per-
sisted; hence, low-pass filtering of pressure field may alleviate the problem
for the N-S based method. The authors thus concluded that the Navier-
Stokes based method was overall preferable.
For the sub-grid scale models, the authors compared the torque coefficient
computed from different models with experimentally measured value. The
Smagorinsky model gave the closest prediction, while the Bardina model and
the Navier-Stokes without sub-grid scale model slightly overestimated the
torque coefficient. But the difference was within 3%, which was attributed
to the fact that the Reynolds numbers were only moderate (104) and thus
the effect of turbulence not resolved by the grid was negligible. This study
explored another interesting application of Lagrangian particle tracking. It
demonstrated the capability of the technique to accurately estimate pressure
field and related forces in an unsteady flow. In addition, with the inclusion
of sub-grid scale models, the method was also applicable in turbulent flows
with reasonable precision. A more detailed evaluation of the sub-grid scale
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models at higher Reynolds numbers would likely lead to important findings
about turbulence modeling. Furthermore, a quantitative comparison of the
estimated pressure field with benchmark data would better characterize the
accuracy of each method.
2.4 Summary and Outlook
This review summarizes the principle and development of Lagrangian
particle tracking. Several studies are also presented and their merit and lim-
itations are discussed, which demonstrated the capability of LPT in various
applications. There have been tremendous progresses in both hardware and
algorithm, from the first prototype to today’s real-time high resolution sys-
tems. The technique has shown promising potential in advancing our knowl-
edge about turbulent flows and related problems. Challenges remain, how-
ever, as real-world turbulence often involves different turbulence-generation
mechanisms (e.g. thermally induced turbulence), anisotropies, and nonho-
mogeneity.
In addition, careful attention must be paid to measurement errors with
resolution continuing to increase. For instance, the uncertainty in velocity is
proportional to 1/∆t if the uncertainty in particle position remains the same,
which means the error increases with increasing temporal resolution rather
than diminishes. Therefore, further development of detecting and tracking
algorithms is of great importance.
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Chapter 3
On the Lagrangian Features of
Circular and Semicircular Jets
via 3D Particle Tracking
Velocimetry1
3.1 Introduction
Turbulent jets from non-circular pipes are ubiquitous in engineering ap-
plications. Detailed characterization of the turbulence induced by such flows
is needed in a broad spectrum of practical problems related to scalar trans-
port, mixing, and momentum exchange, among others. Most research efforts
have placed their attention on jets from circular nozzles and, only to a lim-
1J.-T. Kim, Z. Zhang, A. Liberzon, Y.Zhang, and L.P. Chamorro. Exp. Therm Fluid
Sci., 77:306-316, 2016
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ited extent, complex geometries. Various investigations show that jets share
a number of similarities regardless of the geometry of the nozzle or pipe gen-
erating the jet. For instance, a recent work of Bejan et al. [11] suggests that
the mean velocity distribution of turbulent jets from rectangular nozzles of
width b becomes axisymmetric as close as x/b ∼ 10, where x is the distance
from the jet origin. Hashiehbaf et al. [45] investigated circular and non-
circular synthetic jets from sharp-edge orifices, and found that self-similarity
of the axial velocity distribution is achieved at x/dh > 5, where dh is hy-
draulic diameter. Mi et al. [90] investigated the centerline flow statistics of
jets from nine differently-shaped nozzles, and pointed out that in the interme-
diate field, x/dh ≥ 10, the fluctuating velocity probability density function
(pdf) exhibits Gaussian distribution irrespective of the nozzle shape. Al-
though self-similar behavior in circular jets is suggested to hold at x/dh>30
[57; 107], numerous experimental evidence indicates that this feature depends
on the flow statistics. For example, Di et al. [26] observed self-similar velocity
distribution in axisymmetric synthetic jet as close as x/dh = 6, whereas the
Reynolds shear stresses self-similarity started at x/dh = 25. Cater and Soria
[17] found that synthetic jets reached a self-similar velocity at x/dh = 15.
Several experimental techniques have been used to characterize and un-
cover the dynamics of complex jet flows. Point measurements with hotwire
anemometry have been extensively used to study, for example, the effect of
nozzle shape on the mixing along the jet axis [91], characteristics of jet im-
pingement cooling [174], the influence long slot nozzle geometry on a plane
jet [25], and turbulence characteristics of jets from a triangular orifice [113].
Particle image velocimetry (PIV) has been used to investigate synthetic jets
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issuing from different non-circular nozzle shape at high Reynolds numbers
[45], subcooled boiling in bubble-top jet flows [163; 164], and lobed jets [56],
among others. Tomographic PIV has also been used in planar jet flows to
characterize 3D vortex structures [130].
Another technique particularly suitable to describe a turbulent flow field
in a Lagrangian frame of reference is the so-called 3D Particle Tracking Ve-
locimetry (3D-PTV), or Lagrangian particle tracking (LPT), which allows
the reconstruction of particle trajectories within an interrogation volume us-
ing multi-view stereoscopy. It was first introduced by Chang et al. [19] and
further developed by Racca and Dewey [115]. 3D-PTV has helped to un-
derstand a number of turbulence-driven phenomena [e.g. 154], clustering of
large particles [41], open-channel flows [158], and the stagnation region of an
axisymmetric impinging jet flow [102]. In addition, 3D-PTV has been com-
pared with direct numerical simulation (DNS) of plane channel with abrupt
expansions [62] and plane Couette flows [72]. Recently, Rosi [119] has used
3D-PTV to resolve flow structures in the lower atmosphere with a domain
size of 4 m × 2 m × 2 m. Since 3D-PTV is not limited to stationary flows,
there have been extensive studies on pulsatile flows such as those in micro
silicon Y-channels flows [66] and arterial stiffness [44] as well as temporal
dispersion in aortic flows [43].
Many studies, focused on the Lagrangian dynamics of turbulence using
3D-PTV, have reported strong acceleration events [154]. La Porta et al. [74]
observed that acceleration events in excess of 1500 times the gravity can
be attained in turbulent flows. They and Voth et al. [160] found that the
probability distribution of acceleration is heavily non-Gaussian with strong
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pronounced tails. Mordant et al. [92] performed detailed measurements of
the acceleration probability to get high-order moments. Liberzon et al. [80]
studied the alignment features of total and convective acceleration statistics
in an isotropic turbulent flow. Xu et al. [173] used the Frenet-Serret frame
to study isotropic turbulence, and showed that instantaneous curvature pdf
exhibits robust power-law tails [16; 173].
In this work, we experimentally investigate some Lagrangian statistical
properties of jets from circular and semi-circular pipes sharing the same hy-
draulic diameter and Reynolds number. Two independent setups and PTV
systems are used to describe the jets at different spatial resolution. The de-
tails of the experimental setups are described in Section 2, main results are
discussed in Section 3, and main remarks are summarized in Section 4.
3.2 Experimental Setup
Jets from circular and semi-circular pipes were characterized from two
independent setups at a Reynolds number Re = UJdh/ν = 6000, where UJ
is the mean velocity at the pipe exit, and ν is the kinematic viscosity of the
fluid. The pipes were manufactured using a Stereolithography 3D printer
with a resolution of 25.4 µm. They share the same hydraulic diameter dh =
4S/P = 0.01 m, where S and P are the cross-sectional area and perimeter,
and length L=16dh. A 5.1dh long, 6.3:1 contraction area ratio preceded the
each pipe to minimize flow singularities at the pipe’s inlet. Air was used
as the working fluid in one setup, where a scalable real-time LS-PTV [6]
was implemented to describe the flow in the intermediate and far fields,
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Figure 3.1: Basic schematic an photograph of the experimental setups for
the LS-PTV and SS-PTV.
x/dh ∈ [15, 40], within a large interrogation volume covering ∼25dh × ∼10dh
× ∼10dh in the streamwise, spanwise and vertical directions. The other setup
used water as working fluid. There, high-resolution flow measurements were
performed with a SS-PTV [63] in a small region of ∼4dh × ∼4dh × ∼4dh
within the intermediate field x/dh ∈ [14.5, 18.5] for detailed characterization.
Basic schematics of the two setups are illustrated in Figure 3.1, and details





14.5− 18.5 15− 40
fs(Hz) 550 120




< p/t > ∼ 500 ∼ 100
φr ∼ 0.76 ∼ 0.71
Nt
∼ 2.1× 105 (C)
∼ 1.7× 105 (S)
∼ 0.9× 105 (C)






Table 3.1: Summary of the experimental conditions for the LS-PTV and
SS-PTV setups. fs is frame rate of the data acquisition, < p/t > is the
average number of detected particles at each frame,φr is the link ratio of
3D reconstructed particles to flow trajectories, Nt is total number of flow
trajectories, and Np is total number of flow particles in the circular (C) and
semi-circular (S) pipes.
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3.2.1 LS-PTV and air-jet setup
In this setup, air flow was released from the pipes in an unbounded,
quiescent room at a fix rate. The jets were seeded with neutrally buoyant
Helium filled soap bubbles (HFSB) from a SAGE Action Model 5 bubble
generator. The bubbles were illuminated by four LED light panels, each
containing 500 individual light emitting diodes. The flow was supplied by
a 150 W 2700 rpm variable speed vane axial fan located upwind of a 0.41
m long, 0.19 m diameter ID Stainless Steel conduit. A 105 mm long flow
straightener made from 4 mm diameter straws was used to reduce mean
flow shear. The diameter of the helium filled soap bubbles (HFSB) is 3 mm
(±2mm); a mini-vortex filter was used in the bubble generator to release only
naturally buoyant particles. To minimize irregular bubble shape in cameras,
a weighted-average method based on the light intensity is used to determine
the coordinate of bubbles’ centroid
The particle tracking hardware consisted of six OptiTrack Slim 3U 120
Hz cameras with a resolution of 640×480 pixels. The cameras were equipped
with field-programmable gate array (FPGA), which enabled an on-board im-
age processing using the weighted average of the particles image intensity.
The coordinates of particle centroids were then transferred to the computer
for processing. The stereoscopic correspondence was established based on a
four camera match criterion and the temporal tracking employed a minimum-
acceleration algorithm [6]. On-board image processing and the parallel algo-
rithms significantly expedited the whole process, making the LS-PTV sys-
tem real-time. The cameras were calibrated from a planar calibration target,
containing 44 fiducial points, over 50 orientations. The calibration algorithm
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allowed to set the focal length, principle point and distortion coefficients that
minimized the reconstruction error in the 3D positions of detected particles.
The root mean square error of the detected particles in space was 0.23 mm.
The flow was observed for 20 min, with roughly 100 particles (bubbles)
detected at each time step. The average link ratio of available 3D particles to
the formation of flow trajectories was 0.71 with a total number of trajectories
of 0.9×105 for the circular pipe, and 0.7×105 for the semi-circular pipe.
Figure 3.2: Sample trajectories (5,000) and grid-interpolated axial velocity
from circular and semi-circular jets using the LS-PTV.
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3.2.2 SS-PTV and water-jet setup
The jets were released in a quiescent water body from fully submerged
pipes, far from the walls and free surface. The pipes were located as a
cantilever in a lateral wall of a 2 m × 0.4 m × 0.4 m rectangular tank. The
pipe/tank system operated in a close loop mode, using a 2.5 dh diameter PVC
conduit and a Taco 007-SF5 Stainless Steel circulating pump. To minimize
potential vibrations of the pipes during experiments, a supporting structure
was fabricated to hold the pipe at the middle span. The jets were seeded with
100 µm diameter silver-coated hollow ceramic spheres of 1.1 g cm−3 density,
manufactured by Potters Industries, LLC. The associated Stokes number,
St, resulted to be between 0.001 and 0.01. The particles were illuminated
by five Stanley Lithium Ion Halogen Spotlights, which were aligned to the
interrogation volume with a plano-convex magnifying lens of focal distance fo
= 450 mm. In addition, a mirror was placed below the interrogation volume
to enhance illumination.
Images were captured with a Mikrotron EoSens 4CXP MC4082 high-
speed camera at 550 fps and 4 MP (2048×2048 pixels) resolution. A Nikon
AF Micro-Nikkor 60 mm with a focal ratio f/2.8D lens was used to maximize
the focus on the selected interrogation volume, which was set to ∼4dh × ∼4dh
× ∼4dh. Multiple camera angles/views were captured with a four-view image
splitter, manufactured by Photrack AG. This image splitter consisted of a
slanted, pyramid-shaped primary mirror set and four adjustable secondary
mirrors [55]. The SS-PTV was calibrated using a customized 3.5dh × 3.5dh ×
3dh 3D-target block [63]. The RMS of the recognized calibration targets were
7.3 µm, 5.7 µm and 141.7 µm, in the streamwise x, spanwise y and vertical
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z directions. The relative higher error in the vertical direction was due to
small angles views in that direction. Optimization of the system and details
of the calibration process can be found in [63]. Approximately 500 particles
were detected in each of the four views at any given instant of the three sets
of 10,000 four-images (volumes) acquired, i.e., 30,000 total volumes. Data
was processed using the open source software, OpenPTV (www.openptv.net),
from a calibration to the trajectory data. The average link ratio was 0.76
with a total number of trajectories of 2.1 × 105 for the circular pipe, and 1.7
Figure 3.3: Sample trajectories (20,000) and grid-interpolated axial velocity
from circular and semi-circular jets using the SS-PTV.
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Figure 3.4: Shape factor SF at U/U0 = 0.75 level obtained at various
streamwise-oriented planes for the circular and semi-circular jets; a) LS-PTV,
b) SS-PTV. The SF of the pipes cross-sectional section are included as a ref-
erence.
Figure 3.5: a) Inverse of the axial velocity along the circular jet core (Uj/U0)
compared with experimental data and theory; b) non-dimensional axial ve-
locity distribution as a function of the non-dimensional radial distance for
the circular jet.
× 105 for the semi-circular pipe.
The summary of experimental conditions of LS-PTV and SS-PTV are
described in Table 3.1, and further discussions on the accuracy and validation
of each system can be found in [63] for LS-PTV and [6] for SS-PTV.
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3.3 Results
A sample of 5000 trajectories from the LS-PTV, and grid-interpolated
streamwise velocity component for the entire trajectory data (144,000 vol-
umes) are shown in Figure 3.2 for both circular and semi-circular pipes.
There, mean velocity U is normalized by the jet velocity at the pipe exit
UJ . The spatial domain shown includes x/dh ∈ (15, 40), y/dh ∈ (−5, 5), and
z/dh ∈ (−5, 5), where the origin (x, y, z) = (0, 0, 0) is located at the center of
the pipe exit. It is worth pointing that in this LS-PTV setup, the background
flow is not seeded; consequently, the monotonic expansion of the particle tra-
jectories are from the jet. The interpolated mean flow in the Eulerian frame
is illustrated in three streamwise-oriented planes x/dh = 20, 27.5, 35, one
horizontal plane z/dh = 0 and one vertical plane y/dh = 0. Eulerian descrip-
tion of velocities is computed by interpolating Lagrangian scattered data
into a grid using triangulation-based natural neighbor interpolation method.
Those views indicate no relevant differences between the two pipes, and show
the main features of the mean flow, i.e., maximum velocity at the jet core,
and the velocity decrease with axial and radial distances.
The counterpart description from the SS-PTV is shown in Figure 3.3.
There, 20,000 sample trajectories are included, and the entire data (30,000
volumes) is used to get the mean axial velocity within x/dh ∈ (14.5, 18.5).
Note that in this setup the jet and background medium are seeded, which
is evident from the fully filled volume, and the very short trajectories near
the volume edges. Mean velocity distribution from the two setups matches,
showing axisymmetric tendency respect to the jet center with the 50 % exit
velocity at the core of x/dh = 15. It is important to stress that the trajecto-
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Figure 3.6: Selected iso-velocity contours defining the radial limit of the
regions used to get Lagrangian statistics. a) LS-PTV, circular jet; b) LS-
PTV, semi-circular jet; c) SS-PTV, circular jet; d) SS-PTV, semi-circular
jet.
ries from the two systems are used in a complementary way to get statistical
description of the flow. The SS-PTV offered well-resolved high density tra-
jectories, while the other covered an extended region.
Using these grid-interpolated velocity field, the PTV techniques were
tested with experimental data [6; 31; 172], and theory. First, we computed
the shape factor SF = P/A1/2, where P , and A are the perimeter and the
area contained by an iso-velocity contour USF in a given streamwise-oriented
plane [11]. We selected USF = 0.75U0, where U0 is the core velocity at a spe-
cific streamwise location. Figure 3.4 illustrates the shape factor of the two
jets with the a) LS-PTV every x/dh = 0.5, and b) SS-PTV every x/dh = 0.2.
Horizontal lines indicating SF = 2π1/2 and ∼4.1 of the circular and semi-
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circular pipes are included as a reference. The plot shows that SF ≈ 2π1/2
along the full span independent of the pipe shape, which agrees with recent
work by Bejan et al. [11]. The grid-interpolated data (Eulerian frame) also
shows a self-similar features of the velocity distribution in the two pipes. Fig-
ure 3.5a illustrates the (inverse) normalized axial velocity (UJ/U0) along the
centerline for the SS-PTV. It shows good agreement with other experimental





where x0 = 4 and B = 5.8 [57]. In addition, Figure 3.5b illustrates the self-
similar distribution of the mean axial velocity as a function of the normalized
Figure 3.7: Categorized particles in the regions I to V. For clarity, only 2000
frames are shown from the LS-PTV, and 1000 frames from the SS-PTV.
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Figure 3.8: PDF of the non-dimensional streamwise velocity fluctuations
u′/〈u′2〉1/2 at various streamwise locations for the circular (top), and semi-
circular(bottom) jets. Plots are shifted 0.3 vertically for each streamwise
location. Dashed line represents a Gaussian fit.
radial distance r/r1/2(x), where r1/2(x) is the half width.
The mean 3D velocity field is then used to define several volumetric re-
gions, where trajectories are recognized and used to get Lagrangian statis-
tical description of the flow at various regions. The underlying idea is to
account for the trajectories sharing similar flow characteristics. Five re-
gions are defined by iso-velocity levels within a given streamwise interval as
follows: Region I: U/U0(x) ∈ [0.9, 1], Region II: U/U0(x) ∈ [0.7, 0.9], Re-
gion III: U/U0(x) ∈ [0.5, 0.7], Region IV: U/U0(x) ∈ [0.3, 0.5], and Region
V: U/U0(x) ∈ [0.1, 0.3]. Selected boundaries between regions (U/U0(x) =
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Figure 3.9: PDF of the normalized acceleration a/〈a2〉1/2 at various stream-
wise locations. Subplots show the PDF in semi-log scale.
0.9, 0.7, and 0.5) are illustrated in Figure 3.6 for the two pipes along the
two interrogation volumes. These contours exhibit a smooth conical-like
expansion with slightly larger diameter for the jet from the semi-circular
pipe. Categorized Lagrangian sample trajectories are illustrated in Figure
3.7, which includes 1000 and 2000 frames for the SS-PTV and LS-PTV.
The probability density function (pdf) of the non-dimensional streamwise
velocity fluctuations u′/〈u′2〉1/2, where 〈 〉 is the time average operator, at
each region is shown in Figure 3.8 for the SS-PTV data (for brevity, the LS-
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PTCV is not included). There, regions extend ∆x/dh = ±0.25 around the
indicated location, and the Gaussian fit is included as a reference. Regions I,
II and III exhibit a Gaussian distribution (shown only half portion), which
in agreement with measurement along the centerline [90]. However, region
IV shows some departure from the Gaussian distribution. This trend is more
evident and stressed in region V, where the pdf is characterized by a positively
skewed distribution, i.e., the mode and median of the normalized fluctuating
velocity smaller than the mean. The pdfs in the region IV and V shows
spreading towards negative fluctuations, indicating that the jets strongly
interact with the background (quiescent) flow and entrainment occurs in
these regions
The corresponding pdfs of the particle acceleration, a/〈a2〉1/2, are shown
in Figure 3.9 (here ∆x/dh = ±0.5). They show symmetric distributions with
heavy tails. Their peaks increase and tails become heavier with the radial
distance from the jet core, indicating that the incident of near-zero stream-
Figure 3.10: PDF of the non-dimensional particle accelerations a/〈a2〉12 in
the combined regions I-III and IV-V for the SS-PTV. a) circular jet; b) semi-
circular jet.
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Figure 3.11: High-order moments (2nd, 4th, 6th) of the particle acceleration
pdf for the SS-PTV.
wise acceleration is more probable in the outer region. A combined bulk
characterization of the acceleration pdf along the extent of the small inter-
rogation volume with six decade resolution is shown in Figure 3.10. This is
used to get the 2nd, 4th and 6th order moments of the acceleration (a2jP (a),
j=1, 2, 3) and shown in Figure 3.11. These statistics do not exhibit substan-
tial differences between the jets, and show similar trends with experimental
works in highly turbulent flows by Bodenschatz et al.[10; 74], which indicate
plateaus on the order of 10−3, 100 and 103 for a2P (ã), a4P (ã) and a6P (ã).
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Further inspection on the acceleration statistics, including additional cases,
will be addressed in depth in the next article.
The characterization of the flow trajectories also allow for the estimation
of the representative curvature distribution within the various regions using
the so-called Frenet-Serret frame. This approach describes the changes of
the orthonormal vectors (tangential, normal, binormal) along the local coor-
dinate. Of particular relevance is the curvature κ at a specific point along




where t̂ = dr/ds is the tangent unit vector of the trajectory and r is the
position vector of the particle as a function of time, which can be written
as a function of the intrinsic parameter s. The associated pdf of the non-
dimensional curvature κ × dh from the LS-PTV, illustrated in Figure 3.12,
Figure 3.12: PDF of the trajectory curvature in the combined region IV-V
with ∆x/dh = 2.5 from the LS-PTV. a) circular jet; b) semi-circular jet.
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reveals distinctive differences between the jets. There, emphasis is placed
on the characterization along the streamwise distance; regions IV and V are
combined and ∆x/dh = 2.5. Overall trend of curvature pdf from both jet
flows shows robust power-law tails, similar to the work by Xu et al [173].
The circular jet exhibits a ∼self-similar distribution of the curvature pdf
throughout the investigation volume from the LS-PTV. Although the flow
Figure 3.13: PDF of curvature normalized by the hydraulic diameter at
various streamwise locations. Subplots show PDF in semi-log scale.
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from the semi-circular pipe shows the self-similar behaviour at the far field,
it exhibits a noticeable variation in the intermediate field (SS-PTV) with
lower peak and wider distribution. Detailed examination of the curvature
pdf along the distance from the jets core (individual regions) is performed
from the SS-PTV data and illustrated in Figure 3.13, at x/dh = 15.5, 16.5
and 17.5 with ∆x/dh = 1. In contrast to the acceleration pdf, the curvature
exhibits higher peak with heavier tail in the region closer to the jet core. This
correlates with inverse relation between curvature and acceleration. It is also
noted that the circular pdf shows higher peak with more skewed distribution
than the semi-circular pdf for a given region.
Furthermore, Figure 3.13 provides qualitative information on the behavior
of flow paths in jets. Near the jet core, flow is expected to move more straight
due to the reduced mean shear, resulting in low curvature; whereas in the
outer region, flow paths are complex due to mixing and entrainment, resulting
in higher curvature. Although the curvature pdf from the two pipes shows
wider distribution and reduced peak with increasing radial distance, there
are clear differences associated to the footprint of nozzle shape. The jet
from the semi-circular jet exhibits significantly smaller peaks and wider pdf
distribution. To quantify this, the non-dimensional curvature κ0 at which
the cumulative density function CDF = P (κ̃ ≤ κ0) reaches 0.9 is shown in
Figure 3.14. κ0 increases about two orders of magnitude with the distance
from the core (increasing region) and the semi-circular jet shows consistently
higher values, suggesting a strong footprint of the nozzle geometry.
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Figure 3.14: Curvature κ0 where CDF = P (κ̃ ≤ κ0) = 0.9 for various
streamwise locations of circular and semi-circular jets.
3.4 Summary
The intermediate field of jets generated by circular and semi-circular pipes
are inspected using two PTV systems in a complementary way. The ap-
proach allow to obtain flow features from Eulerian (first order statistics) and
Lagrangian frames. Grid-interpolated velocity field confirmed recent find-
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ings on the negligible effect of the pipe cross section on the mean velocity
distribution [11]. Flow trajectories are sorted in various regions defined by
iso-velocity contours to infer the pdf of fluctuating velocity, axial acceleration,
and curvature. In particular, the pdf of streamwise Lagrangian acceleration
for both jets shows similar non-Gaussian distributions with heavier tails and
higher peaks as increasing the radial distance from the jet core. However,
the pdf distribution of the curvature shows distinctive differences between
the flows from the two pipes. A self-similar distribution was obtained only
in the circular jet at a given region with donwstream distance. The extended
field of view from the LS-PTV reveals that the jet from the semi-circular
pipe exhibits a noticeable variation with distance. A closer look from the
SS-PTV indicates that the overall peaks of the curvature pdf are lower in
the semi-circular jet. This difference is quantified by computing the curva-
ture CDF and suggests more mixing in the semi-circular jet. The statistical
properties of other acceleration components and related quantities such as
enstrophy respect to the radial distance from the jet core are under current
investigation.
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Chapter 4
Particle State Estimation using
Long Short-Term Memory in
Lagrangian Particle Tracking1
4.1 Introduction
Lagrangian characterization of turbulent flows is key in a broad range
of fundamental and applied problems. Turbulent diffusion, scalar transport,
and mixing are directly related to the properties of fluid trajectories [123],
and are often addressed from the Lagrangian frame of reference [104]. Several
studies have focused on the Lagrangian statistics of velocity and acceleration
in turbulent flows [64; 96; 111; 160], and showed that the acceleration is a
highly intermittent quantity and its probability distribution is non-Gaussian
with heavy tails. Lagrangian data also provide important understanding for
1This chapter is in preparation for IEEE Trans. Neural Netw. Learn. Syst.
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developing stochastic models of turbulence [176].
Among a variety of approaches, Lagrangian Particle Tracking (LPT) is
one of the most successful techniques for the investigation of the so-called
Lagrangian turbulenc [154]. LPT is also widely used in a number interdisci-
plinary fields. For example, Rosi et al. [119] studied the flow structures in the
atmospheric boundary layer. Gülan et al. [43; 44] applied the technique to
investigating aortic flows. In addition, LPT plays a key role in understanding
the transport of inertial particles in turbulent flows [15; 105]. For a detailed
description of the LPT technique the reader can refer to Kim et al. [63].
Despite various versions, most LPT systems share similar principle. The
flow is seeded with tracer particles, whose positions are then recorded by
sensors such as digital cameras at high frequency and over a sufficiently long
period of time. Important quantities such as velocity and acceleration are
estimated from the position sequence. However, there are three major chal-
lenges: 1) the detection of particle position is subject to errors. Ouellette et
al.[106] studied several particle detection algorithms including weighted aver-
age, 1D and 2D Gaussian fitting and a neural network method, and concluded
that an optimal method was yet to be found. The measurement noise may
become more significant in derivative estimates; 2) particles in a flow field
may experience non-linear transition and highly intermittent events as La
Porta et al; [111] reported. 3) particle acceleration remains correlated for a
long time [94; 153; 177]. Presently, common methods to estimate Lagrangian
velocity and acceleration include polynomial fitting [85; 93], Gaussian filter
[92], extended Kalman filter [144], and adaptive polynomial fitting [32]. Poly-
nomial fitting (fixed and adaptive) and Gaussian filter are linear models and
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only consider local information. Extended Kalman filter handles nonlinearity
by first order Taylor expansion, and thus may diverge if the process is highly
nonlinear.
In this study, we approach the problem using recurrent neural network
(RNN). According to the universal approximation theorem [24; 53; 136], a
neural network with a single hidden layer containing a finite number of neu-
rons can approximate arbitrary continuous nonlinear functions. Addition-
ally, RNN is capable of capturing long-term temporal dependencies due to
the feedback loop in its architecture. Because of the properties, RNN has at-
tracted much attension and shown promising performance in domains such as
time series and dynamic systems. Narendra and Parthasarathy [100] demon-
strated the identification and control of dynamic systems using RNN. Jaeger
and Hass [60] improved the accuracy on a benchmark problem of predicting
the Mackey-Glass chaotic time series by a factor of 2400 with RNN. The
model has also been successfully used for predicting time series data in wind
speed [4] and electricity demand [21]. We consider a specific type of RNN
- long short-term memory (LSTM) - for state estimation of particles in La-
grangian Particle Tracking. The contributions of this paper include: 1) we
train an LSTM network using synthetic trajectories with no prior knowledge
of the flow field; 2) the LSTM network is able to accurately estimate the
states of particles in a Burgers vortex. Our model is very robust against
measurement noise and results in lower root mean square errors than the
baseline methods.
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4.2 Materials and methods
4.2.1 Problem statement











where xp and up are position and velocity of the particle, v is the velocity
of the carrying flow, t is time, g is the gravitational acceleration, and τp is
the relaxation time of the particle. Assuming the flow and particles follow
the Stokes law, τp =
ρpd2p
18µ
, where ρp and dp are the density and diameter
of the particle, and µ is the dynamic viscosity of the fluid. A particle’s
motion through space and time forms a dynamic system whose state and







zt = F · st + vt
(4.2.2)
where s = [xp up ap]
T is the particle’s state containing position, velocity,





 is the measurement matrix, w is the process
noise, v is the measurement noise, and t is time step.
The problem is formulated as follows: given a sequence of noisy measure-
ments containing only position information up to time step t,
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Zt = {zi : 0 ≤ i ≤ t} (4.2.3)
derive an accurate and robust estimate ŝt of st.
4.2.2 Long short-term memory network
Long short-term memory network belongs to a family of models called re-
current neural network that follows the recursive definition st = fθ (st−1, xt),
where s ∈ Rh is the hidden state, x ∈ Rd is the input vector, t is the time
step, and f is a function of parameter θ. Note that the current state is af-
fected by the current input as well as all previous inputs. Such recurrent
connection allows the network to recover correlations that span many time
steps in the sequence. Thus RNNs can model the evolution of dynamic sys-
tems of various time scales. In practice, however, vanilla RNNs sometimes
suffer from gradient vanishing or exploding problems during training. LSTM
network was developed to deal with the issue [35; 48]. LSTM cells form the
basic units of the network as shown in Figure 4.1. In addition to the hidden
state as in vanilla RNN, an LSTM cell contains forget, input, and output
gates that regulate the information flow. These gates map the new input xt
into activations between 0 and 1. The forget gate computes the information
to be removed from the cell state. The input gate controls the amount of new
information to be incorporated in the cell state. The output gate determines
the relevant information in the cell state to be passed to the output vector.
The equations of an LSTM cell are written as:
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ft = σg (Wfxt + Ufht−1 + bf )
it = σg (Wixt + Uiht−1 + bi)
ot = σg (Woxt + Uoht−1 + bo)
ct = ft ⊗ ct−1 + it ⊗ σh (Wcxt + Ucht−1 + bc)
ht = ot ⊗ σh (ct)
(4.2.4)
where xt ∈ Rd is the input vector, {ft, it, ot, ct} ∈ Rh are the activations of
the forget, input, output, and cell gates, respectively, ht ∈ Rh is the output
vector. The subscript t represents the time step. W ∈ Rh×d, U ∈ Rh×h,
and b ∈ Rh are the parameters to be learned. The operator ⊗ denotes the
Hadamard (element-wise) product. σg and σh are sigmoid and hyperbolic
tangent activation functions.
4.2.3 Burgers Vortex
Burgers vortex is an exact solution to the Navier-Stokes (N-S) equations.
The stationary flow is the result of the balance between vortex stretching
and viscous diffusion. As the two effects play an import role in fine scales
of turbulence, Burgers vortex has been widely investigated. Although the
flow is laminar, Burgers vortex displays complex structures and a wide range
of scales. Thus we simulate particle trajectories in Burgers vortex to test
our state estimation model. The flow field is described in a 3-D cylindrical
coordinate as:
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Figure 4.1: Schematic diagram of a LSTM network. The information is
stored within the cell states {. . . , ct−1, ct, ct+1, . . . }. At time step t, new input
xt is presented to the network. The forget gate f computes the information
to be removed from the previous cell state ct−1. The input gate i controls
the amount of new information to be incorporated in the new cell state ct.
The output gate o determines the relevant information in the cell state ct to

















where σ is the rate of strain, Γ is the circulation constant, and ν is the
kinematic viscosity. By choosing
√
ν/σ as the characteristic length L0, and


















where A = ν/Γ is the nondimensional strain parameter, and 1/A is the
vortex Reynolds number. Figure 4.2 illustrates the vector field of a Burgers
vortex with Reynolds number equal to 100.
4.3 Experimental setup
4.3.1 Data generation
Particle trajectories {(si, zi) : 0 ≤ i ≤ t} were generated by numerically
integrating Equation (4.2.2) using the 4-th order Runge-Kutta method [73;
120] with ∆t = 0.1T0. The initial position and velocity of each particle were
uniformly sampled from [−10L0, 10L0] and [−0.5U0, 0.5U0]. The acceler-
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Figure 4.2: 3-D Vector field of a Burgers vortex with 500 vectors. The
Reynolds number is equal to 100.
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ation in the training set was sampled from the standard normal distribu-
tion N (0, 1) at each time step, while the acceleration in the testing set was
calculated by Equation (4.2.1). The measurement noise followed a normal
distribution vt ∼ N (0, 0.0025L20). 5000 trajectories spanning 200 time steps
which correspond to 20T0 were created for the training set. 1000 trajectories
of length 100 (10T0), 200 (20T0), and 500 (50T0) time steps were created for
the testing set to test the model’s ability to robustly estimate the state at
various time scales. We characterized the performance of our model via the
root mean square errors between model prediction ŝ and the ground truth
s as in Equation (4.3.1), where N is the number of trajectories and M is
the number of time steps. In addition, we also considered polynomial fitting









To test the robustness of our model, another testing set were generated
with the same conditions as the first set, except that the standard deviation
of the measurement noise was doubled so that vt ∼ N (0, 0.01L20).
4.3.2 Model
The network consists of three LSTM layers containing 56, 128, and 56
neurons, and one fully connected layer with 9 neurons to map the hidden
state to the output space. We trained the network with RMSprop optimizer
and initial learning rate of 0.001 for 500 epochs with a batch size of 32.
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The loss function was defined as the mean square error between the model
predictions and true labels.
4.4 Results and discussion
Figure 4.3 shows a subset of 100 particle trajectories in the test set span-
ning 20T0. Due to randomness in the initial state, some particles noticeably
change directions before eventually following the flow field. Figure 4.4 shows
a sample of the position estimated by the LSTM network. Our model suc-
cessfully follows the particle trajectory in a Burgers vortex. The estimates
agree well with the ground truth though the model was trained with random
acceleration and flow field information was given. The velocity and acceler-
ation estimates are plotted with Gaussian filtering in Figure 4.5 (polynomial
fitting shows similar behavior as Gaussian filtering and is thus omitted for
clarity). The LSTM network is much more robust against measurement
noise, whereas the estimates of the baseline method suffers from significant
variance.
Table 4.1 shows the root mean square errors defined in Equation (4.3.1)
of velocity and acceleration estimates normalized by the corresponding char-
acteristic scales by our model and two baseline methods for three different
trajectory lengths. The LSTM network achieves the consistently lowest errors
for both velocity and all three trajectory lengths. Additionally, the errors by
the LSTM network decrease as the trajectories extend in length. The obser-
vation demonstrates the capability of LSTM network to maintain memory of
the system over a wide time span. Such a characteristic is particularly suit-
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Figure 4.3: Sample trajectories of 200 time steps.
able for Lagrangian Particle Tracking as the technique often seeks to track
particles for a long period of time. In contrast, the errors of acceleration by
the two baseline methods increase as the time span increases.
4.4.1 Doubling measurement noise
Table 4.2 shows the root mean square errors normalized by the corre-
sponding characteristic scales for the testing sets that double the measure-
ment noise standard deviation. In spite of the increase in noise, the RMS
errors by the LSTM network remain consistent especially for acceleration,
and are again lower than those of the baseline methods whose errors notice-
ably increase. The acceleration errors of the baseline methods also increase
























Figure 4.4: Particle normalized position estimates along a sample trajectory
in X, Y , and Z directions. GT stands for ground truth.
Table 4.1: Root mean square errors of velocity and acceleration normalized by
the corresponding characteristic scales for the testing sets with measurement
noise vt ∼ N (0, 0.0025L20). Lowest in each column is marked in bold.
Velocity Acceleration
Time span
10T0 20T0 50T0 10T0 20T0 50T0
LSTM 0.09602 0.06964 0.04921 0.08214 0.05755 0.03595
Gaussian 0.1777 0.1412 0.1150 0.5700 0.5839 0.5908














































Figure 4.5: Normalized a) velocity and b) acceleration estimates along a
sample trajectory in X, Y , and Z directions (top to bottom) by the LSTM
network and Gaussian filter. GT stands for ground truth.
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Table 4.2: Root mean square errors of velocity and acceleration normalized by
the corresponding characteristic scales for the testing sets with measurement
noise vt ∼ N (0, 0.01L20). Lowest in each column is marked in bold.
Velocity Acceleration
Time span
10T0 20T0 50T0 10T0 20T0 50T0
LSTM 0.1002 0.07738 0.06619 0.08357 0.05779 0.03589
Gaussian 0.2331 0.2101 0.1971 1.130 1.164 1.178
Polynoimial 0.2309 0.2077 0.1945 1.122 1.154 1.170
surement noise. The results show that the LSTM network is very robust
again measurement noise and the model is generalizable to different condi-
tions than occurred in the training data.
4.5 Conclusion
In this paper, we present an LSTM network for estimating the states of
particles in Lagrangian Particle Tracking. Although the training data for the
network are generated with no prior knowledge of the flow field, the LSTM
network successfully predict particles’ states that agree well with the ground
truth in a Burgers vortex. The root mean square errors of velocity and ac-
celeration by our model are consistently lower than two baseline methods
reported in literature. The LSTM network is also very robust against varia-
tions measurement noise as the RMS errors of state estimates remain stable




Counting using Deep Learning 1
5.1 Introduction
5.1.1 Background
Plant population plays a vital role in agricultural systems due to its strong
influence on grain yield [28; 49; 76; 86; 149; 169]. Several studies concluded
that grain yield per unit area follows a parabolic function of plant population
[29; 49; 169]. In other words, there exists an optimal plant population that
maximizes grain yield, where the optimal value depends on a number of
environmental factors such as nitrogen, soil, and precipitation [30; 50; 61].
Therefore, accurate measurement of plant population can provide valuable
information for estimating grain yield.
1This chapter is under review for Comput. Electron. Agric.
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The current industry prevalent technique for corn stand-count in early
growth stages is manual-counting. This process is highly labor intensive and
prone to errors. In the literature, various corn plant counting approaches
have been proposed. Combine harvesters often employ a mechanical sen-
sor that consists of a spring-loaded rod attached to a rotary potentiometer
[12]. However, the method is not applicable to early growth stages as it is
destructive. Thorp et al. [150] developed an algorithm for estimating corn
plant stand density using aerial hyperspectral imagery, but this method can
no longer be used in later growth stages, that is, when the canopy “closes”. In
contrast to aerial methods, ground-based methods can be utilized through-
out the growing season. In ground based techniques, sensors investigated
include lidar [132; 133], Time-of-Flight (ToF) camera [99], and laser-pointers
[84; 116]. However, these sensors do not provide sufficient discrimination
between corn and surrounding material, and hence are prone to large mea-
surement errors. In particular, they cannot easily differentiate between corn
leaves, debris, and weeds, which may trigger similar signal as corn stalks in
the measurement. Hence the studies involving those sensors either were lim-
ited to weed free fields (which is impractical in production fields), or suffered
major errors from weed interference. Monocular RGB cameras, on the other
hand, have the potential to identify corn stalks against complex background.
However, differentiating corn plants in cluttered agricultural environments in
the presence of weeds, overlying leaves, and varying lighting conditions is a
highly challenging machine vision problem. Shrestha and Steward calculated
an ellipsoidal decision surface in RGB color space to segment vegetation from
background in their attempt to count corn stands [135]. Vegetations locate
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farther than a threshold away from the mean location were considered weed.
This heuristic is highly simplified, and non-robust to real-world conditions,
it has therefore only been demonstrated in low-weed conditions.
5.1.2 Contribution
The significant contribution of this study is a novel algorithm that can
estimate in real-time plant stand count from image sequences obtained from
a side-facing camera on an ultra-compact ground robot. This algorithm is
demonstrated on the challenging problem of counting corn (Zea mays or
Maize) plants in field-conditions, however, the algorithm can also be re-
purposed to count other plants, including Sorghum, Wheat, Soybean, or
vegetables. The algorithm leverages the cutting-edge convolutional neu-
ral network architecture that runs efficiently on mobile platforms. Deep
learning methods have been shown capable of recognizing complex struc-
tures and features in the presence of heavy noise. Today, deep neural net-
works are approaching human level at image recognition on Internet data
[46; 71; 137; 147]. However, currently no machine-vision based (whether
utilizing deep-learning or not) corn stand counting algorithm exists that is
robust to real-world noise, varying lighting conditions, and implementable in
real-time on an ultra-compact moving robot. In addition, the algorithm is
data-efficient, that is, it does not need gigabytes of corn-stand data to be
utilizable in practice. This is achieved through adopting transfer learning.
An SVM classifier is trained to classify the features extracted from a con-
volutional neural network with pre-trained weights. The result is a robust
stand-counting algorithm where the only sensor needed is a low-cost (< $50)
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RGB camera. Our extensive field trials show that the detection is robust
against noises such as corn leaves, weeds, varying lighting conditions, and
residues from previous year. Our system achieves high accuracy and reli-
ability throughout the growing season. In essence, this contribution opens
the door to real-time robotic phenotyping in breeding plots and production
fields. Robotic phenotyping is a welcome contribution, since it has the poten-
tial to overcome the phenotyping bottleneck [2; 33] that has slowed progress
in breeding better crops.
5.2 Experimental Set-up
5.2.1 Data acquisition platform
The platform used in this study is a four-wheel unmanned vehicle. The
robot is 12 in tall × 20 in long × 14 in wide, with a 6 in ground clearance, and
weighs 14.5 lbs. Such a compact and lightweight design allows the robot to
easily traverse between crop rows of typical row spacing for corn. The robot
is powered by four Lithium Ion batteries that offers up to 4 h duration.
Images are recoded with an RGB digital camera (ELP USBFHD01M,
USA) mounted on the side the robot chassis. The field of view of the camera
is 60◦. The number of corn plants captured in the image depends on the
distance between the camera and plant row, as well as the spacing between
adjacent plants. In a 30-in row, for instance, two to three corn plants nor-
mally appear in the image. The camera points down at an angle of 35◦ to
avoid observing corn rows far away. Figure 5.1 shows an illustration of the
data acquisition system set-up. The resolution of the camera is 640 × 480,
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and it records at 30 frames per second. The camera has a USB 2.0 interface
that connects to a Jetson TX2 (NVIDIA, USA), an embedded module for
fast and efficient deep neural network inference. The module houses 8 GB
memory that is shared between CUP and GPU, and is able to process image
frames captured by the camera in real-time.
5.2.2 Field data collection
We collected data from various corn fields in the vicinity of the University
of Illinois at Urbana-Champaign. The dates and growth stages when data
were collected span the entire growing season. In each field, we randomly
selected a row and drove the robot at a constant velocity via remote control
for an arbitrary number of plots while the camera was recording images. The
true populations were counted manually. For data collections prior to Octo-
ber, a small portion of the images were annotated for training the recognition
algorithm. We collected two additional datasets in October to test the gener-
alization ability of the model on unseen data from different fields conditions.
Table 5.1 summarizes the conditions of the data collection.
5.3 Methods
Conventional machine learning techniques require considerable domain
specific expertise to carefully design a feature extractor to transform raw data
(e.g. pixel values of an image) into appropriate feature space where classifiers
can detect patterns in the input. In contrast, Deep learning is a set of
methods that allow end-to-end training and prediction. Deep learning models
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(a) CAD drawing of the robot with the
side facing camera
(b) The robot in a corn field between two
rows
(c) Superior view of the robot
(d) Posterior view of the robot
Figure 5.1: Illustrations of the ground robot. An RGB camera mounted on
the side of a robot records video as the robot traverses between two corn
rows. The camera has a field of view of 60◦ and points downward at 35◦.
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Table 5.1: Field conditions for each data collection, including date and lo-
cation of the field, whether data are sampled for training image recognition
model, the growth stage of corn plants at collection time, and number of
plots collected.
Date Location Training Growth stage Plots
Jun 6th Assumption, IL Yes V4 X
Jul 6th Champaign, IL Yes VT X
Aug 2nd Champaign, IL Yes R2 X
Sep 21st Ivesdale, IL Yes R6 X
Oct 25th Lebanon, ID No V6 X
Oct 26th Martinsville, IL No R6 X
take raw data input and automatically learn the representations from the
data’s internal structure. Typically a deep learning model consists of multiple
modules each of which slightly increases the level of abstraction from the
previous representation. When enough such modules are used, very intricate
structures can be learned such that relevant patterns are recognized whereas
irrelevant variations are suppressed. Deep learning has made tremendous
progress in areas that have confounded traditional machine learning for many
years including image recognition [71; 137].
Images captured in outdoor environment are subject to a wide range of
variations such as sunlight, occlusion, and camera view angle, etc. Addi-
tionally, corn plants go through significant changes during the growing sea-
son (Figure 5.2) . Such variations make it difficult for classification using
conventional approaches. Therefore, we trained a deep learning model by
combining convolutional neural network (Section 5.3.1) and support vector
machine (Section 5.3.2) to classify the presence or absence of corn.
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Figure 5.2: Sample images demonstrating variations in environment, field
condition, and crop growth stage. Top left to right: Overexposure due to
strong sunlight; partial occlusion; heavy weed infestation; and lodging stalk.
Bottom left to right: corn plant in V2, V4, VT, and R2.
Deep learning can identify corn plants in an image, however, this is not
enough to count plants on a moving robot since it is difficult to distinguish
different corn plants to avoid double-counting. One way to address this, is
to draw a fixed Region of Interest (ROI) in the image whose width is on
average smaller than the gap between neighboring corn plants. The deep
learning algorithm is applied only to the pixels within the ROI to detect
whether or not a plant is present. This leads to a binary signal that takes
the value 1 for all frames in which a corn stalk is detected in the ROI, and -1
otherwise (including weeds, leaves, or other green matter). For convenience,
we place this ROI in the center of the image, but this is not necessary. It is
also possible to move the ROI around the image to scan multiple corn plants,
but this is not pursued here since it does not add much benefit given that
the robot is moving through a row of the corn. However, even with a fixed
ROI, it is possible that multiple corn plants can appear in the ROI (Figure
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Figure 5.3: Schematic illustration of the corn recognition signal. The ROI
moves with the camera. As the ROI scans across the row of corn plants,
the model returns a positive signal when corn is present in it and a negative
singal when corn is absent.
5.4), especially since plant spacing can vary significantly between varieties,
fields, and equipment utilized for planting. To address this issue, we utilize
motion estimation (Section 5.3.4) techniques to determine the number of
plants that have passed through the ROI until the ROI stops detecting corn
plants. Details of this algorithm are given in Algorithm 1.
5.3.1 Convolutional Neural Network
Convolutional neural networks (CNN or ConvNets) are a class of deep
learning methods that process multi-dimensional array data. The structure
of a typical ConvNet is comprised of multiple layers of neurons connected
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Figure 5.4: Two corn plants whose spacing is smaller than ROI width.
in a serial manner, and neurons in each layer are organized in feature maps.
However, instead of dense connectivity in fully-connected neural networks,
neurons in ConvNets are only connected to a local patch of their predecessors.
These neurons perform a weighted sum (convolution) on the feature maps in
the previous layer. The sum is then activated by a non-linear function before
passing to the next layer. All neurons in a feature map share the same
set of weights (filter), and different feature maps have different filters. The
arrangement of local connectivity and weight sharing exploit characteristics
of images that local groups of values are often highly correlated and local
patterns are invariant to location.
This architecture gives ConvNets distinct advantages in image recogni-
tion. For instance, AlexNet [71], a 5-layer ConvNet, won the ImageNet Large
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Scale Visual Recognition Competition (ILSVRC) 2012 [121] with significantly
superior performance over other competing approaches. Since then, Con-
vNets have become ubiquitous in various applications related to computer
vision [36; 37; 39; 82; 117]. Over the past years, various ConvNet architec-
tures have been proposed [46; 47; 137; 146; 147]. The best model records at
3.57% top-5 error rate in image classification [46] with average human being
around 5%.
Considering the fact that the algorithm is to be implemented on mo-
bile platforms, it is important to maintain a good balance between perfor-
mance and efficiency. Considerations need to be given to power consumption
and memory footprint, which may limit the size of the architecture and its
number of arithmetic operations. While the majority of networks aims at
higher accuracy by increasing depth and width [47; 137; 146], MobileNets
[54] are a family of networks specially developed to match the requirements
of mobile and embedded applications. Due to the use of depthwise separable
convolution that uses between 8 to 9 times less computation than standard
convolution, the model runs significantly faster than its more complicated
counterparts with only slight accuracy compromise. For instance, MobileNet
achieves 89.5% top-5 accuracy on ImageNet with 569 million floating point
operations [54], while ResNet-152 uses 11.3 billion flops to get 93.2% [46].
The Mobilenet architecture contains a standard convolution layer followed by
13 depthwise separable convolution layers. The model takes 224× 224 RGB
images as input and outputs 1024-dimensional feature vectors. The fully
connected and softmax layer in the original model are replaced by SVM for
classification. Details of the architecture are shown in Figure 5.5. It is noted
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that even for such a compact architecture, it still takes an enormous amount
of data to train the model as it contains 4.2 million parameters. However,
there does not exist such a dataset specifically for agriculture. To alleviate
the steep requirement on training data, we adopt the principles of transfer
learning. The model is fine tuned based on the pre-trained weights on the
ILSVRC dataset [112].
Algorithm 1: Counting algorithm
Input : I1, . . . , In := image frames
Parameter: k := average window size;
w := ROI width in pixels;
d := image translation in pixels
Output : C := Corn stand count
Initialize : C = 0;
d = 0
foreach It do
Extract features by ConvNet → fi ∈ R1024;
Classify by SVM → yi ∈ {−1, 1};





if ŷi > 0 then




if ŷi−1 > 0 then
multiplicity M ← d
w
;
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Figure 5.5: The Architecture of the MobileNet. Each convolution layer is
followed by batch normalization and ReLU activation. [54]
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5.3.2 Support Vector Machine
Support Vector Machine (SVM) is a widely used model for classification
[23; 124–126; 140; 141]. It follows a linear model that constructs a hyper-
plane as shown in Equation (5.3.1). The optimal hyperplane maximizes the
margin, which is defined to be the smallest distance between the decision
boundary and any of the samples. Given a set of data, {(xi, ti)}Ni=1, where
xi ∈ Rn and ti ∈ {−1, 1}, the distance of a point xi to the decision boundary
is given by Equation (5.3.2). Thus the maximum margin solution can be
found by solving Equation (5.3.3). If we further scale w and b such that
the closest point from either class to the hyperplane is ±1, the optimization
is then equivalent to a quadratic programming problem (Equation (5.3.4)).
As the target function is quadratic subject to a linear constraint, a unique
global minimum is guaranteed to exist. In practice, however, cases arise
where class-conditional distributions may overlap, and exact separation of
the training data may lead to poor generalization. For that reason, soft mar-
gin SVM was later introduced [22]. Instead of strictly classifying every data
point correctly, each data point is assigned a slack variable ξi = 0 when it lies
on or inside the correct decision boundary, and ξi = |ti − yi| otherwise. The
sum of all ξi is then weighted by a parameter C that controls the trade-off be-
tween the slack variable penalty and the margin. The optimization problem
now becomes the form given in Equation (5.3.5). Note that The convexity
gives SVM desirable advantage over other methods such as feedforward neu-
ral network that suffers from the existence of multiple local minima [13; 145].
In addition, despite being a linear classifier, kernel functions that transform
input data to higher dimensional feature space enalbes SVM to also clas-
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sify non-linearly separable features. Olgun et al. [103] reported classifying
wheat grains among 40 species using Dense SIFT features and SVM, and
achieved overall accuracy of 88.33%. Wu et al. [171] compared support vec-
tor machine, neural network, and decision tree for classifying soil texture in
southwest China, and found that SVM outperformed the other two methods.
Because of the advantages, we use a soft margin SVM to classify the features
extracted from the MobileNet.






























subject to ti (w · xi + b) ≥ 1− ξi,
ξi ≥ 0, i = 1, . . . , N
(5.3.5)
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Table 5.2: Number of training and testing sample at each growth stage.
V1 VT R2 R6
Training
positive 348 328 519 263
negative 416 304 310 291
Testing
positive 89 83 130 66
negative 105 77 78 73
5.3.3 Training
Images are captured by the side facing camera on the robot throughout
the growing season. The camera slightly points downward so that only the
closest row is visible. Patches are cropped from the images and labeled
according to the presence or absence of corn as positive and negative samples,
respectively. The number of training and testing samples for each growth
stage is listed in Table 5.2. We also employ data augmentation to further
increase the training data. Images are rotated (±10◦), zoomed (88 % to
112 %), vertically shifted (±15 %), and horizontally flipped. Each image is
augmented by 16-fold via randomly drawing transformations from the list.
The weights for the MobileNet are kept constant during fine-tuning. The
hyper-parameter for SVM are determined by grid search and cross valida-
tion implemented in Python package scikit-learn [109]. Linear kernal and
radial basis function (RBF) kernel are investigated. Table 5.3 lists the values
of hyper-parameters that we consider. All combinations are exhausted to
identify the optimal parameters.
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Table 5.3: SVM hyper-parameters tested in the grid search.
C γ degree
Linear 1, 10, 100, 1000 N/A N/A
RBF 1, 10, 100, 1000 10−2, 10−3, 10−4, 10−5 N/A
Polynomial 1, 10, 100, 1000 N/A 2, 3, 4, 5
5.3.4 Motion Estimate
Although the ROI width is chosen so that only one corn appears in it,
exceptions to this assumption arise due to variations in plant spacing. If
the gap between two neighboring plants is smaller than the ROI width, the
detection signal of these two corn plants will merge into a single plateau
(Figure 5.3). Therefore it will likely underestimate the population to take
the number of plateaus as the count. These errors can build up, degrading
the estimation performance. To determine the number of plants each signal
plateau represents, we compute the rigid transformation between two con-
secutive frames I1 and I2 when positive signal of the binary classification
is present. A rigid transformation is a combination of rotation, translation,
and reflection. We further assume no reflection, a rigid transformation in
R2 is given in Equation (5.3.6). Two pairs of points are needed to solve for
the transformation matrix M. In practice, we extract and match about 100
SURF [9] feature points in both images and solve for the least-square solu-
tion for M 2. Since the motion of camera is predominantly in X-direction,
we sum up the values of tx from the first frame in the plateau till the last
to be T. If the ROI finishes scanning through a corn before encountering the
next one as in most cases, T should approximately equal to ROI width w.
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In the case that adjacent corn plants are close, T = (n− 1)d+w, where n is
the number of plants, d is the distance between neighboring plants (Figure
5.6). If we further assume that d is not much smaller than w, then n ≈ T
w
. In
practical implementation, taking the ratio results in a floating point number
that is rounded towards the nearest integer. In other words, the inequality
(5.3.7) must hold. For instance n = 2, the algorithm can correctly count two
nearby corn plants as long as their distance is not smaller than half of the
ROI width. The lower bound on d increases as the number of adjacent corn
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Algorithm 2: Motion estimate algorithm
Input : I1, I2 := images;
N := maximum feature points to be
extracted in each image
Output : M ∈ R2 := rigid transformation between the images
foreach Ii do
Extract N SURF feature points → {(x, y)k,i}Nk=1
end
Find matching points between {(x, y)k,1}Nk=1 and {(x, y)k,2}
N
k=1 ;




The best hyper-parameters for the SVM found in the grid search are listed
in Table 5.4 with their performance metrics on the test data. Accuracy
represents the probability of a sample being correctly labeled. Precision
represents the probability of a predicted positive (tp + fp) sample being a
true positive (tp), whereas recall is the probability of a true positive sample
(tp) being identified amongst all positive samples (tp+fn), and F1-score is the
harmonic mean of precision and recall. Their formulae are given in Equation
(5.4.1).
The hyper-parameters are almost the same for the three growth stages
except that the C-value is different for V4, largely due to the difference in
appearance of corn plants at V4 from VT and R2. The radial basis function
kernel consistently work better than the linear kernel, and the optimal γ-
value for the kernel is identical at three stages. The results imply that the
features from corn images at different stages are comparable and it is possible
to classify all images using a single unified classifier.
The performance metrics are also consistently high for three growth stages.
It is noted the training samples exclude leaves and only focus on stems and
stalks. The metrics demonstrate that the deep learning model is capable of
distinguishing subtle difference in images and thus reduces the inference of
leaves and weeds. The mean accuracy for all stages is 91.67%. In addition,
predictions are averaged by their k neighbors (k is an odd integer). Assum-
ing a corn stalk is present in image frames Ii, . . . , Ii+n (n ≥ k), for frames
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Table 5.4: Best hyper-parameters found in the grid search and their corre-
sponding performance metrics on the test data.
V4 VT R2 R6
kernel rbf rbf rbf rbf
C 10 100 100 100
γ 0.001 0.001 0.001 0.001
accuracy 91.75% 94.38% 92.79% 87.77%
precision 0.91 0.91 0.91 0.89
recall 0.95 0.94 0.95 0.88
F1-score 0.95 0.93 0.94 0.88
Ii+ k−1
2
, . . . , Ii+n− k−1
2








P )k−m, where P is the accuracy for single frame. On average a corn stalk
remains in the ROI for about 10 frames, so we chose k to be 5. Then the
accuracy of recognition is increased to as high as 99.49%.
accuracy =
tp + tn



















(b) Two corn plants appear in the ROI at the same time
(w ≥ d)
Figure 5.6: Examples of: (a) normals cases where a single corn appears in
the ROI. The relative motion between the camera and the corn T ≈ w; (b)
exceptions where neighboring corn plants are too close to be separated In
this case, T ≈ d+ w.
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5.4.2 Validation: In-Field Corn counting
Figure 5.7 shows the corn plant population per plot by robot vs human
for each dataset. The robot predictions agree well with the ground truth.
The least-square fitted line through all data is given as countrobot = 0.96 ×
counthuman + 0.85 and a correlation coefficient R = 0.96.
Figure 5.8 shows the box-and-whisker plot of the relative accuracy as
in Equation (5.4.2) for each dataset. The algorithm achieves consistently
high accuracy for all locations and growth stages. It is noted that data from
Martinsville and Lebanon were processed without using the new data to train
SVM. The results demonstrate that the recognition model generalizes well
to unseen data and handles real-world variations effectively.
Figure 5.9 plots the histogram of counting errors. The errors roughly
follow a normal distribution. Major error sources include heavy occlusion,
non-uniform illumination, and corn plants in immediate proximity. Figure
5.10 a) shows two examples of dangling leaves between the rows almost com-
pletely covering the camera lens. Although the deep learning algorithm can
correctly recognize stalks from leaves, it does not possess the power of mak-
ing reliable predictions when the camera lens suffers from heavy occlusion.
For this issue, a mechanical mechanism is needed such as an air jet [81] to
keep leaves away from the vicinity of the visual sensor. Figure 5.10 b) shows
the effect of non-uniform illumination. Due to extremely bright spot in the
foreground, the objects in the shade are barely visible. An artificial lighting
on the robot will likely provide a more consistent illumination and enables
the robot to operate under a broader range of lighting conditions. Finally,
Figure 5.10 c) shows examples of corn plants that grow right next to each
98









8 0  A s s u m p t i o n  ( V 4 )
 C h a m p a i g n ( V T )
 C h a m p a i g n ( R 2 )
 I v e s d a l e  ( R 6 )
 M a r t i n s v i l l e  ( R 6 )




H u m a n
E q u a t i o n y  =  a  +  b * x
I n t e r c e p t 0 . 8 4 6 8 7  ±  0 . 8 2 0 2 3
S l o p e 0 . 9 6 2 3 4  ±  0 . 0 3 0 5 2
P e a r s o n ' s  r 0 . 9 5 9 8 2
R - S q u a r e ( C O D ) 0 . 9 2 1 2 5
A d j .  R - S q u a r e 0 . 9 2 0 3 2
Figure 5.7: Scatter plot of corn plants per plot counted by robot vs human
for each dataset. The line represents a linear fit through all data. The robot
predictions agree well with the ground truth with the correlation coefficient
R = 0.96.
other. Unfortunately, the algorithm is not able to resolve the situation due
to using a fixed size ROI. Our future development involves detection algo-
rithms that simultaneously classifying the objects and predicting bounding
boxes around them.
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Figure 5.8: Box plot of the accuracy as in Equation (5.4.2) for each dataset.
The accuracy stays consistent for different locations and growth stages even
for datasets from Martinsville and Lebanon where no new training data are
used.
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(c) corn plants in immediate proximity
Figure 5.10: Examples of difficult situations. a) The camera lens is almost
completely occluded by leaves. b) Strong exposure in the foreground causes
contents in some other areas too dark to be visible. c) Two corn plants are
virtually right next to each other.
102
5.5 Conclusions
We presented an algorithm to estimate corn plant population based on
color imagery. The latest deep learning architecture (MobileNet) was used
together with classic SVM with radial basis function kernel. The algorithm
recognized corn stalks robustly in the presence of interference from leaves
and weeds, yet only requires relatively small amount of data for training.
The algorithm also generalizes well to unseen data regardless to variations in
field conditions. Upon recognition, motion estimate techniques were used to
compute the relative motion between the camera and the corn stalks. Finally,
corn population was derived from the relative motion. Our method was tested
at five different growth stages and locations. The robot predictions agreed
well with the ground truth. Least-square regression shows strong correlation
(R = 0.96) between populations given by robot and human. In addition, the
accuracy stays consistently high for all growth stages and locations.
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Chapter 6
Summary and Future Work
The overall objective of this study is to develop algorithm and systems
that solve practical problems in agricultural engineering using novel tech-
niques in computer vision. Three projects were conducted, each addressing
a different aspect of the overall theme.
First of all, the LPT system was employed for the Lagrangian inves-
tigation of circular and semi-circular jet flows. Grid-interpolated Eulerian
velocity profiles became independent of the jet cross-section in the inter-
mediate region, which agreed with the recent findings. In addition, PDFs
of fluctuating velocity, acceleration, and curvature were determined for La-
grangian analysis. The PDF of fluctuating velocity and acceleration showed
no noticeable difference between circular and semi-circular jets. The PDF
of fluctuating velocity was Gaussian in the core region and started to de-
viate from Gaussian in the outer region due to entrainment. The PDF of
acceleration shows non-Gaussian distribution with heavier tails and smaller
standard deviation further away from the jet core. However, the PDF of cur-
104
vature revealed distinctions between the flows from the two jets. The circular
jet showed consistently lower curvature values than the semi-circular jet.
Next, a new algorithm was developed for a prototype Lagrangian Par-
ticle Tracking system to improve the accuracy and robustness of particle
state estimates. Although conventional methods like polynomial fitting and
Kalman filter can reduce random and truncation errors, they are not capa-
ble of dealing with nonlinearity and intermittency in turbulent flows. This
project presented an Long Short-Term Memory network for estimating the
states of particles in LPT. The training data were generated by sampling ac-
celeration from a standard Gaussian distribution and integrating the particle
state equations. Although the training data contained no prior knowledge of
the flow field, the LSTM network successfully predicted particles’ states that
agreed well with the ground truth in a Burgers vortex. The root mean square
errors of velocity and acceleration by our model were consistently lower than
two baseline methods reported in literature. The LSTM network was also
very robust against variations measurement noise as the RMS errors of state
estimates remain stable when the noise level was doubled.
Last but not least, I developed an algorithm to estimate corn plant pop-
ulation based on color imagery. The latest deep light weight learning archi-
tecture was used together with classic SVM with radial basis function kernel.
The algorithm recognized corn stalks robustly in the presence of interference
from leaves and weeds, yet only requires relatively small amount of data for
training. The algorithm also generalizes well to unseen data regardless to
variations in field conditions. Upon recognition, motion estimate techniques
were used to compute the relative motion between the camera and the corn
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stalks. Finally, corn population was derived from the relative motion. The
method was tested at five different growth stages and locations. The robot
predictions agreed well with the ground truth. Least-square regression shows
strong correlation (R = 0.96) between populations given by robot and hu-
man. In addition, the accuracy stays consistently high for all growth stages
and locations.
The work summarized here highlights the application of vision systems
in agricultural engineering. Meanwhile, the study can be improved and ex-
panded through the following areas:
• Although Burgers vortex exhibits a complex structure, the velocity field
is not turbulent. Additionally, many studies have reported a highly
non-Gaussian acceleration PDF found in turbulence. An improvement
that broadens the application of the proposed method would be to
train the LSTM network with different acceleration distributions and
validate the model against turbulent flow fields.
• In addition to synthetic data, the LSTM network needs to be tested
using experimental data. It would be interesting to implement the
network on the LPT system and use it to process the same jet flow data.
An quantitative comparison can be made between the new method and
conventional ones.
• The experimental study of jet flow generated a high resolution dataset
of Lagrangian acceleration in turbulence. An in-depth analysis of the
acceleration distributions can provide a detailed description of the dy-
namics in different regions of a turbulent round jet.
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• In spite of the robustness against background clutter, the vision system
is ineffective when the camera lens is heavily occluded, which occurs
more frequently during mid-to-late season. A potential solution in-
volves adding a redundant camera that reduces the likelihood of loss of
sight. Thus the algorithm needs to be modified accordingly to enable
the communication between the dual cameras.
• The current algorithm depends on a fixed-size region of interest for
recognition and motion estimate. The size of the ROI has large influ-
ence on the counting result and thus needs to be carefully determined.
To reduce the requirement on human expertise, the next generation of
the algorithm should be able to predict a tight bounding box around
each object appearing in the image. To incorporate an appropriate ob-
ject detection algorithm would noticeably improve the robustness and
adaptability of the system.
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[43] U. Gülan, B. Lüthi, M. Holzner, A. Liberzon, A. Tsinober, and
W. Kinzelbach. Experimental study of aortic flow in the ascending
aortavia particle tracking velocimetry. Exp. Fluids, 53:1469–1485, 2012.
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[65] J. Kitzhofer and C. Brücker. Tomographic particle tracking velocimetry
using telecentric imaging. Exp. Fluids, 49(6):1307–1324, 2010.
[66] J. Kolaas, A. Jensen, and M. Mielnik. Visualization and measurements
of flows in micro silicon y-channels. Eur. Phys. J. E, 36(2):1–11, 2013.
[67] A. N. Kolmogorov. The local structure of turbulence in incompressible
viscous fluid for very large reynolds numbers. In Dokl. Akad. Nauk
SSSR, volume 30, pages 299–303, 1941.
[68] A. N. Kolmogorov. Dissipation of energy in the locally isotropic turbu-
lence. Proceedings: Mathematical and Physical Sciences, 434(1890):15–
17, 1991.
[69] M. Kreizer and A. Liberzon. Three-dimensional particle tracking
method using fpga-based real-time image processing and four-view im-
age splitter. Exp. Fluids, 50(3):613–620, 2011.
[70] M. Kreizer, D. Ratner, and A. Liberzon. Real-time image processing
for particle tracking velocimetry. Exp. Fluids, 48(1):105–110, 2010.
[71] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet classifica-
tion with deep convolutional neural networks. In Advances in neural
information processing systems, pages 1097–1105, 2012.
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[110] F. Pereira, H. Stüer, E. C. Graft, and M. Gharib. Two-frame 3d particle
tracking. Meas. Sci. Technol., 17(7):1680–1692, 2006.
[111] A. L. Porta, G. A. Voth, A. M. Crawford, J. Alexander, and E. Bo-
denschatz. Fluid particle accelerations in fully developed turbulence.
Nature, 409(6823):1017–1019, 2001.
[112] J. Pruegsanusak and A. Howard. https://github.com/tensorflow/
models/blob/master/slim/nets/mobilenet_v1.md. Accessed: 2017-
08-12.
[113] W. Quinn. Measurements in the near flow field of an isosceles triangular
turbulent free jet. Exp. Fluids, 39:111–126, 2005.
[114] N. M. Qureshi, M. Bourgoin, C. Baudet, A. Cartellier, and Y. Gagne.
Turbulent transport of material particles: An experimental study of
finite size effects. Phys. Rev. Lett., 99(18), 2007.
[115] R. G. Racca and J. M. Dewey. A method for automatic particle tracking
in a three-dimensional flow field. Exp. Fluids, 6(1):25–32, 1988.
[116] J. A. Rascon Acuna. Corn sensor development for by-plant manage-
ment. PhD thesis, Oklahoma State University, 2012.
122
[117] S. Ren, K. He, R. Girshick, and J. Sun. Faster r-cnn: Towards real-
time object detection with region proposal networks. In Advances in
neural information processing systems, pages 91–99, 2015.
[118] L. F. Richardson. Atmospheric diffusion shown on a distance-neighbour
graph. Proceedings of the Royal Society of London.Series A, Containing
Papers of a Mathematical and Physical Character, 110(756):709–737,
Apr. 1 1926.
[119] G. A. Rosi, M. Sherry, M. Kinzel, and D. E. Rival. Characterizing the
lower log region of the atmospheric surface layer via large-scale particle
tracking velocimetry. Exp. Fluids, 55(5), may 2014.
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Download, Install and compile prerequisite 
libraries:
1. CMake: (version 2.8)
2. Git:
3. QT: (version 4.8.2)
4. TBB:
5. CUDA: (if system has a CUDA enabled GPU) (version 4.2)
6. OpenCV: compile with QT, with CUDA (if installed), with TBB. 
(version 2.4.2)
7. VTK: (version 5.10) 
8. Open a git bash command window and clone VTK using the 
commands
$ cd C:/
$ git clone git://vtk.org/VTK.git
$ cd VTK
$ git clone git://vtk.org/VTKData.git
Update the repository
$ git pull
Checkout either the latest release or a specific release version




$ git checkout v5.10.0      
Run Cmake 
Build in Visual Studio Boost: (version 1.48)
a. Download the source zip file from www.boost.org
b. Unzip the folder to a desired location (C:\boost\)
c. Open visual studio command prompt with desired bits, 32 
or 64
d. Navigate to the folder location (boost root directory) 
C:\boost\boost_1_48_0\
e. Run the following command to build the Build system
bootstrap
f. Run the following command to build the libraries
b2 --toolset=msvc address-model=64 --build-
type=complete stage
or for a 32 bit build run:
b2 --toolset=msvc address-model=32 --build-
type=complete stage
g. Add the following environmental variable to the operating 
system:
BOOST_ROOT =  C:\boost\boost_1_48_0
9. Yaml-cpp: (version 0.2.7)
10.Natural Point Camera SDK (if using Optitrack cameras) (version 
1.1.1)
Note: Follow each library’s instructions to build and install. Be sure to 
build all libraries in Release Mode and all with the same bit level (32 
or 64).
Install Lagrangian Particle Tracking (LPT):
1. Download LPT from the git repository;
a. Open git terminal and enter: git clone …
2. Follow build instructions to build the platform.
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Calibrate each camera by doing the following:
1. Run the main executable and open the control panel
2. Set the inferred filter to off 
3. Select the mjpeg (monochrome) mode for the cameras using the slider at the 
top, should be position #3.
4. Click the check box for the "Get Int Data" to start the calibration board 
detection algorithm.
5. Calibrate each camera one at a time. The current camera being calibrated  will 
be the one shown in the live view window (as selected by the slider at the 
bottom). Grab the Circles grid calibration board (plexiglass board with white 
paper and black dots) and show it to the current camera, slowly moving the board 
in different orientations and depths. The program will automatically detect the 
board and store the images. Store about 25-45 images of the board. Once all 
images are collected, click "Calc Int Params".
6. Complete steps 4 and 5 for all the cameras, by switching to the next camera 
with the slider on the main view window. 
7. Calibrate the cameras' together to determine their external parameters: 
a) Place the circles grid calibration board on a stand in front of the all cameras 
(be sure all the circles are in view of all cameras). It may be best to turn the 
LED lights off and just use the room lights.
b) Click the "Find Glob_Ref" button, and verify the calibration output showing 
the reprojection errors of each camera. 
8. Stop the cameras and save the calibration files to the proper directory:
Appendix B: Calibration
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a) click "Stop Cameras" 
b) the main window will close, then manually close the 3D VTK window, (Do 
not close the terminal window showing the program outputs)
c) in the terminal window it will ask what to name the camera parameter files 
and camera pair files.  Type the following text in quotes but not the quotes 
"../../../data/input/cameras.yaml" hit Enter then type 
"../../../data/input/camera_pairs.yaml" and hit enter.
d) the program will shut down and the new files should overwrite the old 
camera parameters. 
please give this a try and let me know if it does not work.  There may be a 
problem with step 8 as I'm not sure if it correctly saves over the old file.  The 
other option is to just name the files whatever you want, then search for them after
the program closes, copy them into the openPT/data/input/ directory and rename 
them "cameras.yaml" and "camera_pairs.yaml".  
135
Building the project from source
1. Open CMake using the shortcut on the desktop ( if not installed, 
install CMake version 2.8 or higher)
 
2. Enter the source code location and location to build the binaries:
Where is the source code:  C:/openPT
Where to build the binaries:  C:/openPT/build
(Note: Browse to the source code location and verify that the 
build folder exists. If not then create a new folder called “build”.
3. Click Configure
4. Select Visual Studio 10 Win64 from the drop down menu and 
select “Use default native compilers”. Click Finish.
Appendix C: Quick Start
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5. Click Generate and wait for the build files to be created.
6. Close the Cmake gui
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Compiling the program
1. Open MS Visual Studio 2010
2. Open the main solution file: 
a. Select File->Open->Project/Solution
b. Navigate to the build folder C:/openPT/build
c. Select OpenPT.sln
d. Click the Open button
3. Set solution properties: 
a. In the Solution Explorer panel on the left, Right Click on 
the top level of the tree Solution ‘OpenPT’ and select 
properties.
b. Under Common Properties, Select Startup Project and 
the Select Current Selection.
c. Click Apply and then OK
d. Set the compiler flag to Release mode and x64 using the
drop down lists in the tool panel at the top of the window.   
4. Build the particle tracking program: 
a. Right click on the OptitrackCams project in the Solution 
Explorer panel to the left and Select Build.  This will 
compile the program.
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Running the particle tracking system with 
Optitrack cameras
1. Plug in the power cord to the USB Hub connecting the cameras 
to the computer.
2. Plug in the main USB cable connecting the USB Hub to the 
computer
3. Run the OptitrackCams program:  
a. Select the OptitrackCams project in the Solution 
Explorer to the left. Verify that the name of the project 
turns bold. The project is selected and can now be run. 
b. Press CTR+F5 to start the program without debugging.
4. Once the program loads up, locate the three main windows: 
a. Console Window with program output,
b. 2D Viewer Window with control panel
c. 3D Interactive Window for controlling the 
visualizations. 
5. Open the control panel: Click the paint brush icon   on 
the upper right of the 2D viewer window
6. Turn off the IR Filter on the control panel:  Uncheck the IR 
Filter button, the cameras will deactivate the filter and make a
clicking sound.  
7. Verify that the cameras are working by observing the FrameID 
and Time stamp values incrementing in the 2D Viewer Window
8. Turn off the Text overlay: Uncheck the Text Overlay check 
box
9. Turn on the lights and bubble generator
10.Adjust the controls on the main control panel to reach desired 
exposure and image threshold levels
11.Interact with the 3D Viewer window to view the reconstructed 
particles and trajectories 
12.Save Data and Close program: Click Save Data button and 
then Click Stop Cameras button 
a. Saved data can be found at C:\openpt\data\output\
13.Close the Console Window
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The console window:
This window shown below will contain any text output by the program 
and comment on the status of the program. The program closes when 
this window closes. 
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The 2D Image Window:
This window is used to view the output from each of the cameras.  The 
slider at the bottom of the window controls which camera’s viewpoint 
is displayed. The paint brush button at the top right of the tool bar 
displays the program’s control panel. 
142
The control panel:
The control panel is brought up by clicking on the paint brush button at
the upper right of the 2D image window. This panel contains all the 
buttons, sliders, and checkboxes that can be adjusted to change 
program settings and operation characteristics. 
Important buttons:
 Stop Cameras: Clicking this button with shutdown the cameras
and stop the program.
 IR Filter:  Uncheck the IR filter checkbox to deactivate the 
physical filter which blocks visible light.
 Text Overlay: Uncheck this box to remove text overlay in the 
2D image window. This must be unchecked during an 
experiment as the added text becomes part of the image and 
interferes with particle detection. 
 Exposure: This slider controls the exposure level of the 
cameras’ image sensors
 Threshold: This slider controls the threshold level for image 
segmentation
 Run Visualization: Click this check box to activate visualization
in the 3D visualization window
 Accumulate: Click this check box to actively store particle 
parameters (velocity, acceleration) in the virtual finite volume 
grid. 
 Reset Grid: This button resets the cell values of the virtual 
finite volume grid to the initial state and clears the statistical 
accumulators. 
 Update Grid: This button updates the visualization of the 
virtual finite volume grid in the 3D visualization window.
 Save Data: This button saves the statistical values at each cell 
in the virtual finite volume grid to a set of files. 
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The 3D visualization window:
The 3D visualization window is created using VTK and shows the real-
time visualization of the particle trajectories when activated. There are 
several keyboard and mouse controls for this window.  Make sure the 
window is highlighted by clicking anywhere in the window prior to 





 View mode control:
o 1 key: Sets the view mode to just particles 
 Press up arrow to toggle trajectory view
o 2 key: Sets the view mode to just the virtual finite 
volume grid
 Press the z-key to toggle between vector field view
and slice plane view
 In Slice plane view, interact with the plane by left 
and middle mouse buttons
o 0 key: Sets the view mode to both particles and the 
virtual finite volume grid
 Grid display modes: Toggle between flow properties with the left
and right arrow keys
o Velocity magnitude
o Acceleration magnitude
o Turbulent Kinetic Energy
o Vorticity
o Mass Residual
o Velocity Standard Deviation
o Acceleration Standard Deviation
o Count
o Pressure – Eularian method
o Pressure – Lagrangian method
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