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Two methods based on different concepts a re  presented for solving bounded phase- 
coordinate time-optimal control problems. 
maximum principle and jump conditions in the modified adjoint solution. 
putational scheme for this method is derived from sufficiency conditions. The other 
method is based 'on the introduction of a measure of excursion of phase-trajectories 
olAtside their  restraint  se t s  and gives an approximate solution. 
procedcre for this method is developed from the necessary and sufficient conditions 
which a r e  relatively easy to apply. 
optimai problems with integral cost. 
developed which proves satisfactory for  time-optimal problems with no phase- 
coordinate bounds, but not directly applicable for  problems with bounds. The 
cause of ?he difficulty is revealed by an analysis. 
on the bounded phase-coordinate optimal control problems are  also outlined. 
One method originates from Pontryagin's 
The com- 
The computational 
The method is extended to the solution of 
An on-line analog computer program is 
Areas for  further investigation 
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CHAPTER 1 
I N  TRODUC TION 
HISTORICAL DEVELOPMENT 
Bounded phase-coordinate prohl ems a r i se  naturally in  many practical applications. 
In many flight vehicles, engine deflection, angle of attack and bending moment 
contribute to the phase-coordinate constraints. Asan example, if the controller 
input is engine gimbal rate,  the engine displacement may be  considered as a 
phase-coordinate of the dynamical system. 
placements a r e  small; an efficient use of the available control input often de- 
mands operating on the  erzgine displacement limit. Unfortunately, such intuition 
is not always correct.  
operating a t  the displacement limit, but a l so  considering the displacement l imit  
explicitljr in the mer-a l l  design of the controller. The te rm "efficient use" can 
be specifically defined by a given minimization criterion, and problems of this 
type a r e  called optimal control problems with phase-coordinate inequality con- 
straints.  
Normally, the allowable engine dis- 
The efficient use of the control input implies not only 
A s  indicated by Bolza [l, pp. 125-1261 , Weierstrass formulated the analogous 
problems of calculus of variations with phase-coordinate inequality constraints 
in 188 2, and developed the "corner" conditions for the two-dimensional Lagrange 
problems. 
of the analogous problems. According to Bliss [2, p. 431 , the necessary and 
sufficient conditions fo r  a minimum solution were studied subsequently by 
Carathebdory, Bolza, Dresden, Graves, Reid, Smiley, Bliss, and Underhill. 
Most of the studies were completed between 1904 and 1937. 
The "corner" conditions deal with the discontinuities of the solutions 
1 
In 1961, Berkovitz [3] reduced the general control problem with constraints 
to a problem of calculus of variations. 
necessary conditions for  the problem of calculus of variations into the necessary 
conditions for the optimal control w a s  established, including the application of 
Pontryagin's maximum principle [4] . H i s  results,  however, a r e  not applicable 
to control problems with phase-coordinate inequality constraints that do not 
In his discussion, a translation of 
explicitiy involve the control variable. In an independent study, Gamkrelidze 
[ 5, a lso Chapter VI of' 41 treated the la t ter  problem entirely based on the 
maximum principle. Berkovitz [ 61 then showed that Gamkrelidzels resul ts  can 
be achieved by solving the relevant problem of calculus of variations. Dreyfus 
[ 71 studied the same problem by means of the dynamic programming formula- 
tion. His resul ts  a r e  in agreement with that of Berkovitz [8] . Among all the 
studies, sufficiency conditions were virtually ignored. For the practical  appli- 
cations, even when solutions do exist, the necessary conditions derived by 
various authors a r e  difficult to apply. 
During 1961-1962, Chang derived a simpler necessary condition for a more  
restricted class  of problems [g] , and existence theorems based on the exten- 
sion of Ascolils Theorem 10 . For linear time-optimal control systems with 
convex restraint  set ,  the necessary condition is also the sufficient condition. 
The result, however, w a s  not adequately proved. 
necessity of the condition can be  deduced f rom Neustadt's recent work [27] , 
while a rigorous proof Gf the sufficiency w i l l  be  shown in Chapter 3. 
condition is an improvement on Garnkrelidzefs result .  
that the normal vector appearing in the modified adjoint differential equation 
is always outward with respect  to the set of attainability, and hence the neces- 
s a ry  and sufficient condition is rela.tively easy to apply. 
[ I  
An elegant proof of the 
This 
It establishes the fact  
A s  to the computational aspects  of the problem, there  a r e  essentially two 
classes of methods. 
of the gradient, steepest-descent or their  equivalent. 
by Dreyfus [7] , Denham [ l l ,  121 and Bryson [13] , using the necessary con- 
ditions of the optimal control, and by Paiewon&y, et. al. [14] , using conditions 
One class is the direct  method which includes the method 
This method w a s  studied 
2 
both of the optimal control and from the calculus of variations. 
class is the indirect method which was discussed by Kahne [IS], Ho and 
Brentani [l6], and Nagata, et. al. 1171. Each method has  its advantages 
and disadvantages, and, in general, neither one i s t h e  best  method. 
The other 
1 . 2  PROBLEM STATEMENT 
The general problem of interest  is stated as follows. 
process as described by the differential system 
Given a l inear control 
x = A(t) x + B(t) u(t) (1 ) 
where x and u(t) a r e  n-dimensional state vector and m-dimensional control 
vector, respectively, A(t) and B(t) are n by n and n by m mat r ices  of 
measurable functions for  t in some interval [ t o, tl]. Le t  G be  a closed 
convex subset of En and Q be a compact convex subset of E m . Let  the cost 
Iuriciioiial of c~i i t ro? bc 
where f" (x, t)  and ho (u, t) a r e  real-valued, non-negative, convex and con- 
tinously differentiable functions with respect to t, while g is convex and 
differentiable. 
coordinate systems is to choose an admissible control u(t) e R on the t ime 
interval [to, tl] which s t ee r s  the system (1) from i ts  given initial s ta te  
x(to) = xo at time to to a closed target s e t  G C  G at t ime tl , such that 
the response x(t) C G €or all t c[to, tl] and the cost functional is a minimum. 
The general problem of optimal control of bounded phase- 
3 
The general problem described above i s  difficult to solve. Instead, solutions 
of more restricted classes  of problems were attempted which yield relatively 
simple results.  Approximate solutions were also considered. These a r e  
outlined in the following section. 
1 . 3  METHOD O F  SOLVING THE PROBLEM 
The f i r s t  question that needs to be answered is "Under what conditions does 
such an admissible control exist?" Chang [IO] discussed the existence theorems 
thoroughly. However, the fundamental requirement of the compactness of the 
set of allowed "control-and-path" pa i r s  (u, x) w a s  not clearly presented. 
subject is re-examined rigorously in Chapter 2. 
Equation (2 )  chosen a s  constant and f" + h" a s  unity, the problem is reduced to 
a problem of time-optimal control. 
Chapter 3, in which a sufficiency theorem for  the optimum control i s  estab- 
lished. 
out." procedure is derived and illustrated by a numerical example. 
theorems a r e  also given for various restraint  s e t s  in the phase-coordinate 
system. 
The 
With the value of g(x) in 
This subject is specifically discussed in 
Using this theorem, a computational scheme by means of "backing 
Uniqueness 
A method of approximate solution based on an entirely different concept is 
given i n  Chapter 4. 
of the phase-coordinate t ra jector ies  outside their res t ra int  sets .  The excur- 
sions can be adjusted to be a s  small  as pleased and thereby the trajectory so 
determined approximates the solution obtained by the method given in Chapter 
3. 
is proposed a r e  given and illustrated by a numerical example. A brief discus- 
s ion is also given for the optimum problem when g(x) and f" + h" a r e  not con- 
stants. 
The solution obtained by this method allows excursions 
The necessary and sufficient conditions upon which the computational scheme 
This problem is later discussed in detail in Chapter 7 .  
4 
c 
C 
Chapter 5 describes an analog computational scheme which mechanizes Neu- 
stadt's algorithm 1181 for an on-line computation. The program worked well 
for a time-optimal problem with no constraints in  phase-coordinates but failed 
when applied to the problem of bounded phase-coordinate as proposed in 
Chapter 4. 
puter for an on-line operation is then discussed in Chapter 6. The main diffi- 
culty l ies  in the existence of singular arcs in the adjoint solution which is also 
illustrated in the example given in Chapter 4. 
The implementation of the approximate solution on the analog com- 
Chapter 8 summarizes the resul ts  of the studies on bounded phase-coordinate 
optimal control and recommends a r e a s  of further investigation. 
5 
CHAPTER 2 
FUNDAMENTAL REQTJIREMENT FOR THE EXISTENCE OF 
OPTIMAL CONTROLS IN BOUNDED PHASE-COORDINATE SYSTEMS 
2 . 1  IYTRODUCTION 
The problem of the existence of optimal controls in bounded phasecoordinate 
systems was discussed by Chang 10, pp. 3-37]. His resul ts  a r e  constructed 
on the basis of the compactness of the se t  of all allowed "control-and-path" 
pairs. This fundamental proposit.ion w a s  given as Theorem 3 in his repor t  
[ lo ,  pp. 15-18]. Although hi.s sufficiency conditions for  the resulting exist- 
ence theorems a r e  correct,  the proof of Theorem 3 i s  not clear.  
[ 
In th i s  chapter, the proposition of the compactness of the se t  of all  allowed 
"control-and-path" pa i r s  i s  re-examined. A rigorous treatment within the 
framework of currently used mathematics [19] of this topic is presented. After 
necessary preliminaries,  an extension of Ascoli's Theorem is proved and is 
then applied in the proof of a theorem which is analogous to Chang's Theorem 3.  
2 . 2  A N  EXTENSION OF ASCOLI'S THEOREM 
The following definitions and lemmas [19] a r e  needed in  the extension of Ascoli's 
Th ?or  em : 
Definition 1.  
A family of n-vector functions, [ ~ ( t ) )  , on an interval, T,  is said to b e  piece- 
wise equicontinuous if: 
6 
(i) Each w(t) is piecewise continuous on T, i. e . ,  continuous 
except a t  finitely many points in T, where i t  may o r  may 
not be defined. 
(ii) Given e > 0, there  exists 6 > 0 such that for any w(t) e {w(t)} , 
if t and t2  l ie  in an open interval in which w(t) is continuous 
and It, - t21 < 6 ,  then 11 w(t,) - w(t,) 11 e .  Here, Ilw<t>11 
denotes the Euclidian norm of the n-vector, w(t). 
1 
Definition 2 .  
, of n-vector functions is said to converge almost uniformly 
on T to the n-vector function, w(t), if for each 6 > 0 it ispossible  to select  a 
measurable set, N whose measure is less  than 6, such that 6 '  
6 '  uniformly to w(t) on T-N 
Defir-ition 3. 
Let  X denote the set  of all n-vector functions defined on T. 
ber, w(t) ,  of X, define the ( E ,  6) neighborhood, N [e, 6, ~ ( t ) ] ,  to be the class  
of all members,  \.j(t), of X, such that l \w(t)  - w(t)  11 < e, except on a measur-  
able se t  of measure l e s s  than 6. The resulting topology w i l l  be  called the A. U. 
(almost uniform) topology of X. 
Fo r  a given mem- 
a 
Lemma 1. 
If a sequence, , converges to w ( t )  in the A. U. topology, then it con- 
verges  to w(t) almost uniformly and conversely. 
7 
Proof: Choose 6 > 0. Since to w(t) in the A. U.  topology, 
QD 
i t  is possible to choose for each integer, n > 0, another integer, /3 (n) > 0, 
such that for  K 2 /3(n), we have w,(t) c N [ --, - ' , w ~ ] .  Let  N = u 2" n = l  
1 6  
Then, the measure of N i s ,  a t  most, 6, and for te T - N and K 2 /3(n), 
(Iwk(t) - w(t) 11 < n. 
topology since 6 w a s  arbi t rary.  
of almost 'uniform convergence. 
1 Consequently, wk(t) converges to w(t) in the A .  U.  
The converse is obvious from the definition 
The following theorem gives resul ts  which a r e  essential in the extension of 
Ascoli's theorem (Theorem 2) :  
* 
Theorem 1. 
Let B denote a closed, uniformly bounded set of piecewise equicontinuous 
functions on the interval, T. Assume that: 
(i) There  is an integer, N 2 0, such that w(t) e B w(t) has,  
a t  most, N discontinuities in T. 
(ii) T i s  bounded , i. e . ,  there is a positive r ea l  number, R ,  a c h  
that t e T  I t l s R .  
Then, B is sequentially compact in the A .  U. topology. 
8 
Proof: 
Let w(t) be any infinite sequence of members of B. F o r  each k assume 
that N(k) Now, define 
7 -  , tN , tN , . . . , tN) to be  a vector such that 
the f i r s t  N(K) components a re ,  in order,  the points of discontinuity of wk(t). 
The remaining components, if any, a r e  equal to the right hand endpoint of T. 
N The set ,  ITk}, is a uniformly bounded set  of points of R . In fact, 11 'k 11 fi R 
for  each k. 
Tk( ' ) ,  which converges to a vector, 7 = (T1, . . . , 7d. Let  w k ( l )  (t) be the 
corresponding subsequence of vector functions. 
{ I  
N is the number of discontinuities of wk(t) in T. 
tkN(k) 
k - (tkl S t k 2 #  
By the Bolzano-Weierstrass Theorem there  exists a subsequence, 
YOW,  choose 6 > 0 and le t  I6 be the closed subset of T such that if tc 16, 
then It - Til 2 6, where Ti denote the endpoints of the interval, T. Then, 
there is a K > 0 such that for k 2 K, the functions w k ( l )  (t) a r e  continuous 
on I This result  is a consequence of the fact that fo r  k 2 K, the points of 
discontinuity l ie  within a distance, 6, of the limit, 7 = (T1 , . . . , TN). The 
inter V a l ,  16, i s  a compact subset of the r ea l  rluiiibei-a, aiid the  fufictinr?, 
wk") (t), a r e  a uniformly bounded and equicontinuous family defined on 16. 
(Wk(') (t)} , which converges uniformly to a vector function, w ( l )  (t), on 
Z6. Moreover, w(') (t) satisfies the same bounds and continuity hypothesis 
a s  do the wk(t) on I 
6' 
Then, from the theorem of Ascoli, there is a subsequence, { wk(2) (t)} > Of 
6'  
Let  6& be a sequence of positive numbers such that 6 1  = 6 and l im 6,= 0, 
b m  
and l e t  I6 be  defined as aboc-e, replacing 6 by 6,. 
{ w ~ ( * + ~ )  (t)} be a subsequence of {wk(*)(t)} such that: 
NOW, for each .L> 1, let 
c 
9 
0) 
Let w(t) denote the function whose value on t e U I is the common value 
of all w (t) which a r e  defined a t  t. Then, le t  {w$(t)} be the subsequence of 
('+') (t). Since 6& + 0,  this clearly implies that 1 (wk (t)) such that wt(t) = w 
w* (t) converges almost uniformly to  the function, w(t). The limit, w(t), i s  
clearly in B and the proof is completed. 
.t=l 6t .c 
.c 
Definition 4. 
Let B be a uniformly bounded se t  of n-vector functions defined on a finite in -  
terval, T.  M > 0, let  SM be  a family of n-vector functions 
such that SM G B and SM satisfies the hypothesis applied to the family B of 
Theorem 1. The se t  of families, SM, is uniformly dense in the A .  U. topology 
of B if, given any e > 0 and 6 > 0, i t  is possible to find M ( e ,  6)  such that 
every w(t) e B l ies  in a (e, 6) neighborhood of some member of SM. 
For each integer, 
Theorem 2. (An extension of Ascoli's Theorem) 
Let B be a uniformly bounded set  of n-vector functions which is closed in i t s  
A .  U. topology and contains a uniformly dense se t  of families, SM. 
is sequentially compact in i t s  A .  U. topology, 
Then B 
Proof: 
Let (wL (t)] be an infinite sequence in B, and le t  TI> 0 be  a small  number. 
Corresponding to the positive number, - '
Mk+l > Mk and each number of B lies in a ( 3 s  5) neighborhood of some 
member of S . F o r  each t, l e t  S (t) be such a function in S 
le t  Mk be  chosen so that 
2k ' 
Mk Mkfi Mk 
10 
corresponding to w,(t) .  Since S satisfies the hypothesis of Theorcni 1 M .  k 
for each k ,  let [! be a subsequence of the natural numbers such that S , .C1 (t) 
M 1  
converges almost uniformly to a function, (t). In  general, le t  L k + l  be  a 
subsequence of (lk) such that: 
(i) k,+,] does not include the first member of .4( . 
( t ) }  converges almost uniformly to s (t) . 
M k + l  
Let c.’ 
f i rs t  mcmbcrs of the 
uniformly to S ( t ) .  
denote the subsequence of the natural numbers which consists of the 
. Then, for each k, pMk, -c (t,) converges almost 
Mk 
‘1 most . 
rl p = l *  at most 
(iii) 11 sM - ( t )  - w- ... (t) 11 < 1 except on a setof measure a t  
, ::- L.” 2k 
r, 
2 
most . 
11 
rl Consequently, from the triangle inequality, ((wd::: (t) - u-* (t) (1 < F~ 
I .e 
'I1 
2k-2  except on a se t  of measure a t  most -
Let E denote the union of these se t s  for all k .  Then, from the countable sub- 
additivity of lebesque measure,  the measure of E i s  a t  most 4q. Clearly, the 
sequence {wL" (t)} converges uniformly on T-E to w": (t).  Now, take a 
sequence, rl , such that l im qi = 0 .  
i +  
By a now familiar diagonalization process ,  a subsequence, {wL (t)} , can be 
found which converges almost uniformly on T to a function, w(t), which, since 
B is closed, belongs to B. This completes the proof. 
2 .  3 COMPACTNESS O F  "CONTROL-AND-PATH" PAIRS 
In many control problems, one i s  given a system of f i rs t -order  differential 
equations of the type 
i where x is an n-vector and u is an m-vector.  The functions, f (t, x, u), 
together with their partial derivatives, b f i  . , i, j = 1, . . . , n, a r e  bounded, 
single-valued, and continuous functions in the vector arguments,  x, u, and the 
scalar argument, t , on a product region, X 
X and U 
compact interval in R . A control function, u(t) = [ul (t), . . . , um(t)] , 
is a vector-valued measurable function defined on T with a graph in U1. 
It follows from standard existence theorems that if  x(t) is specified initially 
and u(t) i s  a given control function, then there exists a unique, absolutely con- 
tinuous solation, x(t), of Equation (I), which passes  through the given initial 
conditions [ 201 . The following definitions a r e  introduced for  the convenience 
of discussion: 
b XJ 
m 1  xu1 x T, in Rn x R x R . 1 
are  closed regions in R n  and Rm , respectively, and T i s a  
1 1 1 
12 
. 
Definition 5 
Let f(t)  be a function of a rea l  variable defined on a compact interval, 
T = [ t l ,  t2]  . Let nl.: t l  = f1 S e2 S 
Then, f ( t )  is said to be of bounded variation if 
... 5 ,  = t2 be a partition of T. 
A vector function, g(t) 
each 02 i t s  components a r e  of bounded variation. 
= [ gl(t), . . . gr (t)] , is of bounded variation if 
Definition 6. 
Let -4 be  a family of vector functions and suppose every member of A is of 
bounded variation on an interval, ‘Ti = 
f . ,  of A,  
1 
n r 
If there exists a number, M > O D  such 
- 3  i t l ,  t2 j .  inen, lei% ea& m e r k e r ,  
= M(Zi) < 00. 
that M(f i) 5 Mfor  each f i  E A ,  then 
A is said to be of uniform bounded variation. 
The class of allowable controls is given in Definition 7. 
Definition 7 .  
Let R s U 1  be a compact subset of R m  and let  A be a family of uniform 
bounded variation vector functions defined on T with range in R .  Further-  
n more, let  X c X be a compact arc-wise connect,ed subset of R . Then a 
.-.ontrol, u(t) e A ,  is allowable with respect  to X if the solution, x(t), of 
Equation (1) satisfies the condition x(t)e X for  t e T .  
t i o n  of Equation (1) with an allowable control is called an allowable path. 
- 1  
Similarly, the so lu-  
The se t  of all allowable controls with respect to X, hereafter designated 
a s  allowable, is denoted by c, and the se t  of all allowed paths by p .  The 
m + n vector, [ u(t), x (t)] , denotes an allowable control-and-path pair 
where u(t) is allowable and x(t) the corresponding allowed path. 
of all control-and-path pairs  i s  denoted by F. 
The se t  
I A cost functional, c(u), is defined by the function, xo(t), t e T, and i s  
, 
I given by 
c(u) = x0(t2) - xO(tl)  
I 
I 
Note that T = [ t l ,  t2] . 
A n  allowable control, G(t), i s  said to be optimal if 
4) = sup c(u) 
ucA 
The types of terminating conditions considered a r e  as  follows: 
(1) If t2  is fixed but x(t2) is not specified, then the problem is 
referred to as a f r e e  endpoint type. 
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(ii) If x(t2) is specified and t2 is contained in a compact interval, - 
T = [ t l ,  t3] , the problem is referred to as a fixed endpoint 
p r  ob1 em. 
Definition 8 ,  
The set  of optimal controls under the free  endpoint condition is denoted a s  So, 
and the  set of optimal mntro ls  under a fixed endpoint condition is denoted a s  
The following lemma establishes the fact that A contains a uniformly dense 
family of step functions: 
Lemma 2 .  
The family, A ,  of allowable controls contains a uniformly dense se t  of 
families of step functions. 
Prooi': 
Let  the bound on the variation of the members of A on T be  M > 0. 
E A,  and l e t  e, 6 > 0 be  given. 
Let  f(t) 
Let  N be the  l eas t  integer for  which 
M(t2 - t,) 
N >  . 
€ 6  
(3) 
Now,  divide the interval, T, into N subintervals of equal length, 
~ ~ , i  = 1 , . . . , N .  
Define 
a .  = sup f(t) ,  bi = inf f(t) 
1 
tCT. te Ti 1 
(4) 
a n d  l e t  g(t) b e  a step function defined on T and given by 
(5) 
1 
2 1 1’ l J  g(t)  = -(a.  + b.),  t c 7. i = 1, . .  . ,  N.  
Since the maximum variation of f(t) i s  M,  the number of intervals for which 
a .  - b.  _> E is, a t  most, -. M 
1 1  € 
Consequently, 
t < + = e with exception of, a t  most, &!, intervals, whose measure  is 
c 
less than - - ( t2  - t l )  < 6, hence, A 
N € 
( t2  - t l )  . 
N 
But, from ( 3 ) ,  
E 
contains a uniformly dense se t  of famil ies  of step functions. 
the proof of Lemma 2 .  
This concludes 
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Theorem 3. 
The se t ,  F, of all allowed control-and-path pairs in sequentially compact in 
the almost uniform topology. 
Proof: 
Let [ u(t) ,  x(t)] be an allowed control-and-path pair. Define n + m + 1 
dimensional vector function, w(t), a s  follows; w(t) = [ u(t), x(t), xo(t)] . 
Let B be  a se t  which contains infinitely many w(t) and l e t  { wk(t)) be a 
sequence such that wk(t) e B. From the hypothesis on the fi (t, x, u), and 
from Lemma 2, we have that B is closed. From Lemma 2, B contains a 
uniformly dense se t  of families, Sm. 
subsequence, { w k  ( t )  1 , which converges to a l imit  function, w( t )  
uniform top ol ogy . 
By Theorem 2, we can select  a 
= 
(t)] , in the almost 1 m+l m + n + l  [ w (t), . . . , wm(t),  w (t),  - * - a w 
1 m +1 Let u(t) = [ w (t), . . . , wm(t)] and x(t) = [ w 
Yi was closed, [ w , . . . , w (t)] e x ,  and, from Theorem 2, we can 
conclude that [ w*(t), . . . , w ( t ) ]  e S2 almost everywhere on T. Let  (t) 
h e  defined as follows: 
(t), . . . , ~ " ' ~ ( t ) ]  . Since 
m+l n+m 
m 
u(t) where u(t) is  defined, o r  
U where u is any vector u C !2 
- c - 
on a subset of measure zero 
where w (t) is  not defined. 
- 
u ( t )  = 
A S  a resu l t ,  G e on T 
The next step i s  to establish that w(t) is an allowed control-and-path pair .  
Suppose fo r  contradiction that there exists a t  least  one t3, tl  5 t3  5 t2, for 
which 
A 6 
for some a. The func:tion, x ,  is the allowed path corresponding to u. The 
function, f (t, x, u), being continuous on a compact set ,  X x R x T, is 
uniformly continuous, and hence, for  any e > 0, 
such  that. 
i t  is possible to find 6 (e )  > 0 
if 
Define M = max I 1 f (t, x, u) 1 1 ,  
X x  R x  T 
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From Theorem 2, there is a (d lJ  e,) neighborhood in the almost uniform topo- 
logy such that if k 2 N1 (elJ e l ) ,  then 
except on a se t  of measure l e s s  than L 
control-and-path pair  f rom { wk(t) } which from definition satisfy 
Here, uk(t) and x,(t) a r e  an allowed 
Now, if' k is chosen sufficiently large,  one gets from (10) that 
Furthermore,  since f; 
than d l J  call i t  E, one obtains from (11) the following inequality: 
-. x and uk .-) u except on a s e t  of measure l e s s  
+ € (t2 - t l )  = - 2a 
3 
Hence, f rom (ll), (121, (13), one gets the inequality 
a 2a 
- 3  3 0 < a < 1 1  (t3) - dt - x( t , ) \  1 - +  - = a. 
This i s  obviously a contradiction and 
(t3) = f(t,  G> i) dt + x (t,) i" 
for  all t3 e T.  F rom the Lebesgue differentiation theorem, x ( t )  i s  a solution 
of the system and hence is an allowed control-and-path pair .  This completes 
the proof. 
2 . 4  CONCLUSION 
Theorem 3 given in the preceding section established the compactness of the 
"control-and-path'' pairs .  The theorern is analogous to  Chang's Theorem 3 
. 
[ 10, p.  151 . This result  is a fundamental requirement for the proof of 
existance theorems for optimal control with bounded phase-coordinates 
a s  shown in Reference 10. 
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CHAPTER 3 
TIME -OPTIMAL BOUNDED PHASE-COORDINATE 
CONTROL OF LINEAR SYSTEMS 
3 . 1  INTRODUCTION 
This  chapter discusses time-optimal bounded phase-coordinate control of 
linear systems of the form 
The basic ideas have been gleaned from the sources  listed in the references;  
very l i t t le is entirely new. 
two papers by Chang, [ 91 ,  [lo] . ChangQs ideas a r e  very fruitful but his 
These resul ts  have been obtained from a study of 
mathematical proofs a r e  apparently incorrect ,  
It is shown that the resul ts  presented he re  place the problem of time-optimal 
control of l inear systems with convex phase constraints in a position where 
calculation of trajectories by the ' 'backing out'' procedure is feasible. 
3 . 2  PROBLEM STATEMENT 
In th is  section, the problem treated herein w i l l  be precisely described. 
The control system has the form 
Vectors x and f (x, u, t)  aye n-dimensional while the vector,  u, is m- 
dimensional, A(t) is a measurable n by n matrix function for  t in some 
interval, [To,  T1]  of R1,  while B(t) is a measurable  n by m matrix func- 
tion on the same  domain. It is assumed that m 4 n. 
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Let G be a closed convex subset of En with non-empty interior.  
necessarily compact. Let 
R be a compact convex subset of Em with non-empty interior. 
m-vector function, u(t), defined on a subinterval, [to, t u ] ,  of [To, T1] , is 
an admissible control relative to  to and the point xo € G  i E  
G is not 
xo and x1 are points in Int(G) such that xo # xl. 
A measurable 
(i) 
(ii) 
u(t) e R fo r  each t in [to. tu ] ;  
The solution x(t) of Equation (14) with x(to) = 
u(t) l ies in G on the interval, [to, tu]. 
xo and u replaced by 
The cost of an admissible control, u(t), is denoted C(u) and is equal to 
tu - to’ 
The problem is as follows: 
u(t) ,  defined on intervals [to, tu]  of [To, TI] relative to t and the point x 
with the additional property that tu is the f i rs t  t ime at which the corresponding 
sz!utisn, x(t),  of Equation (14), with x(tn) = xn, is equal to xl .  Assuming U is ~ 
non-empty, find a member G( t )  of U such that for  all u(t) E U, C ( 5 )  S C h ) ,  i. e., 
t-. 
if i t  exists,  w i l l  be called an optimal control for the problem, P. 
Let U denote the class  of all admissible controls, 
0’ 0 
u 
tu. This problem wi l l ,  for brevity, be called the problem, P, and G(t), U 
3 . 3  PRELIMINARY CONCEPTS AND NOTATION 
Throughout this chapter, to and xo w i l l  remain fixed. Therefore, instead of 
saying that a control, u(t), is admissible relative to to and xo, it w i l l  simply 
be said that u(t) is admissible. 
is used fo r  an admissible control, the corresponding solution of Equation (14), 
with x(t ) = x 
Whenever a symbol, such as G(t)  or u*(t), 
w i l l  have the same type of symbol, i. e. ,  at) or x*(t) respectively. 
0 0’ 
It is useful to  augment the system, i. e. ,  Equation (14), by f i r s t  setting 
xo (to) = 0, xo (t)  1 
and then letting 
(15) 
where 
Thus, for each admissible control, u(t), the value of the zero-th component 
of 5 (t ) gives the cost of control. 5. (t) satisfies the differential equation 
U 
s (t) = 
, 
where 
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The same notational conventions w i l l  apply to {(t) as to x(t); i. e. , A(t)  o r  u* (t), 
etc., w i l l  correspond to S ( t )  o r  5*(t), etc.,  respectively. The constraints set ,  
1 G, w i l l  be replaced by r = R @ G .  
Given a point, f e a r (boundary of r), let q ( 5 ) denote a unit vector pointing 
into Ext (T ) such that: 
(i) 
(ii) 
If 7 has a unique exterior normal at S , then q ( 5 ) is that normal; 
If r does not possess a unique exterior normal a t  5 ,  then q( 5 ) is 
normal to some supporting hyperplane to r at 5 ,  which exists, 
since T is convex. 
Given an admissible control, u(t) c U, i t  w i l l  be assumed that the interval 
[ to, tu]  can be broken up into a finite set of closed subintervals, Ik = 
[ tkWl, tk ]  , k = 1, 2, . . . , r. where r is necessarily odd, such that to Stl  S 
t 2  5 . . . tr  = tu and : 
(i) If k is odd, the 5 (t) corresponding to u(t) l ies entirely in  In t ( r )  for  
(ii) If k is even, 5 (t) l ies on W for t c 
Note that i f  k is even, one may have t 
is odd. 
5 (t), and the points, 5 (t ), a r e  called junction points. 
= t ; but, this does not happen if k k- 1 k 
The times,  tk, k # 0, r, a r e  called junction times for the solution, 
k 
Let us suppose the matrix, A(t), in  Equation (14) has entries a. .(t), i, j= 1, 
1J 
2, .  - .  ,n, and B(t) has entries b. .(t), i= 1 , 2 , .  . . ,n,  j= 1,2,. . . , m. 
matrices ,  A$t(t) and B4(t), have entries a..(t), i, j= 0, 1.. . , n, and bf.(t), i= 0, 
1.. . , n, j=  0, 1.. . , m, respectively, which are defined as follows: 
The 
1J 4 
11 1J 
0 i f i =  O o r j =  0 ,  
a .  .(t) otherwise; 
1J 
.L 
I. 
a. .( t)  = 
1J 
O i f i =  0, 
b. .(t) otherwise. b!.(t) = { 
1J 
11 
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Consequently, Equation (17)  may be written as 
where [/I eo = \ \ 
Let @(t) be a covariant (n+l)dimensional vector function which is a non-trivial 
solution of the so-called ' I  adjoint system''  
If, for all such rC/(t), the equation 
has a unique solution, u(t) e n, for almost all t in the domain of q( t ) ,  the 
systems, represented by Equations (14)  and (18), w i l l  be called normal 
systems 
3 4 A SUFFICIENT CONDITION FOR TIME-OPTIMAL 
BOUNDED PHASE-COORDINATE CONTROL 
Theorem 1. 
Let ;(t) be a member of U defined on 
function defined and continuous on 
. Let $(t) be  a covariant vector 
the possible exception of the 
be non-negative r ea l  numbers. points t 1, t 2, . . . , t r - l .  Let v1, v 2'. 9 Vr-l 
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b 
Let 5 (t) be a non-negative measurable function defined on [t t-  1. Assume that 
0' u 
(ii) J/,(t) is a constant, qo < 0,  
where @(t) = [qo(t), J/,(t), . . . , *,(t)]; (The form of A*(t) 
guarantees that qo(t) is constant. ) 
(iii) If k is odd, then for almost all t E (t, - l,tk), 
@ = -J/A*(t); 
(iv) If k is even, then for almost all t € (tk-lD t,), 
(v) F o r k =  1 , 2  ,..., r - 1 ,  
Let H(u, t )  be defined for u e nand each t in  [ t o, t;], except possibly for  tlD 
t2,."., t r - l  by 
Suppose that for almost all t in [to, t;], 
H [G (t), t ]  = max H (u, t). 
U E Q  
Assume that for almost all t E [to, t;], there exists a u+(t) G n such that 
A(t) x1 + B(t) u+ (t) = 0 
+ and u (t) is measurable on [to. ti] . 
Then, 6 (t)  is an optimal controller for the problem, P. 
(20) 
Proof: 
Suppose for the sake of contradiction there exists another controller, 
u+ (t) e U, such that tu,:, < tG.  
letting u::;(t) equal u (t) almost everywhere on the interval [tu,, t;] . This 
choice of u::<(t) maintains x:::(t) at x 
(25). 
One may extend the definition of u*(t) by 
+ 
during this interval because of Equation 1 
Consider the expression ql(tG) [ e (t- U ) - p (t..)] - *(to) [ (to) - 5 * (to) 1. 
qlo(t; - 0) - ql (t- - 0) = 0. o u  
With the possible exceptions of the t imes,  tk, k= 1, 2 , .  . . , r -1 ,  the function 
r- 1 
k= 1 
tk- 1 k= 1 
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Taking note of Equations (20), (21) and (22), Equation (27) yields: 
r- 1 
k= 1 
+ 
r- 1 
t= 0 
t2 1. +1 
t 2  .c 
I 
= 0, 
which reduces to 
r-  1 
r-1 
2 t2  .c+1 
Now, the fact  that r i s  convex, together with the non-negativeness of vk , 
shows that f o r  k = 1, 2 , .  . . , r-1, 
The fact that r i s  convex, together with the non-negativeness of <(t) ,  shows 
that for t e [ t2.C - 1, ta t ]  r - 1  , .c= 1 , 2  , . . .  ) 2 '  
n 
By hypothesis on u( t ) ,  
Therefore, in order  that (29) should hold, i t  is necessary that expressions (30) ,  
(311, and (32) should be identically zero wherever defined. Let [t'. t i ]  
den0t.e the intersection of Ir - [ t r - l ,  tr] with [tu,:,, t; ] . The interval, 
[t', t;] , is easily seen to have non-zero length. On this interval, 
o r  
a1 m os t everywhere. 
But, then, the normality of the system implies that, almost everywhere on 
[t', t,] > 
n 
u (t) = u+(t). 
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(33)  
(34)  
(35)  
b 
A 
But then, since x (t;) = xl, and Equation (25) is true,  it must be  t rue that 
x^  (t+) = x1 
+ and this contradicts the definition of t;, since t < t i  
Thus, (t) must, indeed, be an optimal controller for the problem, P. This 
completes the proof of Theorem 1. 
It will be shown next that., under certain assumptions which amount to a modified 
normality conditions, a time-optimal bounded phase trajectory, x (t) joining x 
to x and i t s  associated control function, u(t), are unique, provided they also 
satisfy the hypotheses of Theorem 1. Some of the resu l t s  a r e  for t ime varying 
systems and some for autonomous systems. 
A 
0 A 
1’ 
3 . 5  FIJRTHER ASSUMPTIONS AND NOTATION 
It w i l l  be  assumed now that an interval, [$-1, tk] , (k necessarily even), during 
which x( t )  l i e s  on the boundary of G, is the union of finitely many subintervals 
which may be divided into two classes: subintervals during which C(t )  > 0, and 
subintervals during which C(t) 5 0. 
Equation (21)  and Equation (20) a r e  identical, so the covariant vector, @(t), w i l l  
obey Equation (20) - the same equation that +(t) satisfies on intervals of t ime 
during which x( t )  l i es  in the interior of G. 
A 
On a subinterval during which <(t) I 0, 
A 
1 The intervals,  Ik = [tk-l, $1 , were defined for a given interval, ito, t; , 
and path, x( t ) .  
subdivision such that [to, t;] is thereby divided into subintervals, Jk = [ \-l, Tk] ,  
k = 1 , 2 , .  . . , s, where s is necessarily odd, such that: 
A 
It  w i l l  now be  assumed that there is a refinement of this 
(i) If t E ( T ~ - ~ ,  T ~ )  and k is odd, then rl/(t) obeys Equation 
(20) ;  
path such that x*:(t ) = x x*<(tn) = x F r o m  Equation ( 2 9 )  
Theorem 1, and from the assumptions introduced above, i t  is 
0 0’ U 1 ’  
h ~ ~~~ 
(ii) If t c ( T k - l , ’ T k )  and k i s  even, then rl/(t) obeys Equation 
( 2 1 )  and 6 ( t )  > 0. 
It should be noted that each interval, I 
while eac.h interval, J 
(k odd), is  an interval, J!: (k ’  odd), k’ 
(k even), i s  a subinterval of some I k / ,  (k even). k’ 
3 . 6  UNIQUENESS OF TIME-OPTIMAL BOUNDED PHASE-COORDINATE 
CONTROL FOR STRICTLY CONVEX CONSTRAINT SETS 
Theorem 2 
A 1 
Let the control, u (t) E U, the augmented path variable, 5 (t), and the covarirint 
vector, +Cl(t), satisfy al l  of the hypotheses of Theorem 1. 
addition that the constraint set ,  G, is strictly convex and that the rank of the 
n by m matrix, B(t), i s  almost everywhere equal to m.  
a r e  the unique time-optimal bounded phase-coordinate control-and-path joining 
x to x with x(t ) = x 
Let i t  be assumed in 
A 
Then, u (t) and x (t)  
0 1’ 0 0‘ 
Proof: 
Let u+(t) and xf(t) be any bounded phase-coordinate control and corresponding 
c(tn) 
32 
in the proof 
seen that 
of 
. 
24,- 1 k= 1 .c= 1 7 
A 5  in the proof of Theorem 1, (30), (311, and (32) may be derived, with (31) 
s- 1 .c = 1 , 2 ,  ...,- 
Theorem 1, the equality sign must hold for (301, (31), and (321, with the new 
domain for (31). 
Also, a s  in the proof of holding for t E [ T ~ & - ~ ,  4 24, ' 2 -  
A 
From the normality hypothesis, the equation, J/(t)B*(t)u(t) = 
max { J/(t)B::(t)u }, has G(t) a s  i t s  unique solution almost everywhere on an 
U €  R . 
T ), (k odd), u*(t) = u(t)  almost everywhere on such intervals. ('k- 1' k interval, 
It should be clear then that the theorem wi l l  have been proved when the follow- 
ing resul t  has  been obtained: if k is even, and x*(T 
x:t(t) = x( t )  and u*(t) = u( t )  almost everywhere for t in the interval 7 [ k-1' 'k] 
A 
) = X ( T ~ - ~ )  then 
A A k-1 
TO prove this, note that a t  any time instant, t c(Tk-l, Tk), q[ i  (t)] is the 
(n + 1)-dimensional exterior normal (or normal to a support plane) to J? at (t) 
Le t  rl [ (t)] denote the n-dimensional exterior normal (or normal to a support 
plane) to G a t  the corresponding point, x(t) .  Then, since the zero-th com- 
ponent of q [ e  (t)] is zero, 
A 
33 
If Equation (37)  is to be  true,  then 
for K even. The s t r ic t  convexity of G then implies xJF(t) E x(t) ,  
t E [ T k - l ,  T k ]  . Since both x*(t) and G(t) satisfy Equation (14), i t  must  be t rue 
that 
B(t)u*(t) = B(t)G (t) (40) 
for almost all t E [ T +-1, T k ]  . Then, since the rank of B(t) is almost everywhere 
equal to m, u*‘(t) = u( t )  almost everywhere in [ T k - l ,  T k ]  . Thus the proof of 
Theorem 2 is complete. 
In the above theorem it  would clearly be adequate to assume that C(t)> 0 almost 
everywhere in bk-1”k ] when k is even. 
This resul t  has ra ther  res t r ic ted application because, unless for some reason i t  
is spherical o r  elliptical, the constraint s e t  is usually a region bounded by hy- 
perplanes and hence will not be s t r ic t ly  convex. Thus, another resul t  is needed 
which wi l l  give uniqueness in such cases .  A general resul t  for  measurable  A ( t )  
and B(t) and (not strictly) convex constraint s e t s  appears  very difficult a t  p re -  
sent. The resul ts  presented below w i l l  b e  valid fo r  a more  restr ic ted c lass  of 
problems. 
3 . 7  MORE ASSUMPTIONS AND NOTATION 
It will henceforth be assumed that A(t) is a bounded measurable mat r ix  function 
of t, while B(t) E B is a constant mat r ix  of rank, m. The constraint set ,  G ,  
w i l l  be a closed convex set  bounded by  finitely many (n-1)-dimensional hyper- 
planes, €I1, H 2 , . . . ,Hp. In other words, letting vk, k = 1, 2 , .  . . , p ,  be  a 
unit vector perpendicular to Hk, there  a r e  real numbers, c k = 1, 2 , .  . . ,p ,  
such that 
k’ 
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b 
G ={x  I x . v k S  ck, k = 1, 2, ..., 
Thus, fo r  points, x e 3 G ,  which lie in  the interior of an  (n-1)-dimensional 
be assumed that the control res t ra int  set, n, is a polyhedron in Em with 
non-empty interior. 
face of G, which is par t  of the hyperplane, Hk, T(x) = vk. I Finally, it w i l l  
Here the pr ime denotes the transpose. 
3 . 8  UNIQUENESS OF TIME-OPTIMAL BOUNDED PHASE-COORDINATE 
CONTROL FOR CONSTRAINT SETS WHICH A R E  POLYHEDRA 
i t  is evident from the proof of Theorem 2 that i t  w i l l  be  sufficient to consider 
the following problem: Assume that Tk-l, Tk 
which x (t) l i es  on the boundary of G, and that C(t) > 0 for t e (Tk- l ,  Tk). 
Show that if  x*(Tk 1) = X ( T ~ - ~ ) ,  then x*(t) 3 x(t)  and u*(t) = u(t)  almost 
everywhere on 7 
, (k even), is an interval during 
A A 
A [ 3 
A 
[ k - l D T k ]  
Equation (39)  is alii vaiid but, since is not strictiy convex, it cannoi i r r i r r i e -  
diately be  concluded that x*(t) x( t )  for t e[7k-l, ‘rk] . Let us consider some 
fixed time, t e [T k-l, T k ] .  Then, c ( t )  e b G .  If f;(t) lies in the interior of an 
(n-1)-dimensional face of G, which is par t  of some hyperplane, Hk, then cer -  
tainly, T [; (t)] = v:. Equation (39) then implies that x*(t) also l ies  in Hk, and, 
consequently, on the same face of G. Now suppose, instead, that x ( t )  l i es  
A 
A 
in an (n-r)-dimensional face of G, which is part of Hk CI H n . . . n Hk . 
1 k2 r 
Then, rl [c( t ) ]  = a v + a v + . . . + a  v , where a 1 , a 2 , .  . .a r a r e  non- 
kl k2 kr 
S’ 
negative r ea l  numbers. Let  us suppose the ordering is such that a1,a2,. . .a 
S r, a r e  the non-zero coefficients. Then i t  is easy to see that Equation (39) 
implies x+(t) e H . Since both x (t) and x+(t) are con- 
tinuous on [ T k - l ,  7 k ] ,  the interval, [:k-l, T ~ ] ,  is composed of subintervals 
on each of which both f;(t) and x*(t) l i e  in some intersection, Hk CI H 
A 
n H A . . . n Hk 
kl k2 
n . . . n Hk . 
1 k2 S 
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Instead of presenting a complete analysis of this situation, we w i l l  consider a 
simplified situation in which T k-l ,  7 i s  composed of finitely many subinter- 
vals in each of which only one of the coefficients , ai , is non-zero and, hence, 
x (t) and x:::(t) both belong to some hyperplane, Hk, . But then, i t  is clearly 
sufficient to consider the case where x( t )  and x:::(t) both l ie  in a fiwd hyper- 
plane, HI,  on [Tk- l ,  T k ] ,  and rl [;(t)] z v i  on [ T ~ - ~ ,  T~ 3 . Weremark  that 
the results in the general case re fer red  to above a r e  not essentially different 
from those we present here. 
[ kl 
A 
A 
Using, if necessary,  a non-singular change of coordinates, i t  may be  assumed 
that v1 is given by 
1 and c. 1. Thus, for all t E T [ k-l"k] ' 
where the pr ime denotes the transpose.  
('This choice of T [i (t)] w i l l  be made even i f  
dimension l e s s  than n- 1. ) 
(t) l i es  on a face of G of 
Conditions must be found under which the eqat ion,  
already known to be valid almost everywhere in Pk- 1, T ~ ]  ,~ implies that 
u+(t) = u (t)  almost everywhere there, and hence x:r(t) e x (t) there.  
A 
i 
Let x be a point of G lying in H1 and let  x(t) be, for =me u(t), a 
solution of Equation (14) passing through x = x(?) a t  time, 'T, such that 
x(t) l i es  in H1 on an interval, ['T, 7 + 6 1 .  Then, it must be t rue that 
If k!t) exists, then 
-[x(t). d e l ]  I t='T = X(7) . e l  = 0. dt 
But then, 
Fo r  a given x ( T ) ,  therefore, the set  of admissible values of u( i )  consists of 
the se t  
n[x(?), T ]  = { u 1 u E n and 8, . u = -a1(?) . X(T) } (48 1 
which is the intersection with 0 of an (n-1)-dimensional hyperplane perpendicular 
to the fixed vector, 0,. Thus, n[x(?), T] is a convex se t  of dimension s m - 1  
which, in general, var ies  with x(?) and 7 .  
Definition 1. 
~ ( x , T )  = {  u E nlp1 . u = -a1(?) . x } ;  nc = {  u c n l p l  
Obviously, each n(x,  'T) corresponds to one and only one 
R c  may correspond to none, one, o r  more than one n(x, 7). 
u = c, c r e a l  I . 
nc, but a fixed 
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. 
1 
The following statement is easy to prove: 
unit norm containing but finitely many members such that for  all Qc the one- 
dimensional faces of i7 are parallel  to members w of W. 
There exist a set ,  W, of vectors of 
C 
Definition 2 (The Modified Normality Condition). 
There a r e  no subsets of [\- 1, T ~ ]  with positive measure during which $(t)B* 
is perpendicular to any w eW. 
Assuming that the modified normality condition holds, the uniqueness of G(t) and 
fi (t) can be shown; i. e., it can be shown that u*(t) = Q (t) almost everywhere on 
From Equation (44) and the hypotheses of Theorem 1, it is known that both 
u*(t) and i (t) maximize q( t )B* u almost everywhere on [ T k-l ,  T ~ ]  for  u €0. 
Therefore, if u* (t) #h (t), the convexity of nimplies that the line segment 
from u*(t) to Q(t) almost always l ies  on the boundary of n, and the vector, 
$(t)B*, is perpendicular to  this line segment. 
u*(t) to  h i s  either par t  of a one-dimensional face of R o r  else is such that 
i t s  interior l ies in the inter ior  of a face of n of dimension higher than one. 
In the la t ter  case,  q(t)B* must be perpendicular to  this entire higher dimen- 
sional face, for otherwise, q( t )B* h would not be maximal. But this higher 
dimensional face of n contains a one-dimensional face of some  Rc, and thus, 
q(t.)B* is perpendicular to  some w e W. 
Now, the line segment f rom 
Therefore, the modified normality condition makes it necessary that the l ine 
segment from u*(t) to  h(t) lie in a one-dimensional face of R at almost all 
k-l, Tk]. It w i l l  be assumed he re  that T~ 1, ‘rk can be sub- points of [T 
divided into finitely many subintervals during which this l ine segment lies 
[ -  1 
in a fixed one-dimensional face of n. But then, fo r  the proof, i t  may as 
we l l  be assumed that this l ine segment l ies  in a fixed one-dimensional face 
of n on all of T [ k-1’ ‘k].  
This one-dimensional face of SI cannot be perpendicular to  the vector,P1, 
for  this would imply that it is a one-dimensional face of some n C  and hence 
But, P ,  ' = e;B = r( [f (t)lB, and hence, 
parallel to some w e W ,  and then one would have $WB* w E O  on 
T k- 1, T k], where M is a f ixed positive number. 
0 
Now, for t e T ~ - ~ ,  T ~ ] ,  c 
51 [2 (t) ] [x*(t) - a t ) ]  = 0 
so that almost everywhere, by differentiation, 
$2 (t)] [ &t) - &t)] = 0 
or,  using Equation (14), 
which, using (49), implies 
for almost all t L T~ 1, [ - 
Now, since the matrix, A(t), is bounded, 
where M1 is a fixed positive number. Thus, 
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where M is a positive number. Assume that 
on the interval, [ 7 k -  1, T k] , where N is a positive real number and q is a non- 
negative integer. 
inequality certainly holds f o r  some N when q= 0. 
e te rs  formula, and the fact that xXc ( T  k- 1) = jZ  ( T ~ -  1), 
Since 1 I u’t(t) - 12 (t) 1 1 is bounded ( n is compact), this 
Using the variation of param- 
A(s)ds B [u*(s)-fi (s)  ] ds  I S x”(t) - 2 (t) = exp k- 1 
But then, from (52), it is seen that 
’ k-1 
Then, (51) proves that 
Since this analysis is t rue  for  q = 1, mathematical induction shows that 
for any positive integer, q, for  each t e [ 7 k-l, T ~ ] .  But, the expression on 
the right hand side of (54) is the q-th t e rm in the Taylor series for  
40 
N exp [g (t - T ~ - ~ ) ]  and hence approaches zero  as q 4 0 .  Thus, the only 
possible conclusion is that 
for almost all t c T~ . Therefore, the following theorem is proved. 1 
Theorem 3. 
Let it be required in the statement of the optimization problem that A(t) be 
bounded and measurable and B(t) z B is constant. 
control for  the problem, P, and 2 (t) the corresponding trajectory and assume 
that h(t) and i ( t )  satisfy the hypotheses of Theorem 1. 
traint set ,  R ,  be a convex polyhedron in E 
be given by 
Let i ( t )  be  an optimal 
Let the control res- 
m and let  the constraint set, G, 
Let Wk denote the finite se t  of unit vectors parallel  to one-dimensional 
faces of se t s  
nk(c) = {  u I v L B u =  c ) .  
Suppose that there is no interval during which 2 (t) vk = 
for  some member w 
the bounded phase-coordinate optimization problem with initial point, xOJ 
initial time, t 
and $‘(t)B* wk= 0 ‘k 
of Wk. Then, G(t)  and i ( t )  a r e  the unique solution of k 
and final point, xl .  
0’ 
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3 . 9  THE MODIFIED NORMALITY CONDITION FOR AUTONOMOUS SYSTEMS 
It will now be shown that i f  both A(t) P A and B(t) E B a r e  constant matrices,  
then the test  for the validity of the modified normality condition is essentially 
the same as  the test  for the validity of the normality condition for the problem 
of time-optimal control without phase constraints. 
It will be shown later  that, in this case,  the function, 5 (t), is piecewise 
analytic. Now, suppose there  is an interval, ( 7  T 1), during which G(t) 
l ies  on the (n-1)-dimensional hyperplane, x e = 1, and during which 5 (t) 1 
is analytic and for some w W, q(t)B" w = 0, i. e . ,  in the inner product 
notation 
0' 
[q(t) ', B4 w] P 0, 
where the prime denotes the transpose. 
Differentiating yields 
But, as already known from the definition of W, 
q [e  ( t ) ]  B:: w P 0 
whence 
Continuing, it is seen that 
q ( t )  [A;::] B:t w t 0, k= 0, 1, 2 , .  . . , n-1, 
A 
whence, letting q ( t )  denote the las t  n components of $'(t), 
q ( t )  A B w t 0, k = 0 ,  1, 2, . .., n-1. A k 
(55) 
(57) 
(59)  
( 6 0 )  
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. 
Bw a r e  inearly independent, and $(t) # 0, An- 1 Then, if B w, A B w, ..., 
a contradiction is obtained. 
test in Chapter I11 of Reference 4. 
This should be compared with the corresponding 
We wi l l  conclude this chapter with an example and some remarks  regarding 
practical application of these results.  All notational conventions so far 
introduced w i l l  continue to be used with the exception that the covariant 
vector, J/(t), w i l l  be an n-dimensional solution of 
ra ther  than a solution of the augmented equation used earlier.  
3.10 EXAMPLE: THE LINEAR HARMONIC OSCILLATOR (LHO) 
To illustrate the use of Theorem 1, consider the controlled LHO, 
P + x  = u, 
where the variables, x and u, a r e  scalars ,  with u subject to the control 
res t ra int  
and with the phase constraint 
1 la ST. 
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(t) 
Letting x(t) = [:: ( t ) ]  now be a two-dimensional vector, the second-order 
system equivalent to  LHO is 
1 X [i2: (63) 
which obviously has the form k = 
becomes 
Ax + Bu. The phase constraint (62) then 
1 
1x21 S F  . 
The adjoint system is 
(64) 
Time-optimal solutions of Equation (63) w i l l  be constructed in that portion of 
G = { (xl ,x2) I 1 x2 1 S ] (See Figure 1) which lies in the left half plane by 
a backing out" procedure. 
1 
The general solution of Equation (65) is a vector q(t) of the form 
+(t) = (C1cos t + C 2 s in  t, -Cls in  t + C2cos t). 
Thus, fo r  the unconstrained time-optimal control problem, the Maximum 
Principle shows that 
u(t) = sign (-C1sin t + C cos t). 
2 
(66) 
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C B A 
J I  H G F 
t (t) = 2 ALONG L I N E  ABC 
J U M P S  I N  (t) T A K E  P L A C E  A T  C 
- 1 
x 2 -  2 
x1 
0 
1 
A. x 2 = -  2 
Figure 1. Optimal Solutions of the Linear Harmonic 
Oscillator with Bounded Phase -Coordinates 
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Let it be agreed that in every case  the origin is reached at  t ime t = 0 and thus 
the optimal trajectories a r e  to be studied for t < 0. 
From the study of the unconstrained problem, it is known that there  is an opti- 
mal trajectory, s ( t ) ,  with i ( t )  r - 1  on the interval, [- E, 01. In Figure 1, 
this is the a r c  AO. It is clear ,  then, that for t e ( - - 0) , 77 6 '  
b.e?,alJse (66) and (67) describe the relationship between J/(t) and fi (t). 
IT A t t =  
[ - 
- -  ?(t) encounters the phase boundary, x2 = H .  If, on an interval, 6 '  
- 6, - f ] ,  2 (t) is to  l ie  on this boundary, one must have 
kz (t) = 0, 
whence 
and thus, the value of G(t) is not in general extrema1 within R = 
But, the equation 
must hold on this interval if  the hypotheses of Theorem 1 a r e  to  be satisfied.  
Hence, J/ (t) 1 0  on this interval. 2 
TT To avoid a discontinuity in J/(t) a t  t = - , s e t  - 
CJ3 + -  = o  (71) q2 ( - F) = -C1 sin( - -) + c 2 c o s  ( -T) = - 2 H ll ll c1 6 2 
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s o  that C1 = -fi C2. With Equation (68 )  in mind, the choices 
c2 = -1, c1 = 6 3  
a r e  made, thus determining 
rC/(t) = [ f i c o s  t -sin t, - + G i n  t -cos tl 
on the interval, [- t, 01. 
n TT If 2 (t) l ies  on the boundary, x2 = 2,  on an interval, [- F -6, - 61, then 
$(t) 1 0 on this interval. But, on this interval, 
since q [%(t)]  P 10 11 . Therefore, $,(t) 1 0 ,  which implies 
But, since q1(t)  = rC/2(t) 10, this means 
7 
C ( t )  1 q t )  1tp1 [ - + I =  %fi + - 1 = 2. 
2 
(73) 
n 
The use of the function, 5 (t), may be discontinued at any t ime t - F . 
If C(t) is not used at all, the optimal trajectory, FAO, results.  If 6(t) is 
Tr n n used on an interval, [- 3 - 6, - g-] , and discontinued pr ior  to  - z- 6, 
then, for  t < - - 6, one has n 6 
and a trajectory,  GBAO, is the result. 
positive number I; fi 
This analysis holds when 6 is a 
If 6 >$, i t  ,doe,s not apply because then %(t) would 
to  the left of the point, , and there  is no control which can 2 = T  l i e  on x 
keep 8 (t) on x 2 = F i n  this region. 
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Assuming now that S(t) = 2 has been used on the interval, [ - &- fi - 51, 
the situation at t = - f - -  $ w i l l  n w be examined. It is clear  that, under 
the circumstances, 2 [ -  5 -$I = 1 . If $4t) remains continuous at 
t = 
-2sin (t +E +$)I and a trajectory, HCAO, is the result. Suppose, on the 6 
other hand, a jump discontinuity of the form 
n 2 
6 6 - -  -6, then for t < - 2 - 6  one has Q(t) = [ 2cos (t +$+fi), 
is introduced at at t = - -fia Then 
*( -5-$ - 0 )  = [2 - v ] .  (79) 
The real number, v, may be any positive number. Depending on the choice 
made, and this choice is entirely arbi t rary,  a number of trajectory types 
arise. With v =  0, the trajectory,  HCAO, has already been mentioned. Fo r  
v > 0, the trajectory takes the form indicated by IDCAO. 
v = + m , which actually corresponds to taking $' ( - f - 6 - 0) = [0 
leads to the trajectory, JECAO. 
The limiting case,  
1 1, 
The trajectories described above and those obtained f rom the control given 
by Equation (67), with C1 = cos0 and C2 = s ine ,  where - -<  0 < 0,  6 
together with their  symmetr ic  counterparts, completely f i l l  out the domain 
of controllability for  this particular time-optimal bounded phase-coordinate 
control problem. 
l-r 
3.11 COMPUTATION O F  TIME-OPTIMAL BOUNDED 
PHASE-TRAJECTORIES AND CONTROLS 
In this section it wi l l  be shown that the method il lustrated in  the above example 
has rather general application. 
trajectories via the so-called 
that no difficult mathematical problems w i l l  normally arise in such computation. 
It w i l l  be shown that 80mputation of optimal 
backing out" procedure is feasible in the sense  
48 
The 'I backing out" method for problems without phase constraints involves 
the following operations for each t ra jectory First, a value, $', for  $'(t$, 
the final value of J/(t), is selected. If the control process  is linear,  this 
leads immediately to the entire solution, $'(t), defined on any interval, 
[to, t;], so  that i(t) is chosen to maximize J/(t)B(t)u; finally, 2 (t) is cal- 
culated as a solution of 
with ;(L) = x For  nonlinear problems, the basic idea is the same  but 
+(t) and x (t), in general, have to be calculated simultaneously. 
1' u1 
The corresponding process for  time-optimal bounded phase-coordinate con- 
t rol  of l inear systems of the form 
[A(i) iiii,e varyifig, u L U l l ~ L C L l * . . ,  ----+--+1 -..;11 A&* hn "I pnncir3erd I--.----  - below, lt is c lear  that 
the calculation of an optimal bounded phase-trajectory involves treatment of 
the following subsidiary problems: 
(i) 
(ii) 
(iii) 
(iv) 
Determination of 2 (t) and 6 (t) when 2 (t) l ies in  the interior of the 
constraint set ,  G; 
Analysis of the behavior of J/(t), 2 (t), and c(t) at t imes when 2(t) 
leaves aG to enter Int(G); 
Analysis of the behavior of J/(t)- ;(t), and G(t) during intervals 
for  which i ( t )  lies on 3 G; 
Analysis of the behavior of J/(t), 2 (t), and G(t)  at t imes when i ( t )  
leaves Int(G) to meet aG.  
Each of these subsidiary problems will  now be  discussed. 
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Let ( To, ‘fl) be a maximal interval such that 2 (t) lies in Int(G). 
Theorem 1 is to  be  used, i t  is clear  that the usual Maximum Principle 
must be employed on such intervals. Thus, the principle question that 
ar ises  is how J / (  T ~ )  is to be determined. 
zation problem, Tl = 
choice leading, in general, to  a different optimal trajectory. 
above shows that this is no longer t rue in the present theory of bounded 
phase control. Every solution is such that q2 (t) < O  on the interval, 1- z, 0 )  , 
leads to the trajectory, AO, and the only extension backward in t ime occurs 
when, in addition, q2 [-TI= 0. 
If 
Fo r  the unconstrained optimi- 
the choice of rC/(tG) is arbi t rary,  with each 
The example 
n 
rr 
Let it be assumed that both R and G a r e  convex polyhedrons, the fo rmer  
being compact. Assume that T~ is a t ime when 2 (t) leaves the boundary, 
x . e = 1 (without loss  of generality), of G for  Int(G). Assuming G(t) 
to be left continuous at  t ime t = T i t  must be t rue that 0’ 
1 
max 1(/( T~ - 0)Bu 
U S f l  
and it also must be  t rue that 
{ us f l  I P ,  - U = - 0  1 0  ( 7  ) *  9 (To) (82)  
[ See Definition 1 following Equation (48 ) ] .  In general, i t  is to be expected 
that G ( t )  will l ie  in the interior of a one-dimensional face of n on some 
interval, [T~ - 6, T o ] ,  as w a s  the case  in the above example. Letting F 
be this one-dimensional face of 0 ,  it is seen that J / ( T ~  - O)B must be 
perpendicular to F. Now, *(To 0 ) # ( ~ ~ - 6 ) e ~ ]  ;= ~ ( T ~ + O ) - [ ~ ( T ~ + O ) ~ ~ ]  e; . 
Theorem 1 allows the possibilities, + 0) = ve;  , where v 2 0. Thus, 
the condition which must be imposed upon *(T + 0) in order  that the t r a -  
jectory be continuable for t ime t < +io s, in general, that there  be a one- 
point only and a real number, v z 0, such that with 
1 ’  
0 
dimensional face, F, of R, whose inter ior  intersects  0 ( T ~ ) ,  T o ]  in one 
J / ( T ~  + 0) - $ 4 ~ ~  - 0) = v e ‘  
*(To - O)B is perpendicular to  F. 
(83)  
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In most cases, th-dis the rule  which w i l l  enable one to determine @(To 
There a r e  exceptional cases  but these a r e  not likely to  arise very often in 
practice . 
0). 
Now, attention w i l l  be turned to  an interval, [ T ~ ,  T ~ ]  , during which 
2 (t) 8 aG. During such an interval, @(t) satisfies 
It w i l l  be assumed that [ T ~ ,  51 has a partition 
r 
[‘Os $1 = u Fk-1’ ‘k] 
k= 1 
and that for  t c 
fi, nameiy, . V V I L ~ A U U L  e- ---- --. Fk 
portion of aG on which 2 (t) lies during the interval, [ T ~ ,  T ~ ]  , is given by 
x. el = 1. 
[ T k - l ’ T k ]  
, +(t) is perpendicular to  a one-dimensional face of 
W~LI----+ 1-o- nf -eneralityi it wi l l  again be assumed that the 
Letting zk be a unit vector parallel to  Fk, it is seen that on each 
Differentiation of both sides of this identity yields 
whence 
Thus, <(t) is determined explicitly. 
piecewise analytic because 
If A(t) is analytic in  t, then \C/(t) is 
rl/(t)A(t)Bzke 
$ (t) = -rC/(t)A(t) + , 
e 1 Bzk 
(89) 
and hence, as claimed just pr ior  to Equation (55), <( t )  is piecewise analytic. 
If the use of c ( t )  is discontinued arbi t rar i ly  at some t ime during such an 
interval, the fact that <(t) > 0 wil l ,  in general, guarantee that the trajectory 
wi l l  re-enter  the interior of G. 
running of optimal trajectories in a I t  backing out" process,  the use of 5 (t) 
must be discontinued at  a reasonably la rge  number of points s o  as to obtain 
these trajectories.  
(Compare with the example given above). In 
The next question to  a r i s e  is that of determining the T i. e., when does 5 (t) 
cease trying to keep rl/(t)B perpendicular to  a given one-dimensional face of n 
and s ta r t  keeping +(t)B perpendicular to  another ? This situation wi l l  usually 
be easy to  detect; a t  such a t ime, T rl/(t)B w i l l  be perpendicular to  a face of 
n of dimension higher than one, of which the two one-dimensional faces already 
mentioned a r e  bounding faces. 
k' 
k' 
Finally, let  i t  be assumed that T~ is a t ime when an optimal trajectory 
leaves Int(G) to meet aG. 
treated above when the discontinuance of the use  of [(t) w a s  discussed. 
only additional r emark  necessary is that, if  a number of discontinuities in 
II/ (t) of the form 
A large number of these cases  have already been 
The 
where v > 0, are possible (i. e.,  the result ing t ra jector ies  remain within GI, 
then a representative number of these discontinuities should be made in order  
t o  obtain the desired trajectories.  (Again note the situation at  t = - JL -fl 
in the example.) 
6 
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3 . 1 2  CONCLUSION 
In this chapter it has been shown that if a control, h ( t ) ,  and associated 
path, 2 (t), obey a certain maximum principle, stated ear l ie r  by Chang 
1 9 ,  101 , then they represent  a solution to the time-optimal control 
problem. Also, conditions under which such an optimal solution is 
unique have been obtained. 
be used in a "backing out" procedure to  obtain optimal trajectories.  
Finally, it  has been shown that this theory can 
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CHAPTER 4 
AN APPROXIMATION TO LINEAR BOUNDED 
PHASE -COORDINATE CONTROL PROBLEMS 
4 . 1  INTRODUCTION 
In many control problems both restraints on the magnitudes of the control 
variables and various system variables may occur. Certain results [4,5,9] 
a r e  available for  the determination of optimal controllers for some classes  
of linear and nonlinear systems involving such restraints.  These resul ts  
take the form of necessary o r  sufficient conditions fo r  optimal control but 
not both, and are therefore only a partial  solution to even the theoretical 
problem, leaving much to be desired in the way of a practical  solution. To 
use the necessary o r  sufficient conditions fo r  synthesizing an optimal controller 
it is necessary to  solve a two-point boundary value problem in  t e rms  of a 
number of f ree  parameters  and multipliers, where the number of parameters  
is not even known, as well as certain jump conditions [4,5] . A "backing 
out" procedure, given in Chapter 3, is also available if  one is interested in 
flooding the domain of controllability with responses and then keeping t rack 
(storing) of the corresponding control magnitude for each such point. 
In this chapter, we offer a procedure which has severa l  advantages Over the 
above schemes, but is only an approximate solution. Its main advantagk is 
that no discontinuities will be encountered in  the adjoint solution which 
determines the optimum controller, and therefore the resulting two-point 
boundary value problem may be more readily solved. The resul ts  provide 
both necessary and sufficient conditions, as well as existence, for the ap- 
proximate problem. 
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The analysis is limited to l inear control processes as described by the dif- 
ferential  system 
2.) k = A (t) x + B (t)u(t) .  
The coefficient matrices,  A(t) and B(t), are composed of known continuous 
functions on the time interval, to, tl . The controller, u(t), is t o  be 
chosen from a set, 0: IuJ 15 1; j = 1,2,. , .m, so a s  t o  s t ee r  the response, 
x (t), of 2.) from an initial point, x0, at time, to, t o  a prescribed compact 
target set, EcRn, and it is required that x (t) remain within a given constraint 
set, A, during i t s  entire response. Here R is the n-dimensional r e a l  
number space. 
[ I  
U 
'h 
The problem of time-optimal control, as considered in  Section 4.2, is t o  find 
a controller, ult), which s t ee r s  xu(t) from xo t o  CcA in  minimum time, that 
is, which minimizes C(u) = tl - tQ, with x(t,) € T; and x,(t) € 4 to 
Later, in Section 4.4, other optimum control cost functionals a r e  discussed. 
t 5 t,. 
Certain difficulties a r e  involved when one directly solves for this optimum 
controller. We shall  therefore be content with solving the following apparently 
simpler problem: Find that controller u(t) with graph in  n which s t ee r s  xu( t )  
f rom xo at  to to at tl with x i  (t,) S f i  and tl - to a minimum. xo (t) is defined 
below, 
U 
It is assumed atat A is a closed convex set (for conve~nience we could even 
let A = x x' H x 5 c), where H is a positive semi-definite matrix and c = 
constant >O. ) Let F(x) be a convex continuous differentiable function which 
is such that 
t '  
F(x) # 0 i f  x $ A , 
= 0 L f x c A .  
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Then define::: 
xo (tl) essentially measures  the excursians of the response, xu(t), to a 
controller, u(t), outside of the region, A ,  during the t ime interval, 
[ to, t,] . By keeping x l  (t,) small, the response, xu(t), is restr ic ted to 
stay close to or within A. The above minimum t ime.  optimal control 
problem is approximately solved by finding a controller which s t ee r s  
$(t) = [ x i  (tixu(t)] from (0, xo) to G = xo, x x sE, o sxo  s 
mum time interval, t l  - to, i f  p > 0 is sufficiently small. 
U 
in  the mini- { '  P I  
In 4.2, necessary and sufficient conditions a r e  given for this approximation 
problem using the time-optimal criterion. Section 4.3 contains an example 
and 4.4 is a discussion of the approximation problem for  other cost func- 
tionals. 
4.2 THE NECESSARY AND SUFFICIENT CONDITIONS FOR THE APPROXIMATE 
LINEAR TIME-OPTIMAL PROBLEMS 
We augment the system, 2.). by considering the equation system, 
There is, of course, some question a s  t o  whether such a function, F(x),  
exists f o r  an arbi t rary convex set, A, contained in  Rn. We now cite an 
example which shows that there  a r e  such functions in  a number of interesting 
cases. Suppose A = { xl,  x , . . .xnI Ix 1 5 1 1. Then pick 2 2 
Thus, if only one coordinate (or a linear combination) is restricted,  the problem 
i s  easily handled, as in the example where F(x) is continuous and has continuous 
partial  derivatives. Other A's can be approximately handled as in  the example. 
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A 
6 3 )  Go = F:x) 
obtained from e.) by adding the equation for io with xo(to) = 0. Here, A(t), 
B(t) a r e  bounded and continuous on [to, t l ]  and F(x) is a convex function, 
with F(x) = 0 fo r  x E A. g ( x )  is assumed t o  exist and be continuous every- 
where. 
The set  of attainability, k (t,) CRn+', is the collection of end points, k (t l  1, 
of responses ku (t) = [ x i  (t), xu(t)] of i.)which initiate at (0, xo) at time, to, 
corresponding to all (Lebesgue) measurable controllers, u(t), which are such 
that (uJ(t) I I; 1 on [to, tl] , for j = 1, 2.. . , m. (Such controllers are re fer red  
to a s  admissible controllers. ) 
A 
In the following theorems various properties are estzb?ished fnr K !t 1 and 
aK(t l  ), as required in  synthesizing optimal controllers. 
* 1 
Theorem 1. 
A A 
Consider the above system X.), with init ial  point x 0, rest raint  s e t  '2, and set 
of attainability K(tl). 
variables (x", x), with convex lower surface (as defined below) for  each tOdt l ( m .  
A LI n t l  in Then K(tl) is a nonempty compact subset Of R 
57 
Proof: 
A 
K (t,) is nonempty since any measurable controller, u( t )Cn,  gives r i s e  t o  an 
end point, i U ( t l ) C  g(tl). i ( t l )  is compact because the system, >I, satisfies 
the hypothesis of the existence theorems of References 20 and 22. 
A A 
Define a point, xl, to  be in lower boundary (surface) of K( t l )  i f  its f i r s t  
component, x i  = inf. { xo), for all points, L, of k(tl), with x = xl. The Or- 
thogonal projection of K ( t  ) on the plane, xo = 0, gives the compact convex 
se t  of attainability [21] , K(tl) ,  for the time-optimal problem (in the x-space). 
The lower boundary is convex i f  it defines a convex function on K( t l ) .  
A 
A 
We now show that if :l and k2 a r e  points of k(tl),  then the point, 
( 1 - A ) i 2  = (p, y), 0 S A  
= LGl + 
1, is such that 
and 
where fi(t) = A ul( t )  + ( 1 - A )  u2(t)  and ul( t )  and u,2(t) a r e  such that GU (t,) = 
$l and ^x (t,) = x2. The convexity of the lower surface of g(tl) then 1 
u2 
follows because, in order  for  it to  be nonconvex, it is necessary that there  
exist two points, xl, x2, on this lower boundary, with the property that the 
point, A G1 + ( 1 - A )  :2, is below the set, k(tl), fo r  some 0 
w i l l  then be impossible. 
A A  
A 1, which 
With Q(t)  = A ul(t) + ( 1 - A )  u2(t), we find that 
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= A x1 + (1-A) x2 = y 
where @ (t) is the fundamental solution matrix of X.), with @(to) = I. W e  also 
calculate 
x0- (t,) = F [xG(t)] dt 
0 
U 
and ?, XO I+  + (1-1.) y o  (t- ) for comparison. Since F(x) is a convex function 
of x, i t  follows that for 0 s A I 1 ,  
u1 '9' -u2 1 
and so 
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We w i l l  now consider those controllers, u(t), on [to, tl], which s t ee r  % (t ) from 
at t to points ^x contained in the lower boundary of K(t ) [written aK-(tl)] . 
Such controllers wi l l  be called extremal and they wi l l  play a significant part  in 
the selection of optimal controllers. 
u 
0 0  1 1 
Let u(t) 
process 
n on to 4 t 5 t l  be an admissible controller for the convex control 
A 
2.) 2' = F(x) 
2 = A(t) x + B(t)u(t) 
with initial point, ^x = (0, xo), at to. If the corresponding response, Gu(t), 
has an end point, *x(tl) € a K -  ( t l) ,  then u(t)  is called an extremal control and 
0 
A 
x (t) an extremal response on 
U 
A 
The adjoint response, q (t) = [ qo (t), q(t)] , corresponding to  a controller, 
u(t), is a row n+l vector satisfying the differential system 
q = constant 0. 
0 
where xu(t) is the response of E.) corresponding to  the controller, u(t). 
Define u(t)  on [to, tl] to be a maximal controller, in  case there  exists a 
nonvanishing adjoint response, q(t) ,  rl 
{ rl (t)B(t)u) a. e. on [ to, tl I . 
A 
0, s o  that q(t)B(t)u(t) = Max 
UE n 0 
In Theorem 2, which follows, i t  is shown that extremal  and maximal 
controllers a r e  the same, 
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Theorem 2. 
Consider the convex control process* 
2.) ko = F(x) 
k = A(t)x + B(t)u(t) 
with initial point 
on [ t  
is, if  m d  only if there is a nonvanishing adjoint response, G( t ) ,  of 
= (0,x ) at time to. An admissible controller, u(t)Cn, 0 0 
t ] is extremal for  f)if, and only if, it is a maximal controller, that 
0' 1 
q o  = c o n s t a n t s  0 
so that 
q ( t )B( t )u ( t )  = Max 
U€n 
almost always on [ to,tl] . 
Proof: 
Assume u(t)on[to, t l ]  is extremal and so s t ee r s  G(t)  from (O,xo) at to t o  
^x(t) from (O,xo) at to to  ;I1€ ak-( t l )  a t  tl. Choose \(tl) = [ I ' I ~ , ~ I ( ~ ~ ) ]  t o  
be a nonzero vector normal to 17 directed into the halfspace defined by 17 
which does not meet I?(tl). Note ?lo 0. Then, let  $(t), with G(tl) as above, 
be the response of the adjoint equation corresponding to  the controller, u(t). 
+: The necessary portion of this theorem follows from L.S. Pontryagin's 
For  completeness, the simple arguments to Maximum Principle [4].  
establish the necessary par t  a r e  presented. 
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The controller*, u ( t )  = sgn{q(t)B(t)}, defined for t € [ to ,  t l ]  is admissible and 
on [ t o ,  tll. 
Let b be a closed subset of measure,  € >  0, contained in 3 = [ t , t,], whereon 
0 
6 + q (t)B(t)u (t) < Max {q (t)B(t)u ) f o r  some 6 > 0. 
U en 
For given 6 > 0 consider the modified controller 
and calculate 
and 
dq't' ' = :G + ti, where 2k r e fe r s  t o  a response of 1.) 
dt 
corresponding to  the modified controller, ue (t). 
62 
. 
Integration from to to  t l  yields 
and 
+ V(t) {A ( t ) x ( t )  + B(t )u( t )}-  FLx(t)]  dt for q o  = -1. The case 
2E 
1 when = 0 is simpler and omitted. 
CrrrrrhMng te rms  and using - the assumed continuity for  F and ax , we easily 
find that 
??(tl) :c(tl) - $( t l )G( t l )  26 e +  0 (E) for e sufficiently small, where 
r ) ( € )  corresponds to  t e rms  of higher than first-order in  €, and therefore 
for sufficiently smal l  
%t) xe(tl)  -^?(tl)$(tl) > 0, contradicting the construction of \(tl) as the out- 
ward normal to k (tl) at Gl. 
Heoce, there  exists no such interval, ?€, SO 
V ( t ) B ( t ) u ( t )  = Max r ( ( t )B( t )u  almost everywhere on) .  
Conversely, assume that u(t) and corresponding response t(t) # 0 a r e  such that 
U C C I  
a. e. on 3 with q 
response, x;(t). If we calculate 
2 0. Let u ( t )  be any controller in C l  with corresponding 
- A  
‘“u and dqx; a s  above, 
dt  dt 
and then integrate from to to  tl, using the assumed convesity of F(x), we 
find that 
where & is any point of R(t,). Since ({(tl) I # 0, and q 
inequality implies that Gu (t,) is contained in the lower boundary of the 
compact set, K(t , ) ,  with convex lower boundary and, hence, u(t) is 
extremal. 
5 0, the above 
A 
Q.E. D. 
Theorem 2 indicates that to stay a t  a lower boundary point we must continu- 
ously s teer  maximally in the direction of the vector, $ (t). 
summarized a s  a corollary. 
This remark  is 
Corollary . 
A 
Let u(+) on [ to ,  t l ]  be an extremal con-roller for  J.), with correspondj 
response, 2 (t), and adjoint response, t ( t ) ,  s o  that, U 
a. e. on [to,  t,]. Then on each subinterval, [ t o  TIC [to, t l ] ,  u(t)  is also an 
extrema1 controller with G ( 7 )  c 9 k (7 ) .  Moreover, ( 7 )  is an exter ior  normal  
to I ~ ( T )  at G (7) .  
U 
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Proof: 
Replace tl by 7 in the proof of Theorem 2 to obtain that 
for  a l l  G(T) in k (7).  From this inequality the conclusion of the corollary 
can be drawn. 
We next show that the set of attainability, k(tl), depends continuously on 
the parameter,  tl. 
Define the distance between a point, p, and a compact set, G1 Rn, to be 
d(p,G1) = Min (p-gl 
gsG 1 
--n and define the distance between two compact sets ,  G1 and G2LH , to be 
d(G2,G2) = MaxiMax 4p1, G2) ,  Max d (p2,G1)) . Here 
V G 1  P2eG2 
i n 
i = l  
lpl = 1P I -  
The set ,  k(t2)CRn+l, varies continuously with t2 if, given an € > 0, there  
exists a 6>0, so that for  It2-tll < 6, 
Lemma 1. 
Consider the system, ;.), as  above with attainable set, k ( t l )CRn+l .  Then, 
k (t,) var ies  continuously with tl < m. 
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Proof: 
A n We need only show that each point, x(tl), of K( t l )  is close to  some point, 
G(t,), of k(t,) and conversely. That is, we need to show that, given € >  0, 
there exists a 6 > 0, s o  that when I t, - t21 < 6,  there  exists S( t l )  € K(tl)  
such that 1 x (t,) - x (t,)l< E for  each Glt,) E k(t ,)  and conversely. 
A 
Let u1 ( t )  be an admissible controller on [ t o ,  t l+ l ]  and 2, (t) the cor-  
responding response. F o r  t l  5 t 2  5 t l  +1 calculate 
and 
SO 
and 
Since A( t )  is bounded and continuous on to, t l  + 11, SO is @(t), and there-  
fore there  exists a constant, C1, so that 
[ 
and 
i 
J Also, since B(s) has bounded continuous elements, b: (ti, and u,iti is 
bounded and measurable, there  exists the constant, C2, so that 
t l  
iP (s)- '  B(s) ul(s)  ds I Cg. 
Jt 0 
Integration is a continuous operation; therefore, given an  6 > 0, there  
exis ts  a 6 > 0, so  that 
for  I t-tl 1 8 < 1. 
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Hence, 
€ I $t2) - ; (t ) I < ++c - + -  c, = E 
1 3c1 3c 2 1 1  
for It - t l  1 < 6 < 1. 2 
The other way we consider ul(t) = u(t) on Po, t l ]  , where u(t) s t ee r s  to  
$(tl) ,  and extend it to 
< c f o r  It, - t l  1 
u,(t) = u(t l )  for  t Q 
[ t l ,  t l ,  + 11. The above repeated to  find 1 %t,) - %tl)  I 
1' 6 < 1 and so  ? ( t  ) varies  continuously with t 1 
Theorem 3. 
Consider the sys t em,  21, as  above, with initial data x" = (0, xo), compact 
restraint  set  Q and set  of attainability k( t , ) .  
G = [ x", x I 0 < x" 
n compact set  of R . 
a 6 > 0 such that G meets K(tl) for I t - t 
0 
Let the target se t ,  
/3, x c ] ,  where /3 > 0 is a constant and a is a 
n 
Suppose G meets the interior of K(tl), then there  is 
1 < 6. 
L 
1 
Proof: 
Since G meets the interior of k(t ,) ,  there  is a point, 6 E [ G n I n t .  k(ti,)] 
and a ball neighborhood, N(C), of radius r > 0 contained ink( t l ) .  Consider 
the hyperplane, xo = p" - r / 2 ,  of Rn+l, and in this plane pick n + 1 
independent points, x l ,  x, . . . x x n' n+l' L. 
al l  equally spaced. Let Gl(t), k,(t), . ~. x (t) ,  kn+,(t) be responses of 
;) with initial data, Go = (0, xo), and corresponding to controllers u,(t), 
u2(t), . * .  u (t), to 
(t ) = Xn+l. 
*xl(t), lie within spheres of radius, r / l O ,  of the points, x1 . . . kn+l, this 
being possible because of the previous Lemma 1. 
A A  n -  of the boundary of the ball,  N(C), 
n 
t s t l  + 1, which a r e  such that Gl(tl) = . . . 
Pick 1 > 6  > 0 so  sma l l  that for 1 t - t l  I S6, the points, 
Q+l 
n+l  1 A 
/ 
/ 
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Consider the convex combination of controllers, u,(t) = hlul(t) + h2u2(t) . . . 
'n+l Un+l I 
responses, x,(t), of .e)with initial data, (0.~~). F o r  each fixed t, 
1 t-tl I 5 6, these response end points, x,(t) sweep out a surface section, g, 
which lies below the plane, xo = p". by convexity, above o r  on the plane, 
xo = 0, because of the positive nature of F and intersect the line segment, 
(0 s xo spa, x = p) (see proof of Theorem 1). Hence, G meets K(t) for  
(t),  hi > 0, C hi = 1 (Note: /u: 1 s l), and the corresponding 
I t-t J si5 < l e  1 
We now consider the problem of existence of optimum controllers. 
Theorem 4. 
I 
Consider the system, 2) a s  above, with compact res t ra int  set R = 
s 1, i = 1.2 ..., mi c Rm, initial point (0, xo) C Rn+l at  t ime to, and constant 
compact target s e t  b = [ xo, x I 0 Sx" 5; x e E ]  for  /3 >O. If there  exists 
an  admissible controller,  u(t) Cn, steering Go to  G on t S t  s t l .  then there  
exists on optimum controller (also admissible) steering x to  G in minimum 
time duration t:: - t 
0- 
0' 
Procjf -- 
If (0, xo) e G, then t *  = t 
(0, xo) /dG and consider the se t  of attainability, K(tl). fo r  t l  2 to. Since 
there  is one controller which s t ee r s  (O,xo) to  G, the set, R(t 1, meets G 
for  some t > t  1 -0' c, 
and optimum control is not required. So assume 
0 A 
1 
Define t* to be the greatest lower bound of all t imes,  
such that K(t l )  meets G. By the continuous dependence of K(t l )  on 
A tl '  1 t l ,  the set of t imes for  which K(tl) meets G is a closed se t  in R . 
t* is the first t ime K(tl)  meets G and, therefore, pick as the optimum con- 
t ro l le r ,  u*(t), to s t s t*, a controller which s t ee r s  to K(t*) 0 G. 
Hence, 
I 
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The next theorem asser t s  that for  optimum control we need only consider 
points of the lower boundary of the se t  of attainability and therefore,  by 
Theorem 2, extremal controllers. A sufficiency condition is also included. 
Theorem 5. 
L) 
Consider the system, e! as  above, with compact rectangular restraint  
se t  0, initial point (0, xo) at t and compact convex target set  G = [ xo, x I 
0 5 xo 5 f i ;  x 6E; P > 0 . 
steering G:k(t) from 
exists a nonvanishing adjoint response, {(t) = [qo, ~ ( t ) ]  with q S 0 s o  
that 
0 
Let u+ (t) be a minimal time-optimal controller I 
to G. Then,u >k(t) is extremal, that is, there 
0 
0 
almost always on Po, t::], with G(t:k) an outward normal of (t’k) a t  x’::(t’t) 
on a K(ts) and q(t’iC) satisfies the transversali ty condition, namely, $t*) 
is normal to a supporting hyperplane, n, of G and the se t  of attainability, 
k(t:k), which separates K(t’k) from G. 
A I) 
A 
h 
Moreover, if  for each point [23] x’ sG, there  exists a nonmaximal con- 
troller,  fi(t)c 0 ,  so that on To 5 t < =, the response, x,(t), initiating a t  
2 = x,( To) is contained in G; then, when u(t)  is an admissible extremal 
controller steering xo to G by means of a response satisfying the t rans-  
versality condition, it is an optimum controller. 
Proof: -
L. 
By assumption there  exists a controller s teer ing 
Suppose G meets the interior of K(t’k). 
to G, so  G meets K(t’t). 
A 0 
This is impossible because then G 
n 
meets the interior of K(t) for  I t-t* 143.  6 >O,by Theorem 3, and this contra- 
dicts the optimality of the controller. Hence, a G meets a K(t*) so that the optimum 
controller must s t e e r  to  aK(t*). 
d a r y  point to conclude that it is extremal. 
always f i r s t  makes contact with G at a lower boundary point as can be seen 
by considering how the compact se t  K(tl) with convex lower surface moves 
with respect to  the se t ,  G .  
Theorem 2, there  exists the nonvanishing adjoint response q ( t )  so  that 
n 
n 
W e  must show that it s t ee r s  to  a lower boun- 
A 
This follows at once because K(t)  
A 
Thus, if  u*(t) is optimal, it is extremal and, by 
I 
L 
where q(t:k) sat isf ies  the transversali ty condition; since G and the lower 
boundary of K(t*) a r e  convex, they can be separated by a supporting hyper- 
plane, n, and we choose q(t*) t o  be normal t o  nand directed into the halfspace 
containing G. 
L 
A 
When u(t) is an admissibiie extrema? csfitrol-ler steering 
the transversali ty condition, it must be an optimum controller if  G has the 
property that through each point, 2 cG,  there passes  a nonmaximal response 
which remains forever  in G .  
together, the interior of K(t) has a nonempty intersection with G, so that the 
transversali ty condition can only be satisfied once and therefore there  is 
only one time, namely t*, fo r  which an  extremal controller can s t ee r  to G 
and sat isfy the transversali ty condition. Thus, any such extremal con- 
t ro l l e r  satisfying the transversali ty condition is an  optimum controller. 
to  G and satisfying 
V 
A 
This follows because once G and K(t) come 
A 
Q. E. D. 
We have, therefore,  reduced the problem of finding an  optimum controller 
fo r  the approximation problem to that of finding a solution to  the two-point 
boundary value problem as given by the 2n+2 equations: 
, . A  
with boundary conditions ;(to) = xo, x(t:::) c a G, with {(t::O an interior 
normal to G at &::). 
4 . 3  AN EXAMPLE OF APPROXINLATE BOUNDED PHASE-COOElDINATE TIME- 
OPTINLAL CONTROL 
We shall consider a very simple example to i l lustrate some of the theory 
of the previous section. 
coordinate, x, and velocity coordinate, y. Suppose it is desired to bring 
the mechanism to rest  by means of a thrust  force,  u(t), whose magnitude 
is bidirectional but limited to be less  than one in magnitude, and suppose 
the velocity is not to exceed 0. 6 in magnitude. 
linear system 
Consider a simple mechanism with position 
That is, consider the 
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1 2 1 1 Pick F(x ,y)  = ~ ( y  - for  y 2 
1 = o  fo r  ly I s - 2 
1 2 1 1 
I - *  = + ~ ( y  +$ f o r y  s - 
We shall l a te r  determine the parameter,  f l  >O, s o  that the s t r ic t  bound on y 
is not exceeded. 
handled since then we can generally pick /3 ahead of time and in a straight- 
f c r w a r d  manner solve the two-point boundary value problem. 
picked F(x,  y) so  that we  a r e  constraining the response, even before the 
boundary of A is exceeded, in hopes of maintaining the s t r ic t  bound on y. 
To solve this approximate problem, it is merely required that we find a 
solution of the system: 
Problems in which the bound is soft a r e  more easily 
Here,  we have 
x = y  
9 = Max u USfl [ 2  1 
io = 0 (no 0) 
il = 0 
A simple calculation shows that picking /3 = 0.08, qo(0) = -10, ~ ~ ( 0 )  = -1, 
~ ~ ( 0 )  w -0. 55 provides a t ime optimal solution for  this problem. 
of this resporse  is shown in  Figure 2. Note in this problem the exact optimum 
solution was  obtained, but, in general, one would pick different F(x,y) 's  t o  get 
better atmroximations. 
A plot 
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I 
1 .  2 , 3 , 4 -  3 6 7 8. 9. 10 wx 
4 u = + l  A - - - 
u = o  
Figure 2. Optimal Solution of the Linear Harmonic 0scillat.or 
W i t h  A>proximate Bounded Phase -Coordinates 
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4.4 REMARKS ON THE APPROXIMATE BOUNDED PHASE-COORDINATE 
PROBLEMS WITH INTEGRAL COST 
A s  before, consider the linear control process 
2.) k = A(t) x + B(t) u(t) 
satisfying the conditions stated a t  the beginning of Section 4.1. A s  a cost  
functional of control, consider 
T 
C(u) = g [x(T)] + I [fO (x, t) + ho (u, t) ] dt 
where T = fixed t ime > t and the real  functions, P(x, t )  and ho(u, t) ,  
continuously differentiable and P(x, t )  is a convex function of x for each 
0 
are 
t. 
The problem of optimal control is to pick an admissible controller, u(t), 
on [toLT] s o  that the response, x (t), of 9 moves irom i io a tar@ 
set ,  G c  Rn, at T, (G may be whole space) and minimizes C(u) with the 
entire response, x (t), contained in the closed convex restraint  set, A .  
CI U 0 
U 
As before, we introduce the convex differentiable function, F(x), satisfying 
the conditions: 
F(x) > 0 if x P? A , 
= O i f x  c A . 
The approximation problem is obtained by adding F(x) to  the integrand of the 
cost functional, C(u), to  obtain a new cost functional 
T 
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Here, A 5 0. If A is sufficiently large,  then one would expect that the con- 
tribution from the te rm,  A F(x), can be small  only if  the response stays near  
A or within it. 
which minimizes CA(u) and s t ee r s  to  E c  Rn. 
The approximation problem is to  find that controller, u(t), 
We s h a l l  assume that ho(u, t )  is convex in u for  each t o r  that the controller 
is bounded and h is a positive function of u for  each t. In either case,  the 
previcus theory can be applied after slight modification by noting that fo(x, t)  = 
fo(x, t) + A F(x) is a convex function of x for  each t; s ince both f" and F 
were convex functions, and by noting the contribution to  xo(T) made by the 
te rms  , hob, t). 
by the sufficiency results of Reference 24, which are also necessary [4] , and can 
be  obtained as a slight modification of the resul ts  of section 4. 2. 
N 
That is, the problem has now been cast  as one which is covered 
4.5 CONCLUSION 
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An approximate solution to  l inear bounded phase -coordinate control problems is 
presented in this chapter. The method rel ies  on the introduction of a positive 
constant, p,  which is a measure of the phase-trajectory lying outside the con- 
straint  se t ,  A , in the phase-coordinate system. F o r  this reason, the problem 
discussed in this chapter is commonly called the soft bounded phase-coordinate 
control problem. 
- 
. 
CHAPTER 5 
M.ECHANIZA TION OF NEUSTADT ' S ALGORITHM 
FOR TIME-OPTIMAL CONTROL ON AN ANALOG COMPUTER 
5 . 1  INTRODUCTION 
The technique described allows "on-line" simulation of the time-optimal 
regulator by adapting Neustadt's algorithm [ 181 to analog computation. 
procedure is an out-growth of attempts to realize bounded-phase coordinate 
optimum controllers. 
The 
5 . 2  PROBLEM STATEMENT 
Given the equations of the controlled system in the form of an n-th-order 
vector differential equation 
= A(t)x + B(t)u(t) 
we seek a control vector, u*(t),of m components, which s t ee r s  the system 
state,  x(t), f rom an initial state, xo, at time t = 0, 
all components of, x, a r e  zero, with the finite t ime of transition, T, a mini- 
mum. An additional provision is that . 
to final state in which 
5 . 3  NEUSTADT'S STRATEGY [ 181 
The variation is parameters  formula gives 
x(t) = X(t)xo + X(t) 
0 
(90) 
(91) 
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. 
as  a representation of the solution of Equation (90). 
the matrix solution of the homogeneous par t  of (90) which becomes the iden- 
tity matrix for t = 0. (to) 
yields the formula 
The matrix, X(t), is 
-1 If x(t,) = 0, multiplication of Equation (90) by X 
-x - + r0 X-l  (s)B(s)u(s)ds. 
0 
0 
(92) 
This may be  interpreted as producing the se t  of initial conditions, xo, from 
which the origin can be  reached in t 
on [ 0, to] . 
determined, we have 
seconds by application of control function u(t) 
0 
Taking the inner product of (92) with an n-vector q, yet to be  
-q ' x = i o q  . X-'(s)B(s)u(s)ds. 
0 
0 
(9 3) 
By selecting 
the expression given in (93) is maximized for  each q. 
regulator for normal systems is assured  [ 211 for  a particular value, q = To. 
To obtain Neustadt's relationship, define 
The time-optimal 
t 
Z(t, q) = lX- ' ( s )B(s )  sgn [ q . X-l(s)B(s)] d s  . 
0 
(95) 
Making use of (95), Equation (93) may be written 
-q . xo = q . Z (t, q), when t = to. 
Expression (96) may be written as  
Equation (97) is satisfied by the q corresponding to the time-optimal regula- 
tor for the initial condition, xo. Neustadt considered the function 
and proved the following properties: 
(i) f(t, q; xo) i s  continuous in  t and q . 
(ii) f(t, 11; xo) i s  str ictly increasing with t for  a fixed q. 
Further  insight to the significance of ( 9 8 )  czii bc gaize.1 b y  graphical argunicnts. 
Using (92), i t  i s  possible to construct a graph of the se t  of all initial states from 
which the origin can be  reached in t seconds. 
for  t < t2 < t3 <to. Selecting q 1 a 
constructed in Figure 3. 
duced to  zero  by either of two means: 
Such a graph i s  shown in E'lgure 3 
arbitrari ly,  the corresponding Za (t, n ) i s  
Examination of (98) reveals that f(t, q; >io) may be re- 
4, -I- 
(1) Causing the vectors, q and [ Z(t, rl ) + xO] , to form a right angle, 
o r  
(ii) Reducing the vector [ Z(t, q ) + xc] , to zero. 
Returning to Figure 3, the vector, [ Za(t, q ) + xo] , is constructed for the 
particular q 
x ] 
shown. It is apparent that the angle between q and [ Za(t, r l )  + a a 
(i. e. , angle 0)  R i l l  b e  90" for  some time, t l  < ta < tg. Thus, the f i r s t  of 
0 
''.The discussion which follow-s assumes  that f(t,. q; xo) i s  initially negative, which 
is equivalent to saying that the angle between xo and q is greater  than 90". 
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Figure 3. Set C(t)  of Reachable Initial States 
80 
two conditions necessary for (98) to be zero has  been illustrated. 
further observed that the projection of [ Z,(t, q) + xo] 
for t < ta, and w i l l  become positive for t > t for a fixed x 
It can b e  
on q w i l l  be  negative a 
a 0' 
The second condition (i. e . ,  reducing [ Z(t, T l  ) + xo] to zero) is only possible 
when t = In addition, Z(to, q ; xo) must be  coincident with negative xo, 
which fixes the corresponding q 
~ 0' 
I 
I 
The vector, [ Z(t, Ti ) + xo] , w i l l  be nonzero for all t # to, and the projection 
of q w i l l  be  outward or positive for all t > to. 
bound of the zero  crossings of f(t; q, x ) considered as a function of t. 
~ 
Therefore, t = t is the upper 
0 
In 
0 
other words, t = 
and further to e w. 
is the upper bound of w where w = { T I f(T;q; xo) = O} , 
Plots  of f(t, q ; x ) versus time for several  values of q , as obtained from the 
prezzeding graphicl-l a.rgiiment, a r e  shown in Figure 4. 
0 
5 . 4  IMPLEMENTATION 
Using a circuit  which permits maximizing Tew, the optimal controller cor res -  
ponding to  a given initial condition can b e  obtained. 
The Bang-Bang o r  Coulomb Friction Circuit driven by f(t,  q; xo) can Provide 
an output of the form 
for f(t, q; xo) :< 0 ,  
= 0 ,  for f(t, q; xo) > 0 .  
81 
(99) 
Figure 4. Neustadt's Function f(t,  T; x ) versus  Time 
0 
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I . 
By driving an integrator with the output of the Bang-Bang circuit, the output 
voltage of the integrator w i l l  be  of the form 
U t ,  q; xo) = e = kt, for  t 5 T 
'(int) 
= 0 + kT, for t > T; 
where T is a particular time such that f(T, q; xo) = 0 .  
condition, x and a trial  value, q, (100) is only a function of time. By changing 
q and repeating the solution, it ispossible to obtain a set of curves, U(t, q; xo), 
which a r e  a function of the time a t  which f(t,  q; x ) is zero. 
of curves, U(T, q; x ) is shown in Figure 5. 
computer, the form of (98) w a s  modified to  
For a given initial 
0' 
A graph of the set 
To generate U(T, q; xo) with the 
0 
0 
which is shown equivalent to Neustadt's expression by fie f o l l ~ ~ i n g  argr?-~ent 
If 11 (t) = [xT( t ) ]  -'To, then 
t 
q (t) x(t) = [ XT(t)flqo . [ X(t) x0 + X(t)/ X-l(s)B(s)u(s) ds] (102) 
0 
LaSalle [ 211 proves the optimal steering function to b e  of the form 
which is equivalent to 
U(S) = Sgn[ 17, . X-l(s)B(s)] 
11 (1, q; Xol  
Figure 5. The Maximum Cr i te r ia  for  Analog Simulation 
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Substituting (103) into (102), we have 
but 
t 
JX- '  (s)B(s) sgn ho- X-l(s)B(s)]ds = Z (t, q; xo). 
0 
Therefore, (104) can be expressed as 
. [ xo + Z(t, q; xo)), which q 0  rl (t) . x(t) = (105) 
demonstrates that? (t, T; x ) = f ( t ,  q; xo). 0 
Advantage was taken of the repetitive solution capabilities of the REAC-C400 
analog computer. 
of a square-wave cycle the integrator capacitor terminals a r e  ''shorted" to dis- 
charge the capacitor, and during the other half-cycle the integrator is placed in 
"Operate". 
determined by an external quare-wave generator. 
then displayed on a la rge  screen oscilloscope, such a s  the Electromec. 
ing the initial values of q.(o); j = 0, 1, 2, . . . m ,  a continuous display s imilar  
to that of Figure 5 is available. 
of 
mum of interpretation required. 
In this mode, the circuitry functions such that during one-haif 
Thus, the computer solves the program repeatedly a t  a frequency 
The repetitive solutions a r e  
By vary- 
J 
The effect of each new setting of the elements 
is immediately apparent and maximization of w(T) is facilitated with a maxi- 
5 . 5  APPLICATION 
The intended application of Neustadt's algorithm w a s  in conjunction with the "soft- 
bounded'' phase-coordinate problem, more  properly termed "the approximate lin- 
e a r  time-optimal control process  with bounded phase-coordinates'' as discussed 
in Chapter 4. 
The problem statement given in (90) is still applicable, with the additional 
requirement that x.(t) ,  j 
J 
during i ts  response. 
The equations defining the specific case studied (i. e . ,  an augmented har -  
monic oscillator) a r e  
= 1, 2, . . . m remain within a given constraint 
x =  
0 
x =  1 
x2 = 
.- eo - 
i, = 
q 2  = 
where 
- X I  + sgn 
0 
With 
f rom augmenting the system to permit  enforcing the "soft boundary". 
mented system w a s  believed to be normal; however, this assumption la te r  proved 
reference to Chapter 4, the parameters  subscripted with a zero  resu l t  
The aug- 
/ 
/ 
~ 
1 2 1 1 F(x2) = y(x2 -y) , if x2 2 2 
1 
:: 0, if \x21 < 2 
1 l 2  1 = (x2 + H )  , if x2 5 - 
2 .  
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to -e  inva ic The systems non-normality w a s  initially indicated by the 
potentiometer settings required to maximize the algorithm (i. e . ,  q 
be zero, which corresponds to the unbounded case). 
in these f i r s t  indications w a s  improved when attempts to determine the re- 
quired initial values of the elements of v using grid networks were also un- 
successful. Increments of - over a range from 1 to 10 were used in the 100 
grid networks search . 
plottsd for each trial  in the grid network. 
network resulted in switching o r  tracking along the boundary. 
ment of the gr ids  was not considered worthwhile. 
warranted further analytic studies which proved that the coordinate, v (t), 
vanished for a finite time while tracking along the boundary, leaving the con- 
t rol ler  undefined and non-extremal. 
is undefined over a portion of the switching boundary invalidates the mechaniza- 
tion scheme being used. It is interesting to note that the technique "recognized" 
this condition by only providing data for the unbounded case. Recall that normal 
systems a r e  required to have no component of i 1-1- X-l(t!B(t)! vanish on any 
interval, with q # 
had to 
The level of confidence 
0 
The phase-coordinates of the s ta te  vectors were 
N o  trial combination within the grid 
Further  refine- 
These simulating resul ts  
Having established that the controller 
0 [ 211 . 
A detailed treatment of the soft-bounded problem w i l l  be  discussed in Chapters 
6 and 7, since the applicability of the technique under discussion is void for non- 
normal systems [ 181 . 
In  implementing the system of (99), it was observed that the solution obtained 
w i t h  q o  = 0 w a s  the correct  solution to the unbounded problem. 
w a s  anticipated since the systems equations reduce to the unbounded case in that 
configuration. Several initial conditions of the s ta te  variables were investigated, 
and the required initial conditions of the adjoint vectors were obtained. It should 
be observed a t  this point that the selection of initial conditions of the state vectors 
w a s  conditioned by the particular system of equations, and a des i re  to compare 
the resu l t s  obtained with those obtained in Chapter 3, Section 3. l0,for the same 
system. 
This result  
The conditions investigated were in the range 
1 5 xl(0) <_ 2, and 
x2, (0) = 0. 
I 
= 
Y r- 
I 
4 7 
08 
NOTE 1 
v ~ ( O )  = - 12.36 
X1(0) = 2.0 
V 2  ( O ) =  0.0 
NOTE 2 
X1(0) = 1.5 
V I  (0) = -5.30 
q2 (0) = -1.93 
(b) VOLTAGE SCALE 
(c) AMPLITUDE SCALE 
0.5 VOLTS PER INCH 
1.0 UNIT PER VOLT 
Figure 7. Phase-Plane Plot of the Linear Harmonic Oscillator 
1 1  I # I  l l l l l l  l l 
Figure 8. Analog Computer Results for the 
Linear Harmonic Oscillator 
The analog computer program used to simulate the se t  of equations of (99) 
and implement Neustadt's algorithm is shown in Figure 6. Two examples 
of the phase-plane plots are given in Figure 7. 
t ime variations of individual parameters  a r e  shown in Figure 8 .  
F o r  these examples, the 
5 . 6  CONCLUSION 
It is concluded that: 
1) The technical is not applicable to the bounded phase-coordinate 
problem a s  that problem is presently stated; this w i l l  b e  dis- 
cussed further in Chapter 6 .  
2) On-line applications do exist for the unbounded phase-coordinate 
problem. 
3) Where applications exist, complete mechanization of the search 
procedure (i. e . ,  removing iiie operatcr frc?m- the loop) should be 
considered. 
interesting implications. 
Open-loop versus  closed-loop augmentation also has 
The resu l t s  demonstrated that on-line time-optimal control could b e  obtained 
f o r  possibly higher than second-order systems when the plant dynamics a r e  
slow, a s  in chemical reactor  control problems where one o r  two minutes can 
be  spent in obtaining a feasible solution. Also, in such applications a digital 
computer (of perhaps the Honeywell 200 class) could be programmed to seek 
the minimum, and thereby completely mechanize the search procedure. 
Further ,  the method as it stands could be used to obtain feasiblesolutions as 
needed in training the feedback controller of the logic net mechanization [ 251 , 
o r  other such applications. 
CHAPTER 6 
ANALOG COMPUTATION O F  TIME-OPTIMAL CONTROL 
FOR APPROXIMATE BOUNDED PHASE-COORDINATE SYSTEMS 
6. 1 INTRODUCTION 
TL;_e synthesis method for approximate bounded phase-coordinate t ime optimal 
control discussed in Chapter 4 was  studied on an analog computer. 
indicated that the method cannot be directly implemented. 
a detailed discussion on the subject. 
The resul ts  
This chapter gives 
A s  shown in  Ctiapter 4, the suhject problem can be stated as follows: 
Consider a l inear control process  described by the system of differential 
eqLations 
where the coefficient matrices,  A(t) and B(t), a r e  composed of known continu- 
ous functions on the t ime interval, [ t 
u(t), wliich s t ee r s  x ( t )  from x 
with x" ( t l )  h @ and t 
. Find an allowable controller, 
0' 51 N 
at t to a prescr ibed compact target set ,  G, 
U 0 0 
- to a minimum, where 
U 1 
F(x) = convex continuous differentiable function such that 
= 0, if x remains within a given constraint set ,  A; 
# 0, otherwise. 
92 
To solve the problem, the proposed method in Chapter 4 considers an augmented 
2n+2 system of equations 
c y =  
with x"(t ) = 0, x(to) = x and rf'(to) < 0. Let 
0 0' 
-6 
0 
0 
-9 
6 
X 
T 
and T 
where  
Then the system, S), could be solved on an analog computer by means of modi- 
fied Neustadt's algorithm, a s  discussed in Chapter 5. 
6.2 EXPERIMENTAL RESULTS 
Two examples were studied on the analog computer: 
(a) P u r e  inertia system f = u, with A = 1i 1 5 0. 5 
1 1 
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, n 
0. 5(x2  - 0. 5)' for x2 L 0. 5 
F(x) = 0 lx21 r 0 . 5  I '1 
10. 5 (x2 + 0. 5 I L  x2 r - 0 . 5  , 
Target =[:I 
V a r i o u s  initial conditions, x(O), and different values of w e r e  considered 
on the computation. [is "1. p = 0. 5, and various t r ia l s  of t ( 0 )  i s  shown in Figure 9. Note that the 
trajectory which supposedly corresponds to a time-optimal"' solution does not 
pass  through the origin, and the trajectory which ends at the origin does not 
correspond to a time-optimal solution. 
ing the effectiveness of the phase-coordinate constraint. 
A se t  of typical phase-coordinate trajectories,  with x(0) = 
.I, 
Moreover, there is no indication show- 
(b) Harmonic oscillator system 2 , + X I  = u, with A = I., I 5 0. 5 
A time-optimal solution, as di2cussed i n  Chapter 5, is determined as follows: 
select  ~ ' ( 0 )  and T(0) such that f ( t)  I(t = 0)s 0. Integrate the sys tem until 
f (T )  = 0. 
Conditions that give maximum T correspond to a time-optimal solution. 
Thus, for each set  of To(0) and ~ ( o ) ,  there  is a corresponding T. 
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4 
.x  
I 
X 
.> 
0.5 
0 
-0.5 
-1.0 
-1.5 
-2.0 
0 0.5 1.0 1.5 2.0 2.5 
X 1  
Figure 9. Phase-Coordinate Trajectories 01 ihe Pure Izertia 
System 
1.0 I 1 1 1 1 
0.5 
0 
N 
x -0.5 
4 
. X  
-1.0 
-1.5 
-2.0 1 1 1 1 
0 0.5 1 .o 1.5 2.0 
X 1  
5 
Figure 10. Phase-Coordinate Trajectories of the Linear 
Harmonic Oscillator 
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A = [  0 1  ] , B =[:I, x =  
-1 0 
X *'I X 2 = [I:] 
F(x)  and the target a r e  defined in the same forms as shown in example (a). 
F i g u r e  10 shows a se t  of typical phase-coordinate t ra jector ies  with p = 0. 5. 
Note that for the case  of x(0) = [ 2 b 0 ]  , the time-optimal trajectory with 
the bounded phase-coordinate constraint is identical to  that without the 
constraint. For  x(0) = [ '6 '3 , the trajectory which supposedly c o r r e s -  
ponds to  a time-optimal solution does not pass through the origin. 
trajectory which ends at  the origin, however, is not only non-time-optimal, 
but also corresponds to  an  improper sign of 
violates either the requirement of convexity of Fbx), in derivation of the 
computational method, o r  the negative value of constant 'lo, which is a 
result of the Maximum Principle. 
The 
a F w  na 'ax.. The la t ter  
6 . 3  EXPLANATION OF THE RESULTS 
The fact that the computational method could not be  implemented directly 
can be explained by an analysis of a numerical  example. 
inertia system as given in the previous section. 
and 7" (0) < 0, then 
Consider the pure 
Since ~ " ( 0 )  = x2(0) = 0 
3(0) = 3 
implies r)1(0) < - 
constant. 
i + 1.5  yQo) 0 
Since il = O, hence ~ ( t >  is a negative 
When I x I s 0. 5, the function F(x)  = 0 and aFg(x )  a x  = 0 so that 2 
i2 = -9 > 0. 
the resulting u(0) = +1 would s t e e r  the sys tem away f rom the origin. Thus,  
Since u(t) = sgn g ( t ) ,  hence q2(0)  < 0 for  otherwise 
q2(0) = negative constant and 
t j  2(0) = positive constant. 
Since x2(t) = -t f o r  u(t) = -1, the trajectory w i l l  a r r ive  at the phase- 
coordinate boundary x = -0. 5 at  t = 0. 5. This is illustrated in Figure 11. 
Note that q2 ( t )  cannot change sign f o r  t < 0. 5. If it would, then the switch 
of the control occurred too ear ly  so  that the trajectory would not be able to  
pass through the origin without crossing the other boundary, x2 
followed by at least  two more switches of control. 
2 
= 0. 5, and 
Let q2(t1) = 0 at some t 
ward for  0. 5 s t s; t 
> 0. 5. Then q (t) is a parabola bending down- 1 2 
since F[x(t)] = 0. 5 b2(t) + 0.51' = 0. 5 [-t+O. 512, 
1' 
2 
dt = -0. 5 [-t + 0. 512 and q2( t )  = 1 ql(0) I -0. 5 I ~ ' ( 0 )  1 ' [ -t + 0. 51 
for  0. 5 S t s t l .  
F o r  t = t 
Since x2(t) = +t -2tl for  u(t) = +1, 
+ E, where E i s  a small quantity, q2(t)  > 0, and hence u(t) = +l. 
1 
aF  dt = +0.5 It - 2 t l  + 0.51~ - 0.5  [-tl + 0.51~ and i:, ax, 
q2(t) = 1 q1(0) i + 0.5 I qO(0) I + 0.5 l2 - 2  [ -tl + 0.5 12} which 
indicates that q (t) is now a parabola bending upwards for  t > tl .  
n2(t) cannot change sign thereaf ter ,  the trajectory wi l l  not pass through the 
origin unless the switch of the control occurs on the switching curve and, 
in  which case, the trajectory with the bounded phase-coordinate constraint 
is identical t o  that without the constraint. 
Since 
2 
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1 
x 2 =  x1 
0 t 
I 111 (0) 
0 I 
-0.5 
-1.c 
-1.5 
1.5 
Figure 11. Illustration of the Computational Method 
Figure 12 .  Adjoint Solution with a Singular Arc  
. 
6 .4  CONCLUSION 
From the preceding observation, it is concluded that the method proposed 
in Chapter 4 cannot be directly implemented. It is reasonable to  conjecture, 
however, that the method is valid if the parabolic portion of q2 is tangent 
to  the horizontal axis (Figure 1 2 )  such that ?(t) = %(t) = 0 f o r  
But this leaves u(t) = sgn n2(t)  undefined on 
t 8 [tl, t2] which is equivalent t o  the introduction of a segment of singular 
arc. 
Neustadt's algorithm given in Chapter 5 does not apply. Further  study of 
the behavior of signular arc is therefore recommended. 
t2' S t S t2 and t l  C tl  
F o r  this case,  1 cannot be readily computed, and hence, the modified 
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CHAPTER 7 
CONTROL PROBLEMS WITH INTEGRAL COST 
APPROXIMATION TO BOUNDED PHASE-COORDINATE 
7 . 1  INTRODUCTION 
In Chapter 4, a short  discussion of bounded phase-coordinate problems w a s  given. 
The motivation for this was the use of certain sufficiency conditions and the usual 
method of handling bounded phase-coordinate problems by soft constraints introduced 
through a penalty function. It w a s  later realized that the method used to handle the 
bounded phase-coordinate time-optimal problem w a s  a different method, involving 
the use of a transversali ty condition. 
obtain a soft constraint appears to be a new way of handling this problem and has not 
been completely developed and evaluated. 
indicate the extent to which the theory for the integral cost cri terion can be developed 
along the lines of the previous theory for time-optimal controlwith the bounded 
phase- coordinate. 
The use  of the transversali ty condition to 
It is the purpose of this chapter to 
7 . 2  PROBLEM STATEMENT 
A s  IriChapter 4, consider the l inear control process  
= A(t)x + B(t)u, x(to) = x , ucR 
where A ( t )  and B(t) a r e  n by n and n by m mat r ices ,  having bounded and con- 
tinuous elements on each compact t ime interval. R, the controller res t ra int  se t ,  
is assumed to be a compact convex se t  contained in R 
compactness, convexity, and so  on, fo r  the real number space,  Rn, wi l l  be used 
throughout ( see  Reference 2 6  for details). 
m . The usual notions fo r  
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The cost functional of control 
where t and the real functions, fo (x, t) and ho (u, t), are 
0 0 
continuously differentiable , with f and h being convex non-negative functions 
of x ar?d u for  each fixed tiand g is assumed to be convex in x and a C1 function. 
is a fixed t ime > t 1 0) 
The problem of optimal control considered here is to choose an admissible con- 
troller,  u(t)CR, on the t ime interval, [to, tl], so that the response of d m o v e s  
from the initial point, x 
minimizes the cost functional, C(u), and the entire response, xu (t), is 
at time, t 
0' 0) 
to a closed target  set ,  GCR", at time 
n contained in the closed convex restraint  set, ACR . tl '  
7.3 EXISTENCE THEOREM, NECESSARY AND SUFFICIENT CONDITIONS 
FOR THE OPTIMUM CONTROLLER 
We introduce the convex differentiable function, f"+l(x), satisfying the conditions: 
fn+l(xI > 0, if  x c A, 
= 0, if x 6 A. 
It is at this point that we depart, from the previous theory, which was to add 
f" ' (x) by means of a Lagrange Multiplier A to the integrand of the integral par t  
of the cost functional and then argue that if h is sufficiently large the bound on the 
phase constraint is approximately enforced when C(u) is minimized. 
prescr ibe a bound, /3 >O, and require 
J-1 
Instead, we 
Of course,  one way of handling this added inequality is to  use the method of 
Lagrange multipliers, which leads back to the original formulation. We wish to  
prove existence, as well as give necessary and sufficient conditions, so we will 
not r e s o r t  directly to such methods. 
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Let kn+ l  = P + l ( x ) ,  
and t o  = fo (x,  t) + ho(u, t) ,  
0 n+l with 
equations, obtaining the system 
x ( t  ) = 0 = x (to). We augment the system, X), by adding these two 0 
X 'O = fo(x, t) + ho(u, t) 
The soft bound problem (approximation problem) is to find an admissible steering 
~~ 
function, ul t )Cn on [to, f lJ  , steering Zit) from Fo to the closed target  set ,  G =  
g [x!tl)] . We hereafter only consider the soft bound problem. 
xeG, 0 < xn+l <fl) with minimum cost, C(u) = xo(tl) + 0 {hO, x, xn+l) I 0 s x  <oo, 
N 
Define the se t  of attainability, K( t l ) ,  in variables, (xo, x, xn+l) , to be the 
collection of end points, x ( t  ), of responses ,z( t ) ,  of S corresponding to  all 
admissible controllers, u(t), on [to,tl] , with x(to) = xo. An admissible con- 
t rol ler ,  uit), is any measurable controller belonging to the compact convex 
restraint  set ,  ~ c R ~ .  
N cu 
N N 
1 
N 
We now establish that K( t  ) is a compact subset of Rn+2J assuring US that 1 
optimum controllers exist. 
coordinates, x and x , is a convex surface,  giving us  a way of choosing 
optimum controllers. 
We also establish that the lower boundary, in the 
0 n+l 
We wi l l  not work directly with the set of attainability, but with a set ,  the 
vertical saturation of the se t  of attainability, which contains more  points. 
Later ,  it will  be shown that the optimum points fo r  our problem in the 
vertical saturation set  a r e  a lso points of the set of attainability. 
10 2 
N - 
Define the vertical saturation, E; 
dependence on it) to bc the sct  of a l l  points, (x ,x ,xn+l ) ,  of Rn+2 for  mhich 
there  exists a point, (y , x, yn*'), in E, with yo gx', yn+l 
positive nature of fo, ho, and fn", it is apparent that K v  (and thcrcfore E) 
a r e  contained in the space, x 20, x 
of K(assume t l  i s  fixed so wc' drop thcx 
0 V' 
10 xn+'. Because of the 
N 
0 n+l 20 of Rn*2. 
Theorem 1. 
N 
Consider the controlled process ,  S) as above, with initialpoint (o,xo, O)= 
se t  of attainability, K ,  at time, tl ,  and compact convex controllcr res t ra int  
set ,  RCRm.  Then, the vertical  saturation, Kv, of i s  a closed convex sct  
in R " + ~ .  
0' 
N 
N 
Proof : 
N - 
TO show that K 
to in R . Since K is the vertical  saturation of K ,  we  can find a sequtncy of 
controllers,  u ( ~ )  (t),  on to't,  , with responses, x (t) ,  such that x ( t  ) = y 
xk ( t , )  ",v 
u(')(t), st i l l  denoted by k, converges weakly to an admissible controller, u(t) 
C C, and the corresponding responses,  xk(t) converge tc; x(t), as is done in 
problems of time-optimal control [ 261 . 
is closed, consider a sequence of points, in Kv converging 
N N k' n+2 
N 
V 
k' 
(t ,) sykn+l.  We can further suppose that a subsequence, 
k k 1  
0 0 n+l 
B '  and xk 
, 
n + l  
+ 21im inf x n+l ( t , )  2 x ( t l )  0 0 But a l so  yo 2 l im inf xk ( t l )  2 x ( t l )  and y 
which follow, as in the proof of Theorem 8 of Chapter III of Reference 26 and is a 
k -.E k-a ,  k 
(t)] I n + l  
Thus, (yo, y, yn + I )  l ies  in 
general property of convex functions. 
leads to an end point, [ so(t ) 
Hence, the response, [ xo(t), x(t), x 
'c 
n+l (t,)] , of K. - 1,;F and so  K is closed in R . 
V V 
- 
Note the orthogonal projection of K on the x-space, Rn, is just the compact 
convex domain, K,of the time-optimal problem [ 261 . 
- - 
To prove the convexity, we wi l l  show that, if x and x2 a r e  only two points 
belonging to then the point, Ax + (l-A)x2, is contained in K for  0 
A S l .  
- - 1  - 
V' 1 V 
Let, then, zl and%2 belong to (if they belong to Ev and not z, take points - 
of K !or which they a r e  the vertical saturation) and suppose u (t) and u2(t) 
s teer  to x1 and x2, respectively. 
- 1 - 
Define the controller, u (t) = Xu (t) + (l-A)u2(t), and calculate A 1 
Xk(tl) = W x o  + /'@(ti @ (t)-' B(t) uA(t) dt 
Further 
and 
n t l  n+l s Axl + (l-A)x2 
0 0  ,.n+l b e c a u s e  of the convexity of f,h , - 
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Using the property of the vertical saturation, we conclude that there - do 
not exist two points, (Zl, 'jr2), w i t h  AT1 + ( 1 - A )  2 2 outside the set ,  Kv, 
as needed for nonconvexity. 
It is shown la te r  ?hat the optimum points of the vertical saturation se t  
for  our problem a r e  boundary points. 
points of K 
We now characterize the boundary - - 
which belong to K in t e rms  of maximal controllers. v 
Deiine u(t)  on [ to, tl] to be a maximal controller in  case there  exists 
a nonvanishing, adjc.int response, T(t)  = [ qo(t), q(t), %+l(ti of: 
~ + ~ z  constant 5 0 
such that 
% ho b(t),tj +$)B(~)U!L) = Max {qoiio<ii,t) + +t!R!tju) 
UC R 
N 
almost always on [to,t ] . Here, x(t) is the response of S)corresponding to 
the controller, u(t) on \to, tl] and the initial data, (0, xo, 0). A controller steering N 
+c a boilndary poilzt of a set ,  NCRn+2, is termed an extremal controller for N. 
N 
Theorem 2. 
N 
Consider the controlled system, S)  as above, with initial point To, at to, 
compact convex contsoller res t ra int  set, n, and closed convex vertical  
saturation set, K 
controller fo r  both Kv and K. Conversely, if 2 1 is boundary point of Kv 
belonging to K , the controller which s teers  from yo to ? 1 is necessarily a 
maxim a1 controller. 
N 
If u(t) is a maximal controller, then u(t) is an extremal 
N v' N N 
u 
Proof : 
Assume thc admissible controllt.r, u(t), stecnrsT(t) from 2’ to a boundary 
point, of Ev. There exists a support p l a e ,  n, of K , and hcince K at TI. 
Choose T l  to be a nonzero vector normal to n and directed into the halfspace 
defined by n which does meet  K 
[to, tl] with ?$t) = Fl be the adjoint response corresponding to the admissible 
controller, u(t). We wish to show that 
- 0  N 
1’ V 
N N 
(and hence does not meet  K) .  Lo t  T(t)  on 
V 
qoho b(t).t] + 4t)B(t)u(t) = Max (qoho(u,t) + q(t)B(t)u) 
uc R 
almost everywhere on t o ,  t l  
that u( t )  fails to satisfy this maximum condition on some closed set of positive 
duration i n  t 
. The proof will be by contradiction, by supposing 
I o ’  til. 
Define E(t) on t 
I 0 4 1  by 
qoho [z(t). t] + q( t )B( t )c ( t )  = Max (qoho(u, t) + v,(t)B(t)u). 
U € R  
It is apparent that ;(t) is bounded and can be chosen to be measurahle  as  in 
the Appendix of Chapter I1 of Reference 26. Let  I1 be a compact subset of 
positive duration in t o ,  t l  , where u(t) and C(t) a re  continuous and wherc 
+ qoho [u(t), t] + q(t)B(t)u(t)  .i qoho [%(t), t] + 7 (t)B(t)G (t) 
fo r  some0 > 0. 
measure,  ~ ( 1  + O(c)), for all small  >O, For given b > 0,  consider the 
modified controller 
Pick a time, TC 11, so that the set, ( T, 7 + e )  nI1, has  
= u( t )  elsewhere on tdtl . 
J 
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. 
Therefore , for  e sufficiency small  
contradicting the construction of ;1" (t, 1 = q, as the outward normal of 
1' 
Eiv at z 
convexity of fo. and f"+' to find 
where x is a response corresponding to any admissible controller, u(t)CQ, 
on [to, ta , and Z(t) is a response corresponding to a maximal controller. 
Thus, for qo s 0, qn+' j 0, ;(t,) belongs to the boundary of K, where the 
exter ior  normal vector 
boundary of gy. Q. E. D. 
(tl) has qo SO, qn+' s 0, and therefore to the 
Lemma 
N U  
The set  of attainability, z ( t  ), l ies in some sphere, S( r )  =(x 1 x < r} , of 
1 -  
finite radius, r,  for 0 5 t 2  < t =. 
Proof: 
It follows immediately from the assumed conditions on A(t), B(t), ho, fo, 
f"", and the compactness of the controller restraint  set ,  n. 
n+l n+l 
= SUR y Let ro = sup y 0 and r 
Y E R :  K 
0 n+l 
By the Lemma, both r and r a r e  finite. Defining the set ,  
M N = [x', X, x n+l I -  1 x E Kv, xo ro , xn+l ~ .n+l) Rn+2 , 
N N  
clearly, KCM, and is compact. 
Theorem 3 .  
- 
Consider the soft bound controlled process,  S I ,  as given above. 
there exists one admissible 
the closed target set ,  G = \ x  , X , X  
Then, there exists an optimum controller steering 
cost functional of control, C(u) = g 
Assume 
4 to 
0 N 
N 
to G, minimizing the 
0 
Proof 
0 The continuous function, g(x) + x , assumes a minimum on the compact 
set ,  MOG, at, say, the point, x:;~ = (.p, x* , x 
only establish that %:: E: K.  
function, g(x:k) + xo, on the set ,  
a boundary point of the convex set ,  K 
constraint on x . 
N n+lXc N N  ). Since itcfi, we must 
N 
Fix x and xn+' a t  x:::, (x"')" and consider the 
The minimum point. a<, must be at  
N 
and hence a, since involves no 
Because of the definition of the vertical saturation set ,  
V' 0 
N 
i t  is t rue that this boundary point belongs to % ( see  Figure 13) (the 
KV' 
vertical saturation set  contains everything to the right and above the point, W) .  
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Figure 13. Illustration of the Set of Attainability And An 
Outward Normal Vector 
, 
Theorem 4 .  
- 
Consider the above soft bound controlled process,  S), with cost functional 
of control, C ( U )  = g k ( t l )  ] + [fo + ho] dt 
and restraint  coordinate 
xn+l(t1) =/ t1 f"+l dt 6 p ,  p 2 0 .  
1 n Assume g(x) eC is convex in R 
u(t), o n  Po, t l ]  , with response, ?(t), of $),with 
x (t,) 6 p.  Then, there  exists a solution, x::(t), v*(t) of 
and there  exists an admissible controller, 
(to) = Yo such that 
n+l 
with q (t l)  = - grad g(x(tl)] , x(to) = xo 
and either qo 6 0,  qn+l < 0, x 
n+l n+l 
(t,) = 0 o r  qn+l = 0, % < 0, X ( t l )  
Here, uz::(t, q) is defined by the maximum condition 
7 0  ho(u-::, t) + qB(t)u::: = Max [qoho(u, t) + r,B (t)u] . 
U €  0 
A n  optimum controller is u:::(t) = u:: [t, q+(t))  with corresponding optimum 
response x>::(t). 
Proof .  
Consider the hypersurfaces, Sc: g(x) + xo = c, in Rn+2, of the halfspace 
x s 0. There  exists a unique-hypersurface, 
Sm is tangent to G, defined above, in the halfspace, x 
of this family such that 
rp, and m is 
n+l 
n+l 
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. 
the optimal cost. Let ?f+(tl) = [qo, q*(tl), v,+~] be a nonzero vector normal 
to S 
outward normal to M at p. A s  in the proof of Theorem 3, it is apparent that 
such a point, p, exists. 
peaK and peaK-\,. 
controller by Theorem 2. A caref-d consideration of Figure 13 gives the two 
condifims on the end point. 
N 
at some point, p cSmnK, of the halfspace, xn" $3, and let q(tl) be the 
But, also, 
N 
m 
Then, qo s 0, s 0, ( s ee  Figure 13). - N 
Thus, u*(t), the controller steering to p, is a maximal 
Q. E. D. 
Remarks 
0 o n+l o <  x <m, I N In the case when we hayre steering to a target, G = {x , x, x 
xcG, x 5 (3 ). wi+h C: not the whole space as in Theorem 4, one proceeds 
in a s imilar  manrier to fir>d necessaiy and sufficient conditions for  optimum 
control. 
for  the same type of probiem. 
r i +  1 
The details a r e  identical to those of Chapter I11 of Reference 26 
7 .4  CONCLUSION 
h thls chapter, the exlstance a s  well a s  necessary and sufficient conditions 
for  the optimum controller with integral cost are  established. 
4. the method rel ies  onmeasuring the positive constant, p ,  and the problem 
under discussion is of soft bolind type. 
res t ra in t  set ,  Q, w a s  assumed to be compact. However, it also appears that 
resu l t s  along the above l ines can be obtained in the case when n is not compact. 
The study of such cases  is now underway. 
A s  in Chapter 
In the discussions, the controller 
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CHAPTER 8 
CONCL,USIONS AND RECOMMENDATIONS FOR FURTHER STUDIES 
8 . 1  SUMMARY O F  RESULTS 
A fundamental requirement in the proofs of the existence theorems of optimal 
contx 01s in bounded phase-coordinate systems proposed by Chang [lo] is the 
compactness of the se t  of all ailowed ' I  control-and-path" pairs.  
was not clearly presented by Chang. A rigorous re-examination within the 
framework of current mathematics revealed that sequential compactness is 
guaranteed if +he control res t ra int  se t  is compact and the phase-coordinate 
restraint se t  jc compact and arc-wise connected. Fo r  l inear time-optimal 
control problem 8, a sufficiency condition::: involving the maximum principle and 
jump conditions in the modified adjoint solution w a s  established. 
of t h i s  theorem, the optimal trajectories in the phase-coordinates can be obtained 
by the usual " backing out" procedure. Conditions under which the optimal 
solution is unique were established for  the case  when the phase-coordinate 
constraint se t s  a r e  strictly convex bat not necessarily compact and a l so  for  the 
case when they a r e  polyhedra. 
This subject 
By the utilization 
By introducing a positive constant which measures  t k  excursions of the 
phase-coordinate trajectories outside their  closed convex restraint  se t s ,  a 
method of approximate soliltion w a s  derived for  the time-optimal problem. 
The excursion constant can be  made as smal l  as desired so that the result ing 
solution approximates the solution that would be obtained by the method of using 
jump conditions in the modified adjoint solution. 
conditions were established which are relatively easy to  apply. The approx- 
imation to the optimal control problem with integral  cost functional w a s  a lso 
discussed and an existence theorem as w e l l  as necessary and sufficient conditions 
for the control were derived. 
The necessary and sufficient 
: A necessary condition can be deduced f rom Neustadt's recent  resul ts  
which is identical with the sufficient condition. 
112 
. 
An analog computer program to implement Neustadt's algorithm 18 w a s  devel- 
oped. 
time-optimal control problem with no constraints in the phase-coordinates, but 
failed for problems with constaints. An analysis of the program and the 
bounded phase-coordinate control problem revealed that the difficulty lies in 
the existence of singular arcs in the adjoint solution which correspond to  the 
segments of the phase-coordinate trajectories lying on the boundries of their  
res t ra int  sets .  Such a situation requires a trial computation procedure with 
extremely rapid repeated r a t e  which rules out the possiblity of on-line operation 
€or space vehicles using currently available facilities. . 
[ I  
The program wmked well in the sense of on-line computation for  the 
8 . 2  RECOMMENDATIONS FOR FURTHER STUDIES O F  THE BOUNDED 
PHASE -COORDINATE CONTROL PROBLEMS 
A s  shown in Chapter 3, the time-optimal trajectories in the bounded phase- 
czzrdinates can be obtained for linear systems. A natural r e sea rch  problem, 
then, is to extend the results to  linear optimal control sys tems with integrd cnct 
and to nonlinear time-optimal systems. New necessary and sufficient conditions 
for optimal control, f rom which the optimal trajectories of these controlled 
sys tems may be obtained, a r e  thus required. Any resul ts  generated from these 
studies would have vast applications. Moreover, it may se rve  as a method to 
check the approximate solution shown in Chapter 7. Another area open for invest- 
igation is to  develop computational algorithms for optimal controls for practical 
usage. 
This problem is now under investigation at Honeywell Inc. , Systems and 
Research  Division. 
Unless this is done, relaist ic design of the controller is not efficient. 
A s  to  the approximate solution, a problem which involves the non-compact 
res t ra int  set for the controller is also of importance. 
is also in process.  
the computational algorithms for  a hybrid computer is recommended. 
resul ts  may lead to a possible on-line operation. 
The study of this problem 
F o r  the implementation of the method, an investigation of 
The 
Finally, a discrete approximation of the problem also has potential application. 
This field is far l e s s  developed. Nagata, et al., [17] studied the time-optimal 
problem by extending the resul ts  of Desoer and Wing [28, 2 9 1 .  The method is 
quite involved. On the other hand, methods utilizating quadratic functions 
were develo ed for  the case  where the phase-cordinates a r e  not bounded 
[ 30, 31, 3 2  P . An extension of this method to  bound phase-coordinate 
systems is w e l l  worth investigating. 
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