Partially specified systems and specifications are used in formal methods such as stepwise design and query checking. Existing methods consider a setting in which systems and their correctness are Boolean. In recent years, there has been growing interest and need for quantitative formal methods, where systems may be weighted and specifications may be multivalued. Weighted automata, which map input words to a numerical value, play a key role in quantitative reasoning. Technically, every transition in a weighted automaton A has a cost, and the value A assigns to a finite word w is the sum of the costs on the transitions traversed along the most expensive accepting run of A on w. We study parameterized weighted containment: given three weighted automata A, B, and C, with B being partial, the goal is to find an assignment to the missing costs in B so that we end up with B for which A ≤ B ≤ C, where ≤ is the weighted counterpart of containment. We also consider a one-sided version of the problem, where only A or only C is given in addition to B, and the goal is to find a minimal assignment with which A ≤ B or, respectively, a maximal one with which B ≤ C. We argue that both problems are useful in stepwise design of weighted systems as well as approximated minimization of weighted automata.
INTRODUCTION
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The automata-theoretic approach also has proven useful in reasoning about partially specified systems and specifications, where some components are not known or hidden. Partially specified systems are used mainly in stepwise design: one starts with a system with "holes" and iteratively completes them in a way that satisfies some specification [Dijkstra 1976; Fix et al. 1991 ]. Reasoning about partially specified systems also is useful in automatic partial synthesis [Solar-Lezama et al. 2005 ] and program repair [Jobstmann et al. 1988] . From the other direction, partially specified specifications are used for system exploration. A primary example is query checking [Chan 2000 ]: the specification contains variables, and the goal is to find a maximal assignment to the variables with which the explored system satisfies the specification. For example, solutions to the query ALWAYS( X 1 → EVENTUALLY grant) assign to X 1 events that trigger a generation of a grant in the system. Missing information in the system or the specification can be easily encoded in an automaton that models it, and indeed, algorithms for these problems are based on partially specified automata (c.f., [Bruns and Godefroid 2001] ).
Traditional automata accept or reject their input, and are therefore Boolean. In recent years, there is growing need and interest in quantitative reasoning. Weighted finite automaton (WFA, for short) maps words to numerical values. Technically, every transition in a weighted automaton A has a value, and the value that A assigns to a finite word w, denoted val (A, w) , is the sum of the costs of the transitions participating in the most expensive accepting run of A on w.
1 Applications of weighted automata include formal verification, where they are used for the verification of quantitative properties [Chatterjee et al. 2008] , as well as text, speech, and image processing, where the weights of the automaton are used in order to account for the variability of the data and to rank alternative hypotheses [Culik and Karir 1997; . Also, WFAs arise naturally in the study of sequential databases [Sistla et al. 2002] , where the database can be thought of as a sequence of letters (e.g., each entry might contain an image in case the database stores a video or it might contain a document that changes over time), a query is given by means of a Boolean automaton, and there is a distance function between the letters of the database and those of the automaton. So, the product of a query and a database is a WFA.
In the Boolean setting, formal verification amounts to checking containment of the language of the system by the language of the specification. This makes the language containment problem of great theoretical and practical interest. In the weighted setting, the analogous problem gets as input two weighted automata A and B and decides whether all the words w that are accepted by A are also accepted by B and val (A, w) ≤ val(B, w) . We denote this by A ⊆ B. Weighted automata are much more complicated than Boolean ones. The source of the difficulty is the infinite domain of values that the automata may assign to words. In particular, the problem of weighted containment is in general undecidable [Almagor et al. 2011; Krob 1994] . Given the importance of the problem, researchers have studied decidable fragments and approximations of weighted containment. We know, for example, that weighted containment is decidable, in fact, polynomial, for deterministic WFAs (DWFAs, for short). For general WFAs, researchers have developed a weighted variant of the simulation relation, which approximates weighted containment and is decidable [Avni and Kupferman 2012; Chatterjee et al. 2010] .
In this article, we introduce and study parameterized weighted containment: given three weighted automata A, B, and C, with B being partial, the goal is to find an assignment to the missing costs in B so that we end up with B for which A ⊆ B ⊆ C. We also consider a one-bound version of the problem, where only A or only C is given in addition to B, and the goal is to find a minimal assignment with which A ⊆ B or, respectively, a maximal one with which B ⊆ C.
2
Before we describe the technical details of the problems and their solutions, let us argue for their usefulness with two applications. Example 1.1. Stepwise design. Assume we have a weighted specification C. Refining the specification to an implementation involves a refinement of its Boolean behavior, possibly extending its alphabet, and an assignment of values to the refined computations. When the values in C exhibit upper bounds on costs, we want the implementation B to satisfy B ⊆ C. It is relatively easy to refine the Boolean behavior of C and get an automaton whose language, when restricted to the joint alphabet, is contained in the language of C. It is much harder to design the weighted behavior of B. For this, we apply one-bound parameterized weighted containment: C is the specification, B is its Boolean refinement, we label its costs by variables, and we are looking for a maximal assignment for the variables with which B is contained in C.
For a specific example, consider the problem of ranking contributors to usergenerated sites (e.g., Wikipedia). A big challenge for these sites is to develop trust in users. Some users are good and make the content of the site better, while many others either are vandals or have good intentions but lack skill. The site's goal is to reward good users and ban the vandals. A typical reward for good users would be badges or points and allowing them actions on the site that are unavailable for other users. For example, only very good users can edit pages that are considered complete (e.g., the entry for London in Wikipedia). Catching a vandal should be done as fast as possible. A vandal who is not caught usually continues to trash the site until he or she is blocked. So, optimally, the vandal should be caught after the first time he or she edits content on the site. We seek a WFA that distinguishes between good and bad edits. After a user performs an edit on the site, the WFA gives it a score. Decisions on blocking and promotion of users are based on these scores. If the value is very low, the user is considered a vandal and is blocked from the site. If the value is very high, the user is promoted.
We assume that an edit is a sequence of words-these added by the user. We also assume we have a tool, which we refer to as the mapper, that intuitively performs a preprocessing that abstracts the edit that the user performed. More formally, the mapper maps words to some fixed alphabet, which is the alphabet of the WFA. For example, a mapper might map the sentence "The dog bent uver." to the word "the · noun · verb · misspelledword."
The WFA combines heuristics, each of which identifies either a positive linguistic feature of a sentence or a negative one. An example of a positive heuristic is as follows: "a sentence in which the multiplicity of the subject matches that of the verb should get a score greater than 1/4." An example of a negative heuristic is as follows: "a sentence in which the appears before a verb should not get a score above 1/2." Devising a WFA that takes care of a single heuristic is simple. However, since the automata are weighted, combining them is complicated. Some variants of parameterized weighted containment are useful here: when we want to combine two positive heuristics, modeled by WFAs A 1 and A 2 , we seek a minimal WFA B such that both A 1 ⊆ B and A 2 ⊆ B. This variant of the one-bound problem is useful also when both heuristics are negative. Combining a negative heuristic A and a positive one C then corresponds to the problem of finding a WFA B such that A ⊆ B ⊆ C. Example 1.2. DWFA approximated minimization. Minimization of Boolean deterministic automata is a well-studied problem. For DWFAs, Mohri described a (complicated yet polynomial) minimization algorithm [Mohri 1997] . We argue that two-bound parameterized weighted containment can be used in order to simplify Mohri's algorithm and, which we find more exciting, also enables approximated minimization: given a DWFA A and a factor t ∈ Q, we would like to construct a minimal automaton B that has the same language as A and assigns values within a factor of t from A. Given A, we first construct the DWFAs reduce(A, t) and increase (A, t) , for whatever definitions of reduce and increase we are after; for example, we can take −t and +t as additive factors to the value, or we can take 1 t and t as multiplicative ones. We then use parameterized weighted containment in order to find B such that reduce(A, t) ⊆ B ⊆ increase (A, t) .
The components of the generated WFA B may be unspecified. When the user has an idea about B's Boolean behavior, as is typically the case in stepwise refinement, this Boolean behavior is a natural starting point. In Section 3.1, we study the case in which only A and C are given, and we seek a minimal B such that A ⊆ B ⊆ C. We show that a result of Gold [1978] easily implies that the problem is NP-complete for DWFAs [Gold 1978 ] and suggest a heuristic for finding B that is based on viewing the Boolean product of A and C as a partially specified WFA.
Let us now return to parameterized weighted containment where a partial WFA B is given. Our solution to the problem is based on strong mathematical tools. We explain here briefly the general idea for the two-bound problem for DWFAs. Consider an input A, B, and C to the problem. Assume that transitions in B are parameterized by variables from a set X of size k. Recall that we are looking for a legal assignment f : X → Q, that is, one with which A ⊆ B f ⊆ C, where B f is the DWFA obtained by replacing each variable X ∈ X by f (X). We first show that the products A × B and B × C can be used in order to generate a set of inequalities that the variables have to satisfy. For that, we characterize critical paths in the products-it is necessary and sufficient to restrict the assignment of the variables in transitions along these paths in order to guarantee that f is legal. Each critical path induces an inequality and together the inequalities induce a convex polytope P ⊆ IR k that includes exactly all the legal assignments. Khachiyan's Ellipsoid's method [Khachiyan 1979 ] then enables us to find a point in this polytope or conclude that no legal assignment exists. This is, however, not the end of the story. Unfortunately, the number of critical paths we have to consider is exponential, making a naive search for the solution exponential too. Fortunately, there is a way to overcome this difficulty. It was observed in a series of works [Grötschel et al. 1981; Karp and Papadimitriou 1980; Padberg et al. 1980 ] that it is not necessary to have an implicit list of inequalities that define the polytope P. Instead, it is sufficient to have a separation oracle for the polytope. That is, instead of a list of inequalities that define P, the input to the problem is an oracle that, given a point p ∈ Q k , either says that p ∈ P or returns a half-space H ⊆ Q k such that p / ∈ H and P ⊆ H. We show that we can use the products A × B and B × C in order to define such a separation oracle, leading to a polynomial-time solution to the problem.
For the one-bound variant, we show that the induced polytope is pointed, and that the solution we are after is a vertex of it, leading to an actually simpler algorithm. For the case the automata are nondeterministic, we argue that the one-bound problem is not interesting, as a minimal/maximal solution need not exist. For the two-bound problem, we approximate containment by simulation and show that the problem is NP-complete. Given the computational difficulty of handling nondeterministic WFAs in general, we view these results as good news: parameterized language containment can be solved in polynomial time for the deterministic setting, and its approximation by simulation is decidable in the nondeterministic one.
PRELIMINARIES

Weighted Automata
A nondeterministic finite weighted automaton on finite words (WFA, for short) is a tuple A = , Q, , Q 0 , F, τ , where is an alphabet, Q is a finite set of states, ⊆ Q× × Q is a transition relation, Q 0 ⊆ Q is a set of initial states, F ⊆ Q is a set of accepting states, and τ : → Q is a function that maps each transition to a rational value, which is the cost of traversing this transition. We assume that there are no redundant states in A. That is, all states are not empty (an accepting state is reachable from them) and accessible (reachable from an initial state).
A run of A on a word w = w 1 · · · w n ∈ * is a sequence of states r = r 0 , r 1 , . . . , r n such that r 0 ∈ Q 0 and for every 0 ≤ i < n we have r i , w i+1 , r i+1 ∈ . The run r is accepting iff r n ∈ F. The WFA A accepts w iff there is an accepting run of A on w. As in NFAs, the language of A, denoted L(A), is the set of words in * that A accepts. The value of the run, denoted val (r, w) , is the sum of costs of transitions it traverses. That is, val(r, w) = 0≤i<n τ ( r i , w i+1 , r i+1 ). Since A is nondeterministic, there can be more than one run on a word. We define the value that A assigns to w ∈ L(A), denoted val (A, w) , as the value of the maximal-valued accepting run of A on w. That is, for every w ∈ L(A), we define that val(A, w) = max{val(r, w) : r is an accepting run of A on w}.
We can view a WFA as a weighted-labeled graph. A path π in a WFA is a path in the corresponding graph. Thus, a path is similar to a run only in that it does not necessarily start in an initial state and it does not follow a word. Note that a path is a sequence of edges, whereas a run is a sequence of states. We define the value of the path π to be the sum of the values of the transitions that participate in π . Namely, val(π ) = e∈π τ (e).
We say that A is deterministic if |Q 0 | = 1 and for every q ∈ Q and σ ∈ , there is at most one state q ∈ Q such that q, σ, q ∈ . Note that a deterministic WFA (DWFA, for short) has at most one run on every word in * .
Weighted containment. For two WFAs A and B, we say that A is contained in
and for every word w ∈ L(A) we have that val (A, w) ≤ val(B, w) . It is shown in Almagor et al. [2011] and Krob [1994] that deciding containment for WFAs is undecidable.
Negativeness. We say that a WFA A is negative if val(A, w) ≤ 0 for every word w ∈ L(A). We say that a path π in A is a critical path iff it is either a simple path from an initial state to an accepting state or a simple cycle. Keeping in mind that all states in A are not empty and reachable from an initial state, it is not hard to prove the following characterization of negative DWFAs. PROPOSITION 2.1. A DWFA is negative iff val(π ) ≤ 0 for every critical path π in it. (B, w) , and we are done. The second direction is proven similarly.
Parameterized Weighted Containment
Consider a set of variables X = {X 1 , . . . , X k }. An X -parameterized WFA is a WFA in which some of the costs are replaced by variables from X . Thus, the weight function is of the form τ : → Q ∪ X . Given an X -parameterized WFA A and an assignment f : X → Q to the variables in X , we obtain the WFA A f by replacing every variable X ∈ X by the value f (X). Formally, the components of the WFA A f agree with these of A except for the weight function τ f , which agrees with τ on all transitions t ∈ with τ (t) ∈ Q, and is such that τ f (t) = f (X) for all t ∈ with τ (t) = X, for some X ∈ X . Note that a variable X ∈ X may appear in more than one transition of A.
We define a partial-order ≺ over assignments. For f 1 , f 2 : X → IR, we say that f 1 ≺ f 2 if for every X ∈ X we have f 1 (x) ≤ f 2 (x) and there is at least one variable X ∈ X for which f 1 (X) < f 2 (X). Consider a set of assignments S. We say that f ∈ S is minimal in S with respect to ≺ if for every assignment f such that f ≺ f , we have f / ∈ S. The definition of maximal assignments in S is dual. Definition 2.3. We consider the following three variants of parameterized weighted containment (PWC, for short).
-Two-bound PWC: Given WFAs A and C, and an X -parameterized WFA B, find an assignment f : X → Q such that A ⊆ B f ⊆ C or return that no such assignment exists.
-Least-upper-bound PWC: Given a WFA A and an X -parameterized WFA B, let P − be the set of assignments such that for every f ∈ P − , we have A ⊆ B f . The goal is to find a minimal assignment in P − or return that P − is empty. -Greatest-lower-bound PWC: Given a WFA C and an X -parameterized WFA B, let P + be the set of assignments such that for every f ∈ P + , we have B f ⊆ C. The goal is to find a maximal assignment in P + or return that P + is empty.
The least-upper-and greatest-lower-bound variants are dual and we refer to them as one-bound PWC. Note that without the minimality and maximality requirements, these variants are trivial. That is, in the least-upper-bound variant, if we drop the minimality requirement, the problem is to find an assignment f : X → IR such that
, we can, intuitively, construct an assignment f that assigns very high values to all variables. If A ⊆ B f , we are done; otherwise, since we chose very high values, every assignment g has A ⊆ B g . We formalize this intuition in Lemma 3.7. The greatest lower bound case is dual.
We claim that solving parameterized weighted containment is harder than solving weighted containment, and thus all variants of the PWC problem are undecidable in general. We describe a simple reduction. Given WFAs A and B to the weighted containment problem, we can use A, B, and B as input to the two-bound PWC problem, or A and B to the one-bound PWC problem. That is, we use an empty set of variables. Thus, all assignments are solutions to the problems iff A ⊆ B. Therefore, we study two restrictions of the problem. In Section 3, we study the PWC problem where the automata are deterministic. As hinted in Proposition 2.2, containment is decidable for DWFAs. In Section 4, we study the PWC problem where the automata are nondeterministic, but we replace the containment relation with its approximating relation of simulation [Avni and Kupferman 2012] , which is decidable.
Geometry in IR k
We briefly review some definitions on polytopes. For more details and intuition, see Schrijver [1999] .
Polytopes. A convex polytope is a set in IR
k that is the intersection of a finite number of half-spaces. Thus, it can be defined as the set of points p ∈ IR k that are solutions to a system of linear inequalities Ax ≤ b, where
, and m ∈ IN is the number of inequalities. For example, the system of inequalities 2x 1 + 3x 2 ≤ 7, 5x 1 ≤ 3, and 4x 2 ≤ 0 corresponds to the following representation: 2 3 5 0 0 4
Dimension. We say that the points
, is the maximal number of affinely independent points minus 1.
For example, consider the line in Figure 1 , which is a convex polytope in IR 2 . We claim that the dimension of the polytope is 1. Indeed, points a and b in the polytope are affinely independent, as the single vector b − a is linearly independent. On the other hand, points a, b, and c are not affinely independent, as b − a and c − a are linearly dependent.
We say that a polytope P ⊆ IR k is full-dimensional if its dimension is k. When P is not full-dimensional, it is contained in a hyperplane of dimension less than k.
Geometrical objects. A k-dimensional ball is a generalization of the two-dimensional circle. For c ∈ IR k (the center) and r ∈ IR (the radius), we define the ball B(c, r
We say that P is bounded iff there is a ball with a finite radius that contains it.
Consider an invertible linear transformation L :
Vertices. In two dimensions, a vertex is the meeting point of two edges. In kdimensions, a vertex is the meeting point of k faces, which are the k-dimensional generalization of edges. We say that a polytope P is pointed if it has a vertex. For example, in two dimensions, a square has four vertices and is thus pointed, whereas the polytope depicted in Figure 1 has no vertices and is thus not pointed. 3 In Schrijver [1999] , an ellipsoid is defined as follows:
D is a positive definite matrix and z ∈ IR k . The definition we use is equivalent to this definition.
Formally, consider a polytope
A minimal face of P is a face that does not contain any other face. Thus, it is minimal with respect to inclusion. All the minimal faces of P have the same dimension, which is k minus the rank of A (the number of independent vectors in A). When the rank of A is k, a minimal face contains only one point, which is referred to as a vertex. For example, in three dimensions, a cube has six two-dimensional faces, 12 one-dimensional faces (its edges), and eight zero-dimensional faces (vertices).
Consider a polytope P ⊆ IR k . Intuitively, we define the set char.cone(P) to be the infinite directions of P. Thus, if P is bounded, it has no infinite directions and char.cone(P) consists of only the point 0 ∈ IR k . On the other hand, an infinite direction 0 = y ∈ IR k is in char.cone(P) iff there exists x ∈ P such that for all λ ≥ 0, we have x+λy ∈ P. Formally, we define the set char.cone(P) = {y ∈ IR k : ∀x ∈ P, x + y ∈ P}. Recall that P is pointed if it has a vertex. We use the following property of char.cone(P), which characterizes pointed polytopes. A polytope P is pointed iff char.cone(P) ∩ −char.cone(P) = {0}, where −char.cone(P) is defined in the expected way, and thus it contains the members of char.cone(P) negated. For example, the polytope P depicted in Figure 1 has P = char.cone(P) ∩ −char.cone(P), and thus the dimension of char.cone(P) ∩ −char.cone(P) is 1. Indeed, P is not pointed.
Volume. Consider a set S ⊆ IR
k . We define the volume of S, denoted vol(S), using the Lebesgue measure.
}. An important observation is that the volume of a polytope that is not full-dimensional is 0. Generally, there are sets that are not Lebesque measurable. In this work, however, we only use convex sets, which are measurable.
Size of representation.
Consider a number p/q ∈ Q. The size of p/q is, intuitively, the number of bits that are needed to represent it. Thus, we define the size of p/q, denoted size( p/q), to be 1 + log(| p| + 1) + log(|q| + 1) . We define the size of an inequality
The ellipsoid method. In 1979, Khachiyan introduced the first polynomial time algorithm for feasibility of linear programming [Khachiyan 1979] . In this problem, we get as input a polytope P = {x ∈ IR k : Ax ≤ b}, where A ∈ Q m×k and b ∈ Q m . Our goal is to find a point p ∈ P or determine that P is empty. For 1 ≤ i ≤ m, let ϕ i be the size of the inequality that corresponds to the ith row of A. Let ϕ be the size of the maximal inequality that defines P, and thus, ϕ = max{ϕ i :
We sketch the algorithm referred to as the ellipsoid method for bounded full-dimensional polytopes. Essentially, the algorithm finds a sequence of ellipsoids
0 is the ball with center 0 ∈ IR k and radius R. Note that R ∈ IN. Using the radius R ensures that indeed, P ⊆ E 0 . Assume that we found the ellipsoid
We describe the (i + 1)-th iteration of the algorithm. We test if z i ∈ P. If it is, we are done. Otherwise, we find an inequality that z i violates. Let H ⊆ IR k be the half-space that corresponds to the inequality we find. Next, using the half-space H and the ellipsoid E i , we generate the ellipsoid E i+1 with the following properties:
and E i+1 has a minimal volume. Moreover, we have that given that the center z 0 of the ellipsoid E 0 violates an inequality. Note that the polytope P is contained in E 0 and in E 1 . Also note that E 1 contains the intersection between E 0 and the half-space corresponding to the inequality.
The termination criterion also depends on ϕ as earlier. If P is not empty, then since it is full-dimensional, its volume is at least 2 −ν , where ν is polynomial in the representation size of ϕ. Since the volumes of the ellipsoids decrease exponentially, by selecting
we can conclude that P is empty, and we terminate.
We show how to drop the assumption about the polytope being bounded. Consider
If P is not empty, then there is a point p ∈ P ∩ B. Thus, instead of reasoning on P, we reason on P ∩ B, which is clearly bounded.
Symbolic ellipsoid method.
It was observed in a series of works [Grötschel et al. 1981; Karp and Papadimitriou 1980; Padberg et al. 1980 ] that it is not necessary to have an implicit list of inequalities that define the polytope P. Instead, it is sufficient to have a separation oracle for P when P is full-dimensional. That is, instead of a full list of inequalities that define P, the input to the problem is an oracle that, given a point p ∈ IR k , either says that p ∈ P or returns a half-space H ⊆ IR k such that p / ∈ H and P ⊆ H. Assuming we found the ellipsoid
If it is, we are done. Otherwise, we get a half-space with which we construct the ellipsoid E i+1 . Since we construct only polynomially many ellipsoids, we perform only polynomial many calls to the oracle. The runtime is thus polynomial in the runtime of the separation oracle, in k, and in the maximal representation size (aka ϕ) of the inequalities that define P.
In order to drop the requirement that the polytope is full-dimensional, Khachiyan suggested working with the polytope P = {x ∈ IR k : Ax ≤ b + }. He shows that there is an > 0 such that P is empty iff P is empty, and if P is nonempty, then P is full-dimensional. Using this technique is not enough when the polytope is represented with a separation oracle. The reason is that finding a point in P does not help us find a point in P.
The solution to this problem in the non-full-dimensional case is due to Grötschel et al. [1984 Grötschel et al. [ , 1988 and Karp and Papadimitriou [1980] . We sketch the algorithm, and its details can be found in Chapter 14 of Schrijver [1999] or Chapter 6 of Grötschel et al. [1988] . We start as in the ellipsoid method: we find a sequence of ellipsoids of diminishing volume. If the polytope is full-dimensional, then, as in the ellipsoid method, there is a lower bound on the volume of the polytope. Thus, there is a bound on the length of the sequence. When the polytope is not full-dimensional, its k-dimensional volume is 0, and the sequence of ellipsoids may not be finite. To overcome this difficulty, we take advantage of the fact that the ellipsoids get "flatter" in the direction of the hyperplane the polytope is contained in. We use a tool dubbed simultaneous diophantine approximation to find the representation of the containing hyperplane. Then, after finding it, we construct a new separation oracle for a polytope in k − 1 dimensions and continue recursively. It is guaranteed that if all the equations generated by the separation oracle are over Q, so are all the points generated by the algorithm. THEOREM 2.4 [SCHRIJVER 1999] . Consider a polytope P ⊆ IR k , defined by linear inequalities over Q of size at most ϕ. Given a separation oracle SEP for P, it is possible to find a point in P ∩ Q k in time that is polynomial in k, ϕ, and the running time of SEP .
THE PWC PROBLEM FOR DETERMINISTIC WFAS
In this section, we show that both the two-and one-bound PWC problems can be solved in polynomial time when the input WFAs are deterministic.
The two-bound PWC problem for deterministic automata. Recall that the inputs to the two-bound PWC problem are DWFAs A and C and an X -parameterized DWFA B. Our goal is to find a legal assignment for the variables in X , that is, an assignment f
From parameterized containment to a convex polytope. Consider an input A, B, and C to the two-bound problem. When the automata are deterministic, check whether 
Consider an assignment f : X → Q. By Proposition 2.2, we have that f is legal iff S A,B f and S B f ,C are negative. Also, by Proposition 2.1, the latter holds iff all the critical paths in S A,B f and S B f ,C have a nonpositive value. Thus, the set of critical paths in S A,B and S B,C induce necessary and sufficient restrictions on the possible values the variables can get in a legal assignment. Each critical path induces an inequality over the variables in X , and together all critical paths induce a convex polytope that includes exactly all the legal assignments.
The previous observation is the key to our algorithm, and we describe its details later for the product S A,B . The construction of inequalities induced by S B,C is similar. Consider a critical path π in S A,B . We generate an inequality from π that corresponds to a restriction on legal assignments to the variables. Recall that the path π is a sequence of transitions in a DWFA that is the product of two DWFAs. For every e = e A , e B ∈ π , let c e = τ A (e A ) − τ B (e B ). Recall that τ B (e B ) can either be a number, in which case c e is a number too, or a variable X ∈ X , in which case c e is of the form c− X with c = τ A (e A ) ∈ Q. We define the inequality ( e∈π c e ) ≤ 0. Clearly, it is possible to rewrite the inequality as 1≤i≤k −l i · X i + c ≤ 0, where l i ∈ IN is the number of times that X i ∈ X appears in π and c ∈ Q.
Since π is either acyclic or a simple cycle, its length is at most n. Since for every 1 ≤ i ≤ k, we have that l i is the number of times X i ∈ X appears in π , then 0 ≤ l i ≤ n. Clearly, |c| ≤ Mn. Thus, the size of every inequality we generate is at most 1 + 1≤i≤k size(n) + size(Mn) = O(log(nM)).
Let |X | = k. By the aforementioned, we think of an assignment to the variables as a point in IR k , think of the inequalities as half-spaces in IR k , and think of the set of legal assignments as a convex polytope in IR k , namely, the intersection of all the half-spaces that are generated from the critical paths in S A,B and S B,C . We denote this polytope by P ⊆ IR k .
Efficient reasoning about the convex polytope.
A naive way to solve the two-bound problem is to generate all the inequalities from S A,B and S B,C and solve the system of inequalities. Since, however, there can be exponentially many critical paths, the running time of such an algorithm would be at least exponential. In order to overcome this difficulty, we do not construct the induced polytope P implicitly. Instead, we devise a separation oracle for P. By Theorem 2.4, this would enable us to find a point in P ∩ Q k (or decide that P is empty) with only polynomial many calls to the oracle.
Recall that a separation oracle for P is an algorithm that, given a point p ∈ IR k , either returns that p ∈ P or returns a half-space H ⊆ IR k , represented by an inequality, that separates p from P. That is, P ⊆ H and p / ∈ H. We describe the separation oracle for P. Given a point p ∈ IR k , we check if A ⊆ B p ⊆ C. If the latter holds, we conclude that p is a legal assignment, and we are done. Otherwise, there is a word w ∈ * such that w ∈ L(A) and val(A, w) > val(B p , w), or w ∈ L(B) and val (B p , w) > val(C, w) . Using w, we find a critical path that p violates and we return the inequality induced by this path. Note that the run on w may not be a critical path: we know it is a path from an initial state to an accepting state, but this path may not be simple. We describe how to detect a critical path from w. Assume that w is such that val(A, w) > val (B p , w) . The other case is similar. Since A and B are deterministic, there is a single accepting run r of S A,B p on w. If r is acyclic, then it is a critical path, and we are done. Otherwise, we remove every nonpositive cycle from r. Let r be the obtained path in S A,B p . Clearly, val(r ) ≥ val(r). If r is acyclic, we found a critical path. Otherwise, since val(r ) ≥ val(r) > 0, there must be a positive valued cycle in r . This cycle is a critical path, and we are done. Since checking language containment for DWFAs can be done in polynomial time, the running time of the oracle is clearly polynomial.
We can now use Theorem 2.4 and conclude with the following. Remark 3.3 (Speeding up the Separation Oracle). Reasoning about critical paths involves a calculation of distances in the graphs corresponding to the product automata and is done by solving the All-Pairs Shortest Path problem. As we update the ellipsoids, we also update costs in the product automata. There is much research in the field of dynamic graph algorithms (specifically, Thorup [2004] suggests a fully dynamic data structure to solve the All-Pairs Shortest Path problem) that we can use here in order to speed up the running time of the separation oracle so that the time required for solving a distance query is proportional to the updates rather than to the automata.
When B Is Not Given
An interesting variant of the two-bound PWC problem is one in which we are not given B and we seek a DWFA of a minimal size such that A ⊆ B ⊆ C. One may start the search for B with a nonweighted version of the problem. That is, seek
. We can then turn B into a candidate DWFA by labeling all its transitions by variables. The corresponding decision problem, which we refer to as the Boolean sandwich problem, gets as input two DFAs A and C and an index k ∈ IN and decides whether there is a DFA B with k states such that
The Boolean sandwich problem is NP-complete. The upper bound is easy. Since the automata are deterministic, checking whether a given k-state automaton satisfies the Boolean containment requirement can be done in polynomial time. The lower bound follows from a classic result by Gold [1978] , who shows that the following problem is NP-hard. The input to the problem is set of data D = { w 1 , b 1 , . . . , w m , b m }, and an index k ∈ IN. For all 1 ≤ i ≤ m, we have that w i ∈ * and b i ∈ {0, 1}. The goal is to decide whether there is a DFA D of size at most k that agrees with D; thus, for every
It is easy to reduce Gold's problem here to the Boolean sandwich problem. Indeed, given a data D, it is possible to construct tree-like DFAs A and C such that A accepts exactly the words w i with w i , 1 ∈ D and C accepts all words except for w i such that
The weighted sandwich problem is similar to the Boolean sandwich problem only that the inputs are DWFAs A and C and the goal is to find a minimal DWFA B such that A ⊆ B ⊆ C. It is easy to see that the weighted variant is at least as hard as the Boolean one. Indeed, by defining all costs to be 0, we get an easy reduction between the two. Also, similar to the Boolean variant, it is easy to see that this problem is in NP. In order to neutralize the difficulty of the Boolean aspect of the language, we define the pure-weighted sandwich problem, where A and C are such that L(A) = L(C), and we are looking for a minimal B such that A ⊆ B ⊆ C. Note that such a WFA B exists iff A ⊆ C. We show that even without this difficulty, the problem remains hard. Note that the pure-weighted sandwich problem indeed circumvents the hardness of the Boolean setting, as finding a minimal DFA with language L(A) can be done in polynomial time.
In order to show that the pure-weighted problem is hard, we go through the MINt-APPROX problem for DWFAs, defined as follows: for a factor t ∈ Q such that t > 1, given a DWFA A, and an index k ∈ IN, we ask whether there is a DWFA A with k states
such that L(A) = L(A ), and for every word w ∈ L(A), we have 1/t · val(A, w) ≤ val(A , w) ≤ t · val(A, w). We then say that A t-approximates A.
In this section, we find it more convenient to describe the transitions of a DWFA A with a transition function instead of a transition relation. Thus, we use a partial function
LEMMA 3.4. The MIN-t-APPROX problem is NP-hard.
PROOF. For t > 1, we prove that t-approximation is NP-hard by a reduction from VC. Consider an input G, k to the VC problem, where G = V, E is an undirected graph with no self-loops. Assume that V = {v 1 , . . . , v n } and E = {e 1 , . . . , e m }. Let < ⊆ V × V be such that v i < v j iff i < j. We construct an input A, k + 2 to the MIN-t-APPROX problem. The alphabet of the DWFA A is V ∪ E. The language of A has two types of words: one-letter words, which consist of a vertex, and two-letter words, which consist of a vertex and an edge. Formally, L(A) = V ∪ {ve : v ∈ V and e ∈ E}. For every word v ∈ V , the value A assigns to the word v is 0. Consider a word ve. Let e = v 1 , v 2 with v 1 < v 2 (since G is undirected and has no self-loops, we can assume that each edge indeed corresponds to a pair of vertices as earlier). We distinguish between three cases. Example 3.5. The graph on the left of Figure 3 is the input to the VC problem. We construct the DWFA on the right as the input to the MIN-t-APPROX problem, where we set t = 2. We do not draw all the labels and weights out of lack of space. Since e 1 = {v 1 , v 2 } ∈ E and v 1 < v 2 , we have τ A ( v 1 , e 1 , q acc ) = 1. Since e 4 = v 3 , v 4 ∈ E and v 3 < v 4 , we have τ A ( v 4 , e 4 , q acc ) = 5. Since v 4 is not in e 3 = {v 1 , v 3 }, then τ A ( v 4 , e 3 , q acc ) = 2. We continue to prove the correctness of the reduction. That is, we prove that G, k ∈ VC iff A, k + 2 ∈ MIN-t-APPROX. For the first direction, assume that G, k ∈ VC. Thus, there is a coloring function χ : V → {1, . . . , k}. We construct a DWFA A that t-approximates A and has at most k + 2 states by, intuitively, merging states in A that correspond to vertices that are colored in the same color. Formally, the states of A are {q in , q acc } ∪ {1, . . . , k}. For every v ∈ V , we define δ A (q in , v) = χ (v), and for every e ∈ E and i ∈ {1, . . . , k}, we define δ A (i, e) = q acc . Clearly, A is deterministic. We continue to define the weight function of A . The weight of the first type of transitions remains 0 in A . For the second type of transitions, consider i ∈ {1, . . . , k} and e = v 1 , v 2 ∈ E with v 1 < v 2 . If χ (v 1 ) = i, then τ A ( i, e, q acc ) = t. Otherwise, we define τ A ( i, e, q acc ) = t + 1. Finally, the accepting states of A are {1, . . . , k} ∪ {q acc }.
We claim that A t-approximates A. It is not hard to see that we have not altered the language of A during the construction. Thus, L(A) = L(A ). We prove that for every word w ∈ L(A), we have 1/t · val(A, w) ≤ val(A , w) ≤ t · val(A, w). Since for every word v ∈ V , we have val(A, v) = val(A , v)
= 0, the words that are candidates to violate the approximation are of the form ve for some vertex v ∈ V and edge e ∈ E. Assume toward contradiction that there is such a violating word w = ve. That is, either
1/t · val(A, ve) > val(A , ve) or val(A , ve) > t · val(A, ve)
. Let e = v 1 , v 2 with v 1 < v 2 .
We prove that both cases are impossible. Note that A assigns to two-letter words the values t or t + 1. Recall that A assigns to two-letter words one of three values: 
. Thus, val(A , ve) is t and not t + 1 as we assumed. We continue to the case val(A , ve) < 1/t · val(A, ve). As earlier, this implies that val(A , ve) = t and val(A, ve) = t
2 + 1. The definition of the weight function in A implies that v 2 = v. Consider the run q in , i, q acc of A on ve. The definition of the transition function in A implies that χ (v) = χ (v 2 ) = i. Since val(A , ve) = t, we have τ A ( i, e, q acc ) = t. Thus, χ (v 1 ) = i. We conclude that χ (v 1 ) = χ (v 2 ). This contradicts the legality of χ , as e = v 1 , v 2 ∈ E, and we are done.
We continue to prove the other direction of the reduction. Assume that A, k ∈ MIN-t-APPROX. That is, there is a DWFA A with k + 2 states that t-approximates A. We show that V, E, k ∈ VC by describing a legal k-coloring function χ : V → {1, . . . , k}. Assume the states of A are {0, . . . , k+ 1}. Let 0 be the initial state of A (recall that A is deterministic, so it has a single initial state). For every v ∈ V , we define χ (v) = δ A (0, v). Since L(A ) = L(A) and one-letter words are in L(A), there must be an accepting run of A on these words. Thus, for every v ∈ V , we have a transition from the state 0 to some accepting state. Hence, the function χ is well defined.
We continue to prove that χ is a k-coloring of G. First, we prove that χ uses at most k colors. Assume toward contradiction that there are k + 1 outgoing transitions from 0 labeled with vertex letters. Note that for every v ∈ V , there is no self-loop labeled v on the state 0. Indeed, this would imply that v * ∈ L(A ), contradicting the fact that L(A) = L(A ). Assume toward contradiction that for every i ∈ {1, . . . , k + 1}, there is a letter v ∈ V such that δ A (0, v) = i. We show that this implies that three-letter words are accepted by A , which is a contradiction to the fact L(A) = L(A ). Consider the run 0, i, j of A on the word ve, for some v ∈ V and e ∈ E. By our assumption there is a letter v ∈ V such that δ A (0, v ) = j. Since v e ∈ L(A), the run 0, j, j of A on v e is accepting. Thus, the run 0, i, j, j is a run of A on the word vee, which is not in L(A), and we are done.
We continue to prove that χ is legal. Assume toward contradiction that there is an edge e = v 1 , v 2 ∈ E, with v 1 < v 2 , for which χ (v 1 ) = χ (v 2 ). Consider the words v 1 e and v 2 e, both in L(A). Recall that we defined A so that val(A, v 1 e) = 1 and val (A, v 2 ( i, e, j ) . Thus, 1/t · (t 2 + 1) ≤ x and x ≤ t · 1. Combining the two, we reach a contradiction, and we are done.
We now use the earlier lemma to show the following. THEOREM 3.6. The pure-weighted sandwich problem is NP-complete.
PROOF. As in the Boolean case, since the automata are deterministic, checking whether a given k-state automaton satisfies the weighted containment requirement can be done in polynomial time. Thus, membership in NP in easy.
For the lower bound, we show a simple reduction from the MIN-t-APPROX problem to the pure-weighted sandwich problem, for some t > 1. Given a DWFA A and k ∈ IN, we construct an input A , C , k to MIN-t-APPROX, where the DWFAs A and C have the same structure as A. That is, the automata have the same alphabet, states, initial state, and accepting state and only differ in the weight function. In A , we multiply the weights of the transitions by 1/t, and in C , we multiply them by t. Thus, for every word w ∈ L(A), we have val(A , w) = 1/t · val(A, w) and val(C , w) = t · val (A, w) . Clearly, a DWFA B satisfies A ⊆ B ⊆ C iff it is a t-approximating automaton for A.
A heuristic for the pure-weighted sandwich problem. Consider DWFAs A and C such that L(A) = L(C) and A ⊆ C. We start the search for B with a DFA D, which, intuitively, is the Boolean version of S A,C . Every run of D on a word w ∈ * corresponds to two runs, one of A on w and one of C on w. A word is accepted if it accepted by both automata.
Such a definition implies that
Note that we can now use the two-bound PWC problem with DWFAs A and C and an X -parameterized DWFA B that has the structure of D and variables on all its transitions. Note that this is needlessly complicated as we can construct a legal solution by using the weights that are induced by the weight function of A or that of C. So, D satisfies two properties: D has the same language as A and C, and there exists a DWFA B on the structure of D such that A ⊆ B ⊆ C. In our heuristic, we find a sequence of DFAs D = D 0 , D 1 , . . . , D m with decreasing number of states that satisfy these two properties.
Assuming we have constructed the DFA D i , we describe how to construct the DFA D i+1 . As in the minimization algorithm for DFAs, we define an equivalence relation ∼ between the states of D i . For two states p and q, we say that p ∼ q iff the set of words that are accepted by D p i , namely, the DFA that is the same as D i only that the initial state is p, is the same as D q i . Given two states p and q, decide whether p ∼ q can be done in polynomial time.
The equivalence relation ∼ represents the Myhill-Nerode equivalence relation. The states of a minimal DFA are exactly the equivalence classes defined by ∼. In our case, two states that are in the same equivalence class are candidates for merging. Indeed, by merging them, we keep the first property previously, namely, the language of the automaton is not affected, but the second property might not hold after the merge.
In order to construct D i+1 , we choose two states p and q with p ∼ q and construct a DFA D i+1 with L(D i+1 ) = L(D i ) in which p and q are merged into one state. Then, we construct a parameterized DWFA by setting variables on all the transitions of D i+1 . We use the two-bound PWC in order to check if there is a DWFA on the structure of D i+1 . If there is no such DWFA, we return to D i and pick two new states; otherwise, we continue recursively until no more states can be merged.
We describe how to construct D i+1 assuming we have chosen two states p and q with p ∼ q. The algorithm is iterative. We construct a sequence of partitions of the states of D i . In the first partition P 0 , the states q and p belong to the same set, and all other sets are singletons. Assuming we found P i , we search for two states a and b and a letter σ ∈ such that a and b belong to the same set but δ D i (a, σ ) and δ D i (b, σ ) do not. In P i+1 , we merge the sets that the later states belong to and leave the other sets unchanged. We terminate once we reach a fixed point. It is not hard to define a deterministic transition function and accepting states such that
The One-Bound PWC Problem for Deterministic Automata
Recall that the input to the one-bound PWC problem is a DWFA A and an Xparameterized automaton B, which we want to complete to a DWFA that either upper bounds A in a minimal way or lower bounds A in a maximal way. We focus here on the case in which we seek a least upper bound. The second case is similar. As in the two-bound case, we say that an assignment f is legal if it satisfies A ⊆ B f . As detailed later, it is technically simpler to assume that all the states in the DWFAs are accepting. We can, however, use weights and encode rejecting states. For example, we can add to the alphabet a letter # that leaves all states to some state with either a bottom value, when we do not want the origin state to be considered accepting, or with value 0 when we want it to be accepting. We then restrict attention to prefixes of words that end after the first #.
As in the two-bound problem, we view assignments as points in IR k and use inequalities induced by critical paths in order to define a polytope P ⊆ IR k of legal assignments. Before solving the problem of finding a minimal point in P, we show that checking whether P is empty is a simple task: PROOF. Assume P = ∅ and assume toward contradiction that p / ∈ P. Thus, there is
, which is a contradiction to the assumption that A ⊆ B q . For the second case, let r be the run of S A,B p on w. Since val(A, w) > val (B p , w) , and since we construct S A,B p so that val(S A,B p , w) = val(A, w) − val (B, w) , the value of r in S A,B p is positive. If r is acyclic, we claim that the transitions in B that correspond to transitions in S A,B p that participate in r do not have variables for values. Note that the number of transitions in r is at most | S A,B p | = | A | · | B |. Assume toward contradiction that there is one transition t = t A , t B p in r, such that t B , the corresponding transition in B, has τ B (t B ) ∈ X . Note that the sum of values of all the other transitions in r is at
Thus, val(A, w) < val (B, w) , which is a contradiction to our assumption.
In the second case, r has a cycle. Note that if, in a simple cycle in r, there is a transition with a variable for value, then, as earlier, we can show that the value of the cycle is strictly negative. We construct a new run r of S A,B p by removing every nonpositive-valued cycle from r. If r is acyclic, we return to the previous case. Otherwise, r has a positive-valued cycle. By the earlier case, the cycle does not include transitions in which the corresponding transition in B has a variable for value. Thus, in S A,B q , the value of the cycle stays positive. We construct a third run r of S A,B q by pumping this positive-valued cycle. Since we only add and remove cycles, the run r is an accepting run. Since its value is positive, S A,B q is nonnegative. By Proposition 2.2, we have A ⊆ B q , and we are done.
Since A and B are deterministic, checking if L(A) ⊆ L(B) can be done in polynomial time. Lemma 3.7 implies that we can check whether the set of legal assignments P is empty in polynomial time. Thus, we assume that both L(A) ⊆ L(B) and P = ∅, and we continue to show how to find a minimal assignment in P. We show that the P is full-dimensional. Intuitively, it follows from the fact that increasing a point by results in a point that is still in P.
PROOF. Assume P is not empty. Thus, there is a point p ∈ P. Consider a point p ∈ IR k for which the values are at least that of p. That is, for every 1 ≤ i ≤ k, we have p i ≥ p i . Since there is only one bound in this problem, we claim that p ∈ P. Indeed, consider a critical path π in S A,B . Since the values of p are at least those of p, the value of π in S A,B p is at least its value in S A,B p , which is nonpositive because p ∈ P.
We generate k+ 1 affinely independent points in P. For every 1 ≤ i ≤ k, we define the point p i ∈ IR k by increasing the value of the ith entry in p, namely, p i , by > 0. That is, for every 1 ≤ j ≤ k such that j = i we have p i j = p j , and p i i = p i + . By the earlier case, p ∈ P implies that p i ∈ P. 1, 0, . . . , 0 , 0, 1, 0, . . . , 0 , . . . , 0, 0, . . . , 0, 1 are a base for the vector space IR k ), and we are done.
Unlike the two-bound case, here we are not looking for an arbitrary point in P, but one that is a minimal assignment. We show that a vertex of P is such an assignment. Intuitively, it follows from the fact that points on a face F of P are minimal assignments with respect to the variables participating in the inequality corresponding to F. A vertex is the intersection of k faces, and thus, it corresponds to an assignment that is minimal with respect to all faces and hence also with respect to all variables. an inequality that is generated from some critical path in S A,B . Assume v = {x ∈ P : A x = b } ∈ P is a vertex, where A and b are subsystems of A and b. We prove that v is a minimal assignment. Assume toward contradiction that it is not. Since v ∈ P, it is a legal assignment so the contradiction will be that it is not minimal. That is, our assumption is that there is an index 1 ≤ i ≤ k and > 0, such that the assignment v that is constructed by reducing the value of v i by results in a legal assignment. Recall that since v is a vertex, the rank of A is k. Thus, there is a row a in A with a i = 0. Also recall that the inequalities that define P are generated from paths in S A,B . For 1 ≤ i ≤ k, the entry a i represents the number of times the variable X i appears in the path from which the inequality that corresponds to a was generated. Thus, the values in a are all positive. Combining the earlier cases, we have that
Thus, v violates an inequality, which contradicts the fact that v ∈ P.
Recall that some of the inequalities that define P are induced by critical paths that are simple paths from the initial vertex to an accepting state. Since we assume that all states are accepting, prefixes of such critical paths are also critical. From the geometrical point of view, this implies the following.
LEMMA 3.10. If P = ∅, then P is pointed.
PROOF. Assume by way of contradiction that P = ∅ and P is not pointed. Thus, there is a point 0 = p ∈ char.cone(P) ∩ −char.cone(P). Consider an index 1 ≤ i ≤ k, such that p i = 0. Recall that we assume that all states are reachable in B and so there is a path from the initial state to a transition with the variable X i ∈ X . Consider one such acyclic path of transitions π = e 1 , . . . , e l in S A,B such that π ends with a transition with X i ∈ X and X i appears in π once. That is, τ B (e l ) = X i , and for every 1 ≤ j < l, we have τ B (e j ) = X i . Let 1≤ j≤k −l j X j + c ≤ 0 be the inequality that corresponds to π . Assume wlog that X 1 , . . . , X i−1 ∈ X are the placeholders that appear in π before X i in the order in which they first appear in π .
We define prefixes π 1 , π 2 , . . . , π i−1 of π . Intuitively, the prefix π 1 ends at the first appearance of X 1 in π . The prefix π 2 ends at the first appearance of X 2 in π , and so the only variables that appear in π 2 are X 1 and X 2 . A crucial point in the proof is the following. Since π is a critical acyclic path, we claim that its prefixes π 1 , . . . , π i−1 are critical as well. Indeed, since π is acyclic and starts in the initial state, so do its prefixes. Finally, since we assume all the states in the automata are accepting, the prefixes π 1 , . . . , π i−1 end in an accepting state. Thus, each prefix generates an inequality that defines the polytope P.
We prove by induction on i that for the point p ∈ IR k , we have that p 1 , . . . , p i = 0, and thus reach a contradiction to the assumption that p i = 0. For the base case, we prove that p 1 = 0. Assume toward contradiction that p 1 = 0. Consider the subpath π 1 as earlier.
Recall that π 1 ends in an edge that is labeled with X 1 and the prefix leading up to that edge has no variables on its edges. Thus, the inequality that corresponds to this prefix is of the form −X 1 + c ≤ 0. Since p ∈ char.cone(P), there is a point q ∈ P such that for every λ ≥ 0, we have q + λp ∈ P. Let λ = c−q 1 p 1 − 1, where recall that we assume p 1 = 0. Since q ∈ P, we have −q 1 + c ≤ 0. Since q + λp ∈ P, it follows that 0 ≥ −(q 1 + λp 1 )
, which is a contradiction. Thus, we conclude that p 1 = 0.
For the induction step, assume that p 1 , . . . , p j = 0. We prove that p j+1 = 0. Assume toward contradiction that p j+1 = 0. Consider the subpath π j+1 of π as earlier, and let −l 1 X 1 − l 2 X 2 − · · · − l j X j − X j+1 + c ≤ 0 be the inequality that corresponds to π j+1 . As in the base case, since p ∈ char.cone(P), there is a point q ∈ P such that for every λ ≥ 0, we have q + λp ∈ P. Let λ = −l 1 q 1 −···−l j q j −q j+1 +c−1 p j+1
. Since q ∈ P, we have that By the previous lemmas, Theorem 3.11 is applicable in the one-bound PWC problem and we conclude with the following. Remark 3.13. In Filiot et al. [2012] , the authors define functional weighted automata, which are nondeterministic weighted automata in which all the accepting runs on a word have the same value. The authors show that in this model, containment is decidable: given two functional weighted automata A and B, we check if L(A) ⊆ L(B), and then we check if for every word w ∈ * , we have val (A, w) ≤ val(B, w) by reasoning on the automaton S A,B . It is easy to extend the technique presented in this section to functional automata. Essentially, as in the case of deterministic automata, the construction of the separation oracle can be based on S A,B . Accordingly, the computational bottleneck is the Boolean L(A) ⊆ L(B) check, making the PWC problem for functional automata PSPACE-complete.
THE PWC PROBLEM FOR WFAS
In this section, we study the one-and two-bound problems for WFAs. Recall that weighted containment for WFAs is undecidable, making the decidability of the PWC problem hopeless. Consequently, we replace the weighted containment order for WFAs by weighted simulation [Avni and Kupferman 2012; Chatterjee et al. 2010] . Simulation has been extensively used in order to approximate containment in the Boolean setting and was recently used as a decidable approximation of containment in the weighted setting.
Let us explain the idea behind weighted simulation. For full details, see Avni and Kupferman [2012] . Given two WFAs A and B, decide whether A ⊆ B can be thought of as a two-player game of one round: Player 1, the player whose goal is to show that there is no containment, chooses a word w and a run r 1 of A on w. Player 2 then replies by choosing a run r 2 of B on w. Player 1 wins if r 1 is accepting and r 2 is not, or if val(r 1 , w) > val(r 2 , w). While this game clearly captures containment, it does not lead to interesting insights or algorithmic ideas about checking containment. A useful way to view simulation is as a "stepwise" version of this game in which in each round the players proceed according to a single transition of the WFAs.
More formally, weighted simulation games are turn-based games. A , q B . Intuitively, a strategy for a player is a recipe that, given the history of the play, tells the player how she should continue playing. We say that B simulates A, denoted A ≤ B, if Player 2 has a strategy that wins against all strategies of Player 1.
So, in the nondeterministic setting, we replace weighted containment with weighted simulation. Thus, in the two-bound case, we seek a valuation f such that A ≤ B f ≤ C. In the one-bound cases, we seek minimal and maximal assignments so that A ≤ B f or B f ≤ C, respectively.
The One-Bound PWC Problem for Nondeterministic Automata
We argue that this version of the PWC problem is not very interesting; in fact, it is not well defined as is, as there are cases in which we do not have even a minimal (or maximal) assignment. Consider, for example, the WFAs in Figure 4 . The candidates for minimal assignments for the variables in B are the ones that assign the value 0 to X 1 or X 2 . However, an assignment f with f (X 1 ) = 0 can assign to X 2 an arbitrarily low value, and, symmetrically, an assignment with f (X 2 ) = 0 can assign an arbitrarily low value to X 1 . Intuitively, the fact the WFA has several runs on the input words makes some of the transitions irrelevant. Hence, there is no minimal assignment for the variables in B.
Thus, the nondeterministic setting calls for a different definition of the one-bound PWC problem-one that considers alternative sets of variables whose values should be minimized. We do not find such definitions well motivated. We now turn to study the two-bound problem. The difficulty in this setting is that, unlike the deterministic setting, the set of legal assignments might not be convex. Indeed, we show that the problem is NP-hard. For the upper bound, we show that if there is a legal assignment, then there is a short one. Combined with the fact that if Player 2 wins a simulation game, he or has a memoryless winning strategy, we are able to show that solving the two-bound PWC problem is in NP. Thus, the problem is NP-complete. We start with the lower bound. PROOF. We describe a reduction from 3-SAT to the two-bound PWC problem for WFAs. Consider an input formula ψ to the 3-SAT problem. To avoid confusion, we refer to the variables in ψ as atoms {x 1 , . . . , x n }. A truth assignment is a function g : {x 1 , . . . , x n } → {0, 1}. Thus, ψ is satisfiable iff there is a satisfying truth assignment to its atoms.
Given ψ, we construct WFAs A and C and a parameterized WFA B so that there is a solution to the corresponding two-bound PWC problem iff ψ is satisfiable. The intuition behind the construction is as follows. For every atom in ψ, there are two variables in X . We construct B and C so that the simulation game corresponding to them guarantees that only one of the two variables in X that correspond to an atom in ψ can get a value greater than or equal to 1. Thus, an assignment to the variables in X corresponds to a truth assignment to the atoms in ψ. The game that corresponds to A and B then forces this truth assignment to satisfy ψ: Player 1 challenges Player 2 with a clause, and Player 2 chooses a literal that is satisfied in this clause.
We continue to formalize this intuition. Consider an input ψ = 1≤i≤m C i to the 3-SAT problem. Every clause C i in ψ is of the form l i 1 ∨ l i 2 ∨ l i 3 and every literal is an atom x j or its negation ¬x j . We assume that there are n atoms in ψ. In X , there are 2n variables, two for every atom in ψ. We denote atoms in ψ with lowercase x and variables in X with uppercase X. We sometimes refer to literals as variables in X . That is, if we have that l i r = x j , then we refer to the corresponding variable X j ∈ X as l i r , and similarly, if l i r = ¬x j , then we refer to the corresponding variable X j ∈ X as l i r . We now describe the WFAs A and C and the X -parameterized WFA B (see Figure 5) . The WFA A is deterministic. Its alphabet is {C 1 , . . . , C m , l}. Its states are {q in , q mid , q acc }. From the initial state q in , there is, for each 1 ≤ i ≤ m, a transition labeled C i to the state q mid , and from there, there is an l-labeled transition to the only accepting state q acc . The transitions from q in have cost 0 and the transition to q acc has the cost 1. Thus, A's language is C i l, for 1 ≤ i ≤ m, and A assigns the value 1 to all the words in its language.
The WFA B has two components. In the first component (denoted B 1 in the figure), the alphabet is the same as in A. Similarly to the WFA A, in the first component of B, there is a C i -labeled transition with value 0 to a state C i . From C i , there are three outgoing transitions labeled with the letter l that reach the accepting state q acc . The costs of the three transitions are variables that correspond to the literals l We now describe the second component of B (denoted B 2 in the figure) . The alphabet of this component is {x 1 , . . . , x n }, namely, the atoms that appear in ψ. This component is deterministic. From its initial state q in , there are n outgoing transitions. For 1 ≤ i ≤ n, there is a transition to state x i labeled with the letter x i . The cost of this transition is the variable X i . From the state x i , there is a transition labeled x i to the only accepting state q acc . The cost of this transition is the variable X i . Note that the language of this component of B is x i x i , for 1 ≤ i ≤ n.
Finally, we construct C so that its language strictly contains L(B). We define L(C) as the union of L(A) and the language {x i x j : 1 ≤ i, j ≤ n}, where words in the first set are assigned the cost 1 and those in the second set are assigned the cost 0. Clearly, the reduction is polynomial in the size of ψ.
In the following, we prove that an assignment f : X → Q is legal iff it satisfies two conditions:
C1. For every clause 1 ≤ i ≤ m, there is a literal l i r , with r ∈ {1, 2, 3}, for which f (l i r ) ≥ 1, and C2. for every 1 ≤ j ≤ n, we have f (X i ) + f (X i ) ≤ 0.
We show that the claim implies the correctness of the reduction. For the first direction, consider a legal assignment f : X → Q. We claim that there is a satisfying truth assignment g : {x 1 , . . . , x n } → {0, 1} for the atoms in ψ. We define g as follows. For every atom x in ψ, if both f (X) < 1 and f (X) < 1, then we arbitrarily define g(x) = 1. Otherwise, either f (X) ≥ 1 or f (X) ≥ 1, and Condition C2 implies that the or is exclusive. If f (X) ≥ 1, we define g(x) = 1, and if f (X) ≥ 1, we define g(x) = 0. Clearly, g is a function from {x 1 , . . . , x n } to {0, 1}, and is thus a truth assignment. By C1, g is a satisfying truth assignment. For the other direction, given a satisfying truth assignment g to the atoms in ψ, we construct an assignment f for the variables in X . For every atom x in ψ, if g(x) = 1, we set f (X) = 1 and f (X) = −1. Otherwise, g(x) = 0 and we set f (X) = −1 and f (X) = 1. Clearly, condition C2 holds. Since g is a truth assignment, condition C1 holds too. Thus, by the claim, f is a legal assignment.
We continue to prove the claim. Consider an assignment f : X → Q. We claim that f satisfies A ≤ B f iff it satisfies condition C1, namely, that for every clause, there is a literal l i r for which f (l i r ) ≥ 1. Recall that in the simulation game that corresponds to A and B, Player 1 chooses the letters and controls the moves of A, and Player 2 responds with moves in B. Consider a Player 1 strategy and the outcome of the game after the first round of play. That is, Player 1 chooses a letter C i for some 1 ≤ i ≤ m and proceeds to the state q mid . Player 2, since she has no other option, responds by choosing the state C i in B. At this point, Player 1 must choose l and proceed to q acc . Since q acc is an accepting state, the next Player 1 position is risky. Fortunately, no matter which transition Player 2 uses, she reaches the state q acc in B, which is also accepting. Thus, in order for Player 2 not to lose, she must choose a transition with value at least 1 so that the accumulated value of the play is not positive. We conclude that Player 2 wins against this Player 1 strategy iff there is a literal l with f (l i r ) ≥ 1, and we are done. For the other part of the proof, we prove that an assignment f satisfies B f ≤ C iff condition C2 holds, namely, that for every 1 ≤ j ≤ n we have f (X j ) + f (X j ) ≤ 0. It is not hard to see that in the simulation game that corresponds to B and C, Player 1 does not win by choosing a word in L(B 1 ). Thus, the only hope she has of winning is to choose a word x i x i ∈ L(B 2 ), for some 1 ≤ i ≤ n. Consider such a Player 1 strategy. Note that the Player 1 position after two moves is q acc in both automata. The accumulated value of the play is f (X i ) + f (X i ). Thus, Player 1 wins iff f (X i ) + f (X i ) > 0. In other words, Player 2 wins iff for every 1 ≤ i ≤ n, we have f (X i ) + f (X i ) ≤ 0, and we are done.
For the upper bound, we first need the following result by Schrijver, relating the sizes of two representation options of a polytope P. Before stating the theorem, we need to present a few definitions. The facet complexity of a polytope P ⊆ IR k is the smallest number ϕ such that ϕ ≥ k and there exists A and b such that P = {x ∈ IR k : Ax ≤ b}, where each inequality in the system has size at most ϕ. A convex combination of points x 1 , . . . , x n ∈ IR k is a point α 1 · x 1 + · · · + α n · x n ∈ IR k , where for 1 ≤ i ≤ k, we have α i ≥ 0 and 1≤i≤k α i = 1. We define convex.hull({x 1 , . . . , x n }) as the set of points that are a convex combination of the points x 1 , . . . , x n ∈ IR k . For two sets A, B ⊆ IR k we define the set A + B as the set of all points a + b ∈ IR k , where a ∈ A and b ∈ B. The vertex complexity of P is the smallest number ν such that ν ≥ k and there exists points x 1 , . . . , x n ∈ IR k and points y 1 , . . . , y m ∈ IR k of size at most ν, such that P = convex.hull({x 1 , . . . , x n }) + char.cone({y 1 , . . . , y m }). We now rely on the fact that when Player 2 wins the weighted simulation game, he or she has a memoryless winning strategy [Avni and Kupferman 2012] . Consequently, we can trim the two arenas and, as in the deterministic case, represent the set of assignments that are legal for these specific strategies by a k-dimensional polytope. Thus, we use Theorem 4.2 to show that if there is a legal assignment, then there is one of polynomial size. ν ≤ 4k 2 ϕ, and thus, ν is at most polynomial in M and n. Since A ≤ B p ≤ C, we have p ∈ P 1 ∩ P 2 . Thus, P 1 ∩ P 2 = ∅, and thus, l ≥ 1. Consider the point q = x 1 + y 1 , where y 1 is possibly 0 ∈ IR k . Since the sizes of x 1 and y 1 are at most ν, q's size is polynomial in M and n. Since q ∈ P 1 ∩ P 2 , we have A ≤ B q ≤ C, and we are done.
Note that both our upper and lower bounds are independent of the complexity of deciding weighted simulation (the best-known algorithm for weighted simulation positions it in NP ∩ co-NP). We can thus conclude with the following. COROLLARY 4.4. The two-bound nondeterministic PWC is NP-complete. 
