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MAXLIKE — Ein Programmsystem zur Parameterschatzung
beliebiger Verteilungen nach der maximum likelihood-Methode
Von H. D. Quednau
Zusammenfassung
Die Parameterschdtzung nach der maximum likelihood-Methode liefert im allgemeinen so komplizierte Formeln, daB es in
der Praxis zu aufwendig ware, fur jede theoretisch interessante Verteilung ein eigenes Computerprogramm zu schreiben.
Aus diesem Grund haben wir das Programmsystem MAXLIKE entwickelt, das maximum likelihood-Schdtzungen f r Jede beliebige
Verteilung durchfuhrt, deren Verteilungsfunktion bekannt ist. Als Programmiersprache verwandten wir PL/I—FORMAC, mit
dem sich mathematische Formeln in symbolischer Form bearbeiten lassen. Mit MAXLIKE kdnnen wir Punkt- und Intervall-
schdtzungen durchfuhren und einen X2-Anpassungstest unmittelbar anschlie en. Ein anderes Programm entwickelt aus der
wahrscheinlichkeitserzeugenden Funktion einer diskreten Verteilung die Formeln fur die Einzelwahrscheinlichkeiten. -
Die Anwendung unserer Programme wird am Beispiel der Gamma-Verteilung, einer Mischverteilung, einer Summe gleicher Ver-
teilungen mit einer zufdlligen Anzahl von Summanden und einer Summe von zwei verschiedenen Verteilungen erldutert.
Summary
The maximum likelihood estimation of'parameters often gives extremely complicated formulas. So it would be too tedious
to write a computer program for every probability distribution that could be of theoretical interest. For this reason
we have developed a system of‘programs (MAXLIKE) which perform maximum likelihood estimations for any distribution
whose distribution function is known. As programming language we used PL/I-FORMAC, which can process symbolic mathema-
tical formulas. With MAXLIKE we can perform point and interval estimations as well as a X2-goodness-of>fit test. Another
program develops the formulas of the single probabilities of’a discrete distribution from the probability generating
function. - The application of'MAXLIKE is demonstrated by four examples: the gamma distribution, a compound distribu-
tion, a sum of a random number of equally distributed variables, and a sum of two variables with unequal distributions.
1 . Einleittmg
Seit der Entwicklung der maximum likelihood-Methode beherr-
schen wir theoretisch die Schatzung der Parameter beliebi-
ger Verteilungen, wenn wir ber gen gend umfangreiche Stich-
proben verf gen und die Formeln f r die Einzelwahrschein-
lichkeiten bzw. Dichten bekannt sind. In vielen Fallen lie-
fert die Methode jedoch so komplizierte Formeln, daB nicht
nur die manuelle Berechnung, sondern auch die Programnie-
rung mit einer der allgemein bekannten Programiersprachen
(Fortran oder Algol) in einer vertretbaren Zeit aussichts-
los scheint. Deshalb ist der mathematisch nicht versierte
Wissenschaftler im allgemeinen nicht in der Lage, f r seine
Probleme die Erkenntnisse der Wahrscheinlichkeitstheorie
zu nutzen, mit denen sich aufgrund von Modellvorstellungen
theoretische Wahrscheinlichkeitsverteilungen konstruieren
lassen; die praktische Datenanalyse wird meist daran schei-
tern, daB die Parameterschatzung zu schwierig ist.
Aus diesem Grund haben wir mit MAXLIKE ein System von Pro-
grammen entwickelt, die die Formeln der maximum likelihood-
Gleichung selbstandig aus den Beobachtungsdaten und den
Formeln f r die Einzelwahrscheinlichkeiten bzw. die Dichte-
funktion aufbauen. Mit diesen Programen lassen sich Punkt-
und Intervallschatzungen f r beliebige Verteilungen durch-
f hren. Als Programmiersprache verwandten wir PL/I-FORMAC,
eine Erweiterung von PL/I, mit der nicht nur Zahlen, son-
dern auch formelma ige Ausdr cke bearbeitet werden konnen.
Die notwendigen Rechnungen f hrten wir an einer IBM 370/165
der Gesellschaft f r Mathematik und Datenverarbeitung (GMD),
Sitz Birlinghoven, durch.
2. Die Programmiersprache PL/I-FORMAC
Die Programmiersprache PL/I-FORMAC ist bei IBM-Corp. (1967)
definiert. Eine gute Einf hrung findet sich bei SAMMT
(1969). Ein PL/I—FORMAC-Programm besteht sowohl aus gew0hn-
lichen PL/I-statements als auch aus speziellen Formac- An-
weisungen. In einem Precompiler-Lauf werden die Formac-An-
weisungen in PL-I—statements umgewandelt, und zwar in Auf-
rufe von speziellen formelverarbeitenden Unterprogrmmnen.
Im allgemeinen zeigt das Macro LET dem Precompiler an, dab
ein Formac-Ausdruck folgt.
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Zur Illustration der Arbeitsweise von PL/I-FORMAC sei ein
kurzes Prognannbeispiel erlautert:
§1i2s2§s_212_Qsn_E9s1122:E1:s29r§2ils2
ST1: LET (A = X " 2 + Y ; B = 2 - X + Y ; C = A + B);
ST2: LET (C = DERIV (C,X));
SB: HF(C=IEHA%§@,X,"€W) ;
STA: R = ARITH (C) ;
5B§§§D§E§%_2§§_§§§§§§§E§§E_§§9E§2@@§
ST1: Dem Symbol c wird der Ausdruck 2 X + x2 + 2 Y zuge-
ordnet.
ST2: Der Ausdruck in C wird nach X differenziert. Nach
Ausf hrung des Befehls ist dem Symbol C der Ausdruck
2 X + 2 zugeordnet.
ST3: Die Hochkommas geben an, dab mit "S" kein Formac-
Symbol, sondern eine PL/I-Variable gemeint ist. Im
Ausdruck in C wird das Symbol X durch den derzeitigen
Wert der Variablen S ersetzt. Das Ergebnis ist in die-
sem Fall eine Gleitkomazahl, die noch in Formac-
Symbolik gespeichert ist.
STA: Der PL/I—Variablen R wird der Wert von C zugeordnet
PL/I-FORMAC ist implementiert auf der IBM-360 und 370-
Serie und lauft unter OS.
3, Die eingelnen Elemente von MAXLIKE
1. Die Programme PARDISK und PARKONT schatzen den Parameter-
vektor einer Wahrscheinlichkeitsverteilung nach der maximum
Gleichung und p der Schatzwert des Parametervektors p
(siehe BRANDT 1968). Zur Matrixinversion wird das Programm
DMENV aus SSPIII (IBM-Corp 1968a) verwandt.
Aus der Hauptdiagonalen cii von V lassen sich angenaherte
Vertrauensintervalle f r die Parameter konstruieren, und
zwar jeweils mit dem Mittelpunkt pi und der Lange 2ua - vcii
3. Das Programm FCPDISK entwickelt aus der wahrscheinlich—
keitserzeugenden Funktion einer diskreten Verteilung die
Formeln f r die Einzelwahrscheinlichkeiten von O bis zu
einem gegebenen Hochstwert. Diese Formeln konnen als Einga-
be in PARDISK benutzt werden.
A. Das Programm FCVTEST f hrt im Anschlu an PARDISK einen
X2-Anpassungstest durch.
Die Programs PARDISK, PARKONT und FCKONF sind zwar einfach
zu handhaben, sie haben jedoch drei Nachteile
— Da in der F0rmac—Sprache kein Summenzeichen vorgesehen
ist, werden die Formeln f r die maximum likelihood—Glei-
chungen und ihre Ableitungen umso langer, je mehr ver-
schiedene Beobachtungswerte vorliegen. Bei komplizierten
Verteilungstypen f hrt dies sehr schnell dazu, daB der
Kernspeicher die Fonneln nicht mehr aufnehmen kann.
— Die einzelnen Iterationsschritte zur Ermittlung des Mini-
mums der negativen maximum likelihood-Gleichung dauern
sehr lange, da die Ausf hrung des Formac-REPLACE-state-
ments viel Zeit beansprucht. Es ist in Formac nicht, wie
etwa in LISP, moglich, eine oft gebrauchte Formel wahrend
des Go-steps compilieren zu lassen.
likelihood-Methode. Als Eingabeparameter werden im wesent- - Treten in einer Formel Funktionsnamen auf, die nicht zu
lichen bergeben
- die Formeln f r die Einzelwahrscheinlichkeiten von O bis
zum hochsten beobachteten Wert (bei PARDISK) bzw. die
Formel f r die Dichte- oder Spektralfunktion (bei PAR-
KONT)
- die Beobachtungsdaten
- der Name einer externen PL/I-Prozedur (im folgenden
MINIMUM genannt), die ein lokales Minimum einer diffe-
renzierbaren Funktion mehrerer Veranderlicher durch Ite-
ration berechnet; MINIMUM selbst ruft bei jedem Itera-
tionsschritt wiederum eine Prozedur auf, die zu einem
gegebenen Argument den Funktionswert und den Gradienten
der zu minimierenden Funktion ermittelt.
Mit Hilfe dieser Angaben bauen die Programme die negative
maximum likelihood-Gleichung auf und bilden deren partielle
Ableitungen nach den einzelnen Parametern. Dann rufen sie
die Prozedur MINIMUM auf. Bei jedem Iterationsschritt wen-
det sich MINIMUM an das rufende Program zur ck und la t es
zu dem jeweils neu ermittelten Argumentvektor den Funktions-
wert und den Gradienten berechnen. Dies geschieht einfach
dadurch, daB in den Formeln der negativen maximum likeli-
hood-Gleichung und ihres Gradienten die Symbole f r die
Parameter durch die Komponenten des Arguments ersetzt werden.
2. Das Programm FCKONF berechnet eine Naherung f r die Ko-
varianzenmatrix der Schatzwerte nach der Formel
-12~ s 1v = - -----(p) (api , apj) | A
p p
Dabei bedeutet l die logarithmierte maximum likelihood-
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den Formac-Standardfunktionen gehoren (etwa die Gamma-
funktion), so ist ihre Auswertung nur mit groBem Aufwand
an Speicherplatz und Zeit moglich.
Aus diesem Grunde wurden zusatzlich zwei Programme geschrie-
ben, die zwar umstandlicher zu handhaben sind, jedoch weni-
ger Platz und Zeit benotigen und benutzerdefinierte Funk-
tionen ohne Schwierigkeiten bearbeiten. Die Programme
schreiben im ersten Go-step eines Jobs PL/I-Unterprogramme
auf einen peripheren Datentrager, die im nachsten Step com-
piliert werden und im 2. G0-step aufgerufen werden konnen.
Es handelt sich um das Programm PARKNTC zur Punktschatzung
und das Programm FCKNFC zur Intervallschatzung von Para-
metern. Sie entsprechen in ihrer Arbeitsweise den oben be-
schriebenen Programen PARKONT und FCKONF.
Erweiterungen unseres Programmsystems sind geplant f r fol-
gende Probleme:
— Die Parameter stehen in funktionaler Abhangigkeit von
unabhangigen Variablen.
— Die Parameter haben selbst eine (beliebige) Zufallsver-
teilung.
- Die Parameter sollen mit dem Likelih00d—Qu0tienten—Test
getestet werden.
Das Programmsystem wird Interessenten vom Verfasser gern
zur Verf gung gestellt.
A. Anwendungsbeispiele von MAXLIKE
Als Anwendungsbeispiele unserer Programme seien einige Er-
gebnisse dargestellt, die wir an simuliertem Datenmaterial
erhielten. Mit Hilfe eines Zufallsgenerators erzeugten wir
Zufallsvektoren mit vorgegebenen Wahrscheinlichkeitsvertei-
lungen und f hrten an ihnen Parameterschatzungen durch. Zur
Minimierung der negativen maximum likelihood-Funktion be-
nutzten wir eine PL/I-Prozedur (PLFMCG), die wir durch fast
wdrtliche Ubersetzung des FORTRAN IV-Unterprogramms FMCG
erhielten (IBM-Corp. 1968a); dieses Program berechnet das
Minimum einer Funktion nach der Methode der konjugierten
Gradienten (FLETCHER und REEVES 196A).
Als Beispiele wahlten wir die Gamma—Verteilung, eine Misch-
verteilung aus 2 Normalverteilungen, eine Summe von Poisson
verteilten Zufallsvariablen, wobei die Anzahl der Sumnanden
ebenfalls Poisson-verteilt war, und eine Summe von 2 ver-
schiedenen Binomialverteilungen. Die Lange des Zufallsvek-
tors betrug jeweils 500.
I) Gammaverteilung
Die Gamaverteilung ist als Beispiel f r die Verwendung be-
nutzerdefinierter Funktionen angef hrt. Bei der Erzeugung
des ganma-verteilten Zufallsvektors machten wir von der
Tatsache Gebrauch, daB eine Gammaverteilung mit B=1/2
gleich einer X2-Verteilung mit 2A Freiheitsgraden ist.
Die Dichtefunktion wurde erzeugt durch das statement:
LET (D = B°'A / EXP ( L G A M M A F. (A) )
‘PHI-~(A — 1.EO) - EXP (-B - PHI) );
LGAMMAF ist durch den nachgesetzten Punkt als Funktion er-
klart. Die Ableitung von LGAMMAF definierten wir durch:
LET ( DIFF ( IGAMMAF ) = LGAMMAD- ( $<1> > );
Die Parameterschatzung erfolgte durch das Programm PARKNTC.
Im 2. Go-step m ssen PL/I-Funktionsprozeduren mit den Namen
LGAMMAF und LGAMMAD zugegeben werden, die den Logarithmus
der Gammafunktion bzw. dessen Ableitung berechnen. Als Un-
terprogramme zu diesen Prozeduren verwandten wir DLGAM aus
SSPIII (IBM-Corp. 1968a) und DFEO aus PL/I-SSPIII (IBM-
Corp. 1968b).
II) Mischverteilung aus 2 Normalverteilungen
Bei der Parameterschatzung setzten wir z.T. voraus, daB die
Standardabweichung bei beiden Verteilungen gleich war, z.T.
wurde diese Voraussetzung fallen gelassen. Es waren also
im zweiten Fall 5 Parameter zu schatzen (die beiden Mittel-
werte, die beiden Standardabweichungen und der Prozentsatz
derjenigen Elemente, die nach der 1. Normalverteilung ver-
teilt waren), im 1. Fall nur vier. Die Formeln f r die
Dichtefunktionen wurden erzeugt durch die statements:
LET ( NORM = 1.EO / (SIGMA - SORT (2.EO - 3.1A159265EO) ) -
~ _ EXP (- (PHI-MY)--2 / (2.Eo - SIGMA--2)) );
LET ( D1 = P/100.EO - REPLACE (NORM, MY, M1) + (100.EO—P)/100.EO
1 - REPLACE (NORM, MY, M2) ) ,
LET ( D2 = P/100.EO - REPLACE (NORM, MY, M1, SIGMA, s1)
+ (100.EO-P)/(100.EO) - REPLACE (NORM, MY, M2, SIGMA, s2) )
Anhand dieser Dichtefunktionen wurden die Parameter der
Mischverteilungen durch das Prograrrm PARKNTC geschatzt.
III) Summe von Poisson-verteilten Zufallsvariablen
mit Poisson-verteilter Anzahl von Sunanden
Es seien die Zufallsvariablen Xi unabhangig voneinander ver-
teilt nach einer Wahrscheinlichkeitsverteilung mit der wahr-
scheinlichkeitserzeugenden Funktion f(s), und es sei N un-
abhangig davon verteilt mit der wahrscheinlichkeitserzeugen-
den Funktion g (s). Dann ist die wahrscheinlichkeitserzeu—
gende Funktion der Summe SN = § Xi die zusammengesetzte
Funktion g(f(s)) i=1
(FELLER 1957)-
Zur Parameterschatzung bildeten wir zunachst die wahrschein-
lichkeitserzeugende Funktion der Poissonverteilung:
LET (GF = EXP (L1 - (S-1) ) );
und aus ihr die zusanmengesetzte Funktion:
LET (GF = REPLACE (GF, S, EXP (L2 ' (S-1) ) );
Aus dieser Funktion wurden mit FCPDISK die Formeln f r die
Einzelwahrscheinlichkeiten der Verteilungssumme gebildet,
und mit Hilfe dieser Formeln f hrte das Programm PARDISK
die Parameterschatzung und das Program FCVTEST den Anpas-
sungstest durch.
IV) Summe aus zwei binomialverteilten Zufallsvariablen
Es lag eine Sunnervon 2 Binomialverteilungen mit n1= n2= 5
vor. Die Parameter pl und p2 sollten geschatzt werden.
Die wahrscheinlichkeitserzeugende Funktion einer Sunne-von
2 unabhangigen Zufallsvariablen ergibt sich aus dem Produkt
der wahrscheinlichkeitserzeugenden Funktionen der beiden
Summanden (FELLER 1957). In unserem.Fall la t sich also die
wahrscheinlichkeitserzeugende Funktion der Summe bilden
durch
LET (GF = (1—P1 + P1 ' S)--5 - (1-P2 + P2 - S)--5 );
LET (GF = REPLACE (GF, P1, PP1/100.EO, P2, PP2/100.EO));
Die Parameter P1 und P2 konnen nur Werte zwischen O und 1
annehmen. waren sie nicht durch PP1 und PP2 ersetzt worden,
so w rde wahrend der Iteration der Definitionsbereich im
allgemeinen berschritten werden und das Programm auf eine
Fehlerroutine laufen.
Die weitere Auswertung erfolgte wie im.vorher beschriebenen
Fall durch FCPDISK, PARDISK und FCVTEST. "
Die Ergebnisse der Parameterschatzungen sind in den Tabellen
1 bis 5 dargestellt. Diejenigen Parameter, nach denen das
Simulationsprogramm die Zufallsvektoren erzeugt hat, sind
dort als Parameter der Grundgesamtheit bezeichnet.
EDV in Medizin und Biologie 2/1973 39
Tabelle 1: Ergebnisse der maximum likelihood-Schatzung


















































Ergebnisse der maximum likelihood-Schatzung,
angewandt auf eine Mischverteilung aus 2 Normal-






















































Tabelle 3: Ergebnisse der maximum.likelihood-Schatzung,
angewandt auf eine Mischverteilung aus 2 Normal-
verteilungen. Gleichheit der Standardabweichungen
ist nicht vorausgesetzt





Ergebnisse der maximum likelihood-Schatzung und
des X2-Anpassungstests, angewandt auf eine Sume
von Zufallsvariablen, die mdt dem Parameter A1
Poisson-verteilt sind, wobei die Anzahl der
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Tabelle 5: Ergebnisse der maximum likelihood-Schatzung und
des X2-Anpassungstests, angewandt auf eine Summe
von zwei binomialverteilten Zufallsvariablen
mit n1 = 5 und n2 = 5
Parameter der
Grundgesamtheit
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Bemerkungen zur Simulation von Epidemien "
Von J. Kranz
Zusammenfassung
Unter Simulation verstehen wir das Nachvollziehen epidemiologischer Zusammenhdnge (z.B. Befollskurven) durch multi-
variate Statistik, Analogrechner, Systemanalysen und Wachstumsschrdnke. Kurz besprochen wird hier die Eignung von
multivariater Statistik, Analogrechner und Systemanalyse fur diesen Zweck. In diesem Zusammenhang erweist sich die
elektronische Datenverarbeitung als ein wichtiges Hilfomittel der Epidemiologie. Abschlie end erortern wir, was von
der Simulation fur die Epidemiologie zu erwarten ist.
Summary
Simulation attempts to reproduce epidemiological features (e.g. disease progress curves) by means of multivariate
statistics, analog computer, systemanalysis, and growth chambers. The suitability of’multivariate statistics, analog
computers, and systemanalysis for this purpose is described briefiy. Electronic data processing evolves here as an
important tool of epidemiology. As conclusion the scope of simulation in epidemiology is outlined.
1. Einleitung Ablauf von Epidemien im Freiland nur mit Hilfe von System-
analysen zu erwarten. Sie, die im Begriff stehen, ein wich-
Die Epidemiologie untersucht die Dynamik Von ErregerpOpula- tiges Instrument epidemiologischer Forschuns zu werden.3 3
tionen unter demtEinfluB Von Umweltfaktoren und den Ein‘ sind aber eng mit den Moglichkeiten der elektronischen Da-
griffen des Menschen' Sie arbeitet dabei mit mathematischen’ tenverarbeitung verbunden. Hinzu kommen multivariate stati-
logischen oder experimentellen Modellen, die man als F0r- stische Verfahren und die Verarbeitung Von umfangreichen
meln, Flu diagramme, Programme f r Rechenautomaten oder
nachgeahmte Witterungsablaufe in Pflanzenwuchsschranken
kennt. F r den Epidemiologen sind alle diese Modelle kom-
plementar mit dem Ziel, epidemiologisch wesentliche Fakto-
und komplexen Versuchsergebnissen berhaupt, die ohne die
Hilfe von Rechenautomaten unlosbar waren. S0 ist es berech-
tigt, den Aufschwung der Epidemiologie zu einem selbstandi-
gen Arbeitsgebiet der Phytopathologie auch als Folge der
ren zu analysieren und/oder zu integrieren, um so ihre Wir-
kung auf den Verlauf von Pflanzenkrankheiten kennenzuler-
nen. Da Modelle aber nur mehr oder weniger starke Abstrak-
Entwicklungen in der EDV zu sehen. Sie haben auch neue Mog-
lichkeiten geschaffen, epidemiologische Zusammenhange zu
simulieren.
tionen der Realitat sind, muo man sie experimentell unter
moglichst nat rlichen Bedingungen berpr fen und schritt-
weise erweitern. Wenn wir eine Epidemie wegen der vielfal-
tigen Wechselbeziehungen als ein System auffassen, dann ist §PP;_l
eine weitgehende Naherung der Modelle an den tatsachlichen !Y = 0,08017 + o,0091A Wi_b(SK) + 0,00211 H2 (i_1O) (1969)
.1?-@_-ti-__i
1
1) Erweiterte Fassung eines Vortrages, gehalten am. Y =-O,OQ539 + Q,QOu11 wi_b(5K) + O,2g77u w5i (1970)
1A. Okt. 1971 auf der 38. Pflanzenschutztagung in Berlin
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2. Das Simulieren von Epidemien
Unter einer Epidemie verstehen wir in der Phytopathologie
nicht mehr alleine die rasche Zunahme von Krankheit in
einem begrenzten Zeitraum (GAUMANN 1951), sondern allge-
mein die Veranderung im Befallsverlauf von Krankheiten, die
sich im Intervall (0,1) abspielt. Dabei lassen sich zeit-
liche und raumliche Aspekte unterscheiden.
Der Begriff "Simulieren" hat sich eingeb rgert fur alle
Verfahren, die im.Freiland gemessene Befallsverlaufe u.a.
nachvollziehen. Daf r eignen sich 1. Multivariate Verfahren,
2. Analogrechner, 5. Systemanalysen und U. Phytotron und
Pflanzenwuchsschranke, von denen hier nur ber mathemati-
sche und logische Verfahren (1-3) gesprochen werden soll.
Als "Simulator" bezeichnen WAGGONER und HORSFALL (1969) ein
lineares, systemanalytisches Programm EPIDEM.
2 - 1- Maléiya-1:i§§e_Ye1:£e121:2n
Mit multivariaten statistischen Methoden analysiert man die
Wirkung von mehreren unabhangigen Variablen, wie sie in Ex-
perimenten gemessen werden auf eine oder mehrere abhangige
Variablen, die die Epidemie beschreiben. In unseren Versu-
chen haben sich daf r das REGT, eine multivariate schritt—
weise Regressionsanalyse des DRZ, und einige andere Biblio-
theksprogramme bewahrt (KRANZ 1968, 1968a, 1970). Bern
Apfelschorf konnte ANALYTIS (1971) mit dem REGT nachweisen,
da von den 15 in den Rechner eingegebenen Variablen schon
zwei den gro ten Teil der Variabilitat erklaren. Allein mit
diesen beiden Variablen lie en sich die Apfelschorf-Epide-
mien 1969 und 1970 rechnerisch simulieren (Abb. 1 und 2).
Allerdings handelte es sich bei diesen zwei Variablen be-
reits um Funktionen (Sporenkeimungsfunktion abgeleitet von
den Mill'schen Perioden und Temperaturaquivalenten nach
SCHRUDTER, 1965). Auch EVERSMEYER und BURLEIGH (1970) ge-
Abb. 2
langten nach multivariaten Regressionsanalysen f r Weizen-
braunrost zu einer Gleichung mit ebenfalls nur wenigen Va-
riablen. Sie beschreibt den Verlauf der Rostepidemien line-
ar und ermoglicht damit eine Prognose des Befallsverlaufs
f r die Vegetationsperiode. Eine Simulation nach multivari-
ater Analyse dient einmal zur Uberpr fung der Analyse selbst
Bei guter Anpassung der errechneten an die beobachteten
Kurven, lassen sich damit aber auch Modelle formulieren,
die weitere Experimente stimulieren oder ihren Zweck f r
Prognosen erf llen.
Multivariate Verfahren sind allerdings durch die Forderung
nach Normalitat, Unabhangigkeit der Variablen untereinander,
Einschrankungen und (meist auch) Linearitat unterworfen.
Diese Voraussetzungen sind in der Biologie nicht immer zu
erf llen. So besteht die Gefahr einer willk rlichen Selek-
tion der Variablen, wenn man dem Verfahren zuliebe auf Va-
riablen aus dem System verzichten mu , die den obigen Be-
dingungen nicht gen gen.
2 - 2 - §E1§l9€Z.'§E11.112§1L'
Befallskurven lassen sich mit dem Analogreohner simulieren,
sofern man ber geeignete algebraische Gleichungen oder
Differentialgleichungen als Modelle verf gt. Fur die Be-
fallskurve des Apfelschorfes erf llen die Wachstumsfunktio-
nen von Bertalanffy und Mitscherlich diesen Zweck (ANALYTIS
1971). Sobald wenigstens drei Befallserhebungen vorliegen,
kann man durch die Veranderung eines einzigen Faktors,
namlich der Wachstumsrate k der Gleichungen, eine wahr-
scheinliche Befallskurve durch die bekannten Punkte legen
(Abb. 5) und damit den Befall f r einige Zeit voraus schat—
zen. Praktisch erreicht man dies, indem man am Gerat einen
einzigen Knopf bedient. Die Genauigkeit der Schatzung nimmt
dabei mit der Zahl der Erhebungen zu, bis schlie lich die
Kurve den maximalen Befall mit hoher Sicherheit voraussagt.
Wo daf r das Optimum im einzelnen liegt, wird bei uns noch
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Ablaufe innerhalb kurzer Zeit
_ \ simulieren. Dies konnte eine
gewisse praktische Bedeutung erlangen,
wenn entsprechend Vorarbeiten geleistet
sind.
, Variablen oder Funktionen, die
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sen und bei Versuchen mit dem Analogrechner als wesentlich
erweisen, konnen aber auch als Parameter und Funktionen in
Systemanalysen eingehen. wir haben so z.B. die im EPIDEM
(WAGGONER und HORSFALL 1969) vorgesehene GauB'sche Normal-
kurve durch das Schrodter'sche Temperaturaquivalent f r die
Sporenkeimung (ANALYTIS 1971) in unser EPIVEN, ein Simula-








Als ein System bezeichnen wir hier mit WATTS (1966) einen
Komlex ineinandergreifender Prozesse mit vielen reziproken
Ursache—Wirkungs—Beziehungen. Epidemien von Pflanzenkrank-
heiten sind Systeme in diesem Sinne. Eine Systemanalyse hat
die Aufgabe, diesen Komlex mit Hilfe von Theorien und Tech
niken zu entwirren. Hierbei ist der Digitalrechner ein ide-
ales Gerat, das nicht nur durch seine Kapazitat Daten zu
speichern und seine hohen Rechengeschwindigkeiten f r die
Systemanalyse geeignet ist. Letzteres ennoglioht die in der
Mathematik so haufigen iterativen Prozesse. So kann man den
jeweiligen Zustand zur Zeit t+1 eines Systems als eine Funk
tion des Zustandes zur Zeit t usw. darstellen. Dies erlaubt
es auch, langwierige Ablaufe in zeitlich sehr befristete zu
zerlegen. Epidemien sind uberdies durch Schwellenwerte, Be-
grenzungsfaktoren und Diskontinuitaten gekennzeichnet. Die
Programmsprachen der Digitalrechner sind mit ihren "IF"-
Abfragen, den "GO TO"—Anweisungen und den "DO"-Schleifen
hervorragend zur Losung solcher Probleme geeignet (HOLLING
1966).
Andererseits lassen sich nach unseren bisherigen Erfahrun-
genEpidemien mit vergleichsweise einfachen mathematischen
Modellen simulieren. Zweifellos ist dies erfreulich f r al-
le, die z.B. Prognoseregeln suchen, denn man kann so prak-
tisch Brauchbares gewinnen. Multivariate Verfahren eignen
sich bisher aber wenig fur eine direkte Analyse der Wirkung
einzelner Faktoren innerhalb der Phasen der Epidemie. Sie
bleiben "black boxes". (Die Mbglichkeiten f r verfeinerte
punktuelle Analysen mit multivariaten Methoden durften je-
doch noch nicht voll ausgeschopft sein.)
Diesen Verlust an Informationen hoffen wir, mit der System-
analyse zu vermeiden. Au erlich gent es auch hier, wie bei
der rechnerischen Simulation, darum, die in irgendeiner
Form im Feld gemessenen Befallskurven (oder andere Ereig-
nisse) moglichst genau wiederzugeben. In Wirklichkeit wird
aber der komplexe Ablauf einer Epidemie Schritt f r Schritt
nachvollzogen und die sich dabei ergebenden Zusanmenhange
quantitativ ausgedruckt. Der gro e Vorzug der Systemanalyse
liegt darin, da zu diesem Zweck der gesanme Ablauf einer
Epidemie logisch im einzelne, biologisch relevante Phasen
zerlegt werden mu . Schon diese Operation bedeutet vielfach
einen gro en heuristischen Gewinn. Er wird erhoht durch den
Zwang, experimentell biologische Daten fur Erreger und Wirt
zu gewinnen, die fur jede einzelne Phase (Sporenbildung,
Loslosung, Verbreitung und Landung der Sporen u.v.a.) als
Parameter einzusetzen sind. Aus diesen Grunden sollte man
die endgiiltige Struktur der Programme nicht ohne zwingenden
Grund zu vereinfachen Versuchen. Das ginge auf Kosten unse-
rer Kenntnisse ber das feingesponnene Netz der Zusammen-
hange und Wechselwirkungen bei Epidemien. Allerdings lau-
ert bei dieser Vielfalt von Konstanten, Variablen und Funk-
tionen die Gefahr, da einige von ihnen "Pfuschfaktoren"
sind. Feien kann hier nur eine au erst kritische Einstel-
lung gegenuber allen Daten, Annahmen und Hilfsvariablen, so
wie deren standige experimentelle Pr fung, bis das Eiohen
des Simulators abgesohlossen ist.
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Die erste epidemiologische Systemanalyse schrieben WAGGONER
und HDRSFALL (1969) unter dem Namen EPIDEM f r die Alterna-
ria-Blattfleckenkrankheit der Tomate. F r dieses Progrmnn
werden aktuelle (oder angenomnene) Wetterdaten f r 3-st n-
dige Perioden (das sind die bei den Wetterdiensten blichen
"Wettertelegramme") eingelesen. Der Elektronenrechner fallt
danach logische Entscheidungen und berechnet unmittelbar
oder ber Unterprognmnmalku ablen und mathematische Funk-
tionen. Mit anderen Worten: Der Rechner "fragt" den Erreger,
wie er auf ein gegebenes Wetter unter Ber cksichtigung sei-
nes und des Wirtes jeweiligen Entwicklungszustandes reagie-
ren w rde (z.B. Abb. U). Dies dr ckt sich in der Zahl der
taglichen Infektionen aus, die als logarithisch transfor-
mierte Befallskurve ausgedruckt wird.
Indem man im Versuch f r bestimmte Fragestellungen einzelne
Parameter bei Witterung, Erreger und Wirt verandert, la t
sich das Integral in ein Differential und eine Simulation
in eine Analyse ukehren. Systemanalysen werden auch neue
Variablen offenbaren, die dann bei erneuten Experimenten
zu ber cksichtigen waren. Hier sohlie en sich drei Kompo-
nenten, namlich Experiment, beschreibende statistisohe Ana-
lyse und Systemanalyse zu einem Kreis, oder, wenn man so
will, zu einer Spirale.
3. Was kann man von der Simulation von Epidemien erwarten ?
Alle drei Verfahren stehen am.Anfang ihrer Entwicklung.
Sie haben daher noch manche Schwachen. Ihre bisher schwer-
sten Mangel liegen in unseren teilweise sehr d rftigen
Kenntnissen ber die Biologie der Erreger. Wir wissen auch
zu wenig ber die Wirtspopulationen, ihre Dispositionsver-
schiebung, ihre Biomasse und deren Verteilung, sowie ber
ihren Einflu auf das Mikroklima. So gut wie unbekannt sind
z.B. alle mit der Landung der Erreger auf ihrem zuk nftigen
Wirt zusammenhangenden Parameter. Uns fehlen au erdem Mo-
delle, die wir zur Erklarung der raumlichen Ausbreitung
eines Erregers heranziehen konnten. Um diese L cken zu f l-
len, m ssen wir oft mit Annahmen arbeiten. Offenbar gilt
dies auch f r Krankheiten, die man gemeinhin f r gut unter-
sucht halt.
Systemanalysen machen f r die epidemiologische Forschung
neben Labor- und Feldversuchen auch Versuche im Rechenauto-
maten moglich. Sie werden auf diesem Wege helfen, L cken
unserer Kenntnisse in der Biologie und Epidemiologie der
Erreger aufzudecken, das Gewicht der einzelnen Phasen besser
zu verstehen. Ein gutes, berschaubares Beispiel hierf r
liefert die Systemanalyse mit dem Programm CSMP (Continuous
System Modeling Program), mit der ZADOKS (1971) den Ein-
flu von Latenzzeit, infektioser Periode und effizientem
Inokulum auf den Verlauf einer Gelbrost-Epidemie (ausge-
druckt in Kurven der Befallsstarke, des erkrankten, sporen-
bildenden und nicht mehr sporenbildenden Gewebes) durch-
spielt. So kann der Elektronenrechner in der Folge dazu bei-
tragen, Forschungsansatze k nftig sachgerechter und prazi—
ser zu formulieren.
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Systemanalysen werden eines Tages aber auch dem.Pf1anzen-
schutz dienen. Sie k nnen u.a. Aufschl sse geben ber An-
satzpunkte und Wirkung von verschiedenen PflanzenschutzmaB-
rm nen. Auf diese weise lie en sich Pflanzenschutzma nahen
optimieren, wie es der Integrierte Pflanzenschutz verlangt.
Diese sehr schnellen Programme konnten uns auch ber die
Reaktionen von Rassen auf neuen Sorten, unter verschiedenen
Witterungsbedingungen aufklaren. wenn extrem hohe Permuta-
tionen hier Grenzen setzen, so erwachsen daraus neue Aufga-
ben f r eine vergleichende Epidemiologie. Sie hatte z.B.
herauszufinden, wieviel unterscheudbare Gruppierungen von
Rassen—Sorten-Kombinationen es gibt, und zu welcher von
ihnen eine jeweilige Kombination gehort. Damit ware die
Zahl der Falle eingeengt.
Eine weitere Mbglichkeit des praxisnahen Einsatzes von sy-
stemanalytischen Simulatoren liegt darin, f r endemische
(eingeb rgerte) Erreger, deren Befallsverlauf weitgehend
durch Klimafaktoren bedingt sind, in einem gegebenen Gebiet
Witterungsablaufe oder ahnliche Fragestellungen durchzuspie-
len. Auf diesem Wege kann dieses Verfahren im weiteren Sinne
auch prognostischen Zwecken nutzbar gemacht werden. Sonst
ist jedoch vor dem verbreiteten Mi verstandnis zu warnen,
Simulation und Prognose seien gleichzusetzen. Nat rlich kann
man aus Regressionsgeraden oder Analogrechner-Kurven (s.o.)
einen Befallswert interpolieren. Dagegen ist es weder mit
dem Modell von ANALYTIS (Abb. 1 und 2) noch mit dem EPIDEM
moglich, den k nftigen Befallsverlauf ber die bekannten
meteorologischen und biologischen Daten hinaus zu extrapo-
lieren. Solche Parameter waren (1) geeignete Schwellenwerte
oder (2) Wahrscheinlichkeitsparameter. Aber auch (5) Model-
le, die einen bestimten Kurvenverlauf unterlegen (KRANZ
und DDRINCZ 1970), sind hier denkbar. Sie alle konnte man
nach dem Baukastenprinzip in die Programme aufnehmen.
Die Simulation von Epidemien ermoglicht ein sicher frucht—
bares Wechselspiel zwischen theoretischen Ansatzen und ex-
perimentellen Ergebnissen. Dies konnte der phytopathologi-
schen Forschung manch neuen Impetus geben und sie besser
orientieren. Auch f r die Praxis zeiohnen sich Vorteile ab.
Zwar befinden sich die besonders ausbaufahigen systemanaly-
tischen Simulatoren durchweg noch im Stadium des Eichens.
Sie m ssen auch noch mit zu vielen Annahmen arbeiten. Aber
vom EPIDEM ausgehend ist das EPIMAY (WAGGONER, pers.Mitt.)
f r Helminthosporium maydis und bei uns das EPIVEN f r
Venturia inaequalis in der Entwicklung. Andere, wahr-
scheinlich realistischere Modelle, werden folgen.
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Es wird ein mathematisches Modell zur Beschreibung eines Therapie-Prozesses vorgestellt. Dazu wird der Zustand des
Patienten durch eine Zustandsvariable beschrieben. Die Zustandsanderungen gehorchen dabei einem diskreten Markov-
Prozess, der durch eine Kostenfunktion bewertet wird. Aufgabe ist es nun, eine optimale.Entscheidungsfolge im Thera-
pie-Prozess zu finden, die von einem bestimmten Optimalitdtskriterium abhangt. Die Losung erfolgt mit Methoden der
dynamischen Programmierung. Das Verfahren wird durch ein Beispiel illustriert.
Summgry
A mathematical model is established describing a therapeutic process. Therefore the state of a patient is described
by a state variable. The changes of states will follow a discrete Markov—process which is weighted by some cost
function. Now there is the problem to choose an optimal sequence of decisions in therapeutics depending on some
optimality criterion. The solution of this problem is carried out by methods of dynamic programming. The procedure
itself is illustrated by a simple example
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1. Einleitgng
Sucht ein Patient zur Behandlung seiner Beschwerden einen
Arzt auf, so wird dieser ein zweistufiges Ziel verfolgen.
Einmal wird er versuchen, die Ursachen der Beschwerden des
Patienten in einer Diagnose zu konkretisieren, und falls
dieser erste Schritt getan ist, wird er mit einer Therapie
beginnen, die die Heilung des Patienten bewirken soll, min-
destens jedoch eine Linderung seiner Beschwerden. Diesen
zweiten Schritt wollen wir durch ein mathematisches Modell
zu beschreiben versuchen, ahnlich wie es vorher mehrere
Autoren (2), (U), (5) mit der Erstellung von mathematischen
Modellen f r die arztliche Diagnose getan haben.
wir wollen dabei von der Annahme ausgehen, da eine Therapie
stufenweise erfolgt. Vor jedem neuen Schritt wird das Ergeb-
nis des alten verwendet, um den nachsten auszuwahlen. Diese
Annahme eines schrittweisen Vorgehens in der Therapie soll
als Entscheidungsfolge oder auch als Politik bezeichnet wer-
den. Das Ziel ist es dann, aus mehreren vorgegebenen M6glich-
keiten eine optimale Entscheidungsfolge zu finden. Dabei
setzt das Verlangen nach Optimalitat ein Bewertungskriterium
voraus, das allgemein als Kosten bezeichnet werden soll.
In diesen Kosten soll der medikamentose und apparative Auf-
wand der Therapie sowie das Risiko und die Belastung f r den
Patienten zusamengefa t sein.
2. Definition des Therapie—Modells
Wir betrachten folgende Situation:
Zu Beginn der Therapie, den wir als Zeitpunkt to bezeichnen
wollen, befindet sich der Patient in einem von N moglichen
Zustanden. Jeder dieser Zustande beschreibt eine bestimmte
Art des Befindens des Patienten. Die Beschreibung dieser
Zustande kann rein qualitativer Art sein und ihre Belegung
mit einer der Zahlen 1,2,...,N kann dabei eine gewisse Gra-
duierung ausdr cken.
Jedenfalls sei durch die Numerierung eine umkehrbar eindeu-
tige Zuordnung der Zustande zu den nat rlichen Zahlen
1,2,...,N gegeben. Die einzelnen Therapieschritte sollen zu
den Zeitpunkten t1, t2,... stattfinden. Nach jedem Therapie-
schritt befindet sich der Patient entweder im alten Zustand
- sein Befinden bleibt unverandert — oder er soll in einen
anderen der N Zustande bergegangen sein - sein Befinden
hat sich entweder gebessert oder verschlechtert. Die Ergeb-
nisse dieser Zustandsanderungen konnen als Zufallsereignisse
betrachtet werden. Mit Hilfe einer Ubergangsmatrix P = (p.-
i,j = 1,...,N werden die Wahrscheinlichkeiten angegeben,
mit denen der Patient vom Zustand i in den Zustand j ber-
geht.
Da hier endlich viele Zustande betrachtet und nur die Uber—
gange von einem Zustand in einen anderen registriert wer-
den, kann dieses System durch einen endlichen diskreten
Prozess erklart werden. Man betrachtet also nicht die Ver-
weilzeiten in einem Zustand; diese Vereinfachung kann vor-
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13)
genomen werden, wenn die Verweilzeiten in jedem Zustand
dieselben sind. -
wir nehmen ferner an, da die Ubergangswahrscheinlichkeit
pij nur von i und j abhangen und nicht von Zustanden, in
denen der Patient vor Eintritt in den Zustand i war. Die
Ubergangswahrscheinlichkeit wird somit nur von dem Therapie-
schritt zwischen den beiden Zustanden i und j gesteuert.
Es handelt sich deshalb um einen diskreten (gesteuerten)
Markov-Prozess (6).
Da sich der Patient nach dem nachsten Therapieschritt in
irgendeinem der N Zustande befinden mu , gilt
p..=1 o:p.._<_1. (1)‘EJ-:1 1.1 ’ 1J
Durch die Ubergangsmatrix P wird der Markov-Prozess voll-
standig beschrieben.
Zum Zeitpunkt to befindet sich der Patient also in einem
der N moglichen Zustande. Es ist nun von Interesse, zu
wissen, mit welcher Wahrscheinlichkeit er nach 1,2,3,...,m
Therapieschritten, also zu den Zeitpunkten t1,t2,...,tm,
weiterhin in einem dieser N mbglichen Zustande sein wird.
Die Wahrscheinlichkeit, nach m Schritten im Zustand j zu
sein, bezeichnen wir mit pj(m). wobei gilt:
N
X pj(m) = 1.
i=1
Der Zustand, in dem sich der Patient zu Beginn des (m + 1)-
ten Therapieschrittes befindet, wird bestimmt durch den Zu-
stand zu Beginn des m-ten Schrittes und der Ubergangsmatrix
P :
Man erhalt die rekursive Beziehung:
N
pj<m+1> = 121 pl-_<m> pij 1 = 1,...,N; <2>
oder in Matrizenschreibweise
i5<m+1> = P'i5<m> . <2a>
mit P‘ = Transponierte von P,
P1(If1)
15011) = I -
pN(m)
Die Anwendung der Formel (2) bzw. (2a) gibt die Antwort
auf die Frage, mit welcher wahrscheinlichkeit pj(m) der
Patient nach m Therapieschritten im Zustand j ist.
Aus (2a) folgt sofort
'i5<m> = P'“‘ Eco) . <5)
wobei mit 6(6) der Vektor f r die Wahrscheinlichkeiten
der Zustande vor Beginn der Therapie bezeichnet wird.
Gilt lim.p(m) = 60 , so wird der Markov-Prozess als voll-
In-+00
standig ergodisch bezeichnet. In einem.solchen Prozess sind
also die Zustandswahrscheinlichkeiten pj(m) j = 1,...,N
f r hinreichend gro e m unabhangig vom Anfangszustand.
Zur Uberpr fung, ob der Prozess ergodisch ist, wird man in
der Praxis eine andere Darstellung von (5) wahlen.
Sind A1,A2,...,AN die Eigenwerte der Matrix P, die alle
verschieden sein mogen, so erhalt man mittels der Modalma"
trix X der normierten Eigenvektoren von P und der Modal-
matrix Y der normierten Eigenvektoren der transponierten
P‘ bekanntlich die Darstellung







XY' = I (I = Einheitsmatrix).
Daraus folgt f r (5) die einfach zu berechnende Darstellung
i5<m> = Y1>’“><'i5<<>>. <5)
3. Bewertung des Therapie-Prozesses
Zur Bewertung des Therapie-Prozesses konnen verschiedene
Kriterien herangezogen werden, um eine daf r erforderliche
Kostenfunktion zu definieren. Als zweckma ig bieten sich
an:
a) mittlere Zuverlassigkeit der Therapie
b) mittleres Risiko f r den Patienten
c) mittlerer Kostenaufwand der Therapie.
Nat rlich ist es auch sinnvoll, eine Kombination aus jeder
der drei Funktionen zu wahlen. F r das weitere sei eine
Funktion vom Typ a) gewahlt und das Ergebnis der Bewertung
als Erlés bezeichnet.
Beim.Ubergang vom Zustand i in den Zustand j sei ein Erlos
von rij eingetreten. Die Gesamtheit der Erlose kann in
einer Bewertungsatrix zusammengefa t werden.
Der Markov-Prozess erzeugt somit wahrend seines Ablaufs
eine Folge von Erldsen, die von den realisierten Ubergangen
abhangt. Daher ist der Erlds selbst wieder eine Zufalls-
variable, deren Verteilung durch die Daten des Markov-
Prozesses bestimmt ist.
Es stellt sich nun die Frage, wie gro der erwartete Erlos,
d.h. die Zuverlassigkeit, f r die nachsten n Ubergange ist,
wenn der Patient n Zustand i ist.
Dazu definieren wir:
vi(n): erwarteter Erlbs f r die nachsten n Ubergange,
wenn der Patient im Zustand i ist.
Es gilt dann die folgende rekursive Beziehung
N
vim) = £1 piJ.[1~ij + vJ.(n—1)] n = 1,2,3,... <6)
beim Ubergang vom Zustand i in einen anderen.
Dabei ist rij + vj(n-1) die Summe der Erlése beim Uber-
gang in den Zustand j und der mittleren Zuverlassigkeit
im Zustand j, wenn noch n-1 Therapieschritte durchgef hrt
\
werden sollen.
Formel (6) liefert dann gerade den Erwartungswert vi(n).
Mit der Bezeichnung
N
qi=j;1piJ. Pij 1= 1,...,N
wird aus (6) die bliche Schreibweise
N




Man nennt qi den erwarteten unmittelbaren Erlos (3) und
berechnet vi(n) r ckwarts, indem man von vJ-(o) j=1,. ..,N
ausgeht.
U. Bestimmung einer Entscheidungsfolge,im.Markov-Prozess
Zum Zeitpunkt eines Therapieschrittes soll in Abhangigkeit
vom aktuellen Zustand des Patienten eine therapeutische
Ma nahme erfolgen. Jede dieser moglichen Ma nahmen nennen
wir Strategie. Die Menge aller Strategien bilde die Klas-
se S. Ihre Elemente seien umkehrbar eindeutig den nat r-
lichen Zahlen zugeordnet.
Es stellt sich daher die Frage, welche Strategie in Ab-
hangigkeit von der Nummer des Therapieschrittes n und vom
gegenwartigen Zustand f r den nachsten Therapieschritt n+1
gewahlt werden soll, um den gesamten erwarteten Erlos
(mittlere Zuverlassigkeit) f r n Therapieschritte zu maxi-
mieren. Dieses Problem la t sich mittels des f r die dyna-
mische Programmierung entwickelten Algorithmus lbsen.
Bezeichnet man mit
vi(n) die gesamte mittlere Zuverlassigkeit (erwarteter
Erlbs) f r n Schritte, wenn vom Zustand i ausgegan-
gen wird und man wahrend der verbleibenden n Schrit-
te eine optimale Politik befolgt,
Ki(n) die Numer der gewahlten Strategie im Zustand i,
wenn noch n Schritte verbleiben,
so liefert die Anwendung des Optimalitatsprinzips der Dyna-
mischen Programierung (1), (5) die folgende Rekursionsfor—
mel
- <10 N <10vi(n+1) - Eax [6 i + J21 pij vj(n)] (7)
i = 1,...,N
K 5 S = Menge aller Strategien.
Hieraus erhalt man schrittweise die maximale mittlere Zu-
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verlassigkeit des Prozesses und bei jedem Schritt mit Ki(n)
diejenige Strategie, die zu diesem optimalen Ergebnis f hrt. [P
5. Demonstration des Verfahrens an einem Beispiel
In der Praxis werden sich Schwierigkeiten einstellen, falls
man mit vielen Zustanden und mehreren Strategien (>2) arbei-
ten will, denn f r jede Strategie mu eine N x N Uber-
gangsmatrix und eine N x N Bewertungsmatrix gefunden wer-
den. Das Prinzip des Verfahrens soll daher an einem sehr
einfachen Beispiel erlautert werden.
F r den Patienten sollen zwei Zustande in Frage kommen.
Zustand 1: Besserung
Zustand 2: keine Besserung
au erdem sollen zwei Strategien zur Wahl stehen:
Strategie 1:
Befindet sich der Patient im Zustand 1, erhalt er das
Medikament A.
Befindet sich der Patient im Zustand 2, erhalt er das
Medikament B.
Strate ie 2: _ ‘
Befindet sich der Patient im Zustand 1,
das Medikament A.
erhalt er nicht
Befindet sich der Patient im Zustand 2, erhalt er nicht
das Medikament B.
Die Menge S besteht hier also aus 2 Elementen.
F r jede dieser beiden Strategien mu ferner eine Ubergangs-
matrix P(K> = (p§§)) und eine Bewertungsmatrix R(K) = (r§§))
(K = 1,2) vorliegen, deren Elemente folgenderma en zu
interpretieren sind.
Ist der Patient im Zustand der Besserung, so bleibt er mit
Wahrscheinlichkeit péi) in diesem Zustand und die mittlere
Zuverlassigkeit betragt r§§) und er geht mit wahrschein-
lichkeit pig) bei einer mittleren Zuverlassigkeit rig) in
den Zustand "keine Besserung" ber. Ist er dagegen im Zu-
stand "keine Besserung", so bleibt er mit einer wahrschein-
lichkeit pg?) in diesem Zustand und geht mit einer wahr-
scheinlichkeit von pg?) in den Zustand der Besserung ber.
Die entsprechende mittlere Zuverlassigkeit betragt rég)
(K)bzw. r21 .
wir wahlen f r
K = 1:
P(1) : o.8 o.2 ’ R(1) : U A
o.7 0.5 1 -19
K = 2:
0-5 -5 9 5P12) : ° ’ R(2) =
o.U 0.6 3 -7 .
Zunachst kann man.leicht zeigen, da der Markov-Prozess f r
beide Strategien vollstandig ergodisch ist. Unter Benutzung
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Die Wahrscheinlichkeit daf r, da der Patient vor Beginn
der Therapie im Zustand 1 bzw. im Zustand 2 ist, sei
p1(o) bzw. p2(o), wobei p1(o) + p2(O) = 1 ist.
Die Fonnel (3) liefert dann
_ 7 1 m 2 _ 7
2 1 m 2 7 (9)
P2011) = '§ " [T6] 191(0) * § 132(0)] _





diese wahrscheinlichkeiten sind also unabhangig von den
Anfangswahrscheinlichkeiten, daher ist der Prozess voll-
standig ergodisch.
Ebenso erhalt man aus der bergangsmatrix der zweiten
Strategie







Daher ist auch der mit der zweiten Strategie ablaufende
Prozess vollstandig ergodisch.
weiter errechnet man mit (6a) die mittlere Zuverlassigkeit
vi(n), i=1,2 der nachsten n Therapieschritte. Man erhalt,
wenn man in beiden Strategien vi(o) = o setzt:
Strategie 1:
n O 1 2 3 M 5 5
v1(n) 0 LI 6.2 8.22 16.222 12.222
V (n) O -5 -5.7 -1.77 0.222 2.2222
Strategie 2:
3 LI 5n O 1 2
v1(n) O 6 7.5
v2(n) O -3 -2.A
8-55 9-555 10.555
-1.UH —o.UUM 0.555
Wie man daraus entnehmen kann, wird v1(n) — v2(n) gegen
1o konvergieren. Die mittlere Zuverlassigkeit der Therapie
ist also um 1o Einheiten grb er, wenn sich der Patient ge-
rade in Zustand "Besserung" befindet. Schlie lich gewinnt
man mit (7) die optimale Entscheidungsfolge f r die Thera-
pieschritte n = o,1,2,...
n: O 1 2 5 A
2
v1(n+1) = max qK + 2 p(K)vj(n) — 6 8.2 10.22 12.22 ..1 . 1.1=1 J
zu wahlende Strategie K=K1(n) - 2 1 1 1 .
2
v (n+1) = max qK + Z p(K)v.(n) - -5 -1.7 0.25 2.225 .2 2 jzl 23 J
zu wahlende Strategie K=K2(n) - 2 1 1 1
Damit haben wir das folgende Ergebnis:
Die Strategie 2 ist zu wahlen, wenn nur noch ein Therapie-
schritt auszuf hren ist. Bei mehr als einem Therapieschritt
ist das Vorgehen nach Strategie 1 besser. Im gewahlten Bei-
spiel ist diese gefundene optimale Entscheidungsfolge un-
abhangig vom Ausgangszustand des Patienten.
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Regression mit Anteilziffern
Von W. Berchthold und A. Linder
Zusammenfassung
Es wird die Auswertung von Versuchsergebnissen dargestellt, in welchen untersucht wird, wie Anteilziffern von
einer Einflu gro e abhdngen. Die Anwendung der Maximum-Likelihood-Methode wird angegeben, wenn die blichen Trans-
fbrmationen (Arc sin, Probit, Logit, Loglog) verwendet werden. Die Berechnung mittels eines Computers wird er-
ortert und an zwei Beispielen veranschaulicht.
Summgry
It is shown how a regression analysis can be perfbrmed when the values of the dependent variable are percentages.
Analysis by maximum likelihood with transformations (Arc sin, probit, logit, loglog) is performed. It is indicated
how the calculations can be perfbrmed by computeru Two examples illustrate the procedure.
1 . Einleitigg
Die Auswertung von Versuchsergebnissen, in denen die Ab-
hangigkeit von Anteilziffern gegen ber einer Einflu grb e
untersucht wird, wurde schon vielfach dargestellt. Wir ver-
weisen auf die klassischen Arbeiten von FINNY (1952, 196M)
und auf LINDER (1967-I) und WEBER (1972).
Wenn wir hier erneut auf den Gegenstand zur ckkomen, so
geschieht dies aus zwei Gr nden. Erstens scheint es uns
n tzlich zu sein, eine allgemeine, aber wie wir hoffen doch
leichtverstandliche Darstellung der theoretischen Grundla-
gen zu geben. Zweitens soll gezeigt werden, wie sich die
notigen Berechnungen in zweckma iger Weise auf einem Compu-
ter durchf hren lassen.
Betrachten wir beispielsweise einen Versuch, in welchem die
Abhangigkeit der Sterblichkeit eines Insektes von steigenden
Konzentrationen eines Giftes untersucht wird. Die Abhangig-















x = In (Dosis)
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keit der Sterberate (Anzahl der getdteten in Prozenten der
dem Gift ausgesetzten Tiere) vom Logarithmus der Konzentra-
tion sieht etwa wie in Abb. 1 aus.
Als erstes stellen wir fest, da die Dosis-Wirkungskurve
nicht linear verlauft. Zweitens verandert sich die Streuung
der Sterberate mit steigender Konzentration. Dies ist leicht
einzusehen, da f r eine Anteilziffer p die Streuung gleich
Np(1-p) ist (wobei N die Anzahl der dem Gift ausgesetzten,
a die Zahl der getoteten Tiere und p = a/N die Sterberate
bedeutet). Mit der Sterberate p andert sich auch deren
Streuung Np(1-p).
Da die blichen Verfahren zur Berechnung und Beurteilung der
Regression besonders einfach zu handhaben sind, wenn Linea-
ritat und Homoskedastizitat (homogene Streuung) vorliegen,
so wird man versuchen, diese Eigenschaften durch passende
Transformation der Anteilziffern p zu erreichen. In erster
Linie wird man danach trachten, die Linearitat zu erreichen;
einen gewissen Grad an Heteroskedastizitat-kann man unbe-
schadet in Kauf nehmen.
Eine oft verwendete Transformation ist die Probittransfor-
mation, die man erhalt, wenn man annimmt, dab die Sterbe-
raten den Summenhaufigkeiten einer normalen Verteilung ent-
sprechen. Bezeichnen wir mit n die theoretische Anteilzif-
fer (im Gegensatz zu der beobachteten p), so hat man
I -:;:::gi::::: 9 2 du
'“ /(2)(3,1"15)
_(Z'I-U2 <1)
2. ,"_.__.1___, ° .1,
—~ 0/(2)(3,1"15)
1|’:
Zwischen x und z besteht die lineare Beziehung
Z = 5 + (X-u)/0
und man nennt z den Probit der entsprechenden Anteilziffer,
Man hat demnach eine Beziehung von der Form
z = Y + Bx
oder _
z = a + B(x-x) .
Die Auswertung besteht darin, erstens Schatzungen f r Y und
B zu erhalten und zweitens festzustellen, ob die gewahlte
Transformation geeignet sei. Das hei t, ob die beobachteten
Punkte nicht zu stark um die Regressionsgerade streuen.
Um die Schatzungen der Parameter 7 und 5 zu bestimmen, be-
n tzen wir die Methode des Maximum Likelihood. In der neu-
eren Literatur wird gelegentlich behauptet, da dieses Ver-
fahren zeitraubend und daher abzulehnen sei. Dem mbchten wir
entgegenhalten, da dieser Einwand beim Gebrauch eines Com-
puters hinfallig wird. Aber auch mit einer Tischrechenma-
schine ist der Zeitaufwand bei Ben tzung der entsprechenden
Tafeln - siehe etwa LINDER (1961) - durchaus vertretbar.
Zudem mun grundsatzlich auf die optimalen Eigenschaften der
Maximum-Likelihood-Schatzungen hingewiesen werden.
Die blichen Transformationen zur Linearisierung sind die
Probit-, die Lggig-, die Loglog- und die Winkeltransforma-
tion. Bei biologischen Gehaltsbestimmungen wird meist die
Probittransformation verwendet. Bei seltenen Ereignissen
wie Mutationen, Unfallen und dergleichen scheint die (kom-
plementare) Loglogtransformation angezeigt. Die Winkeltrans-
formation wird oft verwendet, wenn es sich darum handelt,
eine vorlaufige Auswertung durchzuf hren. Weiteres zur Wahl
der geeigneten Transformation ist bei LINDER (196U) und in
der dort angegebenen Literatur zu finden.
Da f r alle diese Transformationen im wesentlichen dasselbe
Verfahren ben tzt werden kann, gen gt es, zur Begr ndung
den allgemeinen Fall zu erortern.
2. Likelihoodschatzung
Wir gehen davon aus, da ein Versuch M Wertegruppen ergeben
hat, die wir folgenderma en bezeichnen:
Unabhangige Variable (Dosis) x1, x2, ... xj, ... xM
Anzahl Versuchseinheiten,
insgesamt N1, N2, ... Nj, ... NM
davon "positiv" a1, a2, ... aj, ... aM
Anteil, beobachtet pl, p2, ... pj, ... pM
Anteil, theoretisch n1, n2, ... nj, ... WM
Dabei ist pj = aj/Nj. wie schon erwahnt, wahlen wir eine
passende Transformation z = f(n) und es soll gelten
z = Y + Bx, oder z = a + B(x-x). Vom theoretischen Stand-
punkt aus ist z = a + B(x-x) vorzuziehen, da die Schat-
zungen a und b von a und B gegenseitig unabhangig verteilt
sind. Es hat sich jedoch gezeigt, da f r die Berechnungen
die Form z = Y + Bx vorzuziehen ist (siehe Abschnitt 5).
Die einfachste Art, Schatzungen von Y und B zu finden, be-
steht wohl darin, einfach aus den Wertepaaren xj, zj eine
Regressionsgerade zu bestimmen. Die Nachteile dieses Vor-
gehens sind leicht zu erkennen. Zunachst stellen wir fest,
da alle zj gleich bewertet werden, was zumindest frag-
w rdig ist. Sodann kbnnen die pj, welche gleich O oder
gleich 1 sind, nicht verwendet werden, weil in der Regel
die transformierten Werte zj ins Unendliche zu liegen kom-
men.
Die Methode des Maximum Likelihood hat demgegen ber den Vor-
teil, zur Wahl geeigneter Gewichte zu f hren. Dies wird im
folgenden gezeigt werden; ebenso, da diese Methode auch
dazu geeignet ist, die Gruppen mit pj gleich O oder gleich
1 zu ber cksichtigen.
Bekanntlich erhalt man die Likelihood, indem man die Wahr-
scheinlichkeit f r das Auftreten der beobachteten Werte
bestimmt und diese sodann als Funktion der Parameter be-
trachtet. In der j. Versuchsgruppe hat nan f r das Auftre-
ten von aj "positiven" Ergebnissen bei Nj Versuchseinheiten
N. a. N.—a.
<a{> I33 <1-Ij> J J .
J
die bekannte binomische Verteilung, wobei j die unbekannte
Wahrscheinlichkeit angibt, da eine Versuchseinheit "posi-
tiv" ausfallt. Wir d rfen voraussetzen, da die Ergebnisse
in den M Gruppen gegenseitig unabhangig sind. Die Likeli-
hood L ist dann gleich dem Produkt der entsprechenden Bino-
mialverteilungen, also
M N. a. N.-a.
L = H < J) w.J (1“W-) J J <1)J 1 aJ .1 J
F r die weiteren Betrachtungen gehen wir zweckmamig zur
Log-Likelihood ln L ber:
M N. M M
_ J _ _ln L - J21 ln(aj) +jZ1aj ln nj +j;1(Nj aj) ln(1 wj). (2)
Die Log—Likelihood hangt von den Parametern Y und B ber
die Beziehung
n = n(z) = n(Y+Bx)
ab. Bekanntlich ergeben sich "beste" Schatzungen c und
b von Y und B dadurch, da man die Likelihood oder was auf
dasselbe hinauslauft, die Log-Likelihood maximiert.
Wir bestimmen also die ersten Ableitungen von ln L nach
Y und B und setzen sie gleich Null:
3 . 8 .
§_l2_E = 2 (3 1“ L)( “l)( Zl)
8 Y J 8 NJ 3 ZJ 3 Y
faj N.- a.l 8 w.





alnL_ .-a.‘ . 81!. . 6----- Z - -l--- I-41> X. _ 6 . (M)9 B ‘II 3 Z. J
J _ J _ J
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8 n.
Die Ableitungen 5—El- hangen selbstverstandlich von der
J
gewahlten Transformation ab. Es empfiehlt sich, die fol-
gende Bezeichnung einzuf hren:
a. N.- a. 8 W.
<1-= -1--L-=1 <-1). <5)J wj 1-wj 8 zj
Anstelle von (5) und (H) hat man dann f r die ersten Ablei-
tungen
8 ln L _ _
“§”§T_" g dj ' O 2 (6)
8 ln L _ _
-5-B--'-§djXj—O.
Die beiden Gleichungen sind nicht exakt nach Y und B auf-
ldsbar. Als Naherungsverfahren verwenden wir die Methode
von Newton—Raphson. Dazu muB eine erste Naherungslbsung






<3’;-4%!) O + <-§§l§$>o<w + ( ) 66 = o . <9)
O
F r die zweiten Ableitungen findet man
2 2 8 W. 2 8 Z. 28Z <-1:-.-I->82 <-.-I> - I-->Y J 8 n. j
J
32 2 8 n. 2 8 z 8z
awe §(M_,:.)(,ZJ_>(,Y 38>. <11)
J
2 2 a n. 2 a Z. 28 ln L : 8 ln L 3---8B2 (-—-—-3H? ><~l,Zj> <3;-B) . (12)
Die Gleichungen (8) und (9) konnen vereinfacht werden, '
wenn man anstelle der zweiten Ableitungen deren Erwartungs-
werte nimmt. Die Rechnung ergibt f r diese Erwartungswerte:
a21n L N. 8 n. 2
E<"—2"> = ' 5 Wri";-I (ml) > <13)av .5 J J J
32ln L N. 8 n. 2 M
E(§-;-5g) = ' g ;3y1%;5§'(§-E?) Xj , (1 )
2 N. 8 n. 22<i-115) = - :1 ( J) ? . <15)a B2 § nj(1-wj) a zj X3
R.A. FISHER (1958) hat in der Statistik den Begriff der
Information eingef hrt. Da Nn(1-n) die Streuung von
p = a/N darstellt, wenn W der Erwartungswert von p ist,
so kann man sagen, n(1-n) messe die zu erwartende Unge—
nauigkeit, 1/n(1-w) dagegen die zu erwartende Genauigkeit.
Daraus wird verstandlich, daB
in = 1/(m(1-w)) (16)
als die zu erwartende Information bez glich n, und
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. _ 8 W 212 _ [1/<-<1 1I>>]<§-5) <11)
als die zu erwartende Information bez glich z bezeichnet
wird.
Es liegt nahe, einem Wert zj das Gewicht W3 beizulegen,
das durch
W3 : Nj ' IZJ (18)
gegeben ist, denn je gr6Ber die Genauigkeit eines Wertes
zj, umso mehr sollte er f r die Schatzung von Y und B
ins Gewicht fallen.
Man definiert als Informationsmatrix I, die Matrix der
negativen Erwattungswerte der zweiten Ableitungen von ln L
nach Y und B, also:
2 28 ln,L 8 ln L
3 2 3Y as Z WJ Z WJXJI = - E I Y = J J . (19)
2 28 ln L 8 ln L 2W.x. 2 W.x.88 3Y 3 B2 § J J J J J
Die Gleichungen (8) und (9) lauten nun in Matrizenschreib-
8 ln L
6Y 8 Y (2 )I = o
° as a ln L ’
8 B
o
und aufgelbst nach den Unbekannten
8 ln L
6Y _1 3 Y
as = Io a ln L (21)
8 B o
F r die sogenannte Kovarianzmatrix (Streuungsmatrix) I
weise
erhalt man durch einfache Rechnung
-1
21 § "’J"J ' § WJXJ
1-1 = - 2 2 W (22)
§ ws g Wjxj — (g W xj) -§ jxj § wk
Wenn.wir den Durchschnitt x definieren als
2 W.x.
_ J J
x - 2§T3€;— ,
J
und au erdem setzen
_ 2sxx - § W3(xj—x) ,
so lautet der Ausdruck f r die Kovarianzmatrix I 1 :
2W. . — W. .X JX8 2 JXJ
_1 1 J J
I = --§r-- (25)
S“ J W5 '2 WJXJ X “J.1 J
F r 5v und 68 erhalt man demnach bei Ber cksichtigung
von (6), (7) und (21) :
<s= 1 (I-1.? d.- w.. d..), (211)Y SXXJZWJ-§JXJ§J §JXJ§JXJ
55: 1 (- w.. ('1. w. <1..), (25)SXXJZWJ §JxJ§ J+§ J? JXJ
wobei die Werte f r den Anfang des Iterationsschrittes,
also mit dem Index o zu nehmen sind. Nach dem Iterations-
schritt erhalt man als neue Schatzwerte f r die Parameter
cl = co + 6Y , bl = bo + 68 .
Die Elemente der Streuungsmatrix I 1 bilden die Streuungen
(Varianzen und Kovarianzen) der Schatzungen.
Es werden so viele Iterationsschritte ausgef hrt, bis ent-
weder die absoluten Werte von GY und 68 kleiner sind als
zwei vorgegebene Grenzen ey und es, oder bis die ebenfalls
vorgegebene Hbchstzahl der Iterationsschritte (Max) er-
reicht ist.
Wahlt man die Form
z=<1+s(><-32)
f r die Regressionsgerade, dann lauten die Formeln
Q:-L\/1




_ J<1*> 1 = J <27)
O 1/S
XX
wobei V(a) = 1/{W5 und V(b) = 1/SXX die Streuungen von
a und b sind und
Z dj Z dj(xj- Q)
50 = %'§f'> 58 = 5"-"E?"--" ; (28)
J J XX
und nat rlich ist dann wiederum
a1=aO+<Sa, b1=bO+6B.
5. Zulassigkeit der gewahlten Transformation
Nachdem f r die Parameter Y und B Schatzungen c und b mit-
tels des im 2. Abschnitt angegebenen Iterationsverfahrens
bestinnm sind, erhebt sich die Frage, ob die beobachteten
Werte mit den theoretisch berechneten gen gend gut berein—
stimmen. Diese Frage konnen wir beantworten, indem wir die
in Formel (5) des vorangehenden Abschnitts erwahnten Grd en
dj betrachten. dj mi t die Abweichung des beobachteten Wer-
tes aj von seinem Erwartungswert Njwj, stellt also ein ge-
eignetes Ma zur Beurteilung der Ubereinstimmung dar.
Wir hatten
a. - N.n. 8 n.
d.=-Q-J-$l --I1J nj 1-wj (8 zj)
und man kann zeigen, da
NJ 8 nj 2
" O : V<dj) -' ,"J( J; (8 Z5) = wJ' 9. 1-n.
wo V(dj) die Streuung von dj bedeutet. F r gen gend gro e
NJ ist djznormal verteilt mit2Durchschr tt O und Streuung
W5, und dj/W3 ist somit wie X verteilt mit eigem Freiv
heitsgrad. Bilden wir die Summe der Ausdr cke d./W., so
ergibt sich eine Grb e, die ebenfalls wie X2 vegteilt ist.
2 2X2 _ M (a.- NW.) _ M 6i_
J". '1\1"L‘(..1-L). '. w. 'J=1 J“J “J J=1 J
In Wirklichkeit kennen wir die j nicht, sondern nur deren
Schatzungen j, die aus der Beziehung
A; _: b.pj W(ZJ C + XJ)
ermittelt werden. Zur Bestimmung der pj sind aus den beob-
achteten Werten die zwei Parameter Y und B geschatzt worden,
sodaB der Freiheitsgrad f r das X2 gleich M-2 ist.
Die gewahlte Transformation kann als zulassig betrachtet
werden, wenn X2 kleiner ist als Xi, wobei P die Sicher-
heitsschwelle (Irrtumswahrscheinlichkeit), etwa o,o5 oder
0,01 bedeutet.
Wenn das berechnete X2 gr0Ber als X5 wird, konnen zwei M6g-
lichkeiten in Betracht gezogen werden. Einerseits kann die
gewahlte Transformation nicht geeignet sein, indem die Line-
aritat nicht erzielt wurde. Diesen Fall erkennen wir daran,
da die Folge der Vorzeichen und des Ausma es der dj ein
gewisses regelma iges Muster erkennen la t. Andererseits
kann zwar Linearitat erzielt werden sein, aber die Streuung
um die Regressionsgerade ist zu gro . Auf diesen Fall gehen
wir im Abschnitt A noch ein.
Das X? kann auch auf anderem Wege ermittelt werden. Geht
man namlich zur Bestimmung von c und b so vor, wie dies bei
FINNEY (1952) und LINDER (196U) beschrieben ist, so kann man
zu jedem xj aus
z = c + bx
den entsprechenden Regressionswert Zj und ebenso den ent-
sprechenden angepa ten Wert 25 bestimmen, wobei
A. = Z. d./W.ZJ J+JJ
ist. Es wird demnach
A
2 _ _ 2
Das X2 kann also auch als die Streuung der angepa ten Wer-
te Ej um die Regressionsgerade aufgefa t werden.
U. Streuungszerlegung
Wie bei den blichen Regressionsproblemen, so ist es auch
hier, wenn wir es mit Prozentzahlen zu tun haben, Vorteil-
haft, eine Streuungszerlegung der z—Werte vorzunehmen.
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wir haben im vorigen Abschnitt schon gesehen, da die Summe
der Quadrate um die Regression gleich X2 ist mit M-2 Frei-
heitsgraden. Andererseits kann gezeigt werden, da die Sum-
me der Quadrate f r die Regressionswerte Zj gleich b2SXX
ist, wobei der Freiheitsgrad gleich 1 ist. Wie gewohnt,
hat man
SQ(insgesamt) = SQ(Regression) + SQ(um die Regression).






Um die Hpothese B = O zu pr fen, gehen wir folgender-
ma en vor. wenn X2 kleiner als X; ist, so vergleichen wir
lediglich b2SXX mit dem Tafelwert von X5 mit einem Frei-
heitsgrad.
wenn dagegen die Transformation trotz X2 > X? als ein-
wandfrei anzusehen ist, sollte die Hwpothese B = O
mittels
_ _ 2 2F - (M 2) b Sxx/X
mit n1=1, n2=M-2 gepr ft werden. Die Streuung von b ist in
diesem Falle gegeben durch
v<b> = X2/((M-2) sXX> ,
wie dies bei FINNEY (1952) gezeigt wird.
5. Berechnungen mit Hilfe eines Computers
Ein Computerprogram, das sich auf die Angaben in den voran—
gehenden Abschnitten st tzt, kann wie folgt aufgebaut wer-
den.
(A) Einlesen der Anzahl Gruppen M, der Werte xj, der An-
zahlen Nj und aj, der Hbchstzahl Max der zulassigen Itera-
tionen und der Genauigkeitsgrenzen av und as f r 6y und 68.
(B) Berechnung der Ausgangswerte co und bo f r die Regres-
sion. Zunachst werden zu allen pj, die weder O noch 1 sind,
die transformierten Werte zj bestimmt. Mit diesen berechnet
man ohne Gewiohtung eine Regressionsgerade, deren Gleichung
= c + b xZ o o
ist.
(C) Ausgehend von co und bo wird das Iterationsverfahren
aus Abschnitt 2 so oft angewandt, bis die Grenzen ey und as
erreicht sind, oder bis die zulassige Hbchstzahl Max der
Iterationsschritte erreicht ist. Bei jedem Iterations-
schritt konnen c, b, X2 und weitere Gro en herausgeschrie-
ben werden.
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(D) Nach dem letzten Iterationsschritt werden die zur
Streuungszerlegung gehorenden Gro en berechnet und heraus-
geschrieben.
(E) Da gelegentlich weitere Berechnungen angeschlossen wer-
den, wie etwa der Vergleich zweier Regressionsgeraden, emp-
fiehlt es sich, auch Gro en wie
2§wJ., gjwjxj, gwjxj, sxx
auszuschreiben.
Der Aufbau des Programs ist aus dem Flu diagrann1in1An-
hang ersichtlich. Tm Programm sollten jene Teile, die mit
der gewahlten Transformation verbunden sind, leicht ausge-
wechselt werden konnen. Die Ausdr cke
z=am, v=Mm, §» iz
sollten als Funktionsunterprogramme gestaltet werden. Die
Transformation wird dann durch das Einf gen des geeigneten
Satzes von Unterprogrammen festgelegt.
F r das numerische Rechnen empfehlen wir das Modell
z = Y + Bx; beim Durchrechnen verschiedener Beispiele hat
sich gezeigt, da dieses gegen ber z = a + B(x-§) bedeutend
besser konvergiert. Der Grund liegt darin, da sich beim
letztgenannten zu a und b auch § verandert und damit die
Regressionswerte Z beeinflu t. F r theoretische Betrach-
tungen ware das Modell z = a + B(x-§) vorzuziehen, da wie
erwahnt die Verteilungen von a und b gegenseitig unabhangig
sind.
In den Beispielen des Abschnitts 6 wurde das Modell
z = y + Bx ben tzt, anschlie end an die geschatzte Regres-
sionsgleichung jedoch neben z = c + bx auch z = a + b(x-§
angegeben.
Der Vollstandigkeit halber geben wir noch die Formeln f r
die vier blichen Transformationen.
Winkeltransformation
z = arc sin /F w = sinzz iz = H
Probittransformation
... 1 2




_ 1 W _ 2z 2z . _ _z - 5-ln 135- n - e /(1+e ) lz - Mw(1 W)
Kbmplementare Loglog ransformation
-82 1-n 2z = ln [- 1n(1—W)] n = 1 — e iz = —?—[in(1-n)]
6. Beispiele
Die praktische Auswirkung der vorangehenden Uberlegungen
zeigen wir an zwei Beispielen. Auf Einzelheiten und weiter-
f hrende Betrachtungen wird bewu t verzichtet.
Beispiel 1 (K. MATHR, 19N9)
In diesem Beispiel wurde die Wirkung von 1,15 0/0 Phenol
auf Bacterium coli untersucht. Als Transf0rmation.wird die
komplementare L0gl0g—Transf0rmati0n verwendet (seltene
Ereignisse 1).
Aus dem Vergleich der Abbildungen 2 und 3 wird die lineari-
sierende Wirkung der komplementaren Loglogtransformation
deutlich ersichtlich. Aus der Abbildung 5 kbnnten, wenn
notig, Anfangswerte co = 7.05 und bo = -0.39 graphisch
ermittelt werden.
Das Iterationsverfahren konvergiert mit den Schranken
eY = as = 0.0001 in H Schritten, also sehr rasch. Nach dem
letzten Iterationsschritt ergab sich
0 = 6.89M}, b = -0.3871,
und somit f r die Regressionsgerade
z = 6.89M} - 0.3871x
wozu als Streuungsmatrix
1-1 _ 1-195 "33 -0.060 022
-0.060 022 0.005 336
gehort. Zu der in anderer Form angegebenen Regressi0nsglei-
chung
z = 0.0704 — 0.5871 (x - 17.9907)
lautet die Streuungsmatrix
(I*)_1 _ 0.026 591 O
0 0.005 356
und f r die Streuungszerlegung
Abb. 2: Abhangigkeit des Anteils pj der Kulturen
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Abb. 5: Abhangigkeit der transformierten.(beobachteten)
Werte zj = ln [—ln(1-pj)] von der Einwirkungs-
.t _zei xJ








Insgesamt 7 1 H5.8926
Mit 6 Freiheitsgraden hat man X2 05 = 12.592 ; die
SQ(Rest) = 0.9718 = X2
liegt also weit unterhalb der Schranke und die L0gl0g-
Transformation ist zulassig. Aus den beobachteten pj geht
schon mit aller Deutlichkeit hervor, da die Einwirkungs—
zeit einen starken Einflu aus bt; die SQ(Regressi0n) =
HH.9208, welche mit Xi O5 = 3.8U1 (1 Freiheitsgrad) zu
vergleichen ist, liefert lediglich eine Bestatigung.
Beispiel 2 (A. LINDER, 196M, Beispiel 72)
Der Anteil der Personen mit Lithiasis (Steinkrankheit)
nimmt bei beiden Geschlechtern mit dem Alter zu. Es soll
gepr ft werden, ob diese Zunahme bei beiden Geschlechtern
gleich stark ist.
In diesem Beispiel benutzen wir die Winkeltransformation,
und zwar genugten bei den Mannern 5 und bei den Frauen U
Iterationsschritte. Die wesentlichen Ergebnisse, in Winkel-
graden ausgedr ckt, sind im.folgenden zusammengestellt:
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0 1 1 1 1 1 1 1 1 >
12 14 16 18 20 22 24 26 x 8 0
Insgesamt 27.U8o1 I 13.9755 1 ...
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F r beide Geschlechter ergibt die Winkeltransformation ein
durchaus zufriedenstellendes restliches X2; die SQ(Regres-
sion) zeigen berdiesu dab die Regressionen deutlich ge-
sichert sind, was selbstverstandlich schon aus den pj her-
vorgeht.
Die Lithiasis ist gema den vorliegenden Zahlen bei den
Frauen haufiger als bei den Mannern. Auch die Zunahme mit
steigendem Alter scheint bei den Frauen stérker zu sein
als bei den Mannern, wie aus den Regressionskoeffizienten
Einwirkungs- Zahl der Kulturen 100 pj Werte z = ln [-ln(1—n)
zeit insge- mit Wachstum = be0b- ange- Regres-
min. samt nach xj min. 100 aj/NJ achtet pa t sion
_ . . . . z.X0 N0 an Z0 Z0 J
12 18 18 100
1U 18 18 100
16 18 15 83
18 18 11
20 18 6 33












18 -2.862 -2.812 -3.171
hm : 3.0653’ bw : 3_u889 Anhang: Flussdiagramm
ersichtlich ist. Ob der Unterschied zwischen diesen Regres-
sionskoeffizienten gesichert ist, kann nach den Ublichen
Formeln (siehe etwa LINDER, 196M, S.166) gepr ft werden:
Manner Frauen
Regressionsgerade z = c + bx
z = 21.MH96 + 3.0653 x z = 30.9901 + 3.M889 x
Streuungsmatrix I-1
1.397 U60 -0.N91 338 1.567 65“ -0.53M 776
-0.991 338 0.U31 076 -0.539 776 0.378 348
Regressionsgerade z - a + b(x - x)
z = 2U.9U36 + 3.o653(x-1.1398) z = 35.9217 + 3.U889(x-1.H135)
-1Streuungsmatrix (I*)








Transformieren z = z(p)





wj, dj, Zdj, Zdjxj,
W1’ 5".1".1’ Wax?’
A X: X2 5 8’ Y’ B
c+6Y Va:-l> Ja )
b + 5 B |
It * 1 Nein Varlanzanalyse,
It > Max ev Hilfsgro en
N8ll'1 Bdep
Filr unser Beispiel wird (|5y|<€y und |5g|<°B)
0 = (0.u237)2(1903.8u7)(2169.177)/((u075.02u)(820.71) = 0.2218.
Man darf daraus schlie en, dab die beiden Regressionsk0effi-
zienten nicht wesentlich voneinander abweichen; man kbnnte
sie durch einen geminsamen Regressionskoeffizienten ersetzen. It





0=<0-012s s /((s +s )<s20.7)>. Va‘m w xx,m xx,w xx,m xx,w
wobei (f r unser Beispiel)
S = 1903.897, S = 2169.177 ,xx,m xx,w
und der Faktor 1/820.7 die Verbindung zwischen Grad- und
Bogenma herstellt. D ist wie X2 verteilt mit einem Frei-







samt Iithiasis 100 aj/NJ
100 pj
X insge- mit =
j samt Lithiasis 100 aj/NJ
N. . N. .J aJ J aa
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Entwurf eines Systems zur Verlaufsdokumentation
Teil 2: Praktische Arbeiten mit einem Verlaufsschlussel
Von O. Hoffmann, R. Lorenz und B. Gies
Zusammenfassung
In einem ersten Teil wurde bereits die Systematik einer Verschl sselung von Krankheitsverldufen besprochen (s. EDV in
Medizin und Biologie, Bd. 4 (1973) 27-31). In der vorliegenden Arbeit werden Probleme der Durchfuhrung der Verschl s-
selung und der Rechnerverarbeitung diskutiert. Der Schl ssel muB eine exakte Beschreibung der zu speichernden Daten
gewdhrleisten und anderbar sein (im Sinne der Erweiterung, der Reduktion und der Umsetzung). Vollstandigkeits- und
Fehlerkontrollen sind vorgesehen. Die zeitliche Zuordnung der Daten erfblgt im Rechner nach vorgegebenen Anweisungen,
so daB eine ubersichtliche Zuordnung harter und weicher Daten und evtl. die kombinierte Auswertung mit Daten anderer
Systeme moglich sind. Der Krankheitsverlauf wird als Klartextprotokoll vom Rechner ausgegeben, d.h. der Rechner kom-
plettiert das Krankenblatt.
Statistische Analysen lassen sich durch ein Standardprogrammsystem MEDPROS elastisch Jeder Fragestellung angepa t
durchf hren.
Summary
In the first part of the paper the system of coding of the course of'an illness was reported. The second one deals with
problems of practicing and using the coding system and computerizing it. The code must provide an exact and detailed
definition of the courses to be stored. On the other hand, it has to be possible to adjust it to different conditions.
During input and before storing the data can be controlled concerning fbrm and completeness. Sampling of data is pro-
duced according kind of code and configuration of the computer. Thus a clear and distinct relation between hard and
soft data may be obtained. After decoding the computer prints a regular text added to patients chart.
Statistical analysis is perfbrmed by a standard program system.
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Im ersten Teil wurde ein System zur Verlaufsverschl sselung
arztlicher Untersuchungsergebnisse, Beobachtungen und Ma -
nahmen entworfen, das sich eines mnemtechnischen Codes be-
dient. Der Code ist aufgebaut aus Komplexnamen, Segmentbe-
zeichnungen und Code-wbrtern. Die Definitionen der wichtig-
sten Schl sselbegriffe wurden bereits gegeben und die Bedeu-
tung der Zeitangaben hervorgehoben, sowie Abspeicherung von
Me werten und weichen Daten einschlie lich Medizinischer
Variabler besonders diskutiert. Im folgenden sollen Beispie-
le der Verarbeitung im Rechner und Probleme der Auswertung
besprochen werden.
Beispiel eines klinischen Protokolls
Die Verarbeitung "harter" und auch "weicher" Daten mit zuge-
hbrigen Zeitangaben soll am Beispiel einer morgendlichen
Visite bei einem Patienten der Intensivstation erlautert
werden.
Zu diesem Zeitpunkt liegen von dem Patienten folgende Anga-
ben vor:
I-Zahl 151007922, laufende Nr. 01U2/70
01.10.1970 = 2. Tag postoperativ
Auf Anruf keine sichere Reaktion, auf Schmerzreize teils
gezielte, teils ungezielte Abwehr. Cornealreflex rechts ab-
geschwacht, Lichtreaktion prompt, Muskeleigenreflexe links-
betont, Babinski beiderseits positiv.
Die registrierten Vitalwerte der vergangenen 2U Stunden
zeigen eine mittlere Temperatur um 38,2OC mit.Schwankungen
um i_0,5OC, ein mittleres Blutdruckniveau von 1A0 (systo-
lisch) und 70 (diastolisch) mm Hg mit Schwankungen um
i_2o mm Hg systolisch und i_10 mHg diastolisch, eine mitt-
lere Pulsfrequenz um 120/min., wenig moduliert, eine mitt-
lere Atemfrequenz um 18/Min. ohne wesentliche Schwankungen
und mit geringer Modulation. Der Patient wird assistiert
beatmet mit 13 l eines Ho %-igen Sauerstoff-Luftgemisches.
Das EKG zeigt eine regelma ige Sinustachykardie, ist sonst
unauffallig. Im EEG ist eine leichte bis schwere Allgemein-
veranderung mit Rechtsbetonung nachzuweisen. Die Fl ssig-
keitsbilanz der zur okliegenden 2A Stunden ergibt bei einer
Einfuhr von U130 ml eine Urinausscheidung von 2700 ml;
Magensaftverlust trat nicht ein. Die aktuellen Blutgaswerte
lauten: PH-Wert 7,H3, pCO2 27,5 mm Hg, Basenuberschu
- 5,0 mval/l sowie Standardbikarbonat 20,0 mval/1; der ak-
tuelle p02 betragt 130 mm Hg.
Soweit das Beispiel. Anhand dieser Angaben, die einen Aus-
schnitt aus den Kriterien bilden, die bei der Visite als
Grundlage von Entscheidungen ber weitere pflegerische,
diagnostische und therapeutische Ma nahmen dienen, soll nun
die Handhabung des Verschl sselungssystems erlautert werden.
Insgesamt sind zu berucksichtigen: Arbeiten am Schlussel-
system selbst, ebenso wie erganzende Anderungen des SchlUs-
sels, die Umsetzung der erfa ten Verlaufsprotokolle in ma-
schineninterne Form, Ausgabe eines Klartextprotokolls, Feh-
ler- und Vollstandigkeitskontrollen, eine Erweiterung der
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Verlaufsdatei um die neu aufgenomenen Daten und schlieB-
lich mathematisch statistisohe Auswertungen der gespeicher-
ten Verlaufe oder eines Teils davon.
Arbeiten am.Schlussel
Die erste Arbeit am Schl ssel besteht in der Initialisierung
des Systems, d.h. der Schl ssel mu zunachst einmal aufge-
stellt und in den Rechner eingegeben werden. Als weitere
Schritte sind die Aufbereitung des Schl ssels durch den Com-
puter und die Abspeicherung auf einen externen Datentrager
wie Magnetband oder Magnetplatte vorzusehen. Die Abspeiche-
rung auf Magnetplatte sichert nach unseren Erfahrungen einen
raschen Zugriff und damit eine einfache Verarbeitung.
F r jede verwendete Abk rzung muB der dazugehbrige Klartext
eingegeben werden. Bei Code-Worten, welche in der Regel
auch durch Me werte (MW) oder Medizinische Variable (MV)
erganzt werden, wird durch Auffuhren der Abk rzungen MW1,
MW2, MV1 oder MV2 erreicht, daB im Klartextprotokoll an der
entsprechenden Stelle der volle Text der beigef gten Medi-
zinischen Variablen, bzw. des Me wertes angedruckt wird




SEGMENTE A A. T E X T
CODE-wORTt N Z011-




CRRE 009 CORNEALREFLEX RECHTS NV1 MV2
CRLI 004 CORNEALREFLEX LINKS MVI MV2
LR O01 LICHTREAKTION MV1
MER O01 MUSKtLEIGtNREFLEX MV1
HAB 002 BAblNSKl MV1 MV2
PSYCH PSYLHISCHER BEFUND
REAG O04 R[AhIbILITAET AUF SCHMER7REIZ; MVIO MV2




TEMP 150 KOERPERTEMPERATUR REKTAL IM MITTEL Mw1 +/- Mwg
RR L20 BLUTDRUCK SYSTOLLSLH Mhl. DIAbTOLISCH Mw2
RRV O20 BLUIDRUCKSCHWANKUNG SYST, NW1, DIAST. MWZ
PF 111 PUL5FREuU1;NZ 1~1w1 /MIN, 1~1v1
AF L12 ATEMFREUUENZ MW1 /MIN. Mvl» Mvz
HEATM O23 BEA1MET» MVl» MIT Mwl L/MIN» Mwz % O2-LUFT
ELFK ELEKTROPHYSIOLOGISCHE BEFUNDt
EKG 105 ELEKTRORARDIOURAMM: MV1» MV2





PCO2 I10 ARTFRIELLER KOHLENDIOXYDPARTIALDRUCK MW1 MM Hb
bE 110 BASPNUEBERSCHUSS MWl MVAI/L
STB 110 STANDARDBIKARBONAT Mwl MVAL/L






EIN IXX/XX 110 EINFUHR Mwl ML











































E5 MUS5 IAEGLICH EINE ANOAHB FRFOLGEN
AUFTRETEN LINER ANGABE BELIEBIG )
S RTE MED VARIA ‘ME Shh / 0 ULL) 2
Eb DARF KEIN WERT ER5CHEINENo
E5 MUSS uENAU tlN WERT ERSCHE1NENa
[S MUESSFN GENAU ZWEI MERTE ERSCHEINENo
E5 DARF HUECHSTEN5 Elm WERT ERSCHhINENs
ES DUERFFN BIS ZU LWEI WERTE FRSCHEINEN,
b5 MUSS MINDLSTENS EIN WERT ERSCHEINEN )
Mit diesen Informationen ist die Ausgabe eines leicht ver-
standlichen Textes gewahrleistet. Es mu jedoch bedacht
werden, dab bez glich der Reihenfolge der Verschl sselung
keinerlei Einschrankungen existieren und so zu einem be-
stinnmen Zeitpunkt die verschiedensten Angaben in vbllig
ungeordneter Folge auftreten kbnnen. Ein danach erstelltes
Verlaufsprotokoll im Klartext ware trotz verstandlicher
Aussagen un bersichtlich. Um.hier die nbtige Klarheit zu
erreichen, wird jeder Komplex, jede Segmentbezeichnung in-
nerhalb eines Kbmplexes, sowie jedes dem Segment untergeord-
nete Code-Wort mit einer Rangzahl belegt, welche die Reihen-
folge beim Erstellen des Klartextprotokolls festlegt.
In dem angef hrten Beispiel erscheint bei gleichzeitiger
Angabe von Untersuchungsbefunden, registrierten Vitalwerten
und klinisch-chemischen Befunden der Untersuchungsbefund
immer an erster Stelle des Verlaufsprotokolles, da dem Kom-
plex UBEF die Rangzahl 1 und dem Komplex KLCH die Rangzahl
3 zugeordnet ist. Entsprechend wird unter dem Abschnitt
UNTERSUCHUNGSBEFUND immer der neurologische Befund vor dem
psychischen Befund aufgef hrt.
Die weiteren, dem Schl ssel zugef gten Angaben dienen ein-
mal zur Regelung der Verarbeitung der Zeitangaben und bie-
ten andererseits Mbglichkeiten der V0llstandigkeitsk0ntr0l-
le und Fehlererkennung. wahrend eines Krankheitsverlaufes
spielen sich vielfaltige Prozesse mit sehr unterschiedli-
chen Zeitkonstanten ab; haufig bezieht sich die Beschrei-
bung gewisser Sachverhalte auf einen Zeitraum von einer
Stunde oder eines ganzen Tages. Durch entsprechende Mar-
kierung solcher Sachverhalte bei Eingabe des Schl ssels
erreicht man eine einwandfreie Verarbeitung der Zeitangabe
und schliebt einige Fehlerquellen aus. In unserem Beispiel
ist festgelegt, daB von der bei Magensaftverlust angegebe-
nen Zeit nur Tag und Stunde zu verwerten sind.
Die zusatzlich eingegebene Pr fzahl ermbglicht Vollstandig-
keitskontrollen verschiedener Arten. Die einwandfreie Be-
schreibung eines Kranheitsverlaufes erfordert ber gewisse
Sachverhalte Informationen in regelma igen Abstanden. Die
entsprechenden Code-worte kbnnen in der ersten Stelle der
Pr fzahl gekennzeichnet werden. Dadurch wird dem Rechner
die Mbglichkeit gegeben, die Abspeicherung der unbedingt
notwendigen Informationen in den aufgenommenen Verlaufs-
protokollen zu berpr fen. Die restlichen zwei Stellen der
Pr fzahl liefern dem Computer Informationen dar ber, welche
Me werte, bzw. Medizinische Variablen im Zusammenhang mit
einem Code-Wort auftreten m ssen, um eine eindeutige Be-
schreibung des Verlaufes zu gewahrleisten. Dadurch wird
also eine Vollstandigkeitspr fung der einzelnen Verlaufs-
angabe erreicht und somit eine fehlerhafte Codierung von
der Weiterverarbeitung ausgeschlossen.
Jeder Schl ssel zeigt erst nach einer gewissen Zeit der An-
wendung seine Schwachen. Es kann vorkommen, dab bei un-
gl cklicher Wahl der Code-Worte immer wieder f r einen Sach-
verhalt ein falsches Code-Wort angegeben wird, oder dab f r
den gleichen Sachverhalt individuell verschiedene Abk rzun-
gen verwendet werden, wenn die Verschl sselungsarbeit auf
mehrere Personen verteilt ist. Nach einiger Zeit kann sich
auch zeigen, dab der Schl ssel f r die gew nschte Auflage
zu fein oder zu grob strukturiert ist.
Der Vorteil des vorgeschlagenen Systems besteht darin, daB
sich diese Mangel am Schl ssel nachtraglich beheben lassen,
ohne die bis zum Erkennen dieser Unzulanglichkeiten gelei-
stete Verschl sselungsarbeit zunichte zu machen. Denn der
Schl ssel ist nicht starr vorgegeben, sondern wird laufend
gewissen Anderungen unterworfen. Prinzipiell sind folgende
Anderungsmbglichkeiten eingeplant:
1. Gleichsetzen verschiedener Code-Wortez
Dies erweist sich als notwendig, wenn f r den gleichen
Sachverhalt individuell verschiedene Abk rzungen bev0r-
zugt werden, oder ist dann erforderlich, wenn der Schl s-
sel zu fein untergliedert wurde. Durch das Gleichsetzen
mehrerer Code-Worte f r verschiedene Sachverhalte wird
eine Raffung des Schl ssels erreicht.
2. Erganzung durch neue Code-Wortez
Erweist sich der Schl ssel als nicht gen gend fein struk-
turiert, so ist es erforderlich, neue Code-Worte einzu-
f hren. In diesem Fall kann jedoch eine neue Uberarbei-
tung der bis dahin gespeicherten Verlaufsprotokolle not-
wendig sein. Andernfalls kann das Gesamtmaterial nur mit
Einschrankung des geanderten Sachverhaltes bzw. der an-
dersartigen Information ausgewertet werden.
3. Anderung des Klartextes sowie zusatzlicher Angaben:
Dies kann sich als notwendig erweisen, wenn eine grobere
Ubersiohtigkeit oder leichtere Verstandlichkeit des Klar-
textprotokolles erreicht werden soll, oder wenn sich ur-
spr nglich bei der Festlegung der Zeitverarbeitung oder
der Pr fzahl ein Fehler eingeschlichen haben sollte.
Die Vielzahl der Anderungsmbglichkeiten birgt aber gerade
bei einem umfangreichen Schl ssel, wie er in der Medizin
notwendig ist, die Gefahr in sich, dab durch unnbtige Ande-
rungen oder Erganzungen der Schl ssel rasch aufgeblaht und
un bersichtlich wird. JOLLEY (Information Handling) weist
jedoch darauf hin, dab gerade durch den hierarchischen Auf-
bau eines Schl ssels dieses Problem.weitgehend gelost werden
kann, da durch diese Struktur jederzeit der momentane Stand
des Schl ssels berschaubar bleibt.
Die Anderungen am Schl ssel kbnnen jederzeit durchgef hrt
werden. Es ist jedoch sicherzustellen, dab sich die danach
verschl sselten Protokolle auf den neuen Schl ssel beziehen.
wird eine Neubearbeitung der bis zum Anderungszeitpunkt ge-
speicherten Protokolle f r erforderlich gehalten, kann die
Entscheidung hier ber von einem entsprechenden Programm
getroffen werden und belastet nicht den Benutzer des Systems
Dennoch mub darauf hingewiesen werden, dab es f r ein ein-
wandfreies Funktionieren eines solchen Systems unerla lich
ist, dab der Benutzer nicht nur ber die Form der Codierung
des Verlaufes und die Form der Eingabe von Anderungen in-
formiert wird, sondern er muB dar berhinaus, wenn auch nicht
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AUSSCHNITT AUS EINEM VERSCHLUESSELTPN VERLAUFSPROTOKOLL
0142 008 UBEF NEURO *2/7.00 CRRE AB0EScHw * LR PROMPT * MER L1_> *
0142 009 BAB BD5¢POS * PSYCH REAG GEZABw,UNGEZABw * ANRUF FRAQL *
0142 O10 l/I.O0-2/7.00 1 REGW VITA 1 TEMP 38.2»0,5 * RR 140,70 *
0142 011 RRV 20110 1 PF 120- 0ERMOD * AF 180KONST»GERMOD*
0142 012 BEATM 13»40»ASb x ELEK EKG SINTACHQREG * EEG LAv»Rt.> *
0142 013 KLCH * 2/6.30 ASTR PH 7.43 * PC02 27-5 * BE 5.0 * STB 20 *
0142 014 P02 130* 1/0.00-2/0.00 FLUh EIN 4130* A05 2700* MSVL 0*
Abb. 2
bis in alle Einzelheiten wissen, zu welchen Aktionen der
Computer durch die von ihm eingegebene Information veran-
labt wird und wie die Daten verarbeitet werden (FEHLER,
HOLLBERG).
Verarbeitung der Verlaufsprotokolle
Die Verschl sselung des Verlaufes wird in der Regel durch
Eintragung in vorgegebene Codierblatter erfolgen. Neben dem
eigentlichen Verlauf selbst wird in diese Codierblatter die
jeweilige Fallnummer und die laufende Nummer der Codier-
zeile eingetragen. Erst dadurch wird eine eindeutige Spei-
cherung der Verlaufsdaten gewahrleistet (Abb. 2).
In der Praxis wird es haufig vorkommen, daB Verlaufsangaben
formell zwar richtig sind, von der Aussage her aber falsch,
wie z.B. bei der Angabe falscher Me werte oder Medizini-
scher Variabler oder durch fehlerhafte Zuordnung der Angaben
zu einem Patienten. Solche Informationen kbnnen vom Rechner
nicht als fehlerhaft erkannt werden und werden somit falsch
verarbeitet. Neben der laufenden Verschl sselungsarbeit ist
also auch eine stetige Kontrolle der abgespeicherten Infor-
mationen notwendig und dar berhinaus eine laufende K0rrek-
tur eingespeicherter Angaben. Eine Anderung bereits einge-
gebener Daten bzw. ihre Lbschung muB mbglich sein. Diese
Anderung erfolgt noch vor der Umsetzung der neuen Verlaufs-
protokolle und der Erweiterung der Verlaufsdatei um diese
Daten.
Nun kbnnen nat rlich auch bei der Anderung der schon einge-
speicherten Daten wiederum Fehler auftreten. Es ist z.B.
denkbar, dab eine in regelma igen Abstanden notwendige In-
formation f r einen Tag gelbscht wird, ohne dab sie durch
die neue zu diesem Zeitpunkt gehbrige Information ersetzt
wird. Daher muB in regelma igen Abstanden durch ein Spezial-
program jeweils erneut eine Vollstandigkeitskontrolle der
bis hierher gespeicherten Verlaufe durchgef hrt werden.
Sind sowohl die Anderungen am Schl ssel als auch die Ande-
rungen der Verlaufsdatei durchgef hrt, kann die Umsetzung
der neuen Verlaufsprotokolle auf der Grundlage des neuesten
Standes des Schl ssels durchgef hrt werden. Dabei werden
auf einem Fehlerprotokoll alle durch die Pr fzahl als for-
mell falsch erkannten Verlaufsangaben ausgewiesen. Diese
Verlaufsangaben m ssen zum nachsten.Verarbeitungstermin als
Anderung bzw. Erganzung der gespeicherten Verlaufe in be-
richtigter Form erneut eingegeben werden. Sie wurden ja von
der Verarbeitung ausgeschlossen, nachdem sie als formell
falsch erkannt wurden.
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Von den neu eingespeicherten Verlaufen wird man sich nach
der Umsetzung in der Regel ein Verlaufsprotokoll im.Klar-
text erstellen lassen (Abb. 3). Erst anschlie end wird die
Verlaufsdatei um die neu eingegebenen Verlaufe erganzt.
Ablaufdiagramm
Abb. A zeigt noch einmal in bersichtlicher Form die ver-
schiedenen Schritte der Verarbeitung von Krankheitsver-
laufen. Drei verschiedene Arten der Inf0rmation.werden
gleichzeitig in das System eingegeben, namlich die Anderun-
gen des Schl ssels, Korrekturen der bereits gespeicherten
Daten, sowie die neu verschl sselten Verlaufe. Die Daten
werden auf maschinell verarbeitete Datentrager (Lochkarte,
Lochstreifen, Magnetband) bernommen. Auf Grund der im
System festgelegten Ablaufsteuerung werden vom Computer zu-
nachst die Anderungen am Schl ssel selbst durchgef hrt, so-
wie eine etwaige Neubearbeitung der bis zu diesem Zeitpunkt
gespeicherten Verlaufe. Danach folgt die Korrektur der Ver-
laufsdatei, sowie in regelmabigen Abstanden eine erneute
Vollstandigkeitskontrolle der gesamten Verlaufsdatei, um
mbgliche Fehler zu erkennen, die bei der Anderung der Ver-
laufsdatei unterlaufen sind.
Erst danach werden die neuen Protokolle in maschineninterne
Form umgesetzt und der Verlaufsdatei zugef gt, wobei in der
Regel ein Klartextprotokoll der neuen'Ver1aufe erstellt wird
Abb. 3
V E R L A U F S P R O T O K O L L
(IN CHRONOLOGISCHER REIHENFOLGE)
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Die bis hierher geschilderten Arbeiten sind Routinearbeiten
und werden in regelma igen Abstanden durchgef hrt. Aus die-
sem Grund werden hierf r Standardprogramme zur Verf gung
stehen. Hauptanliegen bei der Umsetzung der Krankheitsver~
laufe in eine EDV—gerechte Form ist es jedoch, diese Daten
einer spateren statistischen Auswertung zuganglich zu machen
Die Problematik besteht dabei darin, da die anstehenden
Fragestellungen sehr unterschiedlicher Natur sind und sich
werden m ssen, so da gespeicherte werte, z.B. gemessene
Vitalgro en und die Verlaufsprotokolle zeitlich einer kor-
rekten Korrelation zugef hrt werden m ssen. Nach unseren
Erfahrungen erscheint es moglich, einen gro en Teil der
statistischen Fragestellungen mit Hilfe von Standardprogram-
men zu beantworten. F r mathematisch-statistische Analysen
einer Vielzahl medizinischer Daten wurde ein System unab-
hangig von der Verlaufsverschl sselung entwickelt (HOFF-
MANN), das eine elastische Anpassung an die jeweils gean-
derte Fragestellung erlaubt. Dieses Programmsystem MDPROS
kann auch f r die Verarbeitung der vorgegebenen Verlaufs-
protokolle herangezogen werden, sei es, da die gesamte
Verlaufsverteilung umgesetzt oder ein'Fei1 der darin ge-
speicherten Informationen der Verarbeitung zuganglich ge-
macht werden soll. Im Hinblick auf mathematisch-statisti-
sche Auswertungen kann hierdurch ein hohes Ma an Standar-
disierung erreicht werden.
Literaturverzeichnis
FEHLER, J. und HOLLBERG, N. (1969): Krankenhaus—Informa—
tions—System KIS
Krankenhausumschau Nr. 7, 8, 9
MEDPROS, ein flexibles Programmsystem zur
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In Vorbereitung
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Systems zur Verlaufsdokumentation ‘
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F r den Nachweis, ob eine Stichprobe aus einer normalverteilten Grundgesamtheit stammt, wird der X2-Test mit
gleichwahrscheinlichen Klassen empfbhlen, wobei die Klassenzahl vom Stichprobenumfang abhdngig ist.
Summary
The X2-test with equal probabilities will be made fbr tests of normality. The choice of classes depends on the
size of sample.
Ein Standardverfahren, ob eine Stichprobe aus einer normal- Durchf hrung: Bei gleichwahrscheinlicher Einteilung ist
verteilten Grundgesamtheit stammt, ist der X2—Test. npi = n/k. Dadurch vereinfacht sich (1) zu:
Prinzip: Es liegt eine Stichprobe der Zufallsvariablen X
vom Umfang n vor. Um zu pr fen, ob die Grundgesamtheit nor-
malverteilt ist, zerlegt man den Ereignisraum in k disjunkte
Klassen. Es sei pi die Wahrscheinlichkeit, daB die Zufalls-
variable X in der i-ten Klasse liegt, und hi die absolute
Stichprobenhaufigkeit f r die i—te Klasse. Dann ist die Zu-
fallsvariable 2
2 lg (hi " ( )
= —-————--—- 1
XD(—1] i=1 npi
f r new X2-verteilt. Im allgemeinen gen gt es, wenn
npi 2 14 ist (HEINHOLD und GAEDE, 19611).
Bei der Durchf hrung wird meist der Ereignisraum in aqui-
distante Klassen eingeteilt. Die Anzahl der Klassen ergibt
sich zufallig. Diese willk rliche Einteilungsform kann bei
verschiedener Klassenwahl zu widerspr chlichen Testergeb—
nissen f hren. MANN und WALD (19U2) empfehlen daher die
Zerlegung des Ereignisraumes in Intervalle mit gleicher
Wahrscheinlichkeit. Sie kommen aber zu hohen Klassenzahlen.
BEIER—KUCHLER und NEUMANN (1970) zeigen, da man bei eben~
falls gleichwahrscheinlicher Klasseneinteilung mit geringem
Machtverlust bereits mit 16 Klassen auskommt.
Beiden Untersuchungen liegt die Approximation der X2-Ver-
teilung durch die Normalverteilung zugrunde, die aber nur
f r n 2 2oo zulassig ist. Man kann nun mit Zufallszahlen
normalverteilte und gleichverteilte Stichproben erieugen
und auch f r Stichprobenumfange n < 2oo die wahrscheinlich-
keiten zu X2-Werten bestimmen, die sich aufgrund verschie-
dener gleichwahrscheinlicher Klasseneinteilungen ergeben.
Eine Einteilung ist dann besser als eine zweite, wenn sie
f r normalverteilte Stichproben kleinere und f r die nicht
normalverteilten Stichproben gro ere Wahrscheinlichkeiten
ergibt.
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2 k (h. - n/k)2
X 3 Z ......3.'._..T12...__---_
i=1 n
= - n. -2- n.+1<( g 2 n g n2 )
i=1 1 ki=1 1 ?3'3"




Bei der oben kurz skizzierten Monte—Carlo—Methode ergibt
sich folgende Wahl der Klassenzahl:
k = n/1o, wenn n < 2oo, sonst k = 20;
wobei es im allgemeinen reicht, f r n § 1oo k = 1o,
f r 1oo < n < Zoo k = 15 und f r n 2 2oo k = 2o
zu wahlen.
wie aus (2) ersichtlich, mu bei gegebenen n und k die
k
2 hi2 berechnet werden. Dazu ist es notwendig, die Inter-
i=1
Valle festzulegen, aus denen dann die absoluten Haufigkeiten
bestimmt werden. Aufgrund der gleichwahrscheinlichen K1as-
sen ergeben sich bei festem k f r die standardisierte Nor-
malverteilung konstante ui-Werte, die sich als Losungen des
Integrals 2
ui x
-1__-_-_- I e2 m<=i--ff:-, fiir i=1(1)k-1
/2n —w
bestimmen lassen. Die Flache der Normalverteilungsfunktion
zwischen zwei benachbarten Werten ist dann 1/k. F r die
Stichprobenwerte m ssen nun die standardisierten Klassen—
grenzen zu den Stichprobenintervallgrenzen mittels
Z» 1'-' §+L1-S
1 l
157Q*J5l3AA-LE4-FSTERKDRN QVTEST LRZ" TR440uD 24,11,7Z DVIZD7 SE)
transformiert werden. Abschlie end berechnet man die abso-
luten Haufigkeiten der Stichprobenwerte f r die k Klassen
0 .'g»gASETZE, F.P2Af_riEuFT , L)'JELLEI/ .r=iE~1cS1R1N0 LAENGER ALS 160 ZEICHEN und nach (2) den X2_wert
STL\T PS5FTvC0“P





















































































~1wews1u~ 1(1)) d(20), e<40§, u<zo)
5ESTI"M0NG GER KLASSEVZAHL K JNU
FE? STAHDAPOISIERTEW INTERVALLGRENZEN
IF <\@.|.E.1:>o> sum no k=10
IF (H,GE,2 J) GUTU 200
< I 15
w( 1) I "1-501086
J( 2) I -1.113772
J( 3) I -0.841621
J( Q) I -O-522926
J( 5) I -0.430727
J( 6) I '0-253347
J( 7) I -0-083652
JI 5) I -U! 7)
J( 9) I -U( b)
J(1J) I —U( 5)
J(11) I -UI 4)
J(12) I -U< 3)
JI13) I -ut 2)
J(14) I -U( 1)
SUTU 300
4 I 10
J( 1) I -1.281552
J( 2) I -0.861621
J( 3) I -0.524401
J( 4) I -0.253397
J( 5) I 0
J( 0) I -U( 4)
J( 7) I ~U( 3)
J( 8) I —U( 2)
J( 9) I -U( 1)
SJTU 330
( I Z0
J( 1) I '1|544854
J( Z) I -1.281552
J1 3) I -1.035433
J( 4) I -0.841621
J( 5) I -0.574490
J( 6) I -0.524401
J( 7) I -0.385320
J( 8) I -0-253347
J( 9) I -0.125651
I Q
I -U( 9)
J(1Z) I -U( B)
J(l3) I -U( 7)
J(14) I —U( 6)
J(l5) I -U( 5)
J(1b) I -U( 4)
J(l7) I -U( 3)
J(1b) I —U( Z)






I 3 1) L
3(1) = XOUER + S*J(I)
FEIECHNUWG DER ABSULUTEN +IEqFIGKEITEN
D3 530 I I l; 4
4(1) I U
5] 800 I I 1: N
3] 730 J I 11_L
IF (X(I).GT,G(L)) SDTD 55U
IF (X(I).LE.G(J)) SUTO 609
SJTU 700
9(4) I HIK) + 1
SJTU 800






DU 900 I I 1| 4
CHI I CHI + H(I)*H(I)




















































U'1U Tabelle 1: u-—Werte f r die Klassenzahlen k = 10, 15 und 20
AHFu'G PRUTQ<3LL 1 -
An einem Beispiel wird illustriert, wie dieser Test ohne
gro en Aufwand durchgef hrt wird.
Am.28. Lebenstag sind 91 Schweine gewogen Worden.



















8.5 7.U 6.7 6.5
7.6 8.1 6.8
8.3 5.M 8.2 7.3
11.5 7.1 6.“ 9.7 9.2






Daraus errechnet sich: § = 7.597, s = 1.658.








EM113 PRUTGKULL u. z.= x+u.s h. 11.21 1 1 1 1
ERZEUGTES MU I QVTEST
UEBERSETZUNG FEdLERFREI
ENUE PSEFTNCUMP (1.11) 0,98
U VUHTIERE
START PS HUNTSE3% (12.11)
ENDE PSEMDNTSEGM (12.11) 1.96
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2 _ 10 _ _ _ 2 _X ~ §T 921. 91 - 10.2 < X9;5% - 16.9 MANN, H.B. und WALD, A. (19N2): On the choice of the numberof class intervals in the application of the
X2-test
Die Hypothese, dab die Stichprobe aus einer normalverteilten Ann_mat .Statist_, 13, 3O6_317
Grundgesamtheit stammt, wird angenommn.
Literaturverzeichnis
BEIER-KUCHLER, I. und NEUMQNN, P. (1970): ber die K1assen-
Anschrift des Verfassers:
Dr. Klaus Osterkorn
wahl beim X —Anpassungstest. - - - _
Math. Operationsforschung Statistik 1 55-68 Inst1?ut iur Tierzucht’ Vererbungs und’ -9 Kbnstitutionsforschung der Universitat M nchen
HEINHOLD, J. und GAEDE, K.—-W. (19611): Ingenieur-Statistik
R. Oldenbourg Verlag, M nchen — wien
8000 M nchen 22
Veterinarstr. 13
Nachrichten und Berichte
Seminar der Region Oesterreich—Schweiz
der Biometrischen Gesellschaft
vom 17. bis 21. September 1975
Ort: Universitat Wien
Thema: Biometrische Methoden in der medizinischen
Forschung
Klinische Prufungen. Versuchsplane in der experi-
mentellen Medizin (unvollstandige Bldcke, Vermengen)
Datenanalyse (fehlende Daten, Clusteranalyse, Iden-
tifikationsanalyse). Rankorder statistics. Pharma-
kokinetik. Klinische Chemie (Qualitatskontrolle,
Normalwerte). Spezielle Verfahren (graphische Ver-
fahren, Prognoseverfabren). Zeitreihen in der Medi-
zin.
Auskunft und Aneldung:
Institut f r Medizinische Statistik und Dokumen-
tation an der Universitat Wien,
A-1090 Wien, Schwarzspanierstra e 17,
Telefon (0222) U5 15 26
Institut fur Computeranwendungen in Hasselt /Belgien
Das Institut, eine nicht profitorientierte Organisation,
befa t sich mit dem-Computereinsatz auf den verschieden-
sten Gebieten. Hier wurden 3 medizinische Programme ent-
wickelt, die den Arzt bei seiner taglichen Arbeit unter-
st tzen sollen.
Das erste Programm basiert auf einem PDP—15 Computer von
Digital Equipment und ist ein Diagnose-Programm, welches
in Macr0—Assembler—Sprache geschrieben wurde. Es verwendet
611 EDV in Medizin und Biologie 2/1973
eine Daten-Bank von ber 10.000 Diagnosen und 100.000
Symptomen, um.in k rzester Zeit eine Krankheit zu l0kali-
sieren. Diagnosen und Symptome sind derart codiert, da
das Programm verschiedene Gesichtspunkte liefert, abhangig
der Bedeutung, die jedem Symptom vom untersuchenden Arzt
beigemessen wird.
Das 2. Programm, ein klinisches Programmsystem, basiert auf
einem PDP-8/e Klein-Computer, der im Zentral—Lab0rat0rium
in Antwerpen steht und mittels normaler lelefonleitungen
mit dem PDP—15 in Hasselt verbunden ist. Die meisten Rou-
tinen in diesem System sind in FORTRAN geschrieben und
unterst tzen den Arzt sehr effektiv bei Analysen und auch
administrativen Arbeiten, wie etwa der Rechnungsstellung
nach dem éffentlichen Krankenkassen—Plan.
Daten, wie etwa Name, Adresse, Alter, Geschlecht, Sprache
und Gesundheits-Code plus der bendtigten Analysen (Ramo-
globin, Anzahl der roten Blutzellen, Sediment, Glukose
usw.), werden an den PDP—15 mit einem Daten+Sichtgerat-
Terminal einschlie lich dem Code des jeweiligen Arztes
Ubertragen. Namen und Adressen aller Arzte in diesem.Auf—
gabenbereich sind bereits auf dem Plattenspeicher (DISK-
PACK) des PDP—15 Computers gespeichert.
Der Computer druckt auf dem Zeilendrucker eine Arbeits-
liste aus, die alle relevanten Labor-Analyse—Stati0nen auf-
zeigt, wobei entsprechender Platz vorgesehen ist, in wel-
chen der Labortechniker die Resultate eintragt. Sobald alle
Resultate beisammen sind, druckt der Zeilendrucker der
Klinik einen PatientenrRep0rt mit der Norm jeder Analyse,
dem eigentlichen Resultat und einem speziellen Hinweis, 0b
dieser Patient innerhalb der Norm liegt oder weitere Be-
handlung bendtigt. Gleichzeitig mit dem.Rep0rt wird die
Rechnung einschlie lich Kbpie f r die Kartei gedruckt.
Unter dem augenblicklichen System lassen sich etwa 700 Un-
tersuchungen taglich durchf hren.
Das 3. Progrannxbasiert ebenfalls auf dem PDP-15 Computer
und ist in der Macro-Assembler-Sprache geschrieben. Es um-
faBt eine medizinische Daten-Bank im.Verein mit EXCERPTA
MDICA in Amsterdam und NIWID/INDIS von Antwerpen. Diese
Daten-Bank enthalt Ausz ge aus 3.U00 verschiedenen bio-
medizinischen Schriften der welt, die innerhalb von 2 Jah-
ren gesannelt wurden. Die Artikel sind gema Titel, Autor
3
Publikation, Schl sselworten oder Krankheiten klassifiziert,
um jedem Arzt einen schnellen Einblick in ein ungew0hnli-
ches Gebiet zu verschaffen oder ber Behandlungsformen in
anderen Teilen der welt zu informieren.
V0n EXCERPTA MEDICA erscheinen zweimal wéchentlich neue
Magnetbander, die bei NIWID/INDIS konvertiert und der Da-
ten—Bank einverleibt werden. Arzte kénnen auch einem.w0chent-
lichen Dienst beitreten, der sie automatisch mit allen Neu-
erscheinungen eines bestimmten Interessengebietes versieht.
Buchbespreohungen
- 6KRAUSHAAR, R., JAKOB, L. und GOTH, D. 75 00°
Datenfernverarbeitung
1972, 182 s., DM 30.-
Siemens AG, Berlin und M nchen
Die Datenfernverarbeitung wird in den nachsten Jahren eine
rasche Ausbreitung erfahren. Es ist daher zu begr en, daB
die Fa. Siemens im Rahmen ihrer Fachbuchreihe die mit der
Datenfernverarbeitung zusammenhangenden Probleme hat be-
handeln lassen.
Das vorliegende Buch ist ein nutzlicher Ratgeber fur alle,
die mit Problemen der Datenfernverarbeitung zu tun haben
oder zu tun bekommen.
Ge.
75—000MWORSCH, P.
Kleines Lehrbuch der Datenverarbeitung
1973, 188 S., DM 2H.80
verlag moderne industrie, M nchen
Immer mehr Menschen sehen sich heute mit der Welt der Com-
puter konfrontiert. wer hier etwas hinter die Kulissen
sehen will, kann sich an Hand des vorliegenden Buches gut
informieren. Dabei werden neben technischen Problemen auch
organisatorische Mdglichkeiten behandelt. Den Abschlu bil





Einf hrung in die heuristische Programmierung
Aus dem Amerikanischen bersetzt von G. Arenhold
1972, 222 S., DM 56.-
verlag mcderne industrie, M nchen
Computer spielen Schach, Dame, fuhren mathematische Beweise
und sind damit auf dem besten Wege, fur den Menschen eine
Art "Intelligenzverstarker" zu werden. In dem vorliegenden
Buch wird ein gut gegliederter Uberblick ber die bisherigen
Entwicklungen und Erfolge mit Hilfe der sogenannten "heu-
ristischen Programmierung" gegeben. Vor allem fur Studenten
und Lehrer der Computerwissenschaften, der Informatik, der
Mathematik und der Wirtschaftswissenschaften vermittelt
die Zusamenstellung viele Anregungen.
Ge.
REHM, W.F. 73"°°@5
Kybernetik in der Veterinarmedizin
1971, 79 S.,
Verlag Paul Parey, Berlin und Hamburg
Die vorliegende Arbeit gibt die Ergebnisse mehrjahriger
Versuche ber die Objektivierung und Auswertung von Daten,
die bei der veterinarmedizinischen Pr fung von chemo-
therapeutica und Vitaminzubereitungen in der Veterinar-
medizin anfallen. Dabei wird auf die Mdglichkeiten der
Verwendung von Computern eingehend eingegangen.
Ge.
73- 8FLORES, I. O00
Computer Sortiertechnik
Aus dem Amerikanischen bersetzt v0n K.H.M. Schenk
1973, 280 S., DM U8.-
Verlag Berliner Union, Stuttgart
In der Datenverarbeitung spielt das Sortieren von Daten
eine entscheidende Rolle. Aus diesem Grunde muB es begruBt
werden, da nun auch in deutscher Sprache eine systemati-
sche Darstellung verschiedener Sortierverfahren vorliegt.
Die mitgeteilten Programmhinweise lassen sich ggf. leicht
in echte Programme bersetzen.
Ge.
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_ 75-0009
Handbuch der modernen Datenverarbeitung (HMD)
Herausgegeben von Dr. H.E. Littmann
ca. 2200 S. in 5 Plastikordnern, DM 67.-
jahrl. 6 Erganzungslieferungen zu DM 92.50
Forkel Verlag Stuttgart
Es ist erstaunlich, wieviel Information in diesen 5 Banden
zusammengefa t ist. Dabei ist die Loseblattform besonders
geeignet, dem dauernden Fottschritt auf diesem Gebiet
Rechnung zu tragen.
Behandelt wird eigentlich alles, was heute zur elektroni-
schen Datenverarbeitung gehort. Hier nur einige wenige
Stichworte: Beschreibungen fast aller Computersysteme,
Codetabellen, Programmiersprachen mit Einf hrungen, Orga-
nisationslosungen f r viele Arbeitsgebiete, Probleme der
75-0012
CHORAFAS, D.N.
Computer in der Medizin
1972, 127 S., 15 Abb. u. H Tab., DM H8.-
De Gruyter & Co., Berlin
In einer Buchreihe ber Informationssysteme erschien das
erste Buch, das Probleme des Einsatzes von Computern in
der Medizin behandelt. Dabei wird, durch gute und instruk-
tive Beispiele erlautert, ein Uberblick ber Einsatzm6g-
lichkeiten und Probleme beim Einsatz von Computern in der
Medizin gegeben. Hervorzuheben ist, daB ganz sachlich auch
Kostenfragen diskutiert werden.
Fur die vielen Mediziner, die sich wohl bald mehr oder
weniger zwangslaufig mit diesen Problemen zu beschaftigen




Rechtsprechung, Berufsbilder und schlie lich noch Ver-
zeichnisse von Fachvereinigungen und Instituten.
Dieses Handbuch sollte in keinem Rechenzentrum fehlen.




RALSTON, A. und WILF, H.S.
Mathematische Methoden f r Digitalrechner
Bd. I: 2. Aufl. 1972, 522 S., DM 9U.-
Aus dem Amerikanischen bersetzt von B. Thuring
R. Oldenbourg Verlag, M nchen
Die Verwendung von Coputern speziell f r mathematische
Berechnungen erscheint heute fast schon selbstverstandlich
Dabei zeigt es sich aber immer wieder, da es oft nicht
moglich ist, bekannte Formeln einfach zu ubertragen, viel-
fach mu auf die technischen Gegebenheiten der Rechen-
anlagen Rucksicht genommen werden.
Das vorliegende Buch geht auf diese Besonderheiten der
"numerischen Mathematik" ein, dabei werden u.a. neben den
seit langem blichen Methoden vielversprechende neue Me-
thoden dargestellt. Die einzelnen Abschnitte wurden von
KASTNER, 0. 75"°°1°
Einf hrung in die Mathematik fur Naturwissenschaftler
B.I. - Hochschultaschenbuch Bd. 752
1971, 210 S., DM 8.90
Bibliographisches Institut, Mannheim
Das vorliegende Buch ist ein Manuskript einer Vorlesung
f r Chemiker, Biologen, Mineralogen und Gewerbelehrer.
Es behandelt daher auch nur die f r diese Studienrich-
tungen relevanten Teile der Mathematik.
Bei einer eventuellen Neuauflage sollte man auf eine bes-
sere Herausstellung der Gliederung und eine klarere Unter-
scheidung in Beispiele, Ableitungen und Satze Wert legen.
Ge.
75-0015
verschiedenen Sachkennern geschrieben, im engsten Kontakt
mit dem letzten Stand der jeweiligen Entwicklung. Dabei
wird aber insgesamt ein einheitliches Schema benutzt:
mathematische Beschreibung des betreffenden Problems und
seiner Losungsmethoden, Rechengang, Flu diagramm, ALGOL-
Programm, numerisches Beispiel.
Die abgedruckten ALGOL-Programme sind eine Besonderheit
der deutschen Ausgabe. Sie sind so geschrieben, daB sie
wohl von allen heute zuganglichen ALGOL—C0mpilern ber-
setzt werden konnen.
Hervorzuheben sind die Anwendungen aus der Statistik.
Hier werden behandelt: Mehrfach-Regression, Faktor-
Analyse, Autok0rrelati0n- und Spektralanalyse, Varianz-
analyse. Die entsprechenden Programme sind recht allge-
mein geschrieben, so beinhaltet z.B. das Regressions-
Program eine aufbauende Regression.
73-0011
KUSTER, F.W., THIEL, A. und FISCHBECK, K.
Logarithmische Rechentafeln
1972, 101. Aufl., 515 S., DM 26.-
De Gruyter & Co., Berlin
Allein die Tatsache, da jetzt die 101. Auflage dieser
Rechentafeln vorliegt, zeigt, daB im Verlauf von knapp
80 Jahren ein heute.f r viele Wissenschaftler fast unent-
behrliches Hilfsmittel entstanden ist. Dabei wurden diese
Tafeln immer wieder erganzt und erweitert. Auch die vor-
liegende Auflage ist wieder dem augenblicklichen Stand
der Forschung angepa t worden.
Ge.
Das vorliegende Buch ist ein wertvolles Hilfsmittel und
sollte in keiner B cherei in der Nahe von Rechenzentren
fehlen.
Ge.
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75-0019
Praktische Anleitung zu statistischen Pr fungen
Herausgegeben von H. Stormer u. Mitarbeiter
1971, 111 S., 5 Abb., 1 Tabellenteil, DM 25.-
R. Oldenbourg Verlag, M nchen
Viele Praktiker stehen oft vor der Frage, welches statisti-
sohe Auswertungs- oder Pr fverfahren sie anwenden sollen.
Wer im Einzelfall die jeweiligen Voraussetzungen Ubersehen
kann, f r den ist die vorliegende, gut aufgebaute Zusammen-
stellung recht n tzlich. Von einer rein schematischen An-
wendung ohne entsprechende Kenntnisse der statistischen
Methodenlehre sollte man aber abraten.
Vielleicht ware diese Anleitung noch instruktiver und
noch n tzlicher, wenn die einzelnen Verfahren an kurzen,
relevanten Beispielen erlautert wurden. Bedauerlich ist
auch, da - wie brigens sehr haufig — dem Fehler 2. Art
75-0017
HELM, B.
Programmieren nach festen Normen
1972, 129 S., DM 19.80
Lexika-Verlag, Doffingen
Wer heute programmiert, sollte sich bem hen, eine gewisse
Ordnung bei der Erstellung von Programen zu beachten.
In dem vorliegenden Buch werden Vorschlage f r eine so-
genannte "normierte Programmierung" dargestellt. Fur
Programmierer enthalt es viele Anregungen.
Ge.
75-0019
so wenig Beachtung geschenkt wird. Eine nicht verworfene
Hypothese braucht ja nicht zuzutreffen.
Ge.
75-0018
RICHTER, H. und MAMITZSCH, V.
Methode der kleinsten Quadrate
1975, 199 S., DM 29.-
Verlag Berliner Union, Stuttgart
Die Methode der kleinsten Quadrate wird seit C.F. GAUSS
fur den Ausgleich von Beobachtungsdaten benutzt. Seitdem
hat es nicht an Ansatzen gefehlt, diese Methode zu verall—
gemeinern oder neu zu begrunden.
In dem vorliegenden Buch wird erneut der Versuch gemacht,
eine mit den heutigen Hilfsmitteln der Statistik mathema-
tisch befriedigende Begr ndung der Methode zu geben. Dabei
werden mogliche Sonderfalle (Ausgleich mehrfacher Beobach-
tungen einer Gr0Be, Ausgleich indirekter Beobachtungen,




BASIC fur Anfanger - Programmieren leicht und schnell
erlernbar I
1972, 179 S., brosch. DM 15.80
R. Oldenbourg Verlag, M nchen
Diese Einf hrung erschien 1971 (vgl. 71-0028) unter dem
Titel "Programmieren leicht und schnell erlernbar -
Einf hrung in BASIC".
Der Tatbestand, daB so schnell eine weitere Auflage not-
wendig wurde, zeigt, daB die Darstellung gut geeignet ist,
um dem Leser durch Selbststudium den Zugang zum Computer
zu ermoglichen. Man kann gespannt sein auf die weiteren
angek ndigten Titel in der gleichen Reihe.
Ge.
75-0018
Die Darstellung ist teilweise mathematisch doch anspruchs-
voller, als es im Vorwort vermerkt wurde. Dies erscheint
aber bei der Zielsetzung dieses Buches auch nicht verwun-
derlich. Hervorzuheben ist aber, da durch die Verwendung
der Matrizenschreibweise die angegebenen Formeln sich
leicht in Computerprogramme umsetzen lassen.
Ge.
, 75-0016
MULLER, K.H. und STREKER, I.
FORTRAN - Programmierungsanleitung
B.I. - Hochschultaschenbuch Bd. 809
1970, 2. Aufl., DM 6.90
Bibliographisches Institut, Mannheim
Problemorientierte Programmiersprachen haben sich speziell
f r technisch wissenschaftliche Anwendungen durchgesetzt.
Unter diesen Sprachen ist FORTRAN weit verbreitet.
Das vorliegende Buch stellt eine leicht verstandliche Ein-




EDV-Praxis "Die Anwender sind mundig geworden"
1972, 157 5-, DM 39-"
Schilling Verlag, Herne
SYSTEMS 71 war der viel beachtete K0ngreB Ende 1971 in
M nchen. Es ist zu begr en, daB die Munchner Messe- und
Ausstellungsgesellschaft nun eine Kongre dokumentation
vorlegt, um so auch die "Nichtteilnehmer" mit den behan-
delten Themen bekannt zu machen.
In dem vorliegenden Band werden u.a. schwerpunktartig die
Vortrage zusammengefa t, die sich mit Problemen der Hard-
ware und Software und dem Komplex "Datenverarbeitung auBer
Haus" befassen.
Ge.
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75-0020
STOCKMEIER, U. (Hrsg.)
Automatische Auswertung von Ruhe- und Belastungs-EKG
1973, 158 S., DM 29.-
Urban & Schwarzenberg, M nchen-Berlin-Wien
Das vorliegende Buch ist der erste Beitrag einer Reihe
ber Biosignalverarbeitung. Es handelt sich hier um eine
Bestandsaufnahme zum Thema EKG-Computerauswertung. In
aller Offenheit wird von verschiedenen Spezialisten ber
geloste und noch zu losende Probleme geschrieben.
Das Buch sei allen empfohlen, die sich ber den augen-
blickliohen Stand der Entwicklung informieren wollen.
Ge.
75-0025
WOUTERS, M.F. (Hrsg.) u
FORTRAN IV, eine problemorientierte Programmiersprache
1970, 288 S.
Siemens AG, Berlin-M nchen
Die Firma Siemens legt eine programmierte Unterweisung des
ILS—Instituts f r Lernsysteme vor. Dabei wird gezeigt, daB
FORTRAN als problemorientierte Progrann ersprache nicht
nur f r technisch-wissenschaftliche Probleme geeignet ist.
An Hand von zwei Beispielen wird eine langsame, systema-





Struktur und Arbeitsweise von Datenverarbeitungsanlagen
1971, 199 S.
Siemens AG, Berlin-M nchen
In dieser programmierten Unterweisung wird in einer klaren
und bersichtlichen Art eine Einf hrung in die Struktur
und Arbeitsweise von Datenverarbeitungsanlagen gegeben.
Dies Buch kann daher zum Selbststudium als auch als Be-







1972, 107 S., DM 12.80
R. Oldenbourg Verlag, M nchen
In der Reihe "Fortbildung durch Selbststudium" erschien
das vorliegende Buch als 9. Band. F r jeden, der sich mit
der Dialog-Programmiersprache BASIC beschaftigt, wird hier
eine Zusammenstellung von Beispielen gegeben, die ber
eine Einf hrung in die Programmiersprache BASIC hinaus -
gehen. Dabei wird der etwas ge btere Programmierer ange-





GrundriB der biologischen Statistik
7. berarb. Aufl. 1972, 706 S., DM 98.-
Gustav Fischer Verlag, Stuttgart
wenn ein statistisches Lehrbuch bei uns nicht mehr be-
sprochen werden m te, so ist es die "Erna Weber".
Dennoch ist es f r die Leser und Anwender wichtig zu
wissen, welche Auflage die zuletzt erschienene ist, denn
immer wieder wird dieses Standardwerk ja "angepa t".
In der vorliegenden 7. Auflage wurde u.a. die Regressions-
analyse neu dargestellt und wurden neu aufgenomen die
gemischten Modelle f r die Zwei- und Dreiwegkreuzklassi-
fikation bei der Varianzanalyse. Erweitert und gr ndlich




Modularprogramme f r die Fertigungsindustrie
1973, 202 S., DM 98.-
E. de Gruyter & Co., Berlin
Die Software mu sich, bedingt durch Anderungen der Hard-
ware und Anderungen der Organisationsformen, immer neuen
Gegebenheiten anpassen. Modular aufgebaute Programmsysteme
zeigen die hierzu erforderliohe Flexibilitat.
Der Verfasser des vorliegenden Buches hat es verstanden,
einen Uberblick ber Modularprogramme an sich und ber
verschiedene Modularprogrammsysteme zu geben. Dabei werden
in einer kritischen Betraohtungsweise Vor- und Nachteile
gegen bergestellt und werden auch Angaben zu moglichen
Aufwendungen und Kosten gemacht.
Ge.
75-0022
Auch diese Auflage wird bei der zunehmenden Verbreitung
der Biometrie rasch abgesetzt sein und wir d rfen bald




2. geanderte und erw. Aufl., 1972, 192 S., DM 29.-
Beuth-Vertrieb GmbH, Berlin, Koln und Frankfurt
Es ist erfreulich, daB bei der st rmischen Entwicklung
der Computertechnik so schnell DIN-Normen, z.T. auf der
Grundlage von ISO-Normen, erarbeitet wurden.
In dem vorliegenden Taschenbuch sind 92 DIN-Normen aus
folgenden Themenkreisen zusamengestelltz Begriffe und
Sinnbilder, Codierung und Programmierung, Maschinelle
Zeichenerkennung, Lochstreifen und Papiere f r Fernschreib-
gerate, Lochkarten, Magnetbander.
F r den Fachmann wird diese Zusammenstellung ein n tzli-
ches Hilfsmittel sein.
Ge.
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