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Abstract
In the present paper a numerical method is developed to approximate the solution of
two-dimensional NLS equation in the presence of a singular potential. The method
leads to Lyapunov-Syslvester algebraic operators that are shown to be invertible
using original topological and differential calculus issued methods. The numeri-
cal scheme is proved to be consistent, convergent and stable using the based on
Lyapunov criterion, lax equivalence theorem and the properties of the Lyapunov-
Syslvester operators.
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1 Introduction
The Schro¨dinger equation is widely studied from both numerical and theoret-
ical points of view. This is due to its relation to the modeling of real physical
phenomena such as Newton’s laws and conservation of energy in classical me-
chanics, behaviour of dynamical systems, the description of a particle in a
non-relativistic setting in quantum mechanics, etc. The Schro¨dinger’s linear
equation states that
∆ψ +
8pi2m
~2
(E − V (x))ψ = 0 ,
where ψ is the Schro¨dinger wave function, m is the mass, ~ denotes Planck’s
constant, E is the energy, and V is the potential energy. However, in the
nonlinear case, the structure of the nonlinear Schro¨dinger equation is more
complicated. This equation is a prototypical dispersive nonlinear partial dif-
ferential equation related Bose-Einstein condensates and nonlinear optics ([9]),
propagation of electric fields in optical fibers ([21], [27]), self-focusing and col-
lapse of Langmuir waves in plasma physics ([33]), behaviour of rogue waves in
oceans ([29]).
The nonlinear Schro¨dinger equation is also related to electromagnetic, ferro-
magnetic fields as well as magnums, high-power ultra-short laser self-channelling
in matter, condensed matter theory, dissipative quantum mechanics, ([2]), film
equations, etc (See [1], [31]).
Based upon the analogy between mechanics and optics, Schro¨dinger estab-
lished the classical derivation of his equation. By developing a perturbation
method, he proved the equivalence between his wave mechanics equation and
and Heisenberg’s matrix one, and thus introduced the time dependent version
stated hereafter with a cubic nonlinearity
i~ψt = −
~2
2m
∆ψ + V (x)ψ − γ|ψ|2ψ in RN (N ≥ 2). (1)
In [18] and [28] the potential V is assumed to be bounded with a non-
degenerate critical point at x = 0. More precisely, V belongs to the class Va,
for some real parameter a (See [25]). With suitable assumptions it is proved
in [28] a Lyapunov-Schmidt type reduction the existence of standing wave
solutions of problem (1), of the form
ψ(x, t) = e−iEt/~u(x) . (2)
Hence, the nonlinear Schro¨dinger equation (1) is reduced to the semilinear
elliptic equation
−
~2
2m
∆u+ (V (x)− E)u = |u|2u .
2
Setting y = ~−1x and replacing y by x we get
−∆u+ 2m (V~(x)− E) u = |u|
2u in RN , (3)
where V~(x) = V (~x).
If for some ξ ∈ RN \ {0}, V (x + sξ) = V (x) for all s ∈ R, equation (1) is
invariant under the Galilean transformation
ψ(x, t) 7−→ exp
(
iξ · x/~−
1
2
i|ξ|2t/~
)
ψ(x− ξt, t) .
Thus, in this case, standing waves reproduce solitary waves traveling in the
direction of ξ.
The present paper is devoted to the development of a numerical method based
on two-dimensional finite difference scheme to approximate the solution of the
nonlinear Schro¨dinger (NLS) equation in R2 written on the form
iut +∆ u+ u− |u|
−2θu = 0, ∈ Ω× (t0,+∞) (4)
with the initial and boundary conditions
u(x, y, t0) = u0(x, y) and
∂ u
∂ n
(x, y, t) = 0, (x, y, t) ∈ Ω× (t0,+∞). (5)
We consider a rectangular domain Ω =]L0, L1[×]L0, L1[ in R
2 and t0 a real
parameter fixed as the initial time, ut is the first order partial derivative in
time, ∆ = ∂
2
∂ x2
+ ∂
2
∂ y2
is the Laplace operator in R2.
∂
∂n
is the outward normal
derivative operator along the boundary ∂Ω. Finally, u and u0 are complexe
valued functions.
In [10], the stationary solutions of problem (4) has been studied using direct
methods issued from the equation on the whole space. Existence, unique-
ness, classification and properties of the solutions have been investigated. It
is proved that three attractive zones or three classes of stationary solutions
exists; there are solutions oscillating around 0 with supports being compact,
there are solutions oscillating around ±1 with a finite number of zeros. In the
present paper, we reconsider the evolutionary NLS equation associated to the
stationary problem studied in [10]. The idea consists in developing a numer-
ical scheme to approximate the solution of (4)-(5). The time and the space
partial derivatives are replaced by barycenter finite-difference approximations
in order to transform the initial boundary-value problem (4)-(5) into a linear
algebraic system. The resulting method is analyzed for local truncation error
and stability and the scheme is proved to be uniquely solvable and convergent.
We recall that in the majority of previous works Lyapunov type equations are
not widely applied but standard linear tridiagonal and/or fringe-tridiagonal
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operators acting on one column vector. This leads to the application of classical
methods such that Shur decomposition, relaxation, etc to compute the inverse
of linear operators obtained. In [5] a first investigation was done based on
Lyapunov operators to solve numerical NLS and Heat equations. It is proved
that the Lyapunov operators obtained may be transformed with translation-
dilation actions into contractive ones which leads to uniquely solvable systems
using fixed point theory. Here. we do not apply the same computations as in
[5], but we develop different arguments. We will instead apply a differential
calculus and topology technique (See [22] for example) to prove theorem 2.1.
We recall finally that constants appearing along the proofs are generic and
may differ from one step to an other and are denoted undifferently by the
capital C.
2 Discrete Two-Dimensional NLS Equation
Let Ω =]L0, L1[×]L0, L1[⊂ R
2 and for J ∈ N∗, denote h =
L1 − L0
J
for the
space step, xj = L0+jh and ym = L0+mh for all (j,m) ∈ I
2 = {0, 1, . . . , J}2.
Let l = ∆ t be the time step and tn = t0 + nl, n ∈ N be the discrete time
grid. For (j,m) ∈ I and n ≥ 0, unj,m will be the net function u(xj, ym, tn)
and Unj,m the numerical solution. The following discrete approximations will
be applied for the different differential operators involved in the problem. For
time derivatives, we set
ut  
Un+1j,m − U
n−1
j,m
2l
and for space derivatives, we shall use
ux  
Unj+1,m − U
n
j−1,m
2h
and uy  
Unj,m+1 − U
n
j,m−1
2h
for first order derivatives and for second order ones we apply the estimations
∆ u ∆Unj,m(αn, βn, γn) = ∆
[
αnU
n+1
j,m + βnU
n
j,m + γnU
n−1
j,m
]
where
∆Unj,m =
Unj+1,m − 2U
n
j,m + U
n
j−1,m
h2
+
Unj,m+1 − 2U
n
j,m + U
n
j,m−1
h2
.
where αn, βn et γn are sequences in [0,1] such that αn + βn + γn = 1.
By replacing the derivatives of u with their approximations, the equation (4)
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yields
i
Un+1j,m − U
n−1
j,m
2l
+∆
[
αnU
n+1
j,m + βnU
n
j,m + γnU
n−1
j,m
]
+ f̂nj,m = 0
where f̂nj,m =
f(Unj,m) + f(U
n−1
j,m )
2
where we design by f(u) = u− |u|−2θu. We
then obtain
i
Un+1j,m − U
n−1
j,m
2l
+ αn
Un+1j−1,m − 2Un+1j,m + Un+1j+1,m + Un+1j,m−1 − 2Un+1j,m + Un+1j,m+1
h2

+βn
Unj−1,m − 2Unj,m + Unj+1,m + Unj,m−1 − 2Unj,m + Unj,m+1
h2

+γn
Un−1j−1,m − 2Un−1j,m + Un−1j+1,m + Un−1j,m−1 − 2Un−1j,m + Un−1j,m+1
h2
+ f̂nj,m = 0.
Denote next σ =
2l
h2
. We obtain
iUn+1j,m − iU
n−1
j,m + σαn
Un+1j−1,m − 2Un+1j,m + Un+1j+1,m + Un+1j,m−1 − 2Un+1j,m + Un+1j,m+1

+σβn
Unj−1,m − 2Unj,m + Unj+1,m + Unj,m−1 − 2Unj,m + Unj,m+1

+σγn
Un−1j−1,m − 2Un−1j,m + Un−1j+1,m + Un−1j,m−1 − 2Un−1j,m + Un−1j,m+1
+ 2lf̂nj,m = 0.
By setting ϕn =
i− 4σαn
2
and ψn =
i+ 4σγn
2
and gathering the terms ac-
cording to the time steps we obtain
σαnU
n+1
j−1,m + ϕnU
n+1
j,m + σαnU
n+1
j+1,m
+σαnU
n+1
j,m−1 + ϕnU
n+1
j,m + σαnU
n+1
j,m+1
+σβnU
n
j−1,m − 2σβnU
n
j,m + σβnU
n
j+1,m
+σβnU
n
j,m−1 − 2σβnU
n
j,m + σβnU
n
j,m+1
+σαnU
n−1
j−1,m − ψnU
n−1
j,m + σαnU
n−1
j+1,m
+σαnU
n−1
j,m−1 − ψnU
n−1
j,m + σαnU
n−1
j,m+1 + 2lf̂
n
j,m = 0.
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or in vector form
(
σαn ϕn σαn
)

Un+1j−1,m
Un+1j,m
Un+1j+1,m
+
(
Un+1j,m−1 U
n+1
j,m U
n+1
j,m+1
)

σαn
ϕn
σαn

+σβn
(
1 −2 1
)

Unj−1,m
Unj,m
Unj+1,m
+ σβn
(
Unj,m−1 U
n
j,m U
n
j,m+1
)

1
−2
1

+
(
σγn ψn σγn
)

Un−1j−1,m
Un−1j,m
Un−1j+1,m
+
(
Un−1j,m−1 U
n−1
j,m U
n−1
j,m+1
)

σγn
ψn
σγn
+ 2lf̂nj,m = 0.
Now, we exploit the boundary conditions which can be resumed in the follow-
ing cases of the parameters j,m. Indeed, by setting in the previous equation
j = m = 0 and using the approximations of boundary conditions we obtain
(
ϕn 2σαn
)Un+10,0
Un+11,0
+ (Un+10,0 Un+10,1 )
 ϕn
2σαn

+σβn
(
−2 2
)Un0,0
Un1,0
+ σβn (Un0,0 Un0,1
)−2
2

+
(
ψn 2σγn
)Un−10,0
Un−11,0
+ (Un−10,0 Un−10,1 )
 ψn
2σγn
+ 2lf̂n0,0 = 0.
For j = 0 and m = J , we obtain as previously,
(
ϕn 2σαn
)Un+10,J
Un+11,J
+ (Un+10,J−1 Un+10,J
) 2σαn
ϕn

+σβn
(
−2 2
)Un0,J
Un1,J
+ σβn (Un0,J−1 Un0,J
) 2
−2

+
(
ψn 2σγn
)Un−10,J
Un−11,J
+ (Un−10,J−1 Un−10,J
) 2σγn
ψn
+ 2lf̂n0,J = 0.
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For j = 0 and 1 ≤ m ≤ J − 1, we get
(
ϕn 2σαn
)Un+10,m
Un+11,m
+ (Un+10,m−1 Un+10,m Un+10,m+1
)

σαn
ϕn
σαn

+σβn
(
−2 2
)Un0,m
Un1,m
+ σβn (Un0,m−1 Un0,m Un0,m+1
)

1
−2
1

+
(
ψn 2σγn
)Un−10,m
Un−11,m
+ (Un−10,m−1 Un−10,m Un−10,m+1
)

σγn
ψn
σγn
+ 2lf̂n0,m = 0.
Now, by setting j = J and m = 0 and using the approximations of boundary
conditions we obtain
(
2σαn ϕn
)Un+1J−1,0
Un+1J,0
+ (Un+1J,0 Un+1J,1
) ϕn
2σαn

+σβn
(
2 −2
)UnJ−1,0
UnJ,0
+ σβn (UnJ,0 UnJ,1
)−2
2

+
(
2σγn ψn
)Un−1J−1,0
Un−1J,0
+ (Un−1J,0 Un−1J,1
) ψn
2σγn
+ 2lf̂nJ,0 = 0.
For j = J and m = J , we obtain
(
2σαn ϕn
)Un+1J−1,J
Un+1J,J
+ (Un+1J,J−1 Un+1J,J
) 2σαn
ϕn

+σβn
(
2 −2
)UnJ−1,J
UnJ,J
+ σβn (UnJ,J−1 UnJ,J
) 2
−2

+
(
2σγn ψn
)Un−1J−1,J
Un−1J,J
+ (Un−1J,J−1 Un−1J,J
) 2σγn
ψn
+ 2lf̂nJ,J = 0.
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For j = J and 1 ≤ m ≤ J − 1 there holds that
(
2σαn ϕn
)Un+1J−1,m
Un+1J,m
+ (Un+1J,m−1 Un+1J,m Un+1J,m+1
)

σαn
ϕn
σαn

+σβn
(
2 −2
)UnJ−1,m
UnJ,m
+ σβn (UnJ,m−1 UnJ,m UnJ,m+1
)

1
−2
1

+
(
2σγn ψn
)Un−1J−1,m
Un−1J,m
+ (Un−1J,m−1 Un−1J,m Un−1J,m+1
)

σγn
ψn
σγn
+ 2lf̂nJ,m = 0.
Next, for 1 ≤ j ≤ J − 1 and m = 0, we have
(
σαn ϕn σαn
)

Un+1j−1,0
Un+1j,0
Un+1j+1,0
+
(
Un+1j,0 U
n+1
j,1
) ϕn
2σαn

+σβn
(
1 −2 1
)

Unj−1,0
Unj,0
Unj+1,0
+ σβn
(
Unj,0 U
n
j,1
)−2
2

+
(
σγn ψn σγn
)

Un−1j−1,0
Un−1j,0
Un−1j+1,0
+
(
Un−1j,0 U
n−1
j,1
) ψn
2σγn
+ 2lf̂nj,0 = 0.
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Now, for 1 ≤ j ≤ J − 1 and m = J , we obtain
(
σαn ϕn σαn
)

Un+1j−1,J
Un+1j,J
Un+1j+1,J
+
(
Un+1j,J−1 U
n+1
j,J
) 2σαn
ϕn

+σβn
(
1 −2 1
)

Unj−1,J
Unj,J
Unj+,J
+ σβn
(
Unj,J−1 U
n
J,J
) 2
−2

+
(
σγn ψn σγn
)

Un−1j−1,J
Un−1j,J
Un−1j+1,J
+
(
Un−1j,J−1 U
n−1
j,J
) 2σγn
ψn
+ 2lf̂nj,J = 0.
In the matrix form we obtain
LAn(U
n+1) + LBn(U
n) + LCn(U
n−1) + Fn = 0, (6)
where Un =
(
Unj,m
)
is the matrix of the numerical solution. An, Bn and Cn
are (J + 1)× (J + 1) tri-diagonal matrices with respective coefficients
An(j, j) = ϕn,
An(j, j − 1) = An(j, j + 1) = σαn,
An(0, 1) = An(J, J − 1) = 2σαn.
Bn(j, j) = −2σβn,
Bn(j, j − 1) = Bn(j, j + 1) = σβn,
Bn(0, 1) = Bn(J, J − 1) = 2σβn.
Cn(j, j) = ψn,
Cn(j, j − 1) = Cn(j, j + 1) = σγn,
Cn(0, 1) = Cn(J, J − 1) = 2σγn.
and F n = (2lf̂nj,m). Finally, for a matrix W ∈ MJ+1(C), LW is the so-called
Lyapunov operator defined on MJ+1(C) by LW (X) = WX + XW
T , for all
X . Thus, the discrete scheme leads to a Lyapunov algebraic recursive system.
We now state the first result on the solvability of the numerical scheme.
Theorem 2.1 The system (6) is uniquely solvable whenever U0 and U1 are
known.
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In [5], the authors have transformed the Lyapunov operator obtained from the
discretization method into a standard linear operator acting on one column
vector by juxtaposing the columns of the matrix X horizontally which leads
to an equivalent linear operator characterized by a fringe-tridiagonal matrix.
We used standard computation to prove the invertibility of such an operator.
Here. we do not apply the same computations as in [5], but we develop different
arguments. We will instead apply a differential calculus and topology technique
(See [22] for example) to prove theorem 2.1.
Lemma 2.1 Let E be a finite dimensional (R or C) vector space and (Φn)n be
a sequence of endomorphisms converging uniformly to an invertible endomor-
phism Φ. Then, there exists n0 such that, for any n ≥ n0, the endomorphism
Φn is invertible.
Indeed, consider the set Isom(E) of isomorphisms on E. It is regarded as the
reciprocal image det−1(C∗) with the determinant function. As this function is
continuous, thus it consists of an open set in the set L(E) of endomorphisms
of E. Thus, as Φ ∈ Isom(E) there exists a ball B(Φ, r) ⊂ Isom(E). The
elements Φn are in this ball for large values of n. So these are invertible.
Assume now that l = o(h2+ε), with ε > 0 which is always possible. Then, the
coefficients appearing in A and W will satisfy as h −→ 0 the following.
Anj, j =
i
2
− 4αn
l
h2
−→
i
2
; ∀ 1 ≤ j ≤ J.
For 1 ≤ j ≤ J − 1,
Aj,j−1 = Aj,j+1 =
A0,1
2
=
AJ,J−1
2
= 2αn
l
h2
−→ 0.
Next, observing that for all X in the space M(J+1)2(C),
‖(LAn − iI)(X)‖ = ‖(An −
i
2
I)X +X(ATn −
i
2
I)‖
≤ 2‖A− 1
2
I‖‖X‖,
it results that
‖LAn − iI‖ ≤ Ch
ε. (7)
Consequently, the Lyapunov endomorphism LAn converges uniformly to the
isomorphism iI as h goes towards 0 and l = o(h2+ε) with ε > 0. Using Lemma
2.1, the operator LAn is invertible for h small enough. Hence, Theorem 2.1 is
proved.
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3 Consistency, Stability and Convergence
The consistency of the proposed method is done by evaluating the local trun-
cation error arising from the discretization of the system
iut +∆ u+ u− |u|
−2θu = 0, ∈ Ω× (t0,+∞)
The principal part is
L(x, y, t) = i
l2
6
∂3u
∂t3
+ (α− γ)l∆ut +
α + γ
2
l2∆utt + β
h2
12
(
∂4u
∂x4
+
∂4u
∂y4
) (8)
Lemma 3.1 • α 6= γ and l = o(h2) the scheme is consistent with order
(h2 + l2).
• α = γ the scheme is unconditionally consistent with order (h2 + l2).
It is clear that the two operators Lu tend toward 0 as l and h tend to 0,
which ensures the consistency of the method. Furthermore, the method may
be always chosen to be consistent with an order 2 in time and space.
We now prove the stability of the method by applying the Lyapunov criterion
which states that a linear system L(xn+1, xn, xn−1, . . . ) = 0 is stable in the
sense of Lyapunov if for any bounded initial solution x0 the solution xn remains
bounded for all n ≥ 0. Here, we will precisely prove the following result.
Lemma 3.2 Pn: The solution U
n is bounded independently of n whenever the
initial solution U0 is bounded.
We will proceed by induction on n. Assume firstly that ‖U0‖ ≤ η for some η
positive. Using equation (6), we obtain
‖LAn(U
n+1)‖ ≤ ‖LBn‖.‖U
n‖+ ‖LCn‖.‖U
n−1‖+
‖F n−1‖+ ‖F n‖
2
(9)
Next, recall that, for l = o(hε+2) small enough, ε > 0, we have for h −→ 0 the
following uniform estimates (as the sequences αn, βn and γn are bounded).
Bn(j, j) = −2σβn ∼ Ch
ε −→ 0,
Bn(j, j − 1) = Bn(j, j + 1) = σβn ∼ Ch
ε −→ 0,
Bn(0, 1) = Bn(J, J − 1) = 2σβn ∼ Ch
ε −→ 0.
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Cn(j, j) = ψn ∼
i
2
+ Chε −→
i
2
,
Cn(j, j − 1) = Cn(j, j + 1) = σγn ∼ Ch
ε −→ 0,
Cn(0, 1) = Cn(J, J − 1) = 2σγn ∼ Ch
ε −→ 0.
As a consequence, for h small enough,
‖LBn‖ ≤ 2‖Bn‖ ≤ Ch
ε, (10)
and
‖LCn‖ ≤ 2‖Cn‖ ≤
1
2
+ Chε, (11)
We shall next use the following lemma deduced from (7).
Lemma 3.3 For h small enough, it holds for all X ∈M(J+1)2(R) that
1
2
‖X‖ ≤ (1− Chε)‖X‖ ≤ ‖LAn(X)‖ ≤ (1 + Ch
ε)‖X‖ ≤
3
2
‖X‖.
Indeed, recall that equation (7) affirms that ‖LAn − iI‖ ≤ Ch
ε for some
constant C > 0. Consequently, for any X we get
(1− Chε)‖X‖ ≤ ‖LAn(X)‖ ≤ (1 + Ch
ε)‖X‖.
For h ≤
1
C1/ε
, we obtain
1
2
≤ (1− Chε) < (1 + Chε) ≤
3
2
and thus Lemma 3.3. As a result, (16) yields that
‖Un+1‖ ≤ ‖(1+2Chε)‖Un‖+2(1+Chε)‖Un−1‖+‖Un−1‖1−2θ+‖Un‖1−2θ. (12)
For n = 0, this implies that
‖U1‖ ≤ ‖(1 + 2Chε)‖U0‖+ 2(1 + Chε)‖U−1‖+ ‖U−1‖1−2θ + ‖U0‖1−2θ. (13)
Using the discrete approximation
U−1 = U0 − il(∆ u0 + f(u0))
and the fact that u0 is sufficiently regular and thus bounded on the domain
Ω, we get
‖U−1‖ ≤ ‖U0‖+ Cl ≤ ‖U0‖+ Ch2+ε. (14)
Hence, equation (13) yields that
‖U1‖ ≤ (3 + Chε)‖U0‖+ Ch2+ε(1 + Chε) + 2(‖U0‖+ Ch2+ε)1−2θ. (15)
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Now, the Lyapunov criterion for stability states exactly that
∀ ε > 0, ∃ η > 0 s.t; ‖U0‖ ≤ η ⇒ ‖Un‖ ≤ ε, ∀n ≥ 0. (16)
For n = 1 and ‖U1‖ ≤ ε, we seek an η > 0 for which ‖U0‖ ≤ η. Indeed, using
(15), this means that, it suffices to find η such that
(3 + Chε)‖U0‖+ Ch2+ε(1 + Chε) + 2(‖U0‖+ Ch2+ε)1−2θ < ε. (17)
Choosing h small enough (h ≤
η
C
), we seek eta such that
2η(η + 2) + 22−2θη1−2θ < ε. (18)
which is possible as the quantity at the left hand tends to 0 when η → 0.
Assume now that the Uk is bounded for k = 1, 2, . . . , n (by ε1) whenever U
0
is bounded by η and let ε > 0. We shall prove that it is possible to choose η
satisfying ‖Un+1‖ ≤ ε. Indeed, from (12), we have
‖Un+1‖ ≤ (3 + Chε)ε1 + 2ε
1−2θ
1 . (19)
So, one seeks, ε1 for which (3 +Ch
ε)ε1 + 2ε
1−2θ
1 < ε which is always possible.
Next, the convergence is a consequence of the well known Lax-Richtmyer
equivalence theorem, which states that for consistent numerical approxima-
tions, stability and convergence are equivalent. Recall here that we have al-
ready proved in (8) that the used scheme is consistent. Next, Lemma 3.2,
Lemma 3.3 and equation (16) yields the stability of the scheme. Consequently,
the Lax equivalence Theorem guarantees the convergence. So as the following
Lemma.
Lemma 3.4 As the numerical scheme is consistent and stable, it is then con-
vergent.
4 Numerical Implementation: 2-Particles Interaction
In this section we propose to develop a numerical example to illustrate the
efficiency of the numerical scheme proposed and studied previously. It con-
sists of a model of interaction of two particles or two waves. We consider the
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inhomogeneous problem
i
∂u
∂t
+∆ u+ u− |u|−2θu = g(x, y, t) in Q,
u(x, y, 0) = v(x)v(y) in Ω,
∂u
∂n
(x, y, t) = 0 on ∂Ω× [0, T ]
(20)
where
Ω =]− L0, L0[
2, Q = Ω× [0, T ], v(x) = cos2
(
pi
2L0
x
)
and
g(x, y, t) = exp
(
−
2ipi2
L20
t
) [
pi2
2L20
(v(x) + v(y)) + v(x)v(y)− v1−2θ(x)v1−2θ(y)
]
.
The exact solution is
u(x, y, t) = exp
(
−
2ipi2
L20
t
)
cos2
(
pi
2L0
x
)
cos2
(
pi
2L0
y
)
.
In the following tables, numerical results are provided. We computed for dif-
ferent space and time steps the discrete L2-error estimates defined as follows.
‖X‖2 =
 N∑
i,j=1
|Xij|
2
1/2
for a matrix X = (Xij) ∈ MN+2(C). Denote u
n the net function u(x, y, tn)
and Un the numerical solution. The discrete L2-error is
Er = max
n
‖Un − un‖2 (21)
on the grid (xi, yj), 0 ≤ i, j ≤ J + 1. We compute also the relative error
between the exact solution and the numerical one as
RelativeEr = max
n
‖Un − un‖2
‖un‖2
(22)
on the same grid.
The domain Ω is chosen to be Ω =]− 2pi, 2pi[. The time interval is [0, 1] for a
choice t0 = 0 and T = 1. The following results are obtained for different values
of h, l and for θ =
1
4
. We choed finally the barycenter calibrating parameters
αn, βn and γn to be
αn =
1
4
+
1
2n+3
βn =
1
4
−
1
2n+3
and γn =
1
2
.
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Table 1.
J l log(l)/ log(h) Er RelativeEr Er/(l2 + h2)
10 1/100 -20.15 7, 50.10−4 4,00 4, 74.10−4
16 1/120 19.81 3, 90.10−4 4,00 6, 33.10−4
20 1/200 11.40 1, 87.10−4 4,00 4, 74.10−4
24 1/220 8.33 1, 42.10−4 4,00 5, 18.10−4
30 1/280 6.47 8, 92.10−5 4,00 5, 08.10−4
40 1/400 5.17 4, 68.10−5 4,00 4, 74.10−4
50 1/500 4.50 3, 00.10−5 4,00 4, 74.10−4
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As we see in the table, the numerical scheme converges with a convergence
rate of (l2 + h2). Notice from the last column that the quantity
Er
(l2 + h2)
is
of the order of 10−4 even in the case where the hypothesis l = o(h2+ε) is not
satisfied (line 1 of the table). In the 3rd column of the table, we notice the
contribution of approximate solution to the exact solution. A relative error of
4% meaning that the ratio
Unumerical
Uexact
is of the order of 1± 0.04.
Remark 4.1 The barycenter parameters αn, βn and γn are applied to cali-
brates the position of the approximated solution relatively to the exact one.
These parameters affect surely the numerical solution as well as the error esti-
mates. In existing works such as [4], [5], [6], [7], [8] these are constants. Here.
we adopted instead variable coefficients which may be generated by random
procedures. These calibrations permits the use of implicit/explicit schemes by
using suitable values. For example for αn = γn =
1
2
and βn = 0, the barycentre
estimation becomes
Un(αn, βn, γn) =
Un+1 + Un−1
2
which is an implicit estimation that guarantees an error of order 2 in time.
5 Conclusion
This paper investigated the solution of the well-known NLS equation in two-
dimensional case by applying a two-dimensional finite difference discretization.
The continuous problem is firstly recasted into an algebraic discrete system
involving Lyapunov-Syslvester matrix terms by using a full time-space dis-
cretization. Solvability, consistency, stability and convergence are then estab-
lished by applying Lax-Richtmyer equivalence theorem and Lyapunov stability
and by examining the Lyapunov-Sylvester operators. The method was finally
improved by developing a numerical example issued from 2-particles interac-
tion. It was shown to be efficient by means of error estimates.
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