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Introducción
Un resultado fundamental en la teoría de muestreo es el clásico Teorema de Whittaker-Shannon-
Kotel'nikov. No sólo tiene gran interés en matemática aplicada, como teoría de la comunicación y
procesamiento de señales, sino también en investigaciones que no están, en principio, motivadas por
aplicaciones. Problemas de muestreo e interpolación forman una importante rama del análisis complejo.
Dicho teorema establece que si una señal f es de banda limitada en [−12 ,
1
2 ], es decir, su transformada de
Fourier está soportada en dicho intervalo, entonces f está completamente determinada por los valores














forma una base ortonormal para el espacio de las funciones
banda limitada, el cual se denomina espacio de Paley-Wiener. El mismo es un espacio de Hilbert con
núcleo reproductor Kk(x) =
sen(π(x−k))
π(x−k) y se lo denota PW
2. Luego, por medio de la transformada








La existencia de bases ortogonales de exponenciales en L2(Ω), donde Ω es un conjunto medible
Borel de Rd, nos permite obtener una representación en serie de Fourier no armónica de todo elemento
del espacio. En [22], Fuglede demostró que L2(Ω) admite una base de exponenciales si y sólo si Ω
tesela a Rd con traslaciones en un retículo Λ (ver denición 5.8). En el mismo trabajo conjeturó que
la existencia de dichas bases estaba relacionada con teselados de Rd por traslaciones (ver sección 7.2):




λ∈Λ si y sólo si Ω tesela a R
d con traslaciones en Λ.
Lo cual sugiere que la existencia de bases de exponenciales es una propiedad del conjunto. Luego, si en
lugar de un intervalo consideramos un conjunto acotado y medible Borel Ω de Rd, denimos el espacio
de Paley-Wiener PWΩ como
PWΩ =
{
f ∈ L2(Rd) : f̂(w) = 0 en casi todow ∈ Rd\Ω
}
.
Si lo pensamos como el espacio de funciones que admite un núcleo reproductor k(x, y) = χ̌Ω(x − y)





base ortonormal de L2(Ω), nuevamente por medio de la transformada de Fourier, todo elemento de





Sin embargo, si Ω no es un intervalo el problema de hallar bases de exponenciales es signicati-
vamente más difícil. La conjetura de Fuglede ha motivado el trabajo de muchos matemáticos y se ha
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probado que es cierta en algunos casos particulares (ver [33], [22]). Mientras que se sabe es falsa en
dimensión d > 2 (ver [37], [41], [69]).
Si la condición de ortogonalidad es omitida, tenemos las llamadas bases de Riesz. Una familia














para toda sucesión {cn} ∈ `2(N). Si la sucesión {fn}n∈N satisface dicha condición pero no es completa
se dice sucesión de Riesz.
En espacios de Hilbert separables existe una generalización de familia de generadores en espacios
vectoriales de dimensión nita, son los denominados marcos. Una familia {fn}n∈N de vectores de un
espacio de Hilbert H se denomina marco para H si existen constantes A,B > 0 tales que para toda




|〈 f, fn 〉|2 ≤ B ‖f‖2H .
Si A = B = 1, el marco se denomina marco de Parseval. En particular, si µ es una medida nita de
Borel sobre Rd, Λ ⊂ Rd y el marco está constituido por funciones exponenciales eλ(x) = e2πixλ, con
λ ∈ Λ, decimos que {eλ}λ∈Λ es un marco de Fourier para L2(µ). Esta noción fue introducida en 1952
por Dun y Schaeer en [18]. Si además el marco eλ(x) = e
2πixλ es una base, la familia se denomina
base de Riesz.
Un marco en un espacio de Hilbert nos permite escribir a cada vector como combinación lineal
de elementos del marco. La mayor ventaja con respecto a las bases es la redundancia. En efecto, si
queremos transmitir una señal f enviando información a través de la sucesión {〈 f, fλ 〉}λ∈Λ y alguno de
los elementos está dañado o falta, podemos compensar este error con otros elementos de la sucesión y
reconstruir la señal. Este hecho ha motivado su aplicación en distintas áreas a través de la matemática
y la ingeniería, como las comunicaciones inalámbricas y el procesamiento de señales e imágenes.
La condición de base de Riesz y marco de Fourier puede ser reformulada en términos de sucesiones
de muestreo e interpolación en el espacio PWΩ. En efecto, si Ω es un conjunto acotado medible Borel





|f(λ)|2 ≤ B ‖f‖2 ,
para toda f ∈ PWΩ. Un conjunto Γ se dice de interpolación para PWΩ si para toda {cγ}γ∈Γ ∈ `
2(Γ)
existe f ∈ PWΩ tal que f(γ) = cγ . Dado que el espacio PWΩ es un espacio con núcleo reproductor,
la desigualdad anterior nos da una equivalencia entre la condición de ser Λ un conjunto de muestreo
y formar la familia de núcleos reproductores {kλ}λ∈Λ un marco para PWΩ. Además, puesto que kλ =
(eλχΩ)
ˇ, por medio de la transformada de Fourier y la identidad de Plancherel, obtenemos que el
conjunto de exponenciales {eλ}λ∈Λ es un marco de Fourier para L2(Ω). Por otra parte, un conjunto Λ
es un conjunto de muestreo e interpolación si y sólo si {eλ}λ∈Λ es una base de Riesz para L2(Ω). Luego,
mediante estas relaciones podemos estudiar sucesiones de muestreo e interpolación para entender los
marcos y las bases de Riesz de exponenciales.
Intuitivamente, un conjunto de muestreo necesita tener suciente información (en términos de nú-
mero de puntos) para poder reconstruir la función muestreada, es decir, cuantos más puntos tengamos,
más información obtendremos. Por otra parte, cada punto en un conjunto de interpolación impone una
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restricción adicional para encontrar una función que interpole. Por lo tanto, será mejor cuantos menos
puntos tengamos. Esta idea intuitiva se formaliza por medio de las denominadas densidades inferior y














donde Qr(x) denota el cubo centrado en x de lado r. En términos generales, estas densidades comparan,
asintóticamente, la distribución de puntos de Λ con respecto al conjunto Zd. En [44] Landau probó que
la propiedad de un conjunto Λ de ser de muestreo o interpolación está relacionada con la concentración
de puntos del conjunto respecto a Zd. Más precisamente, sea Ω un conjunto de Rd,
• Si Λ es un conjunto de muestreo para PWΩ entonces D−(Λ) ≥ m(Ω)
• Si Λ es un conjunto de interpolación para PWΩ entonces D+(Λ) ≤ m(Ω).
En otra palabras, si consideramos m(Ω) = 1, es necesario que Λ sea asintóticamente más denso que Zd
en todo Rd para ser un conjunto de muestreo, y por lo tanto la sucesión de exponenciales E(Λ) ser un
marco. Análogamente, es condición necesaria que un conjunto Λ esté asintóticamente más esparcido
que Zd en todo Rd para ser de interpolación, y por lo tanto la sucesión de exponenciales E(Λ) ser una
base de Riesz.
En Análisis Armónico resultan de interés los siguientes problemas:
I) Conocer para que clase de medidas µ en Rd el espacio L2(µ) admite marcos de Fourier
II) Estudiar la existencia de conjuntos de muestreo e interpolación en espacios de Paley-Wiener en
grupos más generales que Rd.
Se sabe que si una medida µ admite un marco de Fourier, entonces debe ser de tipo puro, es decir,
la medida µ es discreta, absolutamente continua o singular continua respecto a la medida de Lebesgue
(ver por ejemplo [26], [42]).
Si µ es discreta, entonces tiene una cantidad nita de átomos. Por lo tanto, el análisis se reduce
esencialmente a Cd, donde los marcos de Fourier son sistemas de generadores que consisten de funciones
exponenciales. Luego, una buena caracterización de tales marco se obtiene utilizando técnicas de álgebra
lineal.
Si µ es absolutamente continua, entonces µ está soportada en un conjunto Ω de medida de Lebesgue
nita en Rd, y su función de densidad es acotada superior e inferiormente en casi todo punto de Ω
(ver [14], [43]). Además, Nitzan, Olevskii y Ulanovskii probaron en [55] que L2(µ) admite un marco de
Fourier. Cuando Ω es acotado existen muchas maneras de probar la existencia de marcos de Fourier, y
las demostraciones no son difíciles con las técnicas conocidas hoy en día. Sin embargo, cuando Ω no es
acotado, la existencia de marcos de Fourier es mucho más compleja, la prueba en [55] utiliza algunos
resultados fuertes de Análisis Funcional tal como la solución al problema de Kadison-Singer [49].
El último caso, cuando la medida µ es singular continua, es mucho menos conocido. Por ejemplo,
no se sabe si para cualquier medida autosimilar µ el correspondiente espacio L2(µ) admite un marco
de Fourier. En algunos casos se puede probar que existen bases ortonormales de exponenciales (ver
[11], [12], [15], [16], [34]), pero en otros, como por ejemplo la medida de Cantor ternaria, no se sabe si
admite o no un marco de Fourier.
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Otra posibilidad de expansiones de Fourier es en términos de las denominadas sucesiones efectivas.
Sea {ϕn}n≥0 una sucesión completa de vectores unitarios en un espacio de Hilbert H. Dado x ∈ H,
denimos de forma inductiva la siguiente sucesión:
x0 = 〈x, ϕ0 〉ϕ0,
xn = xn−1 + 〈x− xn−1, ϕn 〉ϕn. (1.2)
Si ĺım
n→∞
‖x − xn‖ = 0 para todo x ∈ H, entonces la sucesión {ϕn}n≥0 se denomina efectiva. La
construcción inductiva antes mencionada que dene los vectores xn se llama algoritmo de Kaczmarz.
Dicho algoritmo fue introducido en espacios de dimensión nita por Kaczmarz [35], y estudiado en
espacios de Hilbert de dimensión innita por Kwapień y Mycielski en [40] (ver también [27]). Los




〈x, γk 〉ϕk, (1.3)
donde los vectores γn también se denen de forma recursiva:
γ0 = ϕ0
γn = ϕn −
n−1∑
k=0
〈ϕn, ϕk 〉 γk. (1.4)
El hecho importante es que {ϕn}n≥0 es efectiva si y sólo si {γn}n≥0 es un marco de Parseval. En
general, una sucesión efectiva {ϕn}n≥0 es sobredeterminada, y hay diferentes maneras de reconstruir
un vector x. En particular, podría existir más de un marco de Parseval que satisfaga (1.3). La ventaja
de {γn}n≥0 es su denición recursiva en términos de los ϕn.
Respecto al segundo problema, si G es un grupo localmente compacto abeliano y Ĝ es su grupo
dual, dado un conjunto de medida de Haar positiva Ω en Ĝ, utilizando ahora la transformada de Fourier
para grupos, se dene el espacio PWΩ de la siguiente manera
PWΩ =
{
f ∈ L2(G) : f̂χΩc = 0 en m− ctp
}
.
Las deniciones de conjunto de muestreo e interpolación dadas para Rd se extienden sin ningún cambio
a grupos localmente compactos abelianos generales. Como mencionamos al comienzo, las densidades
de Beurling-Landau comparan la distribución de puntos de Λ con el conjunto Zd. Considerando esta
relación, Gröchening, Kutyniok y Seip en [24] generalizan la noción de densidad para grupos compacta-
mente generados. Los teoremas de estructura implican que dichos grupos son isomorfos a Rd1×Td2×D,
donde D es un grupo numerable discreto, luego H0 = Zd1 × {1} × D, donde 1 denota la identidad
de Td2 , resulta ser el retículo natural de referencia (ver sección 6.3.2). Además, los autores obtienen
condiciones necesarias para conjuntos estables de muestreo e interpolación para el espacio de Paley
Wiener PWΩ, en la misma linea que el clásico resultado de Landau:
• Un conjunto de muestreo Λ para PWΩ satisface D−(Λ) ≥ mĜ(Ω)
• Un conjunto de interpolación Λ para PWΩ satisface D+(Λ) ≤ mĜ(Ω),
donde m
Ĝ
denota la medida de Haar de Ĝ, y D+,D− las densidades superior e inferior de Beurling,
respectivamente. Si D+(Λ) = D−(Λ) decimos que el conjunto Λ tiene densidad uniforme y la denotamos
D(Λ).
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En [6], A. Beurling probó que si Ω es un intervalo de la recta real entonces las condiciones de
Landau también son sucientes. Más precisamente, si Λ es un conjunto uniformemente discreto de R,
es decir, la distancia entre dos puntos distintos de Λ es mayor que alguna cantidad positiva, se verica
• Si D−(Λ) > m(Ω) entonces Λ es un conjunto de muestreo estable para PWΩ.
• Si D+(Λ) < m(Ω) entonces Λ es un conjunto de interpolación estable para PWΩ.
Este resultado no es cierto si en lugar de un intervalo se consideran conjuntos más generales, encontrar
condiciones sucientes para conjuntos de muestreo y de interpolación es mucho más difícil dado que
la estructura de Ω entra en juego. En 2006, Olevskii y Ulanovskii (ver [56], [57]) hallaron conjuntos
Λ ⊂ R con densidad uniforme los cuales son de muestreos estables y de interpolación estables para
cualquier PWΩ, tal que |Ω| < D(Λ) y |Ω| > D(Λ), respectivamente. Este resultado es relevante ya que
no requiere ninguna suposición sobre la estructura de Ω. A tales conjuntos se los denomina conjuntos
de muestreo estables universales y conjuntos de interpolación estables universales.
En [51] Matei y Meyer estudiaron la relación entre cuasi-cristales y los problemas de muestreo e
interpolación, en particular probaron que los cuasi-cristales simples en Rd son conjuntos universales
de muestreo y de interpolación. Esto dio una manera muy simple de construir tales conjuntos. Desde
entonces los cuasi-cristales han desempeñado un papel clave en recientes avances del Análisis de Fourier
(ver [23] y [45] ).
En [2] la existencia de cuasi-cristales fue estudiada para grupos localmente compactos abelianos.
Como en el caso de Rd, se probó que si un grupo admite un cuasi-cristal Λ entonces es un conjunto de
muestreo universal y de interpolación universal. Sin embargo, no todo grupo admite un cuasi-cristal.
En [2] se prueba que es condición necesaria y suciente para que el grupo G = Rd1 × Td2 ×D admita
un cuasi-cristal simple que D no contenga una copia de Zd+2p para cualquier primo p (Zp denota el
grupo de enteros módulo p). Esto muestra que hay grupos muy sencillos que no admiten cuasi-cristales
simples, como por ejemplo G = Rd × Z32.
La tesis se encuentra dividida en dos partes:
• Parte I: Técnicas de espacios modelos en el estudio de desarrollos de Fourier en espacios L2
asociados a medidas singulares
• Parte II: Conjuntos de muestreo y de interpolación universales en grupos localmente compactos
abelianos
Cada una de ellas trata una las dos ramicaciones mencionadas sobre el problema de desarrollo en
series de Fourier.
A continuación damos una breve descripción de los problemas estudiados en cada una de las partes.
Al comienzo de cada una de ellas, se encuentra una descripción más detallada de los resultados obtenidos
así como también de los contenidos de cada capítulo.
En [40] (ver también [25]) los autores prueban que si µ es una medida de probabilidad singular con
respecto a la medida de Lebesgue sobre el intervalo [0, 1), entonces la sucesión de monomios {zn}n≥0
es efectiva en L2(T, µ). Por lo tanto tiene un marco de Parseval asociado por medio del algoritmo
de Kaczmarz. Nuestro principal resultado es caracterizar dicho marco de Parseval. Más precisamente
probamos que se puede expresar como los valores en el borde del marco de Parseval obtenido por
proyectar los monomios sobre un espacio modelo conveniente.
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Por otra parte, Dutkay y Jorgensen estudiaron en [17] la conexión entre expansiones de Fourier
lacunarias en espacios L2 asociados a medidas fractales y subespacios cerrados del espacio de Hardy.
Este hecho los llevó a estudiar matrices positivas en el espacio de Hardy con representación de borde
dada, estudio que fue continuado por Herr et. al. en [28]. En esta dirección, estudiamos y caracterizamos
el conjunto de medidas que reproducen al núcleo reproductor de un espacio modelo.
Respecto al estudio de sucesiones de muestreo en interpolación universales, como hemos mencio-
nado, no se sabe si grupos simples como R × Z32 los poseen. Luego, es natural preguntarse si estos
grupos admiten conjuntos de muestreo y de interpolación universales. En la segunda parte de la tesis
se responde armativamente esta pregunta para grupos cuyo dual es compactamente generado y tipo
Lie (ver sección 5.2), es decir, isomorfos a Rd1 × Td2 × Zd3 × F , donde F es un grupo nito abeliano.
Cuando Ĝ no se supone de tipo Lie, dado un entorno U de la identidad de Ĝ existe un conjunto
compacto K contenido en U tal que Ĝ/K es elemental (ver Teorema 8.1). Luego, en este caso la
condición de universalidad es un poco más débil debido al factor compacto por el cual cocientamos.
La universalidad de un conjunto de muestreo Λ para el espacio PWΩ será para conjuntos Ω tales que
m
Ĝ
(Ω + U) < D(Λ), donde U es un entorno de la identidad que contiene al grupo compacto. En el






Técnicas de espacios modelos en el estudio
de desarrollos de Fourier en espacios L2




Sea {en}n≥0 una sucesión completa de vectores unitarios en un espacio de Hilbert H. Como vimos
en la introducción general, la sucesión {en}n≥0 se denomina efectiva si dado un vector x en H se verica
ĺım
n→∞
‖x− xn‖H = 0,
donde {xn}n≥0 es la sucesión denida por el algoritmo de Kaczmarz:
x0 = 〈x, e0 〉 e0,
xn = xn−1 + 〈x− xn−1, en 〉 en.




〈x, gk 〉 ek,
donde los vectores gn también se denen de forma recursiva:
g0 = e0
gn = en −
n−1∑
k=0
〈 en, ek 〉 gk,
y obtienen (ver también [25]) la siguiente relación: {en}n∈N es efectiva si y sólo si {gn}n∈N es un marco
de Parseval para H.
Ahora, si µ es una medida de Borel, dado que estamos interesados en representaciones en series
de Fourier de los elementos de L2(µ), consideremos en particular la sucesión {en}n∈N denida por
en(x) = e
2πinx. Los autores antes mencionados en el mismo trabajo (ver también [27]) prueban el
siguiente resultado:
Teorema. Sea µ una medida de Borel de probabilidad en el intervalo [0, 1). La sucesión de exponen-
ciales {en}n≥0 es efectiva si y sólo si µ es la medida de Lebesgue normalizada restringida a [0, 1), o es
singular con respecto a la medida de Lebesgue.
En consecuencia, dada una medida singular µ, la cual puede ser cualquier medida singular de




〈 f, gn 〉 e2πint,
donde {gn}n≥0 es el marco de Parseval asociado antes denido. En general, una sucesión efectiva no
es una sucesión de Bessel. Luego, la relevancia de estas expansiones de Fourier radica en el algoritmo
de Kaczmarz que está detrás de ellas y en el marco de Parseval {gn}n≥0.
3
4
Por otra parte, si H2 denota el espacio de Hardy, se sabe que la sucesión de monomios {zn}n≥0
constituye una base ortonormal en el mismo. Entonces, si Pϕ es la proyección ortogonal sobre espacio
modelo H(ϕ) := H2 	 ϕH2, donde ϕ es una función interna asociada a µ mediante las medidas de









n, ∀f ∈ H(ϕ).




donde el límite existe en casi todo punto con respecto a µ y a la medida de Lebesgue. Si tomamos
















n≥0 y {gn}n≥0 satisface la misma condición respecto a la representación en serie
de Fourier de los elementos de L2(µ).





n≥0 y el obtenido a
partir del algoritmo de Kaczmarz asociado a la sucesión {zn}n≥0, probamos que los vectores gn son la
extensión al borde de Pϕz
n con respecto a la medida µ. La demostración se basa en mostrar que los
coecientes en el desarrollo en serie en términos de {zn}n≥0 de ϕ están relacionados con los coeciente
en el desarrollo de gn en términos de {ek}nk=0. Luego, utilizando esta representación simplicamos las
pruebas obtenidas por Herr y Weber en [27] respecto a la conexión entre sucesiones efectivas y la
transformada de Cauchy.
Dada f : D → C, denimos la función fr sobre T como fr(ω) = (r ω), con r ∈ (0, 1). Si µ es una
medida nita positiva de Borel, decimos que f∗ ∈ L2(µ) es una extensión de f si se cumple
ĺım
r→1−
‖f∗ − fr‖L2(µ) = 0.
Un resultado clásico de espacios de Hardy es que toda f en H2(D) admite una extensión f∗ sobre T
con respecto a la medida de Lebesgue y dicha extensión se obtiene tomando límite no tangencial.
Dada una medida de probabilidad singular µ, Herr et. al. [28], utilizando el algoritmo de Kaczmarz,





k∗(w, ξ) k∗(z, ξ) dµ(ξ),
para z, w ∈ D, es decir, los núcleos k se reproducen a sí mismos con respecto a µ. Más tarde, en [29]
plantean el problema inverso, es decir, dado un núcleo enH2 determinar cuales son las medidas respecto
a las cuales existe una representación en el borde. Siguiendo esta línea de trabajo, otro de los objetivos
de la primera parte de la tesis es estudiar el conjunto de tales medidas para un núcleo contenido en un
espacio modelo. En particular, si el núcleo es el núcleo reproductor de un subespacio modelo, probamos
que dichas medidas coinciden con el conjunto de medidas µ para las cuales el subespacio modelo puede
ser isométricamente incluido en L2(T, µ), el cual fue denido por Aleksandrov en [3]. Utilizando esta
identicación obtuvimos que todas las medidas de Clark asociadas a la función interna que determina
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el espacio modelo pertenecen al conjunto y generalizamos algunos resultados obtenidos en [28]. La
mayor dicultad en la prueba son las distintas nociones consideradas para la extensión de los núcleos
sobre T. Por un lado se consideran límites en L2(µ) de las restricciones radiales fr y por el otro la
isometría mencionada es con respecto al límite no tangencial. Para obtener el resultado, basados en
la idea usada por Poltoratski en [58] para medidas de Clark, probamos que la isometría denida a
partir del límite no tangencial es también la extensión sobre T cuando se considera el límite en L2 de
las restricciones radiales. Por otra parte, usando una caracterización dada por Aleksandrov (ver [3])
del conjunto de medidas µ para las cuales el espacio modelo es isométrico a L2(µ) basta probar la
existencia de la extensión de los núcleos reproductores sobre T en µ casi todo punto.
Retomando las sucesiones efectivas, en [25] se da una expresión para los vectores xn del algoritmo
de Kaczmarz en término de proyecciones. En efecto, si {en}n≥0 es una sucesión de vectores unitarios
linealmente densa en H y Pn denota la proyección ortogonal sobre el espacio 〈 e 〉⊥ entonces
xn = xn−1 + (I − Pn)(x− xn−1),
por lo tanto x − xn = Pn · · ·P0 x. Luego, la efectividad de la sucesión {en} es equivalente a la con-
vergencia SOT a cero de los operadores Pn · · ·P0. Utilizando esta caracterización probamos que, al
igual que sucede con las sucesiones periódicas, las sucesiones casi periódicas también son efectivas en
espacios de dimensión nita.
Esta primera parte de la tesis está organizada de la siguiente manera: en el capítulo 1 se encuentran
algunas deniciones y propiedades básicas que necesitaremos a lo largo del trabajo. En particular, en la
sección 1.1 se encuentran el Teorema de Fatou sobre la existencia del límite no tangencial y el Teorema
de Herglotz, el cual es la principal herramienta para denir las medidas de Clark en la sección 1.5. Por
otra parte, en la sección 1.3 se encuentra la denición de los espacios de Hardy tanto en D como en T
y la relación que hay entre ellos.
En el capítulo 2 se dene el método de Kaczmarz y se prueba la convergencia del mismo inde-
pendientemente del punto inicial. Además, damos un resultado sobre la velocidad de convergencia del
algoritmo establecido por de Smith, Solmon y Wagner [3]. Si bien los resultados de esta sección son
clásicos, se dan con detalle las demostraciones.
El capítulo 3 contiene uno de los principales resultados del trabajo: la caracterización del marco de
Parseval asociado a la sucesión efectiva de monomios. Con esta caracterización probamos de manera
más simple resultados obtenidos en [27]. Por otra parte, utilizando medidas de Clark, obtenemos otra
prueba de un resultado de Kwapien y Mycielski en [40] sobre sucesiones estacionarias. Finalizamos el
capítulo probando la efectividad de las sucesiones casi periódicas en espacios de dimensión nita.
El capítulo 4 corresponde al estudio del conjunto de medidas positivas que reproducen a un núcleo
dado contenido en un espacio modelo. En particular contiene otro resultado primordial de la tesis, la
caracterización de dicho conjunto cuando se considera el núcleo reproductor de un subespacio modelo.




A lo largo del trabajo denotaremos D y T al disco y a la circunferencia unidad en el plano complejo
respectivamente, M(T) al espacio de Banach de las medidas nitas y complejas de Borel sobre T,
dotado con la norma de variación acotada y m a la medida normalizada de Lebesgue sobre T. En el
presente capítulo se encuentran conocidos resultados sobre funciones analíticas que necesitaremos en
la primera parte del trabajo. Vamos a comenzar viendo la relación entre la integral de Poisson con
respecto a una medida sobre T y las funciones armónicas. Luego, recordaremos el Teorema de Fatou
sobre la extensión a T de una función holomorfa denida en D. La relación antes mencionada será
fundamental en la sección 1.5 para poder denir las medidas de Clark, una de nuestras principales
herramientas. Por otra parte, en la sección 1.2 recordaremos la noción de espacios de Hilbert con
núcleo reproductor, mientras que en las secciones 1.3 y 1.4 estudiaremos el caso particular del espacio
de Hardy H2 y los subespacios modelo. Por último, en la sección 1.6 recordamos nociones básicas sobre
marcos que utilizaremos tanto en la primera como en la segunda parte del trabajo.
1.1. Integral de Poisson y funciones armónicas
En la presente sección se encuentran algunos resultados sobre integrales de Poisson y comporta-
miento sobre T de funciones holomorfas que serán necesarios en la primera parte del trabajo. Dado que
son resultados preliminares no se dan en profundidad, para más detalle se puede consultar el capítulo
11 de [62] y el capítulo 1 de [8].


















Si z0 ∈ D, existe una representación similar para u(z0) obtenida por medio de un cambio de variables
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En efecto, usando que u ◦ ϕz0 es otra función armónica y haciendo un cambio de variables obtenemos
que:







































donde estamos asumiendo que z0 = re
it0 . Estas fórmulas permiten deducir fácilmente las siguientes
características del núcleo de Poisson:






Pz0(t) dt = 1.
3. Si suponemos que t0 = 0, i.e., que z0 = r entonces:
i.) Pr(t) = Pr(−t);
ii.) Pr(t) < Pr(δ) si 0 < δ < |t| ≤ π;
iii.) ĺım
r→1
Pr(δ) = 0 si δ ∈ (0, π].
Usando el núcleo de Poisson se pueden construir funciones armónicas del siguiente modo:







es armónica en D.









es holomorfa en D. El resultado queda demostrado al observar que F (z) = ReG(z). 
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Si f ∈ L1(T), entonces P [f ](z) := P [fdω](z). N
Una pregunta que surge al saber construir funciones armónicas, conocida como problema de Diri-
chlet, es si podemos construir una función armónica en D, continua en D y cuyos valores en T estén
prejados. El lema anterior nos da la clave de cómo resolver este problema:
Teorema 1.3. Sea f ∈ C(T) y Hf : D→ C denida por
Hf (z) =
{
f(z) si |z| = 1
P [f ](z) si |z| < 1
.
Entonces Hf es armónica en D y continua en D.
La pregunta que surge naturalmente ahora es qué ocurre si relajamos las hipótesis sobre la fun-
ción f denida en T. Veamos algunos resultados en esta dirección. Para simplicar los enunciados
introduciremos la siguiente notación:




Hecha esta aclaración, pasemos a los resultados.
Proposición 1.5. Si 1 ≤ p ≤ ∞, f ∈ Lp(T) y u = P [f ] entonces
‖ur‖p ≤ ‖f‖p.
Corolario 1.6. Si 1 ≤ p <∞, f ∈ Lp(T) y u = P [f ] entonces
ĺım
r→1−
‖f − ur‖p = 0.
La Proposición 1.5 nos dice que si u = P [f ] para cierta f ∈ Lp(T), entonces las funciones ur están
en Lp(T) y sus normas están uniformemente acotadas. El siguiente teorema es una posible recíproca
de este resultado:




Entonces existe f ∈ Lp(T) tal que u = P [f ].
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Demostración. Para cada n ∈ N consideremos las funciones un(eit) = u(rneit), donde {rn}n∈N ⊂ (0, 1)
es una sucesión que converge a 1. Por hipótesis, las funciones un están acotadas sobre T por lo tanto
existe una bola B ⊆ Lp(T) que las contiene. Por el Teorema de Banach-Alaoglu, existe una subsucesión
{unk}k∈N ω
∗-convergente a una función f ∈ Lp(T). Luego, si q es el exponente conjugado de p, para

































= P [f ](z0).

El siguiente teorema nos da un resultado análogo para el caso p = 1.




2. Existe µ ∈M(T) tal que u = P [µ].
En tal caso, la medida µ es única.
El siguiente corolario es una consecuencia inmediata de este resultado y el teorema de Hahn-Banach:
Corolario 1.9. La familia de funciones Pz, con z ∈ D, es densa en C(T).
Luego, llegamos al siguiente resultado:
Teorema 1.10 (Herglotz). Dada una función armónica u : D → [0,+∞), existe una única medida
µ ∈M(T) también positiva tal que u = P [µ].










u(reit) dt = u(0).
Luego, por el Teorema 1.8 tenemos la existencia de la medida. La positividad de µ es heredada de la
positividad de las medidas µr = urdω. 
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1.1.1. Teorema de Fatou sobre convergencia no tangencial




Cuando f no es continua, este límite puede carecer de sentido para todo ω ∈ T, por lo cual es necesario
introducir un concepto más débil de límite. Para ello, consideraremos las regiones denidas para cada






donde cc denota la cápsula convexa del conjunto en cuestión, o equivalentemente, el menor convexo que




Figura 1.1: Región Γr(ω)
Denición 1.11. Dada f : D → C, se dice que posee un límite no tangencial λ en ω ∈ T si para








Teorema 1.12 (Fatou [19]). Si f es una función holomorfa en D y acotada entonces f tiene un límite
no tangencial (nito) en cada w ∈ T excepto posiblemente para un conjunto de medida de Lebesgue
cero.
Para funciones holomorfas acotadas, la existencia del límite radial es suciente para determinar la
existencia del límite no tangencial como lo demuestra el siguiente Teorema de Lindelöf.
Teorema 1.13 (Lindelöf [46]). Si f es una función holomorfa en D y acotada tal que f(z) tiende a λ








cuando el límite existe. Consideramos f∗(ω) = 0 si el límite no existe.
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Notación 1.15. A lo largo de este trabajo denotaremos f(ω) en lugar de f∗(ω) al límite radial de f
en ω ∈ T.
Antes de pasar al segundo resultado de Fatou, recordemos que dada µ ∈M(T) y un punto ω0 ∈ T








donde Iε = {eit : t ∈ (−ε, ε)}.
Asimismo, recordemos que (ver sección 11.19 de [62]):
• Si dµ = f dm entonces Dµ(ω) = f(w) para m-casi todo w ∈ T;
• Si µ⊥m y µ ≥ 0 entonces Dµ(ω) =∞ para µ-casi todo w ∈ T.
Teorema 1.16 (Fatou). Sea µ ∈M(T) y ω ∈ T tal que la derivada Dµ(ω) existe y es nita, entonces
ĺım
∠ z→ω
P [µ](z) = Dµ(ω).
Si la medida µ sólo toma valores reales entonces, siempre que Dµ(ω) exista (sea nita o innita),
ĺım
r→1−
P [µ](rω) = Dµ(ω).
Corolario 1.17. Si f ∈ Lp(T) y 1 < p ≤ ∞ entonces
ĺım
∠ z→ω
P [f ](z) = f(ω)
para casi todo ω ∈ T.
Demostración. Es consecuencia inmediata del Teorema de Fatou dado que D(fdm)(ω) = f(ω) para
todo punto de Lebesgue ω de f . 
A partir del Teorema de Fatou obtenemos el siguiente resultado.
Proposición 1.18. Si µ ∈ M(T), u = P [µ] y µ = µadm + σ es su descomposición de Lebesgue
respecto a m entonces:
1. ĺım
r→1−
u(rω) = µa(ω) para m-casi todo ω ∈ T;
2. Si µ ≥ 0, entonces ĺım
r→1−
u(rω) =∞ para σ-casi todo ω ∈ T;




Demostración. Los items (1) y (2) son consecuencia inmediata del Teorema de Fatou y del párrafo






Pz(ω) dµr(ω) = ĺım
r→1−





El resultado se sigue de la densidad de {Pz}z∈D en C(T) y por estar las medidas µr uniformemente
acotadas. 
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El siguiente teorema fue demostrado por los hermanos Frigyes Riesz y Marcel Riesz en 1917. En
[35] se encuentra la demostración original y una prueba moderna dada por Helson y Lowdenslager en
1958 utilizando técnicas de espacios de Hilbert.
Teorema 1.19 (F. y M. Riesz). Sea µ ∈M(T) tal que∫
T
ωn dµ(ω) = 0,
para todo n ≥ 1. Entonces µ << m.
1.2. Espacios de Hilbert con núcleo reproductor
Casos particulares de espacio de Hilbert con núcleo reproductor estarán presentes a lo largo de
todo el trabajo. En la primera parte consideraremos el espacio de Hardy H2 y subespacios modelo.
Mientras que en la segunda estaremos interesados en el espacio de Paley Wiener PWΩ, donde Ω es un
conjunto compacto.
Denición 1.20. Sea H un espacio de Hilbert funcional sobre un espacio X . Si para cada λ ∈ X el
funcional evaluación eλ(f) = f(λ) es continuo, entonces existe kλ ∈ H tal que
f(λ) = 〈 f, kλ 〉
para toda f ∈ H. El vector kλ se denomina núcleo reproductor en λ, su nombre se debe a que
reproduce el valor de la función en λ. El vector kλ ∈ H es una función sobre X y está dada por
kλ(η) = 〈 kλ, kη 〉 .
Escribimos
k(η, λ) := kλ(η) = 〈 kλ, kη 〉
y la llamaremos función núcleo de H.
Observación 1.21. Si H es un espacio de funciones holomorfas entonces k(·, ·) es holomorfa en la
primera variable y holomorfa conjugada en la segunda. N






Demostración. Por la identidad de Parseval tenemos que
k(η, λ) = 〈 kλ, kη 〉 =
∑
i∈I





Los espacios de Hilbert con núcleo reproductor están relacionados con las matrices positivas. Antes
de enunciar el Teorema de Moore-Aronszajn que establece dicha relación recordemos la denición de
matriz positiva.
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Denición 1.23. Una matriz positiva sobre un dominio X es una función k : X × X → C tal que
para toda sucesión nita {λ1, · · · , λn} de puntos distintos de X la matriz (k(λi, λj))i,j es semidenida
positiva. Es decir, si para cualquier vector (ξ1, . . . ξn) ∈ Cn se cumple que
n∑
i,j=1
k(λi, λj)ξjξi ≥ 0.
Proposición 1.24. El núcleo reproductor kλ de un espacio de HilbertH de funciones sobre un conjunto
X es una matriz denida positiva.
Demostración. Sean kλi núcleos reproductores del espacio de Hilbert H, con λ1, . . . , λn ∈ X . Si




























En el capítulo 4 utilizaremos el siguiente resultado aplicado a D.
Teorema 1.25 (Moore.Aronszajn [5]). A toda matriz positiva kz(w) sobre un dominio E le corresponde
una y sólo una clase de funciones sobre E con una forma cuadrática unívocamente determinada,
formando un espacio de Hilbert y admitiendo a kz(w) como un núcleo reproductor. Esta clase de
funciones está generada por todas las funciones de la forma
n∑
j=1











1.3. Los espacios de Hardy
En la presente sección daremos una breve introducción de los espacios de Hardy Hp(D) y Hp(T).
Estos espacios tienen propiedades interesantes en relación a los valores de borde y a representaciones
tipo Cauchy en términos de medidas sobre T. Los resultados sobre espacios de Hardy enunciados en
esta sección se pueden encontrar en [8], [9], [53], [54], [62] y [64].
1.3.1. Espacios de Hardy Hp(D)
Comencemos con la siguiente denición.
Denición 1.26. Sea f : D→ C una función medible. Para p ∈ [1,∞) y r ∈ (0, 1) denimos la media
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y para p =∞ denimos
M∞(f, r) = sup
θ∈[−π,π)
∣∣∣f(reiθ)∣∣∣ .
Denición 1.27. Para 1 ≤ p ≤ ∞, el espacio de Hardy Hp(D) está denido como
Hp(D) =
{




























1/q = Mq(f, r),
donde la última desigualdad se obtiene por la desigualdad de Jensen aplicada a la función g(t) = tq/p,













1/q = M∞(f, r).
Por lo tanto, H∞(D) ⊂ Hq(D) ⊂ Hp(D). N
Teorema 1.29. Si f es una función holomorfa sobre D y p ≥ 1 entonces las funciones Mp(f, r) son
monótonas crecientes en r ∈ [0, 1).
Corolario 1.30. Si f es una función holomorfa sobre D entonces
‖f‖p = ĺım
r→1−
Mp(f, r) = ĺım
r→1−
‖fr‖Lp(T) ,
donde fr(z) = f(rz).
Teorema 1.31. Si 1 ≤ p ≤ ∞, el espacio Hp(D) es un espacio de Banach.
1.3.2. Espacios de Hardy Hp(T)
A lo largo de la presente sección introducimos los espacios de Hardy Hp(T) y recordaremos su
relación con los espacios de Hardy del disco dados anteriormente. Comencemos con la denición de los
espacios Hp(T).
Denición 1.32. Dado 1 ≤ p ≤ ∞, denimos el espacio Hp(T) como
Hp(T) =
f ∈ Lp(T) : 12π
π∫
−π
f(eit) e−intdt = 0 si n < 0
 .
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El siguiente Teorema establece que si una función f en Hp(D) es la integral de Poisson de una
función F en Lp(T), para p ≥ 1, entonces sus coeciente de Fourier coinciden. Además, si los coecientes
de Fourier correspondientes a índices negativos son cero, la aplicación F 7→ f es una isometría.
Teorema 1.33. Sea F ∈ Lp(T), para 1 ≤ p ≤ ∞ tal que F̂ (n) = 0 para todo n < 0. Si f es la integral
de Poisson de F entonces
1. La función f es holomorfa y para todo n ≥ 0 se cumple f̂(n) = F̂ (n).
2. La función f ∈ Hp(D) y ‖f‖p = ‖F‖Lp(T).
3. Si 1 ≤ p <∞ entonces ĺım
r→1−
‖fr − F‖Lp(T) = 0.
4. Si p =∞ entonces fr tiende a F débil∗ en L∞(T).
La recíproca del Teorema 1.33 también es válida.
Teorema 1.34. Sea f ∈ Hp(D) para 1 ≤ p ≤ ∞. Si
F (eiθ) := ĺım
∠z→eiθ
f(z)
entonces F pertenece a Lp(T), F̂ (n) = 0 para todo entero negativo n y la integral de Poisson de F es
f .
1.3.3. El espacio de Hardy H2(D)
El espacio H2(D) tiene particular importancia por ser un espacio de Hilbert. En la presente sección
sólo desarrollaremos las propiedades del mismo necesarias a lo largo del trabajo. El primer resultado
que veremos establece que se puede expresar la norma en términos de la serie de potencias de los
coecientes del desarrollo en serie de la función.
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Observación 1.37. Si b ∈ H∞(D) tenemos que ‖b‖∞ = sup
z∈D
|b(z)|. Dado que si 0 ≤ g ≤ f entonces∫
g ≤
∫








para todo r ∈ (0, 1), por lo tanto b ∈ H2(D) y ‖b‖2 ≤ ‖b‖∞. N
A partir de esta denición se obtienen algunas propiedades deH2(D). El siguiente resultado muestra
que las funciones en H2(D) no pueden crecer demasiado rápido.
Lema 1.38. Sean f ∈ H2(D) y n ≥ 1. Si f tiene un cero de orden mayor o igual que n en el origen
entonces, para cada z ∈ D





∣∣f ′(z)∣∣ ≤ ‖f‖2√2 (n+ 1)|z|n−1
(1− |z|2)3/2
.
Como consecuencia de este lema, vemos que H2(D) es un espacio con núcleo reproductor. Dado que
los monomios forma una base ortonormal, se tiene que:
Proposición 1.39. En el espacio H2(D) el núcleo reproductor es el denominado núcleo de Szego, el





Demostración. Consideremos la base ortonormal {zn}n∈N de H2(D). Entonces, por la identidad de
Parseval, tenemos que
kω(ξ) = 〈 kω, kξ 〉 =
∑
n∈N












Antes de introducir los espacios modelo recordemos que una función ϕ ∈ H∞ la cual satisface
|ϕ(ω)| = 1, en casi todo ω de T, se denomina función interna o simplemente interna. No es difícil
probar que el módulo de una función interna, como un elemento de H2(D), está acotado por uno.
Denición 1.40. Dadas dos funciones internas ϕ1 y ϕ2, decimos que ϕ1 divide a ϕ2 si ϕ2/ϕ1 ∈ H2.
Equivalentemente, ϕ1 divide a ϕ2 si ϕ1H
2 contiene al subespacio ϕ2H
2.
La siguiente propiedad sobre funciones internas nos será de utilidad en el capítulo 4.
Proposición 1.41. Si ϕ y ψ son funciones internas entonces ϕ ◦ ψ también lo es.
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Demostración. Dado que la composición de funciones analíticas es analítica y ϕ es acotada, tenemos
que ϕ ◦ ψ ∈ H∞. Luego, por el Teorema de Fatou 1.12 existen subconjuntos de medida total Fj ⊆ T,
con j = 1, 2, 3, tales que ϕ ◦ ψ,ψ y ϕ tiene límite no tangencial en todo punto de F1, F2 y F3,
respectivamente. Si denimos F4 = ψ
−1(F c3 ) y consideramos el conjunto F = F
c
1 ∪ F c2 ∪ F4 entonces
m(F ) = m (F c1 ∪ F c2 ∪ F4) ≤ m(F c1 ) +m(F c2 ) +m(F4) = 0,
donde la última igualdad se obtiene por ser m(F c1 ) = m(F
c
2 ) = 0 y m(F4) = m(ψ
−1(F c3 )) = 0 por el
resultado de Riesz 1.43. Luego, si E = F c tenemos que m(E) = 1. Ahora, dado w ∈ E jo, sea R
la recta que une el origen y ω. Si denimos L = ψ(R) entonces L es un arco en D con punto nal
ψ∗(w) ∈ T. Cuando ψ(z) se mueve a lo largo de L hacia ψ∗(w) tenemos que ϕ(ψ(z)) se aproxima a















(ϕ ◦ ψ)(rw) = (ϕ∗ ◦ ψ∗)(w) ∈ T,
para todo w ∈ E.

Sea S el operador Shift sobre el espacio de Hardy H2(D), es decir, el operador denido por:
S(f)(z) = zf(z),
para f ∈ H2(D). Su denición en H2(T) está dada a través del isomorsmo antes mencionado. Uno de
los resultados más resonantes en la teoría de espacios de Hardy es el Teorema de Beurling, el cual da
una descripción precisa de los subespacios invariantes de S.
Teorema 1.42 (Beurling). Si L es un subespacio de H2 no trivial e invariante para el Shift, entonces
existe una función interna ϕ tal que L = ϕH2. Recíprocamente, si ϕ es una función interna entonces
ϕH2 es un subespacio de H2 invariante por S.
Como corolario del Teorema de Beurling tenemos el siguiente resultado:
Teorema 1.43 (F. y M. Riesz). Si f ∈ H2 es una función no nula entonces
m
({
eit ∈ T : f(eit) = 0
})
= 0.
Demostración. Sea E =
{
eit ∈ T : f(eit) = 0
}
y consideremos el conjunto
L =
{
g ∈ H2 : g(eit) = 0 ∀eit ∈ E
}
.
El subespacio L es cerrado e invariante para el Shift. Además, f ∈ L por lo tanto es un subespacio no
trivial. Luego, por el Teorema de Beurling 1.42 existe una función interna ϕ tal que L = ϕH2. Dado
que 1 ∈ H2 tenemos que ϕ ∈ L, lo cual implica que E ⊆
{




en casi todo punto de T, obtenemos el resultado. 
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Por dualidad, es fácil ver que para todo subespacio L ⊂ H2,
SL ⊂ L ⇔ S∗L⊥ ⊂ L⊥.
Luego, por el Teorema de Beurling todo subespacio S∗-invariante de H2 es de la forma (ϕH2)⊥, para
alguna función interna ϕ.
Denición 1.44. Al subespacio (ϕH2)⊥ se lo denomina espacio modelo y lo denotaremos H(ϕ).
Como subespacio de H2(D), el espacio modelo también es un espacio de Hilbert con núcleo re-
productor. Usando que la proyección ortogonal Pϕ del espacio de Hardy H
2 al espacio modelo está
denida por
Pϕf = f − ϕP (ϕf) , (1.6)







se puede obtener la expresión dada en la siguiente proposición para los núcleos.




con z, w ∈ D.
El siguiente teorema nos proporciona un subespacio denso de H(ϕ), que será de gran utilidad en el
trabajo, en particular en el capítulo 4. Para más detalle y prueba de este resultado se puede consultar
la sección 8.5 de [8].
Teorema 1.46. Sea A el álgebra del disco, es decir, el espacio de las funciones continuas sobre D las
cuales son analíticas en D. Si ϕ es una función interna entonces
A(ϕ) := A ∩H(ϕ) (1.7)
es un subconjunto denso de H(ϕ).
1.5. Medidas de Clark
En la presente sección recordaremos algunas propiedades de cierta familia de medidas positivas
sobre T. Dichas medidas están construidas a partir de una función holomorfa dada ϕ del disco unitario
en sí mismo y deben su nombre a D.N. Clark, quien en [10] las introdujo en su estudio de medidas
espectrales de la extensión unitaria de la restricción del operador Shift sobre subespacios modelo (ver
[8], [63], [64]). La familia de medidas de Clark se utilizan fuertemente en los capítulos 3 y 4, siendo
parte de los principales resultados de la primera parte de la tesis.
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Luego, por el Teorema de Herglotz 1.10, existe una única medida positiva µα denida en los borelianos















Observación 1.47. La medida µα absorbe la constante
1
2π de la integral de Poisson. N
Denición 1.48. Dada una función holomorfa ϕ : D→ D que no es constante, a las medidas µα, con














sus respectivas partes imaginarias son armónicas conjugadas de la misma función y por lo tanto dieren














En la siguiente proposición recolectamos algunas propiedades elementales de las medidas de Clark.
La prueba se obtiene a partir de la denición.
Proposición 1.49.
1. Si µ ∈ M(T) es una medida positiva y α ∈ T, entonces µ = µα para alguna función holomorfa
ϕ : D→ D.
2. Si µα = σα + µ
a




|α−ϕ(ω)|2 si |ϕ(ω)| < 1






Observación 1.50. Dado que los soportes de las funciones µaα y (1 − |ϕ|) dieren en un conjunto
de medida de Lebesgue cero, para cualesquiera α, β ∈ T, las medidas µaαdm y µaβdm son mutuamente
absolutamente continuas. Además, si ϕ es una función interna, cada medida µα es singular con respecto











1.5. Medidas de Clark 21
El ítem tres de la proposición anterior implica directamente el siguiente corolario:
Corolario 1.51. Las medidas µα están uniformemente acotadas. Más aún, si ϕ(0) = 0 entonces son
todas medidas de probabilidad.
Notación 1.52. Dada una medida µ denotaremos ϕµ a la función interna cuya medida de Clark para
α = 1 es µ. Por otro lado, dada una función interna ϕ notaremos µϕα, con α ∈ T, a las medidas de Clark
asociadas a ϕ. Sin embargo, obviaremos los subíndices y supraíndices cuando el contexto no genere
ambigüedad.
El siguiente resultado sobre las medidas de Clark asociadas a la composición de dos funciones
internas será utilizado en el capítulo 4.
Proposición 1.53. Sea ϑ = ψ ◦ϕ donde ϕ y ψ son funciones internas. La familia de medidas de Clark{
µϑα
}











α, con α ∈ T denotan








1− |ψ ◦ ϕ(z)|2


































Dado que la familia {Pz}z∈D es densa en C(T) se obtiene el resultado. 
Como se mencionó al comienzo de la sección, las medidas con las cuales estamos trabajando fueron
introducidas por Clark como medidas espectrales. Clark probó que si µα es una medida de Clark
asociada a una función holomorfa ϕ entonces el operador Vα denido sobre L
2(T, µα) como






es un isomorsmo isométrico de L2(T, µα) en el espacio modelo H(ϕ). El operador inverso de Vα fue
caracterizado por Poltoratskii en [58]. Más precisamente, demostró el siguiente teorema, el cual es muy
importante para los resultados desarrollados en los capítulos 3 y 4.
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Más aún, si f∗ denota el elemento de L2(T, µα) denido por este límite entonces
‖f‖H(ϕ) = ‖f‖H2 = ‖f∗‖L2(T,µα),
y Vα(f
∗) = f .
1.6. Marcos
En la presente sección introduciremos deniciones y resultados en espacios de Hilbert abstractos,
los cuales serán utilizados a lo largo del trabajo en espacios de Hilbert especícos. Para más detalle
consultar [7]. La noción de marco se utilizará en la primera parte del trabajo al estudiar sucesiones
efectivas, mientras que, junto con sucesiones y bases de Riesz, reaparecerá en la segunda parte al
analizar la existencia de conjuntos de muestreo e interpolación universales.
Denición 1.55. Una sucesión de vectores {fn}n∈N en un espacio de Hilbert separable H se dice
sucesión de Bessel en H si existe B > 0 tal que para todo f ∈ H∑
n∈N
| 〈 f, fn 〉 |2 ≤ B‖f‖2.
Ejemplo 1.56. Todo sistema ortonormal es una sucesión de Bessel. N
Dada una sucesión de Bessel, se puede denir un operador T ∗ : H → `2(N) del siguiente modo
T ∗(f) = {〈 f, fn 〉}n∈N.
Notemos que resulta un operador acotado tal que ‖T ∗‖ ≤
√
B. Este operador se denomina operador





se denomina operador de síntesis. Notemos que como T es acotado, si los coecientes cn cambian
poco (en el sentido `2) entonces la imagen por T también cambia poco.
Denición 1.57. Una sucesión {fn}n∈N en H se dice base de Riesz si es de la forma fn = Abn,
donde {bn}n∈N es una base ortonormal de H y A es un operador acotado inversible de H en sí mismo.
Denición 1.58. Una sucesión {fn}n∈N en H se dice sucesión de Riesz si existen constantes posi-














Una sucesión de Riesz, la cual es completa en H, es una base de Riesz para H.
A continuación vamos a introducir un concepto que generaliza de algún modo el de sistema de
generadores.
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Denición 1.59. Una sucesión {fn}n∈N en un espacio de Hilbert H se dice un marco (o frame) si




| 〈 f, fn 〉 |2 ≤ B‖f‖2. (1.11)
Las constantes A,B óptimas se denominan cotas del marco, el cual se dice de Parseval si dichas cotas
óptimas son ambas iguales a 1. En particular se cumple que∑
n∈N
| 〈 f, fn 〉 |2 = ‖f‖2
para todo f ∈ H.
Comentario 1.60. Por denición, todo marco es una sucesión de Bessel. La característica distintiva
de los marcos es que el operador de síntesis T es suryectivo. En efecto, si existiese f ∈ R(T )⊥ de
norma uno, entonces colocándolo en la expresión del medio de (1.11) nos daría cero. Esto contradice la
existencia de A > 0 tal que valga la primera desigualdad en dicha inecuación. Como consecuencia de
la suryectividad de T se tiene que el operador S = TT ∗, denominado operador de marco o frame,




〈 f, fn 〉 fn.
Por otra parte, no es difícil ver que las cotas óptimas, que denominamos cotas del marco son:
A = ‖S−1‖−1 = mı́n{λ : λ ∈ σ (S)} y B = ‖T‖2 = ||S|| = máx{λ : λ ∈ σ (S)}.
N
Denición 1.61. Sea {fn}n∈N un marco de H. Una sucesión {gn}n∈N se denomina marco o frame




〈 f, fn 〉 gn =
∑
n
〈 f, gn 〉 fn.
Si Tf y Tg son los operadores de síntesis de {fn}n∈N y {gn}n∈N respectivamente, entonces {gn}n∈N
es un marco dual de {fn}n∈N si y sólo si TgT ∗f = TfT ∗g = I.
Comentario 1.62. En la denición podemos pedir solamente que {gn} sea una sucesión de Bessel.
Su condición de marco sale como consecuencia de la denición. N
En el siguiente resultado se basa gran parte del trabajo desarrollado. Dado un subespacio cerrado
H de un espacio de Hilbert K, denotamos por PH al proyector ortogonal sobre H.
Teorema 1.63. Sea {fn}n∈N una sucesión en H. Son equivalentes:
i.) {fn} es un marco.
ii.) Existe un espacio de Hilbert K, tal que H ⊂ K (como subespacio cerrado) y una base de Riesz
{bn}n∈N tal que fn = PHbn, para todo n ∈ N. Más aún, la base de Riesz se puede elegir de modo
que posea las mismas cotas óptimas que el marco original {fn}n∈N.
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Demostración. Veamos que i =⇒ ii). Sea T el operador de síntesis de {fn}n∈N, K = H ⊕ N(T ), y
denamos el operador
V : `2(N) = N(T )⊕N(T )⊥ → K ≈ H⊕N(T )
por medio de
V ({cn}) = TPN(T )⊥ ⊕APN(T ) {cn} ,
donde A es la cota inferior del marco{fn}n∈N. Como T (N(T )⊥) = H, se tiene que V ∈ L(`2,K) es un
isomorsmo continuo. Luego, si {en}n∈N es la base canónica de `2(N), entonces bn = V en es una base
de Riesz de K. Además, por construcción claramente satisface que
PHbn = PHV en = Ten = fn.








de donde sale que {bn}n∈N posee las mismas cotas que el marco original {fn}n∈N. 
Corolario 1.64. Sea {fn}n∈N un marco de Parseval. Entonces existe un espacio de Hilbert K, tal que
H ⊂ K (como subespacio cerrado) y una base ortonormal {bn}n∈N de K tal que fn = PHbn, para todo
n ∈ N.
Capítulo 2
El algoritmo de Kaczmarz
El algoritmo de Kaczmarz originalmente se utilizó para resolver sistemas de ecuaciones lineales
Ax = b. Kaczmarz estableció que para matrices cuadradas no singulares, dado un vector jo x0 ∈ Rn,
el algoritmo denido de la siguiente manera:







donde ai son las columnas de las matriz adjunta de A y k ≡ i ( mód m) + 1, converge a la solución del
sistema. Más tarde se probó que el resultado sigue siendo válido cuando la matriz A pertenece a Cm×n.
Más aún, este problema se puede generalizar a cualquier espacio de Hilbert H como el problema de
hallar una solución x (si existe) en la intersección de los m hiperplanos Mi =
{






para todo i ∈ I, donde ai denota un vector de H e I el conjunto de índices. Notar que si z /∈ Mi
entonces las proyecciones sobre Mi están dadas por







Dado x0 arbitrario, el algoritmo de Kaczmarz se puede escribir como
xk+1 = PHm · · ·PH1x0.
El paper original es de 1937 en alemán y fue traducido a inglés recién en 1993. Se encontraron nume-
rosas aplicaciones de dicho algoritmo, entre ellas se destacan procesamiento de imágenes y tomografía
computada.
Deniremos el método de Kaczmarz y probaremos su convergencia en la sección 2.2. Para la prueba
vamos a utilizar el Teorema de Halperin (1962), el cual es una generalización de un resultado de von
Neumann(1933), quien propuso el método de proyecciones alternadas en la formulación más simple:
encontrar la proyección sobre la intersección de dos subespacios de un punto dado en un espacio de
Hilbert. Luego, daremos un resultado sobre la velocidad de convergencia del algoritmo establecido por
de Smith, Solmon y Wagner [65].
2.1. Producto de proyecciones alternadas
En la presente sección enunciaremos el método de proyecciones alternadas dado por von Neumann
y probaremos el caso más general, es decir, para más de dos proyecciones.
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Notación 2.1. Sean H un espacio de Hilbert y M un subespacio cerrado de H. Denotaremos PM a
la proyección ortogonal de H sobre M . En particular, PM satisface las siguientes condiciones:
• PM es lineal
• P 2M = PM = P ∗M
• PM es la mejor aproximación de x a M , es decir,
‖x− PMx‖ = dist(x,M).
El método de proyecciones alternadas fue propuesto originalmente por von Neumann en 1933, quién
probó el siguiente resultado:




n x = PA∩Bx.
Geométricamente el método de proyecciones alternadas dice que, dados dos subespacios cerrados
A y B de H, la mejor aproximación de un vector x ∈ H en A ∩ B se obtiene proyectando primero x
sobre A, luego el vector resultante sobre B y se continúa proyectando el resultado de manera alternada
sobre A y sobre B. La sucesión generada de esta manera converge a PA∩B.
El método de proyecciones alternada tiene utilidad práctica cuando es menos costoso calcular
las proyecciones sobre A y sobre B individualmente que calcular la proyección sobre A ∩ B ó dicha
proyección no se conoce.
En 1962 Halperin extendió el resultado de von Neumann a más de dos subespacios. Vamos a utilizar
la prueba del Teorema de Harperin dada por A. Netyanun y D. Solmon en [52], para lo cual necesitamos
el siguiente lema:
Lema 2.3 (Kakutani). Sean P1, . . . , Pr proyecciones ortogonales sobre los subespacios cerradosM1, . . . ,Mr
de un espacio de Hilbert H, respectivamente, y T = Pr · · ·P1. Entonces, para cada x ∈ H,∥∥∥T kx− T k+1x∥∥∥ −−−→
k→∞
0.
Demostración. Sea x ∈ H, dado que ∥∥∥T k+1x∥∥∥ ≤ ∥∥∥T kx∥∥∥
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para todo k ≥ 1, la sucesión
{∥∥T kx∥∥}
k≥0 es decreciente y acotada inferiormente, por lo tanto es
converge. Luego, la sucesión
{∥∥T kx∥∥2}
k≥0
también es decreciente e inferiormente acotada, por lo
tanto es una sucesión de Cauchy, con lo cual∥∥∥T kx∥∥∥2 − ∥∥∥T k+1x∥∥∥2 −−−→
k→∞
0.
Por otra parte, si P es una proyección ortogonal, por el Teorema de Pitágoras tenemos que
‖x− Px‖2 = ‖x‖2 − ‖Px‖2 .
Ahora, si denimos de forma recursiva los operadores Qj = PjQj−1, para j = 1, . . . , r, con Q0 = I

















∥∥∥QjT kx−Qj+1T kx∥∥∥2 = rr−1∑
j=0
(∥∥∥QjT kx∥∥∥2 − ∥∥∥Qj+1T kx∥∥∥2)
= r
(∥∥∥Q0T kx∥∥∥2 − ∥∥∥QrT kx∥∥∥2) = r(∥∥∥T kx∥∥∥2 − ∥∥∥T k+1x∥∥∥2) −−−→
k→∞
0,
donde la segunda desigualdad se obtiene de 2 |a| |b| ≤ a2 + b2.

Recall the following result on orthogonal projections.
Teorema 2.4 (Halperin). Sea Pj , para 1 ≤ j ≤ r, la proyección ortogonal sobre el subespacio cerrado
Mj de un espacio de Hilbert H y PM la proyección ortogonal sobre M =
r⋂
j=1




PM , es decir, ∥∥∥T kx− PMx∥∥∥ −−−→
k→∞
0,
para cada x ∈ H.
Demostración. Si escribimos T k − T k+1 = T k(I − T ) entonces para y ∈ R(I − T ), por continuidad de
T y el Lema de Kakutani 2.3, T ky converge a cero. Por otra parte, como T ∗ = P1 . . . Pr, tenemos que
ker(I − T ∗) = M1 ∩ . . . ∩Mr = M .
Ahora, dado que
H = R(I − T )⊕ R(I − T )⊥ = R(I − T )⊕ ker(I − T ∗),
si x ∈ H lo podemos descomponer como x = P
R(I−T )
x+PMx, donde M = M1 ∩ ...∩Mr. Por lo tanto,
T kx = T kP
R(I−T )








Observación 2.5. En las condiciones del Teorema de Halperin 2.4, dado ε > 0 y Qk =
∏k
i=1 Pi, si
‖Qk − PM‖ < ε entonces ‖Qk+1 − PM‖ < ε. En efecto, como PkPM = PM para todo k = 1, ..., r
tenemos que
‖Qk+1 − PM‖ = ‖Pk+1(Qk − PM )‖ ≤ ‖Qk − PM‖ < ε.
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2.2. Algoritmo de Kaczmarz
En esta sección comenzaremos dando la denición del algoritmo de Kaczmarz y probaremos que
converge a una solución del sistema aplicando el Teorema de Halperin 2.4. Luego veremos una estima-
ción de la velocidad de convergencia, la cual depende de los ángulos entre ciertos subespacios.
2.2.1. Denición y convergencia
Consideremos el sistema de ecuaciones lineales
Ax = b (2.1)
donde A es una matriz de Cm×n, con m ≥ n, x y b son vectores columna en Cn y Cm, respectivamente.
El producto interno y la norma en Cn están denidos como
〈x, y 〉 =
n∑
k=1
xk yk y ‖x‖ =
√
〈x, x 〉,
respectivamente. Utilizaremos supraíndices para denotar vectores y subíndice para denotar las entradas
de los mismos, por lo tanto ai
∗
notará la i-ésima la de A. La solución del problema en (2.1) se puede
pensar como hallar el vector x ∈ Cn que verique
〈x, ak 〉 = bk, para todo k = 1, ...,m.
En 1937 Kaczmarz propuso el siguiente algoritmo para resolver sistemas de matrices: dado x0 ∈ Cn
denimos la sucesión de vectores







donde k ≡ i ( mód m) + 1. Originalmente el algoritmo fue propuesto para resolver sistemas de matrices
cuadradas no singulares con entradas reales.











El punto xm+1 se obtiene por proyectar nuevamente sobre el subespacio M1, el punto x
m+2 por pro-
yectar sobre el subespacio M2, y así sucesivamente.
El siguiente Teorema prueba que dicho algoritmo converge a la solución del sistema independien-
temente del punto x0 inicial.
Teorema 2.6. Sea Ax = b un sistema de ecuaciones lineales, donde A es una matriz de Cm×n, con
m ≥ n, x y b son vectores columna en Cn y Cm, respectivamente. Entonces el algoritmo de Kaczmarz
(2.2) converge a una solución del sistema.
Demostración. Dada la matriz A ∈ Cm×n, denotamos ai, para i = 1, ...,m, las columnas de la matriz










. Sea x0 ∈ Cn
jo. Si b = 0, dado que k ≡ i ( mód m) + 1, el algoritmo de Kaczmarz (2.2) toma la forma
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donde k + 1 = sm+ i. Si x̃ es una solución del sistema entonces satisface que〈
x̃, ai
〉
= 0, para i = 1, ...,m,
es decir x̃ ∈M .
Por el Teorema de Halperin 2.4, sabemos que (Pm....P1)
s x0 converge a PMx0. Luego, por la obser-
vación 2.5 e inducción tenemos que




Ahora, sea b 6= 0 y x̃ una solución particular del sistema Ax = b. Entonces














k − x̃) = x̃+ PiPi−1 . . . P1(Pm...P1)s(x0 − x̃),
donde k + 1 = sm+ i. Entonces xk+1 tiende a z̃ = x̃+ z0, donde z0 ∈ PM , es decir, z0 es solución de
Ax = 0. Luego, z̃ es una solución del sistema Ax = b. 
2.2.2. Velocidad de convergencia del algoritmo
Para saber si el método de proyecciones alternadas es eciente es necesario estimar la velocidad de
convergencia, ya que si para obtener una buena aproximación se necesitan demasiadas proyecciones el
método deja de ser una opción viable numéricamente.
Smith, Solmon y Wagner [65] hallaron una cota para la velocidad de convergencia del algoritmo la
cual depende de los ángulos entre los subespacios.
Denición 2.7. Sean M y N subespacios cerrados de un espacio de Hilbert H. Denotaremos
• M1 = {x ∈M : ‖x‖ = 1}
• M 	N = M ∩ (M ∩N)⊥




cuyo coseno está dado por
c [M,N ] = sup {|〈x, y 〉| : x ∈ (M 	N)1, y ∈ (N 	M)1} .
Si M ⊆ N ó N ⊆M escribimos c [M,N ] = 0, como si fueran ortogonales.
El seno del ángulo entre M y N es
s [M,N ] = (1− c [M,N ])1/2 .
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Teorema 2.8. Sea Pj una proyección ortogonal sobreMj , para j = 1, ..., r, dondeMj es un subespacio
cerrado de un espacio de Hilbert H. Si M =
r⋂
i=1
Mi, PM es la proyección ortogonal sobre M y θj es el
ángulo entre Mj y
r⋂
i=j+1
Mi, entonces para todo x ∈ H y n ≥ 1,






Demostración. Sea P = Pr . . . P1. Dado que PM x ∈M y P actúa como la identidad sobreM , podemos
escribir la desigualdad que queremos probar de la siguiente manera:




k ‖x− PMx‖2 .
Si denimos v = x− PMx, dado que M⊥ es invariante por P (en efecto, si y ∈M⊥ y x ∈M entonces





 ‖v‖2 , para v ∈M⊥.
La prueba es por inducción sobre r. Si r = 1 entonces ambos lados de la desigualdad son iguales
cero. Ahora supongamos que dicha desigualdad vale para el producto de r − 1 proyecciones. Sean
M̃ = Mr ∩ ... ∩M2 y P̃ = Pr....P2. Todo vector v ∈ M⊥ se puede escribir como v = w + v1 donde
w ∈M1 y v1 ∈M⊥1 entonces
P v = P w + P v1 = P w = P̃w.
Ahora, podemos descomponer a w como w = w1 + w2 donde w1 ∈ M̃ y w2 ∈ M̃⊥ entonces
P̃w = P̃w1 + P̃w2 = w1 + P̃w2.
Como los vectores de la suma son ortogonales, por el Teorema de Pitágoras, tenemos que∥∥∥P̃w∥∥∥2 = ‖w1‖2 + ∥∥∥P̃w2∥∥∥2 .
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Como el ángulo entre M̃ y M1 es por lo menos θ1, tenemos que
‖w1‖2 = 〈w,w1 〉 = cos θ1 ‖w‖ ‖w1‖
entonces, por ser ‖w1‖ 6= 0,
‖w1‖ = cos θ1 ‖w‖ .
Luego, utilizando las dos últimas desigualdades tenemos que
‖Pv‖2 =
































donde la última desigualdad se obtiene por ser ‖w‖ ≤ ‖v‖. 
Ahora, sea x̃ una solución del sistema Ax = b y x0 una condición inicial. Como vimos en la
demostración del Teorema 2.6, los vectores del algoritmo de Kaczmarz están dados por
xk+1 = x̃+ Pi....P1(Pm...P1)
s(x0 − x̃),
donde k + 1 = sm+ i. Luego, si P es la proyección sobre x̃+M ,∥∥∥xk+1 − Px0∥∥∥ = ∥∥x̃+ Pi....P1(Pm...P1)s(x0 − x̃)− Px0∥∥
=
∥∥x̃+ Pi....P1(Pm...P1)s(x0 − x̃)− PM (x0 − x̃)− x̃∥∥
≤ ‖Pi....P1‖
∥∥(Pm...P1)s(x0 − x̃)− PM (x0 − x̃)∥∥
≤ cs
∥∥x0 − x̃− PM (x0 − x̃)∥∥
= cs
∥∥x0 − Px0∥∥ ,
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donde la segunda desigualdad se obtiene del Teorema 2.8 y por ser ‖Pi....P1‖ ≤ 1.
Capítulo 3
Sucesiones efectivas
Como mencionamos al comienzo del capítulo 2, el algoritmo de Kaczmarz se puede generalizar a
cualquier espacio de Hilbert H de dimensión nita. En tal caso, dados vectores ai de H y números
bi, el problema consiste en hallar una solución x (si existe) en la intersección de los m hiperplanos
Mi =
{






, para todo i = 1, . . . ,m. En 2001, Kwapién y Mycielski [40] extendieron
el algoritmo a espacios de Hilbert de dimensión innita. En la primera sección del presente capítulo
veremos dicha generalización, a partir de la cual se denen las sucesiones efectivas y estudiaremos la
relación con cierto marco de Parseval. En la sección 3.2 estudiaremos bajo que condiciones las sucesiones
estacionarias resultan efectivas. En particular, estamos interesados en la sucesión de monomios {zn}n∈N,
la cual es estacionaria en L2(T, µ), donde µ es una medida positiva sobre T. Probaremos que si µ
es singular respecto a la medida de Lebesgue, entonces la sucesión {zn}n∈N es efectiva en L2(T, µ).
Luego, dada una medida singular µ, tenemos un marco de Parseval asociado a la sucesión efectiva de
monomios. Por otra parte, dado que la sucesión {zn}n∈N es una base ortonormal del espacio de Hardy
H2, la sucesión de proyecciones {Pϕ(zn)}n∈N es un marco de Parseval en el espacio modelo ϕH
2,
donde ϕ es una función interna asociada a la medida µ. En la sección 3.3, nuestro principal objetivo
es relacionar dichos marcos de Parseval. Por último veremos que, utilizando proyecciones ortogonales,
las sucesiones casi periódicas en espacios de dimensión nita son efectivas, como sucede en el caso de
sucesiones periódicas.
3.1. Denición de sucesión efectiva y algunas propiedades básicas
Comenzamos la sección con la generalización a espacios de dimensión innita dada por Kwapién y
Mycielski [40]: sea {en}n≥0 una sucesión de vectores unitarios en un espacio de Hilbert H, dado x ∈ H
el algoritmo de Kaczmarz asociado a esta sucesión se dene del siguiente modo:
x0 = 〈x, e0 〉 e0
xn = xn−1 + 〈x− xn−1, en 〉 en.
(3.1)
Notar que por denición de xn los vectores x − xn y en son ortogonales para cada n ∈ N. Además,
en el caso innito dimensional, el algoritmo también se puede expresar en términos de proyecciones
ortogonales: si Pn denota la proyección ortogonal sobre el subespacio 〈en〉⊥, es decir, Pnx = x −
〈x, en 〉 en, entonces
xn = xn−1 + (I − Pn)(x− xn−1).
Como vimos en el capítulo 2 (Teorema 2.6), en el caso de dimensión nita, la sucesión iterada
generada por el algoritmo de Kaczmarz siempre converge, en cambio esta condición en el caso innito
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dimensional puede no ser cierta. Si x ∈ H y {en}n≥1 es una sucesión linealmente densa de vectores
unitarios en H, para cada n ≥ 2 tenemos que
‖x− xn‖ ≥ |〈 en−1, en 〉| ‖x− xn−1‖ . (3.2)
En efecto, dado que
‖x− xn‖2 = ‖Pn(x− xn−1)‖2 = ‖x− xn−1‖2 − |〈x− xn−1, en 〉|2 ,
si suponemos que ‖x− xn−1‖ = 1 para simplicar las expresiones, entonces
‖x− xn‖2 ≥ mı́n
u∈ 〈 en−1 〉⊥
‖u‖ ≤ 1
1− |〈u, en 〉|2
= 1− máx





∥∥∥P〈 en−1 〉en∥∥∥ = |〈 en−1, en 〉|2 .
Por lo tanto, a partir de la desigualdad en (3.2) obtenemos
‖x− xn‖ ≥ |〈 e1, e2 〉 . . . 〈 en−1, en 〉| ‖x− x1‖ .
En particular, sea {bn}n∈N una base ortonormal de un espacio de Hilbert H y consideremos la sucesión










por la desigualdad antes vista tenemos que ‖x− xn‖ no converge a cero. Este hecho conduce a la
siguiente denición.
Denición 3.1. Sea {en}n≥0 una sucesión de vectores unitarios linealmente densa en un espacio de
Hilbert H. Si para todo x ∈ H se tiene que xn
‖·‖−→ x, donde la sucesión {xn}n≥0 está dada por el
algoritmo de Kaczmarz, entonces la sucesión {en}n≥0 se denomina efectiva.
En [40] se da la siguiente caracterización de las sucesiones efectivas en términos de proyecciones
ortogonales.
Proposición 3.2. Sean {en}n≥0 una sucesión de vectores unitarios linealmente densa en un espacio
de Hilbert H y Pn la proyección ortogonal sobre el subespacio 〈en〉⊥. La sucesión {en}n≥0 es efectiva
si y sólo si los operadores Pn · · ·P0 tienden SOT a cero.
Demostración. Dado x ∈ H,
x− xn = x− xn−1 − 〈x− xn−1, en 〉 en
= Pn(x− xn−1) = PnPn−1(x− xn−2)
= PnPn−1 · · ·P0 x.
Luego, la sucesión {en}n≥0 es efectiva si y sólo si los operadores Pn · · ·P0 tienden SOT a cero. Notar
que como la norma de dichos operadores está acotada basta probar la convergencia puntual sobre un
subconjunto linealmente denso de vectores, por ejemplo la sucesión {en}n≥0. 
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Observación 3.3. Con este resultado podemos probar la convergencia del algoritmo en el caso de
dimensión nita planteado por Kaczmarz. En efecto, sea H un espacio de dimensión nita y {en}n≥0
una sucesión periódica, entonces existe m ∈ N tal que en = en+m para todo n ≥ 0. Además, por la
densidad de la sucesión, M = e⊥0 ∩ ... ∩ e⊥m = {0}. Si denimos T = PmPm−1 · · ·P0, donde Pj = e⊥j ,
entonces por el Teorema 2.4,
∥∥T kx∥∥ −−−→
k→∞
0. Luego, por la Proposición 3.2, la sucesión {en}n≥0 es
efectiva. N
Por otra parte, en [40] los autores dan otra expresión para la sucesión de vectores denida a partir
del algoritmo.
Proposición 3.4. Sean H un espacio de Hilbert real o complejo y {en}n≥0 ⊆ H una sucesión de





〈x, gk 〉 ek, (3.3)
donde los vectores gn están denidos de forma recursiva por la siguiente relación:
g0 = e0
gn = en −
n−1∑
k=0
〈 en, ek 〉 gk.
(3.4)
Demostración. Por denición
x0 = 〈x, e0 〉 e0,
entonces si tomamos g0 = e0 obtenemos que
x0 = 〈x, g0 〉 e0.
Supongamos que la igualdad es válida para n− 1. Entonces


















〈x, gk 〉 ek + 〈x, en 〉 en −
n−1∑
k=0




〈x, gk 〉 ek + 〈x, en 〉 en −
n−1∑
k=0
















〈x, gk 〉 ek,
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con gn = en −
n−1∑
k=0
〈 en, ek 〉 gk como queríamos probar.

Corolario 3.5. Los conjuntos {ek}k∈In y {gk}k∈In generan el mismo subespacio. En particular, la
sucesión {en}n≥0 es linealmente densa en el espacio de Hilbert H si y sólo si lo es la sucesión {gn}n≥0.

























El siguiente resultado, probado en [40], es una herramienta fundamental para nuestro trabajo. Uno
de los principales resultados de la tesis es la caracterización del marco de Parseval obtenido en el caso
particular en = z
n como se verá en la sección 3.3.
Teorema 3.6. Sea H un espacio de Hilbert y {en}n≥0 una sucesión de vectores unitarios linealmente
densa en H. La sucesión {en}≥0 es efectiva si y sólo si la sucesión {gn}n≥0 es marco de Parseval.
Demostración. Sea x ∈ H. Dado que los vectores x− xn y en son ortogonales para todo n ≥ 0,
‖x‖2 = ‖x− x0‖2 + 〈x− x0, x0 〉+ 〈x0, x 〉
= ‖x− x0‖2 + 〈x− x0, 〈x, e0 〉 e0 〉+ 〈 〈x, e0 〉 e0, x 〉
= ‖x− x0‖2 + 〈x, e0 〉 〈x− x0, e0 〉+ |〈x, e0 〉|2
= ‖x− x0‖2 + |〈x, g0 〉|2 ,
y por (3.3),
‖x− xn−1‖2 = ‖x− xn + 〈x, gn 〉 en‖2
= ‖x− xn‖2 + 〈x, gn 〉 〈x− xn, en 〉+ 〈x, gn 〉 〈 en, x− xn 〉+ |〈x, gn 〉|2 ‖en‖2
= ‖x− xn‖2 + |〈x, gn 〉|2 .
(3.5)
Por lo tanto,
‖x− xn‖2 = ‖x‖2 −
n∑
k=0
|〈x, gk 〉|2 .










|〈x, gk 〉|2 .
Dado que x ∈ H es arbitrario, la última ecuación establece que {gn}n≥0 es marco de Parseval.

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En general, una sucesión efectiva {en}n∈N es redundante y existen diferentes maneras de reconstruir
un vector x. En particular, puede haber más de un marco de Parseval que satisfaga 3.3. La ventaja
de la sucesión {gn}n∈N es su denición recursiva en términos de los vectores en. A continuación vemos
algunas propiedades que satisface la sucesión {gn}n≥0.
Observaciones 3.7.
1. Si {gn}n≥0 es el marco de Parseval asociado a {en}n∈N entonces cualquier vector gm de norma 1
es ortogonal a gn, para todo n 6= m. En efecto,
1 = ‖gm‖2 =
∞∑
n=0
|〈 gm, gn 〉|2 = |〈 gm, gm 〉|2 +
∑
n6=m
|〈 gm, gn 〉|2 = 1 +
∑
n6=m
|〈 gm, gn 〉|2 .
Por lo tanto, 〈 gm, gn 〉 = 0 para todo n 6= m.
En particular, si {gn}n≥0 es el marco de Parseval asociado a la sucesión efectiva {en}n≥0 entonces
g0 es ortogonal a gn, para todo n ≥ 1 ya que
‖g0‖ = ‖e0‖ = 1.
2. Si la sucesión efectiva {en}n≥0 es marco de Parseval entonces el marco de Parseval asociado
denido en la ecuación (3.4) es él mismo. En efecto,
1 = ‖en‖2 =
∞∑
k=0
|〈 en, ek 〉|2 = 1 +
∑
k 6=n
|〈 en, ek 〉|2 ,
por lo tanto 〈 en, ek 〉 = 0 para todo k 6= n. Luego, de la ecuación (3.4) concluimos que en = gn
para todo n ≥ 0.


















1 0 0 · · ·
m1,0 1 0 · · ·

























Luego, tomando la inversa algebraica de la matriz triangular inferior I+M , a la cual denotaremos
I + U , podemos expresar la sucesión {gn}n≥0 en términos de {en}n≥0









1 0 0 · · ·
c1,0 1 0 · · ·






























cn,jej + en. (3.6)
N
Veamos algunas relaciones entre las matrices M y U establecidas en [25].
Proposición 3.8. Sean U y M matrices triangulares inferiores estrictas tales que satisfacen
MU = UM = −U −M.
Son equivalentes:
1. ‖U‖ ≤ 1
2. M +M∗ + I ≥ 0
Demostración. Sean M(n) y U(n) los truncamientos de las matrices M y U respectivamente, es decir,
M(n)

0 0 0 · · ·
m1,0 0 0 · · ·
...
. . . 0 · · ·










0 0 0 · · ·
c1,0 0 0 · · ·
...
. . . 0 · · ·









Entonces los operadores asociados a M(n) y U(n) son acotados sobre l
2(N0) y por hipótesis
M(n)U(n) = U(n)M(n) = −U(n) −M(n). (3.7)
Si suponemos que la matriz M + M∗ + I ≥ 0 entonces la matriz M(n) + M∗(n) + I corresponde a un
operador acotado y positivo sobre l2(N0). Por lo tanto,
0 ≤ (U∗(n) + I)(M(n) +M
∗
(n) + I)(U(n) + I) = I − U
∗
(n)U(n),
donde la última igualdad se obtiene de (3.7). Luego,
∥∥U(n)∥∥ ≤ 1, para todo n ∈ N, por lo tanto ‖U‖ ≤ 1.
Recíprocamente, si ‖U‖ ≤ 1 entonces
∥∥U(n)∥∥ ≤ 1, es decir, I − U∗(n)U(n) ≥ 0. Por lo tanto,
M(n) +M
∗
(n) + I = (M
∗
(n) + I)(I − U
∗
(n)U(n))(M(n) + I) ≥ 0.
Luego, M +M∗ + I ≥ 0. 
Observación 3.9. Si M + M∗ + I ≥ 0 entonces existen un espacio de Hilbert H y vectores {en}n≥0
en H tales que M +M∗ + I es una matriz de Gram de dichos vectores. N
La siguiente demostración es otra prueba del principal resultado de [25]: caracterizar las sucesiones
efectivas. Para ello utilizamos teoría de marco.
Teorema 3.10. Sea H un espacio de Hilbert. La sucesión {en}n≥0 es efectiva si y sólo si es linealmente
densa en H y U es una isometría parcial, es decir, U∗U es una proyección ortogonal.
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Demostración. Antes de comenzar la demostración recordemos que la sucesión {en}n≥0 es efectiva si y
sólo si la sucesión {gn}n≥0 es un marco de Parseval (Teorema 3.6). Además, si G es la matriz de Gram





















cj,h (I +M +M
∗)h,l ck,l
= ((I + U)(I +M +M∗)(I + U∗))k,j .
Ahora, supongamos que la sucesión {en}n≥0 es efectiva. Sean T : l2(N) → H el operador de




T ∗ : H → l2(N) su adjunto, denido por T ∗(f) = (〈 f, gn 〉)n≥0. Si componemos ambos operadores











cuya representación matricial en la base canónica de l2(N) es
[T ∗T ] = (〈 gj , gk 〉)k,j≥0 .
Luego, dado que
(I + U)(I +M +M∗)(I + U∗) = (I +M∗ + UM∗)(I + U∗)
= I + UM∗ + UM∗U∗
= I + UM∗ − UM∗ − UU∗
= I − UU∗,
por lo visto el comienzo de la demostración tenemos que




= (〈 gj , gk 〉)k,j = [T
∗T ] ,
por lo tanto I − UU∗ es un proyector ortogonal. Luego, UU∗ es proyector ortogonal, es decir, U∗ es
una isometría parcial. Dado que el adjunto de una isometría parcial también lo es, concluimos que U
es isometría parcial.






xn−1 + 〈x− xn−1, en 〉 en
= ĺım
n→∞
〈x, e0 〉 e0 +
n−1∑
k=0
〈x− xk, ek+1 〉 ek+1,
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por lo tanto {en}n≥0 es linealmente densa en H.
Recíprocamente, si {en}n≥0 es linealmente densa en H, por el Corolario 3.5 la sucesión {gn}n≥0








αn gn tenemos que R(T ) = H. Puesto que T ∗T es un proyector ortogonal, R(T ∗T )
es un subespacio cerrado en l2(N) y, por lo tanto, R(T ) es un subespacio cerrado deH. En consecuencia,
R(T ) = H. Entonces, T es suryectivo, lo cual implica que T ∗ está acotado inferiormente y {gn}n∈N
resulta ser marco.
Veamos que {gn}n∈N es marco de Parseval, es decir, que las cotas A = γ(T )2 y B = ‖T‖
2 del marco
son iguales a 1, donde γ(T ) = ı́nf
{














αn αm 〈 gn, gm 〉
= 〈G ((αn)n≥0) , (αn)n≥0 〉
= ‖G ((αn)n≥0)‖2 ,
donde la última igualdad se obtiene por ser G un proyector ortogonal. Dado que ‖T‖ = ‖G‖ = 1
tenemos que la cota superior es igual a 1. Además, como γ(T ) = γ(G) = 1, la cota inferior también es
igual a 1. Luego, {gn}n∈N es marco de Parseval. 
3.2. Sucesiones estacionarias
Dado un espacio de Hilbert H, una sucesión {en}n≥0 se llama estacionaria si
〈 ek+m, el+m 〉 = 〈 ek, el 〉
para todo l, k,m ∈ N. Si denotamos
am = 〈 ek+m, ek 〉 ,
donde k ∈ N y k > −m y consideramos la matriz
M =

0 0 0 · · ·
a1 0 0 · · ·












dado que M +M∗+ I es una matriz denida positiva, por el Teorema de Bochner-Herglotz existe una





para cada m ∈ Z. A dicha medida se la denomina medida espectral de la sucesión estacionaria.
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Notar que los vectores de una sucesión estacionaria son unitarios si y sólo si la medida espectral µ
es de probabilidad.
En esta sección vamos a estudiar cuándo una sucesión estacionaria resulta ser efectiva. La respuesta
la dieron Kwapièn y Mycielski en [40], quienes probaron el siguiente resultado:
Teorema 3.11. Una sucesión estacionaria de vectores unitarios {en}n≥1 en un espacio de Hilbert H es
efectiva si y sólo si su medida espectral µ es la medida de Lebesgue o es singular respecto a la medida
de Lebesgue.
Nosotros daremos una prueba distinta a la original utilizando medidas de Clark y algunas ideas de
la demostración dada por Haller y Szwarc en [25]. Para esto necesitaremos dos lemas previos.
Lema 3.12. Sean A y B matrices de Toeplitz triangulares superiores cuyas entradas no nulas son
denotadas por {an}n≥1 y {bn}n≥1 respectivamente, es decir
A =

0 a1 a2 a3 · · ·
0 0 a1 a2 · · ·
0 0 0 a1 · · ·






 y B =

0 b1 b2 b3 · · ·
0 0 b1 b2 · · ·
0 0 0 b1 · · ·






















Demostración. SeaB una matriz de Toeplitz con entradas no nulas {bn}n≥1, es decir,B = Tb = PMb|H2






y P es la proyección de L2(T) sobre el espacio de Hardy H2. Dado que la matriz A∗+A+ I es denida
positiva y se cumple la relación A∗B∗ = B∗A∗ = −B∗ − A∗ (ya que (B + I)(A + I) = I), por la
Proposición 3.8 aplicada a B∗ y A∗ tenemos que B∗ es una contracción, por lo tanto B también lo es.
Luego,
‖b‖L∞ = ‖B‖ ≤ 1.
Además, como bn = 0 para todo n ≤ 0 concluimos que b ∈ H∞. En consecuencia, B = Mb. Ahora, sea
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por lo tanto para todo k ≥ 1 se cumple que
k∑
h=0
ch b(k−h) = 0. (3.8)
Por otra parte,







al−i bj−l si i < j
1 si i = j
0 si i > j
,
















(ch − ah)b1−h = (c1 − a1) b0︸︷︷︸
=1
,




(ch − ah)bk−h = (ck − ak) b0︸︷︷︸
=1
,







Lema 3.13. Si {en}n≥1 es una sucesión estacionaria en H y µ es su medida espectral entonces existe
una función holomorfa tal que µ es su medida de Clark correspondiente a 1.
Demostración. Sean {en}n≥1 una sucesión estacionaria en H y µ su medida espectral, es decir,




Si M es la matriz de Toeplitz triangular inferior dada por
M =

0 0 0 · · ·
a1 0 0 · · ·
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denimos (I +M)−1 = I + U , donde la matriz U es de la forma
U =

0 0 0 · · ·
u1 0 0 · · ·


















y ‖u‖H∞ = ‖U∗‖ ≤ 1. Además, la función a(z) =
1






y satisface la igualdad (a(z) + 1)(u(z) + 1) = 1. Entonces
















n + an z




































por lo tanto µ es la medida de Clark correspondiente a α = 1 asociada a la función −u. Como −u(0) = 0
tenemos que la medida µ es de probabilidad.

Demostración del Teorema 3.11. Dada una sucesión estacionaria {en}n≥1, sean U y u la matriz y
la función denidas en el Lema 3.13, respectivamente.
Supongamos que {en}n≥1 es efectiva y sea {gn}n≥1 el marco de Parseval asociado. Por el Teorema
3.10, U∗ es isometría parcial entonces |u| es 1 ó 0 sobre T. Por el Teorema de F. y M. Riesz 1.43, u ≡ 0
ó el subconjunto de T sobre el cual u = 0 tiene medida cero y por lo tanto u es interna, en tal caso −u
también lo es y µ resulta singular respecto a la medida de Lebesgue. Si u ≡ 0 entonces U es la matriz




ξndµ(ξ) = 0 ∀n ≥ 1, (3.10)
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luego por el Teorema de F. y M. Riesz 1.19, µ << m. Por el Teorema de Radon- Nikodým existe una
función f medible y positiva tal que dµ = fdm. Conjugando en la ecuación (3.10) obtenemos que∫
T
ξndµ(ξ) = 0 ∀n ≤ 1. (3.11)




f(ξ) ξndµ(ξ) = 0 ∀n 6= 0,
y por unicidad de la transformada de Fourier tenemos que f debe ser constante. Dado que µ es una
medida de probabilidad, f ≡ 1.
Recíprocamente, supongamos que {en}n≥1 es una sucesión estacionaria y que la medida espectral





por lo tanto M es la matriz nula y dado que U + I = (M + I)−1 concluimos que U también lo es.
Ahora, si µ es singular entonces su parte absolutamente continua es cero. Dado que µ es una de las




|α−u(ω)|2 si |u(ω)| < 1
0 si |u(ω)| = 1
,
con α ∈ T, tenemos que u es interna.
En ambos casos, U es una isometría parcial entonces por el Teorema 3.10, la sucesión {en}n≥1 es
efectiva.

Observación 3.14. Sea µ una medida singular de Borel sobre T y {en}n≥0 la sucesión dada por
en = e
2πin(·). Si k, l,m ∈ N entonces
〈 ek+m, el+m 〉L2(µ) =
∫ 1
0
e2πi(k−l)t dµ(t) = 〈 ek, el 〉L2(µ) .
Por lo tanto, la sucesión {en}n≥0 es estacionaria en L2(µ) y µ es su medida espectral. Además, la
sucesión el linealmente densa en L2(µ). En efecto, si no fuera así, existe f ∈ L2(µ) tal que para todo
n ∈ N, ∫ 1
0
e2πint f(t) dµ(t) = 0.
Por el Teorema de F. y M. Riesz 1.19 tenemos que fdµ << m. Por otra parte, la medida fdµ⊥m, luego
por unicidad en el Teorema de la descomposición de Lebesgue, resulta que fdµ = 0. Por lo tanto, f = 0





el Teorema 3.11, la sucesión {en}n≥0 es efectiva en L2(µ).
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3.3. Sucesiones efectivas y los espacios modelos
En la presente sección se encuentra uno de los principales resultados del trabajo: Teorema 3.15,
el cual relaciona el marco de Parseval asociado a la sucesión efectiva de monomios {zn}n∈N con los
valores en el borde del marco Parseval {Pϕ(zn)}n≥0 para el espacio modelo H(ϕ).
Sea µ una medida de Borel sobre T la cual es de probabilidad y singular con respecto a la medida
de Lebesgue, e identiquemos el intervalo [0, 1) con T de manera usual. Por el Teorema 3.11, sabemos
que los monomios {ωn}n≥0 constituyen una sucesión efectiva para L2(T, µ), por lo tanto todo elemento




〈 f, gn 〉ωn, (3.12)
donde {gn}n≥0 es un marco de Parseval para L2(T, µ). La convergencia de esta serie es en sentido de
L2.



















Veamos que ϕ es una función interna. Dado que µ es singular con respecto a la medida de Lebesgue
sobre T, por el Teorema 1.16, para m-casi todo ω ∈ T se cumple que
ĺım
∠z→ω
P [µ](z) = 0, lo cual implica que ĺım
∠z→ω
|ϕ(z)| = 1,
para m-casi todo ω ∈ T. En consecuencia, ϕ es interna. Además, por ser µ una medida de probabilidad
tenemos que ψ(0) = 1, y por lo tanto ϕ(0) = 0.
Dado que los monomios {zn}n≥0 son una base ortonormal para el espacio de HardyH2, si Pϕ denota
la proyección ortogonal sobre el subespacio modelo H(ϕ), por el Teorema 1.63 la sucesión {Pϕ(zn)}n≥0








〈 f, Pϕzn 〉ϕH2 z
n.




respecto a la medida µ, entonces tomando límite no tangencial con respecto a µ en la identidad anterior,
















n∈N también es un marco asociado a la sucesión efectiva {en}n∈N.
Dados dichos marcos de Parseval asociados a la sucesión efectiva de monomios nos preguntamos si
existe alguna relación entre ellos. En el siguiente teorema damos la respuesta a esta pregunta.





Demostración. La primera parte de la demostración es similar a la prueba del Lema 3.13. Para n ∈ Z,





Sea M la matriz de Toeplitz triangular inferior cuyas entradas están dadas por
Mij =
{
µ̂(i− j) si i > j
0 si i ≤ j
y U la matriz de Toeplitz triangular inferior denida por la relación algebraica
(M + I)−1 = I + U, (3.14)
donde I denota la matriz identidad. Si {un}n≥1 es la sucesión denida a partir de las entradas de la
matriz U de la siguiente manera
Uij =
{
ui−j si i > j
0 si i ≤ j
,








Notar que la identidad (3.14) implica que (1+η(z))(1−φ(z)) = 1. A partir de esta identidad obtenemos
que




Esta igualdad fue notada por Haller y Szwarc, quienes la utilizaron para probar φ es una función
interna (ver Sección 4 en [25]). Sin embargo, si además observamos que










Esto muestra que φ y la función ϕ denida en (3.13) tienen la misma parte real. Dado que φ(0) =
ϕ(0) = 0, concluimos que φ(z) = ϕ(z). Utilizando esta identidad y la expresión para Pϕ dada en (1.6),
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si w ∈ D obtenemos que
(Pϕz
































= wn − ϕ(w)
n−1∑
k=0





Ahora, si w tiende a ζ no tangencialmente, tenemos que
(Pϕz









donde la segunda igualdad se obtiene por ser ϕ = 1 sobre el soporte de µ. Nos resta probar que
la última expresión es justamente gn(ζ). Con este propósito, notar que como consecuencia de (3.4)















1 0 0 · · ·
m1,0 1 0 · · ·






























k, lo cual concluye la demostración.

Notar que µ es la medida de Clark asociada a ϕ con α = 1. Dado que ϕ es interna, las restantes
medidas de Clark µϕα también son singulares con respecto a la medida de Lebesgue sobre T. Por lo
tanto, los monomios también son una sucesión efectiva para L2(T, µϕα), y tienen el correspondiente
marco de Parseval {g(α)n }n≥0 asociado. Como la medida de Clark µϕα es la medida de Clark µ(αϕ)1 , a
partir del resultado anterior, de forma directa, obtenemos el siguiente corolario.
Corolario 3.16. Dado α ∈ T, para µϕα-casi todo ζ ∈ T




48 Capítulo 3. Sucesiones efectivas
Antes de continuar, veamos una simple consecuencia del Teorema 3.15: para toda f ∈ H(ϕ), por

















〈 f∗, gn 〉L2(µ) z
n, (3.16)
donde f∗ es el elemento de L2(T, µ) denido por tomar límites no tangenciales. Notar que, como la su-
cesión de monomios es sobre determinada, este simple argumento no se podría hacer sin el conocimiento
del Teorema 3.15.
Ahora, como una aplicación del Teorema 3.15, daremos una prueba más simple y conceptual de
un resultado dado en [27] relacionado con la llamada transformada de Cauchy normalizada. Dada una







donde z ∈ D. Si ϕ(0) = 0, utilizando la expresión















El lado derecho de esta identidad se denomina transformada de Cauchy normalizada.
Corolario 3.17. Sea µ una medida de Borel la cual es de probabilidad y singular con respecto a la
medida de Lebesgue sobre T. Si {gn}n∈N es el marco de Parseval para L2(T, µ) asociado a la sucesión






〈 g, gn 〉L2(µ) z
n.
Demostración. Sea ϕ la función interna denida por (3.13). Dado que la transformada de Cauchy
normalizada coincide con el isomorsmo isométrico V1 entre los espacios H(ϕ) y L2(T, µ), usando








〈 g, gn 〉L2(µ) z
n,
donde en la segunda igualdad hemos utilizado el Teorema de Poltoratskii (Teorema 1.54). 
Otra aplicación es la siguiente expresión para los núcleos reproductores de espacio H(ϕ).
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Corolario 3.18. Sea µ una medida de Borel, la cual es de probabilidad y singular con respecto a la
medida de Lebesgue sobre T, y ϕ la función interna denida por (3.13). Si {gn}n∈N es el marco de






〈 gn, gm 〉L2(µ) z
nwm.




















〈 gn, gm 〉L2(µ) z
nwn,
donde en la última identidad hemos usado (3.16) y el Teorema 3.15. 
3.4. Sucesiones casi periódicas
El concepto de casi periodicidad es una generalización de la periodicidad. Vamos a probar que
en espacios de Hilbert de dimensión nita, al igual que las sucesiones periódicas, las sucesiones casi
periódicas también son efectivas. Comencemos con la denición (para más detalle ver [70]), para lo
cual denotamos X a un espacio métrico arbitrario y ρ a la métrica denida sobre el mismo.
Denición 3.19. Una sucesión {xk}k∈Z ⊆ X se dice casi periódica si para todo ε > 0 existe un
entero positivo p(ε) tal que cualquier conjunto que conste de p(ε) números enteros consecutivos contiene
al menos un entero l para el cual
ρ(xk+l, xk) < ε,
con k ∈ Z. El número l se denomina número ε-traslación de {xk}k∈Z.
Veamos un ejemplo, consideremos la sucesión dada por xn = sen(2πn
√
















por lo tanto xn+l = xn si y sólo si nl
√
2 ∈ Z, lo cual es absurdo para todo l ∈ Z. Luego, la sucesión








tiene un punto de acumulación. Luego, existen n1, n2 ∈ Z tales que∣∣∣e2πin1√2 − e2πin2√2∣∣∣ < ε̃,
por lo tanto
∣∣∣e2πi√2(n1−n2) − 1∣∣∣ < ε̃. En consecuencia, siempre podemos encontrar l ∈ Z tal que l√2
diera de otro entero k menos que ε/2π. Luego, si escribimos l
√







2 + 2kπ + 2πδ) = sen(2πn
√
2 + 2πδ).
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Si denotamos θ = 2πδε , entonces |θ| < 1 y podemos escribir
sen(2πn
√
2 + θε) = sen(2πn
√


























Luego, para ε sucientemente chico tenemos que
xn+l = xn + θ̃ε,
con
∣∣∣θ̃∣∣∣ < 1, por lo tanto la sucesión {xn}n∈Z es casi periódica.
Para probar el resultado principal de esta sección necesitamos el próximo lema. Antes, notar que si
{en}n∈N es una sucesión linealmente densa en un espacio de dimensión nita H entonces existe m ∈ N
tal que H = 〈 e1, . . . , em 〉, con ei ∈ H. En efecto, sea Sm = 〈 e1, . . . , em 〉 y supongamos que H 6= Sm,
para todo m ∈ N. Entonces para cada m existe xm ∈ H, con ‖xm‖ = 1, tal que xm⊥Sm. Dado que
H tiene dimensión nita, la bola unidad es compacta y por lo tanto existe una subsucesión {xmk}k∈N
y x ∈ H tal que xmk −−−→
k→∞
x. Por la propiedad de encaje que satisfacen los conjuntos Sm, tenemos
que xmh⊥Smk para k < h, entonces x⊥Smk para todo k ≥ 1 ya que si existiera j ∈ N tal que x no
fuera ortogonal a Smj tampoco lo sería a Smh para todo h > j y podríamos tomar x̃mh ∈ Smh tal que
x̃mh⊥xmh y 〈 x̃mh , x 〉 6= 0 lo cual implicaría que 0 < |〈x− xmh , x̃mh 〉|
2 ≤ ‖x− xmh‖
2 ‖x̃mh‖
2, y esto
no puede pasar puesto que xmk −−−→
k→∞
x. Luego, por la densidad de la sucesión {en}n∈N en H, debe ser
x = 0, lo cual es absurdo.
Sea An,m = Pn . . . Pm, con n > m, donde Pk es la proyección ortogonal sobre 〈ek〉⊥. El siguiente
lema relaciona la dimensión del espacio H con el hecho que Am,1 sea una contracción.
Lema 3.20. Sea {en}n∈N una sucesión linealmente densa en un espacio de Hilbert H de dimensión
nita y Sm el subespacio generado por 〈e1, . . . , em〉. Son equivalentes:
1. H = Sm0 con m0 ∈ N,
2. ‖Am0,1‖ < 1.
Demostración. Sea m0 ∈ N tal que Sm0 = H. Si ‖Am0,1‖ = 1, existe x0 ∈ H, con ‖x0‖ = 1, tal que
‖Am0,1x0‖ = 1. Entonces
1 = ‖Pm0Pm0−1 · · ·P1x0‖ ≤
m0∏
k=2
‖Pk‖ . ‖P1x0‖ ≤ 1, (3.17)
y por lo tanto ‖P1x0‖ = 1. Luego,
1 = ‖x0‖2 = ‖x0 − P1x0‖2 + ‖P1x0‖2 ≥ ‖P1x0‖2 = 1,
lo cual implica que ‖x0 − P1x0‖2 = 0 y por lo tanto x0 ∈ 〈 e1 〉⊥. Luego, reemplazando en (3.17)
tenemos que
1 = ‖Pm0Pm0−1 · · ·P1x0‖ = ‖Pm0Pm0−1 · · ·P2x0‖ ≤
m0∏
k=3
‖Pk‖ . ‖P2x0‖ ≤ 1,
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entonces, al igual que para k = 1, deducimos que x0 ∈ 〈 e2 〉⊥. Utilizando el mismo argumento para
k = 3, ...,m0 concluimos que x0 ∈ 〈 ek 〉⊥ para todo k = 1, ...,m0. Por densidad de la sucesión {en}n∈N
debe ser x0 = 0, lo cual es absurdo pues ‖x0‖ = 1. Luego, ‖Am0,1‖ < 1.
Recíprocamente, si existe m0 ∈ N tal que ‖Am0,1‖ < 1 entonces Anm0,1
SOT−−−→
n→∞
0. Luego, por el
Teorema 2.4, tenemos que M =
m0⋂
k=1
〈ek〉⊥ = {0}. Por lo tanto, H = Sm0 . 
Proposición 3.21. Si {en}n∈N es una sucesión casi periódica y linealmente densa en un espacio de
Hilbert H de dimensión nita entonces {en}n∈N es efectiva en H.
Demostración. Dado que la sucesión {en}n∈N es densa, existe m > 0 tal que H = 〈 e1, . . . , em 〉. En
tal caso, por el Lema 3.20, sabemos que ‖Am,1‖ = α < 1. Tomemos β ∈ (α, 1) y elijamos ε > 0 de
modo que si (T1, . . . , Tm) y (S1, . . . , Sm) son dos n-uplas de operadores de la bola unidad de L(H) que
verican
‖Tj − Sj‖ ≤ ε,
para todo j ∈ {1, . . . ,m}, entonces se tiene que
‖Tm . . . T1 − Sm . . . S1‖ ≤ β − α.
Sea M ≥ m de modo que cada intervalo de longitud M de números enteros contiene al menos un
ε-periodo de la sucesión {en}n∈N. Si denotamos por medio de τk al ε-periodo comprendido entre
[(2k − 1)M, 2kM ], entonces
τk+1 − τk > M ≥ m.
Luego, usando la submultiplicatividad de la norma de operadores y que los proyectores tienen norma








Como la sucesión {An} es decreciente, resulta que toda la sucesión tiende a cero y por ende {en}n∈N
resulta efectiva. 
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Capítulo 4
Matrices positivas en el espacio de Hardy





para m-c.t.p. sobre T. Además, f∗ satisface que
ĺım
r→1−
‖f∗ − fr‖L2(T,m) = 0,
donde fr(ω) = f(rω), con r ∈ (0, 1). En particular, dicha extensión al borde existe para los núcleos
reproductores y por ser los espacios H2(D) y H2(T) isométricos podemos escribirlos de la siguiente
manera






Es decir, los núcleos reproductores se reproducen a sí mismos a partir de sus extensiones al borde con
respecto a la medida de Lebesgue. En el presente capítulo, dado un núcleo k contenido en H2 vamos
a estudiar el conjunto de medidas respecto a las cuales existe una extensión sobre el borde de k y se
reproduce a sí mismo. En particular, si k es el núcleo reproductor de un subespacio modelo, proba-
mos que tales medidas son las medidas µ para las cuales el subespacio modelo está isométricamente
contenido en L2(T, µ).
Denición 4.1. Sea µ una medida nita de Borel sobre T. Dada una función f : D→ C diremos que
f∗ ∈ L2(T, µ) es una extensión de f si
ĺım
r→1−
‖f∗ − fr‖L2(T,µ) = 0, (4.1)
donde fr = f(r ·).
Consideremos un núcleo denido positivo k : D×D→ C. Como hemos mencionado en la sección 1.2
de preliminares, dado z ∈ D jo, denotaremos kz a la función denida sobre D como kz(·) = k(·, z). Si
µ es una medida positiva de Borel sobre T con respecto a la cual las funciones kz, con z ∈ D, admiten
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Denición 4.2. Dado un núcleo jo k, denotaremos M(k) al conjunto de todas las medidas positivas
de Borel sobre T con respecto a las cuales k se reproduce a sí mismo.
Ejemplos 4.3.
• El núcleo de Szegö se reproduce a sí mismo con respecto a la medida de Lebesgue.
• Sea ϕ una función interna y kϕ el núcleo reproductor del espacio modelo H(ϕ). Veremos que
kϕ no solo se reproduce a sí mismo con respecto a la medida de Lebesgue, sino que también se
reproduce a sí mismo con respecto a las medidas de Clark asociadas a ϕ.
El primero de los objetivos en este capítulo será relacionar el conjunto M(kϕ), correspondiente al
núcleo reproductor del espacio modelo H(ϕ), con el conjunto Iso(ϕ) introducido por Aleksandrov en
[3] que denimos a continuación.
Denición 4.4. Dada una función interna ϕ, el conjunto Iso(ϕ) consiste de aquellas medidas positivas
µ sobre T tales que para toda g ∈ A(ϕ) (ver ( 1.7)) se satisface que∫
T
|g∗|2 dµ = ‖g‖2H2 , (4.2)
donde g∗ denota la restricción de g a T.
Si g ∈ A(ϕ), notar que las funciones gr convergen uniformemente a la restricción g∗. Dado que
µ ∈ Iso(ϕ) es nita, la convergencia uniforme implica que
ĺım
r→1−
‖g∗ − gr‖L2(T,µ) = 0.
Por lo tanto, si g ∈ A(ϕ) la notación g∗ para la restricción sobre el borde es consistente con la notación
introducida en (4.1). Además, como este subespacio es denso en H(ϕ), la ecuación (4.2) dene una
isometría Φ de H(ϕ) en L2(T, µ). En principio, la acción sobre un elemento f ∈ H(ϕ)\A(ϕ) es formal.
Sin embargo, el siguiente resultado de Aleksandrov [4] muestra que este operador actúa sobre cada
f ∈ H(ϕ) por tomar límite no tangencial.
Teorema 4.5. Si µ ∈ Iso(ϕ), toda f ∈ H(ϕ) posee valor no tangencial en el borde en casi todo punto
de T con respecto a µ.
Notar que por densidad de A(ϕ) en H(ϕ), el valor en el borde para f ∈ H(ϕ) dado en el Teorema




en µ-casi todo ω ∈ T.
El siguiente teorema es el primero de los principales resultados del presente capítulo.
Teorema 4.6. Sea ϕ una función interna y kϕ el núcleo reproductor del espacio modelo H(ϕ). Enton-
ces, M(kϕ) = Iso(ϕ). Más aún, para toda f ∈ H(ϕ)
ĺım
r→1−
‖Φ(f)− fr‖L2(T,µ) = 0.
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Dado que las combinaciones lineales de los núcleos reproductores kϕz son densas en H(ϕ), este
resultado es bastante natural. La principal dicultad en la prueba del Teorema 4.6 es tratar con las
diferentes nociones de valor de borde usadas en la denición de los conjuntos M(kϕ) y Iso(ϕ). Por un
lado, en la denición deM(kϕ) la extensión de los núcleos reproductores está denida mediante restric-
ciones del límite radial en L2(T, µ). Por otra parte, en el caso de Iso(ϕ), como hemos mencionado en el
Teorema de Aleksandrov, la denición de valor de borde está dada mediante límites no tangenciales.
Para poder lidiar con estas dicultades necesitamos algunos resultados previos.








donde z ∈ D. Por un conocido teorema de Smirnov, K(µ) ∈ Hp para todo p ∈ (0, 1) (ver por ejemplo
[53, Teorema 4.2.2], [8, Teorema 2.1.10]). Diremos que una función interna ϕ es un divisor de una
función f ∈ Hp si fϕ−1 ∈ Hp para algún p. Notar que esta denición es compatible con la noción
de división entre funciones internas dada en la sección 1.4. El siguiente resultado fue probado por
Aleksandrov en [3].
Proposición 4.7. Sean µ una medida de Borel (compleja) sobre T y ϕ una función interna. Si ϕ es
un divisor de K(µ) entonces toda función f en H(ϕ) ∩H∞ tiene límite no tangencial en |µ|-casi todo
punto sobre T y para este valor de borde se cumple que∫
T
f(ζ) dµ(ζ) = 0.
Notar que, en particular, como una consecuencia de la proposición anterior, todos los núcleos
reproductores tienen límite no tangencial en |µ|-casi todo punto sobre T. Usando este resultado podemos
probar el siguiente lema técnico.
Lema 4.8. Si µ ∈M(kϕ) entonces existe ϕ∗ ∈ L∞(T, µ) tal que
ĺım
r→1−
‖ϕ∗ − ϕr‖L2(T,µ) = 0 y ĺım
∠z→ω
ϕ(z) = ϕ∗(ω),
para µ-casi todo ω ∈ T.






‖(kϕz )∗ − (kϕz )r‖L2(T,µ) = 0,
por cálculos directos se obtiene que
ĺım
r→1−
‖ϕ∗ − ϕr‖L2(T,µ) = 0,
para alguna función medible ϕ∗ : T→ C. Veamos que ϕ converge a ϕ∗ no tangencialmente en casi todo
punto con respecto a µ. Puesto que existe una sucesión {rn}n∈N tal que {ϕrn}n∈N converge en µ-casi





56 Capítulo 4. Matrices positivas en el espacio de Hardy




∣∣∣2dµ(ζ) = 1− |ϕ(z)|2
1− |z|2
.
Siguiendo la idea utilizada por Aleksandrov en la demostración del Teorema 2 en [3], denimos la











Esta función es holomorfa en el bidisco y Γ(z, z) = 0. Por lo tanto, Γ(z, w) es idénticamente igual a
cero en D2, en particular























































dν(ζ) = 0. (4.4)
Observar que la parte singular de µ y ν son mutuamente absolutamente continuas. Como hemos




se satisface para m-casi todo ω ∈ T. Por lo tanto, solo resta probar que el límite no tangencial se
verica en |ν|-casi todo punto, ya que esto implica que el límite se satisface en µs-casi todo punto
también. Con este propósito, notar que la identidad (4.4) se puede reescribir como
K(ν)(z) = ϕ(z)K(ϕ∗ν)(z).
Luego, si aplicamos la Proposición 4.7 a la medida ν, tenemos que para todo z ∈ D
ĺım
∠w→ζ




lo cual de forma directa implica que el límite ĺım
∠z→ω
ϕ(z) = ϕ∗(ω) también se satisface para |ν|-casi todo
punto. 
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Como consecuencia de este lema, más precisamente como consecuencia de su demostración, tenemos
el siguiente corolario.






para µ-casi todo ω ∈ T.
Para concluir la demostración del Teorema 4.6, necesitamos también el siguiente resultado de
Aleksandrov [3].
Teorema 4.10. Si µ es una medida positiva sobre T y ϕ es una función interna entonces son equiva-
lentes:
i.) µ ∈ Iso(ϕ).









iii.) Existe una función θ ∈ H∞ tal que ‖θ‖H∞ ≤ 1 y para todo z ∈ D∫
T
















Por lo tanto, Iso(ϕ) está incluido en la bola de radio R = (1 − |ϕ(0)|)−2. En particular, Iso(ϕ) es
w∗-compacto.
En el Teorema 4.6, la prueba de la convergencia ‖Φ(f)− fr‖L2(T,µ) −−−−→
r→1−
0 para todo f ∈ H(ϕ),
cuando µ ∈ Iso(ϕ), sigue esencialmente las ideas descritas en [58] para medidas de Clark. Sin embar-
go, daremos una prueba detallada adaptada a nuestra situación. Antes, demostraremos los siguientes
resultados técnicos.




‖Φ(g)− gn‖L2(T,µ) = 0.
Demostración. Recordemos que, si S∗ denota el operador adjunto del operador shift, entonces S∗g ∈
H(ϕ). Luego, por el Teorema 4.5, para µ-casi todo ω ∈ T
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n − rn+1) = α.
Demostración. Sea λn = r













































+ ε = ε.

Comentario 4.14. Recordemos la fórmula de suma por partes de Abel:
n∑
m
ak(bk+1 − bk) = am(bm+1 − bm) + am+1(bm+2 − bm+1) + . . .+ an(bn+1 − bn)
= −ambm + bm+1(am − am+1) + . . .+ bn(an−1 − an) + anbn+1











es la expansión de Taylor de g en D. Aplicando la fórmula de sumación de Abel para ckζk = bk+1 − bk
y rk = ak obtenemos que






































































































donde fn denota la n-ésima suma parcial de la expansión de Taylor en D de la función f . Además,




también se satisfaga. Por otra parte, dado que la medida µ es nita, existe r0 ∈ (0, 1) tal que








+ ‖fr − (fn)r‖L2(µ) =
ε
2












Utilizando (4.5), un cálculo directo muestra que
ĺım
k→∞
‖(f − fn)k‖2L2(µ) = ‖Φ((S
∗)(n+1)f)‖2L2(µ).
















+ ‖Φ((S∗)n+1f)‖L2(µ) ≤ ε.
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En particular esto se cumple para los núcleos reproductores. Por otra parte, puesto que los espacios
H(ϕ) y L2(T, µ) son isométricos por denición de Iso(ϕ), los núcleos claramente se reproducen a sí
mismos con respecto a µ.
Recíprocamente, si µ ∈ M(kϕ), por el Lema 4.8 y el Corolario 4.9, tenemos que la condición (ii)
del Teorema 4.10 se satisface. Por lo tanto, µ ∈ Iso(ϕ). 
Ahora veremos algunas consecuencias del Teorema 4.6. La primera de ellas se debe al Teorema 1.54
de Poltoratskii y por ser Vµ un operador unitario.
Corolario 4.15. Todas las medidas de Clark µϕα pertenecen a M(kϕ).
Por otra parte, en [28], Herr et. al. prueban que si k es un núcleo positivo incluido en un espacio
modelo H(ϕ), es decir kz ∈ H(ϕ) para todo z ∈ D, y la medida de Clark µϕ1 ∈ M(k) entonces
µϕ
n
1 ∈M(k), para todo n ≥ 0. La siguiente proposición da una generalización de este resultado.
Proposición 4.16. Sean ϕ una función interna y k un núcleo positivo incluido en H(ϕ). Si µϕ1 ∈M(k)
y ψ es una función interna tal que ϕ|ψ entonces µψα ∈M(k) para todo α ∈ T.
Demostración. Basta probar el resultado para α = 1 (ver el párrafo anterior al Corolario 3.16). Si
ψ es una función interna tal que ϕ|ψ entonces H(ϕ) ⊆ H(ψ), por lo tanto k ⊆ H(ψ). Luego, k∗z ∈
L2(µϕ1 ) ∩ L2(µ
ψ
1 ) (denido por el límite no tangencial así como también por el límite radial en L
2) y
cumple que
kz(w) = 〈 k∗z , k∗w 〉L2(µϕ1 ) = 〈 kz, kw 〉H(ϕ) = 〈 kz, kw 〉H2












donde la primera igualdad la obtenemos por la hipótesis µϕ1 ∈ M(k), la segunda y la quinta por la
isometría V1, la tercera y la cuarta por coincidir las normas en H
2 y en H(ϕ). 
Notemos que, en el resultado de Herr et. al., podemos escribir ϕn como la composición zn ◦ ϕ.
Luego, como consecuencia de la Proposición 1.41 y la Proposición 4.16 obtenemos la siguiente versión
sobre el resultado de Herr, Weber y Jorgensen antes mencionado.
Corolario 4.17. Sean ϑ una función interna tal que ϑ(0) = 0 y k un núcleo positivo en H2 el cual
está incluido en H(ϕ). Si µϕ1 ∈M(k) entonces la función ψ = ϑ ◦ ϕ es interna y µ
ψ
α ∈M(k) para todo
α ∈ T.
Demostración. Como ϑ(0) = 0, se tiene que ϑ̃ =
ϑ
z
∈ H2(D). Por el Teorema de Littlewood, el operador
composición
Cϕ(f) = f ◦ ϕ
es un operador acotado de H2(D) en sí mismo (ver por ejemplo [63]). Luego, ϑ̃ ◦ ϕ ∈ H2(D). Dado
que ψ = ϕ(ϑ̃ ◦ ϕ), concluimos que ϕ|ψ. Entonces, por la Proposición 4.16, µψ1 ∈ M(k). Considerando
αψ = (αϑ) ◦ ϕ en lugar de ψ, obtenemos el resultado para las restantes medidas de Clark. 
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Observación 4.18. Otra manera de obtener la conclusión del corolario anterior es utilizando las
medidas de Clark. Este punto de vista está relacionado con el último resultado en [28]. Sean ϕ y ϑ
funciones internas tales que ϑ(0) = 0. Como ya hemos mencionado, la composición ψ = ϑ ◦ ϕ es una

























1− |ϑ ◦ ϕ(z)|2


































Obtenemos el resultado por ser la familia {Pz}z∈D densa en C(T). Dado que ϑ(0) = 0, sus medidas de








Por el Teorema 4.6, cada medida de Clark µϕβ está incluida en M(k
ϕ) = Iso(ϕ). Puesto que Iso(ϕ)
es convexo y w∗-cerrado (ver [3] u Observación 4.11), se verica que µψα ∈ M(kϕ) ⊂ M(k) para todo
α ∈ T.
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Parte II
Conjuntos de muestreo y de interpolación





Como hemos mencionado en la Introducción general, las nociones de espacio de Paley-Wiener,
conjunto de muestreo y de interpolación se extienden a grupos más generales que Rd.
Sea G un grupo localmente compacto abeliano y Ω un subconjunto precompacto medible Borel del
grupo dual Ĝ. Análogamente a la denición dada en Rd, el espacio de Paley-Wiener PWΩ consiste
de todas las funciones cuadrado integrables denidas sobre G cuya transformada de Fourier se anula
en casi todo punto del complemento de Ω. En este contexto, el espacio PWΩ también resulta ser un
espacio de Hilbert con núcleo reproductor. Por otra parte, un conjunto Λ ⊆ G se denomina conjunto





|f(λ)|2 ≤ B ‖f‖22 .
Un conjunto Γ se dice conjunto de interpolación estable para PWΩ si para cualquier {cγ}γ∈Γ ∈ `
2(Γ)
el problema de interpolación
f(γ) = cγ
tiene una solución f ∈ PWΩ. Recordemos que dichos conjuntos se denominan universales si son
conjuntos de muestreo estable y de interpolación estable para cualquier espacio PWΩ para el cual
m
Ĝ
(Ω) < D(Λ) y m
Ĝ
(Ω) > D(Γ), respectivamente, donde m
Ĝ
denota la medida de Haar de Ĝ y D la
densidad uniforme.
Mediante la transformada de Fourier, sigue siendo válida la equivalencia mencionada en la Intro-
ducción general entre conjuntos de muestreo e interpolación y marcos de exponenciales, considerando
en este caso caracteres en lugar de exponenciales. Más precisamente, un conjunto Λ es de muestreo o
de interpolación para el espacio PWΩ si y sólo si la familia de núcleos reproductores {kλ}λ∈Λ es un
marco o una sucesión de Riesz para PWΩ. Luego, el conjunto de caracteres {eλχΩ}λ∈Λ será un marco
o una sucesión de Riesz para L2(Ω), respectivamente.
El principal objetivo de la presente parte del trabajo es probar la existencia de conjuntos de muestreo
estables universales y de interpolación estables universales en grupos que no poseen necesariamente
cuasi-cristales. La estrategia seguida para demostrarlo está basada en la idea utilizada en [1] para
probar la existencia de conjuntos de muestreo e interpolación con densidades arbitrariamente cercanas
a la densidad crítica para el espacio de Paley- Wiener en grupos. Dado un conjunto compacto Ω de Ĝ
con medida ja queremos hallar un conjunto Ω̃ tal que en el caso de muestreo contenga a Ω y en el
caso de interpolación esté contenido en Ω de manera que L2(Ω̃) admita una base de Riesz de caracteres
con frecuencias en el conjunto Λ. De esta forma, en el primer caso la base de Riesz será un marco en
L2(Ω) y en el segundo una sucesión de Riesz en L2(Ω).
Sin embargo, obtener el conjunto Ω̃ en grupos cuyo dual es isomorfo a Rd1 × Td2 × K puede ser
difícil debido al grupo compacto K. Para sortear esta dicultad vamos a utilizar el siguiente resultado:
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Dado un entorno U de la identidad de Ĝ, existe un subgrupo compacto K incluido en U tal que
Ĝ/K es elemental, es decir,
Ĝ/K ∼= Rd1 × Td2 × Zd3 × F,
donde F es un grupo nito abeliano.
Luego, en primer lugar, vamos a abordar el problema a resolver para grupos cuyo dual es compac-
tamente generado de tipo Lie, es decir, isomorfos a Rd1 × Td2 × Zd3 × F , siendo F un grupo nito
abeliano (ver Teorema 8.5). En particular, el grupo simple Rd×Z32 pertenece a esta familia de grupos.
Para probar la existencia del conjunto Ω̃, por un lado utilizaremos un resultado de aproximación de
conjuntos compactos por una cantidad nita de cubos cuasi-diádicos dado en [1]. Por el otro, siguiendo
las ideas utilizadas por Olevskii y Ulanovskii en [57], un proceso inductivo el cual en el paso n-ésimo
permite obtener una base de Riesz para todos los conjuntos de medida uno que son unión de a lo sumo
n cubos cuasi-diádicos. El resultado se obtiene aplicando alternadamente la extensión del Teorema
de Wiener sobre perturbaciones de bases de Riesz a grupos de la forma Rd1 × Td2 × D, donde D es
un grupo discreto (ver Teorema 7.4) y el teorema sobre existencia de bases de Riesz y multiteselados
(Teorema 7.6).
En [1] se probó que si Ω es un subconjunto de G/K tal que L2(Ω) admite una base de Riesz
de caracteres y π denota la proyección canónica de G en G/K entonces L2(π−1(Ω)) también admite
una base de Riesz de caracteres. Luego, cuando Ĝ no es de tipo Lie, utilizando este resultado y un
argumento similar al usado en la prueba del Teorema 8.5 aplicado a Ĝ/K en lugar de Ĝ, obtenemos
la demostración del segundo resultado principal de la presente parte del trabajo (ver Teorema 8.6).
La segunda parte de la tesis se encuentra organizada de la siguiente manera:
En el Capítulo 5 recordaremos deniciones y resultados básicos sobre grupos localmente compactos
abelianos. En particular, se encuentra el Teorema de Weil, el cual nos da la existencia de la medida
de Haar para un grupo cociente, la transformada de Fourier para grupos y el Teorema de inversión.
La última sección del capítulo contiene los Teoremas de estructura, los cuales son fundamentales en el
trabajo ya que, bajo ciertas hipótesis, nos permiten concentrar nuestro estudio en grupos de la forma
Rd1 × Td2 × Zd3 × F , donde d1, d2, d3 ≥ 0 y F es un grupo nito.
En el Capítulo 6 se dene el espacio de Paley Wiener en grupos localmente compactos abelianos e
introducimos nuestros principales objetos de estudio: los conjuntos de muestreo estable e interpolación
estable para dicho espacio. Con el n de estudiar expansiones de Fourier probaremos que en grupos
sigue siendo válida la equivalencia entre conjuntos de muestreo e interpolación y marco y sucesiones
de Riesz de núcleos reproductores, respectivamente. Finalizamos el capítulo con las nociones de den-
sidades introducidas por Gröchening et. al. en [24] para grupos. En particular, se prueba que dicha
generalización coincide con las densidades de Beurling cuando G = Rd.
Como hemos mencionado, la estrategia para probar los principales resultados del trabajo es hallar
una base de Riesz de caracteres para L2(Ω), de cierto conjunto Ω del grupo dual. Con este propósito,
en el Capítulo 7 por un lado extendemos a grupos de la forma G = Rd1×Td2×D, donde D es un grupo
discreto, el resultado de Paley y Wiener sobre perturbaciones de bases de Riesz. En términos generales,
establece que si dos conjuntos A y Ã de G están cerca (ver denición 7.3 para más precisión) y los
caracteres en A forman una base de Riesz entonces también lo hacen los caracteres en Ã. Por otra
parte, en relación a la conjetura de Fuglede, Grepstad y Lev en [23] y más tarde Kolountzakis en [38]
probaron que si Ω es un conjunto acotado de Rd que multitesela Rd con traslaciones de un retículo Λ
entonces L2(Ω) admite una base de Riesz de exponenciales. En la sección 7.2 enunciamos la extensión
de este resultado a grupos localmente compactos abelianos obtenida en [1].
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El Capítulo 8 contiene los principales resultados de la segunda parte de la tesis. Comenzamos
el mismo con la noción de cubos cuasi-diádicos, los cuales fueron denidos en [1] para aproximar
conjuntos compactos arbitrarios de un grupo elemental. En la sección 8.2, demostramos que L2(Ω)
admite una base de Riesz de caracteres (Teorema 8.4) si Ω es un conjunto de medida uno formado por
cubos cuasi-diádicos. Luego, probamos la existencia de conjuntos de muestreo estables universales y de
interpolación estables universales para grupos isomorfos a Rd1 × Td2 × Zd3 × F , donde F es un grupo
nito. Por último, si G es un grupo compactamente generado y U es un entorno de la identidad de Ĝ
probamos la existencia de dichos conjuntos, en el caso de muestreo para el espacio PWΩ para todo Ω
tal que m
Ĝ






Preliminares sobre grupos localmente
compactos abelianos
En el presente capítulo daremos deniciones y resultados sobre grupos localmente compactos abe-
lianos que utilizaremos a lo largo del trabajo. En particular, se encuentra el Teorema de Weil, el cual
utilizaremos en el Capítulo 8 para demostrar uno de los principales resultados obtenidos. Además, re-
pasaremos propiedades del conjunto de morsmos continuos denidos sobre un grupo y recordaremos
la denición de transformada de Fourier. Por último veremos que, bajo ciertas condiciones, podremos
restringir nuestro estudio a grupos de la forma Rd1 × Td2 × Zd3 × F , donde d1, d2, d3 ≥ 0 y F es un
grupo nito. Las pruebas de los resultados contenidos en esta sección se puede encontrar en [60] y [13].
5.1. Deniciones y propiedades básicas
Dado un grupo arbitrario G consideraremos la adición como la operación del grupo, denotaremos
e al elemento neutro y −x al inverso de x en G. Recordemos que una topología τ sobre G se dice
Hausdor si para todo par de puntos distintos x, y ∈ G existen entornos disjuntos de x e y. Por otra
parte, si todo punto de G tiene un entorno compacto decimos que τ es localmente compacta.
Denición 5.1. Sea G un grupo abeliano dotado de una topología τ la cual es Hausdor y localmente
compacta de modo que la aplicación dada por
(x, y) 7→ x− y
es continua de (G × G, τ × τ) en (G, τ). A tal grupo lo llamaremos grupo localmente compacto
abeliano y utilizaremos la abreviación grupo LCA.
Ejemplos 5.2.
• Rn con la suma y la topología usual.
• Zn con la suma y la topología discreta.
• Tn con la topología producto, considerando a T = {z ∈ C : |z| = 1} con la topología heredada de
C.
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En un grupo LCA G existe una medida m no negativa regular de Borel la cual no es idénticamente
nula y es invariante por traslaciones, es decir,
m(E) = m(E + x),
para todo x ∈ G y todo conjunto de Borel E contenido en G. A tal medida la denominaremos medida
de Haar del grupo y es única salvo productos por escalares positivos. Si el grupo es compacto, la
normalizaremos de modo que resulte una medida de probabilidad.
Notación 5.3. Dado un grupo LCA G, notaremos mG a la medida de Haar de G. Obviaremos el
subíndice si no hay posibilidad de confusión sobre a qué grupo corresponde la medida.
Fijada la medida de Haar, los espacios Lp(G) = Lp(G,m), para 0 ≤ p ≤ ∞, se denen de la manera
usual. La norma en Lp(G) es invariante por traslaciones, es decir, si f ∈ Lp(G) y x ∈ G,
‖fx‖p = ‖f‖p
donde fx(y) = f(y − x), con y ∈ G.
Teorema 5.4. Si 1 ≤ p <∞ y f ∈ Lp(G) entonces la aplicación de G en Lp(G) dada por
x 7→ fx
es uniformemente continua.
Denición 5.5. Sean f, g : G→ C dos funciones medibles Borel y x ∈ G tal que∫
G
|f(x− y)g(y)| dm(y) <∞. (5.1)
Entonces se dene la convolución de f y g en x como




En la siguiente proposición listamos algunas propiedades de la convolución que se deducen más o
menos inmediatamente de la denición y el Teorema 5.4.
Proposición 5.6. Sea G un grupo LCA.
1. Si se cumple (5.1) para un x ∈ G entonces (f ∗ g) (x) = (g ∗ f) (x).
2. Si f y g son continuas con soporte compacto, entonces sop(f ∗ g) ⊆ sop(f) + sop(g).
3. Si f ∈ L1(G) y g ∈ L∞(G), entonces f ∗ g está bien denida, es acotada y uniformemente
continua.
4. Si 1 < p < ∞ y q es el exponente conjugado de p, dadas f ∈ Lp(G) y g ∈ Lq(G) entonces
f ∗ g ∈ C0(G).
5. Si f, g ∈ L1(G) entonces (5.1) se cumple para m-ctp. y vale que
‖f ∗ g‖1 ≤ ‖f‖1‖g‖1.
6. El espacio (L1(G),+, ∗) es un álgebra de Banach conmutativa.
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5.1.1. Grupo cociente
Si H es un subgrupo de G, el conjunto G/H de todos los cosets de H resulta un grupo abeliano si
denimos
(H + x) + (H + y) = H + x+ y,
con x, y ∈ G. Más aún, si H es cerrado entonces el conjunto G/H es, en realidad, un grupo LCA.
Teorema 5.7. Sea G un grupo LCA y π la proyección canónica de G en G/H, donde H es un subgrupo
cerrado de G. Un subconjunto de G/H es abierto si y sólo si es la imagen por π de un subconjunto
abierto de G. Entonces G/H es un grupo LCA.
Demostración. Por denición π es una aplicación continua y abierta, por lo tanto G/H es localmente
compacto. Sean x, y ∈ G tales que x− y /∈ H, entonces dado que y +H es cerrado, existe un entorno
W del elemento neutro e de G tal que x+W no interseca a y+H. Por ser G un grupo LCA, existe un
entorno simétrico y compacto V de e tal que V +V ⊂W , entonces los conjuntos x+H+V e y+H+V
no se intersecan. Es decir, existen entornos disjuntos de los puntos x + H e y + H en G/H, por lo
tanto G/H es un espacio de Hausdor. Ahora, veamos que la aplicación φH : G/H ×G/H → G/H es
continua. Sea U ⊆ G/H un conjunto abierto. Consideramos ψ = π×π y φG : G×G→ G la aplicación
que asigna la operación del grupo. Por ser G un grupo topológico, φG en continua, además dado que
π es continua y abierta, ψ resulta una aplicación abierta. Luego, φ−1H (U) = ψφ
−1
G π
−1(U) es abierto en
G/H ×G/H. Por lo tanto, φH es una aplicación continua. 
Los conjuntos que se denen a continuación son fundamentales en el presente trabajo.
Denición 5.8. Sea G un grupo LCA. Un retículo uniforme en G es un subgrupo discreto H tal
que G/H es compacto.
Denición 5.9. Sea G un grupo LCA y H un retículo uniforme en G. Una sección de Borel de
G/H es un conjunto de representantes de dicho cociente, es decir, es un conjunto A de G que contiene
exactamente un elemento de cada coset. Luego, cada elemento x ∈ G se puede escribir de manera única
como x = a+h, donde a ∈ A y h ∈ H. Además, se puede probar que existe una única sección de Borel
de G/H relativamente compacta, a la cual se la denomina dominio fundamental. (ver [21] y [36]).
.
Fórmula integral de Weil
El Teorema Weil prueba la existencia de la medida de Harr sobre el cociente G/H, siendo H un
subgrupo cerrado de G. Además, la fórmula integral relaciona funciones integrables en G con funciones
integrables sobre G/H.
Teorema 5.10 (Weil). Sean G un grupo LCA y H un subgrupo cerrado de G. Entonces existe una
medida invariante mG/H no nula sobre el cociente G/H tal que mG/H es única salvo factor escalar.
Dadas las medidas de Harr de G y H, existe una única elección de mG/H tal que para toda f ∈ Cc(G)







f(x+ h) dmH(h) dmG/H(π(x)),
donde π denota la proyección canónica de G en G/H.
Observación 5.11. Vamos a asumir esta normalización y llamaremos medida cociente a mG/H .
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5.1.2. Grupo dual y transformada de Fourier
Si G es un grupo LCA entonces L1(G) resulta ser un álgebra de Banach conmutativa con el producto
dado por la convolución. La siguiente proposición relaciona los morsmos sobre G con los morsmos
sobre L1(G).





para toda f ∈ L1(G). Entonces la función ϕγ es un morsmo no nulo sobre L1(G). Más aún, todo
morsmo no nulo sobre L1(G) se obtiene de esta manera.
Consideremos L1(G)∗ con la topología débil∗ y sea Ω(G) el conjunto de morsmos no nulos sobre
L1(G). Con la topología débil∗ relativa, Ω(L1(G)) es un espacio localmente compacto Hausdor.
Sea Ĝ el conjunto dado por
Ĝ = {γ : G→ T : γ es un morsmo continuo} .
Dotado con la operación
(γ1 + γ2)(x) = γ1(x) γ2(x),
para γ1, γ2 ∈ Ĝ y x ∈ G, el conjunto Ĝ es un grupo y se lo denomia grupo dual de G y a sus
elementos caracteres. Por otra parte, la Proposición 5.12 nos permite dotar a Ĝ de una topología
Hausdor locamente compacta vía la identicación de Ĝ con Ω(L1(G)). Notemos que respecto a esta




Entonces, hemos visto que Ĝ es un grupo y un espacio localmente compacto Hausdor. El próximo
teorema establece que estas dos estructuras juntas hace a Ĝ un grupo LCA. Antes consideremos los
siguientes conjuntos
N(K, r, γ0) = {γ ∈ Ĝ : |γ(x)− γ0(x)| < r para todo x ∈ K},
donde K es un compacto de G y r > 0. Notar que N(K, r, γ0) = γ0 +N(K, r, 0).
Teorema 5.13.
i.) La función (x, γ) 7→ γ(x) es continua de G× Ĝ en T;
ii.) Los conjuntos N(K, r, γ0) son abiertos y son una base de la topología de Ĝ.
iii.) El grupo Ĝ es un grupo LCA.
Como consecuencia inmediata se obtiene el siguiente resultado.
Corolario 5.14. Sea x ∈ G, entonces la función ex : Ĝ→ T denida por ex(γ) = γ(x) es un caracter.
La Proposición 5.12 es el punto de partida de la teoría de Fourier en grupos LCA.
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En otras palabras, f̂ no es otra cosa que la transformada de Gelfand de f . Por medio de A(Ĝ) deno-
taremos a la imagen de la transformada de Gelfand en C0(Ĝ) (resp. C(Ĝ) si Ĝ es compacto).
Las siguientes propiedades se obtienen como consecuencia directa de la denición y de las propie-
dades de la transformada de Gelfand.
Proposición 5.16.
i.) A(Ĝ) separa puntos en Ĝ.
ii.) Si f∗(x) = f(−x), entonces f̂∗ = f̂ . En consecuencia, A(Ĝ) es densa en C0(Ĝ).
iii.) A(Ĝ) es invariante por traslaciones y modulaciones, i.e. multiplicación por caracteres. En parti-
cular se tiene que
• (̂Txf)(γ) = ex(γ)f̂(γ), donde ex(γ) = γ(x);
• (̂ηf)(γ) = f̂(γ − η).
iv.) ‖f̂‖∞ ≤ ‖f‖1.
Proposición 5.17. Si G es discreto entonces Ĝ es compacto y si G es compacto entonces Ĝ es discreto.
Veamos algunos ejemplos clásicos de grupos y la transformada de Fourier.
Ejemplos 5.18.
• Si G = Rn, entonces Ĝ = Rn y f̂(y) =
∫
Rn f(x)e
i 〈 y, x 〉dm(x), con x, y ∈ Rn.
• Si G = Zn, entonces Ĝ = Tn y f̂(eiα) =
∑
m∈Zn
f(m)ei 〈m,α 〉, con eiα ∈ Tn.
• Si G = Tn, entonces Ĝ = Zn y f̂(m) =
∫
Tn f(e
iθ)ei 〈n, θ 〉dm(θ), con m ∈ Zn.
Los siguientes subgrupos serán muy importante para probar los principales resultado en el capítulo
8.
Denición 5.19. Dado un subgrupo cerrado H de G se denomina anulador de H al conjunto H⊥
de Ĝ dado por
H⊥ := {γ ∈ Ĝ : γ(h) = 1, ∀h ∈ H}.
Denición 5.20. El anulador Λ = H⊥ es un retículo de Ĝ denominado retículo dual.
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Teorema de inversión
El próximo resultado nos da una normalización para la medida de Haar de Ĝ. Sea B(G) el conjunto





para cierta µ ∈ M(Ĝ). Por el teorema de Bochner y el teorema de descomposición de Hahn, este
conjunto es precisamente el conjunto de combinaciones lineales nitas de funciones denidas positivas.
Recordemos que una función φ : G → C se dice denida positiva si la aplicación k : G × G → C
dada por k(x, y) = φ(x− y) es una matriz positiva.
Teorema 5.21. Sea f ∈ L1(G) ∩B(G). Entonces
i.) f̂ ∈ L1(Ĝ);






Una consecuencia importante del teorema anterior es la identidad de Plancherel.
Teorema 5.22 (Plancherel). Sea f ∈ L1(G) ∩ L2(G). Entonces f̂ ∈ L2(Ĝ) y además
‖f‖L2(G) = ‖f̂‖L2(Ĝ).
Más aún, la transformada de Fourier se extiende a un isomorsmo isométrico.
Teorema de Dualidad de Pontryagin
Dado un grupo LCA G, vimos que su dual Ĝ también es un grupo LCA, luego la pregunta natural
que surge es qué relación existe entre
̂̂
G y G. Según vimos en el Teorema 5.13, todo elemento x ∈ G
induce un carácter ex sobre Ĝ del siguiente modo:
ex(γ) = γ(x).
Si denimos α : G→ ̂̂G por medio de α(x) = ex entonces claramente la función α posee las siguientes
propiedades:
• α es un morsmo de grupos.
• Es inyectivo (ya que γ separa puntos en G).
El Teorema de Dualidad de Pontryagin nos dice que
̂̂
G puede ser identicado con G, informalmente
establece que todo grupo LCA es el grupo dual de su grupo dual.
Teorema 5.23. El morsmo α es un homeomorsmo de G en
̂̂
G .
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5.2. Teoremas de estructura
La presente sección contiene tres teoremas de estructura que nos serán de gran utilidad en los
próximos dos capítulos. Primero veremos que los grupos LCA son isomorfos a grupos de la forma
Rd × H, para algún d ≥ 0 y H un grupo LCA que contiene un subgrupo abierto compacto K. Si
además contamos con información adicional sobre el grupo podremos obtener mejores teoremas de
estructura. Por ejemplo, todo grupo LCA compactamente generado es isomorfo a un grupo de la forma
Rd1 × Zd2 ×K, para algún grupo compacto K y d1, d2 ≥ 0 y todo grupo compactamente generado de
tipo Lie es isomorfo a uno de la forma Rd1×Zd2×Td3×F , donde F es un grupo nito y d1, d2, d3 ≥ 0.
Los resultados enunciados en esta sección y sus demostraciones se pueden encontrar en [13] y [60].
A continuación enunciamos el primer teorema de estructura.
Teorema 5.24. Sea G un grupo LCA. Entonces existen un grupo LCA H y d ≥ 0 tales que
1. G es isomorfo a Rd ×H.
2. H contiene un subgrupo compacto abierto K.
El segundo teorema de estructura es para grupos LCA compactamente generados. Recordemos que
un grupo topológico G se dice compactamente generado si




para algún subconjunto compacto V de G.
Teorema 5.25. Sea G un grupo LCA compactamente generado. Entonces existen d1, d2 ≥ 0 y un
grupo compacto K tales que G es isomorfo a Rd1 × Zd2 ×K.
El tercer teorema de estructura que enunciaremos en esta sección es para grupos LCA de tipo Lie.
Para denir esta noción recordemos que dos grupos localmente compactos G y G̃ se dicen localmente
isomorfos si existen entornos abiertos de la unidad V y Ṽ en G y G̃, respectivamente, junto con un
homeomorsmo ϕ : V → Ṽ tales que
ϕ(x+ y) = ϕ(x)ϕ(y) y ϕ(−x) = ϕ(x)−1 (5.3)
para todo x, y ∈ V tales que x + y ∈ V (resp. −x ∈ V ). Un grupo LCA G se dice de tipo Lie si G
es localmente isomorfo a Rd para algún d ≥ 0. Dicho d está unívocamente determinado y se llama la
dimensión del grupo.
Teorema 5.26. Sea G un grupo LCA de tipo Lie. Entonces G es isomorfo a Rd1 × Td2 × D, para
d1, d2 ≥ 0 y D un grupo discreto abeliano.
Combinando los Teoremas 5.25 y 5.26 junto con los isomorsmos
R̂d1 ∼= Rd1 , Ẑd2 ∼= Td2 , T̂d3 ∼= Zd3 (5.4)
y el hecho de que el dual de un grupo discreto es un grupo compacto y el dual de un grupo compacto
es un grupo discreto, obtenemos el siguiente corolario como consecuencia del Teorema de Dualidad de
Pontryagin 5.23.
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Corolario 5.27. Sea G un grupo LCA. Entonces son equivalentes:
1. Ĝ está compactamente generado.
2. G es un grupo LCA de tipo Lie.
Dado que los cocientes de grupos localmente generados están localmente generados, el Teorema
5.26 junto con el teorema de estructura para grupos abelianos nitamente generados, el cual establece
que dichos grupos son isomorfos a Zm × F , donde m ∈ N y F es un grupo nito abeliano, implican
inmediatamente el siguiente corolario.
Corolario 5.28. Sea G un grupo LCA. Entonces son equivalentes:
1. G es un grupo LCA compactamente generado de tipo Lie.
2. Existen d1, d2, d3 ≥ 0 y un grupo nito abeliano F tal que G ∼= Rd1 × Td2 × Zd3 × F .
Capítulo 6
Preliminares sobre muestreo e
interpolación en espacios de Paley Wiener
de un grupo LCA
Como hemos mencionado en la introducción en esta segunda parte de la tesis, estamos interesados
en saber cuándo un conjunto es de muestreo o interpolación para el espacio de Paley-Wiener. En el
presente capítulo veremos que, por medio de la transformada de Fourier, dicha condición es equivalente
a que los núcleos reproductores constituyan un marco o una sucesión de Riesz, relación que utilizare-
mos fuertemente en el capítulo 8. Luego, recordaremos la noción de densidad de Beurling para Rd y
consideraremos la extensión a grupos LCA dada por K. Gröchenig et. al. en [24].
6.1. Espacios de Paley Wiener en grupos LCA
El espacio que denimos a continuación forma parte de la familia de subespacios invariantes del
operador shift. A lo largo de este capítulo estaremos interesados en este espacio y es sobre el cual se
centran los principales resultados obtenidos.
Denición 6.1. Sean G un grupo LCA y Ω un subconjunto precompacto de Ĝ. El espacio de Paley-
Wiener PWΩ consiste de todas las funciones cuadrado integrables denidas sobre G cuya transformada
de Fourier converge a cero (en casi todo punto) fuera de Ω, es decir,
PWΩ =
{
f ∈ L2(G) : f̂χΩc = 0 en m− ctp
}
.




















Luego, obtenemos que las evaluaciones son acotadas, y por lo tanto el espacio de Paley-Wiener PWΩ
es un espacio con núcleo reproductor. Si x ∈ G, al núcleo asociado a la evaluación en x lo denotamos
kx y está dado por kx = (e−xχΩ)
ˇ.
En gran parte del trabajo supondremos que Ĝ es compactamente generado. Esto no es una restric-
ción seria, tal como lo muestra el siguiente teorema (ver también [20]).
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Teorema 6.2. Supongamos que Ω ⊆ Ĝ es relativamente compacto y que H es el subgrupo abierto
generado por Ω. Entonces H es compactamente generado y existe un subgrupo compacto K ⊆ G tal
que toda f ∈ PWΩ es K-periódica. Más aún, el cociente G/K es isomorfo a Rd1 ×Td2 ×D para cierto
grupo abeliano discreto y a lo sumo numerable D, y (G/K )̂ = H, donde H es el subgrupo de Ĝ
generado por Ω .
Demostración. Sea V un entorno abierto y relativamente compacto de Ω ⊆ Ĝ, y sea H el subgrupo

























dado que k ∈ H⊥ y Ω ⊆ H. Como H es compactamente generado, por el Corolario 5.27, H es isomorfo
a un grupo de la forma Rd1 × Zd2 × L para cierto grupo compacto L. En consecuencia
Ĥ ' ̂̂G/H⊥ ' G/K ' Rd1 × Td2 ×D ,
donde D = L̂ es un grupo discreto. 
Como consecuencia de este resultado, cada función f ∈ PWΩ pertenece a G/K y puede ser identi-
cada con una función f̃ ∈ L2(G/K).
6.2. Sucesiones de muestreo e interpolación
Intuitivamente, un conjunto es de muestreo si conociendo nuestra función sobre él, tenemos su-
ciente información para reconstruirla, mientras que un conjunto de interpolación impone restricciones
que debe satisfacer la función. Comenzamos la sección dando la denición formal de dichos conjuntos.
Denición 6.3. Sea Λ un conjunto de puntos de G. Diremos que Λ es un conjunto de muestreo




|f(λ)|2 ≤ B‖f‖2. (6.1)
Denición 6.4. Un conjunto de puntos Λ se denomina conjunto de interpolación del espacio PWΩ
si para cualquier sucesión {cλ} ∈ `2(Λ) existe una función f en PWΩ tal que:
f(λ) = cλ. (6.2)
Cuando el espacio de Paley Wiener está denido en el grupo Rd, es un resultado bien conocido que
todo conjunto de interpolación es separado y que todo conjunto de muestreo es una unión nita de
conjuntos separados. Esto permite, sin pérdida de generalidad, suponer que los conjuntos con los que
se trabaja son separados. A continuación veremos que lo mismo ocurre en el marco de grupos LCA.
Las demostraciones de estos resultados están esencialmente extraídas de [24]. En este contexto, pese
a que en la mayoría de los casos de interés el grupo es metrizable, es más usual hablar de conjuntos
uniformemente discretos.
6.2. Sucesiones de muestreo e interpolación 79
Denición 6.5. Diremos que un conjunto Λ de un grupo LCA G es uniformemente discreto si
existe un entorno de la identidad U de modo que para todo par λ1, λ2 ∈ Λ
(λ1 + U) ∩ (λ2 + U) = ∅.
Hecha esta aclaración, comencemos considerando el caso de las sucesiones de interpolación. Como
veremos a continuación, una conjunto de interpolación es automáticamente separado.
Proposición 6.6. Si Λ un conjunto de interpolación entonces Λ es uniformemente discreto.
Demostración. En primer lugar notemos que como consecuencia del teorema del gráco cerrado, el
problema de interpolación siempre se puede resolver de manera que existe M > 0 tal que el problema
f(λ) = aλ





para toda sucesión de cuadrado integrable {aλ}λ∈Λ. Aclarado esto, supongamos que para todo abierto
U en G existen puntos λ1 y λ2 en G tales que λ2 − λ1 pertenece a U . Resolviendo el problema para
f(λ1) = 1 y f(λ) = 0 si λ ∈ Λ y λ 6= λ1, se tiene que ‖f‖2 ≤M y








lo cual no puede ocurrir para cualquier abierto U cuando Ω es relativamente compacto.

La reducción en el caso de conjuntos de muestreo también sigue las líneas usuales. Ahora veamos
que un conjunto de muestreo es una unión nita de conjuntos separados. Para eso necesitamos el
siguiente lema.
Lema 6.7. Sea Λ un conjunto uniformemente discreto de G, y Ω un subconjunto relativamente com-
pacto de Ĝ. Entonces existe una constante positiva C tal que∑
λ∈Λ
|f(λ)|2 ≤ C‖f‖22,
para toda f ∈ PWΩ.
Demostración. Sea g una función en L1(G) tal que ĝ(γ) = 1 para todo γ ∈ Ω y para cualquier entorno




también pertenece a L1(G) (sobre la existencia de tal función ver [59, Thm. 5.1.3]). Si f ∈ PWΩ,
entonces f = f ∗ g y f ](x) ≤ (|f | ∗ g])(x) para todo x en G. Consecuentemente,
‖f ]‖2 ≤ ‖f‖2‖g]‖1
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para toda f en PWΩ. Claramente, |f(λ)| ≤ f ](x) siempre que x ∈ (λ+ U). Dado que Λ es uniforme-



























Como el espacio PWΩ es un espacio invariante por traslaciones constituido por funciones continuas,
dado x ∈ G existe una función f ∈ PWΩ tal que |f(x)| > 0. Esta observación y el lema anterior nos
conducen al siguiente resultado:
Proposición 6.8. Sea Λ un subconjunto de G y Ω un subconjunto relativamente compacto de Ĝ.
Entonces, existe una constante C > 0 tal que para toda f ∈ PWΩ∑
λ∈Λ
|f(λ)|2 ≤ C‖f‖22, (6.4)
si y sólo si Λ es una unión nita de conjuntos uniformemente discretos.
Dado que conjunto de muestreo satisface la condición de Bessel (6.4) resulta que un conjunto de
muestreo es una unión nita de conjuntos separados.
Si bien no lo utilizaremos en los resultados subsecuentes, cabe mencionar que se puede probar que





para toda f ∈ PWΩ, entonces existe un subconjunto uniformemente discreto Λ̃ de Λ y constantes





para toda f en PWΩ.
El principal ingrediente de la prueba de este resultado es el siguiente lema, el cual posee interés en
sí mismo y nos será útil más adelante.
Lema 6.9. Sea Λ un subconjunto uniformemente discreto de G. Entonces, para todo ε > 0, existe un
entorno U de la identidad tal que si λ 7→ λ′ es una función de Λ en G que satisface λ′−λ ∈ U , entonces∑
λ∈Λ
|f(λ)− f(λ′)|2 ≤ ε‖f‖22 (6.5)
para toda f en PWΩ.
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|f(y)||g(λ− y)− g(λ′ − y)|dmG(y)
)2
.
Por la desigualdad de Jensen, el sumando de la derecha correspondiente a λ es mayorizado por la
expresión ∫
G
|f(y)|2|g(λ− y)− g(λ′ − y)|dmG(y)
∫
G
|g(λ− x)− g(λ′ − x)|dmG(x).
Como el operador g(x) 7→ g(η − x) is continuo con respecto a la norma L1, la integral∫
G
|g(λ− x)− g(λ′ − x)|dmG(x)
se puede hacer arbitrariamente pequeña y de manera uniforme en U , si este entorno se toma de clausura
compacta. Por otra parte, en la integral∫
G
|f(y)|2|g(λ− y)− g(λ′ − y)|dmG(y)





|g(λ− y)− g(λ′ − y)|
)
dmG(y).
La serie en el integrando se puede acotar repitiendo la estimación hecha en (6.3). Por lo tanto, eligiendo
convenientemente U se obtiene (6.5). 
Por último veamos que relación existe entre los conjuntos de muestreo e interpolación y los núcleos
reproductores indexados en los puntos de dichos conjuntos. A partir de la denición de conjunto de
muestreo y de la transformada de Fourier es fácil ver el siguiente resultado:
Proposición 6.10. Sea Λ un conjunto de puntos de G. Entonces son equivalentes:
i.) Λ es un conjunto de muestreo.
ii.) {kλ}λ∈Λ es un marco para PWΩ.
iii.) {eλ}λ∈Λ es un marco para L2(Ω).
Notemos que en particular, {kλ}λ∈Λ y {eλ}λ∈Λ son familias de Bessel en sus respectivos espacios.
Veamos ahora el caso de interpolación.
Proposición 6.11. Dado el conjunto Λ en G, son equivalentes:
1. Λ es un conjunto de interpolación.
2. {kλ}λ∈Λ es una sucesión de Riesz.
3. {eλ}λ∈Λ es una sucesión de Riesz.
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para toda sucesión {cλ} ∈ `2(Λ) y f en el espacio L generado por {kλ}λ∈Λ que interpole los cλ.
Demostración.
1 =⇒ 2) Sea L el espacio cerrado generado por {kλ}λ∈Λ. Por las Proposiciones 6.6 y 6.8 el conjunto
{kλ}λ∈Λ es una sucesión de Bessel. Luego, para cada f ∈ PWΩ la sucesión {f(λ)} ∈ `2(Λ), y el
operador T ∗ que realiza esta asignación es acotado. Si B denota el operador lineal acotado que a
cada sucesión {cλ}λ∈Λ ∈ `2(Λ) le asigna el único elemento en f ∈ L que resuelve el problema de
interpolación entonces T ∗B = I, y por lo tanto T ∗ es suryectivo. Esto muestra que su adjunto T
es acotado inferiormente, lo cual equivale a que la sucesión {kλ}λ∈Λ sea una base de Riesz de L.
2⇐⇒ 3) Se obtiene por ser la transformada de Fourier un operador unitario.
2⇐⇒ 4) Si {kλ}λ∈Λ es una base de Riesz del subespacio que generan entonces el operador de síntesis
es acotado inferiormente y continuo. Esto es equivalente a las dos desigualdades en (6.6).
4 =⇒ 1) Las desigualdades muestran que el operador de síntesis es continuo y acotado inferiormente.
Luego el operador de análisis es suryectivo, lo cual es equivalente a que Λ sea un conjunto de
interpolación.

Comentario 6.12. Si {kλ}λ∈Λ es una base de Riesz de un subespacio cerrado L, entonces existe una
base de Riesz {gn} del mismo subespacio L de modo que
gk(λn) = 〈 gk, kλ 〉 = δn,k. (6.7)





Esto se asemeja a lo que ocurre entre polinomios de grado acotado y los polinomios de Lagrange. N
6.3. Densidad de Beurling
La noción de densidad de Beurling juega un papel importante en muchas áreas del análisis de Fourier
moderno. Las densidades superior e inferior fueron introducidas por Beurling sobre la recta real en sus
trabajos sobre balayage e interpolación. Luego, Landau en [44] las dene para conjuntos uniformemente
discretos de Rd al estudiar conjuntos de muestreo e interpolación en espacios de funciones de banda
limitada. En esta misma linea, Gröchenig, Kutyniok y Seip en [24] extienden el concepto de densidades
para grupos LCA.
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6.3.1. En Rd
Sea K un conjunto compacto integrable Riemann de medida 1 y Λ un conjunto uniformemente
discreto de Rd. Si




Λ ∩ (rK + x)
)




Λ ∩ (rK + x)
)
,
entonces se denen las densidades inferior y superior como









respectivamente. Si D−(Λ) = D+(Λ) entonces se dice que Λ tiene densidad uniforme, la cual se
denota simplemente por medio de D(Λ).
En el trabajo antes mencionado Landau probó que estas densidades no dependen de K, y por lo







uniformemente en x ∈ Rd.
Si k ∈ N entonces no es difícil ver que
nΛ, Q(kr) ≥ kdnΛ, Q(r) y nΛ, Q(kr) ≤ kdnΛ, Q(r). (6.9)
Esta observación nos permite probar que en la denición de las densidades los límites existen.

























Si β = ∞, claramente el límite también es innito. Si β < ∞, dado ε > 0 sea r0 > 0 de modo que
nΛ(r0) ≤ (β+ ε)r0. Si ahora tomamos r ∈ ( r0(k−1), r0k ], donde k ∈ N, usando la monotonía de nΛ(·)
como así también la segunda desigualdad en (6.9) obtenemos que:
















De esta cadena de desigualdades se deduce que para r sucientemente grande∣∣∣∣β − nΛ, Q(r)rd
∣∣∣∣ ≤ 2ε.
lo cual concluye la demostración. 
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6.3.2. En grupos LCA
En Rd las densidades antes denidas comparan la concentración de puntos de un conjunto discreto
dado con la del retículo entero Zd. En un grupo topológico, esta comparación se hace respecto a algún
retículo de referencia por medio de la siguiente relación (ver [24]).
Denición 6.14. Dados dos conjuntos uniformemente discretos Λ y Λ′ de un grupo G LCA, y números
no negativos α y α′, notamos αΛ4α′Λ′ si para todo ε > 0 existe un subconjunto compacto K de G tal
que para todo subconjunto compacto L de G se satisface que
(1− ε)α#(Λ ∩ L) ≤ α′#(Λ′ ∩ (K + L)).
Ahora, tenemos que jar un retículo de referencia en el grupo G. Asumiendo que Ĝ es compacta-
mente generado, por los teoremas de estructura G es isomorfo a Rd1×Td2×D, donde D es un conjunto
numerable discreto. Entonces, un retículo de referencia natural es H0 = Zd1×{e}×D. Utilizando dicho
retículo de referencia, y la relación transitiva antes mencionada, tenemos todo lo necesario para poder
dar la denición de densidad superior e inferior (ver [24] para más detalles).
Denición 6.15. Sea Λ un subconjunto uniformemente discreto de G. La densidad uniforme inferior
de Λ se dene como
D−(Λ) = sup{α ∈ R+ : αH04Λ}.
Por otra parte, se dene la densidad uniforme superior como
D+(Λ) = ı́nf{α ∈ R+ : Λ4αH0}.
En el caso que ambas densidades coincidan, escribimos simplemente D(Λ).
Estas densidades siempre satisfacen que D−(Λ) ≤ D+(Λ), y son nitas. Además, se puede probar
que el ínmo y el supremo en realidad son un mínimo y un máximo.
Proposición 6.16. Sea G un grupo LCA y Λ un subconjunto de G uniformemente discreto. Entonces
D−(Λ) ≤ D+(Λ) <∞.
Demostración. Basta probar que D+(Λ) y D−(Λ) son nitas. En efecto, si D+(Λ) < D−(Λ) entonces
Λ4 δΛ, para algún δ < 1. Por la transitividad de la relación 4, sólo se puede dar si D−(Λ) = 0 o
D−(Λ) =∞.
Vamos a probar primero que D+(Λ) <∞. Para esto necesitamos ver que existe un número positivo
α tal que Λ4αH0. Sea L un subconjunto compacto de G. Dado que Λ es uniformemente discreto,
existe una cota uniforme sobre la cantidad de puntos de L∩Λ que se pueden encontrar en cada conjunto





]d1 × Td2 × {e} y γ es un elemento de H0. Luego, si denotamos por M a la
cota uniforme antes mencionada,
#(Λ ∩ L) ≤M #(H0 ∩ (K + L)),
por lo tanto Λ4MH0.
Ahora veamos que D−(Λ) <∞. Supongamos que αH04Λ para algún α. Entonces para todo ε > 0
existe un conjunto compacto K tal que
(1− ε)α#(H0 ∩ L) ≤ #(Λ ∩ (K + L)), (6.12)
para todo conjunto compacto L. Dado que estamos considerando G = Rd1×Td2×D, podemos suponer
que K = B × Td2 × F , donde B es la bola cerrada de Rd1 centrada en cero y F es un subconjunto
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nito de D tal que F = −F . Entonces
∞⋃
n=1
Fn es un subgrupo de D nitamente generado, el cual
tiene la estructura Zl × E, siendo E un grupo nito. Para simplicar el argumento supongamos que




que para n sucientemente grande tenemos que
#(H0 ∩ L) ≥ (1− ε)mG(L).
Por otra parte, si U ⊆ K es un conjunto abierto tal que los conjuntos λ+U , con λ ∈ Λ, son disjuntos
dos a dos, entonces






≤ (1 + ε)mG(U)−1mG(L), (6.13)
para n sucientemente grande. Combinando las desigualdades en (6.12) y (6.13), tenemos que para
todo ε > 0,




por lo tanto D−(Λ) ≤ mG(U)−1. 
Por último veamos que si G = Rd, las densidades denidas para grupos coinciden con las densidades
de Landau-Beurling cuando el retículo de referencia es Zd.
Proposición 6.17. Si G = Rd y DB denota la densidad de Beurling entonces D−(Λ) = D−B(Λ) y
D+(Λ) = D+B(Λ) para todo conjunto uniformemente discreto Λ.
Demostración. Sea Λ un conjunto uniformemente discreto de Rd. Por denición de densidad uniforme









(1− ε)D−(Λ) #(Zd ∩ L) ≤ #(Λ ∩ (L+QR(0))),










Luego, tomando límite cuando h → ∞ obtenemos que (1 − ε)D−(Λ) ≤ D−B(Λ). Dado que ε se puede
tomar arbitrariamente chico, tenemos que D−(Λ) ≤ D−B(Λ).
Recíprocamente, por denición de D−B(Λ), dado ε > 0 existe h0 > 0 tal que para todo y ∈ Rd y
h > h0 se verica que
#(Λ ∩Qh(y))
hd
≥ (1− ε)D−B(Λ). (6.14)
Ahora, consideremos la partición de Rd formada por cubos Qh(hk), con k ∈ Zd, cuyos interiores son
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Luego, por la desigualdad en (6.14), se cumple
#(Λ ∩ (L+Q2h(0))) ≥
N∑
j=1
#(Λ ∩Qh(hkj)) ≥ hd(1− ε)ND−B(Λ).
Dado que (h+ 1)d ≥ #(Zd ∩Qh(hkj)) se tiene que











)−dD−B(Λ)Zd4Λ. Luego, por denición, D−(Λ) ≥ (1 + 1h)−dD−B(Λ). Como podemos
considerar ε arbitrariamente chico y h arbitrariamente grande, tenemos que D−(Λ) ≥ D−B(Λ).
De forma análoga se prueba que D+(Λ) = D+B(Λ). 
Capítulo 7
Bases de Riesz de caracteres
Como hemos visto en el Capítulo 6 existe una equivalencia entre los conjuntos de muestreo e
interpolación y los marcos y sucesiones de Riesz de núcleos reproductores, respectivamente. Basados
en este hecho, la estrategia seguida para probar los principales resultados de la presente parte del
trabajo consiste en hallar base de Riesz para L2 de cierto conjunto. Para esto necesitamos, por un lado
extender a grupos LCA el resultado de Paley y Wiener sobre perturbaciones de bases de Riesz, y por el
otro la relación que existe entre los conjuntos que multiteselan y las bases de Riesz. El presente capítulo
contiene estás dos herramientas. Si bien en el capítulo anterior probamos el resultado de estabilidad,
en el presente capítulo daremos una demostración alternativa para el caso G = Rd2 × Td2 ×D, donde
D es un grupo discreto.
7.1. Teorema de perturbación de Paley- Wiener
Vamos a comenzar la sección con dos lemas técnicos. El primero nos dice que si G = Rd1 × Td2 y
Ω ⊂ Ĝ es compacto entonces el espacio de Paley- Wiener PWΩ es invariante por derivación, es decir,
si una función pertenece a PWΩ entonces sus derivadas parciales también. El segundo lo podemos
considerar como un Teorema del valor medio para PWΩ.
Para evitar confusión denotaremos a los elemento de cada grupo de la siguiente manera: x, y, z, w ∈
Rd1 , n,m ∈ Zd2 , r, s, t ∈ [0, 1) ≈ T, d ∈ D, k, l ∈ K, g, h ∈ G, γ ∈ Ĝ. Si G = Rd1 × Td2 ×D, donde
D es un grupo discreto numerable, en particular, G es metrizable y vamos a considerar el producto
métrico dG = dRd1 + dTd2 + dD, el cual en cada componente está dado por:
dRd1 (x, y) = ‖x− y‖Rd1 , dTd2 (ω, ζ) = ‖ω − ζ‖Cd2 , y dD(d, d̃) = δd,d̃. (7.1)
donde δ(·,·) es la función delta de Kronecker.
Lema 7.1. Sean G = Rd1 × Td2 y Ω ⊆ Ĝ un conjunto compacto. Si F ∈ PWΩ y (x, t) ∈ G entonces
∂F
∂xj
, ∂F∂tj ∈ PWΩ. Más aún,∥∥∥∥ ∂F∂xj
∥∥∥∥
2




≤ diam(Ω|Zd2 ) ‖F‖L2(G) .
Demostración. Sea F ∈ PWΩ. Si denotamos f = F̂ entonces
F (x+ ~ejh, t) =
∫
Ω
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F (x, t) =
∫
Ω
f(w, n) ei 〈n, t 〉ei 〈w, x 〉dm
Ĝ
,
donde h ∈ R y {e1, . . . , ed1} es la base canónica de Rd1 . Dado que





i 〈w, x 〉
y
∣∣∣∣∣ei 〈w, ~ejh 〉 − 1h







f(w, n) ei 〈n, t 〉∂e








i 〈n, t 〉ei 〈w, x 〉dm
Ĝ
= i ˇ(xjf)(x, t).

















donde la última igualdad se obtiene por la identidad de Plancherel.
De forma análoga se puede probar que ∂F∂tj ∈ PWΩ y
∥∥∥ ∂F∂tj ∥∥∥2 ≤ diam(Ω|Zd2 ) ‖F‖L2(G).

Lema 7.2. Sean G = Rd1×Td2 y Ω ⊆ Ĝ compacto. Si a, ã ∈ G verican que dG (a, ã) < η y f ∈ L2(Ω)
entonces existe (ξa, ra) ∈ G tal que
|〈 f, ea − eã 〉|2 ≤ η2 ‖∇F (ξa, ra)‖2 ,
donde F = f̌ .
Demostración. Dado que Ω ⊆ Ĝ es un conjunto compacto y la proyección sobre cada grupo es una
aplicación continua, los conjuntos PRd1 (Ω) y PZd2 (Ω) son compactos. En particular, PZd2 (Ω) es discreto,
y por lo tanto nito. Por otra parte, si escribimos a = (xa, ta), donde xa ∈ Rd1 y wa = e2πita , los
caracteres ea ∈ Ĝ están dados por
ea(γ)(x, n) = e
−i 〈x, xa 〉Rd1 e−i 〈n, ta 〉Rd2 .
Luego, si f ∈ L2(Ω) se satisface que
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|〈 f, ea − eã 〉|2 =
∣∣f̌(xa, ta)− f̌(xã, tã)∣∣2 . (7.2)
Ahora, sea F = f̌ y consideremos la aplicación Γ : [0, 1]→ C denida como Γ(s) = F (α(s)) donde
α : [0, 1]→ Rd1 ×Td2 es la curva α(s) = ((1− s)xa + sxã, (1− s)ta + stã). Por el Teorema 5.19 de [61]
existe s0 ∈ (0, 1) tal que
|Γ(1)− Γ(0)| ≤
∣∣Γ′(s0)∣∣ .
Puesto que Γ′(s0) = ∇F (α(s0))α′(s0) , si denotamos ξa = (1− s0)xa + s0xã y ra = (1− s0)ta + s0tã,
obtenemos la siguiente desigualdad
|F (xã, tã)− F (xã, tã)|2 ≤ |∇F (ξa, ra) (xã − xa, tã − ta)|2
≤ ‖∇F (ξa, ra)‖2 ‖(xã − xa, tã − ta)‖2
≤ ‖∇F (ξa, ra)‖2 η2
(7.3)
Luego, de (7.2) y (7.3) concluimos que
|〈 f, ea − eã 〉|2 ≤ |F (xa, ta)− F (xã, tã)|2
≤ η2 ‖∇F (ξa, ra)‖2 .

A continuación damos una versión para grupos del Teorema de Paley y Wiener sobre estabilidad
de bases de Riesz de exponenciales en R. La demostración está basada en la prueba dada en [39]. Para
simplicar la escritura introducimos la siguiente denición:
Denición 7.3. Dado ε > 0, decimos que un conjunto B̃ es una ε-perturbación de un conjunto separable
B ⊆ G si es de la forma:
B̃ = {λ+ δλ : λ ∈ B},
donde cada δλ satisface que dG(0, δλ) ∈ (0, ε).
Teorema 7.4. Sean A un subconjunto de G = Rd1 × Td2 × D, donde D un grupo discreto, y Ω un
subconjunto compacto de Ĝ. Si {ea}a∈A es una base de Riesz de caracteres de L2(Ω), existe η > 0 tal
que si Ã es una η-perturbación de A entonces {eã}ã∈Ã también es una base de Riesz para L
2(Ω).









es decir, a y ã tiene la misma componente en D. Además,
∥∥∥δaRd1∥∥∥2 < η y ∥∥∥δaTd2∥∥∥2 < η.
Es suciente mostrar que para toda f ∈ L2(Ω) se cumple que∑
a∈A
|〈 f, ea − eã 〉|2 ≤M ‖f‖2L2(Ω) ,
donde M es una constante sucientemente chica e independiente de f .
Sea Ĝ = Rd1 × Zd2 ×K, donde K es un grupo compacto. Los caracteres ea ∈ Ĝ están dados por
ea(γ)(x, n, k) = e
−i 〈x, xa 〉Rd1 e−i 〈n, ta 〉Rd2 γda(k),
90 Capítulo 7. Bases de Riesz de caracteres
por lo tanto, si f ∈ L2(Ω) se satisface que
























∣∣∣〈 fk, e(xa,ta) − e(xã,tã) 〉∣∣∣2 dmK(k),
donde la segunda desigualdad se obtiene por Jensen. Si aplicamos el Lema 7.2 a fk, para k ∈ K jo,
entonces








































Dado que {ea}a∈A es una base de Riesz de caracteres, el conjunto A es separado. Entonces, si η es





es una sucesión de Bessel para L2(Ω) (ver Lema 6.7) y se cumple que
∑
a∈Ak
∣∣∣∣〈 ∂Fk∂xj , e(ξa,ra)














































donde la segunda desigualdad se obtiene por el Lema 7.1. 
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7.2. Multiteselados y bases de Riesz
La relación entre conjuntos multiteselados y la existencias de bases de Riesz en el caso G = Rd1
surgió por primera vez en el trabajo [23] de Grepstad y Lev. Más precisamente, los autores probaron que
un conjunto integrable Riemann de Borel acotado Ω ⊆ Rd admite una base de Riesz de exponenciales
si este multitesela Rd con traslaciones de un retículo Λ. Más tarde, Kolountzakis dio en [38] una
prueba más simple de este resultado un poco más general (ver también [39] para un enfoque distinto).
Importantes casos especiales fueron probados por Lyubarskii y Seip en [48], y Marzo en [50], (ver
también [47]).
Denición 7.5. Un subconjunto relativamente compacto de Borel Ω de Ĝ multitesela, o más preci-
samente k-tesela, al grupo Ĝ si∑
λ∈Λ
χΩ(ω − λ) = k, c.t.p. ω ∈ Ĝ,
donde Λ es un retículo de Ĝ. Si k = 1 decimos que Ω tesela a Ĝ por traslaciones de Λ.
En este trabajo utilizaremos la siguiente generalización del resultado de Grepstad-Lev a grupos
LCA dada en [1].
Teorema 7.6. Sean H un retículo uniforme de G, Λ su retículo dual, y k ∈ N. Entonces, existen
a1, . . . , ak ∈ G, dependiendo sólo del retículo Λ, tal que para cualquier subconjunto de Borel relativa-
mente compacto Ω de Ĝ que satisfaga la condición∑
λ∈Λ
χΩ(ω − λ) = k, c.t.p. ω ∈ Ĝ,
el conjunto
{eaj−h χΩ : h ∈ H , j = 1, . . . , k}
es una base de Riesz para L2(Ω).
Es importante aclarar que en el teorema anterior, el mismo conjunto {a1, . . . , ak} puede ser utilizado
para cualquier conjunto Ω k-teselado. Llamaremos a tal k-upla (a1, . . . , ak) H-universal. Además,
necesitamos el siguiente resultado sobre k-uplas H-universal.
Teorema 7.7. Sea H un retículo uniforme de G y k ∈ N. Entonces, existe un conjunto de Borel
N ⊆ Gk tal que mGk(N) = 0 y toda k-upla (a1, . . . , ak) ∈ Gk \N es H-universal.
Notación 7.8. Dado un retículo H de G denotamos E(H) al conjunto
{eaj−h χΩ : h ∈ H , j = 1, . . . , k}
donde la k-upla (a1, . . . , ak) es H-universal.
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Capítulo 8
Conjuntos de muestreo e interpolación
universales
El presente capítulo contiene los principales resultados de la segunda parte del trabajo: dado un
grupo G, cuyo dual es compactamente generado, probar la existencia de conjuntos estables de muestreo
e interpolación universales para el espacio PWΩ, bajo ciertas condiciones sobre Ω ⊂ Ĝ. La estrategia
para la demostración consiste, por un lado en considerar una familia de conjuntos que aproxime a Ω y
por el otro construir una perturbación del retículo H0 de manera que las exponenciales con frecuencia
en dicho conjunto formen una base de Riesz para todo elemento de la familia. Dado que los grupos con
los cuales trabajamos tienen dual compactamente generado, por los Teoremas de estructura sabemos
que Ĝ es isomorfo a Rd1 ×Zd2 ×K, donde K es un grupo compacto. Hallar una familia que aproximen
a este tipo de grupo puede ser muy difícil debido al factor compacto. Para superar esta dicultad
utilizaremos el siguiente resultado clásico (ver [30]): Dado un entorno U de e en Ĝ, existe un subgrupo
compacto K incluido en U tal que Ĝ/K es elemental, es decir,
Ĝ/K ' Rd1 × Zd2 × Td3 × F, (8.1)
donde F es un grupo nito. Luego, vamos a comenzar nuestro estudio con esta clase de grupos.
Notar que, en particular, el grupo simple R × Z32 pertenece a esta familia de grupos LCA. Por lo
tanto, el resultado obtenido amplía considerablemente la familia de grupos para los cuales se sabe
admiten conjuntos de muestreo e interpolación universales. Para probar los resultados nos basamos en
la estrategia usada por Olevskii y Ulonovski en [57] y utilizamos resultados sobre cubos cuasi-diádicos
probados en [1].
8.1. Cubos cuasi-diádicos
La noción de cubos cuasi-diádicos fue introducida en [1] con el objetivo de aproximar conjuntos
complicados por medio de uniones de bloques de construcción simple. En el caso clásico de Rd, la
aproximación se hace por medio de conjuntos que son uniones de cubos diádicos. Notar que los cubos
diádicos de lado igual a 2−n son dominios fundamentales para el retículo 2−nZd. Por lo tanto, la
dilatación de los cubos se reeja en el renamiento de los retículos. Luego, con el objetivo de obtener
buenas aproximaciones en grupos LCA más generales, la idea es buscar una familia anidada de retículos
cuyos correspondientes dominios fundamentales, en cierto sentido, se vuelva cada vez más pequeños.
En G = Rd1 × Td2 × Zd3 × F tenemos la familia de retículos diádicos
Λn = (2
−nZ)d1 × Zd2 × (R2n)d3 × F ⊆ Ĝ (8.2)
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n ⊆ G. (8.3)
Si n está jo, entonces Λn tiene el siguiente dominio fundamental
Q(n)0 = [0, 2−n)d1 × {0} × [0, 2−n)d3 × {e} , (8.4)
donde estamos identicando a T con el intervalo [0, 1). Podemos denir los cubos diádicos de generación
n como traslaciones de este dominio fundamental usando los elementos de Λn. Esto nos lleva a la
siguiente denición de cubos cuasi-diádicos en Ĝ.
Denición 8.1. Sean K un subgrupo compacto de Ĝ tal que Ĝ/K es elemental, y π la proyección
canónica de Ĝ en el cociente. Identicando el cociente Ĝ/K con el grupo Rd1 × Zd2 × Td3 × F , la
familia de cubos cuasi-diádicos de generación n asociados a K, denotados por D
(n)






donde Q(n)λ = λ+Q
(n)
0 para λ ∈ Λn.
Notar que utilizamos letras caligrácas para simbolizar a los cubos del cociente Ĝ/K con el pro-
pósito de distinguirlos de los cubos en Ĝ. Observar también que los cubos cuasi-diádicos Q
(n)
λ son
relativamente compactos. En efecto, si S
(n)
λ es una sección de Borel relativamente compacta de Q
(n)
λ




λ +K. La siguiente proposición fue probada en [1].
Proposición 8.2. Sean C un conjunto compacto y V un conjunto abierto tales que C ⊂ V ⊂ Ĝ. Enton-
ces, existe un subgrupo compacto K de Ĝ tal que Ĝ/K es un grupo LCA elemental, y Q
(m)
λ1


















Otro resultado técnico de [1] que necesitamos para probar el Teorema 8.6 es el siguiente resultado
de levantamiento:
Teorema 8.3. SeaK un subgrupo compacto de un grupo LCA G tal que K̂ es numerable. Supongamos
que existe un subconjunto Q de G/K tal que L2(Q) admite una base de Riesz de caracteres de G/K.
Si π : G → G/K denota la proyección canónica, y Q̃ = π−1(Q), entonces L2(Q̃) también admite una
base de Riesz de caracteres.
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j ∈ Λn y dG(0, λ
(n)
j ) < 4
n
 , (8.5)
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El siguiente teorema es una importante herramienta para la prueba del Teorema 8.5. La demos-
tración está basada en las ideas seguidas por Olevskii y Ulanovskii en la prueba del Teorema 6.1 en
[57].
Teorema 8.4. Sea G = Rd1 × Td2 × Zd3 × F , donde F es un grupo discreto. Dado ε ∈ (0, 12), existe
una ε-perturbación H
(ε)






es una base de Riesz para L2(Ω), donde Ω es
cualquier conjunto perteneciente a S.
Demostración. Para la demostración vamos a utilizar un argumento inductivo. Antes de comenzar,
dado Hn, el retículo de G denido en (8.3), sea An = {an,1, . . . , an,mn} un sistema de representantes





Ahora, comencemos con el proceso inductivo. Sea Λ0 = Zd1 × Zd2 × {eTd3} × {eF } ⊆ Ĝ y Ω0j
cualquier conjunto de S0. Dado que para cualquier j∑
λ∈Λ0
χΩ0j
(ω − λ) = 1,
por el Teorema de Fuglede, el conjunto {eh}h∈H0 es una base ortonormal de L
2(Ω0j ), donde H0 = Λ
⊥
0 .





Ahora, sea η0j la constante dada por el Teorema 7.4 aplicado a B0 con respecto a Ω
0
j ∈ S0, y denimos
η0 ≤ mı́n
j
η0j . Entonces, para cada j, tomamos ε1,j < ε1 :=
1




(a1,j + ε1,j) +H1.
Si Ω1j es un conjunto de S1, entonces ∑
λ∈Λ1
χΩ1j
(ω − λ) = 21,
donde Λ1 es el retículo dual de H1. Luego, por el Teorema 7.6, podemos tomar ε1,j de manera que
E(B1) sea una base Riesz de L2(Ω1j ) para cualquier Ω1j en S1. Además, por denición de η0, E(B1)
también es base de Riesz para todos los conjuntos en S0. Notar que B1 es una ε1/4-perturbación de





Luego, como antes, sea η1j la constante obtenida por el Teorema 7.4 aplicado a B1 y Ω ∈ S0 ∪ S1, y
denamos η1 = mı́n
j
η1j . Sea ε2,j2 < ε2 :=
1






(a1,j1 + ε1,j1) + ((a2,j2 + ε2,j2) +H2).
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Dado que, B2 es una η1-perturbación de B1, E (B2) es una base de Riesz para L2 (Ω), para todo
Ω ∈ S0 ∪ S1. Por otra parte, por vericarse que∑
λ∈Λ2
χΩ2j
(ω − λ) = 22,
donde Λ2 es el retículo dual de H2 y Ω
2
j es un conjunto de S2, por el Teorema 7.6, E (B2) es una base





Usando este proceso inductivo, dados Bn−1 y ηn−1, existe un conjunto Bn, con εn,jn ≤ εn :=
1
2n+1
mı́n {εn−1, ηn−1}, el cual es una ηn−1-perturbación de Bn−1 y∑
λ∈Λn
χΩnj (ω − λ) = 2
n,





Si denotamos B(λ, ε) a la bola de radio ε y centro λ ∈ H0, entonces existe un único elemento
λn ∈ Bn ∩ B(λ, ε), para cada n ∈ N. Por construcción, dado λ ∈ H0, la sucesión {λn}n∈N es una
sucesión de Cauchy, por lo tanto converge a λ∞. Notemos por H
(ε)
0 al conjunto límite que contiene a
todos los puntos λ∞. Por otra parte, la sucesión {λn}n∈N también satisface que
λm ∈ B(λn, εn+1/2n) ∀m ≥ n. (8.7)
Entonces, para cada n ∈ N jo, H(ε)0 es una εn+1/2n-perturbación de Bn. Luego, por el Teorema 7.4,
H
(ε)
0 es una base de Riesz en L





Finalmente, tenemos todos los resultados que necesitamos para probar uno de los principales teo-
remas del presente trabajo.
Teorema 8.5. SeaG una grupo LCA tal que su dual es compactamente generado de tipo Lie. Entonces,
dado r > 0 existe un conjunto ∆ ⊆ G con densidad uniforme nita igual a r tal que:




2. ∆ es un conjunto de interpolación estable para todo PWΩ, donde Ω es un conjunto de Borel
integrable Riemann tal que m
Ĝ
(Ω) > D(∆).
Demostración. Sin pérdida de generalidad podemos considerar sólo el caso r = 1. Por el Teorema 8.4
existe un conjunto ∆ tal que D(∆) = 1 y E(∆) es una base de Riesz para L2(Ω) para cualquier Ω ∈ S.
Veamos que ∆ es el conjunto que estamos buscando.
Caso muestreo: Sea Ω ⊂ Ĝ un conjunto compacto tal que m
Ĝ
(Ω) < 1. Por la regularidad de la medida
de Haar, existe un conjunto abierto V tal que Ω ⊂ V y m
Ĝ
(V ) < 1. Por la Proposición 8.2 existe n
sucientemente grande y λn1 , . . . , λ
n
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Tomemos cualquier Ω̃ ∈ Sn que contenga a la unión antes mencionada. Dado que E(∆) es una base
de Riesz para L2(Ω̃), se tiene que E(∆) es un marco para L2(Ω).
Caso interpolación: Sea Ω ⊂ Ĝ un conjunto integrable Riemann de Borel tal que m
Ĝ
(Ω) > 1. Por
hipótesis, mG(∂Ω) = 0, por lo tanto podemos trabajar con el interior de Ω. Por simplicidad vamos a
usar la misma letra Ω para denotar el interior de Ω. Por ser m
Ĝ
una medida regular, para todo ε > 0
existe un subconjunto compacto K de Ĝ tal que m
Ĝ
(Ω\K) < ε entonces, por la suposición sobre la
medida de Ω, se cumple que m
Ĝ
(K) > 1. Por la Proposición 8.2 existe n sucientemente grande, y
λn1 , . . . , λ
n






















Sea Ω̃ la unión antes mencionada. Por ser E(∆) una base de Riesz para L2(Ω̃), cuyo elementos son
caracteres de Ĝ, esta forma una sucesión de Riesz en L2(Ω). Luego, como puntos de G, ∆ forma un
conjunto de interpolación para PWΩ.

Usando ideas de [1], a partir del Teorema 8.5 obtendremos el último de los principales resultados.
Teorema 8.6. Sean G un grupo LCA y Ω un conjunto de Ĝ. Dado r > 0 y un entorno U de e en Ĝ,
si ΩU = Ω + U , entonces existe un conjunto ∆ ⊆ G con densidad uniforme nita igual a r tal que:
1. ∆ es un conjunto de muestreo estable para todo PWΩ, donde Ω es un conjunto de Borel compacto
y m
Ĝ
(ΩU ) < D(Λ).
2. ∆ es un conjunto de interpolación estable para todo PWΩU , donde Ω es un conjunto de Borel
integrable Riemann tal que m
Ĝ
(Ω) > D(∆).
Demostración. Dado un entorno jo U de la identidad e, existe un subgrupo compacto K incluido en
U tal que Ĝ/K es elemental (ver [30]), es decir,
Ĝ/K ' Rd1 × Zd2 × Td3 × F,
donde F es un grupo nito. Sean π la proyección canónica de Ĝ en el cociente Ĝ/K y mK la medida de
Haar sobre K normalizada de manera que sea una medida de probabilidad. Como en la demostración
del Teorema 8.5, sin pérdida de generalidad podemos considerar solo el caso r = 1. Entonces, en
Ĝ/K consideramos los conjuntos Sn y S introducidos en (8.5) y (8.6). Por el Teorema 8.4 existe un
subconjunto ∆0 de (̂Ĝ/K) tal que D(∆0) = 1 y E(∆0) es una base de Riesz de exponenciales para
L2(Ω̃) para cualquier Ω̃ ∈ S.
En Ĝ consideremos los conjuntos de medida uno que consisten de uniones nitas de cubos cuasi-
diádicos. Estos conjuntos coinciden precisamente con la preimagen por π de los elementos de S. En-
tonces, por el Teorema 8.3, el conjunto ∆0 puede ser subido a un subconjunto ∆ de G tal que E(∆)
es una base de Riesz para L2(π−1(Ω̃)) para cualquier Ω̃ ∈ S.
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Ahora, probaremos que este conjunto ∆ es el conjunto de muestreo universal (resp. conjunto de
interpolación universal) que estamos buscando. Nuevamente haremos la prueba de ambos casos en
forma separada.
Caso muestreo: Sea Ω ⊂ Ĝ un conjunto compacto tal que m
Ĝ
(ΩU ) < 1. Denimos ΩK = π
−1(π(Ω)).
Dado que ΩK es de la forma ΩK = Ω +K, es un subconjunto de ΩU . En particular, mĜ(ΩK) < 1. Si






En particular, como en la prueba del Teorema 8.5, es posible construir Ω̃ ∈ S tal que π(Ω) ⊆ Ω̃. Por
lo tanto, ΩK ⊆ π−1(Ω̃). Por ser E(∆) una base de Riesz para L2(π−1(Ω̃)), se tiene que E(∆) es un
marco para L2(ΩK).
Caso interpolación: Consideremos un conjunto Riemann integrable de Borel Ω ⊂ Ĝ tal quem
Ĝ
(Ω) > 1.
Como en la prueba del Teorema 8.5, sin pérdida de generalidad podemos asumir que Ω es abierto. Por
ser π una aplicación abierta tenemos que π(Ω) también es abierto. Sea ΩK = π
−1(π(Ω) = Ω + K.
Entonces, como consecuencia de la normalización que consideramos para la medida de Haar en el





(ΩK) > mĜ(Ω) > 1.
Como en la demostración del Teorema 8.5, es posible construir Ω̃ ∈ S tal que π(Ω) ⊇ Ω̃. Luego,
ΩU ⊇ ΩK ⊇ π−1(Ω̃),
donde hemos usado que K ⊆ U . Dado que E(∆) es una base de Riesz para L2(π−1(Ω̃)), resulta que ∆
es un conjunto de interpolación para PWΩU . Esto concluye la prueba del Teorema 8.6.

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