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Computer simulations show that liquids of molecules with harmonic intramolecular bonds may
have “pseudoisomorphic” lines of approximately invariant dynamics in the thermodynamic phase
diagram. We demonstrate that these lines can be identified by requiring scale invariance of the
inherent-structure reduced-unit low-frequency vibrational spectrum evaluated for a single equilib-
rium configuration. This rationalizes why excess-entropy scaling, density scaling, and isochronal
superposition apply for many liquids with internal degrees of freedom.
Some condensed matter systems are simpler than oth-
ers. Thus metallic liquids and solids, as well as van der
Waals bonded and weakly ionic or dipolar organic sys-
tems, generally have simple structure and dynamics of
their atoms or molecules [1–3]. These systems also obey
a number of empirical freezing and melting rules [4–7].
In contrast, systems with strong directional bonds like
covalently or hydrogen-bonded systems are often quite
complex, for instance by having many different crystal
structures, by having in parts of their thermodynamic
phase diagram a diffusion constant that increases upon
isothermal compression, by melting instead of freezing
upon compression, etc [8]. Water is exceedingly complex
and disobeys many rules that apply for metals and van
der Waals systems [9].
Simple atomic systems studied for many years by com-
puter simulations include the Lennard-Jones (LJ) pair-
potential system, the hard-sphere system, the Yukawa
(screened Coulomb) system, inverse power-law systems,
etc [10–14]. Several molecular models are also simple
in the sense that they have lines in the thermodynamic
phase diagram, so-called isomorphs, along which the dy-
namics is invariant to a good approximation in suitably
reduced units [15–17]. This implies that the phase dia-
gram becomes effectively one-dimensional in regard to
many properties which prohibits anomalous behavior,
and also that these systems follow certain scaling laws
[15, 17–19]. Systems with isomorphs are sometimes re-
ferred to as R (Roskilde) simple [20–29] to distinguish
this class from systems defined by additive pair poten-
tials [14].
The first scaling law was reported by Rosenfeld, who
back in the 1970s discovered excess-entropy scaling [10].
Recall that the excess entropy, Sex, is defined as the en-
tropy minus that of an ideal gas at the same density
and temperature, a quantity that is negative because
any system is less disordered than the ideal gas. From
state-of-the art computer simulations of his time Rosen-
feld demonstrated that along the lines of constant Sex
transport coefficients are invariant for a number of atomic
models, including the LJ system. Judging from the Sci-
ence Citation Index this discovery was not appreciated by
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the broad scientific community until about fifteen years
ago. Since then excess-entropy scaling has been reported
in many different contexts [21, 30–45]. Rosenfeld jus-
tified excess-entropy scaling by assuming the system in
question can be approximated by a state-point depen-
dent hard-sphere system, an argument that is difficult to
generalize to elongated or flexible molecules.
A scaling law that was first observed in experiments
is the so-called density scaling according to which the
average relaxation time of a supercooled van der Waals
bonded liquid to a good approximation is invariant along
the lines of constant ργ/T , where ρ is the density, T is
the temperature, and γ is an empirical exponent [3, 46–
49]. A further and highly nontrivial characteristic of van
der Waals liquids is isochronal superposition, i.e., the
observation that the average relaxation time determines
the entire relaxation time spectrum [50, 51].
For R simple systems excess-entropy scaling, density
scaling, and isochronal superposition are explained by the
isomorph theory [15, 17], which predicts the existence of
lines of invariant dynamics in the phase diagram when-
ever the potential-energy function U(R) obeys the scal-
ing condition U(Ra) < U(Rb)⇒ U(λRa) < U(λRb) (R
is the vector of all particle coordinates and λ is a scaling
parameter) [15, 25]. This condition is trivially and rig-
orously obeyed for any Euler-homogeneous function plus
a constant, but less trivially so also to a good approxi-
mation for the above-mentioned simple atomic system as
well as for R simple models of rigid molecules [25].
Henceforth, reduced units refer to the thermodynamic
state-point dependent units based on the length ρ−1/3,
the energy kBT , and the time
√
mρ−2/3/kBT in which
m is the particle mass. The isomorph theory predicts
invariant dynamics in reduced units along isomorphs de-
fined as lines of constant Sex [25], implying that R simple
systems obey excess-entropy scaling as well as isochronal
superposition. Density scaling is an approximation to a
more general scaling law predicted by the isomorph the-
ory [17, 52].
A system has isomorphs if and only if it has strong cor-
relations between its constant-density equilibrium virial
and potential-energy fluctuations [15, 25], so only for
liquids with strong correlations does the isomorph the-
ory explain excess-entropy scaling, density scaling, and
isochronal superposition. There are, however, results
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2from both experiments [3, 21, 46, 49, 50, 53, 54] and sim-
ulations [34–37, 40, 55] showing that these and similar
scaling laws apply to a larger class of liquids. Focusing for
the moment on excess-entropy scaling, Truskett, Erring-
ton, and coworkers have proposed two different gener-
alizations beyond simple atomic systems. By redefining
the relevant reduced units it is possible to extend excess-
entropy scaling to mixtures and soft “atomic” particles
like the Gaussian core model [34]. Another generaliza-
tion, which is relevant for molecular models with chemi-
cal bonds represented by springs, is to define the excess
entropy by subtracting the ideal-gas entropy of the flexi-
ble molecules in which way the spring contribution to the
entropy is eliminated, see Ref. 36 and references therein.
This works well, but it is not clear why.
The importance of understanding the scaling proper-
ties of systems with flexible degrees of freedom is em-
phasized by the fact that many of the liquids found in
experiment to obey density scaling and isochronal super-
position are expected not to have strong virial potential-
energy correlations due to bending and stretching in-
tramolecular degrees of freedom. We explain below why
liquids with internal degrees of freedom, in casu har-
monic bonds, can nevertheless have lines in the thermo-
dynamic phase diagram of approximately invariant dy-
namics, and we demonstrate a method to identify these
lines of invariant dynamics from a single equilibrium con-
figuration.
We simulated two molecular models with harmonic
bonds, the asymmetric dumbbell (ASD) model and the
10-bead Lennard-Jones chain (LJC) model. The ASD
model consists of two different-sized LJ particles, the LJC
model of a ten-bead chain of LJ particles; the simulated
models are identical to their rigid-bond analogs discussed
in Refs. 56 and 57 except that the bonds are harmonic
springs (both spring constants are 3000 in LJ units). The
calculations were carried out using the RUMD GPU code
[58] for standard Nose-Hoover NVT simulations.
Figure 1 shows scatter plots of virial versus potential
energy in equilibrium at typical state points of the two
models (black crosses). The Pearson correlation coeffi-
cients are, respectively, 0.58 and 0.28, which are far be-
low the lower value ∼ 0.9 characterizing systems with
isomorphs [15].
To develop a practical method for identifying lines of
invariant dynamics, henceforth referred to as “pseudoi-
somorphs” [57], we reason as follows. In their rigid bond
versions the ASD and LJC models have strong virial
potential-energy correlations (Fig. 1, red symbols) and,
consequently, isomorphs [56, 57]. This shows that the
vibrational degrees of freedom are responsible for the
breakdown of strong correlations. In order to eliminate
the effect of these degrees of freedom on the scaling prop-
erties we take inspiration from the Kob-Andersen binary
LJ mixture, which has strong correlations and thus iso-
morphs [15]. Consider three isomorphic state points iden-
tified in Ref. 15. At one of these, (ρ, T ) = (1.228, 0.557)
in LJ units, we selected a configuration from an equilib-
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FIG. 1. Virial potential-energy scatter plots of the asymmet-
ric dumbbell model (512 molecules) and the 10-bead Lennard-
Jones chain model (200 chains) at the indicated thermody-
namic state points (canonical ensemble data). The black
crosses give results for the harmonic-bond case studied be-
low, the red circles give results when the harmonic bonds are
rigid, i.e., replaced by constant-length constraints. Only in
the latter case do the models have strong virial potential-
energy correlations [56, 57].
rium NV T simulation. The configuration was quenched
to its inherent structure, i.e., local potential-energy min-
imum [59], at which the eigenvalues of the Hessian were
identified. We then scaled the original configuration uni-
formly up and down to the two other densities, 1.168 and
1.318, and applied the same procedure. The three result-
ing eigenvalue spectra are shown in Fig. 2(a). Figure 2(b)
shows that when the spectra are plotted in reduced units,
they are virtually identical. This reflects the fact that for
systems with isomorphs, to a good approximation the en-
tire high-dimensional potential-energy surface undergoes
a simple affine scaling upon a density change [17, 25]. On
the other hand, if not known in advance, the tempera-
tures at the densities 1.168 and 1.318 making the three
state points belong to the same isomorph could have been
identified by requiring collapse of the reduced-unit spec-
tra. This observation, incidentally, gives the first proof
that isomorphs may be identified from a single configu-
ration. – We note that, in a related context, Gendelman,
Pollack, and Procaccia recently showed that a snapshot
of the particles of a zero-temperature amorphous solid is
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FIG. 2. Spectra of the inherent structure (IS) Hessian eigen-
values of the Kob-Andersen binary Lennard-Jones mixture
(1000 particles), i.e., the distribution of eigenvalues of the
symmetric 3000×3000 matrix of second derivatives of the po-
tential energy function at a potential-energy minimum. (a)
Red curve: Spectrum for one equilibrium configuration at the
state point (ρ, T ) = (1.228, 0.557) (LJ units) quenched to its
inherent structure. Black and green curves: Spectra evalu-
ated after uniformly scaling the configuration to the density
in question, subsequently quenching it to the inherent struc-
ture. (b) Same spectra in reduced units using the temper-
atures making the three state points isomorphic [15]. The
three means of the logarithm of the reduced eigenvalues are
given by, respectively, | ln λ˜| = 6.75, 6.74, 6.73.
enough to determine the interparticle forces [60].
The idea is now to apply the same procedure to the
ASD and LJC harmonic-spring models with the expecta-
tion that the reduced eigenvalue spectra separate into a
low-frequency “scaling” part and a high-frequency “non-
scaling” part deriving from the bonds. At a given den-
sity the pseudoisomorphic temperature, i.e., the temper-
ature that gives the same dynamics as that of a reference
state point, is determined by requiring identical spectra
in reduced units, excluding the high-frequency part of the
spectra originating from the springs. To have a robust
procedure, instead of visually fitting to collapse we calcu-
late the temperature by requiring identical low-frequency
vibrational entropy at the inherent structures in question.
At the given density the pseudoisomorph temperature is
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FIG. 3. (a) Reduced-unit vibrational spectra of the harmonic-
bond asymmetric dumbbell model based on a configuration
taken from an equilibrium simulation at the state point
(ρ, T ) = (1.863, 0.465). The “pseudoisomorph” temperatures
at the two other densities were identified as described in the
text by requiring invariance of the low-frequency part of the
reduced spectra. (b) Results when the same procedure is
applied for the 10-bead Lennard-Jones chain with harmonic
bonds, based on the reference state point (ρ, T ) = (1.0, 0.7).
thus found by requiring invariance of the sum of the loga-
rithm of the reduced-unit Hessian eigenvalues, excluding
the highest-frequency modes. Figures 3(a) and (b) show
the resulting spectra in reduced units. There is excellent
collapse of the entire low-frequency parts of the spec-
tra. For both models the number of non-scaling, high-
frequency eigenvalues is equal to the number of springs,
confirming the physical interpretation of the origin of the
high-frequency eigenmodes.
In principle, the method requires just a single equi-
librium configuration provided, of course, the system is
large enough. In practice, one will use several configura-
tions to estimate the stability of the procedure. We did
this for 256 independent configurations and found the rel-
ative standard deviations of the predicted temperatures
to be 0.2% (ASD) and 0.5% (LJC).
In order to investigate whether the dynamics is invari-
ant along the pseudoisomorphs identified as described
above we calculated the incoherent intermediate scatter-
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FIG. 4. Incoherent intermediate scattering functions of the two models evaluated along (a) the pseudoisomorphs generated as
described in the text, (b) isochores with the same range of temperatures as in (a), (c) isotherms with the same range of densities
as in (a), (d) constant Sex lines, i.e., configurational adiabats, in which the excess entropy is defined by subtracting the atomic
ideal gas entropy. Only along the pseudoisomorphs is there collapse of the dynamics to a good approximation. For the 10-bead
LJC model the data in (a) for the lowest density is plotted with dotted lines to indicate that the virial is negative here (−0.1
in LJ-units), which for systems with isomorphs is where deviations from the predicted invariants often become significant [15]
(Segm. are the segmental, CM the center-of-mass, and EE the end-to-end vector intermediate scattering functions). q˜ are the
the reduced wave vectors.
ing function corresponding to the first maximum of the
structure factor (Figs. 4(a)). For comparison, Fig. 4
gives for each model results also for: (b) an isochore, (c)
an isotherm, and (d) a configurational adiabat defined
as states of constant “atomic” Sex, i.e., for which the
subtracted entropy is that of the ideal gas of the atoms
constituting the molecules. Only along the pseudoiso-
morphs is there approximate identity of the reduced-unit
dynamics.
Is the quenching to inherent states needed in the pro-
cedure described above or would it suffice to scale the
instantaneous normal modes? We investigated this for
the smallest density changes for the two molecular models
and found the predicted temperatures to be, respectively,
4.6% (ASD) and 9.3% (LJC) too small. We do not fully
understand this finding, which indicates that the separa-
tion between scaling and non-scaling modes is not com-
plete for the instantaneous normal modes. Supporting
this, we find that for the Kob-Andersen system for which
there are only scaling modes, one can in fact use the
instantaneous normal modes to identify the isomorphs;
in this case even scaling of the reduced forces may be
used to identify isomorphs (unpublished). – In connec-
tion with alternative methods for identifying lines of in-
variant dynamics we would like to draw attention to the
recent paper by Wang and Xu, which in a somewhat dif-
ferent context argued that the density dependence of the
glass transition temperature of LJ-type systems can be
predicted from properties of the zero-temperature glasses
[61].
In summary, a method is now available for identifying
pseudoisomorphs from a single equilibrium configuration
of a system of molecules with harmonic intramolecular
bonds. The identity of the entire low-frequency reduced-
unit spectra demonstrates that, except for the degrees of
freedom associated with the springs, the potential-energy
surface has the simple scaling properties assumed in the
isomorph theory [15, 17, 25]. This explains the existence
of lines of invariant dynamics and, in particular, why
excess-entropy scaling, density scaling, and isochronal
superposition apply for some models that do not have
strong virial potential-energy correlations.
5Is it possible to generalize the isomorph theory to de-
scribe pseudoisomorphs? To generalize the isomorph-
theory’s defining scaling condition [25], U(Ra) <
U(Rb) ⇒ U(λRa) < U(λRb), imagine that configura-
tions have degrees of freedom, some of which scale upon
a density change and some of which do not. For the
harmonic-bond ASD model the former could be, e.g., the
center-of-mass vector and the molecule direction vector
and the latter could be the bond length, but in general
there might be more than one way to define the sep-
aration. In any case, assuming that a decomposition is
somehow possible of the formR = (X,Y) in whichX are
the non-scaling “spring” degrees of freedom and Y the
scaling degrees of freedom, one may expect that pseudoi-
somorphs exist if the following is obeyed to a good ap-
proximation: U(Xa,Ya) < U(Xb,Yb)⇒ U(Xa, λYa) <
U(Xb, λYb).
More work remains to be done to develop a full theory
of systems with pseudoisomorphs. At this point one can
just conclude that lines of invariant dynamics exist for
some systems without isomorphs and that these pseudoi-
somorphs may be identified from a single configuration.
An interesting question is how far this goes: Can the
method demonstrated in this paper be used more gener-
ally for identifying a relevant coarse-graining leading to
pseudoisomorphs in the phase diagram? If yes, how does
this connect to the current approaches to coarse grain-
ing for which important progress has recently been made
[62–67]?
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