The influence of speaker origin and individuality on rhythmic features of non-native speech by Kolly, Marie-José








The influence of speaker origin and individuality on rhythmic features of
non-native speech
Kolly, Marie-José
Abstract: How do rhythmic and temporal features of non-native speech allow us to take guesses about a
speaker’s origin or identity? Research showed temporal phenomena to correlate with non-native speak-
ers’ intelligibility and strength of foreign accent; however, the con- tribution of rhythmic cues to the
identification of non-native speaker origin is not yet completely understood. Likewise, little research has
investigated speaker-individuality in non-native speech. We used a perceptual approach to study the
influence of speaker origin on non-native speech, and applied a range of signal manipulation methods
to reduce French- and English- accented German so as to convey different types of primarily or exclu-
sively temporal in- formation. Findings revealed that listeners can identify speaker origin above chance
in non-native speech containing temporal information alone. Our results suggest a weighting of cues
in foreign accent identification, an additive trend of time and frequency domain in- formation, percep-
tual salience of French-accented German and variability due to speakers. We further investigated the
influence of speaker-individuality on non-native temporal fea- tures from a speech production point of
view, finding high between-speaker variability in speakers’ native Zurich German and in their non-native
French and English. Speaker- individual behavior was also evident within speakers, with most speakers
exhibiting pro- portionally constant behavior in Zurich German, French, and English. i ¨ Wie erlauben
es zeitliche und rhythmische Merkmale fremdsprachlicher Ausserungen, Sprecherherkunft oder -identit¨t
zu erkennen? Zeitliche Ph¨nomene beeinflussen die a a Verst¨ndlichkeit und Akzentst¨rke von Nicht-
Muttersprachlern, aber der Beitrag rhyth- a a mischer Information f¨r die Identifizierung sprachlicher
Herkunft ist bisher nicht gekl¨rt. u a Auch hat nur wenig Forschung sprecherindividuelle fremdsprach-
liche Merkmale unter- sucht. Mit Perzeptionsexperimenten wurde der Einfluss von Sprecherherkunft auf
fremdsprach- ¨ liche Ausserungen untersucht. Methoden der Signalmanipulierung reduzierten Deutsch
mit franz¨sischem und englischem Akzent so, dass verschiedene Arten prim¨r oder auss- o a chliesslich
zeitlicher Merkmale zur¨ckblieben. H¨rer konnten Sprecherherkunft aufgrund u o rein zeitlicher Merk-
male uberzuf¨llig gut identifizieren. Weitere Ergebnisse suggerieren ¨ a eine Gewichtung der Merkmale
zur Akzentidentifizierung, Additivit¨t zeitlicher und spek- a traler Merkmale, die spezielle Auff¨lligkeit
von Deutsch mit franz¨sischem Akzent und a o sprecherspezifische Variabilit¨t. a So untersuchte diese
Arbeit auch den Einfluss von sprecherindividuellen auf zeitliche Merkmale, und fand starke Variabilit¨t
zwischen Sprechern sowohl in muttersprachlichen, a u o ¨ z¨richdeutschen, als auch in fremdsprachlichen,
franz¨sischen und englischen Ausserun- gen. Dieses sprecherspezifische Verhalten trat insbesondere inner-
halb von Sprechern her- vor, indem sich diese sprach¨bergreifend meist proportional ahnlich verhielten.
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How do rhythmic and temporal features of non-native speech allow us to take guesses
about a speaker’s origin or identity? Research showed temporal phenomena to correlate
with non-native speakers’ intelligibility and strength of foreign accent; however, the con-
tribution of rhythmic cues to the identification of non-native speaker origin is not yet
completely understood. Likewise, little research has investigated speaker-individuality in
non-native speech.
We used a perceptual approach to study the influence of speaker origin on non-native
speech, and applied a range of signal manipulation methods to reduce French- and English-
accented German so as to convey different types of primarily or exclusively temporal in-
formation. Findings revealed that listeners can identify speaker origin above chance in
non-native speech containing temporal information alone. Our results suggest a weighting
of cues in foreign accent identification, an additive trend of time and frequency domain in-
formation, perceptual salience of French-accented German and variability due to speakers.
We further investigated the influence of speaker-individuality on non-native temporal fea-
tures from a speech production point of view, finding high between-speaker variability in
speakers’ native Zurich German and in their non-native French and English. Speaker-
individual behavior was also evident within speakers, with most speakers exhibiting pro-




Wie erlauben es zeitliche und rhythmische Merkmale fremdsprachlicher A¨usserungen,
Sprecherherkunft oder -identita¨t zu erkennen? Zeitliche Pha¨nomene beeinflussen die
Versta¨ndlichkeit und Akzentsta¨rke von Nicht-Muttersprachlern, aber der Beitrag rhyth-
mischer Information fu¨r die Identifizierung sprachlicher Herkunft ist bisher nicht gekla¨rt.
Auch hat nur wenig Forschung sprecherindividuelle fremdsprachliche Merkmale unter-
sucht.
Mit Perzeptionsexperimenten wurde der Einfluss von Sprecherherkunft auf fremdsprach-
liche A¨usserungen untersucht. Methoden der Signalmanipulierung reduzierten Deutsch
mit franzo¨sischem und englischem Akzent so, dass verschiedene Arten prima¨r oder auss-
chliesslich zeitlicher Merkmale zuru¨ckblieben. Ho¨rer konnten Sprecherherkunft aufgrund
rein zeitlicher Merkmale u¨berzufa¨llig gut identifizieren. Weitere Ergebnisse suggerieren
eine Gewichtung der Merkmale zur Akzentidentifizierung, Additivita¨t zeitlicher und spek-
traler Merkmale, die spezielle Auffa¨lligkeit von Deutsch mit franzo¨sischem Akzent und
sprecherspezifische Variabilita¨t.
So untersuchte diese Arbeit auch den Einfluss von sprecherindividuellen auf zeitliche
Merkmale, und fand starke Variabilita¨t zwischen Sprechern sowohl in muttersprachlichen,
zu¨richdeutschen, als auch in fremdsprachlichen, franzo¨sischen und englischen A¨usserun-
gen. Dieses sprecherspezifische Verhalten trat insbesondere innerhalb von Sprechern her-
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“Judging by your accent, you must be French.” Linguistic origin is a frequently discussed
topic in everyday social interactions. A few syllables or even sounds are often sufficient
for listeners to detect, and possibly identify, a foreign accent. Among other characteristics
specific to foreign accents, non-native speech has been claimed to differ from native speech
in its rhythmic and temporal structure, influenced by temporal features of a speaker’s
native language (Lloyd James, 1929) as well as individually unique durational features
(Derwing et al., 2009). As such, three groups of features could be said to influence non-
native speech, causing it to differ from native speech:
(i) Interference from a speaker’s native language. A typical example is voice onset
time, the native-like acquisition of which has been observed to be a difficult task for
learners (Caramazza et al., 1973; Flege and Hillenbrand, 1984; Hazan and Boulakia,
1993).
(ii) Speaker-individuality. Two non-native speakers with comparable linguistic biogra-
phies and non-native proficiency might have different habits, preferences, or con-
straints regarding the realization of particular acoustic patterns. Very little research
has focused on speaker-idiosyncratic features of non-native speech. Studies have
found non-native fluency to be speaker-individual to some extent, where non-native
fluency exhibits features similar to individuals’ native fluency (Derwing et al., 2009;
de Jong et al., 2013).
(iii) General properties of non-native speech independent from a specific native language
or speaker. For example, it has been observed that non-native speakers often pro-
duce more vocalic material than native speakers (White and Mattys, 2007a; Dellwo,
2010), possibly because they tend to lengthen the duration of vowels (Adams and
Munro, 1978; Taylor, 1981; Derwing et al., 2009).
This thesis addresses rhythmic and temporal features of non-native speech with regard
to features from groups (i) and (ii), though the work conducted in this context further
allows the description of certain features from group (iii).
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Are listeners able to identify speaker origin based on speech rhythmic and temporal fea-
tures of non-native speech? As to features from group (i), research on non-native speech
production suggests that non-native speakers produce rhythmic features in an “interme-
diate” fashion, between their native language and the target language. However, there
is a growing body of evidence that challenges this (see Section 2.1.2). In addition, the
measures used to quantify rhythm in most of these studies have been shown to be heavily
influenced by a number of factors other than the language variety spoken, with variability
in such measures sometimes as high within a language as between languages (see Sec-
tion 2.1.1). Furthermore, it has been argued that speech rhythm may be a primarily
perceptual phenomenon (Lloyd James, 1929; Lehiste, 1977; White et al., 2012). This the-
sis therefore adopts a perceptual approach to the investigation of speaker origin and its
influence on non-native rhythmic and temporal features. Languages are widely acknowl-
edged to differ in their rhythmic or (suprasegmental) temporal organization, and certain
durational patterns of non-native speech have been shown to arise from interference from a
speaker’s native language. Some of these features may be perceptually salient to listeners
in terms of speaker origin. One motivation for the investigation of listeners’ perception of
speaker origin based on temporal information comes from the domain of forensic phonet-
ics. Forensic recordings used for casework are often strongly degraded in the frequency
domain, as they are typically obtained over a telephone network or distorted by back-
ground noise (Hirson et al., 1995). Because the identification of speaker origin is often a
significant element of casework, time domain features may be able to complement analyses
and contribute to conclusions about a speaker’s profile (Ellis, 1994; Ko¨ster et al., 2012).
In particular, it may be useful to better understand how reduced frequency domain in-
formation affects listeners’ accent identification performance, and whether certain foreign
accents are more readily identifiable based on temporal and rhythmic features than others.
Do speech rhythmic and temporal features reveal speaker-individuality across different
languages? As to features from group (ii), research on native speech has shown that
speech temporal and rhythmic features vary considerably between speakers from the same
linguistic background. A number of such features reveal both high between-speaker vari-
ability and relative robustness within speakers, even when speakers are investigated using
different speaking styles, disguising their dialect, speaking in different intended tempos,
and recording their voices through different channels. Furthermore, some features remain
speaker-specific when balanced bilinguals produce speech in different languages. More-
over, speaker-individual features in the native language have been shown to influence
temporal measures of non-native fluency (see Section 2.1.3). It is therefore conceivable
that some temporal and rhythmic patterns vary between speakers but remain in part un-
changed whether a speaker is speaking a native or non-native language. Such phenomena
could be leveraged for forensic phonetic purposes: in forensic voice comparison, cases oc-
cur where there is a mismatch between the language of the acoustic trace and that of the
comparison material. However, the impact of speaking a non-native language on speaker-
individual features is largely unknown, and forensic phoneticians are advised to “exercise
particular caution” in such cases (International Association for Forensic Phonetics and
Acoustics, 2004). Because some perpetrators or suspects use a non-native language as
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a means to disguise their voice and because frequency domain characteristics are often
degraded in casework material, information on temporal features of native and non-native
speech may complement the already existing speaker-specific parameters used in forensic
phonetics (Dellwo et al., 2012; Leemann et al., 2014).
Do non-native speakers differ from native speakers in their temporal and rhythmic fea-
tures, regardless of their native vs. non-native language combination? As to features from
group (iii), research has pointed to a number of temporal measures, particularly measures
of fluency, that seem to be typical of non-native speech. The experiments conducted in
the context of this thesis confirm a number of results previously found in this domain and
point to some additional temporal features that may be characteristic of non-nativeness.
1.1 Aims of the thesis
In order to contribute to the characterization of non-native speech in the temporal and
rhythmic domain, four main objectives have been defined for this thesis.
Aim 1: Development of experimental setup and signal manipulation methods
suited to presenting listeners with speech temporal features. The experimental
setup for such perception experiments should involve an appropriate choice of speech
material, that is: (i) non-native accents that can be assumed to differ in their temporal or
rhythmic structure; (ii) sufficient variability in speaker and sentence material such that
conclusions can be generalized to a larger population of speakers and linguistic material;
and (iii) similar accent strength between the speakers of the different non-native accents.
The signal manipulation methods adopted and developed for these experiments must
present various types of predominantly and exclusively temporal cues within the speech
material.
Aim 2: Description of speech temporal cues that contribute to the identi-
fication of speaker origin in non-native speech. Speech temporal features are
highly multidimensional, which is why the perception experiments need to involve sig-
nal conditions that expose listeners to different types of temporal features. Furthermore,
the combined presence of speech temporal and spectral features may induce additive ef-
fects on listeners’ accent recognition performance. Listeners’ sensitivity to temporal cues
should therefore be investigated when spectral information is reduced to various degrees,
and when only one type of cue — temporal or spectral — is present in speech material.
Furthermore, it is important to study the effect of particular foreign accents’ as well as
of particular speakers’ temporal patterns on listeners’ accent identification performance.
The perception experiments should be complemented by a description of the temporal
patterns contained in the non-native speech material from a speech production point of
view.
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Aim 3: Development and description of a speech corpus suited for the inves-
tigation of speaker-individual, language-invariant temporal patterns. Such a
corpus should involve a number of languages and represent speakers’ native as well as
non-native speech. Since the corpus is designed to study speaker-individual features, it
should contain speech from a relatively high number of speakers who should be homoge-
nous regarding a number of variables, such that potential between-speaker differences can
in fact be attributed to speaker-individuality. Therefore, speakers should be compared
within groups sharing a common background regarding not only their native, but also
their non-native languages, age, education, and (balanced for) gender. The corpus should
further contain a reasonable amount of speech material for each language and speaker
such that potential effects cannot be attributed to the phonetic or phonological features
of specific sentences. Little research has investigated language-invariant speaker-specific
features, and temporal patterns are known to vary with the specific linguistic material
involved, so this corpus needs to be constructed with highly controlled contexts. There-
fore, all speakers should, as much as possible, produce the same segmental material. This
is why read speech is most suited for this corpus.
Aim 4: Description of temporal patterns that remain speaker-individual in a
cross-linguistic context. Again, as temporal cues are highly multidimensional, a wide
range of durational features could potentially be investigated between speakers and across
languages. The present thesis investigates features related to pausing behavior, measures
of speaker fluency that have been suggested to exhibit speaker-individuality in non-native
speech. As such measures typically vary with the linguistic material involved, the effect
of sentence as well as the effects of language and speaker need to be investigated. Also
investigated here is speakers’ foreign accent strength as rated by native listeners, allowing
for between- and within-speaker investigations of accent strength. The application of
further durational measures to this corpus is planned for the future.
1.2 Outline of the thesis
Part I first motivates the choice of research questions in Chapter 1. Chapter 2 includes
a general introduction on speech rhythmic and temporal features and a presentation of
the speech material used to investigate the questions outlined above. In particular, Sec-
tion 2.1.1 gives a brief overview of the literature on speech rhythm, and research on
non-native speech rhythm and speaker-individual temporal features are reviewed in Sec-
tions 2.1.2 and 2.1.3.
Part II comprises four research papers and two smaller experiments. The research papers
present a series of perception experiments that investigate the influence of speaker origin
on temporal patterns of non-native speech, and a production experiment that investigates
the influence of speaker-individuality on durational features in foreign accented speech.
While the research papers cover the influence of speaker origin from a perceptual per-
spective, the experiment presented in Chapter 3 characterizes the temporal patterns of
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the speech material from the point of view of production. The perception experiments
presented in Chapters 4, 5, and 6 investigate whether listeners can identify speaker ori-
gin in non-native speech based on primarily or exclusively temporal characteristics. In
Chapter 4 we present results on the influence of various types of temporal features as
well as of the amount of frequency domain information present in stimuli on listeners’
accent identification performance. The experiment reported in Chapter 5 takes a some-
what different approach by presenting listeners with temporal and rhythmic information
in signal types specifically designed to sound familiar to listeners. Chapter 6 presents an
experiment that takes this idea one step further, designing stimuli so as to sound as close
to natural speech as possible. This experiment investigates the additive effect of temporal
and spectral features on listeners’ accent recognition performance by presenting listeners
with each type of cue separately. The production experiment in Chapter 7 examines the
influence of speaker-individuality on measures of pausing in a cross-linguistic study involv-
ing speakers’ native language as well as two of their second languages. Finally, Chapter 8
presents a perception experiment conducted to elicit ratings on speakers’ accent strength
as well as results on speaker-individuality in this variable.
Part III of this thesis includes a general discussion of all the experiments presented in
Part II. It further summarizes the outcome of this thesis with respect to its aims, high-




Research on temporal and rhythmic features
of speech
Amongst many other definitions, speech can be thought of as acoustic energy that is dis-
tributed over a number of specific frequency ranges; this distribution changes over time,
governed to a high degree by language-, dialect-, accent- and speaker-specific character-
istics. As exemplified in the spectrogram presented in Figure 2.1, the frequency domain
of an acoustic signal encodes information on the intensity of the acoustic energy in a
given range of frequencies, i.e., spectral information. The time domain represents how
the signal, i.e., the energy present in different frequency ranges, changes over time.
Figure 2.1: Spectrogram illustrating the time domain (x-axis) and the frequency domain
(y-axis) of an acoustic signal.
The frequency domain of speech contains information about voice quality, fundamental
frequency, and vowel and consonant qualities, for example. The time domain, on the other
hand, contains information about the durations of segments, syllables, intonation phrases,
and any other element represented in the frequency domain. Compared to research on
frequency domain characteristics, the time domain of speech has gained less attention in
phonetic research. Though there is no consensus to how rhythm is encoded in the acoustic
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signal, speech rhythmic characteristics have typically been attributed to the time domain.
It is unclear, however, whether rhythm is created by the periodic recurrence of one par-
ticular element or pattern (coordinative rhythm), by the alternation of strong and weak
elements (contrastive rhythm), or whether it is a metaphor for patterns that are neither
‘periodic’ nor ‘alternating’ in a strict sense (Nolan and Jeon, 2014). Furthermore, the per-
ceptual impression of rhythmicity has been shown to be multidimensional, with duration,
intensity, fundamental frequency, and even spectral information playing a possible role
both in the perception of temporally more or less regular patterns and in the perception
of the alternation of more or less prominent elements in the speech signal (Cummins and
Port, 1998; Lee and Todd, 2004; Dellwo, 2008; Tilsen and Johnson, 2008; Barry et al.,
2009; Kohler, 2009; Tilsen and Arvaniti, 2013).
The experiments presented in this thesis explore time domain characteristics to learn
about (i) the ways in which these may encode speaker-individuality across different lan-
guages, and (ii) whether they may, possibly in combination with frequency or intensity
domain characteristics, be useful for the identification of foreign accents. The time do-
main phenomena investigated contribute to a perceptual impression of rhythmicity to
some extent, but we do not make the claim that these phenomena create a comprehensive
impression of rhythmicity on their own. The following sections present a brief general
review of research on speech rhythm in native speech (Section 2.1.1), on the influence
of non-nativeness on speech rhythmic features (Section 2.1.2) and on the influence of
speaker-individuality on speech temporal features (Section 2.1.3). More specific litera-
ture reviews considering each of the conducted experiments can be found in Section 1 of
Chapters 4, 5, 6, and 7.
2.1 Research on speech rhythm
2.1.1 Research on native speech rhythm
The work of Lloyd James (1929), Pike (1945), and Abercrombie (1967) has established
that languages differ in their suprasegmental temporal or rhythmic organization. The so-
called Rhythm Class Hypothesis, which suggests that some languages are characterized
by equal syllable durations (e.g., French, Spanish, Italian) and others by equal distances
between stressed syllables (e.g., German, English, Dutch), is heavily disputed, however
(Dellwo, 2010; Loukina et al., 2011; Arvaniti, 2012). The acoustic correlates for rhythmic
classes — interstress intervals and syllables — were initially claimed to be isochronic, i.e.,
of equal length. After the isochrony hypothesis was empirically disproved (Roach, 1982;
Dauer, 1983), such acoustic correlates of perceived rhythm were sought in the durational
variability of consonantal and vocalic intervals, which was assumed to reflect phonolog-
ical differences between languages — typically, different degrees of syllable complexity
and vowel reduction (Dasher and Bollinger, 1982; Dauer, 1983). Based on these acous-
tical units, so-called rhythm metrics were constructed to capture speech rhythm and to
illustrate differences between languages of different rhythmic classes in the time domain
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(Ramus et al., 1999; Low et al., 2000; Grabe and Low, 2002; Dellwo, 2006; Dellwo et al.,
2007; White and Mattys, 2007a; see Loukina et al., 2011 and Chapter 3 for an overview).
However, consonantal and vocalic intervals do not constitute the only acoustical unit
relevant for temporal variability in speech; information structured in the time domain
is highly multidimensional. Therefore, different acoustic characteristics have been used
for the construction of rhythm metrics. For example, Dellwo et al. (2007) presented an
alternative acoustical unit by applying rhythm metrics to voiced and unvoiced intervals
instead of vocalic and consonantal intervals. Asu and Nolan (2006) and Nolan and Asu
(2009) have applied rhythm metrics to syllables and feet, in reference to the claims made
by the initial Rhythm Class Hypothesis as to the isochrony of syllables and interstress in-
tervals. Recent attempts have also included information from the intensity domain (Low,
1998; Dellwo et al., 2012; Tilsen and Arvaniti, 2013) and fundamental frequency informa-
tion (Cumming, 2011), since it has been argued that perceived speech rhythm not only
emerges from durational characteristics, but also from intensity, fundamental frequency,
and spectral dynamics (Kohler, 2009).
Furthermore, it has been shown that rhythm metrics capture not only durational differ-
ences between languages (Ramus et al., 1999; Grabe and Low, 2002; Dellwo, 2006; Dellwo
et al., 2007) but also between dialects (varieties of English: Low et al., 2000; Ferragne
and Pellegrino, 2004; White and Mattys, 2007b; Irish dialects: Dorn et al., 2012; Swiss
German dialects: Leemann et al., 2012; Italian dialects: Schmid, 2012; French dialects:
Obin et al., 2012), individual speakers (Dellwo, 2010; Wiget et al., 2010; Yoon, 2010;
Loukina et al., 2011; Arvaniti, 2012; Dellwo et al., 2012, 2015; Leemann et al., 2014)
and sentence material (Dellwo, 2010; Wiget et al., 2010; Arvaniti, 2012). This has raised
questions as to whether or not such metrics are suited for characterizing languages as
belonging to a particular rhythmic class (Arvaniti, 2012), and as to whether such rhyth-
mic classes even exist at all (e.g., White and Mattys, 2007b). Though the investigation
of rhythm in speech production may be hotly debated, studies of speech perception con-
sistently attest to perceivable differences between languages (Nazzi et al., 1998; Ramus
and Mehler, 1999; Ramus, 2002; Ramus et al., 2003) and dialects (White et al., 2012). In
such experiments, listeners are not necessarily sensitive to rhythmic classes but rather to
specific suprasegmental and segmental durational cues (White et al., 2012). As suggested
by Classe (1939) and Lehiste (1977), the heavily discussed isochrony is probably primarily
a perceptual phenomenon, in which languages seem to be perceived as being more (e.g.,
French) or less (e.g., English, German) regularly timed (Dellwo, 2008).
2.1.2 Research on non-native speech rhythm
Perception studies have revealed that non-native durational patterns decrease speakers’
intelligibility and increase the perceptual impression of foreign accent strength (Tajima
et al., 1997; Munro and Derwing, 2001; Bent et al., 2008; Holm, 2008; Dellwo, 2010; Pinet
and Iverson, 2010; Quene´ and van Delft, 2010; Winters and O’Brien, 2013). The idea
that speech temporal and rhythmic features play a role in the perception of non-native
12 Chapter 2
speech has a long tradition, dating to Lloyd James’ (1929) suggestion that non-native
speech rhythm strongly affects the intelligibility of foreign-accented speech.
Lloyd James (1929) argued that non-native speech is characterized by rhythmic interfer-
ence from a speaker’s native language and that such interference affects perception more
strongly when languages differ in their rhythmical organization. Later research has shown
that, indeed, non-native durational patterns do not only reflect non-nativeness in general,
but are influenced by the temporal patterns of a speaker’s specific native language. Such
interference has been found for durational phenomena such as the production of vowel
quantity (McAllister et al., 2002), voice onset time (Caramazza et al., 1973; Flege and
Hillenbrand, 1984; Hazan and Boulakia, 1993; Fowler et al., 2008), and word-final stop
closure duration (Flege et al., 1992; Arslan and Hansen, 1997). These segmental or sub-
segmental temporal features of non-native speech are likely to translate into suprasegmen-
tal temporal features, as it has been shown that durations of suprasegmental units depend
on intrinsic durations of the segments they contain (van Santen and Shih, 2000). Such
suprasegmental temporal features could in turn be assumed to influence the duration-
based rhythm metrics mentioned in Section 2.1.1, as these metrics capture variability in
a range of suprasegmental durational features. Assuming (a) that rhythm metrics do in
fact capture rhythm, (b) that non-native speech rhythm is characterized by interference
from a speaker’s native language, and (c) that some languages are more similar in their
rhythmical organization than others (e.g., French, Spanish, Italian vs. German, English,
Dutch), one would expect the following: non-native speakers’ values for rhythm metrics
should fall in between values attested for the native and the target language for language
pairs with different rhythmical organization, and these values should be similar to both
the native and the target language for language pairs with similar rhythmical organization.
Research has revealed that this is the case for some rhythm metrics (but not for others)
and for some native vs. non-native language pairs (but not for others). For example,
values for the rate-normalized durational variability of vocalic intervals (varcoV, White
and Mattys, 2007a) measured in English speakers of Spanish and Spanish speakers of
English fall in between the values found for native Spanish and native English (Carter,
2005; White and Mattys, 2007a; Gutie´rrez Dı´ez et al., 2008). The same holds for the
rate-normalized durational variability of adjacent vocalic intervals in Spanish speakers of
Afrikaans and Afrikaans speakers of Spanish (nPVI V ; Coetzee et al., 2015). English and
Dutch, however, exhibit very similar values for native and target language as well as for
non-native speech (White and Mattys, 2007a). This is in line with Spanish learners of
English being perceived to have a stronger accent than Dutch learners of English (White
and Mattys, 2007a). These findings are in line with expectations, as English, Dutch and
Afrikaans are assumed to differ from Spanish in their rhythmical organization (see Sec-
tion 2.1.1). Furthermore, data from Gutie´rrez Dı´ez et al. (2008) for Spanish learners of
English, from Tortel and Hirst (2010) for French learners of English, and from Ordin
and Polyanskaya (2015) for French and German learners of English has shown that while
learners’ values for certain rhythm metrics fall between the native and the target lan-
guage, more advanced learners exhibit more target-like values.
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Other findings, however, challenge these ideas. English learners of Spanish (White and
Mattys, 2007a) and German learners of French and English (Dellwo, 2010) exhibit higher
values than both their native and their target languages for the proportion of speech that
is vocalic (%V, Ramus et al., 1999). This overshoot by non-native speakers of different
language backgrounds suggests that a high %V may be a general property of non-native
speech. This may be explained by the finding that non-native speakers tend to lengthen
the duration of vowels, particularly of unstressed vowels, giving the auditory impression of
more regular speech timing (Adams and Munro, 1978; Taylor, 1981; Derwing et al., 2009).
Conflicting evidence from Tortel and Hirst (2010), however, shows that French learners of
English exhibit lower values for %V than their native and target language. Finally, in a
study by Grenon and White (2008), Japanese learners of English and English learners of
Japanese exhibited target-like values for several vocalic metrics, which is unexpected, as
Japanese and English have previously been shown to differ in their rhythmic organization
(Ramus et al., 1999).
Therefore, non-native speech seems to be influenced by durational characteristics of speak-
ers’ native language for some rhythm metrics and language pairs; other metrics and lan-
guage pairs, however, seem to reflect general properties of non-native speech rather than
specific interference from the native language. Furthermore, some of the findings reported
above do not reveal readily interpretable interference from a speaker’s native language,
nor can they be explained by well-known properties of non-native speech. Such results
are possibly due to relatively small datasets in terms of speakers and sentences; as dis-
cussed in Section 2.1.1, rhythm metrics are strongly influenced by these factors. It is also
possible, however, that these metrics are not suited for application as acoustic correlates
of perceived rhythmicity at all (Arvaniti, 2012). It therefore remains unclear which of the
durational characteristics of non-native speech are due to interference from a speaker’s
native language, which are general features of non-native speech, and which can, as of
yet, not be explained. It further remains widely unclear whether such acoustic temporal
variability between different non-native accents is perceptually salient. While perceptu-
ally salient rhythmic differences between some languages have been empirically attested
by various studies (see Section 2.1.1), the idea that such characteristics also play a role
in non-native speech has been investigated empirically only for speech production. This
is why Chapters 4, 5, and 6 take a speech perception point of view for the investigation
of foreign-accent-specific temporal features.
2.1.3 Research on speaker-individual speech rhythm
Many of the metrics proposed to measure rhythm are determined not only by the lan-
guage spoken, but also by the individual speaker (Dellwo, 2010; Wiget et al., 2010; Yoon,
2010; Arvaniti, 2012; Dellwo et al., 2012, 2015; Leemann et al., 2014). Whether this
implies the existence of perceived speaker-specific rhythmicity is still unclear; however,
there is growing evidence for speaker-individual behavior in the time domain. Apart from
between-speaker variability in rhythm metrics, it is known that native speakers differ in
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pausing behavior (Goldman Eisler, 1968; Ku¨nzel, 2013), in durational characteristics of
their hesitation markers (Braun and Rosin, 2015), in voice onset time (Allen et al., 2003)
and in the durations of syllable nuclei (Shriberg et al., 2005). It has further been shown
that a number of temporal features related to fluency vary between non-native speakers.
Some of this variability is correlated with speakers’ fluency in their native language, a
phenomenon attributed to between-speaker differences in cognitive processing (Derwing
et al., 2009; de Jong et al., 2013).
Unlike frequency domain characteristics, which are known to be influenced to some ex-
tent by the anatomical characteristics of a speaker’s larynx and vocal tract (Fant, 1960),
the reasons for time domain characteristics to vary between speakers are not as readily
interpretable. Cognitive factors, as mentioned above, have been assumed to influence
between-speaker variation in fluency measures. One interpretation that may apply to
other types of temporal patterns involves a comparison to the human gait, which seems
to be highly idiosyncratic due to individual ways of moving one’s body parts (Loula
et al., 2005); McDougall (2006), Dellwo et al. (2012), and Dellwo et al. (2015) suggest
that movements of the articulators may be idiosyncratic in similar ways. Since there
are intrinsic — mechanical — properties of the articulators (e.g., volume, mass, velocity,
shape; McDougall, 2006; Perrier, 2012), there may be speaker-individual ways of moving
these articulators. Such phenomena may leave a “stamp” in the acoustic speech signal,
particularly in its time domain (Dellwo et al., 2015). According to this rationale, certain
temporal patterns should not only vary between speakers, but they should also be robust
within a speaker to some extent, which is a prerequisite for acoustic features to be used
in forensic casework (Nolan, 2009).
Experimental investigations carried out in a forensic phonetic context have revealed a
number of temporal patterns that meet these requirements. McDougall (2004, 2006) has
found the dynamics of formant trajectories to vary between speakers; Dellwo and Schmid
(2015) find articulation rate to vary between speakers, and Dellwo et al. (2012, 2015),
Leemann et al. (2014), Dellwo and Schmid (2015), and Leemann and Kolly (2015) find
a number of rhythm metrics to vary between speakers. Some of these rhythm metrics
are relatively invariant to within-speaker variation introduced by articulation rate (five
intended tempo conditions; Dellwo et al., 2015), linguistic structural characteristics (sen-
tences generated by the same speaker vs. by other speakers; Dellwo et al., 2015), speaking
style (read vs. spontaneous speech; Leemann et al., 2014), dialect spoken (Leemann and
Kolly, 2015), language spoken (bilingual speakers in their German vs. Italian speech;
Dellwo and Schmid, 2015), and channel (hifi vs. telephone speech; Leemann et al., 2014).
Given these findings and the anatomical rationale for them, this thesis hypothesizes that
speaker-individual temporal patterns may be found even when within-speaker variation
is introduced by speakers producing native and non-native speech. This idea is explored
in Chapters 7 and 8 and developed further in Section 10.2.
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2.2 Speech corpora used for the present work
Two different speech corpora came into play for the study of rhythmic and temporal
features specific to speaker origin and to speaker-individuality:
(i) to investigate the perceptual identification of speaker origin based on rhythmic and
temporal characteristics of non-native speech, we used Standard German speech
read by French, English and Zurich German speakers — the Non-native Speaker
Origin Corpus;
(ii) to investigate speaker-individual influences on rhythmic and temporal features in na-
tive and non-native speech, we used a subset of the TEVOID corpus, which contains
Zurich German, French and English speech read by Zurich German speakers (Dellwo
et al., 2012, 2015; Leemann et al., 2014) — the Non-native Speaker-Individuality
Corpus.
Both corpora were further used to describe a number of general time domain properties
of non-native speech. The two corpora are briefly introduced here; they are described in
more detail in Part II of this thesis.
The Non-native Speaker Origin Corpus contains read speech from 6 French, 6 English
and 6 Zurich German speakers of Standard German. Speakers read 18 Standard German
sentences (see Appendix A). To create perception experiments, 9 sentences per speaker
were chosen such that sentence sets differed between speakers. Each of the 18 sentences
appeared 6 times in the experiments: 3 times read by a French and 3 times read by an
English speaker (see Chapter 4, Table 2). These 108 French- and English-accented sen-
tences (2 accents × 6 speakers × 9 sentences) were signal-manipulated in different ways
for the different perception experiments presented in Chapters 4, 5, and 6. The patterns
of temporal variability in this material, along with the corresponding material from Zurich
German speakers, are investigated from a speech production point of view in Chapter 3.
The Non-native Speaker-Individuality Corpus is a subset of the TEVOID corpus (Dellwo
et al., 2012, 2015; Leemann et al., 2014) that was designed for the study of speaker-
individual characteristics. The TEVOID speaker group is homogeneous in terms of native
dialect, age, education, and second languages spoken, and speakers produced speech un-
der various conditions. Our subset contains read speech from 16 Zurich German speakers
in their native Zurich German as well as in their non-native French and English. Speakers
read a list of 16 Zurich German, 16 French and 16 English sentences. French and English
sentences were literal translations of the Zurich German sentences (see Appendix A).
These 768 sentences (3 languages × 16 speakers × 16 sentences) were used for an ex-
periment on speaker-idiosyncratic pausing behavior presented in Chapter 7 and for the
evaluation of speakers’ accent strength presented in Chapter 8. This corpus has now been
enhanced in order to contain 48 sentences per speaker and language, though two of the 16
initial speakers involved in the experiment presented in Chapter 7 could not come back
for additional recordings and were replaced by two further Zurich German speakers with
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the same gender, age, educational level, and linguistic biography profile. An experiment
where we apply some of the temporal measures presented in Chapter 3 to this enhanced






Temporal and rhythmic features in German
as spoken by French, English and Zurich Ger-
man speakers
This chapter presents an experiment that was carried out to describe patterns of temporal
variability in the Non-native Speaker Origin Corpus. We applied a number of temporal
measures to the speech material that was used for the perception experiments described
in Chapters 4, 5, and 6:
. 2 measures of articulation rate and 2 measures of pausing;
. 14 rhythm metrics.
The main results of the present experiment are the following:
⇒ Native speech exhibited a higher articulation rate as well as fewer and shorter pauses
than non-native speech.
⇒ Non-native speech revealed less durational variability in voiced and vocalic intervals,
and more durational variability in unvoiced intervals than native speech.
⇒ French speakers of German tended to exhibit a higher proportion of the utterance
over which speech is voiced than English speakers of German.
⇒ To a lesser extent, French and English speakers of German differed in the proportion
of the utterance over which speech is vocalic as well as in the durational variability
of voiced and consonantal intervals.
As this corpus was used to create stimuli for the perception experiments described in
Chapters 4, 5, and 6, the patterns of temporal variability that were found to differ be-
tween foreign accents in the present experiment could be investigated as acoustic correlates
of the perceptual results (see Chapter 6). Temporal features that were found to differ be-
tween native and non-native speech may reflect general properties of non-native speech




To explore whether and how temporal patterns differed between the two non-native ac-
cents and the native accent of the Non-native Speaker Origin Corpus, we compared artic-
ulation rate, pausing behavior and a number of rhythm metrics between French-accented,
English-accented and native German natural speech. Between-accent differences in acous-
tic measures of temporal variability point to possible cues that listeners may have used
to complete the perceptual accent identification tasks in Chapters 4, 5, and 6. A brief
overview of the literature on temporal measures of non-native speech in other corpora is
given in Section 2.1.2 above. As the present experiment was designed to complement and
possibly explain the perceptual results, we do not necessarily aim for a comprehensive
discussion of its results vis-a`-vis this literature.
Materials and methods
Speech material
For this experiment, we used the French-accented, English-accented, and native German
speech material described in Section 2.2 as well as in Chapters 4, 5, and 6. It is important
to note that a perceptual rating of the 108 non-native sentences by native listeners did
not reveal differences between the French- and the English-accented sentences in terms of
accent strength (see Chapter 4, Section 3.2 for details). This means that between-accent
differences cannot be attributed to non-native accent strength.
Annotation
To prepare the data for temporal measurement, the 108 non-native sentences and their
native German counterparts were segmented by a trained phonetician (the author) using
Praat (Boersma and Weenink, 2012). Segmentation and labeling decisions were based on
visual inspection of waveforms and spectrograms as well as on auditory criteria. Silent
pauses were annotated without the application of a particular duration threshold: pauses
were labeled perceptually, with every silent part that was perceived as a pause labeled as
such. Based on this segmentation, a tier was created containing consonantal and vocalic
intervals (see Figure 3.1, tier 2). We further created a tier noting voiced and unvoiced
intervals that were automatically calculated using the default pitch detection algorithm
in Praat (tier 3). The last tier contained intervals between amplitude peaks, where the
algorithm detected one peak per vocalic segment (tier 4; Dellwo et al., 2012).
Temporal measures applied
We calculated two measures of articulation rate: rateCV, the number of consonantal and
vocalic intervals per second (Dellwo, 2008) and ratePeak, the number of automatically
detected peaks in the amplitude envelope per second. This roughly corresponds to the
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Figure 3.1: Spectrogram and waveform of a speech signal labeled for segments (tier 1),
vocalic and consonantal intervals (tier 2), voiced and unvoiced intervals (tier 3) and
amplitude-peak-to-amplitude-peak intervals (tier 4). The phrase reads die Frau des
Apothekers ‘the wife of the pharmacist’.
number of syllables per second (Mermelstein, 1975; Dellwo, 2008; Dellwo et al., 2012). We
further applied two measures of pausing that are widely used in second language research:
pauseNbr, the number of pauses, and pauseDur, pause durations (e.g. Trofimovich and
Baker, 2006; de Jong et al., 2013; Ku¨nzel, 2013). Finally, we applied a number of rhythm
metrics: metrics based on durational features of (a) vocalic and consonantal intervals;
(b) voiced and unvoiced intervals; (c) intervals between automatically detected peaks in
the amplitude envelope.
• Measures based on vocalic and consonantal interval durations:
– %V, the percentage over which speech is vocalic (Ramus et al., 1999);
– varcoVln, the rate-normalized standard deviation of vocalic interval durations
(varcoV : White and Mattys, 2007a), calculated on log-transformed interval
durations;
– nPVI V, the rate-normalized average difference between consecutive vocalic
interval durations (Grabe and Low, 2002);
– varcoC, the rate-normalized standard deviation of consonantal interval dura-
tions (Dellwo, 2006);
– nPVI C, the rate-normalized average difference between consecutive consonan-
tal interval durations (Grabe and Low, 2002).
• Measures based on voiced and unvoiced interval durations:
– %VO, the percentage over which speech is voiced (Dellwo et al., 2007);
– varcoVOln, the rate-normalized standard deviation of voiced interval durations
(varcoVO : Dellwo et al., 2007), calculated on log-stransformed interval dura-
tions;
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– nPVI VO, the rate-normalized average difference between consecutive voiced
interval durations (Dellwo et al., 2007);
– varcoUV, the rate-normalized standard deviation of unvoiced interval durations
(Dellwo et al., 2007);
– nPVI UV, the rate-normalized average difference between consecutive unvoiced
interval durations (Dellwo et al., 2007).
• Measures based on interval durations between amplitude peaks:
– varcoPeak, the rate-normalized standard deviation of interval durations be-
tween amplitude peaks (Dellwo et al., 2012);
– nPVI Peak, the rate-normalized average difference between consecutive interval
durations between amplitude peaks (Dellwo et al., 2012).
As the distributions of vocalic and voiced intervals were strongly positively skewed, the
measures varcoV (White and Mattys, 2007a) and varcoVO (Dellwo et al., 2007) were
calculated based on log-transformed interval durations. Temporal measures were calcu-
lated sentence-by-sentence using the Praat plugin Duration Analyzer (written by Volker
Dellwo; available at http://www.pholab.uzh.ch/en/leute/dellwo/software.html).
The calculation of %V and %VO is straightforward. For any given interval (Int), the
calculation of varcoInt and nPVI Int was calculated as follows:
varcoInt = 100 · ∆Int
Int
,
where ∆Int denotes the standard deviation of interval durations and Int the mean interval
duration.









where dk denotes the duration of the k
th interval and m the total number of intervals.
Statistical analyses
Statistical analyses were performed using R software (R Core Team, 2014). To test for the
effect of accent (with the levels French-accented German, English-accented German and
native German) on each temporal measure, we constructed linear mixed effects models
(LME) with speakers’ gender and accent as fixed effects and speaker and sentence as
random intercepts (R-package: lme4 ; Bates and Maechler, 2009). We tested effects by
comparing a full model, which included the factor in question, to a reduced model, in
which the factor was not included. Model comparison was performed using standard
likelihood ratio tests (R-code: anova(full model, reduced model)). We report AIC (Akaike
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Information Criterion) values for the relative goodness of fit of LMEs (Kliegl et al., 2011).
For multiple comparisons we applied the Tukey method, using the R-package multcomp.
We assumed an α-level of 0.05.
Results
Results on the effect of accent on durational patterns of speech are presented in Ta-
ble 3.1. Considering the speaking rate measures, we obtained a significant effect of accent
for rateCV, but not for ratePeak. Multiple comparisons revealed that rateCV was signif-
icantly different only between French-accented and native German. However, the three
accents differed in speaking rate descriptively with native German showing the highest
rateCV (M=9.91, SD=1.04), followed by English-accented German (M=8.89, SD=0.97)
and French-accented German (M=8.19, SD=1.08; see Figure 3.2). A similar pattern was
observed for ratePeak.
Temporal measure Factor Result
varcoUV accent χ2(2)=26.24, AIC=-103.22, p<0.001*
nPVI UV accent χ2(2)=22, AIC=1627, p<0.001*
pauseNbr accent χ2(2)=16.86, AIC=557.12, p<0.001*
rateCV accent χ2(2)=11.27, AIC=428.49, p<0.01*
nPVI V accent χ2(2)=10.13, AIC=1381, p<0.01*
pauseDur accent χ2(2)=8.72, AIC=49.76, p<0.05*
varcoVOln accent χ2(2)=7.88, AIC=-226.79, p<0.05*
nPVI Peak accent χ2(2)=5.37, AIC=1440.80, p=0.07
ratePeak accent χ2(2)=5.16, AIC=322.79, p=0.08
%VO accent χ2(2)=4.94, AIC=1153.70, p=0.08
varcoC accent χ2(2)=4.46, AIC=-381.44, p=0.11
nPVI VO accent χ2(2)=3.93, AIC=1543.8, p=0.14
%V accent χ2(2)=2.88, AIC=969.75, p=0.24
varcoPeak accent χ2(2)=2.51, AIC=-371.24, p=0.29
varcoVln accent χ2(2)=1.49, AIC=-720.85, p=0.47
nPVI C accent χ2(2)=0.09, AIC=1401.20, p=0.96
Table 3.1: Summary of statistics for temporal measures tested on French-accented,
English-accented and native German speech. Acoustic measures are ordered according to
magnitude of effect.
We found a significant effect for both the number (pauseNbr) and duration (pauseDur) of
pauses; multiple comparisons revealed that native speakers produced significantly fewer
and shorter pauses than non-native speakers. French speakers did not differ from English



































































































Figure 3.2: Boxplots of rateCV, pauseNbr, pauseDur, nPVI V, %VO, nPVI VO, %V, and
varcoC for French-accented (left, dark gray), English-accented (center, light gray), and
native German (right, white).
As for the rhythm metrics applied, we obtained a significant effect of accent for nPVI V,
varcoVOln, varcoUV, and nPVI UV. Multiple comparisons revealed a significant differ-
ence between native and non-native accents for these measures, but not between the two
non-native accents. Non-native speech revealed significantly lower interval duration vari-
ability than native speech in the vocalic and voiced measures, but significantly higher
variability for the unvoiced measures.
We found no significant differences between French- and English-accented German. The
highest descriptive differences between the two non-native accents were observed in the
measures %VO, nPVI VO, %V, and varcoC. Figure 3.2 illustrates that French speakers
tended to produce a higher proportion of voiced intervals (%VO ; M=73.95, SD=9.17) than
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English (M=69.67, SD=6.91) speakers of German. On the other hand, French (M=66.09,
SD=17.67) speakers of German showed lower values for nPVI VO, than English speakers
(M=72.78, SD=17.39). As for the percentage over which speech is vocalic, %V, English
speakers (M=41.28, SD=5.43) exhibited higher values than French speakers (M=39.40,
SD=4.90) of German. Finally, English speakers produced more variable consonantal
interval durations (varcoC, M=0.55, SD=0.10) than French (M=0.52, SD=0.09) speakers.
Discussion and conclusion
We found native speech to differ from non-native speech in terms of articulation rate and
pausing behavior, where native speech was characterized by a higher articulation rate as
well as fewer and shorter pauses. This replicates results reported by research on second
language fluency (Trofimovich and Baker, 2006; Derwing et al., 2009; de Jong et al., 2013).
Furthermore, we found non-native speakers to exhibit lower values for nPVI V, therefore
producing adjacent vocalic intervals with more similar durations than native speakers.
This may reflect a tendency for non-native speakers of German to produce full vowels in
contexts where native speakers reduce vowels, which is typically the case in unstressed
syllables (Dauer, 1983). A similar result has been observed by Ordin and Polyanskaya
(2015): French and German learners of English exhibit lower values compared with native
speakers of English for the durational variability of vocalic intervals, but their variability
increases as they advance in proficiency. Furthermore, our French and English speakers of
German produced less durational variability in voiced intervals and more durational vari-
ability in unvoiced intervals than native speakers, which may be interpreted with regard
to phenomena of elision or epenthesis to some extent (see Chapter 6 and Section 9.3). We
found non-native speakers not to differ from native speakers in the percentage over which
speech is vocalic, %V, which is unexpected considering findings by White and Mattys
(2007b) and Dellwo (2010), reported in Chapter 2.
None of the 16 temporal measures applied revealed significant differences between French-
and English-accented German. The two accents did, however, differ on a descriptive level
in the percentage over which speech is voiced, %VO, with French speakers of German
exhibiting higher values than English speakers. This may be due to interference from
speakers’ native languages: for example, French is characterized by shorter voice onset
time than English, and this feature is typically influenced by speakers’ native language
in non-native speech (Hazan and Boulakia, 1993; Fowler et al., 2008). More generally,
Dellwo et al. (2007) found that %VO is higher in French than in English speech, which
also supports the hypothesis that interference from the native language plays a role here.
To a lesser extent, French speakers also exhibited lower values than English speakers in the
durational variability of adjacent voiced intervals, in the percentage over which speech is
vocalic, and in the durational variability of consonantal intervals. We therefore conclude
that features such as the ones captured by nPVI VO, varcoC, %V, and, in particular,
%VO, may be of use for perceptual decisions on non-native speakers’ origin, in cases
where these are not affected by signal manipulation (see Chapters 4, 5, and 6).
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Cues to linguistic origin: The contribution of
speech temporal information to foreign ac-
cent recognition
This chapter contains a reprint of the paper: Kolly, M.-J., Dellwo, V. (2014). Cues to
linguistic origin: The contribution of speech temporal information to foreign accent recog-
nition. Journal of Phonetics, 42: 12–23.1
In this paper we present a series of perception experiments that examined listeners’ abil-
ity to identify speaker origin in French- and English-accented German based on primarily
temporal information. As French- and English-accented German were shown to differ
in a number of temporal features in Chapter 3, we assume that time domain informa-
tion contributes to listeners’ accent identification performance. Stimuli for perception
experiments were therefore heavily degraded in the frequency domain in order to contain
different types of predominantly temporal features:
. Noise vocoded speech was manipulated to contain primarily amplitude envelope
temporal features. 6-band noise vocoded speech contained more detailed frequency
domain information than 3-band noise vocoded speech, and segment durations as
well as information on voicing were absent from the stimuli.
. 1-bit requantized speech was manipulated to convey mainly segment durations and
voicing temporal features; amplitude envelope information was absent from the
stimuli.
. Monotonized sasasa-speech exposed listeners to voicing temporal patterns, as every
voiced interval was turned into [a] and every unvoiced interval into [s]. Segment du-
rations and amplitude envelope temporal information were absent from the stimuli.




The main findings reported in this paper are the following:
⇒ Listeners identified foreign accents above chance based on primarily time domain
information in 1-bit requantized and in 6-band noise vocoded speech. When no
frequency domain information was available, e.g., in monotonized sasasa-speech,
accent identification was no longer possible.
⇒ Listeners seemed particularly sensitive to segment durations: 1-bit requantized
speech allowed for higher accent identification performance than 6-band noise vocoded
speech.
⇒ As frequency domain information was reduced, accent identification performance
decreased.
⇒ French-accented German was identified with higher performance than English-accented
German in natural and 1-bit requantized speech.
Given these results, we put forward two possible conclusions: on the one hand, we sug-
gested that the temporal structure of speech may be particularly relevant to speech per-
ception in situations where frequency domain features are strongly degraded — as, for
instance, in a noisy environment or on the telephone. In such situations, it may be that
listeners can process the remaining frequency domain cues because they occur at specific
and expected moments in the time domain. This hypothesis was later tested in Chap-
ter 6. On the other hand, we discussed the (un-)naturalness of the stimuli as a possible
limitation of this study. The signal types presented to listeners were not representative of
everyday conversational situations or of acoustic impressions that listeners may encounter
in natural environments. We suggested that time domain information may be sufficient
for listeners to identify foreign accents if the signal type presented is one that occurs in
natural environments. This hypothesis was tested in Chapters 5 and 6.
Cues to linguistic origin: The contribution of speech temporal information
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A B S T R A C T
Foreign-accented speech typically contains information about speakers' linguistic origin, i.e., their native
language. The present study explored the importance of different temporal and rhythmic prosodic characteristics
for the recognition of French- and English-accented German. In perception experiments with Swiss German
listeners, stimuli for accent recognition contained speech that was reduced artiﬁcially to convey temporal and
rhythmic prosodic characteristics: (a) amplitude envelope durational information (by noise vocoding), (b) segment
durations (by 1-bit requantisation) and (c) durations of voiced and voiceless intervals (by sasasa-delexicalisation).
This preserved mainly time domain characteristics and different degrees of rudimentary information from the
frequency domain. Results showed that listeners could recognise French- and English-accented German above
chance even when their access to segmental and spectral cues was strongly reduced. Different types of temporal
cues led to different recognition scores – segment durations were found to be the temporal cue most salient for
accent recognition. Signal conditions that contained fewer segmental and spectral cues led to lower accent
recognition scores.
& 2013 Elsevier Ltd. All rights reserved.
1. Introduction
Foreign-accented speech contains numerous cues about the native language (L1) of its speakers (Cunningham-Andersson & Engstrand, 1987). If,
for example, we consider Swiss-German- or French-accented English, it is typically easy for listeners who are familiar with these varieties to recognise
these two accents. What are the acoustic cues for this? On a segmental level, for example, consonants may be pronounced at a different place of
articulation, in a different manner of articulation, or with different degrees of voicing (see Leemann, 2011; Schmid, 2012a): the consonant in English the
is likely to be pronounced [z] in a prototypical French accent, [ ] in a prototypical Swiss German accent, thus differing from the English target [ð] in its
place of articulation (French) or in place, manner and voicing (Swiss German). Similarly, /r/ in foreign-accented random is typically realised as a uvular
trill [ʀ] or fricative [ʁ] by French speakers, as an alveolar trill [r] by Swiss German speakers. The ﬁrst vowel in random would typically be nasalised ([ã])
by French and non-nasalised ([æ]) by Swiss Germans. Thus, segmental cues seem to play a large role for the recognition of these foreign accents
(e.g. Cunningham-Andersson & Engstrand, 1987; Koster & Koet, 1993; Boula de Mareüil, Vieru-Dimulescu, Woehrling, & Adda-Decker, 2008;
Park, 2013).
Apart from segmental cues there has also been a strong interest in prosodic phenomena of second language (L2) speech (Anderson-Hsieh,
Johnson, & Koehler, 1992; Boula de Mareüil & Vieru-Dimulescu, 2006; Jilka, 2000; Magen, 1998; Munro, 1995; Munro, Derwing, & Burgess, 2010;
Tajima, Port, & Dalby, 1997; Trouvain & Gut, 2007). This research typically deals with acoustic correlates of foreign accent degree, intelligibility, or
foreign accent detection (temporal characteristics: Bent, Bradlow, & Smith, 2008; Dellwo, 2010; Holm, 2008; Munro & Derwing, 2001; Quené & van
Delft, 2010; Tajima et al., 1997; Winters & O’Brien, 2013). However, the question whether particular foreign accents can be recognised based on
speciﬁc prosodic cues has barely been tapped into. So far, it has been shown that speaker origin can be recognised in natural L2 speech (Derwing &
Munro, 1997; Boula de Mareüil et al., 2008; Guntern, 2011; Kolly, 2013; Kumpf & King, 1997), in L2 speech with monotone intonation (Van Els &
De Bot, 1987), in resynthesised L2 speech containing cues to intonation and segment durations only (Boula de Mareüil & Vieru-Dimulescu, 2006), but
not in lowpass ﬁltered L2 speech below 350 Hz (Van Els & De Bot, 1987). This body of research thus demonstrates that foreign accents can be
recognised based on a variety of prosodic and segmental cues.
Little, however, is known about the role of time domain cues such as suprasegmental timing phenomena or speech rhythm in foreign accent
recognition. Moreover, the lowpass ﬁltering study by Van Els & De Bot (1987) suggests that after heavy reduction of frequency domain cues, foreign
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accent recognition is no longer possible. Somehow contradictory evidence can be found in the domain of L1 dialect recognition where lowpass ﬁltered
speech with a cutoff frequency of 250 Hz allows for the recognition of Swiss German dialects (Leemann & Siebenhaar, 2008). The same is true for
lowpass ﬁltered speech with an unknown cutoff in recognising English dialects (Bush, 1967). Furthermore, temporal cues like durations of consonantal
and vocalic intervals allow listeners to discriminate between English dialects (White, Mattys, & Wiget, 2012). We take this as an indication that
temporal cues may also play a role in the recognition of foreign-accented speech. The principal aim for the present study is to explore whether
temporal characteristics of foreign accented speech are perceptually salient, by investigating how the reduction of listeners' access to segmental and
spectral content of speech affects their ability to recognise foreign accents.
Why temporal characteristics? It is widely acknowledged that languages (Abercrombie, 1967; Grabe & Low, 2002; Pike, 1945; Ramus, Nespor, &
Mehler, 1999) and dialects (Ferragne & Pellegrino, 2004; Leemann, Dellwo, Kolly, & Schmid, 2012; Schmid, 2012b; White et al., 2012; White & Mattys,
2007b) differ in their suprasegmental temporal organisation, or speech rhythm. Whether and to what degree language-speciﬁc rhythm allows for a
classiﬁcation of languages into rhythmic classes is a matter of heavy debate in the literature (see Arvaniti, 2012). However, there is strong evidence
that languages can be discriminated based on auditory rhythmic characteristics (Ramus & Mehler, 1999; Ramus et al., 1999). Such characteristics
have been associated with the sound of a Morse-code signal for some languages (e.g. English, German, Dutch) and with the sound of a machine-gun
for others (e.g. French, Italian, Spanish; Lloyd James, 1929), while the latter expresses more regular rhythmic timing – in French as opposed to
English, for example. In fact, there is evidence that durational characteristics of consonantal and vocalic intervals are perceived as more regularly
timed in French than they are in English (Dellwo, 2008). It was also found that Mandarin speakers produce more regularly timed speech when
speaking in synchrony while such effects cannot be obtained for English (Cummins, Li, & Wang, 2013). In summary, there is evidence for some
languages to be more regularly timed than others, in speech production as well as in speech perception research.
Are rhythmic characteristics transferred from L1 to L2 speech? The literature demonstrates that this is true for some L1/L2-pairs and some
durational variables, but not for others. For example, the rate-normalised durational variability of vocalic intervals1 locates L2 speech in between the
native and the target language values for rhythmically regular Spanish vs. irregular English (Carter, 2005; Gutiérrez Díez, Dellwo, Gavaldà, & Rosen,
2008; White & Mattys, 2007a). English and Dutch, which are both rhythmically irregular, show very similar values for native and target language as
well as L2 speech (White & Mattys, 2007a). This points in favour of an L1-transfer hypothesis. However, other ﬁndings do not support such a
hypothesis: Regarding the percentage over which speech is vocalic,2 English learners of Spanish (White & Mattys, 2007a) as well as German learners
of French and English (Dellwo, 2010) overshoot the values of their native as well as their target language. A high percentage over which speech is
vocalic seems to be a general property of L2 speech. In fact, L2 speakers tend to lengthen the duration of vowels, particularly of unstressed vowels,
giving the auditory impression of more regular speech timing (Adams & Munro, 1978; Taylor, 1981). Thus, L2 speech seems to be inﬂuenced by L1
durational characteristics for some variables and language pairs; other variables and language pairs, however, seem to reﬂect general properties of L2
speech rather than speciﬁc L1-transfer, as suggested by Taylor (1981) and Dellwo (2010). It therefore remains unclear, for L2 speech, which of the
durational characteristics associated with speech rhythm are L1-speciﬁc, and which are a general feature of (L1-independent) L2 speech. It further
remains widely unclear whether such acoustic variability between L2 accents is perceptually salient. While perceptually salient rhythmic differences
between some languages have been empirically attested by different studies (Nazzi, Bertoncini, & Mehler, 1998; Ramus & Mehler, 1999; Ramus,
Dupoux, & Mehler, 2003), the idea that such characteristics also play a role in L2 speech has been investigated empirically only for speech production
(Dellwo, 2010; White & Mattys, 2007a, 2007b).
Durational characteristics of foreign-accented speech may be perceptually salient typically if speakers were to transfer durational patterns from a
rhythmically more regular L1 to a less regular L2. This can be tested, for example, with French- and English-accented German speech: two foreign
accents that stem from two languages that have been shown to differ in time domain characteristics (French and English; Abercrombie, 1967; Dellwo,
2006; Grabe & Low, 2002; Pike, 1945; Ramus et al., 1999). A rationale for this is the following: English and German, in contrast to French, are
characterised by vowel reduction, complex syllables and consonant clusters, high durational variability between stressed and unstressed syllables. In
comparison, French has less vowel reduction, less complex syllables and consonant clusters as well as less durational variability between stressed
and unstressed syllables (Dauer, 1983; Auer, 2001). The percept of rhythmic regularity in French may be a result of such phonological characteristics.
If language-typical phonological characteristics were indeed transferred from L1 to L2 speech, one would expect French accented German to sound
rhythmically more regular than English accented German.
Cues for the perception of speech rhythmic characteristics are assumed to lie in the more or less regular recurrence of perceptually salient speech
intervals. Since durational patterns are encoded on many levels in the speech signal, different types of such speech intervals have been considered
to be acoustic correlates of speech rhythm: interstress intervals and syllables (Pike, 1945; Abercrombie, 1967), consonantal and vocalic intervals
(Ramus et al., 1999), voiced and voiceless intervals (Dellwo, Fourcin, & Abberton, 2007; Fourcin & Dellwo, 2009), intervals related to amplitude
envelope timing (Lee & Todd, 2004; Dellwo, Leemann, & Kolly, 2012; Tilsen & Johnson, 2008) or to fundamental frequency (Kohler, 2009). In research
on speech perception, a small number of speech intervals have been used to study language discrimination based on durational characteristics: It has
been shown that listeners can discriminate a rhythmically regular from an irregular language based on monotone lowpass ﬁltered speech below
180 Hz (den Os, 1988) and based on the durational variability of consonantal and vocalic intervals in monotone sasasa-speech3 (Ramus et al., 2003).
Research on rhythm production and perception has thus mainly focused on temporal characteristics of vocalic and consonantal intervals. To test
foreign accent recognition in conditions of heavily reduced frequency domain information, it thus seems reasonable to use different types of speech
intervals to present time domain information to listeners. Durational characteristics of some speech intervals may contain more or less information
about the L1 origin in L2 speech, which may lead to different accent recognition scores.
Based on the ideas presented above, we formulated the following research questions: To what degree can we reduce frequency domain
characteristics of the speech signal such that listeners can still recognise two different foreign accents? And which type of temporal cue (i.e., which
type of temporally structured speech interval) leads to higher accent recognition scores? To test this, Swiss German listeners were asked to recognise
French- and English-accented German in signal-degraded speech containing primarily durational cues. In a between-subject design we used three
different types of signal-degraded speech to provide listeners with different types of temporal cues. By doing this, we gain insight into
the speech intervals that contribute more or less to accent recognition, i.e., the speech intervals which are (a) subject to durational L1-transfer
1 A variable that has been shown to discriminate between hypothesised rhythm classes (Dellwo, 2006; White & Mattys, 2007a).
2 This variable also discriminates between hypothesised rhythm classes (Ramus et al., 1999).
3 Ramus & Mehler (1999) developed this procedure for delexicalisation, where the original utterances are resynthesised: every consonantal speech interval is replaced with the same
[s]- and every vocalic speech interval with the same [a]-phone.
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and (b) perceptually salient to the listeners regarding durations. To test listeners' attention to amplitude envelope durational cues (low frequency
durational cues) we used noise vocoded speech; to test their attention to segmental durational information we used 1-bit requantised speech; to test
their attention to the timing of the source signal (voice) we used sasasa-speech based on voiced and voiceless intervals (see Section 2). Furthermore,
we degraded speech signals to different degrees to test whether listeners are sensitive to the reduction of spectral information (see Section 2).
A between-subject design was used because listeners who are tested several times might improve between the conditions: it has been shown that
distorted speech becomes more intelligible with experience (Licklider & Pollack, 1948, for 1-bit requantised speech; Davis, Johnsrude, Hervais-
Adelman, Taylor, & McGettigan, 2005, for noise vocoded speech). Since the signal degradations we applied render speech unintelligible, we
presented the corresponding sentence transcript for each stimulus visually, which enabled listeners to parse the acoustic information to speech (Davis
et al., 2005). In this way, they were able to process the temporal patterns and the potentially remaining spectral information in the signal. The following
section explains the rationale for each signal degradation procedure and the type of temporal information as well as the amount of spectral information
it contains.
2. Time domain cues in three types of signal-degraded speech
Signal degradation procedures were chosen in order to preserve different types of durational characteristics while severely reducing information in
the frequency domain. Also, these signal degradation procedures reduced listeners' access to cues from the frequency domain to different degrees.
2.1. Noise vocoded speech
To obtain noise vocoded speech, amplitude envelopes are extracted from several frequency bands and used to modulate white noise in these
frequency regions (Shannon, Zeng, Kamath, Wygonski, & Ekelid, 1995). The reduction of spectral information depends on the number of frequency
bands used for amplitude envelope extraction: Fewer bands result in less spectral information (see Figs. 1 and 2). Cues to voicing are absent and
cues to segment durations are severely degraded or absent. This type of signal thus displays time domain information in the form of amplitude
envelope timing cues; however, the reduction of the number of frequency bands not only reduces spectral detail, it also reduces ﬁne-grained temporal
information, since amplitude timing cues are lost for these “missing” frequency bands. The perceptual impression of noise vocoded speech with a
small number of frequency bands can be described as a succession of syllable beats in the form of white noise pulses to which the phenomenon of
speech rhythm is most likely closely related (Cummins & Port, 1998; Lee & Todd, 2004; Tilsen & Arvaniti, 2013).
To judge the amount of spectral information that can be obtained from noise vocoded speech, we ran informal experiments, which showed that
listeners cannot identify single phones in 6-band noise vocoded speech; however, they can discriminate noise vocoded vowels as well as different
sibilants to some degree, given two categories as options. Thus rudimentary spectral information remains in 6-band noise vocoded speech (see
Fig. 1). For 3-band noise vocoded speech, single phones could not be recognised nor could they be discriminated when category information was
available. 3-band noise vocoded speech can thus be said to contain almost no spectral cues that might lead to the identiﬁcation of individual segments
(see Fig. 2 vs. Fig. 1). Similarly, noise vocoded sentences with a small number of frequency bands are unintelligible. However, listeners' access to a
corresponding sentence transcript alleviates the processing of the temporal patterns as well as of the rudimentary frequency domain information
contained in the signals (see Davis et al., 2005). Therefore, we presented listeners with sentence transcripts of the stimuli for two signal conditions:
6-band noise vocoded speech and 3-band noise vocoded speech. In a third signal condition we reduced listeners' access to spectral cues by
presenting them 6-band noise vocoded speech without sentence transcripts.
2.2. 1-bit requantised speech
1-bit requantised speech was created by reducing the quantisation rate of the digital speech signal, originally 16-bit, to 1-bit by setting the
amplitude value of every sample to one of two arbitrarily chosen quantisation levels: -1 (for sample amplitudes<0) and 0 (for sample amplitudes>0).
0 was included in the arbitrary choice to allow silences in the original signal to remain silent in the delexicalised signal. To exclude f0 inﬂuences, pitch
Fig. 1. Waveform and spectrogram for a number of different phones; 6-band noise vocoded speech.
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was monotonised. This digital operation is similar and leads to nearly equal results as analogue methods of inﬁnite peak clipping (Licklider & Pollack,
1948). 1-bit requantisation thus also severely degrades speech in the frequency domain while the boundaries of individual segments can typically be
well obtained. This type of signal thus contains temporal information in the form of segment durations and voicing cues while the amplitude envelope is
entirely lost (see Fig. 3).
Informal experiments with 1-bit requantised speech have shown that the two vowels [a] and [e] could be discriminated from any other vowel (given
the categories as options). This was not the case for other vowel pairs. Also, the two sibilants [s] and [ʃ] could be discriminated, but no other pair of
fricatives could. However, 1-bit requantised speech contains more manner cues: given the categories as options, plosives, fricatives and nasals could
be told apart. 1-bit requantised speech thus contains more cues to the manner of articulation and voicing of consonants than 6-band noise vocoded
speech (see Fig. 3 vs. Fig. 1).
2.3. Sasasa-speech
Sasasa-speech, where speech is delexicalised by turning all consonantal intervals into the same [s] and all vocalic intervals into the same [a], was
developed by Ramus & Mehler (1999). In the present research we used this method but based it on voiced and voiceless speech intervals. We thus
replaced every voiced interval (i.e., non-interrupted periodicity) with a pre-recorded [a] and every voiceless interval with a pre-recorded [s]. There are
two reasons why we built sasasa-speech based on voiced and voiceless intervals instead of the more commonly used vocalic and consonantal
intervals: First, the somewhat categorical and potentially problematic deﬁnition of e.g. approximants being consonantal is levelled out (see Wiget,
White, Schuppler, Grenon, Rauch, & Mattys, 2010). Second, while durational measurements based on voiced and voiceless intervals discriminate
languages similarly to measurements based on vocalic and consonantal intervals (Dellwo et al., 2007; Fourcin & Dellwo, 2009), the former distinction
is perceptually salient even without any prior phonological knowledge about a language.
Fig. 3. Waveform and spectrogram for a number of different phones; 1-bit requantised speech.
Fig. 2. Waveform and spectrogram for a number of different phones; 3-band noise vocoded speech.
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Since sasasa-speech contains resynthesised segments, original segmental, spectral, f0 and amplitude information is completely absent from the
signal (therefore, no ﬁgure of a sasasa-signal is displayed here). It is thus impossible to discriminate any pair of phones, unless they differ in terms of
voicing contrast (e.g. [s] vs. [z]).
2.4. Summary
In conclusion, Table 1 shows a summary of which acoustic cues are preserved by the signal degradation procedures used in our experiments.
3. Materials and methods
3.1. Subjects
Our between-subject design involved six groups of 10 listeners per signal condition for a total of 60 subjects, all of which were native speakers of
Swiss German dialects. Each condition was balanced for a similar number of male and female participants. The age of the subjects ranged between
19 and 34 years (mean¼25.08). None of the listeners reported any signiﬁcant problems with hearing or sight. Most subjects were students from Zurich
University, some were (former) students from other Swiss Universities. Thus, due to listeners' origin, age and educational level, they were assumed to
have had a similar amount of contact with French and English native speakers respectively, as well as with foreign-accented German in general.
However, subjects may have had more experience with French native speakers because there is a French speaking part in Switzerland. Subjects'
basic school education in French and English was comparable.
3.2. Material
We collected speech from twelve speakers, six French and six English native speakers (three males and three females each). The French
speakers were socialised and lived in the French speaking part of Switzerland (ﬁve in the canton of Fribourg, one in the canton of Vaud). The English
speakers were socialised in the US or in Canada, one of the female speakers in the UK, and they lived in Switzerland at the time when they were
recorded. The ages of the speakers ranged between 23 and 56 years (mean¼31.92). Their self-assessed proﬁciency in German ranged from B1 to
B2 (intermediate) for the French speakers and from A1 to B2 (beginner to intermediate) for the English speakers (see Council of Europe, 2013).
Speakers were rated for degree of foreign accent on a 5-point scale by Swiss German listeners, in an experimental condition involving natural speech
(1¼very strong accent; 2¼strong accent; 3¼medium accent; 4¼slight accent; 5¼no accent). A two-sample t-test showed that there was no
signiﬁcant difference in accent degree between both non-native speaker groups (t¼−0.58; ns; df¼5.86): the mean accent degree was 2.89 for French
speakers and 2.70 for English speakers.
Speakers read a list of 18 German sentences (see Appendix A). Sentences were taken from a set of Italian materials used by Nazzi et al. (1998)
and translated to German. Sentence length varied between twelve and 16 syllables. Prior to the recording, speakers familiarised themselves with the
material by reading the sentences aloud. They were recorded in a quiet room at Zurich University or in their respective homes with a Fostex FR-2LE
solid-state recorder (digitised with a sampling rate of 48 kHz and a quantisation rate of 16 bit) and a Sennheiser MKE 2p-c clip-on microphone. If ﬁlled
pauses occurred during a sentence, speakers repeated the sentence spontaneously or, if not, they were asked to do so. Sentences with silent pauses
were not repeated. A two-sample t-test showed that there was no signiﬁcant difference in the number of pauses per sentence between both non-native
speaker groups (t¼−1.62; ns; df¼96.19): the mean number of pauses per sentence was 0.87 for French speakers and 1.22 for English speakers.
There was, however, a signiﬁcant difference in pause durations between the non-native speaker groups (t¼3.03; p<0.01; df¼57.52): the mean pause
duration was 0.29 s for French speakers and 0.20 s for English speakers. Nine sentences per speaker were chosen for the experiment to contain 108
stimuli. To avoid equal sentence sets for different speakers, we distributed three times 18 sentences among French and English speakers respectively
in the way shown in Table 2 (see Appendix A for sentence numbers). Each of the 18 sentences appeared six times in the experiment: three times
spoken by French and three times by English native speakers.
Table 1
Durational cues preserved by the signal degradation procedures
1-bit requantised speech Noise vocoded speech sasasa-speech
Amplitude envelope Absent Present Absent
Segment durations Partly present Absent Absent
Voicing cues Present Absent Present
Summary Segmental temporal cues Amplitude envelope temporal cues Voicing temporal cues
Table 2
Combination of 9 sentences per speaker.
Speaker (French/English) Sentences
01 01 07 13 02 08 14 03 09 15
02 02 08 14 03 09 15 04 10 16
03 03 09 15 04 10 16 05 11 17
04 04 10 16 05 11 17 06 12 18
05 05 11 17 06 12 18 07 13 01
06 06 12 18 07 13 01 08 14 02
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Manipulated stimuli were constructed using Praat signal processing software (Boersma & Weenink, 2012).4 All stimuli were scaled to an intensity
of 70 dB.
• To obtain noise vocoded stimuli, every sentence was ﬁrst bandpass ﬁltered between 50 Hz and 8000 Hz. This band was then divided into a certain
number of logarithmically spaced frequency bands (six and three) by bandpass ﬁltering. The cutoff frequencies for the six frequency bands were
50 Hz, 116.50 Hz, 271.44 Hz, 632.46 Hz, 1473.61 Hz, 3433.50 Hz and 8000 Hz. The cutoff frequencies for the three frequency bands were 50 Hz,
271.44 Hz, 1473.61 Hz and 8000 Hz. The same cutoff frequencies were used to ﬁlter white noise in order to obtain six and three noise bands
respectively. The amplitude envelope was extracted from each speech band by half-wave rectiﬁcation and lowpass ﬁltering at 10 Hz. These
amplitude envelopes were then multiplied with the corresponding noise bands and, ﬁnally, the modulated noise bands were summed to obtain a
noise vocoded sentence (see Fig. 4).
• To obtain (monotone) 1-bit requantised stimuli, pitch was ﬁrst monotonised: We replaced the pitch points of every sentence with the mean pitch
value of the sentence. Subsequently, the amplitude of every sample of the signal was set to −1 (for sample amplitudes<0) or to 0 (for sample
amplitudes>0). Therefore, the quantisation rate of the speech signal was converted to 1-bit (see Fig. 5).
• (Monotone) sasasa-stimuli were created with the Praat plug-in tool Sasasa delexicaliser (see footnote 4) and based on voiced and voiceless
intervals. This tool requires annotated sound ﬁles (Praat TextGrids) with a tier coding voiced and voiceless parts of the signals. The latter were
generated automatically using the pitch detection algorithm implemented in Praat. The Sasasa delexicaliser replaces voiceless intervals with a pre-
recorded [s], voiced intervals with a pre-recorded [a] (male voice), preserving only interval durations from the original sounds (see Fig. 6).
3.3. Procedure
Listeners were tested individually, in a quiet room at Zurich University or in their own homes. They were presented with the 108 stimuli over high-
quality earphones. The stimulus order was randomised separately for each subject. The experiment lasted between 15 and 25 min. Before the start of
Fig. 5. Die Frau des Apothekers ‘The wife of the pharmacist’ spoken by a native English speaker; natural speech (a, left) and 1-bit requantised (b, right).
Fig. 4. Die Frau des Apothekers ‘The wife of the pharmacist’ spoken by a native English speaker; natural speech (a, left), 6-band noise vocoded (b, centre), 3-band noise vocoded
(c, right).
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the experiment, listeners were familiarised with the experiment interface and with delexicalised speech through the presentation of two random stimuli
from the signal condition they would be tested with. Sentence transcripts were given for four of the six conditions: 6-band noise vocoded speech,
3-band noise vocoded speech, 1-bit requantised speech and sasasa-speech. To this end, the sentence corresponding to the acoustic stimulus was
presented on a laptop computer screen two seconds preceding the acoustic stimulus, and remained on the screen during the acoustic stimulus
presentation. In these cases, listeners had access to lexical and syntactic information prior to and while listening to the delexicalised sentence. Two
further conditions were tested without the presentation of sentence transcripts: another condition with 6-band noise vocoded speech, and natural
speech. For each stimulus, listeners were asked to decide whether they heard French- or English-accented German. They were encouraged to
respond intuitively. Also, they had to indicate the certainty of their response on a 3-point scale. Listeners responded by clicking on the corresponding
button using an experiment interface (the Praat plug-in tool Sentence presenter) on a laptop computer.
3.4. Data analysis and statistics
Based on each listener's score we computed the response bias free measure d′ derived from signal detection theory (Green & Swets, 1966).
Perfect sensitivity (i.e., perfect discrimination of two types of signals) starts at a d′-value of 4, and a d′-value of 0 indicates sensitivity at chance level.5
Statistical analyses were performed using R (R Core Team, 2013). Since we did multiple comparisons on related data, we have chosen a conservative
signiﬁcance level with α¼0.01.
4. Results
One-sample t-tests with d' as a dependent variable show that accent recognition was signiﬁcantly better than chance in several experimental
conditions: In natural speech (t¼15.04; p<0.001; df¼9), in 1-bit requantised speech (t¼13.64; p<0.001; df¼9), and in 6-band noise vocoded speech
(t¼4.62; p<0.001; df¼10). The remaining conditions did not allow for a discrimination of the two signal types: 6-band noise vocoded speech without
sentence transcripts (t¼0.69; ns; df¼12), 3-band noise vocoded speech (t¼1.77; ns; df¼9) and sasasa-speech (t¼−1.34; ns; df¼9). These results
are presented in Fig. 7.6
Fig. 7 further shows a decline in listener’s ability to recognise accents, as frequency domain cues decrease in the different conditions (see
Section 2). We computed a univariate ANOVA that shows a signiﬁcant effect between conditions (F(5, 58)¼91.61; p<0.001). Post-hoc tests reveal
that all group comparisons are highly signiﬁcant, except for comparisons between the conditions that did not enable accent recognition. Also, the 6-
band noise vocoded condition does not signiﬁcantly differ from the 3-band noise vocoded condition.
Furthermore, we computed the percentage of correct responses for the French- and English-accented stimuli separately (here it was not possible
to compute d′, since we were interested in the responses to each of the two signal types). Two-sample t-tests with the percentage of correct responses
as a dependent variable show that accent recognition scores are (marginally) signiﬁcantly higher for French-accented stimuli in natural speech (t¼
−2.83; p¼0.01; df¼16.32) and signiﬁcantly higher in 1-bit requantised speech (t¼−3.16; p<0.01; df¼16.09). Scores for both signal types do not
signiﬁcantly differ in 6-band noise vocoded speech (t¼−0.57; ns; df¼20), 6-band noise vocoded speech without sentence transcripts (t¼0.58; ns;
df¼22.70), 3-band noise vocoded speech (t¼1.81; ns; df¼15.75) and sasasa-speech (t¼−1.09; ns; df¼17.94). These results are presented
in Fig. 8.
Fig. 6. Die Frau des Apothekers ‘The wife of the pharmacist’ spoken by a native English speaker; natural speech (a, left) and sasasa-delexicalised (b, right).
4 Praat scripts for delexicalisation and plug-in tools were written by the second author and are available at http://www.pholab.uzh.ch/leute/dellwo/software.html.
5 To obtain d′, one has to compute the number of hits, false alarms, misses and correct rejections per subject. The value d′ is then given by the Z-value of the hit-rate minus the Z-value
of the false-alarm-rate. An alternative to d′ is the non-parametric measure A' (Donaldson, 1992). We also calculated A′ in addition to d′, but since we obtained proportionally equal results,
we have not reported these values.
6 A subset of this data has previously been published in a working paper (Kolly & Dellwo, 2013).
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5. Discussion
The present experiments investigated the contribution of speech temporal cues to the recognition of foreign accents. We used different signal
degradation procedures to present different types of time domain cues to our listeners. Furthermore, we used signal conditions that contain diffe-
rent degrees of frequency domain information. Two-alternative forced choice perception experiments with Swiss German listeners showed that
French-accented German speech and English-accented German speech can be recognised above chance based on signal-degraded speech
containing primarily temporal cues. This is the case for 6-band noise vocoded as well as for 1-bit requantised speech. Stimuli that contain less or no
spectral information, such as 3-band noise vocoded speech and sasasa-speech, did not allow for accent recognition; neither did stimuli that allow less
or no access to spectral information, namely 6-band noise vocoded speech without the presentation of sentence transcripts. It thus appears that the
conditions where listeners have no access to spectral cues hinder their ability to recognise French- and English-accented German.
Depending on the perspective, there are two possible explanations for these results:
The ﬁndings reported in the present study can be explained by the fact that the different types of stimuli contain different types of time domain
information. The primarily temporal cues in 1-bit requantised and in 6-band noise vocoded speech were sufﬁcient to recognise French and English
accents in German L2 speech: the absence of amplitude temporal cues in 1-bit requantised speech or the absence of periodicity and cues to segment
durations in noise vocoded speech did not hinder accent recognition. However, the absence of amplitude temporal cues as well as cues to segment








Fig. 7. Perceptual recognition of a French or English accent in German natural and delexicalised L2 speech. The dotted line indicates performance at chance (natural¼natural speech;




























































































Fig. 8. Perceptual recognition of a French (left) or English (right) accent in German natural and delexicalised L2 speech. The dotted line indicates performance at chance (natural¼natural
speech; 1bit¼1-bit requantised speech; nv6¼6-band noise vocoded speech; nv6-noST¼6-band noise vocoded speech without sentence transcripts, nv3¼3-band noise vocoded speech;
sasasa¼sasasa-speech).
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durations in sasasa-speech did not sufﬁce to recognise accents. Therefore, cues to segment durations in 1-bit requantised speech and cues to amplitude
envelope timing in 6-band noise vocoded speech seem to be (a) subject to durational L1-transfer and (b) perceptually salient to listeners, since they
enable accent recognition. Since 1-bit requantised speech was signiﬁcantly better recognised than 6-band noise vocoded speech, listeners possibly rely
more on segment durations (or on a combination of segment durations and voice timing, see Table 1) than on lower frequency cues to identify speaker
origin when listening to French- and English-accented German speech. This result is in line with ﬁndings by Tajima et al. (1997), Holm (2008), and Quené
and van Delft (2010) who observe that L2 speech becomes more intelligible to listeners if segment durations are manipulated to match the target
language. We conclude that durational characteristics of segments as a relevant speech interval, possibly in combination with voicing, are highly salient
characteristics of the foreign accents investigated in this study. The same holds, to a lesser degree, for amplitude envelope durational characteristics.
Voiced and voiceless intervals alone (in sasasa-speech), however, do not seem to be perceptually salient speech intervals of the foreign accents at hand.
Alternatively, the ﬁndings reported above can be explained by the degree of frequency domain information conveyed in the different stimulus conditions.
As presented in Section 2, the severely degraded spectral information in 1-bit requantised speech still contains more frequency domain information, in
particular about the manner of articulation of consonants, than 6-band noise vocoded speech. This explains the higher accent recognition scores for listeners
presented with 1-bit requantised speech in a different manner. In a more global view, Fig. 7 and the statistical results illustrate that the reduction of listeners'
access to spectral cues results in lower accent recognition scores. The lesser degree of spectral information contained in 1-bit requantised speech as
opposed to natural speech, in 6-band noise vocoded speech as opposed to 1-bit requantised speech, in the noise vocoded conditions with no access to
spectral cues and in sasasa-speech as opposed to 6-band noise vocoded speech with sentence transcripts all led to a reduction of listeners' ability to
recognise the foreign accents at hand. We conclude that spectral information is a very salient characteristic of foreign accents. This result is in line with the
ﬁnding that lowpass ﬁltering has a great detrimental effect on foreign accent perception: listeners' ratings of foreign accent degree based on natural and
lowpass ﬁltered stimuli do not correlate (Munro, 1995), and foreign accents could not be recognised in lowpass ﬁltered speech below 350 Hz (Van Els & De
Bot, 1987). Reducing frequency domain information thus affects listeners' ability to recognise foreign accents. The segmental information contained in 1-bit
requantised speech or in 6-band noise vocoded speech is extremely rudimentary but still supports accent recognition above chance. The question thus
arises: Is the interplay between time domain and frequency domain information necessary to solve the perceptual task at hand?
5.1. Interplay between time domain and frequency domain characteristics
Listeners may rely on the interplay between temporal and rudimentary spectral cues for accent recognition in our experiments. In fact, our results
support a hypothesis presented in Dellwo (2010): It might well be that the temporal structure of the speech signal is crucial for listeners' ability to
process this little amount of frequency domain information. Thus, the durational structure of speech might be essential to speech perception in those
situations where spectral information is strongly degraded (e.g. in a noisy environment) – the remaining spectral cues can be processed by listeners
because they occur at the expected moments in the time domain.
Accent recognition based on temporal characteristics alone was not possible with the stimuli and experimental design presented here. It seems
evident, however, that temporal characteristics play a role in L2 speech, as shown by the accent recognition scores based on severely degraded
speech in the present experiments. A small number of other studies report the perceptual importance of durational characteristics in L2 speech: Tajima
et al. (1997), Quené and van Delft (2010), and Holm (2008) illustrate the relevance of segment durations for L2 speech intelligibility; Munro et al.
(2010) show that the complete temporal distortion in randomly spliced backwards speech hinders listeners' ability to detect foreign accents.
A different experimental design might yield different accent recognition scores for stimuli containing temporal cues alone. For example, an
extensive training of listeners with a second set of similar stimuli might raise the accent recognition scores. Also, an accent discrimination task, where
listeners have to assign every stimulus to one of two reference stimuli (e.g. ABX task, see White et al., 2012) is likely to be easier to solve than the
recognition task at hand: In such a design, listeners would not have to resort to their own experience of what e.g. French- or English-accented German
sounds like – and could sound like in a severely degraded form. A possible limitation of this study lies in the naturalness of the stimuli: signal types
such as 1-bit requantised, noise vocoded or sasasa-speech are not very representative of everyday communicative situations. One could think of
alternative signal types that occur more frequently in natural environments and still maintain predominantly temporal characteristics, as for example
lowpass ﬁltered stimuli. The bandpass characteristics are similar to speech that is perceived under adverse conditions like someone talking in a
different room with the door closed. In follow-up studies, it would be interesting to test the hypothesis that emerged in the present discussion: Time
domain characteristics play an important role for speech perception when only little frequency domain information is available to the listener. This
would shed more light on the interplay between cues from the time domain and the frequency domain in foreign accent perception.
5.2. French L1 vs. English L1
Additional results from the present experiments have shown that French-accented stimuli were recognised better than English-accented stimuli in
natural as well as in 1-bit requantised speech. However, there were no such differences in the noise vocoded conditions and in sasasa-speech.
Moreover, after taking part in the experiment, listeners often reported having had more ease in recognising the French-accented stimuli. Some listeners
spontaneously said that the English-accented stimuli sounded more similar to native German. Given that the two non-native speaker groups did not differ
in accent degree (see Section 3.2), a possible explanation for the better recognition of French accents is the fact that Swiss German subjects have
arguably more experience with French speakers than with English speakers, since there is a French speaking part in Switzerland. French-accented
German might thus have been more easily recognisable to these listeners. However, if this were true one would expect the effect to occur for all stimulus
types where accents were recognised above chance – thus also for 6-band noise vocoded speech. Another tempting explanation is that the results and
listeners' statements are in line with the speech rhythm transfer hypothesis proposed in Section 1: If French were, in fact, perceived as rhythmically more
regular, and English and German as more irregular, French-accented German would be likely to sound rhythmically less native-like than English-
accented German. Again, since the recognition scores do not differ for both accents in 6-band noise vocoded speech, an additional or alternative
explanation must be sought in the frequency domain. The additional segmental and voicing information in natural and in 1-bit requantised speech, as
compared to 6-band noise vocoded speech, may carry characteristics typical of a French accent – one may think of cues to manner and voicing, where
French speakers would typically voice consonants that are usually voiceless in native German or in English (Neuhauser, 2011).
On the one hand, results about perceptually salient cues of foreign accented speech may have implications for the ﬁeld of L2 acquisition:
some speakers may wish to reduce their foreign accent in order to sound more native-like. For example, this might be the case if they are
discriminated against because of their particular accent and origin (cf. Lippi-Green, 1997: 229). To sound more native-like, one needs to know
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which acoustic characteristics of the foreign accent are perceptually salient to native listeners. The results of this study point to the fact that
segment durations (possibly in combination with voicing) are salient temporal characteristics of French and English accented German. If French
and English learners focus on German segment durations, their production of German vowel quantity, for example, might improve. However,
more research is needed before such results can be applied in the L2 classroom. On the other hand, our research possibly has implications for
the ﬁeld of forensic phonetics, where experts assess (often incriminating) speech material that is mostly obtained over a telephone (Hirson,
French, & Howard, 1995: 230; Baltisberger & Hubbuch, 2010) – thus the frequency domain information available to listeners is reduced. First, the
recognition of a foreign accent helps narrowing down a group of suspects in cases where an expert has to establish the identity of an individual
based solely on his/her voice (speaker proﬁling: Ellis, 1994; French, 2007). Second, a number of governments use LADO (Linguistic Analysis for
the Determination of Origin) to establish the geographical origin of an individual based solely on his/her voice, in cases where the claim of this
individual to originate from a particular region is doubted (Baltisberger & Hubbuch, 2010). Foreign accent recognition could be a crucial part of
the LADO analysis, since some individuals use L2 speech as a form of voice disguise during LADO interviews. In such cases, it is of particular
interest to identify acoustic cues for the recognition of the subject's L1 (Priska Hubbuch, LINGUA – LADO section of the Swiss Federal Ofﬁce for
Migration, personal communication). However, research on foreign accent recognition with other L1/L2-pairs is needed before results can be
applied in forensic casework.
6. Summary and conclusion
The present study investigated the recognition of French- and English-accented German L2 speech by Swiss German listeners, based on time
domain characteristics. Different signal degradation procedures were applied to foreign-accented speech and subsequently used in a between-subject
perception experiment. The type of temporal information contained in the delexicalised stimuli differed between the signal conditions: Noise vocoded
speech is strongly degraded in the spectral domain and does not contain periodicity; segment durations are not or hardly perceivable. Subjects' attention
is drawn to amplitude envelope temporal characteristics, or syllable beats. Monotone 1-bit requantised speech, on the other hand, lacks amplitude
envelope information as well as f0 movements and most spectral cues, but allows the processing of segment durations and voice timing. Monotone
sasasa-speech lacks all spectral information as well as original amplitude envelope and f0 movements; it contains cues to voice timing only.
The results reported in the present paper show that the time domain of speech is important for the recognition of foreign accents: Speech can be strongly
degraded in the frequency domain and still provide enough cues for listeners to recognise a French or an English accent in German speech. We illustrated that
different types of durational cues allow for higher or lower identiﬁcation scores. Segment durations seem to be an L2 temporal characteristic that is (a) affected
by interferences from the speaker’s L1 and (b) perceptually salient to listeners. The same holds, to a lesser degree, for amplitude envelope durational cues. An
additional ﬁnding of this study is that the stronger speech is degraded in the frequency domain, the more difﬁcult it is for listeners to recognise foreign accents.
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Appendix A. Reading materials
01 Die Frau des Apothekers weiss immer, was sie will.
02 Das Theater hat viele neue Aufführungen geplant.
03 Er wollte sich seiner Schwächen einfach nicht bewusst werden.
04 Der öffentliche Verkehr lässt viel zu wünschen übrig.
05 Die schlechte Zahlungsbilanz lässt mich nicht zur Ruhe kommen.
06 Die Eltern geben ihm keine ﬁnanzielle Unterstützung.
07 Der starke Frühlingsregen hat grossen Schaden angerichtet.
08 Der schnellste Zug ist immer noch der ICE.
09 Der Wiederaufbau der Stadt wird sehr lange dauern.
10 Das Bildungsministerium hat den einfachsten Weg gewählt.
11 Diese Konditorei macht ausgezeichnete Kuchen.
12 Dieses Geschäft bietet sehr preisgünstige Ware an.
13 Sie haben die Wahrheit erst entdeckt, als er auspackte.
14 Für meine Mannschaft wird der Sieg ein Kinderspiel sein.
15 Die Meinungsumfragen sagen einen Sieg der Rechten voraus.
16 Die Strassen der Innenstadt wurden von der Polizei gesperrt.
17 Ein berühmtes Bild wurde aus dem Kunsthaus gestohlen.
18 Der Müssiggang ist bekanntlich aller Laster Anfang.
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Schmid, S. (2012b). Phonological typology, rhythm types and the phonetics-phonology interface. A methodological overview and three case studies on Italo-Romance dialects. In:
A. Ender, A. Leemann, & B. Wälchli (Eds.), Methods in contemporary linguistics. A Festschrift in honour of Iwar Werlen (pp. 45–68). Berlin/New York: Mouton de Gruyter.
M.-J. Kolly, V. Dellwo / Journal of Phonetics 42 (2014) 12–2322
Shannon, R. V., Zeng, F.-G., Kamath, V., Wygonski, J., & Ekelid, M. (1995). Speech recognition with primarily temporal cues. Science, 270, 303–304.
Tajima, K., Port, R., & Dalby, J. (1997). Effects of temporal correction on intelligibility of foreign-accented English. Journal of Phonetics, 25, 1–24.
Taylor, D. S. (1981). Nonnative speakers and the rhythm of English. International Review of Applied Linguistics in Language Teaching, 19, 221–226.
Tilsen, S., & Arvaniti, A. (2013). Speech rhythm analysis with decomposition of the amplitude envelope: Characterizing rhythmic patterns within and across languages. Journal of the
Acoustical Society of America, 134, 628–639.
Tilsen, S., & Johnson, K. (2008). Low-frequency Fourier analysis of speech rhythm. Journal of the Acoustical Society of America, 124(2), 34–39.
Trouvain, J., & Gut, U. (Eds.). (2007). Non-native prosody. Phonetic description and teaching practice. Berlin/New York: de Gruyter.
Van Els, T., & De Bot, K. (1987). The role of intonation in foreign accent. Modern Language Journal, 71(2), 147–155.
White, L., & Mattys, S. L. (2007a). Calibrating rhythm: First and second language studies. Journal of Phonetics, 35, 501–522.
White, L., & Mattys, S. L. (2007b). Rhythmic typology and variation in ﬁrst and second languages. In: P. Prieto, J. Mascaró, & M.-J. Solé (Eds.), Segmental and prosodic issues in romance
phonology (pp. 237–257). Amsterdam/Philadelphia: Benjamins.
White, L., Mattys, S. L., & Wiget, L. (2012). Language categorization by adults is based on sensitivity to durational cues, not rhythm class. Journal of Memory and Language, 66(4),
665–679.
Wiget, L., White, L., Schuppler, B., Grenon, I., Rauch, O., & Mattys, S. L. (2010). How stable are acoustic metrics of contrastive speech rhythm? Journal of the Acoustical Society of
America, 127, 1559–1569.
Winters, S., & O’Brien, M. G. (2013). Perceived accentedness and intelligibility. The relative contributions of f0 and duration. Speech Communication, 55, 486–507.
M.-J. Kolly, V. Dellwo / Journal of Phonetics 42 (2014) 12–23 23
5
Foreign accent recognition based on tempo-
ral information contained in lowpass-filtered
speech
This chapter contains a reprint of the paper: Kolly, M.-J., Leemann, A., Dellwo, V. (2014).
Foreign accent recognition based on temporal information contained in lowpass-filtered
speech. Proceedings of Interspeech 2014, Singapore: 2175–2179.
Chapter 4 demonstrated that listeners can identify speaker origin in French- and English-
accented German based on primarily temporal information. However, when frequency do-
main information was completely absent from stimuli, accent identification performance
was at chance. One of the hypotheses to arise from the conclusions in Chapter 4 is that
the signal types used for the stimuli may have hampered listeners’ accent identification
performance, since they were unlikely to occur in in natural environments. We thus con-
sidered the possibility that listeners could identify foreign accents based on time domain
features if such features were presented in a signal type they were familiar with. For
the experiments presented in this paper, we used lowpass-filtered stimuli. These were
assumed to sound relatively familiar to listeners, as listeners are used to hearing speech
through walls or closed doors. Stimuli were created with the materials from Chapter 4
and they were, again, heavily degraded in the frequency domain:
. Lowpass-filtered speech with a cutoff frequency of 300 Hz contained information
on fundamental frequency variability as well as amplitude envelope and voicing
temporal features.
. Monotonized lowpass-filtered speech with a cutoff frequency of 300 Hz contained




The outcome of this research can be outlined as follows:
⇒ Both signal types allowed listeners to identify foreign accents above chance.
⇒ Fundamental frequency variability information seems to facilitate accent identifica-
tion: monotonized lowpass-filtered speech was identified with lower performance.
⇒ French-accented German was identified with higher performance than English-accented
German only in monotonized lowpass-filtered speech.
⇒ There was an effect of speaker on listeners’ accent identification performance, which
was only moderately correlated with speakers’ foreign accent strength.
When comparing the result of monotonized lowpass-filtered speech with that of mono-
tonized sasasa-speech (which did not allow for accent identification above chance, see
Chapter 4), we note that the former generated higher accent identification performance.
Compared to sasasa-speech, lowpass-filtered speech contains similar information on voic-
ing temporal patterns. However, it additionally contains information on intensity timing,
and lacks the segmental [s] and [a] information. Given these results, we concluded that the
combination of voicing and intensity temporal cues in lowpass-filtered speech may yield
higher accent identification performance than voicing temporal cues on their own. On the
other hand, it may be listeners’ familiarity with lowpass-filtered speech that facilitated the
processing of temporal cues to foreign accent in this signal. Furthermore, the synthetic
[s] and [a] segmental information may divert listeners’ attention in sasasa-speech.
Our choice of a cutoff frequency of 300 Hz was motivated by the possibility of includ-
ing fundamental frequency information but excluding segmental information, particularly
cues to vowel quality, from these signals (see Section 1 of the present paper). However,
certain frequency domain cues to the quality of consonants and even vowels may have
remained in the stimuli and facilitated listeners’ task. We therefore conducted a further
experiment that presented listeners with time domain information alone, in stimuli that
were as close to natural speech as possible. This experiment is presented in Chapter 6.
As the effect of speaker on accent identification performance was only moderately corre-
lated with speakers’ foreign accent strength, we hypothesize that speakers employ different
strategies in the time domain when producing non-native speech, regardless of their pro-
ficiency. Such speaker-individual temporal patterns of non-native speech are explored in
Chapter 7.
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Abstract 
Can the foreign accent of a speaker be recognized based on 
suprasegmental temporal information? For a perception 
experiment we created stimuli based on German sentences 
read by six French and six English speakers. These foreign-
accented sentences were manipulated by (1) applying a 
lowpass filter with a cutoff frequency of 300 Hz and (2) 
applying the same lowpass filter and monotonizing F0. In a 
between-subject 2AFC perception experiment we tested the 
accent recognition ability of 15 Swiss German listeners per 
signal manipulation condition. The results showed that 
speakers’ native language could be recognized above chance 
in both conditions. However, listeners obtained significantly 
lower recognition scores in the monotonized condition. 
Furthermore, higher recognition scores were obtained for 
French-accented speech in the monotonized condition, a result 
that is discussed in light of research on speech rhythm. We 
further report an effect for speaker within each accent group. 
The results suggest that suprasegmental temporal information 
allows for foreign accent recognition to some degree. 
Index Terms: foreign accent recognition, speaker origin, 
lowpass-filtered speech, temporal characteristics, speech 
rhythm 
1. Introduction 
“Judging by your accent, you must be French” – people 
readily engage in foreign accent recognition tasks when 
listening to second language speech. But how, i.e. based on 
which cues, do listeners make decisions on a speaker’ native 
language (L1)? Second language (L2) speech differs from 
native speech in a number of characteristics, and some of these 
characteristics are perceptually salient to listeners. For 
example, /r/ in the English word foreign is typically 
pronounced as a uvular trill [ʀ] or fricative [ʁ] by French 
speakers and as an alveolar trill [r] by Italian speakers. 
Provided that an English listener has common knowledge of 
French, an [ʀ] in foreign – among other cues – may lead 
him/her to guess the speaker’s L1 as being French. Research 
has shown the importance of segmental cues for foreign accent 
recognition [1, 2]. 
The importance of suprasegmental cues for foreign accent 
recognition has been investigated by a handful of studies, 
which focused on frequency domain information. [3], for 
example, found that the absence of segmental accent-cues still 
allows listeners to recognize speaker origin in L2 speech, 
based on cues to f0 variability (i.e., intonation) and segment 
durations. [4] also demonstrated the importance of cues to f0 
variability for foreign accent recognition. [4] further found that 
listeners were no longer able to recognize foreign accents in 
lowpass-filtered speech below 350 Hz, which suggested that 
time domain cues alone are not sufficient for this type of task. 
However, the multiple choice listening task used in [4] 
allowed the response “I don’t know”, an option that was 
frequently chosen by listeners. An alternative forced choice 
(AFC) experiment design may have yielded different results. 
Moreover, evidence from the field of dialect recognition 
suggested that time domain characteristics allow for dialect 
recognition: In a 4AFC experiment, listeners were able to 
recognize 3/4 Swiss German dialects in lowpass-filtered 
speech below 250 Hz [5]. 
The contribution of suprasegmental time domain 
information to foreign accent recognition was shown in [6]: 
Listeners were able to recognize foreign accents based on 
primarily temporal cues contained in 1-bit requantized speech 
[6, 7], for which the bit-rate of the acoustic signal was reduced 
to 1-bit, and in 6-band noise vocoded speech [8], for which 
amplitude envelopes were extracted from 6 frequency bands 
and used to modulate white noise. The latter sounds like a 
harsh whisper [9]. However, in signal manipulation conditions 
where listeners had no access to cues from the frequency 
domain (e.g. in 3-band noise vocoded speech, or in 
monotonized sasasa-speech [10]), foreign accent recognition 
was no longer possible [6]. The outcome of this research 
suggested that either it was the interplay between time and 
frequency domain characteristics that enabled foreign accent 
recognition, or that time-domain-only signal conditions that 
occur in natural situations would possibly yield different 
results and enable foreign accent recognition. In fact, 3-band 
noise vocoded speech and sasasa-speech are extremely 
distorted speech signals: In 3-band noise vocoded speech, the 
source signal of speech is replaced with white noise. In our 
sasasa-speech, every voiced speech interval was replaced with 
the same [a]-sound and every unvoiced speech interval with 
the same [s]-sound. Such “speech”-signals are unlikely to 
occur in everyday situations, which was mirrored by listeners’ 
feedback in [6]. 
The present contribution, a follow-up experiment on [6], 
explores foreign accent recognition based on time domain 
characteristics contained in lowpass-filtered speech. This type 
of signal may appear more natural for listeners, since lowpass-
filtered speech occurs in everyday situations: When a 
conversation is heard through a closed door, for example, or 
through a thick wall [11]. In this kind of situation, a listener 
may try to guess the language, accent or identity of the 
speakers. These guesses are confirmed once the speakers open 
the door: Their language, accent or identity becomes apparent 
to the listener. Listeners are therefore assumed to be familiar 
with the correspondence between unfiltered and filtered 
speech (e.g. of a particular language, accent, or speaker). 
We aimed at using stimuli that contain no information on 
speech segmental content in order to isolate suprasegmental 
temporal and rhythmic features. We therefore filtered speech 
with a cutoff frequency of 300 Hz. We did not use a higher 
cutoff, since we wanted to exclude cues to vowel qualities: F1-
values of vowels below 300 Hz are rather unusual in French, 
English and German [12, 13, 14]. We did not use a lower 
Copyright © 2014 ISCA 14-18 September 2014, Singapore
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cutoff, since female mean f0-values often attain 250 Hz in read 
speech [12, 15] and we wanted to include cues to f0 variability 
in one of our signal manipulation conditions – henceforth 
lowpass condition. We used the same filter for our second 
signal manipulation condition, and additionally monotonized 
f0 – henceforth lowpass.monotonized condition. 
2. Materials and methods 
2.1. Subjects 
In a between-subject design, we tested a total of 30 Swiss 
German listeners: 15 listeners were tested with the lowpass 
condition (6 male / 9 female) and 15 with the 
lowpass.monotonized condition (5 male / 10 female). Subjects 
were university students and aged between 18 and 31 (M=23, 
SD=3). None of the subjects reported significant problems 
with hearing or sight. Their school education in second 
language French and English was comparable: French is 
usually introduced as a second, English as a third language in 
Swiss German schools. Swiss German university students 
have studied French and English for approximately 11 and 6 
years respectively. We assumed listeners to have a similar 
level of familiarity with French and English speakers of 
German respectively, since the listener group was 
homogenous in terms of age and educational level. 
2.2. Material 
Stimuli were created based on speech from 6 French and 6 
English native speakers (3 males / 3 females each). French 
speakers’ self-assessed proficiency in German was 
intermediate (B1 to B2), English speakers’ proficiency ranged 
from beginner to intermediate (A1 to B2), cf. [16]. Speakers’ 
foreign accent degree was rated on a 5-point scale (1=very 
strong accent, 5=no accent) by 10 Swiss German listeners in a 
previous experiment. Results revealed that the degree of 
accentedness did not differ between the French and the 
English speakers [6]. 
Speakers read a list of 18 sentences that contained 12–16 
syllables each. They were recorded with a Fostex FR-2LE 
solid-state recorder and a Sennheiser MKE 2p-c clip-on 
microphone (48 kHz, 16 bit) in a quiet room at the University 
of Zurich or in their own homes. We selected different sets of 
9 sentences per speaker such that the experiment contained 
108 sentences. Every sentence appeared 6 times in the 
experiment: 3 times with a French and 3 times with an English 
accent (cf. [6]). 
Lowpass-filtered stimuli were constructed using Praat 
[17]. Every sentence was lowpass-filtered with a cutoff 
frequency of 300 Hz and a smoothing-value of 50 Hz (width 
between pass and stop, cf. [17]). An example of natural and 
lowpass-filtered speech from our stimuli is shown in Figure 1. 
To create monotonized lowpass-filtered speech, we first 
removed octave jumps automatically [17] and then replaced 
the pitch points of every sentence with the mean pitch value of 
the sentence. We used this procedure since averaging all male 
and all female sentences to a specific f0 mean produced 
stimuli that sounded unnatural (as judged by informal listening 
tests). We ran t-tests to examine the effect of the factor accent 
on mean f0: We did not find significant differences in f0 
means between the French and the English accent group, 
neither for the lowpass (t=-0.53, ns, df=106) nor for the 
lowpass.monotonized condition (t=-0.08, ns, df=106). The 
accent recognition scores reported in section 3 are thus 
assumed to be independent from speakers’ mean f0s. Finally, 
every stimulus-sentence was scaled to an intensity of 75 dB.  
Informal perception experiments showed that listeners 
could not retrieve frequency domain information other than f0 
variability from our stimuli. We presented listeners with two 
filtered vowel sounds and two categories as options: They 
were asked to decide which category belonged to which 
sound. Listeners were not able to identify single vowels in our 
lowpass-filtered speech. We understand this as evidence that 
our stimuli did not contain sufficient frequency domain cues 
that may have enabled the identification of individual vowel 
segments. Since frequency domain cues to consonants lie 
higher than 300 Hz this also means that consonantal 
distinctions could not be performed based on spectral envelope 
characteristics of consonants. In summary it can be said that 
our lowpass-filtered speech predominantly contained cues to 
voicing characteristics, i.e. on- and offset of voice as well as –
in the lowpass condition – to changes of f0 over time (i.e., 
intonation). 
 
Figure 1: SAMPA-transcribed waveform and 
spectrogram of the phrase des Apothekers ‘of the 
pharmacist’ spoken by a native English speaker; 
natural (top) and lowpass-filtered (bottom) speech. 
2.3. Procedure 
Listeners were tested in a quiet room at the University of 
Zurich. The experiment lasted between 15 and 25 mins. 
Subjects heard the stimuli through high-quality earphones, 
where the order of the stimuli was randomized separately for 
each subject. For both signal conditions, the sentence 
corresponding to the acoustic stimulus was presented on a 
laptop screen two seconds preceding the acoustic stimulus and 
during acoustic stimulus presentation. Following the 
presentation of each stimulus, subjects had to decide whether 
they heard French- or English-accented German by clicking 
on the corresponding button on a laptop computer, using the 
experiment interface shown in Figure 2. They further indicated 
the confidence of their response on a 3-point scale (1 = sure, 2 




Figure 2: Experiment interface; to give their response, 
listeners clicked on one of the small blue rectangles. 
2.4. Data analysis and statistics 
Based on each listener’s responses we calculated d’, a measure 
derived from signal detection theory, based on the numbers of 
hits, false alarms, correct rejections and misses [18]. d’ is 
obtained from each listeners’ hit rate and false alarm rate: d’ = 
z-value(hit)–z-value(false alarm). It measures listeners’ 
sensitivity, i.e. their ability to discriminate two types of 
signals – French- vs. English-accented German – while 
canceling out response bias. Perfect sensitivity is reached at a 
d’-value of 4, whereas a d’-value of 0 indicates sensitivity at 
chance level. Normality of the d’-distribution was checked by 
visual inspection of quantile plots. To obtain listeners’ 
recognition scores for each of the two signal types – i.e. 
accents – separately, we calculated the percentage of listeners’ 
correct responses: %correct = (hits + correct rejections)/(hits + 
false alarms + correct rejections + misses). Statistical analyses 
were conducted using R [19]. We used two-sided t-tests and 
tested at a significance level of α=0.05. 
3. Results 
Results are presented as follows: In 3.1 we report the findings 
on listeners’ general ability to recognize French- and English- 
accented German in lowpass and lowpass.monotonized speech. 
3.2 shows the effect of signal manipulation condition on 
recognition performance. 3.3 presents results on listeners’ 
recognition performance for French- and English-accented 
speech separately. 3.4 shows the effect of speaker on listeners’ 
recognition performance. 
3.1. Listeners’ accent recognition performance 
T-tests showed that listeners were able to recognize French- 
and English-accented German above chance in the lowpass 
condition (t=7.15, p<0.0001, df=14) as well as in the 
lowpass.monotonized condition (t=6.09, p<0.0001, df=14). 
This result is presented in Figure 3. Compared to d’-values of 
4 for perfect sensitivity, the values reported here are fairly low 
(lowpass: M=0.61, lowpass.monotonized: M=0.39). However, 
this is in line with other investigations that use strongly 
degraded speech: [20], for example, report mean d’-values of 
0.17 and 0.30 for listeners’ recognition of English dialects in 
monotonized sasasa-speech. 
3.2. Effect of signal manipulation condition 
As can be seen in Figure 3, the two boxplots’ interquartile 
ranges only overlap to a small degree: There was a significant 
difference between the signal conditions (t=2.04, p=0.05, 
df=26), with listeners obtaining higher accent recognition 
scores in lowpass (blue; M=0.61, SD=0.33) than in 
lowpass.monotonized (red; M=0.39, SD=0.25). Furthermore, 
the signal conditions differed significantly in listeners’ 
certainty of response (t=-10.43, p<0.0001, df=3201), with 
listeners reporting higher degrees of certainty when making 
decisions about accents in lowpass (M=1.60, SD=0.68) as 
opposed to lowpass.monotonized (M=1.87, SD=0.76). 
 
 
Figure 3: Boxplots of d’ for two signal conditions; 
dotted line = performance at chance. 
3.3. Effect of accent type 
We calculated the percentage of correct responses for the 
French- and the English-accented stimuli separately: 
%correct. T-tests showed that French-accented German 
obtained higher recognition scores in lowpass.monotonized 
speech (red; t=-2.08, p<0.05, df=28) but not in lowpass speech 
(blue; t=-0.24, ns, df=28). This result is presented in Figure 4. 
 
 
Figure 4: Boxplots of %correct for two accents by signal 
condition; dotted line = performance at chance. 
3.4. Effect of speaker 
A univariate ANOVA with %correct as the dependent variable 
shows that listeners’ recognition scores differed depending on 
the speaker who articulated the sentences, within the French 
(F(5, 24)=9.04, p<0.01) as well as within the English (F(5, 
24)=9.35, p<0.01) accent group (signal manipulation 
conditions pooled). This result is illustrated in Figure 5. We 




























































speaker and speakers’ accent degree (r=-0.43; French and 
English speakers pooled). 
 
 
Figure 5: Boxplots of %correct for six French (left) and six 
English speakers (right); dotted line = performance at chance. 
4. Discussion & Conclusion 
Our results showed that listeners were able to recognize 
French- and English-accented speech above chance in the 
lowpass as well as in the lowpass.monotonized condition.  
The result of the lowpass condition suggests that a 2AFC 
task allows listeners to recognize foreign accents when only 
cues to time domain and to f0 variability are available – which 
was not possible in [4], where listeners had the possibility to 
respond “I don’t know”. Our findings reflect similar results as 
research on dialect recognition in lowpass-filtered speech 
below 250 Hz [5], and findings on language discrimination by 
newborns in lowpass-filtered speech below 400 Hz [21] or by 
adults in lowpass-filtered speech below 180 Hz [22]. 
Our data on lowpass.monotonized speech shows that 
listeners are able to recognize foreign accents when no 
frequency domain information is present. Similar recognition 
performances were observed in 6-band noise-vocoded speech, 
a signal condition that allows listeners to access frequency 
domain information to some degree [6]. However, [6] showed 
that listeners performed at chance for signal manipulation 
conditions that did not contain frequency domain information, 
in particular for monotonized sasasa-speech based on voiced 
and voiceless intervals (see section 1), which contains similar 
suprasegmental temporal information as our 
lowpass.monotonized stimuli: Lowpass-filtered speech 
contains information about voice timing and information about 
intensity timing. Sasasa-speech contains information about 
voice timing only. Two explanations can be put forth for the 
discrepancy in listeners’ accent recognition performance in 
these two signal conditions. (1) Lowpass.monotonized speech 
contains cues to intensity, which was not the case for the 
monotonized sasasa-speech used in [6]. The combination of 
time domain and intensity domain cues may have been 
important for listeners’ ability to recognize foreign accents 
when no frequency domain information was available. (2) 
Sasasa-speech is unlikely to occur in natural situations; 
however, listeners can be assumed to be familiar with 
lowpass-filtered speech (cf. section 1), which may affect their 
recognition performance. 
Our results further showed that listener performance and 
confidence differed significantly with regard to the signal 
manipulation condition: accent recognition performance as 
well as confidence was higher in lowpass than in 
lowpass.monotonized speech. It is plausible that this has to do 
with the fact that lowpass stimuli are signal-degraded to a 
lesser extent than lowpass.monotonized stimuli, i.e. they 
contain more cues – frequency domain cues in particular – that 
listeners can use to solve the accent recognition task. From 
this we infer that the absence of intonation in the 
lowpass.monotonized condition affected listener performance, 
but still allowed for accent recognition above chance. 
Similarly, [4] and [6] showed that listeners’ accent recognition 
performance decreases as frequency domain information is 
reduced in signal-degraded speech. 
We found that listeners’ performance was significantly 
higher for the French-accented than for the English-accented 
stimuli in the lowpass.monotonized, but not in the lowpass 
condition. This suggests that French-accented German sounds 
perceptually more salient in the suprasegmental temporal 
domain than English-accented German. If interferences from 
speakers’ L1 account for this, one may speculate that English 
is in fact closer to German than French in its suprasegmental 
temporal features – as it has been suggested by the literature 
on speech rhythm, which classified languages in rather 
“syllable-timed” (e.g. French) and rather “stress-timed” (e.g. 
English, German) [23–26], or in more and less “regular” [27]. 
We further found a significant effect of speaker on 
listeners’ accent recognition performance, for the French- as 
well as for the English-accented stimuli. However, listeners’ 
recognition performance for each speaker was only moderately 
correlated with speakers’ accent degree. Since accent degree 
was rated based on natural speech (cf. [6]) it may be that 
listeners focused on different cues when listening to filtered 
speech, as reported in [28] – where it was found that listeners’ 
ratings of foreign accent degree in natural speech and in 
filtered speech were not correlated. However, more research is 
needed before any conclusions can be drawn on our data. 
Implications of this research can be found in the domain of 
second language acquisition: Our results suggest that 
suprasegmental temporal features are especially salient in 
French speakers’ German speech. If an alleviation of foreign 
accentedness is desired, then learners of a second language 
that differs from their native language in its suprasegmental 
temporal organization may practice this type of feature in 
particular. From a more practical viewpoint, it has been shown 
that temporal features of foreign-accented speech have an 
effect on speakers’ intelligibility [29]. 
Conducting research with more forensic phonetic 
applications in mind, we plan further perception experiments 
with our lowpass and lowpass.monotonized conditions without 
presenting visual information on sentence content. This task 
will be more similar to forensically relevant situations. For 
example, an ear-witness may hear a crime-related conversation 
through a closed door, and subsequently be asked to describe 
the linguistic profiles of the speakers s/he heard. 
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Listeners use temporal information to iden-
tify French- and English-accented speech
This chapter contains a reprint of the paper: Kolly, M.-J., Boula de Mareu¨il, P., Lee-
mann, A., Dellwo, V. (2017). Listeners use temporal information to identify French- and
English-accented speech. Speech Communication, 86: 121–134.1
In Chapter 4 we suggested that time domain information may be of particular use to
listeners in situations where frequency domain information is heavily degraded. If this
is true, we would expect listeners’ accent identification performance to show an additive
effect when time and frequency domain cues are present in stimuli, as opposed to stimuli
that contain time domain cues or frequency domain cues alone. Chapter 4 revealed that
6-band noise vocoded speech allows listeners to identify accents above chance; this signal
condition contains time domain features as well as strongly reduced frequency domain
features. These features can be separated as described below, in order to test listeners’
performance when only one cue is presented.
The experiments presented in this chapter were conducted, on the one hand, to investigate
whether each cue on its own still allows for accent identification and whether the combined
presence of temporal and spectral cues boosts accent identification performance in 6-band
noise vocoded speech. On the other hand, we suggested in Chapter 5 that monotonized
lowpass-filtered speech below 300 Hz — albeit containing primarily temporal character-
istics — may still contain reduced cues to specific vowels or consonants. This means
that the question of whether listeners can identify foreign accents based on time domain
characteristics alone in natural-sounding stimuli remains to be answered.
We therefore created stimuli that would sound as familiar as possible to listeners but
contain time domain characteristics alone. These stimuli mainly contained segment du-
rations, as the experiments from Chapter 4 have shown that this temporal feature may
be salient to listeners. We further created stimuli that contain the strongly degraded




created using the ‘prosody transplantation’ method:
. For duration-transplanted native speech we took native German segments and mod-
ified their durations with segment durations of French- and English-accented Ger-
man; stimuli contained only temporal features of the non-native speech.
. For duration-transplanted and 6-band noise vocoded non-native speech we modified
the durations of French- and English-accented segments with native German seg-
ment durations and 6-band noise vocoded these signals; stimuli contained only the
reduced frequency domain features of the non-native speech.
The principal findings reported in this paper are the following:
⇒ Both signal types, i.e., each cue on its own, allowed listeners to identify foreign
accents above chance.
⇒ Frequency domain information, though severely degraded, yielded higher accent
identification performance than time domain information.
⇒ An additive trend was observed when comparing these results to the experiment with
6-band noise vocoded speech where time and frequency domain cues are combined
(see Chapter 4).
⇒ Listeners were biased towards perceiving French-accented German when stimuli fea-
tured uvular /r/s and towards perceiving English-accented German when they fea-
tured vocalized /r/s or when they lacked /r/.
⇒ We observed an effect of speaker on listeners’ accent identification performance; this
effect was not correlated with speakers’ foreign accent strength.
We concluded that listeners make use of time domain information to identify speaker ori-
gin in non-native speech, but frequency domain information proved to be more salient in
terms of foreign accent. The reported additivity of cues seems to confirm the hypothesis
put forward in Chapter 4: time domain features facilitate, to some extent, the process-
ing of rudimentary frequency domain information. Furthermore, we suggested that the
method used to create our stimuli, i.e., the transplantation of non-native durations to
native speech, has pitfalls: listeners took native German segments (i.e., the pronuncia-
tion of /r/) as a cue in a task that was designed to be completed based on time domain
information alone.
The effect of speaker on accent identification performance did not correlate with speakers’
foreign accent strength. As in Chapter 5, we therefore assume that speakers’ non-native
temporal patterns are speaker-individual to some extent. Chapter 7 provides an account
of speaker-individual temporal features that vary between speakers in their native as well
as non-native languages.
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Additivity of cues 
Forensic phonetics 
a b s t r a c t 
Which acoustic cues can be used by listeners to identify speakers’ linguistic origins in foreign-accented 
speech? We investigated accent identiﬁcation performance in signal-manipulated speech, where (a) Swiss 
German listeners heard native German speech to which we transplanted segment durations of French- 
accented German and English-accented German, and (b) Swiss German listeners heard 6-band noise- 
vocoded French-accented and English-accented German speech to which we transplanted native German 
segment durations. Therefore, the foreign accent cues in the stimuli consisted of only temporal informa- 
tion (in a) and only strongly degraded spectral information (in b). Findings suggest that listeners were 
able to identify the linguistic origin of French and English speakers in their foreign-accented German 
speech based on temporal features alone, as well as based on strongly degraded spectral features alone. 
When comparing these results to previous research, we found an additive trend of temporal and spectral 
cues: identiﬁcation performance tended to be higher when both cues were present in the signal. Acoustic 
measures of temporal variability could not easily explain the perceptual results. However, listeners were 
drawn towards some of the native German segmental cues in condition (a), which biased responses to- 
wards ‘French’ when stimuli featured uvular /r/s and towards ‘English’ when they contained vocalized 
/r/s or lacked /r/. 
© 2016 Elsevier B.V. All rights reserved. 
1. Introduction 
“Judging by your accent, you must be French” – people regu- 
larly engage in foreign accent identiﬁcation tasks in everyday so- 
cial interactions. Which acoustic cues are useful for such tasks? 
The question is particularly relevant when the origin of an indi- 
vidual has to be determined for legal cases, where forensic pho- 
neticians or ear-witnesses establish a speaker’s proﬁle to reduce 
the number of potential suspects ( Ellis, 1994; Köster, et al., 2012 ). 
Aside from forensic caseworkers, a number of governmental in- 
stitutions conduct Linguistic Analyses for the Determination of 
the geographical Origin (LADO) of an individual. Here, an asylum 
seeker’s claim to originate from a particular region is examined, 
when no valid identiﬁcation documents are available ( Baltisberger 
and Hubbuch, 2010 ). Foreign accent identiﬁcation can be a crucial 
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mareuil@limsi.fr (P. Boula de Mareüil), al764@cam.ac.uk (A. Leemann), volker. 
dellwo@uzh.ch (V. Dellwo). 
part of speaker proﬁling and LADO, as some individuals use second 
language speech to disguise their native language and thus their 
geographical origin ( Cambier-Langeveld, 2010 ). 
Foreign-accented speech contains a large number of speciﬁc 
features, and some of these are perceptually salient in terms of 
geographical origin. The most salient features indicative of a for- 
eign accent are likely to be found on the segmental level ( Boula de 
Mareüil, et al., 2004a; Boula de Mareüil, et al., 2008; Cunningham- 
Andersson and Engstrand, 1989; Flege and Port, 1981; Vieru, et 
al., 2011 ). /r/ in the Swiss German toponym Zürich , for example, 
is typically realized as a uvular trill [ ᴙ] or fricative [ ʁ] by French 
speakers, and as an alveolar approximant [ ɹ ] by English speakers 
– as opposed to the Zurich Swiss German articulation of an alve- 
olar trill [r] or tap [ ɾ ] ( Werlen, 1980 ). Foreign-accented speech is 
characterized, to some extent, by interferences from the speakers’ 
ﬁrst language. Based on such interferences, for example in the /r/ 
realization, listeners can typically guess the native language (i.e., 
French, English, Swiss German) of the speaker. 
In some adverse listening situations, access to segmental cues 
is reduced. One can think of speech that was recorded through a 
closed door, on a mobile telephone, or in a noisy environment, as 
http://dx.doi.org/10.1016/j.specom.2016.11.006 
0167-6393/© 2016 Elsevier B.V. All rights reserved. 
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typically encountered in the domain of forensic phonetics: tele- 
phone speech is involved in 90% of forensic phonetic casework 
( Hirson, et al., 1995 ), and speech material for LADO, too, is of- 
ten obtained over a landline network ( Baltisberger and Hubbuch, 
2010 ). Forensic caseworkers’ decisions must most often rely on de- 
graded segmental cues and/or on other cues. Here, speech prosodic 
information might play a crucial role: Listeners’ ability to recog- 
nize words, for example, was shown to strongly deteriorate in 
noise, while their ability to recognize prosodic patterns remained 
unaffected by it ( Van Zyl and Hanekom, 2011 ). However, adverse 
listening conditions often also reduce certain types of prosodic 
features, particularly features from the frequency domain. When 
speech is transmitted through a mobile telephone, for example, the 
frequency range is reduced to a frequency band between 350 and 
320 0 Hz ( Künzel, 20 01 ), measurements of vowel qualities are ob- 
scured ( Byrne and Foulkes, 2004 ), and speakers’ fundamental fre- 
quency tends to be higher due to speaking more loudly on the 
telephone (ibid.). Temporal cues are typically less affected by dis- 
tortions of the speech signal as they occur in telephone speech 
( Chen, et al., 2005; et al., 2014 ). In the context of the present pa- 
per, we use the term temporal to refer to durations of speech seg- 
ments, as this is the feature that we manipulated in our stimuli. 
Segment durations have an effect not only on segmental but also 
on suprasegmental timing patterns ( van Santen and Shih, 20 0 0 ). 
Can listeners identify the origin of speakers based on tempo- 
ral features of their non-native speech? A rationale for this idea 
comes from the domain of speech rhythm research – the study 
of the suprasegmental temporal organization of speech. Languages 
have been argued to differ in their rhythm ( Abercrombie, 1967; 
Lloyd James, 1929; Pike, 1945 ). The acoustic features that allegedly 
correlate with the perception of speech rhythm remain to be fully 
determined, as rhythm metrics proposed in the literature were re- 
ported to be inﬂuenced not only by language ( Dellwo, 2006; Grabe 
and Low, 2002; Ramus, et al., 1999 ) or dialect ( Ferragne and Pel- 
legrino, 2004; Leemann, et al., 2012; White and Mattys, 2007b ), 
but also by factors such as speaker, sentence material, or annotator 
( Arvaniti, 2012; Dellwo, et al., 2015; Leemann et al., 2014; Vieru et 
al., 2011; Wiget et al., 2010 ). Numerous studies reported that lis- 
teners are sensitive to suprasegmental temporal information con- 
tained in speech (e.g. Pinet and Iverson, 2010; Quené and van Delft, 
2010; Tajima, et al., 1997 ). Furthermore, listeners were reported 
to use such information to distinguish between languages ( Nazzi, 
et al., 1998; Ramus and Mehler, 1999; Ramus, et al., 2003 ) or di- 
alects (adults: White, et al., 2012 ; infants: White, et al., 2014 ). It is 
thus conceivable that suprasegmental temporal information might 
be a potential cue to foreign accents such as French-accented and 
English-accented German. 
French and English differ in their suprasegmental temporal or- 
ganization. For example, English features higher durational vari- 
ability between prominent and less prominent syllables than 
French ( Delattre, 1966; Fant et al., 1991 ). French and English also 
differ on the segmental temporal level: English, but not French, 
features distinctive vowel quantity and vowel reduction; English 
has more complex syllables and consonant clusters than French 
( Auer, 2001; Dauer, 1983 ; German shows similar temporal features 
as English in these examples). Speakers of both French and English 
produce longer vowels before voiced than before unvoiced con- 
sonants, but this effect is stronger for English speakers ( Laeufer, 
1992 ). These segmental temporal differences between the two lan- 
guages may translate to differences in suprasegmental temporal 
structure as well ( van Santen and Shih, 20 0 0 ). For example, listen- 
ers were shown to perceive French as more regularly timed than 
English or German ( Dellwo, 2008 ). Furthermore, some of the tem- 
poral patterns discussed are typically carried over to a non-native 
language ( Arslan and Hansen, 1997; McAllister, et al., 2002 ). Voice 
Onset Time (VOT), for instance, is known to differ between French 
and English, and Hazan and Boulakia (1993) reported that bilin- 
gual speakers of French and English often produce VOT according 
to their dominant language. In conclusion, we start from the as- 
sumption that French-accented German and English-accented Ger- 
man differ in their segmental and suprasegmental temporal orga- 
nization. We therefore hypothesize that listeners may be able to 
use such temporal features to identify the two accents. 
The question whether particular foreign accents can be identi- 
ﬁed based on temporal cues has been studied only to a minor ex- 
tent. Previous research on foreign accent identiﬁcation more often 
than not featured material that contained a certain amount of fre- 
quency domain information in addition to temporal information: 
segment durations and intonation in prosody-transplanted speech 
( Boula de Mareüil and Vieru-Dimulescu, 2006 ); segment durations 
and degraded spectral features in 1-bit requantized speech ( Kolly 
and Dellwo, 2014 ); temporal features of the amplitude envelope 
and degraded spectral features in 6-band noise-vocoded speech 
( Kolly and Dellwo, 2014 ); and temporal features of the amplitude 
envelope and of voicing in monotonized lowpass-ﬁltered speech 
below 300 Hz (where some spectral features below 300 Hz may 
have been useful for accent identiﬁcation; Kolly, et al., 2014 ). In 
this line of research, listeners were reported to respond at chance 
level when stimuli contained (almost) no spectral features, e.g. in 
3-band noise-vocoded speech and in monotonized sasasa -speech 
(see below; Kolly and Dellwo, 2014 ). The signal conditions dis- 
cussed preserve mainly temporal features and different degrees 
of rudimentary spectral information. Findings showed that accent 
identiﬁcation performance decreased with higher degradation of 
spectral features. The outcome of this research can be interpreted 
in two ways: on the one hand, the additivity of cues may have 
played a role, where the combination of temporal and spectral 
features potentially boosted identiﬁcation performance ( Du et al., 
2011; Hjalmarsson, 2011 ). Listeners might, for example, identify an 
accent because some rudimentary spectral information occurs at a 
speciﬁc (and expected) moment in time. If the temporal integrity 
of the signal were completely degraded, the same spectral infor- 
mation might be of less or no use to the listener. Similarly, if the 
spectral information were completely absent, the temporal infor- 
mation, still intact, may be of less or no use to a listener ( Dellwo, 
2010 ). On the other hand, temporal information alone might al- 
low for foreign accent identiﬁcation if it were presented in a sig- 
nal condition that occurs in natural listening situations. In fact, 
3-band noise-vocoded speech and sasasa -speech are highly dis- 
torted signals: The process of noise-vocoding replaces the source 
signal of speech with white noise ( Shannon, et al., 1995 ), and, in 
the sasasa -experiment, every voiced interval was replaced with the 
same [a]-sound and every unvoiced interval with the same [s]- 
sound. ‘Speech’-signals such as these do not occur in everyday lis- 
tening situations. It thus seems plausible that, because of a lack of 
experience with such signals, listeners are not able to interpret the 
temporal information contained in them. 
To test whether listeners rely on the additivity of temporal 
and spectral cues to identify foreign accents, we separated both 
cues contained in the 6-band noise-vocoded speech used by Kolly 
and Dellwo (2014) . We conducted two perception experiments to 
investigate if listeners can identify foreign accents (a) based on 
temporal features alone (henceforth timeOnly ), and (b) based on 
strongly degraded spectral features alone (henceforth freqOnly ). 
To isolate temporal features for (a), and to eliminate temporal 
features for (b), we used a signal manipulation frequently re- 
ferred to as ‘prosody transplantation’. The method was introduced 
by Osberger and Lewitt (1979) and has mostly been applied to 
investigate the importance of temporal and/or fundamental fre- 
quency patterns for the intelligibility of deaf speakers ( Maassen 
and Povel, 1985; Osberger and Lewitt, 1979 ) and the intelligibility 
and/or degree of accentedness in non-native speech ( Holm, 2008; 
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Pinet and Iverson, 2010; Quené and van Delft, 2010; Rognoni and 
Busà, 2014; Tajima et al., 1997; Vitale, et al., 2014; Winters and 
O’Brien, 2013 ). Prosody-transplanted speech has also been used to 
investigate whether segmental or prosodic cues are more impor- 
tant to identify foreign accents; ﬁndings suggest that segmentals 
prevail in the identiﬁcation of native vs. Arabic- or Kabyle-accented 
French ( Boula de Mareüil et al., 2004a ), whereas prosody plays 
more into the identiﬁcation of Spanish-accented Italian vs. Italian- 
accented Spanish ( Boula de Mareüil and Vieru-Dimulescu, 2006; 
Boula de Mareüil, et al., 2004b ). 
For the signal condition timeOnly , we transplanted segment du- 
rations of French- and English-accented German to native Ger- 
man, i.e., we modiﬁed German segment durations to match the 
segment durations of French- and English-accented German. This 
eliminated all spectral features of the foreign accents, while keep- 
ing the resulting stimuli fairly natural-sounding. For the signal con- 
dition freqOnly , we transplanted native German segment durations 
to French- and English-accented German, which eliminated all seg- 
mental and suprasegmental temporal information of the foreign 
accents. We then 6-band noise-vocoded the material in such a 
way that it contained the spectral information from 6-band noise- 
vocoded speech ( Kolly and Dellwo, 2014 ). Apart from the fact 
that it allowed us to test effects of cue additivity, 6-band noise- 
vocoding was also performed to reduce spectral information, as 
it seemed plausible that intact spectral cues alone would lead to 
near-ceiling effects in perception experiments. A drawback of us- 
ing the prosody transplantation and noise-vocoding approach is 
the artiﬁciality of stimuli: the noise-vocoded speech of the freqOnly 
stimuli sounds highly unnatural; timeOnly speech sounds relatively 
natural but combines native frequency domain features with non- 
native temporal features, a hybrid signal that listeners also do not 
encounter in natural environments. However, this seems to be the 
ecologically most valid way of separating temporal and spectral 
features. 
Our approach was (a) to test, in a perception experiment, 
whether listeners can recognize French- and English-accented Ger- 
man based on temporal features or spectral features of the foreign 
accents only, and (b) to investigate acoustic correlates that may ex- 
plain listeners’ behavior. In perception experiments, Swiss German 
listeners heard French- and English-accented timeOnly or freqOnly 
sentences and had to decide whether they heard a French or an 
English accent. We used a between-subjects design in which each 
signal condition was tested with different listeners, given that lis- 
teners may adapt to manipulated speech: Davis, et al. (2005) , for 
example, reported that the intelligibility of noise-vocoded speech 
increased with training. In the context of the present study, a 
within-subjects design may have encouraged listeners to use their 
familiarization with the sentence, speaker and accent characteris- 
tics from, say, the timeOnly experiment when completing the task 
in the freqOnly experiment, resulting in artifacts, as such informa- 
tion would have been of no use to them. To allow for a compari- 
son with previous experiments, we used the recordings and exper- 
iment design from Kolly and Dellwo (2014) . A number of acoustic 
temporal measures were applied to unmanipulated speech and to 
our stimuli in order to verify that duration transplantation had the 
desired effect on the material. Furthermore, these acoustic tempo- 
ral measures were used to explore potential acoustic correlates of 
listeners’ accent identiﬁcation performance. 
2. Materials and methods 
2.1. Subjects 
A total of 40 native Swiss German listeners (16 male, 24 fe- 
male) took part in the accent identiﬁcation experiments. Listeners 
were University of Zurich students aged between 18 and 45 years 
(M = 23.30, SD = 4.37). None of them reported hearing disorders or 
problems with sight. Due to listeners’ age, origin and educational 
level, we assumed a comparable level of familiarity with French 
and English speakers of German. Likewise, we presupposed similar 
levels of proﬁciency in French and English, as French is usually in- 
troduced as a second and English as a third language in Swiss Ger- 
man schools: Subjects had studied French and English for about 11 
and 6 years, respectively. Before starting university studies, Swiss 
German students such as our subjects pass an exam called Matu- 
rität ( Baccalaureate ), for which their proﬁciency in French and En- 
glish is expected to correspond to B2–C1 according to the Com- 
mon European Framework for Languages ( Council of Europe, 2013; 
Erziehungsdirektion des Kantons Bern, 2009 ). At university, stu- 
dents tend to use English more than French. 
For our between-subject design, listeners were randomly at- 
tributed to two groups. We tested 20 listeners (10 male, 10 female) 
with the signal condition timeOnly and 20 listeners (6 male, 14 fe- 
male) with the signal condition freqOnly . 
2.2. Materials 
2.2.1. Speakers 
We collected Standard German speech from 18 speakers: three 
male and three female speakers for each language (French, En- 
glish and Zurich German). Speakers’ age ranged between 23 and 56 
years (M = 30.78, SD = 8.02). The Zurich German speakers grew up 
in the city of Zurich; the French speakers in the French-speaking 
part of Switzerland; the English speakers in the US or in Canada, 
one female speaker in the UK (their English varieties feature sim- 
ilar durational patterns, for instance vowel reduction; Grenon and 
White, 2008; Shearme and Holmes, 1961; Tiffany, 1959 ). 
Native Standard German speech for duration transplantation 
was obtained from Zurich German speakers, as our listeners were 
mostly Zurich German, too. In diglossic German-speaking Switzer- 
land, dialects are used mainly for verbal communication, whereas 
Standard German is mainly used in the written form and in more 
formal oral situations ( Ferguson, 1959; Kolde, 1981 ). The pronun- 
ciation of /r/ in Swiss Standard German is variable ( Hove, 2002 ): 
some speakers produce an alveolar [r] or [ ɾ ], the variant present in 
most of the Swiss German dialects ( Werlen, 1980 ); others produce 
/r/ as a uvular trill [ ᴙ] or fricative [ ʁ]. In speciﬁc phonotactic po- 
sitions, certain speakers may vocalize /r/ to schwa [ ɐ ], particularly 
in post-vocalic contexts, which corresponds to the Standard Ger- 
man system ( Kohler, 1990 ). The Zurich German speakers recorded 
for the present experiments all used uvular as well as vocalized /r/ 
variants in their Standard German. 
The Zurich German speakers used Standard German on a reg- 
ular basis. French and English speakers self-assessed their pro- 
ﬁciency in German using the Common European Framework for 
Languages ( Council of Europe, 2013 ). French speakers’ proﬁciency 
ranged between B1 and B2, English speakers’ between A1 and 
B2. The origin and strength of their foreign accent was rated by 
16 listeners (9 male, 7 female) in natural speech, on a 5-point 
scale (1 = very strong accent, 2 = strong accent, 3 = medium accent, 
4 = slight accent, 5 = no accent). Listeners’ age ranged between 20 
and 36 years (M = 26.25, SD = 5.20). None of the listeners was part 
of the group of subjects presented in Section 2.1 . We constructed a 
linear model of accent strength as a function of accent and found 
no signiﬁcant differences in accent strength between the French 
and the English speaker group (LM: F(1,10) = 0.39, p = 0.55; French 
speakers: M = 2.86, SD = 0.19; English speakers: M = 2.67, SD = 0.71; 
cf. Section 2.6 for details on statistical analyses). We further found 
their foreign accents to be recognized with high performance, in 
natural speech, as measured by A’ (M = 0.95, SD = 0.03). This il- 
lustrates that speakers provided typical examples of French- and 
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Table 1 
Ranking of male and female speakers according to articulation rate as measured by ratePeak . 
Gender French speakers Zurich German speakers English speakers 
FR04 ( M = 5.41, SD = 0.85) ZH07 ( M = 5.55, SD = 0.42) EN01 ( M = 5.50, SD = 0.43) 
Male FR01 ( M = 4.82, SD = 0.71) ZH14 ( M = 5.21, SD = 0.54) EN06 ( M = 5.26, SD = 0.81) 
FR10 ( M = 4.14, SD = 0.30) ZH15 ( M = 5.11, SD = 0.47) EN07 ( M = 5.14, SD = 0.54) 
FR05 ( M = 5.09, SD = 0.35) ZH69 ( M = 5.63, SD = 0.39) EN03 ( M = 4.98, SD = 0.45) 
Female FR03 ( M = 5.08, SD = 0.58) ZH71 ( M = 5.37, SD = 0.52) EN02 ( M = 4.83, SD = 0.59) 
FR08 ( M = 4.75, SD = 0.43) ZH70 ( M = 5.22, SD = 0.58) EN04 ( M = 4.17, SD = 0.63) 
English-accented speech, and corresponds to the judgement of ex- 
pert phoneticians (authors). 
2.2.2. Reading materials and recordings 
All speakers read a list of 18 Standard German sentences, which 
varied between 12 and 16 syllables (cf. Appendix). Prior to the 
recording, speakers familiarized themselves with the materials by 
reading the sentences aloud. The French and English speakers were 
recorded in a quiet room using a Fostex FR-2LE solid-state recorder 
(48 kHz; 16 bit) and a Sennheiser MKE 2p-c clip-on microphone. 
The Zurich German speakers were recorded in a sound-treated 
booth using a Neumann STH-100 transducer microphone (44.1 kHz; 
16 bit). We selected a different set of 9 sentences from each French 
and English speaker to avoid identical sentence sets for all speakers 
and thus to obtain more variability of linguistic material in the ex- 
periment ( Kolly and Dellwo, 2014 ). The experiment contained 108 
sentences in total (2 accents × 6 speakers × 9 sentences): Each of 
the 18 Standard German sentences appeared six times in the ex- 
periment, three times read by a French speaker and three times 
read by an English speaker. 
2.2.3. Segmentation 
The 108 non-native sentences and their native German coun- 
terparts were segmented, on a phonetic level, by a trained pho- 
netician (ﬁrst author), using Praat ( Boersma and Weenink, 2014 ). 
Segmentation and labeling decisions were based on visual inspec- 
tion of waveforms and spectrograms, and on auditory criteria. All 
interval boundaries were placed at positive zero-crossings. In or- 
der to obtain an optimal transplantation of durational patterns, 
diphthongs and affricates were segmented into their components, 
glottal stops or laryngealized parts were treated as individual seg- 
ments, and silent pauses were annotated without the application 
of a particular duration threshold. However, stops were not divided 
in separate closure and release sections. 
2.3. Stimuli 
We chose to transplant segment durations rather than sylla- 
ble durations (e.g. Maassen and Povel, 1985; Osberger and Le- 
witt, 1979; Winters and O’Brien, 2013 ) since French- and English- 
accented German may differ on a very detailed durational level (cf. 
Section 1 ). Furthermore, segmental durations have been suggested 
to be an important cue for foreign accent identiﬁcation ( Kolly and 
Dellwo, 2014 ). Segment durations of the speech material read by 
each particular French and English speaker were therefore trans- 
planted to material read by a native speaker ( timeOnly ) and vice 
versa ( freqOnly ). 
Since we transplanted durational features, speaker pairs 
(French-Zurich German; English-Zurich German) were built accord- 
ing to a gender-speciﬁc ranking of articulation rate (cf. Table 1 ), 
as measured by ratePeak (cf. Section 2.4 ). In doing so, we avoided 
an extreme stretching of segments – which may result in artifacts 
such as chirp or whistle sounds – wherever possible ( Quené and 
van Delft, 2010 ). For the signal condition timeOnly , for example, 
segment durations of FR04 (and those of EN01) were transplanted 
to ZH07. 
After the segmentation (cf. Section 2.2.3 ) we checked whether 
the matching versions of each sentence from each speaker pair 
(e.g. speakers FR04 and ZH07, sentence 03) were segmented into 
the same number of intervals, a prerequisite for the transplantation 
of segment durations. The number of intervals differed between 
the versions if either the number of segments, or the number of 
silent pauses was different. If only one version of a sentence fea- 
tured a silent pause at a speciﬁc position, we introduced a silent 
part of the same length and at the same position to the other ver- 
sion, and added an interval to its segmentation. The silent part that 
was introduced was taken from the (silent) start or end of the sen- 
tence into which it was introduced, in order to obtain a maximally 
natural auditory effect ( Pettorino and Vitale, 2012 ). In cases where 
the segment count was different, we mer ged intervals in the ver- 
sion that contained a higher number of segments, which resulted 
in some intervals containing multiple segments (cf. Fig. 1 ). Inter- 
vals were merged according to syllable or phoneme boundaries, 
such that durational features of a syllable or phoneme would be 
transplanted to the same syllable or phoneme of the matching ver- 
sion of the sentence ( Tajima et al., 1997 ). Typical examples for sit- 
uations where intervals were merged are the following: 
• Elisions: 
- Some native German speakers elided the schwa before a sono- 
rant in unstressed syllables (e.g. Regen [ ˈʁe ːɡ n] vs. [ ˈʁe ːɡə n] 
‘rain’). In such cases, the schwa and the following sonorant of 
the French or English speaker’s sentence were merged into a 
single interval, as exempliﬁed in Fig. 1. 
- Some French or English speakers elided linking elements be- 
tween the two components of a German compound (e.g. 
Zahlungsbilanz [ ˈtsa ːl ʊŋ bi ˌlants] vs. [ ˈtsa ːl ʊŋ sbi ˌlants] ‘balance of 
payment’). In such cases, the linking element and the preceding 
phone of the Zurich German speaker’s sentence were merged 
into a single interval. 
• Epentheses: Some French and English speakers produced a ve- 
lar plosive after velar nasals (e.g. lange [ ˈla ŋ ɡə ] vs. [ ˈla ŋ ə ] ‘long’). 
In such cases, the nasal and the following plosive were merged 
into a single interval. 
Fig. 2 illustrates the signal processing steps undertaken to ob- 
tain stimuli for timeOnly : Segment durations of the native version 
of a sentence were modiﬁed with segment durations of its non- 
native counterpart. Native German speech intervals were therefore 
either stretched or compressed by means of Pitch Synchronous 
Overlap and Add (PSOLA) resynthesis, using a Praat script adapted 
from Boula de Mareüil and Vieru-Dimulescu (2006) . The speech 
signal, albeit carrying some artifacts due to the stretching of par- 
ticular segments, is still intelligible and rather natural. To obtain 
stimuli for freqOnly , segment durations of the non-native version 
of a sentence were modiﬁed with segment durations of its native 
counterpart. Sentences were subsequently 6-band noise-vocoded. 
We divided the speech signal into six logarithmically-spaced fre- 
quency bands. We used the same respective cutoff frequencies to 
ﬁlter white noise. The amplitude envelope was extracted from each 
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Fig. 1. Annotation of segments (tier 1) and parallel annotation of two matching versions of a sentence resulting in merged segments (tier 2) for an English-accented (left 
spectrogram and annotation) and a native German (right spectrogram and annotation) token of Regen ‘rain’. 
Fig. 2. Modiﬁcation of native German segment durations (bottom spectrogram and annotation) with French segment durations (top spectrogram and annotation). The phrase 
reads der starke Frühlingsregen ‘the strong spring rain’. 
speech band and multiplied with the corresponding noise band. 
The six noise bands were summed up to obtain 6-band noise- 
vocoded speech (cf. Kolly and Dellwo, 2014 , for more detail). All 
stimuli were scaled to an intensity of 70 dB. 
2.4. Temporal measures applied 
In the following, we present a number of acoustic measures 
that were applied to the material (i) to describe our stimuli and 
therefore verify what effect the duration transplantation may have 
had on certain durational characteristics of the material (cf. Section 
3.2.1 ) and (ii) to explore potential acoustic correlates of listeners’ 
identiﬁcation performance (cf. Section 3.2.2 ). For this, we applied 
ﬁve different types of temporal measures to the natural and the 
duration transplanted speech: (1) measures of articulation rate, (2) 
pausing measures, and (3) a number of rhythm metrics based on 
the durational variability (3a) of vocalic and consonantal intervals, 
(3b) of voiced and voiceless intervals and (3c) of intervals between 
peaks in the amplitude envelope. 
(1) Measures of articulation rate: 
• rateCV , the number of consonantal and vocalic intervals per sec- 
ond ( Dellwo, 2008 ); 
• ratePeak , the number of automatically detected peaks in the 
amplitude envelope ( Dellwo et al., 2012; Mermelstein, 1975 ), 
which roughly corresponds to the number of syllables, per sec- 
ond. 
(2) Measures of pausing ( Bosker et al., 2014; Cucchiarini et al., 
2002; de Jong et al., 2013; Künzel, 1997 ): 
• pauseNbr , the number of silent pauses; 
• pauseDur , silent pause durations. 
(3a) Rhythm metrics based on durational features of vocalic and 
consonantal intervals (derived from segmentation): 
• %V , the percentage of time over which speech is vocalic ( Ramus 
et al., 1999 ); 
• varcoVln , the rate-normalized standard deviation of vocalic in- 
terval durations ( varcoV : White and Mattys, 2007a ), calculated 
on log-transformed interval durations; 
• nPVI_V , the rate-normalized average difference between consec- 
utive vocalic interval durations ( Grabe and Low, 2002 ); 
• varcoC , the rate-normalized standard deviation of consonantal 
interval durations ( Dellwo, 2006 ); 
• nPVI_C , the rate-normalized average difference between consec- 
utive consonantal interval durations ( Grabe and Low, 2002 ). 
(3b) Rhythm metrics based on durational features of voiced and 
unvoiced intervals (automatically calculated using the default pitch 
detection algorithm in Praat): 
• %VO , the percentage of time over which speech is voiced 
( Dellwo, et al., 2007 ); 
• varcoVOln , the rate-normalized standard deviation of voiced in- 
terval durations ( varcoVO : Dellwo et al., 2007 ), calculated on 
log-transformed interval durations; 
• nPVI_VO , the rate-normalized average difference between con- 
secutive voiced interval durations ( Dellwo et al., 2007 ); 
• varcoUV , the rate-normalized standard deviation of unvoiced in- 
terval durations ( Dellwo et al., 2007 ); 
• nPVI_UV , the rate-normalized average difference between con- 
secutive unvoiced interval durations ( Dellwo et al., 2007 ). 
(3c) Rhythm metrics based on durational features of intervals 
between automatically detected peaks in the amplitude envelope 
(one peak per vocalic segment): 
• varcoPeak , the rate-normalized standard deviation of interval 
durations between automatically extracted amplitude peaks 
( Dellwo et al., 2012 ); 
• nPVI_Peak , the rate-normalized average difference between con- 
secutive interval durations between automatically extracted 
amplitude peaks ( Dellwo et al., 2012 ). 
The measures varcoV ( White and Mattys, 2007a ) and varcoVO 
( Dellwo et al., 2007 ) were calculated based on log-transformed in- 
terval durations, since the distributions of vocalic and voiced inter- 
vals were strongly positively skewed. Temporal measures were cal- 
culated sentence-by-sentence using the Praat plugin Duration Ana- 
lyzer (available at http://www.pholab.uzh.ch/static/volker/software/ 
plugin _ durationAnalyzer.zip ). 
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2.5. Procedure 
Listeners were tested in a quiet room at the University of 
Zurich using a laptop computer. They heard stimuli over high- 
quality closed Beyerdynamics DT 770 PRO headphones, and stim- 
ulus order was randomized for each listener. Listeners tested for 
freqOnly heard strongly distorted speech; they were thus presented 
with sentence transcripts corresponding to each acoustic stimulus, 
which allowed them to parse the acoustic information ( Davis et 
al., 2005 ). Sentence transcripts were presented on the computer 
screen two seconds prior to the acoustic stimulus, and remained 
on the screen during stimulus presentation. Listeners tested in the 
timeOnly signal condition were not given sentence transcripts, as 
the stimuli presented were readily intelligible. We cannot exclude 
that the display of sentence transcripts distracted listeners’ atten- 
tion from the acoustic signal in freqOnly ; listeners tested with time- 
Only , on the other hand, could focus their entire attention on the 
acoustic stimulus. Prior ﬁndings by Kolly and Dellwo (2014) sug- 
gest, however, that this potentially distracting effect is small com- 
pared to the gain from listeners being aware of the sentence con- 
tent: Listeners identiﬁed accents above chance in 6-band noise- 
vocoded speech when the acoustic stimuli were presented with 
sentence transcripts, but not when they were missing. 
Listeners were instructed as follows: they would hear Stan- 
dard German sentences spoken by French and English speakers 
and they would have to decide, for each sentence, whether they 
heard French- or English-accented German, and how conﬁdent 
they were concerning their response. They were encouraged to 
respond intuitively. Listeners tested in the freqOnly signal condi- 
tion were additionally informed that they would hear manipu- 
lated speech and that they would be able to read the sentence 
corresponding to the acoustic stimulus on the computer screen. 
They responded using a binary forced choice experiment inter- 
face presented over the Praat demo window function (comparable 
Praat plugin available at http://www.pholab.uzh.ch/static/volker/ 
software/plugin _ BFC _ Experiment.zip ). After each stimulus presen- 
tation, a response window appeared with the question Französis- 
cher oder englischer Akzent? ‘French or English accent?’. Below this 
text, there were two large grey rectangles titled Französisch and 
Englisch . Each of them contained three small blue rectangles that 
read sicher ‘conﬁdent’, weiss nicht recht ‘not conﬁdent’, and nur ger- 
aten ‘only guessing’. Listeners clicked on one of the blue rectangles, 
indicating whether they judged the stimulus as being French- or 
English-accented German. At the same time, they indicated their 
conﬁdence level for each stimulus on a 3-point scale. Before the 
beginning of the experiment, listeners were familiarized with the 
experiment interface and with manipulated speech through the 
display of two randomly selected stimuli. The experiment, includ- 
ing instructions, lasted about 20 min and listeners were paid 10 
Swiss Francs for their participation. 
2.6. Data analysis and statistical analyses 
Based on listeners’ responses, we computed a measure of sen- 
sitivity derived from Signal Detection Theory ( Green and Swets, 
1966 ) in order to capture listeners’ accent identiﬁcation perfor- 
mance while cancelling out response bias. The non-parametric sen- 
sitivity measure A’ and the corresponding measure of response 
bias, B’’ D , were calculated following Donaldson (1992) . We arbitrar- 
ily attributed French-accented German to be signal and English- 
accented German to be noise; responding ‘French’ to a French- 
accented stimulus was thus deﬁned to be a hit , whereas respond- 
ing ‘English’ to an English-accented stimulus was a correct rejection . 
The two error types, false alarm and miss were thus the response 
‘French’ to an English-accented stimulus and the response ‘English’ 
to a French-accented stimulus, respectively. A’ ranges from 0 to 1, 
with chance level at 0.5: a listener with an A’ -value of 0 shows 
systematic confusion of the stimuli, i.e., responded incorrectly to 
all stimuli; an A’ -value of 1 indicates perfect sensitivity. The val- 
ues for bias ( B’’ D ) range from −1 to 1, 0 indicating no bias, nega- 
tive values indicating bias towards the response ‘French’ and pos- 
itive values indicating bias towards ‘English’. An alternative to A‘ 
and B’ D are the measures d’ and β respectively, which assume un- 
derlying normal distributions of hit and false alarm rates. As we 
obtained comparable results with d’ and, with one exception (cf. 
Section 3.2.3 ), for β , we do not report these values. When present- 
ing effects of accent and speaker , it was not possible to report A’ 
as we were interested in the responses to each of the two signal 
types separately. This is why we reported the percentage of correct 
responses, %correct , instead. 
Statistical analyses were performed using R software (R Core 
Team, 2013 ). To test the magnitude of listeners’ sensitivity, we cal- 
culated two-sided one-sample t-tests. To test for the effect of dif- 
ferent factors on listeners’ sensitivity, we constructed linear models 
(LM). Wherever possible, we calculated linear mixed effects mod- 
els with speaker gender, accent and signal condition as ﬁxed ef- 
fects and speaker, sentence and listener as random intercepts (LME; 
R-package: lme4 ; Bates and Maechler, 2009 ). We also used lin- 
ear mixed effect models for acoustic analyses of speech produc- 
tion. Here, our models included gender, accent and transplantation 
as ﬁxed effects, speaker and sentence as random intercepts. Effects 
were tested by comparing a full model, which included the fac- 
tor in question, to a reduced model, in which the factor was not 
included. Model comparison was performed using standard like- 
lihood ratio tests (R-code: anova(full_model, reduced_model). We 
report AIC (Akaike Information Criterion) values for the relative 
goodness of ﬁt of LMEs ( Kliegl, et al., 2011 ). For multiple compar- 
isons, we applied the Tukey method, using the R-package mult- 
comp . For correlations, we report Spearman’s correlation coeﬃ- 
cient. We assumed an α-level of 0.05. 
3. Results 
We present results on listeners’ accent identiﬁcation perfor- 
mance in timeOnly and freqOnly signal conditions in Section 3.1.1 , 
and Section 3.1.2 compares these results with ﬁndings on accent 
identiﬁcation performance when both types of cues are combined, 
in time + freq (adapted from Kolly and Dellwo, 2014 ). In Section 3.2 , 
we investigate potential acoustic correlates of the perceptual re- 
sults: To verify that our stimuli convey temporal or spectral in- 
formation of the foreign accents only, we describe the acoustic 
features of the stimuli in Section 3.2.1 . Section 3.2.2 investigates 
whether acoustic temporal features of the timeOnly stimuli may 
explain listeners’ identiﬁcation performance. In Section 3.2.3 , we 
explore how the native German segmental content may have bi- 
ased listeners’ responses in the timeOnly condition. 
3.1. Results from the perception experiments 
3.1.1. Temporal cues and spectral cues in foreign accent identiﬁcation 
To test the magnitude of listeners’ sensitivity, we calculated A’ 
for each listener ( n = 40). A boxplot of A’ for each signal condition 
is presented in Fig. 3 (left graph). One-sample t-tests showed that 
sensitivity was signiﬁcantly above chance for timeOnly (t(19) = 2.42, 
p < 0.05 ∗) as well as for freqOnly (t(19) = 7.69, p < 0.001 ∗). We found 
a signiﬁcant effect of condition : listeners identiﬁed accents with 
greater performance in freqOnly (M = 0.63, SD = 0.08) than in time- 
Only ( M = 0.54, SD = 0.07; LM: F(1,38) = 15.85, p < 0.001 ∗). 
Fig. 3 (right graph) shows one boxplot of B’’ D per signal 
condition , indicating listeners’ response bias. One-sample t -tests 
showed that listeners were signiﬁcantly biased towards the re- 
sponse ‘French’ for freqOnly (t(19) = −2.40, p < 0.05 ∗), but not for 























Fig. 3. Boxplots of listeners’ accent identiﬁcation performance as measured by A’ (left graph) and listeners’ response bias as measured by B”D (right graph), by signal condition . 





































Fig. 4. Boxplots of listeners’ accent identiﬁcation performance as measured by %correct , per accent , for the signal conditions timeOnly (left graph) and freqOnly (right graph). 
The dotted lines indicate performance at chance level. 
timeOnly (t(19) = −2.02, p = 0.06). Listeners’ bias did not differ sig- 
niﬁcantly between timeOnly ( M = −0.15, SD = 0.33) and freqOnly 
( M = −0.16, SD = 0.30; LM: F(1,38) = 0.01, p = 0.93). 
To test for the effect of accent , we calculated %correct for each 
listener’s response to each accent ( n = 80: 2 accents × 40 listen- 
ers; as we investigated accent effects for each signal condition 
separately, we performed a Bonferroni-adjustment: 0.05/2 = 0.025). 
Boxplots of %correct by accent and signal condition are shown in 
Fig. 4 . French accents were identiﬁed with signiﬁcantly higher 
performance than English accents in timeOnly (LM: F(1,38) = 7.00, 
p < 0.025 ∗; French: M = 0.57, SD = 0.10, English: M = 0.48, SD = 0.11) 
as well as in freqOnly (LM: F(1,38) = 7.33, p < 0.025 ∗; French: 
M = 0.62, SD = 0.10; English: M = 0.54, SD = 0.10). 
To test for the effect of speaker , we calculated %correct for 
each listener’s response to each speaker’s sentences ( n = 480: 12 
speakers × 40 listeners) and constructed an LME of %correct with 
speaker gender, signal condition and accent as ﬁxed effects, a by- 
speaker random slope on signal condition , and random intercepts 
of speaker and listener . We obtained a signiﬁcant effect of speaker 
( χ2 (3) = 106.91, AIC = −138.95, p < 0.001 ∗). There was no correla- 
tion between speakers’ strength of foreign accent (cf. Section 2.2.1 ) 
and the identiﬁcation of their accent in either condition ( timeOnly, 
r = −0.21, p = 0.66; freqOnly, r = 0.23, p = 0.33). To test for the sen- 
tence effect, we calculated A’ for each listener’s response to each 
sentence ( n = 720: 18 sentences × 40 listeners) and constructed an 
LME of A’ with signal condition as ﬁxed effect and random inter- 
cepts on sentence and listener. There was no effect of sentence. Fur- 
thermore, listeners’ conﬁdence was found not to be signiﬁcantly 
affected by signal condition (LM: F(1,38) = 0.23, p = 0.64) or accent 
(LM: F(1,78) = 0.83, p = 0.37). 















Fig. 5. Boxplots of listeners’ accent identiﬁcation performance as measured by A’ , 
by signal condition , including data from the condition time + freq (adapted from Kolly 
and Dellwo, 2014 ). The dotted line indicates performance at chance level. 
3.1.2. Additivity of temporal and spectral cues in foreign accent 
identiﬁcation 
Fig. 5 shows boxplots of A’ for timeOnly (light blue) and freqOnly 
(yellow) in comparison to time + freq (green) adapted from Kolly 
and Dellwo (2014) . Time + freq contained 6-band noise-vocoded 
speech with the original, non-native durations, thus featuring both 
the cues from timeOnly and freqOnly combined. Results showed 
a signiﬁcant overall effect of condition (LM: F(2,48) = 9.96, p < 
0.001 ∗). Post-hoc multiple comparisons revealed that timeOnly 
was signiﬁcantly different from freqOnly ( p < 0.01 ∗) and time + freq 
(p < 0.001 ∗); freqOnly and time + freq did not differ from each other 
signiﬁcantly, however ( p = 0.45). Descriptively, time + freq yielded 
the highest A’ -values ( M = 0.67, SD = 0.13), followed by freqOnly 
( M = 0.63, SD = 0.08) and timeOnly ( M = 0.54, SD = 0.07). 
3.2. Results from the acoustic analyses 
3.2.1. Acoustic measures of temporal variability in the stimuli 
To test whether our material contains the intended acoustical 
information, we explored which temporal information is contained 
in the timeOnly stimuli, and tested whether freqOnly stimuli do in 
fact contain spectral information alone. To do this, we compared 
temporal patterns of French- and English-accented German in nat- 
ural speech and duration transplanted speech. We hereby only ap- 
plied rhythm metrics of the type (3b), voicing measures, and of 
the type (3c), peak measures (cf. Section 2.4 ): when transplanting 
segment durations, we automatically also copy temporal patterns 
such as articulation rate, pausing, as well as vocalic and consonan- 
tal interval durations. Measures of the type (1)–(3a) are thus not 
subject to change after duration transplantation. However, when 
transplanting segment durations to obtain timeOnly stimuli, voicing 
temporal patterns and the location of peaks in the amplitude enve- 
lope may only be captured to some extent: The proportion of voic- 
ing in individual segments and the location of amplitude peaks are 
known to differ between languages (voicing: Dellwo et al., 2007 ; 
amplitude peaks: Tilsen and Arvaniti, 2013 ) and speakers (voicing 
and amplitude peaks: Dellwo et al., 2015; Leemann et al., 2014 ). 
We therefore expect these features to be affected by duration 
transplantation to some extent. Furthermore, non-native speech 
is often characterized by L1-interference in voicedness, which is 
why voicing temporal patterns may be a useful cue in the percep- 
tion task, if French- and English-accented timeOnly stimuli were to 
differ in this feature ( Flege and Port, 1981; Hazan and Boulakia, 
1993; Leemann, 2011; Neuhauser, 2011; Schmid, 2012; Vieru et al., 
2011 ). In the freqOnly stimuli, voicing cues were absent due to 6- 
band noise-vocoding. However, it is important to examine that the 
French- and English-accented freqOnly stimuli do not differ in am- 
plitude peak durational patterns, as these stimuli are intended to 
carry spectral cues only. 
3.2.1.1. Temporal patterns in timeOnly stimuli. Results in Table 2 re- 
veal that four out of ﬁve of the applied voicing measures were sig- 
niﬁcantly affected by duration transplantation. Only varcoVOln did 
not differ before and after duration transplantation. The variabil- 
ity of intervals between amplitude peaks, however, seemed to be 
unaffected by duration transplantation. 
In the case of %VO , we also observed a (marginally) signiﬁ- 
cant effect of accent and, for %VO as well as nPVI_VO , a signif- 
icant interaction of transplantation and accent . Simple effects for 
%VO ( χ2 (1) = 10.09, p < 0.01 ∗, AIC = 733.7; Bonferroni-adjustment: 
0.05/2 = 0.025) as well as for nPVI_VO ( χ2 (1) = 11.61, p < 0.001 ∗, 
AIC = 935.2) showed an effect of transplantation in French-accented 
speech only. Simple effects of accent revealed no signiﬁcant differ- 
ence between French- and English-accented German in natural or 
in transplanted speech for neither metric. Fig. 6 illustrates a de- 
scriptive (but non-signiﬁcant) difference between voicing tempo- 
ral patterns of the two accents in natural speech (FR vs. EN, natu- 
ral), which vanishes in transplanted speech (FR vs. EN, timeOnly ): 
%VO was higher in French (M = 73.95, SD = 9.17) than in English 
( M = 69.67, SD = 6.91) natural speech; nPVI_VO was lower in French 
( M = 66.09, SD = 17.67) than in English ( M = 72.78, SD = 17.39) natu- 
ral speech. Fig. 6 further illustrates, for a selection of the durational 
measures presented in Table 2 , that most voicing measures were 
affected by duration transplantation, whereas the peak measures 
were not. For example, natural French-accented German exhibits 
signiﬁcantly lower values for nPVI_VO than duration transplanted 
French-accented German (natural vs. timeOnly , FR). However, there 
is no such difference regarding the measure nPVI_Peak . Based on 
these results, we conclude that listeners could make little or no 
use of voicing temporal cues or amplitude peak temporal cues for 
identifying accents in the signal condition timeOnly . 
3.2.1.2. Temporal patterns in freqOnly stimuli. As explained in 
Section 3.2.1 , voicing cues are absent from the fre-qOnly stimuli 
due to noise vocoding. Therefore, only amplitude peak durational 
measures were applied to these stimuli in order to verify that they 
contain only frequency domain cues of the foreign accents. 
Table 3 shows that neither of the applied peak durational mea- 
sures in native German speech was signiﬁcantly affected by dura- 
tion transplantation. Therefore, freqOnly stimuli carry spectral in- 
formation of the non-native accents, and temporal information of 
native German, as intended. Furthermore, we found no effect of ac- 
cent , i.e., no difference between French-accented German with na- 
tive German segment durations and English-accented German with 
native segment durations. Listeners thus had no durational cues 
available to complete the perceptual task in the signal condition 
freqOnly . 
3.2.2. The inﬂuence of acoustic measures of temporal variability in 
foreign accent identiﬁcation 
We calculated correlations of listeners’ accent identiﬁcation per- 
formance – as measured by %correct – and 16 acoustic measures of 
temporal variability: two measures of articulation rate (measures 
of type (1), cf. Section 2.4 ), two pausing measures (type (2)), ﬁve 
measures of the durational variability of vocalic and consonantal 
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Table 2 
Summary of the statistics for the tested voicing and peak measures in non-native natural speech and timeOnly stimuli. 
Acoustic measures are ordered according to the magnitude of the effect of transplantation . 
Temporal measure Factor Result 
nPVI_VO transplantation χ2 (2) = 11.66 p < 0.01 ∗ AIC = 1872.1 
(voicing measure) accent χ2 (2) = 4.42 p = 0.11 AIC = 1872.1 
accent ∗ transplantation χ2 (1) = 3.84 p = 0.05 ∗ AIC = 1872.1 
%VO transplantation χ2 (2) = 11.38 p < 0.01 ∗ AIC = 1423.7 
(voicing measure) accent χ2 (2) = 5.97 p = 0.05 ∗ AIC = 1423.7 
accent ∗ transplantation χ2 (1) = 4.25 p < 0.05 ∗ AIC = 1423.7 
varcoUV transplantation χ2 (2) = 10.30 p < 0.01 ∗ AIC = −114.88 
(voicing measure) accent χ2 (2) = 1.47 p = 0.48 AIC = −114.88 
accent ∗ transplantation χ2 (1) = 1.46 p = 0.23 AIC = −114.88 
nPVI_UV transplantation χ2 (2) = 9.27 p < 0.01 ∗ AIC = 1955.5 
(voicing measure) accent χ2 (2) = 0.87 p = 0.65 AIC = 1955.5 
accent ∗ transplantation χ2 (1) = 0.74 p = 0.39 AIC = 1955.5 
varcoPeak transplantation χ2 (2) = 1.44 p = 0.49 AIC = −435.61 
(peak measure) accent χ2 (2) = 0.97 p = 0.62 AIC = −435.61 
accent ∗ transplantation χ2 (1) = 0.97 p = 0.33 AIC = −435.61 
nPVI_Peak transplantation χ2 (2) = 1.08 p = 0.58 AIC = 1739.4 
(peak measure) accent χ2 (2) = 3.39 p = 0.18 AIC = 1739.4 
accent ∗ transplantation χ2 (1) = 0.95 p = 0.33 AIC = 1739.4 
varcoVOln transplantation χ2 (2) = 0.62 p = 0.73 AIC = −269.11 
(voicing measure) accent χ2 (2) = 0.23 p = 0.89 AIC = −269.11 
accent ∗ transplantation χ2 (1) = 0.08 p = 0.78 AIC = −269.11 
























































Fig. 6. Boxplots of %VO, nPVI_VO, varcoUV, nPVI_UV and nPVI_Peak in non-native natural speech (white) and in the timeOnly stimuli (light blue), for French-accented and 
English-accented speech. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article). 
Table 3 
Summary of the statistics for the tested peak measures in native natural speech and freqOnly stimuli. Acoustic measures 
are ordered according to the magnitude of the effect of transplantation . 
Temporal measure Factor Result 
varcoPeak transplantation χ2 (2)=3 .56 p = 0.17 AIC = −529.36 
(peak measure) accent χ2 (2)=0 .19 p = 0.91 AIC= −529 .36 
accent ∗ transplantation χ2 (1)=0 .17 p = 0.69 AIC = −529.36 
nPVI_Peak transplantation χ2 (2)=2 .17 p = 0.34 AIC = 1681.9 
(peak measure) accent χ2 (2)=0 .09 p = 0.96 AIC = 1681.9 
accent ∗ transplantation χ2 (1)=0 .09 p = 0.77 AIC = 1681.9 
intervals (3a), ﬁve measures of the durational variability of voiced 
and voiceless intervals (3b) and two measures of the durational 
variability of intervals between peaks in the amplitude envelope 
(3c). 
Results revealed low correlation coeﬃcients, with |r| ≤ −0.15 
for all calculated correlations. Correlation tests were not signiﬁ- 
cant. 
3.2.3. The inﬂuence of segmental cues in foreign accent identiﬁcation 
We divided the timeOnly data into one subset that contained re- 
sponses to the stimuli featuring uvular /r/s and one subset where 
uvular /r/s were absent (Bonferroni-adjustment: 0.05/2 = 0.025). 
The latter subset contained either no /r/ or vocalized /r/s. Fig. 7 
shows boxplots of B’’ D and A’ as a function of the presence or 
absence of uvular /r/s in the stimuli. One-sample t-tests showed 
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Fig. 7. Boxplots of listeners’ accent identiﬁcation performance as measured by B”D (left graph) and listeners’ response bias as measured by A’ (right graph) for stimuli of 
timeOnly which contain uvular /r/s (left boxplot) and which do not contain uvular /r/s (right boxplot). The dotted lines indicate performance at chance level and no bias, 
respectively. 
that listeners were biased towards the response ‘French’ when 
the stimuli featured uvular /r/s (t(19) = −5.82, p < 0.001 ∗; M = −0.40, 
SD = 0.31), and that they were inclined to answer ‘English’ when 
no uvular /r/ was present in the stimuli (t(19) = 6.31, p < 0.001 ∗; 
M = 0.52, SD = 0.37). The two subsets signiﬁcantly differed in bias, 
as measured by B’’ D (LM: F(1,38) = 73.50, p < 0.001 ∗). However, lis- 
teners’ accent recognition performance, as measured by A’ , did not 
differ between the two subsets (LM: F(1,38) = 0.68, p = 0.41). 
4. Discussion 
In the present paper, we reported evidence (a) that listeners 
can, to some extent, identify French- and English-accented Ger- 
man based on temporal features or on degraded spectral features 
alone, (b) that the combined presence of temporal and spectral 
cues yields an additive trend towards higher accent identiﬁcation 
rates, and (c) that listeners’ response behavior was biased depend- 
ing on whether or not stimuli featured uvular /r/s. In the following, 
we discuss the results obtained in more detail and elaborate on 
potential implications for forensic phonetics and second language 
acquisition. 
4.1. The importance of temporal and spectral cues in foreign accent 
identiﬁcation 
4.1.1. Temporal cues 
We found that Swiss German listeners could identify speak- 
ers’ origin in French- and English-accented German based on tem- 
poral information alone in the signal condition timeOnly , where 
segment durations of foreign-accented speech were transplanted 
to native German speech. In previous experiments, listeners were 
shown to respond at chance when presented with foreign-accented 
stimuli that featured temporal information alone, e.g. in mono- 
tonized sasasa -speech ( Kolly and Dellwo, 2014 ). However, sasasa - 
speech does not occur in natural situations, whereas the natural 
speech with manipulated durations used in the present experiment 
– albeit containing some artifacts – is assumed to sound rather 
familiar to listeners. This may have enhanced their identiﬁcation 
performance, as listeners are used to interpreting temporal infor- 
mation in natural speech, from their everyday life. This is not the 
case for sasasa -speech. 
Kolly et al. (2014) had monotonized and lowpass-ﬁltered 
( < 300 Hz) the sentences used for the present experiment and ob- 
tained higher accent identiﬁcation rates than the ones obtained 
here. On the one hand, lowpass-ﬁltered speech below 300 Hz may 
still have contained certain segmental cues that boosted listen- 
ers’ identiﬁcation performance. On the other hand, lowpass-ﬁltered 
stimuli contained voicing temporal cues. Our results on the tem- 
poral patterns contained in the stimuli revealed a descriptive (but 
non-signiﬁcant) difference between natural French- and English- 
accented German in voicing temporal patterns. However, voicing 
temporal patterns of both accents became more similar when du- 
ration transplantation was applied to create our stimuli (cf. Section 
3.2.1 ). Next to segmental cues below 300 Hz, the additional voic- 
ing temporal cues contained in lowpass-ﬁltered speech may there- 
fore account for the different identiﬁcation performance between 
the listeners tested by Kolly et al. (2014) and those tested in the 
present experiment, as it was previously demonstrated that the 
voicedness of consonants is an important cue in foreign accent 
identiﬁcation ( Flege and Port, 1981; Vieru et al., 2011 ). Lowpass- 
ﬁltered speech also contained the original intensity features of the 
foreign accents at hand; however, at least their timing should have 
been very similar between lowpass-ﬁltered and timeOnly speech, 
as duration transplantation was shown not to affect our amplitude 
peak durational measures (cf. Section 3.2.1 ). 
Which acoustic correlates may account for listeners’ sensitivity 
to temporal cues? We found that accent identiﬁcation performance 
did not correlate with any of the applied acoustic measures of 
temporal variability. Some of these acoustic measures were shown 
to be affected by duration transplantation, which eliminated (de- 
scriptive) differences between French- and English-accented Ger- 
man (cf. Section 3.2.1.1 ). Considering the low overall correlations, 
we assume that listeners’ response behavior was driven by pat- 
terns of temporal variability not revealed by the temporal mea- 
sures applied in this study. For example, it may be interesting to 
investigate patterns of utterance-ﬁnal lengthening in the future. 
These have been shown to differ between native and non-native 
accents of English ( White et al., 2012 ), and to predict adults’ and 
infant’s discrimination of accents ( White et al., 2012, 2014 ). 
Compared to A’ -values of 1 for perfect sensitivity, the A’ -values 
reported here ( M = 0.54, SD = 0.07) are fairly low. This may be due, 
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to some extent, to the bias driven by the /r/-variants present in the 
stimuli (cf. Section 3.2.3 ) and to some of the artifacts contained in 
our stimuli, which resulted from stretching certain segments and 
which are likely to be irritating for listeners. However, the sen- 
sitivity values reported here are in line with other experiments 
that use manipulated speech: Ramus et al. (2003) , for example, re- 
ported mean A’ -values between 0.57 and 0.74 for listeners’ discrim- 
ination of languages based on speech temporal cues (undoubtedly, 
other cues come into play in accent and language identiﬁcation). 
4.1.2. Spectral cues 
Degraded spectral features of 6-band noise-vocoded speech 
were shown to carry enough information for listeners to identify 
French- and English-accented German above chance, when tempo- 
ral cues were absent due to duration transplantation for the sig- 
nal condition freqOnly (the absence of temporal cues was demon- 
strated in Section 3.2.1.2 ). This is in line with ﬁndings by Munro, 
et al. (2010) , where listeners could identify native vs. non-native 
speech in utterances that were played backwards, which also 
largely disrupts temporal information. These ﬁndings emphasize 
the power of spectral information: Even when speech is strongly 
degraded in the frequency domain, listeners can process the re- 
maining information, for instance the quality of certain segments, 
in order to identify foreign accents. 
4.1.3. Comparison between results based on temporal and on spectral 
cues 
Listeners’ sensitivity to reduced spectral cues in the signal con- 
dition freqOnly was higher than listeners’ sensitivity to segmental 
temporal cues in timeOnly ; this, again, emphasizes the prevalence 
of spectral cues for accent identiﬁcation tasks. 
For both signal conditions, French-accented German was identi- 
ﬁed with higher performance than English-accented German. This 
ﬁnding is in line with ﬁndings by Kolly and Dellwo (2014) and 
Kolly et al. (2014) for different types of signal-degraded speech 
containing primarily temporal cues. On the one hand, this may 
be explained to some extent by the observed tendency for lis- 
teners to be biased towards the response ‘French’; bias could not 
be eliminated when calculating the identiﬁcation performance for 
each accent separately ( %correct instead of A’ ). However, there was 
no signiﬁcant bias towards ‘French’ in the timeOnly condition. We 
conclude that temporal patterns of French-accented German may 
have sounded more salient to our listeners than those of English- 
accented German. This corroborates suggestions brought forth by 
studies in the speech rhythm domain: English and German seem 
to be perceptually more similar in their rhythmic organization, and 
they differ from French in this regard ( Abercrombie, 1967; Dellwo 
et al., 2007; Grabe and Low, 2002; Pike, 1945; Ramus et al., 1999 ). 
Furthermore, this suggests that features of such language-speciﬁc 
temporal patterns are carried over to non-native speech ( Arslan 
and Hansen, 1997; McAllister et al., 2002 ). Support for this idea 
was also reported in research by Ordin and Polyanskaya (2015) , 
who found German learners of English to be more successful in 
acquiring target-like patterns of durational variability than French 
learners of English. 
We found an overall effect of speaker, where some speakers’ 
linguistic origin was identiﬁed with higher performance than oth- 
ers’. Non-native speakers thus seem to use different timing strate- 
gies when speaking a second language. Temporal features are 
also known to differ between speakers in their native language 
( Arvaniti, 2012; Dellwo et al., 2015; Leemann et al., 2014; Wiget 
et al., 2010 ). Possibly, speakers’ non-native speech may be charac- 
terized by similar speaker-idiosyncratic temporal patterns as their 
native speech, as shown by Kolly, et al. (2015) for durational fea- 
tures of silent pauses. Furthermore and interestingly, accent iden- 
tiﬁcation scores for each speaker did not correlate with speakers’ 
strength of foreign accent for either signal condition. This may sug- 
gest that the information retained in our timeOnly and freqOnly 
stimuli was not particularly salient in terms of strength of for- 
eign accent, when listeners judged natural speech. Other features 
of foreign-accented speech seem to be more important for listen- 
ers’ perception of accent strength. 
4.2. The additivity of temporal and rudimentary spectral cues in 
foreign accent identiﬁcation 
The combined presence of cues from timeOnly as well as fre- 
qOnly signals in the time + freq condition, which contained temporal 
as well as degraded spectral cues in 6-band noise-vocoded speech, 
showed a trend towards higher accent identiﬁcation performance 
than each type of cue separately. A signiﬁcant difference was ob- 
served between performance in the timeOnly vs. time + freq condi- 
tion. The ﬁnding is intuitively sound: when the information avail- 
able to listeners increases, identiﬁcation performance increases. 
This is evidence for an additive effect of temporal and spectral 
cues; however, the combined effect of temporal and spectral cues 
was smaller than the sum of single effects ( Du et al., 2011; Hjal- 
marsson, 2011 ). In a similar way, Cunningham-Andersson and En- 
gstrand (1989) have shown that perceived strength of foreign ac- 
cent increases with the number of target-deviant features. We con- 
clude that the combination of temporal and spectral cues is help- 
ful for listeners to identify foreign accents, but it is not necessary 
– as each type of cue allowed accent identiﬁcation above chance 
on its own. This is also in line with ﬁndings by Cunningham- 
Andersson and Engstrand (1989) : some target-deviant features are 
more strongly associated with the perception of foreign accent 
than others, and different combinations of such features may in- 
crease the perception of accent strength to different degrees. 
4.3. The inﬂuence of segmental cues in foreign accent identiﬁcation 
We found a signiﬁcant bias depending on whether or not stim- 
uli featured uvular /r/s. Listeners were biased towards the response 
‘French’ when timeOnly stimuli featured uvular /r/s and towards 
‘English’ when they did not. In the timeOnly experiment, listeners 
heard native German segments with French- or English-accented 
segment durations. However, they were not aware that the seg- 
mental content of stimuli was native German; they were only told 
that they would hear French- and English-accented German. All 
our Zurich German speakers used uvular /r/ sounds ([ ᴙ] or [ ʁ]), and 
vocalized /r/s ([ ɐ ]): the same /r/ sounds as the ones used in Stan- 
dard German from Germany. But – for the uvular /r/s – these are 
also the /r/ sounds used in French. 
It thus seems that the listeners took the articulation of /r/ as a 
cue, in a task that was designed to be completed based on dura- 
tional characteristics alone. Therefore, this affected their response 
behavior – and bias – without affecting their accent identiﬁcation 
performance. This ﬁnding suggests that the duration transplanta- 
tion method has some pitfalls when used in an identiﬁcation task 
design, which is probably less the case when used in an experi- 
ment designed to elicit responses on accent strength ( Quené and 
van Delft, 2010; Tajima et al., 1997; Winters and O’Brien, 2013 ). 
The ﬁnding further stresses the importance of segmental informa- 
tion in foreign accent identiﬁcation tasks ( Boula de Mareüil et al., 
2008; Cunningham-Andersson and Engstrand, 1989; Vieru et al., 
2011 ). The articulation of /r/, in particular, seems to be a crucial 
cue for accent identiﬁcation in different tar get languages: Vieru et 
al. (2011) report it to be one of the most important cues for per- 
ceptual foreign accent identiﬁcation as well as for automatic accent 
classiﬁcation. Cunningham-Andersson and Engstrand (1989) found 
that target-deviant features related to the articulation of /r/ were 
among the ones that listeners perceived as most accented, whereas 
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target-deviant durational characteristics were amongst the least 
noticeable. Flege (1984) also cites /r/ as being a strong cue for the 
detection of (non-)nativeness. 
4.4. Possible implications of this work 
On the one hand, implications of this research may be found in 
the domain of forensic phonetics (cf. Section 1 ): First, the identi- 
ﬁcation of a foreign accent helps narrowing down a group of sus- 
pects in forensic casework (speaker proﬁling; Ellis, 1994; Köster et 
al., 2012 ). Since incriminating recordings are most often made over 
a telephone – the quality of which cannot be controlled for –, tem- 
poral features are highly relevant. Second, foreign accent identiﬁca- 
tion is relevant to some LADO cases ( Cambier-Langeveld, 2010 : 73; 
Language and National Origin Group, 2004; Verrips, 2011 : 137). In 
LADO, telephone speech is also frequently used ( Baltisberger and 
Hubbuch, 2010 ). Telephone conditions are one of the reasons for 
investigating listeners’ accent identiﬁcation performance in speech 
that contains temporal cues only or reduced spectral cues in gen- 
eral – and therefore for investigating additive effects of temporal 
and spectral cues in perceptual foreign accent identiﬁcation. 
On the other hand, this research may have implications for 
the domain of second language acquisition. Speakers who are dis- 
criminated against because of their particular accent and origin 
( Lippi-Green, 1997 : 229; Schairer, 1992 ), for example, might wish 
to reduce their foreign accent to sound more native-like. It may 
therefore be helpful to know which accent-speciﬁc features are 
perceptually salient to native listeners. The present experiments 
suggest that French and English learners of German could take 
heed of temporal patterns, complementing their regular pronunci- 
ation training. Van Santen and Shih (20 0 0) showed that durations 
of suprasegmental units such as the syllable strongly depend on 
intrinsic durations of the segments they contain. Therefore, pro- 
duction training focusing on the target-like pronunciation of indi- 
vidual segments, including their durations, may not only improve 
non-native speakers’ production of segmental temporal patterns 
(e.g. vowel quantity, which is a distinctive feature of German), it 
could also inﬂuence the overall suprasegmental temporal features 
of their non-native speech towards more native-like productions 
( Quené and van Delft, 2010; Tajima et al., 1997 ). Furthermore, the 
pronunciation of /r/ seems to be a feature worth focusing on if a 
foreign accent is to be reduced. 
5. Summary and conclusion 
Our ﬁndings showed that listeners could, to a certain extent, 
identify the linguistic origin of French and English speakers in 
foreign-accented German, based solely on temporal features of 
these accents. Furthermore, listeners could also identify the ac- 
cents in question in stimuli that contain strongly degraded spectral 
features alone. The combined presence of temporal and spectral 
information is thus not necessary for listeners to identify foreign 
accents better than chance. However, we found an additive trend 
when temporal and spectral cues were combined. 
We further found that the segmental information available to 
listeners biased their response behavior. When stimuli featured 
uvular /r/s, listeners were biased towards perceiving a French ac- 
cent, and a bias towards an English accent was observed in stim- 
uli that featured vocalized or no /r/s. Segmental information – or 
spectral information – is highly salient and may supress listeners’ 
attention to temporal cues to some extent. Furthermore, the /r/ 
pronunciation seems to be a very strong cue for listeners to make 
decisions about a speaker’s linguistic origin. However, we found a 
wide range of acoustic temporal measures not to correlate with lis- 
teners’ response behavior. In future work, other measures of tem- 
poral variability will have to be explored in order to explain the 
perceptual results presented here. 
The ﬁndings may be relevant for forensic phonetics, where par- 
ticular cues of foreign-accented speech allow practitioners or ear- 
witnesses to identify a speaker’s linguistic origin – and where 
advice often has to be given based on speech that is degraded 
by telephone networks or background noise. Our ﬁndings may 
also have implications for second language acquisition. Some non- 
native speakers may wish to reduce their foreign accent. In such 
cases, it is crucial to know which features of an accent are percep- 
tually salient to native listeners. 
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Appendix. Reading materials 
01 Die Frau des Apothekers weiss immer, was sie will. 
02 Das Theater hat viele neue Aufführungen geplant. 
03 Er wollte sich seiner Schwächen einfach nicht bewusst 
werden. 
04 Der öffentliche Verkehr lässt viel zu wünschen übrig. 
05 Die schlechte Zahlungsbilanz lässt mich nicht zur Ruhe 
kommen. 
06 Die Eltern geben ihm keine ﬁnanzielle Unterstützung. 
07 Der starke Frühlingsregen hat grossen Schaden angerichtet. 
08 Der schnellste Zug ist immer noch der ICE. 
09 Der Wiederaufbau der Stadt wird sehr lange dauern. 
10 Das Bildungsministerium hat den einfachsten Weg gewählt. 
11 Diese Konditorei macht ausgezeichnete Kuchen. 
12 Dieses Geschäft bietet sehr preisgünstige Ware an. 
13 Sie haben die Wahrheit erst entdeckt, als er auspackte. 
14 Für meine Mannschaft wird der Sieg ein Kinderspiel sein. 
15 Die Meinungsumfragen sagen einen Sieg der Rechten voraus. 
16 Die Strassen der Innenstadt wurden von der Polizei gesperrt. 
17 Ein berühmtes Bild wurde aus dem Kunsthaus gestohlen. 
18 Der Müssiggang ist bekanntlich aller Laster Anfang. 
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Speaker-idiosyncrasy in pausing behavior: Ev-
idence from a cross-linguistic study
This chapter contains a reprint of the paper: Kolly, M.-J., Leemann, A., Boula de Mareu¨il,
P., Dellwo, V. (2015). Speaker-idiosyncrasy in pausing behavior: Evidence from a cross-
linguistic study. Proceedings of the International Congress of Phonetic Sciences 2015,
Glasgow.1
Chapters 3, 4, 5, and 6 investigated the influence of speaker origin on speech temporal
characteristics. Findings revealed that listeners’ foreign accent identification performance
is influenced by the factor speaker : some speakers’ accent was recognized more accurately
than others’. In particular, this finding did not correlate with speakers’ strength of foreign
accent. We therefore assume that speakers apply individual strategies in their timing of
non-native speech.
In this paper we present a cross-linguistic speech production experiment, where speaker-
individuality is investigated in the time domain of non-native as well as native speech.
For this, 16 Zurich German speakers read 16 sentences in their native Zurich German and
16 sentences in both their non-native French and English. For each of these sentences, we
computed:
. the number of silent pauses;





The main outcome reported in the present paper can be outlined as follows:
⇒ Speakers produced the most and the longest pauses in their non-native French, the
fewest and the shortest pauses in their native Zurich German.
⇒ Both pausing measures varied strongly between speakers, but little within speakers:
For over 50% of the speakers investigated, pause number and pause durations did
not vary within speaker — regardless of whether they spoke Zurich German, French,
or English.
⇒ We observed an effect of sentence on measures of pausing; longer, syntactically com-
plex sentences tended to show more and longer pauses than shorter and syntactically
less complex ones.
We concluded that speakers’ pausing behavior seems to be influenced by language pro-
ficiency to some extent: speakers produced the fewest and shortest pauses in their na-
tive language and the most and the longest pauses in their non-native French, in which
most Zurich German speakers can be assumed to be less experienced than in English
(see Sections 2.1 and 4 of the present paper). We proposed that further research on
speaker-individual non-native temporal patterns should include an increase in the num-
ber of sentences analyzed by speaker and the application of a wider range of temporal
measures such as the ones described in Chapter 3. Details of this future work are given
in Section 10.2.
Speakers’ foreign accent strength was rated by native listeners of French and English
in a perception task. As speakers’ accent strength is known to be strongly influenced
by speaker-individual cognitive and psychological variables, we hypothesized that this
variable might be speaker-specific, too; this is investigated in Chapter 8.
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Phoneticians study acoustic speech signals. But what 
about the aspects of speech where the signal is 
silent? The present study investigated speakers’ 
pausing behavior in their native and non-native 
speech. Pausing measures were applied in order to 
study between-speaker and within-speaker 
variability, where within-speaker variability was 
introduced by recording speakers in their native 
Zurich German, and in their second languages 
English and French. Results showed that pausing 
measures in the form of pause numbers and pause 
durations are speaker-specific. Furthermore, this 
speaker-specificity became evident across different 
languages. Results are discussed in the context of 
forensic voice comparison. 
 
Keywords: pausing, temporal features, speaker-
idiosyncrasy, second language, forensic phonetics 
1. INTRODUCTION 
Speakers, native and non-native, produce silent 
pauses when they speak or read aloud. Such pauses 
can occur in places where a pause is allowed by the 
syntactic makeup of the sentence – or elsewhere, 
where they may be perceived as “disfluencies” [18]. 
In the past, non-native speakers’ pausing 
behavior was often investigated as a correlate of 
perceived fluency [4, 5] or as an indicator of second 
language proficiency [24, 25]. [6] note that pausing 
behavior also has to do with personality or style. 
The experiment reported in the present paper was 
designed to explore speaker-specific pausing: two 
non-native speakers with the same language 
background and similar second language proficiency 
might have different habits or preferences regarding 
the frequency and duration of silent pauses in their 
speech – be it L1 or L2 speech. If this is the case, 
then pausing behavior may be an interesting measure 
for the domain of forensic phonetics. In typical cases 
of forensic voice comparison, trace material from a 
crime – e.g. recordings of a perpetrator of a bomb 
threat – is compared to acoustic comparison material 
– e.g. recordings of a suspect during a police 
interview – and used in forensic investigations. 
Acoustic measures that vary between speakers but 
are invariant within speakers, i.e. speaker-specific 
measures, are thus desirable for applications in 
forensic speaker comparison [22]. 
Speaker-specific behavior exists in different 
types of acoustic features. Research has revealed 
between-speaker variability in the frequency domain 
– in formant frequencies [19, 20] and fundamental 
frequency [13, 16, 21] –, and in the intensity domain 
[1]. Only recently has research shown speaker-
idiosyncratic patterns in the time domain: [7, 8, 15–
17] found suprasegmental temporal features to be 
speaker-specific and robust to within-speaker 
variability. Within-speaker variability introduced in 
forensic phonetic studies typically includes speaking 
style variability (read vs. spontaneous speech [8, 14–
16]), channel variability (hifi vs. telephone speech, 
[14, 15]), and voice disguised speech [13]. 
Do speakers differ in their pausing behavior? 
And does pausing behavior remain speaker-specific 
if speakers talk in different languages? We 
introduced between-speaker variability by studying 
16 speakers, and included within-speaker variability 
by having the same speakers produce native Zurich 




16 speakers of Zurich German (eight male / eight 
female) were recorded at the Phonetics Laboratory, 
University of Zurich, to create the TEVOID corpus 
[7, 8, 15–17]. Speakers’ age ranged between 20 and 
33 years (M=25.4; SD=3.7). All speakers were 
University of Zurich students who spoke the dialect 
of the city of Zurich. They thus showed little to no 
regional accent variability, as attested by informal 
listening tests. All speakers had learned French and 
English as a second language at school. Usually, 
French classes started at age 8 and English classes at 
age 13. The speaker group was thus relatively 
homogeneous in terms of native dialect, age, 
education and second languages spoken. Recordings 
were made in a sound-treated booth using an 
omnidirectional Earthworks QTC40 high definition 
condenser microphone (sampling rate of 44.1kHz; 
16 bit quantization). Speakers were paid 30 Swiss 
Francs per hour for their participation. 
2.2. Material 
Each speaker read 16 Zurich German sentences, 16 
English sentences and 16 French sentences taken 
from the TEVOID corpus. English and French 
sentences were literal translations of the Zurich 
German sentences (yet idiomatic in English and 
French) and were thus roughly similar in length: 
sentences typically contained 15–20 syllables. These 
768 sentences (16 speakers × 16 sentences × 3 
languages) constituted the corpus used in the present 
study. Prior to the recording, speakers had prepared 
reading the sentences at home, to ensure fluent 
reading of the material. If hesitations in the form of 
filled pauses occurred in a sentence, speakers 
repeated the sentence spontaneously or, if not, they 
were asked to do so. Sentences which contained 
hesitations in the form of silent pauses were not 
repeated, however. 
2.3. Data editing 
To prepare the data for the application of pausing 
measures (cf. 2.4), trained phoneticians (first and 
second author) labeled each sentence for silent 
pauses using Praat software [3]. Speakers may pause 
to reflect syntactic constituents in spoken language, 
e.g. between a main and a subordinate clause, to 
mark conversational structure, e.g. emphasize a 
subsequent stretch of speech, or for stylistic reasons, 
e.g. to reflect idiolectal aspects of speech. In 
addition, speakers may pause for cognitive reasons, 
e.g. hesitating as a means to prepare for what to say 
next. All these types of silent pauses were labeled in 
our corpus, which means that no duration threshold 
was applied for the labeling of silent parts. Pauses 
were labeled perceptually – every silent part which 
was perceived as a pause was labeled as such 
(indicated by the interval label sil in Figure 1). 
Every sentence in the corpus is preceded and 
followed by a (labeled) pause, cf. Figure 1. 
 
Figure 1: Praat TextGrid with hand-labeled pauses 
in the English sentence I don't know [pause] why 
she is so distracted. 
 
 
2.4. Pausing measures applied 
We applied two measures that describe speakers’ 
pausing behavior and are widely used in second 
language research [4–6, 9, 10, 14, 18, 24–27]: 
1. The number of pauses in a sentence: 
pauseNbr. 
2. The sum of the durations (in seconds) of all 
pauses in a sentence: pauseDur. 
The silences that precede and follow each sentence 
were not taken into account for the calculation of 
pauseNbr and pauseDur. 
2.5. Speech tempo effects 
Findings of [9, 26, 27] suggest that, for some 
speakers, pausing behavior covaries with articulation 
rate. We therefore checked whether pauseNbr or 
pauseDur may be influenced by articulation rate. As 
a measure of articulation rate, we calculated 
ratePeak: the number of automatically detected 
peaks in the amplitude envelope – which roughly 
corresponds to the number of syllables – per second, 
excluding pauses [7]. Neither pauseNbr (r=0.16) nor 
pauseDur (r=0.10) were correlated with ratePeak. 
2.6. Statistical analyses 
Data were analyzed using linear mixed effect models 
(LMEs), with R software [23] and the R package 
lme4 [2]. Language was included as a fixed effect, 
speaker and sentence as random effects. We 
included a random slope of speaker on language to 
test for interactions between the two factors. Effects 
were tested by model comparison between a full 
model in which the factor in question was present 
and a reduced model in which the factor was 
excluded. We applied standard likelihood ratio tests 
to compare the two models. We report AIC (Akaike 
Information Criterion) values for the relative 
goodness of fit [12]. We assumed an α level of 0.01.	  
3. RESULTS 
3.1. Number of pauses: pauseNbr 
Table 1 summarizes the results obtained for 
pauseNbr. The AIC values are equal for each test 
because they are based on the full model, which, for 
every factor, provided an improved goodness of fit. 
 
Table 1: Summary of the LMEs for pauseNbr 
 
Factor Result 
language p<0.0001; AIC=1740 
speaker p<0.0001; AIC=1740 
language*speaker p<0.0001; AIC=1740 
sentence p<0.0001; AIC=1740 
language was found to be highly significant, cf. 
Figure 2: pauseNbr was lowest in Zurich German 
(M=0.35, SD=0.63), followed by English (M=0.57, 
SD=0.69) and French (M=1.41, SD=1.22). 
 
Figure 2: Barplots of pauseNbr per language for 




We also found a highly significant effect of speaker, 
cf. Figure 3. Since there was a significant interaction 
between language and speaker, we calculated simple 
effects for the factor speaker on the Zurich German, 
English and French data separately (Bonferroni 
corrected α: 0.01/3=0.003). speaker was significant 
in the Zurich German (p<0.0001; AIC=431), English 
(p<0.0001; AIC=508) as well as in the French 
(p<0.0001; AIC=730) data. We also calculated 
simple effects for the factor language for each 
speaker separately (Bonferroni corrected α: 
0.01/16=0.0006). language was only significant in 7 
out of 16 speakers. Furthermore, pauseNbr was 
affected by the highly significant factor sentence. 
 
Figure 3: Barplots of pauseNbr by speaker for 
Zurich German (top, white), English (center, light 
gray), and French (bottom, dark gray). NB: y-axes 
show different maxima. 
 
3.2. Pause durations: pauseDur 
Table 2 summarizes the results obtained for 
pauseDur. 
 
Table 2: Summary of the LMEs for pauseDur. 
 
Factor Result 
language p<0.0001; AIC=-139 
speaker p<0.0001; AIC=-139 
language*speaker p<0.0001; AIC=-139 
sentence p<0.0001; AIC=-139 
 
language was highly significant, cf. Figure 4: 
pauseDur was lowest in Zurich German (M=0.08, 
SD=0.17), followed by English (M=0.13, SD=0.18) 
and French (M=0.40, SD=0.41). There was a highly 
significant effect of speaker, cf. Figure 5. Since the 
interaction of language and speaker was significant, 
we calculated simple effects for speaker as described 
in 3.1. speaker was significant in Zurich German 
(p<0.0001; AIC=-244), English (p<0.0001; AIC=-
174) as well as French (p<0.0001; AIC=-142). 
 
Figure 4: Boxplots of pauseDur by language for 




We also calculated simple effects for language (cf. 
3.1). Again, language was only significant in 7 out 
of 16 speakers. Furthermore, pauseDur was affected 
by the highly significant factor sentence. 
 
Figure 5: Boxplots of pauseDur by speaker for 
Zurich German (top, white), English (center, light 
gray), and French (bottom, dark gray). NB: y-axes 
show different maxima. 
 































































In terms of language effects, we found that speakers 
produced the fewest and the shortest pauses in their 
native Zurich German speech, and the most and the 
longest pauses in their French speech. Speakers’ 
pausing behavior in English was located in between 
French and German. This may be explained by the 
cognitive task at hand: speaking a second language 
is cognitively more demanding than speaking a first 
language – in which speakers are more proficient: 
[10] has shown that cognitively more demanding 
tasks lead to longer pauses in speech. This is 
corroborated by [24], who shows that second 
language proficiency affects the number and 
duration of pauses. The difference between the two 
second languages French and English in our data is 
most likely explained by the fact that Zurich German 
speakers are more proficient in English than in 
French. Even though, at school, they learned French 
before English and even though they live in a 
country where French is an official language, Swiss 
German university students most probably hear and 
produce English more often than French. 
We found an effect of sentence for the number 
and the duration of pauses. Looking at the data more 
closely, results showed that certain sentences – such 
as English (E1):	  One could either help serving in the 
house, or go outside and French (F1): Soit on aidait 
à servir là-bas, dans la maison, soit on allait dehors 
– show many and long pauses. In (E2): I am really 
interested in everything and (F2): Je suis vraiment 
intéressée à tout, there were fewer and shorter 
pauses. (E1) and (F1) are some of the longest 
sentences of the corpus, and thus are more likely to 
show pauses because of that. Furthermore, their 
syntactic construction provides potential slots for 
pauses that co-occur with punctuation such as 
commas. (E2) and (F2), on the other hand, are very 
short and made up of one main clause only. Fewer 
pauses are thus expected in these sentences. 
A higher number of pauses is expected to lead to 
more occurrences of phrase-final lengthening and 
thus to a lower articulation rate. This was not the 
case in our corpus: number and duration of pauses 
were not related to our measure of articulation rate. 
This finding may be due to the – possibly too 
coarse – peak detection method applied, which 
leaves room for further investigations in the future. 
In terms of speaker effects, our data revealed 
significant between-speaker differences, in the 
number as well as the duration of pauses. At the 
same time, measures varied little within speakers: 
only for 7 out of 16 speakers did we observe a 
simple effect of language. Speaker 1, for example, 
made few pauses in Zurich German, French as well 
as in English speech. Speaker 5, on the other hand, 
showed high values for the number of pauses in all 
three languages. The same holds for pause durations: 
speaker 1 produced short pauses in all three 
languages, whereas speaker 5 produced long pauses. 
As for the implications for the domain of forensic 
phonetics, both pausing measures showed significant 
between-speaker variability on the one hand and 
little within-speaker variability on the other. When 
testing simple effects of language, 7 out of 16 
speakers did not differ in their pausing behavior – 
regardless of whether they spoke Zurich German, 
English or French. Furthermore, Figures 3 and 5 
show that, even if there was an effect of language 
for a particular speaker, the direction of the effect 
was most often constant: speakers produced most 
and the longest pauses in French and least and the 
shortest pauses in Zurich German. This is surprising, 
since [14] found low speaker-specific values for 
speakers’ pausing behavior, whereas within-speaker 
variability – introduced by having speakers read and 
speak spontaneously – was relatively high. 
The International Association for Forensic 
Phonetics and Acoustics (IAFPA, [11]) advises 
members to “exercise particular caution” when 
carrying out analyses on non-native speech. More 
extensive research about L2 speech may 
complement existing parameters that are used in 
forensic casework. More importantly, incriminating 
speech samples are frequently recorded over a 
telephone, which degrades the spectral 
characteristics of the acoustic signal but does not 
affect temporal characteristics such as pausing [14]. 
5. CONCLUSION AND FUTURE WORK 
The present study set out to investigate whether 
pausing behavior is speaker-specific, and the degree 
to which this is true across different languages. 
Results showed high between- and low within-
speaker variability in the number and duration of 
pauses in each sentence. This suggests that temporal 
measures such as speakers’ pausing behavior may be 
useful for the domain of forensic voice comparison. 
Further steps in this research will include an increase 
in size of the database and the application of a wider 
variety of temporal measures, cf. [7, 8, 15–17]. 
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Strength of foreign accent is speaker-specific
across different non-native languages
This chapter presents an experiment carried out to describe speakers’ strength of foreign
accent in the Non-native Speaker-Individuality Corpus. In Chapter 7, we reported that the
speakers in this corpus varied from each other in their pausing behavior while exhibiting
relatively robust pausing within speaker, across languages. Since accent strength is known
to be strongly influenced by speaker-individual cognitive and psychological variables, we
hypothesized that accent strength may also be speaker-specific to some extent, which is
investigated in the present experiment. To characterize each speaker’s accent strength,
we ran two perception experiments where listeners rated speech for accent strength on a
continuous scale:
. native French listeners rated French as spoken by Zurich German speakers;
. native English listeners rated English as spoken by Zurich German speakers.
The main findings of the present experiment were the following:
⇒ Speakers’ foreign accent was perceived as stronger in their non-native French than
in their non-native English speech.
⇒ Between-speaker variability in accent strength was significant.
⇒ Accent strength was mostly language-invariant within speakers.
We concluded that speakers’ accent strength is influenced not only by language proficiency,
but also by speaker-individual characteristics that do not vary with language spoken.
The characterization of speakers’ accent strength may be of use in future work, where
the potential in terms of speaker-individuality of a wider range of time domain measures




One can be highly proficient in a non-native language and still be recognized as a sec-
ond language speaker based on just a few sounds or syllables. Non-native speakers may
have a native-like grammar and lexicon, but their speech may still be characterized by an
unmistakable foreign accent. When starting to acquire a second language beyond early
childhood, most speakers can be perceived as second language speakers through their
non-native speech (Major, 2001; Moyer, 2004). There are exceptions to this observation,
however: Moyer (2004) describes a few so-called “exceptional learners” who started learn-
ing German during their adulthood and are perceived as native-like by listeners most of
the time. At the other end of the scale, the presence of a foreign accent has been observed
even in speakers who started acquiring their second language between five and seven years
of age (Flege, 1992).
Why does a particular speaker have a foreign accent — and one that is perceived as being
stronger than another speaker’s foreign accent, even though both speakers’ experience
with the non-native language is comparable? Other than external factors such as the
amount of time a speaker has spent in a place where the non-native language is predomi-
nantly spoken, the frequency with which s/he still uses the native language, the duration
and intensity of language classes, and the amount of contact with native speakers of the
non-native language, a range of cognitive characteristics of the speaker seem to play a
role in accent strength (Major, 2001). However, even if such factors are held constant,
between-speaker differences in foreign accent strength are observed. Research has shown
that these differences can be explained to some degree by social-psychological variables
such as speakers’ attitude towards the second language, their intrinsic and extrinsic mo-
tivation for learning the language, their sense of identity towards the native language,
empathy, self-esteem, or musicality (Major, 2001). In particular, empirical investigations
by Moyer (2004) and Kolly (2011) report that speakers’ attitude towards the second lan-
guage correlates with the strength of their foreign accent.
Acoustic correlates of perceived accent strength are manifold. However, it has been shown
that non-native temporal characteristics such as segment durations (Tajima et al., 1997;
Holm, 2008; Quene´ and van Delft, 2010; Winters and O’Brien, 2013), pausing charac-
teristics (Trofimovich and Baker, 2006), and speaking rate (Dellwo, 2010) increase the
perceptual impression of foreign accent (and decrease intelligibility). In the following we
present data on between-speaker and within-speaker variability in foreign accent strength.
Accent strength was rated in a perceptual task in which Zurich Germans’ French speech
was rated by native French listeners and their English speech by native English listeners.
We further correlate accent strength with two measures of pausing applied to the same




For this experiment we used the Zurich-German-accented French and English speech
material from the Non-native Speaker-Individuality corpus described in Section 2.2 and
Chapter 7. For each of the 16 Zurich German speakers, a subset of 10 sentences per
speaker and language was used in the accent rating task, making for a total of 160 stimuli
(16 speakers × 10 sentences) per language. All stimuli were scaled to an intensity of 70
dB.
Subjects
16 native French listeners (5 male, 11 female) from the Universite´ de Nanterre in Paris
rated the French sentences, and 16 native English listeners (7 male, 9 female) from the
University of Cambridge rated the English sentences for foreign accent strength. All
listeners were students at these universities. French subjects ranged in age between 19
and 29 years (M=22.31, SD=2.91) and English subjects between 18 and 33 (M=20.75,
SD=4.04). None of the listeners had knowledge of German, and none of them reported
significant problems with hearing or sight.
Figure 8.1: Interface for rating accent strength in the French (top) and English (bottom)
experiment.
Procedure
Subjects were tested individually in quiet rooms at the Universite´ de Nanterre and the
University of Cambridge, respectively. They were presented with the 160 stimuli over
high-quality headphones. Stimulus order was randomized separately for each subject.
Subjects were told that they would hear sentences in their native language spoken by
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native speakers of Swiss German and that they would have to rate the intensity of the
speakers’ foreign accent on a continuous scale, for each sentence. They were encouraged to
use the entire scale, and to respond intuitively. Before the start of the experiment, listeners
were familiarized with the experiment interface and with foreign-accented speech through
the presentation of two random stimuli from the experiment. Listeners responded by
clicking within the quasi-continuous scale using an experiment interface (a custom-made
Praat plug-in tool, see Figure 8.1) on a laptop computer. The experiment lasted between
15 and 20 minutes and listeners were paid the equivalent of 30 Swiss Francs per hour for
their participation.
Data analysis and statistical analyses
The quasi-continuous scale presented to our listeners was divided into 100 intervals. When
listeners responded by clicking within the grey scale (see Figure 8.1), the number of the
interval they clicked was saved; accent degree could potentially range from 1 to 100. Data
were analyzed using R (R Core Team, 2014) and the R-package lme4 for the calculation
of linear mixed effects models (LME; Bates and Maechler, 2009). Our model included
speakers’ gender and language as fixed effects and listener, speaker, and sentence as ran-
dom intercepts. We further included a by-speaker random slope on the effect of language
to test for interactions between the two factors. Effects were tested by model comparison
between a full model in which the factor in question was present and a reduced model
in which the factor was excluded. We applied standard likelihood ratio tests to compare
the two models (R code: anova(model full, model reduced)) and we report AIC (Akaike
Information Criterion) values for the relative goodness of fit. We assumed an α-level of
0.05. For correlations we indicate a non-parametric coefficient, Spearman’s r.
Results
Table 8.1 summarizes the results of the statistical analyses carried out on the accent
strength data. We observed a significant effect for language, speaker, and sentence, as
well as for the interaction between speaker and language. As for the effect of language,
speakers had a stronger perceived foreign accent in French (M=53.83; SD=29.80) than
in English (M=49.56; SD=25.09) speech. The effect of speaker reveals that between-
speaker variability is high. As there was a significant interaction between language and
speaker, we report simple effects. Simple effects revealed significant between-speaker vari-
ability in accent strength in non-native French (χ2(1)=605.34, AIC=23009, p<0.001*)
as well as English speech (χ2(1)=734.56, AIC=22790, p<0.001*; Bonferroni-adjustment:
0.05/2=0.025). However, simple effects of language were significant only for speaker
1 (χ2(1)=14.441, AIC=2874.2, p<0.001*; Bonferroni-adjustment: 0.05/16=0.003). We
therefore observed strong between-speaker variability in accent strength; at the same
time, accent strength remained relatively robust within speakers, regardless of whether
speakers spoke French or English. This is illustrated in Figure 8.2.
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Factor Result
language χ2(3)=125.37, AIC=45907, p<0.001*
speaker χ2(3)=1502.70, AIC=45907, p<0.001*
language*speaker χ2(2)=123.84, AIC=45907, p<0.001*
sentence χ2(3)=195.70, AIC=45907, p<0.001*
Table 8.1: Summary of statistics for accent strength.
Our data further revealed a high correlation between the number of pauses speakers pro-
duce and speakers’ accent strength, for non-native French speech (r=0.92). For French,
we also found a high correlation between pause durations and perceived accent strength
(r=0.87). However, correlations between accent strength and the number of pauses
































Figure 8.2: Boxplots for speakers’ accent strength in French (top, dark gray) and English
(bottom, light gray).
Discussion and conclusion
Results revealed a significant effect of language. Overall, speakers were perceived to have
a stronger accent in their French than in their English non-native speech. This may be
related to the fact that Zurich German speakers are probably more proficient in English
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than in French. Even though, at school, they learn French before English and even though
they live in a country where French is an official language, Swiss German university stu-
dents such as our speakers usually hear and produce English more often than French. In
particular, these speakers were also observed to produce more and longer pauses in French
speech than in English speech (see Chapter 7). An alternative explanation for the effect
of language may be that our French listeners had a more normative model in mind when
rating foreign-accented French than was the case for English listeners, who are possibly
more used to variation within their native language.
We found a significant effect of speaker on accent strength as rated by native listeners of
French and English. Interestingly — and this effect is mirrored in the speech production
data in Chapter 7 — the observed between-speaker variability is complemented by within-
speaker invariance: Only for one speaker did we find a significant effect of language when
testing simple effects. Speakers 6 and 14, for example, were perceived to have a weak
accent in French as well as in English. Speakers 5 and 12 were perceived to have a strong
accent in both their second languages. This combined effect of high between-speaker
and low within-speaker variability is desirable in the field of forensic voice comparison
(Nolan, 2009). It may be that accent strength is highly speaker-individual because it is
determined not only by factors external to the speaker — e.g., age of acquisition (see
Major, 2001, for an overview) — but also to a considerable degree by cognitive as well as
social-psychological factors, as described by Moyer (2004) and Kolly (2011).
We observed a significant effect of sentence in both the French and the English material.
Exemplary qualitative analyses revealed that certain sentences contain a high number of
potentially target-deviant features that may be perceptually salient to the listeners in
terms of accent strength. For example, the French sentence Soit on aidait a` servir la`-bas,
dans la maison, soit on allait dehors ‘One could either help serving in the house, or go
outside’ exhibited the highest ratings for accent strength. It contains as many as four
nasal vowels, which are known to be difficult for (Swiss German) learners of French. The
sentence Le Japon a besoin de beaucoup d’e´lectricite´, surtout en e´te´ ‘Japan needs a lot of
electricity, especially in the summer’ obtained low ratings of accent strength. It contains
only three nasal vowels. It is conceivable that target-deviant articulations of nasal vowels,
for example, were perceptually salient to native listeners and led them to give lower rat-
ings to sentences that contained a higher number of such vowels. The second sentence is
also much shorter and syntactically less complex than the first. Sentence length, syntactic
complexity as well as punctuation may lead to different pausing behavior or fluency in
general, which may, in turn, influence ratings of accent strength (Trofimovich and Baker,
2006).
Accent strength was highly correlated with pausing characteristics in French, but not
in English non-native speech. This may be due to the overall low number of pauses in
the non-native English material (see Chapter 7). It may be that pausing characteristics,
if present in non-native speech, are highly salient in terms of accent. In the absence of
pausing characteristics, however, listeners may focus their attention on other — segmental
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and suprasegmental — cues for their accent rating. The relationship between speakers’
accent strength and temporal characteristics of their non-native speech, as well as the
potential of such findings for the domain of forensic phonetics will have to be explored
further in the future (see Section 10.2).

Part III





The experimental investigations presented in Part II put forth a wide range of findings that
are summarized and discussed in this chapter. Section 9.1 reviews the results related to
listeners’ identification of speaker origin based on temporal and rhythmic features, whereas
Section 9.2 discusses the results of our experiment on language-independent speaker-
individual durational features and our findings on speaker-specific accent strength across
languages. Section 9.3 briefly summarizes by-products of the experiments that point to
general properties of non-native speech. Finally, Section 9.4 presents possible implications
of the present work.
9.1 Cues to speaker origin in the time domain
In a series of 10 perception experiments presented in Chapters 4, 5, and 6, we reported
the results of listeners’ foreign accent identification performance based on (primarily)
temporal features. For each experiment we presented between 10 and 20 Swiss German
university students with acoustic stimuli in a particular signal condition and — for signal
conditions that rendered speech unintelligible — with the sentence transcripts correspond-
ing to the acoustic stimulus.
Table 9.1 presents the 10 signal manipulations applied and, for each manipulation, details
on the type of time domain information highlighted by it (segment durations, amplitude
envelope temporal information, or temporal patterns of voicing) and the degree to which
it reduces frequency domain information. Synthesizing findings presented in Chapters 4,
5, and 6, Table 9.1 also presents a ranking of signal manipulations according to listen-
ers’ accent identification performance (measured by mean values calculated for A’, see
Chapter 6), where the signal manipulations that allowed listeners to identify French- and
English-accented German above chance are labeled with a checkmark. Together with the
results presented and discussed in Part II of this thesis, this allows cue weighting for
listeners’ identification of French- and English-accented speech.
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Signal manipulation time domain frequency domain
segments amplitude voicing present reduced absent
Xnone + + + X
X1-bit requantization (st) + – + X
Xlowpass filter (st) – + + XX
X6-band noise vocoding (st) – + – X
XfreqOnly (st) – – – X
Xlowpass filter + monotonization (st) – + + XXX
XtimeOnly + – – X
3-band noise vocoding (st) – + – XXX
6-band noise vocoding – + – XXX
sasasa + monotonization (st) – – + X
Table 9.1: Signal manipulation conditions, the type of information they contain in the
time domain, and the amount of information they contain in the frequency domain. For
timeOnly, non-native segment durations were transplanted to native speech; for freqOnly,
native segment durations were transplanted to non-native speech that was subsequently 6-
band noise vocoded; st refers to the presentation of sentence transcripts. Signal conditions
are ranked according to listeners’ accent identification performance measured by A’, and
preceded by a checkmark in cases where they allowed accent identification above chance.
Time domain cues
Listeners were shown to recognize French- and English-accented German above chance in
the signal condition timeOnly, where no frequency domain information was present. This
provides evidence that French- and English-accented German do in fact differ in their
rhythmic or temporal organization, and that listeners can use this temporal information
as a cue to speaker origin. The experiment therefore confirms that temporal patterns of
non-native speech are influenced, to some extent, by interference from speakers’ native
language (Caramazza et al., 1973; Flege and Hillenbrand, 1984; Flege et al., 1992; Hazan
and Boulakia, 1993; Arslan and Hansen, 1997; McAllister et al., 2002).
Segment durations The signal condition timeOnly contained non-native segment du-
rations only. The fact that it allowed for accent identification above chance reveals that
segment durations are, to some extent, perceptually salient in terms of speaker origin.
This was also suggested by the relatively high identification performance in 1-bit requan-
tized speech (which, additionally, contained reduced frequency domain information), as
discussed in Chapter 4, Section 5. Furthermore, as the signal condition timeOnly con-
tained the original segment durations of French- and English-accented German, it also
featured suprasegmental temporal information of these accents, since suprasegmental tem-
poral units are known to be strongly influenced by the intrinsic durations of the segments
they contain (van Santen and Shih, 2000). Segmental as well as suprasegmental temporal
information can thus be assumed to play into listeners’ accent identification performance.
9.1. Cues to speaker origin in the time domain 85
Voicing temporal patterns Monotonized sasasa-speech contained non-native voicing
temporal patterns only. The analysis of the temporal patterns contained in unmanipulated
French- and English-accented German speech, as presented in Chapter 3, suggested that
the percentage over which speech is voiced, %VO, may be one of the strongest indicators
of speaker origin within the range of temporal variables studied — more so than char-
acteristics of vocalic and consonantal intervals, for example. Furthermore, research has
shown that voicing is an important perceptual cue to foreign accent identification (Flege
and Port, 1981; Vieru et al., 2011). However, our monotonized sasasa-speech did not al-
low listeners to identify speaker origin. Does this mean that voicing temporal information
is perceptually less salient than the segment durations present in timeOnly speech, which
did not feature (measurable) voicing differences between French- and English-accented
German (see Chapter 6, Section 2.5)? Not necessarily, as signals such as sasasa-speech
are never encountered in everyday listening situations. Listeners’ lack of familiarity with
this signal condition which contains segments ([s] and [a] sounds) that are possibly confus-
ing for listeners, may have hampered accent identification. In contrast, voicing temporal
information may have facilitated listeners’ task in 1-bit requantized as well as in lowpass-
filtered speech.
Amplitude envelope temporal information Noise vocoded speech contains ampli-
tude envelope temporal information, together with varying degrees of frequency domain
information. 6-band noise vocoded speech allowed for accent identification above chance,
whereas 3-band noise vocoded speech, containing very little frequency domain informa-
tion, did not. Furthermore, when listeners could not process the remaining frequency
domain information of 6-band noise vocoded speech because they were not given sentence
transcripts of the (unintelligible) acoustic stimuli, accent identification performance was
at chance. The lowpass-filtered stimuli used in the experiments also allowed for accent
identification. They only contained information below 300 Hz, which primarily exhib-
ited amplitude envelope temporal information. However, they may still have contained
frequency domain information to some extent. Along with the results on noise vocoded
stimuli, this suggests that listeners needed frequency domain information to complement
amplitude envelope temporal information in order to identify speaker origin. The present
experiments therefore suggest that amplitude envelope temporal information on its own
is not particularly salient in terms of foreign accent.
Frequency domain cues
For all the signal conditions that contained a certain amount of frequency domain infor-
mation, we ran informal experiments where we asked listeners to discriminate vowels or
consonants, given two signal-manipulated segments and two categories as options. For
1-bit requantized speech, [a] and [e] as well as [s] and [S], but no other pair of vowels or
fricatives, could be discriminated. However, when given two categories as options, the
manner of articulation of consonants could usually be told apart. 6-band noise vocoded
vowels as well as sibilants could be discriminated to some degree, with categories given as
options. For 3-band noise vocoded or lowpass-filtered segments, this discrimination task
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was no longer possible. In all signal conditions, it was typically not possible for listeners
to identify single phones — they could only complete the task when given two categories
as options. We conclude that the manner of articulation of consonants was to some degree
accessible for listeners in 1-bit requantized speech; the same holds for vowel quality and
the place of articulation of sibilants in 6-band noise vocoded (and therefore also freqOnly)
speech.
Spectral cues in general Findings from 1-bit requantized, noise vocoded, and sasasa-
speech presented in Chapter 4 suggest that the reduction of frequency domain informa-
tion entails a decrease in accent identification performance. Subsequent experiments with
lowpass-filtered and duration-transplanted speech were in line with this result: The pres-
ence of fundamental frequency contours in lowpass-filtered as opposed to monotonized
lowpass-filtered speech facilitated accent identification, as did the exclusively spectral
cues in freqOnly speech as opposed to the exclusively temporal cues in timeOnly speech.
This last result in particular emphasizes that frequency domain information is highly
salient: The strongly degraded spectral information in freqOnly speech yielded higher
performance than the relatively detailed segmental (and therefore also suprasegmental)
temporal information in timeOnly speech. Even though the monotonized lowpass-filtered
stimuli were constructed so as to contain temporal information alone, certain cues to the
articulation of consonants, for example, may have remained in the signal. If this were the
case, it might explain the higher identification performance in this condition as opposed
to timeOnly speech — together with the fact that different types of temporal information
are conveyed by these signal conditions.
Articulation of /r/ As reported in Chapter 6, the realization of /r/ biased results in
the timeOnly signal condition: Listeners were inclined to perceive French-accented Ger-
man when uvular /r/s were present in stimuli, and they tended to hear English-accented
German when stimuli contained vocalized /r/s or no /r/. This, again, emphasizes the
power of spectral information, and cues to the articulation of /r/ in particular, for the
identification of speaker origin in a situation where the native languages tested signifi-
cantly differ in their realization of this segment (Flege, 1984; Cunningham-Andersson and
Engstrand, 1989; Vieru et al., 2011).
Combined presence of time domain and frequency domain cues
We hypothesized in Part II of this thesis that temporal features may be of particular use
when frequency domain information is strongly degraded, as typically occurs in listening
situations that involve background noise or a telephone filter. The idea behind this was
that some strongly degraded frequency domain cue may be of use to listeners because
it occurs at a specific and expected moment in the time domain, and that it may be of
no use to the listener if this time domain information is absent. We did in fact observe
an additive trend when time domain and frequency domain information were combined,
in 6-band noise vocoded speech, as opposed to both cues on their own, in freqOnly or
timeOnly speech. However, both cues on their own also allowed for accent identification
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above chance; the additivity can therefore be said to facilitate identification, but it is not
necessary. In general, Table 9.1 illustrates that accent identification performance increases
with increasing information available to the listener; this was the case when fundamental
frequency contours were present in lowpass-filtered as opposed to monotonized lowpass-
filtered speech, or when the amount of frequency domain information was increased in
6-band noise vocoded speech as opposed to 3-band noise vocoded speech. Similarly, 6-
band noise vocoded speech without the presentation of sentence transcripts was assumed
to hamper the processing of time domain and frequency domain information, as the speech
signal was unintelligible in this condition.
Acoustic measures of temporal information
In Chapter 3 we reported the results of 16 time domain measurements carried out on the
French- and English-accented as well as on the native German material used in our percep-
tion experiments. The measures of articulation rate and pausing behavior did not reveal
significant differences between the two non-native accents, nor did the applied rhythm
metrics. The largest descriptive difference between French- and English-accented Ger-
man was found in the percentage over which speech is voiced (%VO). Further descriptive
differences were revealed by the rate-normalized durational variability of adjacent voiced
intervals (nPVI VO), the percentage over which speech is vocalic (%V ), and the rate-
normalized durational variability of consonantal intervals (varcoC ). These measures can
thus be said to reflect speaker origin to some extent in our data, which is in line with some
of the research discussed in Section 2.1.2. Quite possibly, the voicing temporal features
facilitated listeners’ identification performance in lowpass-filtered speech, together with
amplitude envelope temporal information and the frequency domain information remain-
ing below 300 Hz. However, accent identification performance based on temporal features
alone was above chance for only one signal condition, timeOnly ; for this signal condition,
none of the 16 acoustic temporal measures was correlated with listeners’ identification
performance. These measures may reflect other features of non-native speech, such as
speaker-individual (see Section 9.2) or general (see Section 9.3) properties of non-native
speech. We therefore assume that acoustic correlates of listeners’ identification perfor-
mance in the signal condition timeOnly must be found in other characteristics of the time
domain.
Effect of accent
We found that French-accented German was recognized with higher accuracy than English-
accented German in natural, 1-bit requantized, monotonized lowpass filtered, freqOnly,
and timeOnly speech, but not in 6-band noise vocoded or lowpass-filtered speech with
the original fundamental frequency contours. Certain features of French-accented Ger-
man therefore seem to be more salient than those of English-accented German in the
time domain as well as in the frequency domain. For freqOnly speech and possibly for
1-bit requantized speech, the French pronunciation of /r/ may have been highly salient
to listeners. This would be in line with the /r/-driven bias discussed above. For the time
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domain, these results suggest that in the absence of sufficient spectral characteristics, cues
to voicing (absent in noise vocoded speech) carry features typical of a French accent. How-
ever, there must be an additional explanation: accent-specific cues to voicing were largely
absent in timeOnly speech, yet French-accented German was recognized with higher accu-
racy in these signals. Furthermore, cues to voicing were present in lowpass-filtered as well
as in monotonized lowpass-filtered speech, but only the latter yielded higher recognition
performance for the French accent. Therefore, when the information available to listeners
lies (almost) exclusively in the time domain, they perceive French-accented speech as more
salient than English-accented speech. When more cues are available, e.g., fundamental
frequency contours in lowpass-filtered speech, the salience of English-accented German
seems to increase. This is in line with ideas brought forward in the context of research
on speech rhythm: German and English — and, apparently, English-accented German —
seem to be perceptually more similar in their rhythmic organization, while differing from
French — and, apparently, French-accented German — in this regard (Lloyd James, 1929;
Pike, 1945; Abercrombie, 1967; Ramus et al., 1999; Grabe and Low, 2002; Dellwo et al.,
2007). Furthermore, this suggests that language-specific features of rhythmic organization
are carried over to non-native speech. Evidence for this idea is reported in research by
Ordin and Polyanskaya (2015), who find German learners of English to be more successful
in acquiring target-like patterns of durational variability than French learners of English.
Effect of speaker
We reported in Chapters 5 and 6 that listeners’ accent identification performance varied
according to speaker. Furthermore, this effect was not correlated with speakers’ ac-
cent strength in timeOnly speech and only moderately correlated with accent strength in
(monotonized) lowpass-filtered speech. We therefore assume that the nature of the influ-
ence of speaker origin on time domain characteristics differs between speakers. The idea
that speakers employ different strategies in the time domain of their non-native speech is
discussed in Section 9.2.
Limitations of the present research
A number of limitations arose within the experiments probing the influence of speaker
origin on temporal features of non-native speech. First, we observe that the search for
signal manipulations that present (primarily) time domain characteristics often leads to
signal types that do not occur in everyday communicative situations, which may hamper
listeners’ perception of foreign accent. But when applying the duration transplanta-
tion method in order to obtain maximally natural-sounding signals, the native German
segmental (and, possibly, fundamental frequency contour) information produced certain
artifacts in our results: listeners apparently used this segmental material as a cue in a task
that was designed to be completed based on temporal information alone. Second, we were
able to show that listeners could, in fact, identify the foreign accents in question based
on temporal information alone, but listeners’ performance was relatively poor. However,
values obtained for listeners’ sensitivity were comparable to those reported in experiments
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on dialect (White et al., 2012) or language (Ramus et al., 2003) identification based on
durational features. Third, it should be noted that the relative salience of different foreign
accent features highly depends on the specific native language vs. non-native language
combination in question (Cunningham-Andersson and Engstrand, 1989; Holm, 2008), and
that identification performance is influenced by listeners’ familiarity with speakers’ na-
tive and non-native languages (Derwing and Munro, 1997; Pinet and Iverson, 2010). A
wider range of native vs. non-native language combinations would therefore need to be
subjected to the present experimental setup to be able to generalize the present results.
9.2 Evidence for speaker-individuality in the time
domain
In the speech production experiment presented in Chapter 7, as well as in the perception
experiment reported in Chapter 8, we discussed findings on speaker-individual character-
istics that remain relatively invariant when speakers talk in different languages. For the
production experiment, 16 speakers were recorded in their native Zurich German as well
as in their non-native French and English. Temporal measures of pausing were applied to
the materials and compared between speakers as well as within each speaker (i.e., across
three languages). For the perception experiment, a subset of French and English sentences
from each speaker was presented to native French and English listeners, respectively, who
rated each sentence for accent strength on a continuous scale. This measure, i.e., accent
strength, was also compared between speakers and within each speaker (i.e., across two
languages).
We have shown in Chapters 7 and 8 that speakers’ pausing behavior, namely the number of
pauses and pause durations, as well as their accent strength is highly speaker-individual on
the one hand, and on the other hand relatively robust towards within-speaker variability,
even when speakers produced speech in different languages.
Effect of language
The Zurich German speakers studied for this work produced fewer and shorter pauses in
their native than in their non-native speech. This is intuitively sound: producing non-
native speech is cognitively more demanding than producing native speech, and research
has shown that cognitively more demanding tasks lead to an increase in pausing behavior
(Grosjean, 1980; Riazantseva, 2001; de Jong et al., 2013). Furthermore, speakers produced
fewer and shorter pauses in their non-native English than in their non-native French
speech, and their foreign accent was perceived as being weaker in their English than
in their French speech. This may point to the fact that the speakers studied are more
proficient in English than in French. Despite the fact that French is an official language in
Switzerland and that the speakers started learning French earlier than English at school,
Swiss university students usually interact more often in English than in French.
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Effect of speaker
Speakers who produced many and long pauses in their native Zurich German speech most
often behaved in the same way in their non-native French and English speech. This is
in line with research by Derwing et al. (2009) and de Jong et al. (2013) who have found
measures of speakers’ non-native fluency to be influenced by speaker-individual fluency
characteristics measured in their native language. It is further in line with research on
speaker-specific temporal features across a range of within-speaker variation conditions,
including the imitation of a different dialect (Dellwo et al., 2012, 2015; Leemann et al.,
2014; Leemann and Kolly, 2015). This strongly suggests that speakers’ pausing charac-
teristics are determined not only by second language proficiency, but also to some extent
by speaker-individual characteristics regarding cognitive factors (de Jong et al., 2013),
reading ability or style (Laan, 1997), or anatomical characteristics such as lung volume
that may influence breathing patterns (Dellwo et al., 2012, 2015).
Similarly, our Zurich German speakers’ foreign accent strength as perceived by native
listeners was highly variable between speakers, but rather invariant within a speaker:
speakers perceived as having a strong accent in non-native French were usually perceived
in a (proportionally) similar way in their non-native English. The extent to which one
has a foreign accent therefore seems to be highly idiosyncratic unless a speaker aspires to
moderate the strength of this accent (Moyer, 2004). Indeed, research on foreign accent
strength has suggested that cognitive and social-psychological factors such as language
attitudes and subjective identity influence accent strength (Guiora et al., 1972; Moyer,
2004; Kolly, 2011). Our further analyses showed that both our pausing measures were
strongly correlated with strength of perceived foreign accent in speakers’ French speech.
This suggests that pausing is a strong cue for listeners’ perception of a speakers’ accent
strength and complements existing research that investigated the importance of tempo-
ral characteristics such as segment and syllable durations on perceived accent strength
(Tajima et al., 1997; Quene´ and van Delft, 2010; Winters and O’Brien, 2013). However,
no such correlation arose in speakers’ non-native English. This may have to do with the
small number of pauses speakers produced in their non-native English; the English listen-
ers may therefore have directed their attention to other characteristics of foreign-accented
speech when rating accent strength. Flege (1988), for example, also found that pauses
did not affect listeners’ accent ratings.
Effect of sentence
We observed an effect of sentence on measures of pausing; speakers tended to produce
more and longer pauses in longer, syntactically complex sentences than in shorter and
syntactically less complex sentences. This is intuitively sound, as the longer and syntac-
tically more complex sentences present more slots for potential pauses. This is further
in line with a wide range of time domain measures that have been shown to be affected
by the sentence material used (Dellwo, 2010; Wiget et al., 2010; Arvaniti, 2012). There
was also an effect of sentence on perceived accent strength in our data, where sentences
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that contained a high number of marked and therefore difficult target features (e.g., nasal
vowels in French) were rated particularly high in accent strength.
9.3 General properties of non-native speech in the
time domain
A number of by-products from our work on the influence of speaker origin and speaker-
individuality on non-native temporal features point to general properties of non-native
speech. The Non-native Speaker Origin Corpus contained Standard German speech, spo-
ken by Zurich German, French, and English speakers, whereas the Non-native Speaker-
Individuality Corpus contained Zurich German, French, and English speech spoken by
Zurich German speakers. Therefore, the differences we report between native speech and
non-native speech are always based at least on two different non-native accents.
We found that non-native speech differs from native speech in a number of regards: First,
non-native speech exhibited significantly lower articulation rates than native speech in the
Non-native Speaker Origin Corpus; we thereby reproduced findings by, e.g., Trofimovich
and Baker (2006) (see Chapter 3). Second, we found a higher number of silent pauses
and longer pauses in non-native speech in both our corpora (see Chapters 3 and 7). This
confirms research by Trofimovich and Baker (2006), Derwing et al. (2009) and de Jong
et al. (2013): non-native speech is generally less fluent than native speech. Third, we
found a number of rhythm metrics to vary between native and non-native speech in the
Non-native Speaker Origin Corpus: nPVI V, varcoVOln, varcoUV, and nPVI UV. Non-
native speech revealed significantly lower interval duration variability than native speech
in the vocalic and voiced measures, while it exhibited significantly higher variability in
the unvoiced measures. As for variability in vocalic and voiced measures, the finding
may be explained by non-native speakers not (yet) mastering German vowel reduction
(Dauer, 1983). Indeed, qualitative analyses of several examples revealed that non-native
speakers tended to realize a high proportion of full vowels, whereas the native speakers
usually reduced vowels in unstressed syllables. Furthermore, the native German speakers
often elided unstressed vowels before liquids, therefore reducing not only the duration of
certain vocalic, but also of certain voiced intervals. The finding that non-native speakers
produce less durational variability in vocalic intervals corroborates results by Ordin and
Polyanskaya (2015). The higher durational variability in non-native speakers’ unvoiced
intervals may be due to phenomena such as their tendency to pronounce an epenthetic
velar plosive after velar nasals, thereby adding a short unvoiced segment and modifying the
phonotactic structure of the target language, which may increase the durational variability
of unvoiced intervals (see Chapter 6, Section 2.3).
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9.4 Possible implications of the present work
Possible implications of the work conducted for the present thesis are twofold: results
such as the ones presented here may be interesting for the field of forensic phonetics, and
the findings may have implications in the domain of second language acquisition.
Forensic phonetics
Incriminating speech samples for forensic voice comparison or forensic speaker profiling
are frequently recorded over a telephone (Hirson et al., 1995), which degrades the spectral
characteristics of the acoustic signal but does not affect temporal characteristics to the
same extent (Chen et al., 2005). Similarly, speech samples for linguistic analysis for the
determination of geographical origin in asylum cases are often recorded over a landline
telephone (Baltisberger and Hubbuch, 2010).
Investigating listeners’ accent identification performance in speech that contains only time
domain cues and probing the additive effects of time domain and frequency domain cues
in foreign accent identification may be beneficial for better analysis of speech recorded
over a telephone connection or with background noise. Furthermore, time domain mea-
sures may complement a wide range of features from the frequency domain that point
to speaker origin or speaker-individuality. In typical cases of forensic voice comparison,
trace material from a crime such as recordings of a perpetrator during a bomb threat is
compared to acoustic comparison material such as recordings of a suspect during a police
interview. In such cases, it is desirable to apply acoustic measures that vary between
speakers but are invariant within speakers, i.e., speaker-specific measures (Nolan, 2009).
However, the Code of Practice of the International Association for Forensic Phonetics
and Acoustics (2004) advises members to “exercise particular caution” when carrying out
analyses on recordings of non-native speech. In fact, the impact of speaking a second
language on speaker-individual characteristics is largely unknown, even though cases oc-
cur in forensic voice comparison where there is a mismatch in language between acoustic
trace and comparison material (Herbert R. Masthoff, personal communication). More
extensive research on between- and within-speaker variability regarding native and non-
native speech is therefore desirable. The temporal pausing characteristics examined in the
present work seem to meet the requirements for speaker-specific measures. Furthermore,
the finding that accent strength is speaker-specific could also be leveraged for forensic
cases where a speaker uses different non-native languages in different contexts, possibly
in the presence of earwitnesses who may recall the strength of the speakers’ accent. More
research is needed before such results can be applied in forensic casework, however.
Second language acquisition
As having a foreign accent can have consequences in communicative situations, some non-
native speakers may wish to sound more native-like. This may be the case when their
foreign accent affects the intelligibility of their speech (Derwing and Munro, 1997), but
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also in cases where speakers are discriminated against because of their specific accent and
origin (Lambert et al., 1960; Schairer, 1992; Cunningham-Andersson, 1996; Lippi-Green,
1997; Hirschfeld and Trouvain, 2007).
In cases where speakers wish to moderate their foreign accent, it is important to be aware
of the acoustic characteristics that contribute to each particular accent. Our findings from
perception experiments suggested that spectral characteristics and the pronunciation of
/r/ are strong indicators of speaker origin. Regarding time domain characteristics, speak-
ers’ production of segment durations was relatively salient in terms of speaker origin.
As shown by Tajima et al. (1997) and Quene´ and van Delft (2010), segment durations
are also an important factor for listeners’ ratings of speakers’ intelligibility and accent
strength. Furthermore, our findings from the production experiments suggest that tem-
poral characteristics of voicing and, possibly, vocalic and consonantal intervals could be
indicators of speaker origin. As for accent strength, pausing characteristics influence per-
ceptual ratings of accent strength in Zurich German speakers’ French, but not English,
speech. A number of studies and teaching methods have dealt with the matter of teaching
durational and rhythmic characteristics in the second language acquisition process (e.g.,
Wong, 1987; Fischer, 2007; Hirschfeld and Trouvain, 2007; Missaglia, 2007). However, as
suprasegmental temporal features are known to be dependent on the intrinsic durations
of the segments they contain (van Santen and Shih, 2000), it may be sufficient for non-
native speakers to learn to produce segments of their non-native language, including their




This thesis comprises a number of speech perception and production experiments that
have addressed temporal characteristics of non-native speech. In order to investigate the
identification of speaker origin in non-native speech, a total of 130 subjects were tested in
perception experiments using a wide range of signal manipulation methods that reduce
frequency domain information to different degrees. This research was complemented by
acoustic analyses of the temporal variability contained in the speech material used for
stimulus creation. In order to investigate speaker-individual behavior cross-linguistically,
a number of measures of temporal variability were applied to 16 speakers’ native Zurich
German and non-native French and English speech, and their accent strength, as perceived
by native listeners, was investigated cross-linguistically. The collected data and subse-
quent analyses represent new approaches for the characterization of non-native speech in
the time domain. In turn, this may have implications for the domains of forensic phonetics
and second language acquisition.
10.1 Main contributions
Cue weighting in foreign accent identification Having developed an experimental
setup and chosen a set of signal manipulation methods to present primarily or exclusively
time domain information to listeners, we find that listeners can identify foreign accents
based on time domain cues above chance. Segmental durations seem to be the most
salient temporal cue in terms of foreign accent. Nevertheless, frequency domain cues are
shown to be highly salient, and more so than time domain information. In particular, the
pronunciation of /r/ is found to strongly influence listeners’ perception of speaker origin
in a situation where the languages tested significantly differ in their realization of this
segment. We further find an additive trend, in that the combined presence of several cues
strengthens listeners’ identification performance.
Evidence for accent-specific rhythmic features We provide perceptual evidence
that French-accented German sounds more salient in the time domain than English-
accented German. This suggests that the rhythmic or temporal organization of French-
accented German (and therefore of French) differs from German more strongly than that
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of English-accented German (and therefore of English). This corroborates hypotheses
from the domain of speech rhythm research, where the perceptual impression of French
is argued to be more regular than that of English or German.
Description of language-invariant speaker-individual features Having constructed
a database for studying between-speaker variability from a cross-linguistic point of view,
we demonstrate that pausing characteristics as well as accent strength vary between
speakers but remain relatively invariant within speakers when they produce speech in
their native and two different non-native languages. This strongly suggests that pausing
characteristics and accent strength are governed, to some extent, by speaker-individual
cognitive, psychological, and anatomical factors.
10.2 Future work
Further systematic experimental investigations of the temporal cues that listeners use
to identify speaker origin need to be developed and applied to a variety of native vs.
non-native language combinations to better understand the influence of speaker origin
on different non-native temporal features. Acoustic correlates of listeners’ identification
performance have to be sought by possibly developing new measures that characterize
speech in the time domain. Furthermore, a wider range of acoustic measures needs to be
tested to qualify and quantify how speaker-individual features influence the time domain
of non-native speech in different languages.
Development and application of further signal manipulation methods We have
tested as many as 10 different signal conditions that contain time domain and frequency
domain information to various degrees. Some of them have a number of shortcomings (see
Section 9.1). For example, to present listeners with monotonized lowpass-filtered speech
that can be sure to contain no frequency domain information that would facilitate accent
identification, the material could be filtered with a cutoff frequency of 180 Hz, as proposed
by den Os (1988). This would convey amplitude envelope as well as voicing temporal
information. A similar goal could be reached through the monotonization and subsequent
delexicalization of speech material using the PURR-method (Prosody Unveiling Restricted
Representation; Sonntag and Portele, 1998). To present only voicing temporal cues in a
signal that may sound more natural than sasasa-speech, the amplitude of each period
of lowpass-filtered or PURR signals could be set to a constant value. To present only
amplitude envelope temporal information in a relatively natural-sounding signal, one could
multiply the amplitude envelope information of noise vocoded speech with sinusoidal
signals instead of white noise.
Development of time domain measurements as correlates for accent identifi-
cation performance Our analyses do not reveal any acoustic measure that explains
listeners’ accent identification performance in a signal condition containing only time do-
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main information. Other types of temporal measures may therefore need to be applied or
developed in the search for acoustic correlates of perceptually salient temporal patterns.
Application of the present experimental setup to other materials We have
presented results on listeners’ accent identification performance for French- and English-
accented German. It would now be sensible to apply the signal manipulation methods used
and the experimental setup developed to other foreign accents. One could, for example,
think of Italian- and Dutch-accented French, where similar assumptions could be made
as to the temporal organization of these varieties: Italian-accented French may be closer
to native French in its rhythmic and temporal organization than Dutch-accented French.
Enlargement of the Non-native Speaker-Individuality Corpus We have shown
that multilingual speakers’ temporal and rhythmic behavior is speaker-individual and
language-independent to some extent. The experimental investigations carried out are
based on 16 sentences per speaker and language. We know from research on speech
rhythm that measures of temporal variability are strongly affected by the linguistic ma-
terial contained in particular sentences, so it is desirable to analyze a larger number of
sentences per speaker. A further step therefore involves the enlargement of this corpus,
which has already been completed: it now contains 48 sentences per speaker and language.
Application of further temporal measures to the Non-native Speaker-Individ-
uality Corpus Further steps in this research should include the application of a number
of rhythm metrics to the Non-native Speaker-Individuality Corpus. We are currently car-
rying out an experiment that investigates between-speaker and within-speaker variability
in automatically retrievable time domain measures (%VO, varcoVOln, nPVI Voiced, var-
coPeak, nPVI Peak, see Chapter 3). These measures have been previously shown to vary
between speakers and to be relatively robust against different types of within-speaker
variation (see Section 2.1.3). We hope to discover further acoustic temporal measures
that differ between speakers and are at the same time invariant within a speaker, i.e.,
between the different languages spoken by a speaker.
10.3 Concluding remarks
We argued in Chapter 1 that time domain characteristics of non-native speech could
potentially differ from native speech in three different groups of features:
(i) features that are due to interference from a speaker’s native language;
(ii) features that are influenced by speaker-individuality;
(iii) features that reflect general properties of non-native speech.
The speech perception and production experiments conducted for this thesis provide evi-
dence for each of these groups of features. (i) Speaker origin manifested itself in a number
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of temporal features; the proportion over which an utterance is voiced revealed the largest
difference between French- and English-accented German speech production, whereas seg-
ment durations were shown to be the type of temporal cue most salient to listeners in
terms of accent identification. (ii) Speaker-individuality appeared in two measures of
pausing, namely the number and duration of pauses, and in perceived accent strength.
Speaker-individuality remained apparent when participants produced speech in different
languages. (iii) The description of general properties of non-native speech was not specif-
ically aimed at by the present thesis; nevertheless, a number of such features became
evident from the experiments conducted. Among these were lower general fluency, as
measured by articulation rate and pausing behavior, as well as less durational variability
in vocalic and voiced interval measures and more durational variability in unvoiced inter-
val measures than exhibited in native speech.
Further investigations will be needed, however, to more fully understand the different
factors determining non-native speech in the time domain.
A
Appendix: Reading materials
Non-native Speaker Origin Corpus
1. Die Frau des Apothekers weiss immer, was sie will.
2. Das Theater hat viele neue Auffu¨hrungen geplant.
3. Er wollte sich seiner Schwa¨chen einfach nicht bewusst werden.
4. Der o¨ffentliche Verkehr la¨sst viel zu wu¨nschen u¨brig.
5. Die schlechte Zahlungsbilanz la¨sst mich nicht zur Ruhe kommen.
6. Die Eltern geben ihm keine finanzielle Unterstu¨tzung.
7. Der starke Fru¨hlingsregen hat grossen Schaden angerichtet.
8. Der schnellste Zug ist immer noch der ICE.
9. Der Wiederaufbau der Stadt wird sehr lange dauern.
10. Das Bildungsministerium hat den einfachsten Weg gewa¨hlt.
11. Diese Konditorei macht ausgezeichnete Kuchen.
12. Dieses Gescha¨ft bietet sehr preisgu¨nstige Ware an.
13. Sie haben die Wahrheit erst entdeckt, als er auspackte.
14. Fu¨r meine Mannschaft wird der Sieg ein Kinderspiel sein.
15. Die Meinungsumfragen sagen einen Sieg der Rechten voraus.
16. Die Strassen der Innenstadt wurden von der Polizei gesperrt.
17. Ein beru¨hmtes Bild wurde aus dem Kunsthaus gestohlen.
18. Der Mu¨ssiggang ist bekanntlich aller Laster Anfang.
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Non-native Speaker-Individuality Corpus (subset of
TEVOID Corpus)
Zurich German sentences
1. Chasch ja no¨d no¨ime andersch go studiere mit Erasmus.
2. Ma¨ischtens ladt mich min Papi ii.
3. Uf jede Fall ha¨nd’s s Gfu¨hl, a¨ine ha¨t en Alarm truckt.
4. Ich glaub vo de Temperatur ha¨r isch es no¨d wu¨rkli chelter gsi.
5. Politik ha¨t mich au fru¨ener scho sehr intressiert.
6. Es Semeschter vorher han i u¨ber Su¨doschtasie es Seminar gmacht.
7. De ganz U¨berfall wird a¨igentlich dadurch gschto¨o¨rt, dass o¨pper versuecht bi de
Iigangstu¨u¨r ine z choo.
8. Japan bruucht ja vor alem im Summer vil Elektrizita¨t.
9. Irgendwie ha¨t no a¨ine wele i d Bank ine.
10. Ich bi wu¨rkli a allem interessiert.
11. Maskierti Persone ha¨nd sich Zuetritt i de Bank verschafft.
12. Z ersch ha¨sch so gseh wie si de Tresor uufgmacht ha¨nd.
13. Dur das ha¨t de Trainer halt volli Kontrolle u¨ber o¨ises La¨be ghaa.
14. Nachetha¨a¨r han i so chli zu palestina¨nsischem Terrorismus gschaffet.
15. Ich han scho vorher im Film gschafft im e andere Bera¨ich.
16. A¨ntwa¨der ha¨t mer ghulfe serviere do¨te, im Huus, oder mer isch useggange.
French sentences
1. Mais tu ne peux pas aller e´tudier ailleurs avec Erasmus.
2. La plupart du temps c’est mon Papa qui m’invite.
3. En tout cas ils ont l’impression que quelqu’un a appuye´ sur l’alarme.
4. Je crois qu’au niveau de la tempe´rature il ne faisait pas vraiment plus froid.
5. La politique m’a de´ja` beaucoup inte´resse´e par le passe´.
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6. Dans le semestre pre´ce´dent j’ai fait un se´minaire sur l’Asie du sud-est.
7. En fait, tout le cambriolage est de´range´ parce que quelqu’un essaye d’entrer par la
porte d’entre´e.
8. Le Japon a besoin de beaucoup d’e´lectricite´ surtout en e´te´.
9. D’une manie`re ou d’une autre, quelqu’un a encore voulu entrer dans la banque.
10. Je suis vraiment inte´resse´e a` tout.
11. Des personnes masque´es se sont introduites dans cette banque.
12. D’abord tu as vu comment ils ont ouvert le coffre-fort.
13. Ainsi, l’entraˆıneur avait un controˆle total sur notre vie.
14. Apre`s c¸a j’ai fait un peu de travail sur le terrorisme palestinien.
15. De´ja` avant j’ai travaille´ dans le film, dans un autre domaine.
16. Soit on aidait a` servir la`-bas, dans la maison, soit on allait dehors.
English sentences
1. Well, you cannot go studying somewhere else with Erasmus.
2. Usually my dad invites me.
3. In any case, they have the feeling that someone pressed the alarm.
4. I believe that in terms of temperature it was not really colder.
5. Politics has already interested me back in the days.
6. In the previous semester I attended a seminar on South-East Asia.
7. The entire robbery is disturbed by someone trying to enter the front door.
8. Japan needs a lot of electricity, especially in the summer.
9. Somehow, someone also wanted to enter the bank.
10. I am really interested in everything.
11. Masked people gained access to this bank.
12. First you saw how they opened the safe.
13. In this way, the trainer had total control over our lives.
14. Afterwards I did a little work on Palestinian terrorism.
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15. I have worked with films before in a different area.
16. One could either help serving in the house, or go outside.
B
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