This article briefly describes the scope and some of the underlying pedagogic thinking behind the development of an extensive set of objective tests that are now available for free download. In the early 1990's, my students and I started writing a system called Mathletics 1 using Question Mark Designer, reviewed by Kyle [8] and discussed by Greenhow [6,7]. This comprised some 4500 hard-wired questions with tests that randomly selected from this library. A principal feature was the extensive feedback offered to students. The tests proved extremely popular with 300-400 students taking up to 25,000 tests per year at Brunel University. Despite this popularity and usefulness, this hard-wired system was ultimately a dead end and development stopped in 2000, although very substantial use continued for two more years after that.
Authoring objective questions involves very clear specification of the question design and interacting technical and coding issues. This makes it a rich source of student projects and some of the Mathletics system has been written by final year and postgraduate students. Having established a critical mass of question styles in some areas (see below), our attention is increasingly turning to evidence-based evaluation of the tests using the many answer files collected over the last few years (see [1, 4, 5] ). In particular, the first two papers aim to look at how students make mistakes using consistent but incorrect methods, termed mal-rules, and how to categorise such mal-rules into an over-arching error taxonomy, partly to make student and whole class profiling more manageable. Such considerations are, of course, independent of any particular assessment system.
Scope
For ease of navigation, the download site categorises and bundles the Mathletics contents according to nominal levels, see Table 1 . Obviously these are not strict boundaries and much of a typical year one calculus module at university would appear at A level, especially Further Maths A level. It is a rather sad fact that many students at university taking subjects such as Business Studies would find the GCSE tests challenging; perhaps they once knew this material, but having not studied maths for two years, they are no longer able to do even simple percentages. Equally some of the decision maths A level is first encountered in level 2 mathematics modules, albeit at a much more sophisticated level. So the boundaries are very blurred.
The database itself is structured according to mathematical topic/subtopic, questions being tagged according to Table  1 . The structure is usually easy at lower levels, but can be open to debate; for example, should a rational function integration question style be placed under integration/ rational functions/partial fractions or under algebra/ algebraic fractions/partial fractions/irreducible factors/ linear & quadratic. The distinction is important because the 'Related material' button (see Fig 1) Numerical methods -Newton-Raphson.
Ordinary differential equations -first-order (Bernoulli, exact, homogeneous, linear, separable), formation, higherorder (application, direct integration, homogeneous, identification, inhomogeneous), identification & modelling.
Probability -addition rule, Bayes theorem, definitions, discrete random variables & multiplication rule (to be mounted).
Statistics -correlation, descriptive stats, distributions, forecasting and many tests (to be mounted).
Vectors -general, scalar products, triple products, vector calculus (curl, div, grad, Laplacian, line integrals, scalar potential, surface integrals) & vectors products.
Some pedagogic considerations
Assessing mathematics has specific problems in communication with any system; Mathletics has largely sidestepped the input problem by focussing on multichoice (MC), multi-response(MR), numerical input (NI), word input (WI) and true/false/undecidable (TFU) question types. Whilst this does not allow input of mathematical expression, it is very robust and care has been taken to avoid frustrating the student with complex input syntax. For numerical input questions, sympathetic handling of decimals is needed if not quoted to the correct accuracy, a warning and automatic correction is generally executed. For example, evaluating an integral to 2 decimal places could yield 1.20 but students should not necessarily be marked wrong if they input 1.2 or, say, 1.201742 (directly from a calculator display). Similarly, word inputs are case checked (students may have caps lock on for example).
Evidence from answer files shows (as expected) that MC questions have a far higher success rate than NI questions which are far more discerning of mastery. Depending on the purpose of the test, this may, or may not, be a good thing; starting students off with largely MC questions can and does boost their confidence enough to tackle NI presented later. By programming mal-rules (see e.g.
[10]), both MC questions and responsive numerical input (RNI) questions can provide feedback tailored to many of the student's responses. TFU questions are particularly suited to examining student's understanding of concepts rather than manipulation skills (see Fig 2) .
Obviously, these objective tests must be embedded within a module syllabus and the overall course curriculum. The downloads do not write answer files and can be used purely as a private study resource; in fact, students spend most of their time carefully studying the feedback, often after deliberately inputting a random response simply to access the feedback. Thus Mathletics should properly be seen primarily as a learning resource and less as an assessment engine. Of course, some (many/most?) students will want marks, perhaps as a hedge against anticipated poor exam performance. Short of invigilation of the test at specific times, how then can one avoid cheating by aliasing (e.g. "I'll do your maths test if you do my engineering drawing"), using other software (e.g. symbolic engines or Excel) or working in groups (not necessarily a bad thing)? I recommend that tests should be continuously available for private study or even for marks, but that they are strictly required to pass the unseen written examination at the Mathletics -a suite of computer-assisted assessments -Martin Greenhow end of the module (i.e. no hedge is possible). Thus a student who has cheated will not pass unless they have somehow learned the required content in another way. This is a 'clean' solution that costs no additional staff time, but yet gives the incentive for committed students to improve their grades via the tests (and learning a lot by doing so).
One final comment: the online questions test highlyconstrained situations with definite answers (objective questions). There is therefore no need to test these skills again (certainly not extensively) in an exam, which can therefore focus more on modelling, proof and interpretation skills that really do require a human marker and match more closely with (good) course objectives. This could mean that 'part A' from many exams could be dropped, shortening the exam and marking process to just 'part B' comprising longer questions. The effect may be that the exam itself may become harder although the overall assessment (exam plus CAA tests) should be comparable. Give me some feedback.
What I want you to do
If you require answer files to be written, contact me for a different version of the tests. Your Question Mark licence will need to cover your institution and the anticipated student numbers.
Tell me of additional web sites that could be linked to via the 'Related material' button in the feedback screens.
If you want to set up your own tests, you will need a copy of Perception 3.3 or 3.4 and the database of questions and template files containing various external functions that either return mathematical results or MathML or SVG display strings. I will give you this and talk you through how to link to the template files when creating an assessment.
If you want additional question topics and/or you can contribute additional question styles, please also contact me.
