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Özetçe —Son zamanlarda, görüntüden perakende ürün ta-
nıma bilgisayarla görme alanında ilginç bir aras¸tırma konusu
haline gelmis¸tir. Ürün sınıflarının çog˘u görsel olarak s¸ekil, renk,
doku ve boyut açısından birbirine benzedig˘i için mag˘aza rafla-
rında bulunan ürünlerin sınıflandırılması zor ve karmas¸ık bir
sınıflandırma problemidir. Market raflarında, aynı veya benzer
ürünlerin yan yana bulunma olasılıg˘ı daha yüksektir ve ürünler
rastgele olmayan belli bir düzene göre dizilirler. Raflardaki
ürün dizilimleri hem marka ve hem de ürün boyutu açısından
devamlılıg˘a sahiptir. Bu bag˘lam bilgisi kullanılarak, ürünlerin
birlikte bulunması ve ürünler arasındaki koms¸uluk ilis¸kileri
istatistiksel olarak modellenebilir. Bu çalıs¸mada, kolay ayırt
edilemeyecek kadar birbirine benzeyen ürün sınıfı tanıma sorunu
için ürün dizilimlerinin farkında olan hibrit bir sınıflandırma
sistemi sunulmaktadır. Önerilen hibrit yöntem, ürün diziliminden
bag˘ımsız görüntü sınıflandırıcının dog˘rulug˘unu, onu raftaki ürün
dizilimlerini istatistiksel olarak modelleyen saklı Markov modeli
ile birles¸tirerek arttırır. Bu çalıs¸manın temel amacı raflardaki
bag˘lamsal ilis¸kileri kullanarak perakendece ürün sınıflandırıcının
dog˘rulug˘unu arttırmaktır.
Anahtar Kelimeler—Bag˘lam Bilgisi Kullanan Sınıflandırma,
Olasılıksal Çizgisel Modelleme, Saklı Markov Modeli.
Abstract—Recently, retail product recognition has become an
interesting computer vision research topic. The classification of
products on shelves is a very challenging classification problem
because many product classes are visually similar in terms of
shape, color, texture, and metric size. In shelves, same or similar
products are more likely to appear adjacent to each other and
displayed in certain arrangements rather than at random. The ar-
rangement of the products on the shelves has a spatial continuity
both in brand and metric size. By using this context information,
the co-occurrence of the products and the adjacency relations
between the products can be statistically modeled. In this work,
we present a context-aware hybrid classification system for the
problem of fine-grained product class recognition. The proposed
hybrid approach improves the accuracy of the context-free image
classifiers, by combining them with a probabilistic graphical
model based on Hidden Markov Models. The fundamental goal
of this paper is to use contextual relationships in retail shelves
to improve accuracy of the product classifier.
Keywords—Context-aware Classification, Probabilistic Graphi-
cal Model, Hidden Markov Model.
I. G I˙RI˙S¸
Bilgisayarla görme yöntemleri ile tasarlanan perakende
ürün tanıma uygulamalarına olan ilgi gün geçtikçe artmaktadır.
Perakende ürün tanıma sistemi müs¸teriler tarafından önceden
hazırlanan listeye göre yardımcı alıs¸veris¸ mekanizmasında
kullanılabileceg˘i gibi aynı zamanda üreticiler için de önem
tas¸ımaktadır. Üreticiler, market raflarındaki ürün düzenlemele-
rinin takibi, envanterin gerçek zamanlı yönetimi, stok fazlası ve
biten ürünlerin tespiti gibi birçok konuda otomatik perakende
ürün tanıma sistemlerine ihtiyaç duyarlar.
Birbirine çok benzeyen nesnelerin sınıflandırılması bilgisa-
yarlı görme alanındaki zorlayıcı problemlerden biridir [1], [2].
Marketlerde, çok sayıda s¸ekil, renk, doku ve boyut açısından
benzer görünüme sahip ürün sınıfları vardır. Ayrıca, ürün
görüntülerinin ideal stüdyo ortamında deg˘il de akıllı telefon-
larla market ortamında toplanması farklı görüs¸ açılarından
görüntü toplama, bulanıklık, çes¸itli engellerle ürünün kapan-
ması, beklenmeyen arka plan parçaları ve farklı aydınlatma
kos¸ulları gibi pek çok sorunları da beraberinde getirmektedir.
Toplanan görüntülerdeki bu gibi karmas¸ıklıklar ürün tanıma
problemini daha da zor hale getirmektedir. Bu nedenle, sadece
ürün görüntüsünden elde edilen bilgiye dayalı tasarlanan ürün
sınıflandırma sistemleri bu problem için yeterli olamayabilir.
Perakende sektöründe, raflardaki ürünler rastgele deg˘il belli
bir düzene göre sıralanır. Market ve satıs¸ potansiyelini en
üst düzeye çıkarmak için ürün dizilimlerini içeren planog-
ram olarak adlandırılan bir diyagram kullanılır. Planogram,
ürünlerin raflarda nasıl ve nerede bulunacag˘ını gösterir. Genel
olarak, planogramlarda, aynı veya benzer ürünlerin birbirine
koms¸u olma olasılıg˘ı daha yüksek oldug˘u görülmektedir. Ürün
yerles¸tirmelerde hem marka hem de ürün boyutu açısından
belli bir düzen ve devamlılık vardır. Bu bag˘lam bilgisi bize
belirli ürünlerin birlikte bulunma ihtimali ve ürün dizilimle-
rinin olasılıksal modelinin olus¸turulması hakkında bilgi verir.
Özellikle veri zorlu oldug˘unda, bu olasılıksal model perakende
ürün sınıflandırma sistemlerinin performansını artırabilir.
Son zamanlarda, perakende raflarda bulunan ürünlerin ta-
nınması bilgisayarlı görme alanında popüler bir aras¸tırma ko-
S¸ekil 1: Önerilen sistemin akıs¸ s¸eması.
nusu haline geldi [3]–[8]. Dig˘er uygulama alanlarında bag˘lam
ve görüntüden elde edilen bilgiyi birles¸tiren hibrit yaklas¸ımlar
olmasına rag˘men, [9], [6]–[8] hariç literatürdeki perakende
ürün sınıflandırma çalıs¸malarının birçog˘unda ürün dizilimle-
rinden elde edilen olasılıksal model dikkate alınmamıs¸tır. Bu
bildiride önerilen metodun ana amacı perakende ürün sınıflan-
dırma probleminde olasılıksal ürün dizilim bilgisini kullanmak
oldug˘u için önerilen yöntem literatürdeki dig˘er çalıs¸malardan
ayrılmaktadır. [3]’teki çalıs¸mada perakende ürün sınıflandı-
rılması için hiyerars¸ik bir algoritma önerilmis¸tir. I˙lk olarak,
bir test görüntüsünün ait olabileceg˘i olası sınıflar basit bir
sınıflandırıcı ile filtrelenir. Sonra, test görüntüsü ve filtrelenmis¸
olası sınıflar arasında hızlı yog˘un piksel es¸les¸tirmesi uygulanır.
Bu çalıs¸ma ürün dizilimlerini istatistiksel olarak modellemek
yerine benzer ürünlerin yan yana geldig˘i varsayımında bulun-
maktadır. Bu çalıs¸madaki deneysel sonuçlar ürün dizilimleriyle
alakalı bilginin perakende ürün sınıflandırma üzerinde olumlu
etkisi oldug˘unu göstermektedir. [7]’deki yaklas¸ımda, sahnedeki
perakende ürünler arasındaki bag˘ı modelleyen bir çıkarım
grafig˘i modeli, Vi-Co-Net, önerilmis¸tir ve 62 farklı perakende
üründen olus¸an bir veri kümesi kullanılmıs¸tır. Bu çalıs¸manın
asıl amacı sınıflandırıcı dog˘rulug˘undan çok verimlilig˘i üzerine-
dir. Bizim yaklas¸ımımızın aksine, bu yöntemde birbirine çok
benzeyen ürünler seviyesinde deg˘il de farklı kategorilere ait
ürünlerin sınıflandırılması amaçlanmıs¸tır.
Bu bildiride, birbirine çok benzeyen perakende ürünleri
sınıflandıran hibrit bir bilgisayarlı görme sistemi öneriyoruz.
Önerilen sınıflandırma sistemi, sadece ürün görüntüsünden
bilgiyi deg˘il aynı zamanda ürün dizilimleri arasındaki olası-
lıksal çıkarımı da kullanarak sınıflandırma sonucunu iyiles¸-
tirmeyi amaçlamaktadır. Raftaki perakende ürünleri bir dizi
olarak görülebilir. Ancak, literatürdeki perakende ürün tanıma
sistemlerinin ürün dizilim bilgisinin kullanılması çok sınır-
lıdır. Önerilen hibrit yaklas¸ım bag˘lam bilgisi kullanmayan
sınıflandırıcıyı ürün dizilimlerini grafiksel olarak modelleyen
saklı Markov (HMM) modelleri ile birles¸tirir. Önerilen ürün
sınıflandırma sistemi hem ürün görüntüsünden gelen bilgiden
hem de raftaki koms¸u ürün dizilimleri arasındaki ilis¸kiden elde
edilen bilgiden yararlandıg˘ı için geleneksel yöntemlere göre
daha bas¸arılı sonuçlar verdig˘i görülmektedir. Bu çalıs¸manın
erken bir sürümü I˙ngilizce olarak [10]’da sunulmus¸tur.
Bildirinin geri kalan kısmı as¸ag˘ıdaki s¸ekilde düzenlenmis¸-
tir: Bölüm II’de önerilen perakende ürün sınıflandırıcı ayrın-
tılarıyla açıklanmaktadır. Bölüm III’te deneylerde kullanılan
zengin veri kümesi ve deney sonuçlarımız anlatılmaktadır.
II. YÖNTEM
Önerilen sistemin amacı raflardaki ürün dizilimleri arasın-
daki ilis¸kileri kodlayan bir olasılıksal model olus¸turmak ve bu
modeli literatürde var olan bilgisayarlı görmedeki sınıflandırma
yöntemiyle ile birles¸tirmektir. Önerilen sistem gelen raf sah-
nesinde, raftaki ürün dizilimlerini yatay koms¸uluk ilis¸kilerine
göre bir zincir yapısıyla modeller. S¸ekil 1, sistemimizin genel
akıs¸ını göstermektedir; önerilen sistem iki ana bölümden olu-
s¸ur. Birinci bölümde, perakende ürünün görselinden elde edi-
len bilgiler kullanılarak sınıflandırma yapılır. I˙kinci bölümde
ise, birinci bölümde elde ettig˘imiz sınıflandırıcı sonucu ile,
ög˘renilen istatistiksel ürün dizilim modeli birles¸tirilerek ürün
sınıfları çıkarılır. Önerilen ürün dizilim modelli zincir yapılı bir
grafiksel modeldir; burada her düg˘üm bir ürünü temsil eder
ve ayrıtlar ise koms¸u ürünler arasındaki ilis¸kileri kodlar. Bu
çalıs¸mada, raftaki zincir s¸eklindeki ürün dizilimleri olasılıksal
grafiksel bir model olan HMM ile modellenir. Olasılık mo-
delleri bag˘lamsız sınıflandırıcının yaptıg˘ı hatalar ve perakende
ürünler arasındaki koms¸uluk ilis¸kileri kullanılarak eg˘itilir.
A. Dizilimden Bag˘ımsız Sınıflandırıcı
Önerilen dizilimden bag˘ımsız, sadece ürün görüntüsünden
elde edilen özniteliklere göre sınıflandıran yöntem dört adım-
dan olus¸maktadır. Bunlar sırasıyla öznitelik çıkarımı, kelime
ög˘renme, mekânsal histogram hesaplama ve sınıflandırıcının
eg˘itilmesidir. Öznitelik çıkarım adımında, yog˘un çoklu öl-
çekli (8 12 16 24) Ölçekten Bag˘ımsız Öznitelik Dönüs¸ümü
(SIFT), VLFEAT araç kutusu kullanılarak uygulanır [11].
I˙kinci adımda, kelime ög˘renmesi K-ortalamalar algoritması
ile büyük öznitelik kümelerini 256 görsel kelimeden olus¸an
sözlüg˘e dönüs¸türerek gerçekles¸tirilir. Uzaysal histogram hesap-
lamasında, Kd-ag˘acı algoritması kullanılır, elde edilen görsel
kelimeler biraraya getirilerek histogramlar olus¸turulur ve sonra
dog˘rusal olmayan χ˜2 ön dönüs¸ümü uygulanır. Böylelikle çı-
karılan öznitelig˘in daha iyi bir s¸ekilde dog˘rusal olarak sınıf-
landırılması sag˘lanır. Son adımda çok sınıflı dog˘rusal Destek
Vektör Makinesi (SVM) sınıflandırıcı olarak kullanılır [12].
B. Saklı Markov Modeli
Raftaki ürün dizilimlerini kullanan sistem, ürün dizilim-
lerini modelleyen HMM ile Bölüm II-A’da anlatılan görsel
sınıflandırıcının birles¸tirilmesiyle olus¸turulur. Raftaki ürün di-
zilim ilis¸kilerini modelleyen birinci mertebeden saklı Markov
modeli Bölüm II-A’daki dizilimden bag˘ımsız sınıflandırıcının
sonucunu dog˘rulamak ve düzeltmek için eg˘itilir. Birinci mer-
tebeden Markov zincirinde, gelecek düg˘üm geçmis¸teki bütün
düg˘ümlerden bag˘ımsızdır sadece o anki düg˘üme bag˘lıdır [13].
P (Yt = j|Yt−1 = i) =
T∑
t=1
1{Yt−1=i}1{Yt=j}
T∑
t=1
1{Yt−1=i}
(1)
P (X = j|Y = i) =
T∑
t=1
1{Yt=i}1{Xt=j}
T∑
t=1
1{Yt=i}
(2)
Bir HMM’yi ög˘renmek için model parametrelerinin hesap-
lanması gerekir. Bunlar; geçis¸ matrisi, emisyon matrisi ve
bas¸langıç durumlarının ön olasılıklarıdır. I˙lk olarak, durum
geçis¸ olasılıkları, P (Yt|Yt−1), Yt−1=i sınıfındaki ürünün Yt=j
ürününe geçis¸ olasılıg˘ı), deneysel olarak Denklem 1’de göste-
rildig˘i gibi gözlemlenen perakende ürün dizileri üzerinde gö-
receli ürün geçis¸ frekansı hesaplanarak bulunur. I˙kinci olarak,
emisyon olasılıkları P (X=j|Y=i) Denklem 2’ye göre deneysel
olarak hesaplanır. Denklem 2’de X=j dizilimden bag˘ımsız
sınıflandırıcının sonucunu gösterirken, Y =i ise gerçek ürün
sınıfını temsil etmektedir. Dolayısıyla, emisyon olasılık matrisi
dizilimden bag˘ımsız sınıflandırıcı tarafından elde edilen hata
matrisini kullanarak hesaplanabilmektedir. Hata matrisi nor-
malde sınıfılandırıcının dog˘rulug˘unu ölçmek için kullanılsa da
önerilen yöntemde yanlıs¸ sınıflandırılmıs¸ örnekleri yani emis-
yon olasılıklarını ög˘renmede kullanılmaktadır. Öncül olasılık-
lar ise yine deneysel olarak bas¸langıç durumlarının frekansı
hesaplanarak çıkarılır. Önerilen sınıflandırma algoritması dizi-
limden bag˘ımsız sınıflandırıcı çıktısından bir dizi gözlemi girdi
olarak alır. Aldıg˘ı bu dizi halindeki gözlemleri raftaki ürün
dizilimlerinin istatistiksel modeline göre test eder. Eg˘itilmis¸
HMM ve Viterbi algoritması kullanılarak, en olası perakende
raf dizileri dizilimden bag˘ımsız sınıflandırıcının sonucunda
gözlemlenen ürün sınıfları için çıkarılır. Önerilen yaklas¸ımın,
ürün sınıflandırma sisteminin bas¸arısını arttırdıg˘ı görülmüs¸tür.
1) Saklı Markov Model Parametrelerinin I˙yiles¸tirilmesi:
Olasılıkların ampirik olarak tahmin edilmesinde, bazı sınıflar
için olasılıkların sıfır olarak hesaplanması problemi ile kar-
s¸ılas¸ılabilmektedir. Laplace’ın Bas¸arı Kuralına göre sıklıkla
kullanılan en basit çözüm gözlemlenen her olaya sıfır olası-
lıg˘ına sahip olanlara dahil olmak üzere, 1 eklemektir. Ama az
gözlemlenen durumlar için dog˘rudan 1 eklemek parametrelerin
yanlıs¸ hesaplanmasına neden olabilmektedir. Bu problemden
kaçınmak için olasılık hesaplamalarında her sınıf için ortak
sabit bir sayı belirleyip bunu eklemek yerine her bir paramet-
reyi ög˘renmek için hesaplanan frekansa göre yüksek olasılıkla
gözlemlenen durumları etkilemeyecek s¸ekilde sapmalar hesaba
dahil edilmis¸tir. HMM model parametreleri dog˘rudan veri kü-
mesinden ög˘renildig˘i için az örneg˘e sahip ürün sınıflarına bag˘lı
S¸ekil 2: Sol: Örnek raf görüntüsü, Sag˘: I˙lk adımda, dizilimden
bag˘ımsız sınıflandırma uygulanır. I˙kinci adımda, ilk adımdan
gelen sınıflandırma sonucu grafiksel ürün dizilim modeline
göre bas¸arıyı arttırmak için yeniden sınıflandırılır.
parametreler tam olarak dog˘ru ög˘renilememis¸ olabilmektedir.
Yapılan analiz sonucu, sınıflandırma bas¸arısını arttırmak için
bu gibi az örnekli sınıflarda parametreleri ög˘renirken veri
kümesinden elde edilen bilgiye ek olarak perakende ürün dizi-
limleri ile ilgili aynı markanın benzer kategorisindeki aynı ebat
ve paket tipine sahip olan ürünlerin yan yana gelmesinin daha
olası olma bilgisi kullanılarak bu parametreler düzeltilmis¸tir.
III. VERI˙ KÜMESI˙ VE DENEY SONUÇLARI
Bu çalıs¸mada, 8MP akıllı telefon kamerasıyla toplanan
toplam 11557 birbiriyle çakıs¸mayan yatay raf dizilimine ait
794 faklı sınıfı içeren toplam 108090 adet mes¸rubat ürün
görüntüsünden olus¸an bir veri kümesi kullanılmıs¸tır [14]. Her
bir ürün sınıfına ait 10 ile 1154 arasında görüntü vardır. Veri
kümesindeki ürün görüntülerinin %20’si dizilimden bag˘ımsız
sınıflandırıcıyı eg˘itmek için, %70’i dizilimden bag˘ımsız sınıf-
landırıcının test veri kümesi ve aynı zamanda raf ürün dizilim-
lerini istatistiksel olarak modelleyen HMM’nin ög˘renme veri
kümesi olarak ve %10’u ise grafiksel model tabanlı sınıflan-
dırıcıyı test etmek için kullanılır. Bu bildiride üç farklı deney
gerçekles¸tirilmis¸tir. I˙lk deneyde veri kümesindeki 794 farklı
perakende ürün sınıfı kullanılmıs¸ ve bu küme ‘A veri kümesi’
olarak adlandırılmıs¸tır. 2. deneyde veri kümesindeki birbirine
benzerlig˘i yüksek olan 93 sınıf seçilmis¸tir ve bu küme ‘B veri
kümesi’ olarak tanımlanmıs¸tır. Son deneyde B veri kümesin-
deki ürün görüntüleri Gauss filtresi ile bulanıklas¸tırarak deney
tekrarlanmıs¸tır. Tablo 1’de yukarıda belirtilen deneyler için
ürün diziliminden bag˘ımsız sınıflandırıcı ile önerilen yöntemin
kars¸ılas¸tırmaları gösterilmektedir. Deney sonuçlarına göre öne-
rilen yöntemin dizilimden bag˘ımsız sınıflandırıcıya göre ürün-
leri daha dog˘ru sınıflandırdıg˘ı ve HMM tabanlı yöntem kullanı-
larak dizilimden bag˘ımsız sınıflandırıcının dog˘ruluk oranında
A veri kümesi için %9.95 iyiles¸me sag˘ladıg˘ı görülmektedir.
Bölüm II-B1’de anlatıldıg˘ı gibi HMM model parametreleri
dog˘rudan veri kümesinden ög˘renildig˘inden, deney sonuçlarına
göre, az örneg˘e sahip perakende ürün sınıflarına bag˘lı paramet-
reler tam olarak dog˘ru ög˘renilememis¸ olabilmektedir. Yapılan
deneyde, parametreleri ög˘renirken veri kümesinden elde edilen
bilgiye ek olarak kullanılan ürün dizilimleri ile ilgili aynı
S¸ekil 3: Dizilimden bag˘ımsız ve dizilime bag˘lı sınıflandırma
yöntemlerinin kars¸ılas¸tırması. Kös¸egenin üstündeki noktalar
önerilen yöntemdeki iyiles¸tirmelere kars¸ılık gelmektedir.
markanın benzer kategorisindeki aynı ebat ve paket tipine sahip
olan ürünlerin yan yana gelmesinin daha olası olma bilgisi
dog˘ru sınıflandırma oranını A veri kümesi için %78.02’den
%78.4’e çıkardıg˘ı görülmüs¸tür.
2. ve 3. deneylerde ürün sınıflandırmadaki iki temel prob-
leme odaklanılmıs¸tır. Problemlerin ilki sınıfların birbirine çok
benzemesidir ve ikincisi ise raftaki ürünlerin dönmüs¸, devril-
mis¸ olması veya çes¸itli nedenlerden dolayı ürün görüntüsünün
bozuk olmasıdır. B veri kümesi ile ilk sorun için deneyler
yapılmıs¸tır ve önerilen sistemin ayrıs¸tırılması insanlar için
dahi zor olabilecek sınıflarını düzgün bir s¸ekilde sınıflandırdıg˘ı
ve tüm sınıflar için ortalama %3’lük bir iyiles¸me sag˘landıg˘ı
görülmüs¸tür. Ürün dizilim modelinin özellikle ayrıs¸tırılması
sorunlu olan sınıflar için sonucu iyiles¸tirdig˘i görülmektedir.
Örneg˘in B veri kümesinde bulunan, Coca-Cola’nın 1 lt ve
1.5 lt ürünlerini ayıran tek özelliklik 1.5 lt olan ürünün
biraz daha büyük olmasıdır. Gözle bile ayırt edilmesi zor
olan bu sınıflandırmanın telefonla çekilmis¸ ürün görüntüsünden
yapılabilmesi çok daha zordur. S¸ekil 3’te farklı ürün sınıfları
için önerilen ürün dizilimlerine bag˘lı ve dizilimden bag˘ımsız
sınıflandırıcıların her bir sınıf için verdig˘i dog˘ruluk oranları
gösterilmektedir ve kırımızı yuvarlak is¸aretler önerilen yön-
tem ile sınıflandırıcı dog˘ruluk oranında %10’dan fazla artıs¸a
sahip sınıfları göstermektedir. Örneg˘in, dizilimden bag˘ımsız
sınıflandırıcı ile Coca-Cola’nın 1lt ürünü %48.3 oranla dog˘ru
sınıflandırılırken, önerilen raf dizilim modeli ile bu oran
%68.9’a çıkmıs¸tır. Bu deneyde, önerilen modeli, raftaki ürün
dizilimlerinde marka ve ebat açısından devamlılık oldug˘unu
veri kümesinden ög˘rendig˘i için ilk sınıflandırıcının hatalarını
düzelttig˘i görülmektedir. Son deneyde, veri kümesinde en
çok kars¸ılas¸ılan bulanık ürün görüntülerinin sınıflandırılması
problemi üzerinde çalıs¸ılmıs¸tır. Birbirine benzeyen sınıflarda
bir de bulanık görüntü sorunu eklenince 2. deneye kıyasla
3. deneyde dizilimden bag˘ımsız sınıflandırıcı bas¸arısı %6.77
düs¸müs¸tür. Önerilen sistemin ög˘renmis¸ oldug˘u kos¸ullardan
sapmalar oldug˘u durumlarda bile yeterince iyi sonuç verdig˘i
ve ürün tanıma sisteminin, sınıflandırma bas¸arısı düs¸tükçe daha
TABLO I: PERAKENDE ÜRÜN SINIFLANDIRICI BAS¸ARILARI
Metot
Farklı Veri Kümeleri I˙çin Test Dog˘rulug˘u
A veri kümesi B veri kümesi C veri kümesi
Dizilimden Bag˘ımsız %68.45 %91.93 %85.16
Dizilime Bag˘lı %78.40 %94.92 %90.79
yüksek oranda iyiles¸tirme sag˘ladıg˘ı görülmektedir.
IV. SONUÇ
Raftaki ürün dizilimleri için uygun bir zincir yapıda gra-
fiksel model kullanıldıg˘ı ve dizilimden bag˘ımsız sınıflandırıcın
hataları ög˘renildig˘i takdirde perakende ürün tanıma sisteminin
bas¸arı oranının arttıg˘ı görülmüs¸tür. Gelecekteki çalıs¸malarda,
yatay düzlemde modellenen ürünlerin koms¸uluk ilis¸kilerini
hem yatay hem de düs¸ey düzlemde modelleyerek ürün tanıma
sisteminin bas¸arısını arttırmak hedeflenmektedir.
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