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Résumé. Dans cet article, on étudie l’algèbre de Hopf des mots tassésWMat introduite par
Duchamp, Hoang-Nghia et Tanasa. Pour cela on commence par considérerWMat à proprement
parler (absence de coliberté et description du dual). Puis, on s’intéresse à une sous-algèbre de
Hopf de permutations, notée SH, dont le dual SH⊛ est muni d’une structure de quadri-algèbre
et donc d’une double structure d’algèbre dendriforme. On introduit par la suite ISPW, une
algèbre de Hopf de mots tassés stricts croissants. Son caractère cocommutatif pousse à s’inté-
resser à ses éléments primitifs. On en décrit quelques familles. On montre ensuite que ISPW
et l’algèbre de Hopf NSym des fonctions symétriques non commutatives sont isomorphes. On
définit par la suite une algèbre de Hopf quotient de compositions étendues Ce. Celle-ci n’est pas
cocommutative mais ses éléments primitifs sont liés à ceux de ISPW. De plus, on exprime Ce
comme un coproduit semi-direct d’algèbres de Hopf. Cette construction met à jour une coaction
permettant par la suite de définir deux actions de groupes. On termine par la construction d’un
isomorphisme explicite entre ISPW⊛ et QSym conduisant à un isomorphisme explicite entre
ISPW et NSym.
Mots-clés. Algèbres de Hopf combinatoires, mots tassés, permutations, mots tassés stricts
croissants, compositions, coaction, coproduit semi-direct, action, morphismes, fonctions quasi-
symétriques.
Abstract. In this article we study the packed words Hopf algebra WMat introduced by
Duchamp, Hoang-Nghia et Tanasa. We start by explaining that WMat is not cofree, giving
its antipode and describing its graded dual. We consider then a Hopf sub-algebra of permu-
tations called SH. Its graded dual SH⊛ has a quadri-algebra structure, so it has a double
dendriform algebra structure too. Thereafter, we introduce ISPW, a Hopf algebra of increasing
strict packed words. It is graded, connected and cocommutative so is isomorphic to the enve-
loping algebra of its primitive elements. We describe some families of primitive elements. We
prove that ISPW and non commutative symmetric functions are isomorphic. We define then
an extended compositions Hopf algebra Ce. It is not cocommutative but its primitive elements
and those from ISPW are linked. We give an interpretation of Ce in terms of a semi-direct
coproduct Hopf algebra. By using this, we can define two actions groups. We finish by giving an
explicit isomorphism between ISPW⊛ andQSym and another one between ISPW andNSym.
Keywords. Combinatorial Hopf algebras, packed words, permutations, increasing strict pa-
cked words, compositions, coaction, semi-direct coproduct, action, morphisms, quasi-symmetric
functions.
AMS classification. 16T30.
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Introduction
Le procédé d’extraction-contraction est largement utilisé dans la construction de cogèbres :
on peut par exemple penser à la théorie des nombres avec l’algèbre de Hopf des diagrammes de
dissection introduite par Dupont dans [14, chapitre 2], à la théorie des champs quantiques avec
l’algèbre de Hopf d’arbres enracinés de Connes et Kreimer [8, 9], l’algèbre de Hopf des arbres de
Calaque, Ebrahimi-Fard et Manchon [5], l’algèbre de Hopf des diagrammes orientés de Manchon
[32], à la théorie des champs quantiques non commutatifs [39] ou encore la théorie des modèles
de gravité quantique n-dimensionnels [33]. . . Dans leur article [12], Duchamp, Hoang-Nghia et
Tanasa souhaitent construire un modèle d’algèbre de Hopf d’extraction-contraction pour les mots
tassés et introduisent l’algèbre de Hopf WMat. Outre sa construction, ils prouvent également
qu’elle est librement engendrée par un ensemble appelé ensemble des irréductibles. Ils graduent
cette nouvelle algèbre en fonction de la longueur des mots tassés, explicitent la dimension des
espaces vectoriels engendrés par les éléments d’un degré donné et calculent le nombre de mots
tassés irréductibles de degré fixé.
L’objectif de cet article est de mieux comprendre l’algèbre de Hopf WMat, soit dans sa
globalité, soit en considérant des sous-objets ou des objets quotients.
Pour cela, nous nous intéressons dans une première section au coproduit et à l’antipode
de WMat (propositions 1 et 2). La non coliberté de cette algèbre de Hopf est établie et ses
opérations sont ensuite dualisées afin de déterminer celles de son dual WMat⊛.
Dans une deuxième section, l’accent est mis sur des objets associés àWMat. Nous débutons
par une algèbre de Hopf de permutations cocommutative, notée SH. Elle est à la fois un sous-
objet et un objet quotient deWMat. Son produit est toujours une concaténation décalée et son
coproduit consiste essentiellement à partitionner en deux sous-ensembles les lettres d’un mots
w donné. Son dual SH⊛ est colibre et commutatif. La structure d’algèbre est donnée par un
double battage et la structure de cogèbre par une déconcaténation décalée. En se focalisant sur
l’algèbre sous-jacente de SH⊛, il est aisé de constater l’existence d’une structure de quadri-
algèbre. Nous définissons par la suite une algèbre de Hopf de mots tassés stricts croissants,
ISPW. Cette dernière est construite en quotientant WMat par l’idéal de Hopf engendré par
2
les mots tassés possédant la lettre x0 dans leur écriture puis en considérant la sous-algèbre
de Hopf librement engendrée par les classes des mots de la forme x1 . . . x1︸ ︷︷ ︸
n fois
et a pour base les
classes des mots tassés de la forme x1 . . . x1︸ ︷︷ ︸
n1 fois
∗ · · · ∗ x1 . . . x1︸ ︷︷ ︸
nk fois
. Le coproduit de la classe d’un mot
de la forme x1 . . . x1︸ ︷︷ ︸
n1 fois
∗ · · · ∗ x1 . . . x1︸ ︷︷ ︸
nk fois
est obtenu en partitionnant en deux sous-ensembles les
k mots de la forme x1 . . . x1︸ ︷︷ ︸
ni fois
. De par son caractère cocommutatif, ISPW s’écrit, d’après le
théorème de Cartier-Quillen-Milnor-Moore, comme algèbre enveloppante de ses primitifs. Nous
déterminons alors l’existence d’une base particulière pour les éléments primitifs (proposition
13) ainsi que quelques éléments primitifs (propositions 14 à 15). L’étude de ISPW⊛ permet
d’affirmer qu’elle est isomorphe à l’algèbre de Hopf des fonctions quasi-symétriques (proposition
18) et donc, ISPW et l’algèbre de Hopf des fonctions symétriques non commutatives sont
isomorphes (proposition 19). Nous terminons cette partie par l’introduction d’une algèbre de
Hopf de compositions étendues notée Ce. Elle s’obtient en identifiant chaque mot tassé w avec
chaque mot tassé wσ obtenu par permutation des lettres de w. On en donne une base dont les
vecteurs sont de la forme (α0, α1, . . . , αn) où α0 est un entier naturel éventuellement nul et α1,
. . ., αn sont des entiers naturels non nuls. La composition étendue (α0, α1, . . . , αn) représente
la classe du mot tassé wα = x0 . . . x0︸ ︷︷ ︸
α1 fois
∗ · · · ∗ x1 . . . x1︸ ︷︷ ︸
αn fois
. Ainsi, pour tout i ∈ J0, nK, l’entier αi
correspond à la fréquence d’apparition |wα|xαi de la lettre xα1 dans le mot wα. Le produit de
deux compositions étendues est obtenu par somme des fréquences d’apparition de la lettre x0 et
concaténation des fréquences des autres lettres. Le coproduit est obtenu à partir de ∆(wα) dans
WMat. L’étude des deux opérations de Ce montre qu’elle est munie d’une structure de coproduit
semi-direct d’algèbres de Hopf (propositions 25 à 27). Cette structure permet de mettre à jour
deux actions de groupes (propositions 28 et 30). Nous considérons ensuite les éléments primitifs
de Ce. Ils sont liés à ceux de ISPW. Ceci fait l’objet des propositions 32 à 36.
L’objectif de la dernière section est de construire deux isomorphismes explicites ; le premier
entre ISPW⊛ et QSym, le deuxième entre ISPW et NSym. Pour cela, on utilise un procédé
introduit par Aguiar, Bergeron, Sottile dans [1] exprimant QSym comme objet terminal dans
la catégorie des algèbres de Hopf combinatoires.
Vous trouverez une version plus détaillée et plus complète de l’ensemble de ces résultats dans
mon manuscrit de thèse [31].
1 Algèbre de Hopf des mots tassés
Commençons par rappeler la construction deWMat [12] ainsi que quelques notations utiles
dans la suite de l’article. Rappelons également l’existence d’une famille de mots tassés qui
engendrent librement l’algèbre de Hopf : les irréductibles. Par la suite, l’objectif est de mettre à
jour quelques particularités de WMat. Nous établissons le caractère non-colibre de la cogèbre
associée à WMat et explicitons l’antipode. Nous terminons par la présentation du dual gradué
de WMat que l’on note WMat⊛.
1.1 Algèbre de Hopf WMat
Notations
Soit K un corps commutatif de caractéristique 0. On considère un alphabet infini, dénom-
brable, totalement ordonné X = {x0 < x1 < x2 < . . .} et l’on note X
∗ l’ensemble des mots
formés à partir de X.
Pour tout entier naturel n non nul, tout mot w = xk1 . . . xkn ∈ X
∗ et tous les entiers naturels i
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et s, on pose :
|w| =n, |w|xi =Card
{
s ∈ J1, nK | ks = i
}
,
Alph(w) =
{
xi | |w|xi 6= 0
}
, IAlph(w) =
{
i ∈ N | |w|xi 6= 0
}
,
sup(w) = sup(IAlph(w)), Ts(w) =xu1 . . . xun où uj =
{
kj + s si kj 6= 0,
0 sinon.
Si l’on pose IAlph(w) \ {0} = {j1 < · · · < js} (avec s = sup(w)), on peut définir le mot tassé
pack(w) = xp1 . . . xpn où pj =
{
m si kj = jm
0 si kj = 0
et pack(X∗) =
{
pack(w) | w ∈ X∗
}
.
Exemples. pack(x3x7x1x8) = x2x3x1x4 et pack(x50x7x0x8) = x3x1x0x2.
On définit le produit de concaténation décalée suivant :
∗ :
{
pack(X∗)⊗ pack(X∗) −→ pack(X∗)
(u, v) −→ u ∗ v = uTsup(u)(v).
Exemple. x2x1x0 ∗ x0x1x0x3x2 = x2x1x0x0x3x0x5x4.
On définit le coproduit d’extraction-contraction suivant :
∆ :


pack(X∗) −→ pack(X∗)⊗ pack(X∗)
w −→ ∆(w) =
∑
I+J={1,...,|w|}
pack(w[I]) ⊗ pack(w[J ]/w[I])
où
I + J désigne l’union disjointe de I et J,
w[I] = xki1 . . . xkil , si I = {i1 < · · · < il},
w[J ]/w[I] = x˜kj1 . . . x˜kj|w|−l où J = {j1 < · · · < j|w|−l} et x˜kjt =
{
xkjt si kjt /∈ Alph(w[I]),
x0 sinon.
Pour une meilleure lisibilité, on définit le coproduit réduit par :
∆˜ :
{
pack(X∗) \K −→ pack(X∗)⊗ pack(X∗)
w −→ ∆˜(w) = ∆(w)− w ⊗ 1− 1⊗ w.
Il est coassociatif, non unitaire.
Exemples.
∆˜(x1x2x0) = x1 ⊗ x1x0 + x1 ⊗ x1x0 + x0 ⊗ x1x2 + x1x2 ⊗ x0 + x1x0 ⊗ x1 + x1x0 ⊗ x1
= 2x1 ⊗ x1x0 + x0 ⊗ x1x2 + x1x2 ⊗ x0 + 2x1x0 ⊗ x1,
∆˜(x1x2x1) = x1 ⊗ x1x0 + x1 ⊗ x1x1 + x1 ⊗ x0x1 + x1x2 ⊗ x0 + x1x1 ⊗ x1 + x2x1 ⊗ x0.
L’espace WMat = (V ect(pack(X∗)), ∗, 1X∗ ,∆, ε) (où 1X∗ et ε désignent respectivement
l’unité et la co-unité) est l’algèbre de Hopf des mots tassés sur laquelle nous allons travailler.
On rappelle (cf. [12, proposition 2]) que WMat est librement engendrée par
Irr(WMat) =
{
w ∈ pack(X∗) | ∀u, v ∈ pack(X∗), (w = u ∗ v) =⇒ (u = 1 ou v = 1)
}
.
Tout mot w ∈ Irr(WMat) est dit irréductible.
Dans la suite, sauf mention contraire, w ∈WMat ou w ∈ (WMat)n sous-entendra toujours
que w est un mot tassé ou un mot tassé de longueur n.
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1.1.1 Utilisation du coproduit pour prouver l’absence de coliberté
On souhaite montrer que WMat n’est pas colibre. Pour cela on considère les éléments
primitifs de la cogèbre des mots tassés. Soit FWMat la série formelle de WMat. On a, par
calcul direct du nombre de mots tassés :
FWMat(h) = 1 + 2
∑
n∈N∗
(α1...αk)|=n
n!
α1! . . . αk!
hn = 1 + 2h+ 6h2 + 26h3 + . . .
Si WMat était colibre la série formelle FPrim(WMat) de ses éléments primitifs serait égale à :
FPrim(WMat)(h) = 1−
1
FWMat(h)
= 2h+ 2h2 + 10h3 + . . .
Cherchons alors une base de Prim(WMat)3, l’espace des éléments primitifs de degré 3, par
calcul direct. On obtient :
Prim(WMat)3 = V ect(V1, . . . , V12)
où V1, . . . , V12 sont les vecteurs linéairement indépendants suivants :
V1 = −x0x1x2 + 2x1x0x2 − x1x2x0, V2 = −x0x2x1 + 2x1x0x2 − 2x1x2x0 + x2x1x0,
V3 = x1x0x2 − x1x2x0 − x2x0x1 + x2x1x0, V4 = −x1x2x3 − 2x3x2x1 + 3x3x1x2,
V5 = −x1x3x2 − x3x2x1 + 2x3x1x2, V6 = −x2x1x3 − x3x2x1 + 2x3x1x2,
V7 = −x2x3x1 + x3x1x2, V8 = −x1x2x1 + x2x1x2,
V9 = −x1x2x2 + 2x2x1x2 − x2x2x1, V10 = −x2x1x1 + 2x1x2x1 − x1x1x2,
V11 = −x0x1x1 + 2x1x0x1 − x1x1x0, V12 = −x1x0x0 + 2x0x1x0 − x0x0x1.
On a alors :
dim(Prim(WMat)3) = 12 6= 10 = 〈1−
1
FWMat
, h3〉.
L’algèbre de Hopf WMat n’est donc pas colibre.
1.1.2 Utilisation du produit et du coproduit dans le calcul de l’antipode
Par itération du coproduit, pour tout entier n ∈ N∗, tout mot w ∈ (WMat)n et tout entier
k ∈ J0, n− 1K on obtient :
∆(k)(w) =
∑
I1+···+Ik+1={1,...,|w|}
pack(w[I1])⊗pack(w[I2]/w[I1])⊗· · ·⊗pack(w[Ik+1]/w[I1+· · ·+Ik]).
(1)
Proposition 1. Soit n ∈ N∗ un entier et w ∈ (WMat)n un mot tassé. En w, l’antipode
vaut :
S(w) =
|w|∑
k=1
(−1)k
∑
I1+···+Ik={1,...,|w|}
∀j, Ij 6=∅
pack(w[I1] ∗ w[I2]/w[I1] ∗ · · · ∗w[Ik]/w[I1 + · · ·+ Ik−1]).
Démonstration. Soient n ∈ N∗ un entier et w ∈ (WMat)n un mot tassé. Pour démontrer la
proposition énoncée on utilise le coproduit itéré explicité par la formule 1 ainsi que le fait que
S soit l’inverse de Id pour le produit de convolution. On obtient alors :
S(w) = −
∑
I1+I2={1,...,|w|}
I2 6=∅
S(pack(w[I1])) ∗ pack(w[I2]/w[I1])
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=
∑
I1+I2+I3={1,...,|w|}
I2 6=∅
I3 6=∅
S(pack(w[I1])) ∗ pack(w[I2]/w[I1]) ∗ pack(w[I3]/w[I1 + I2])
=
|w|∑
k=1
(−1)k
∑
I1+···+Ik={1,...,|w|}
Ij 6=∅
pack(w[I1]) ∗ · · · ∗ pack(w[Ik]/w[I1 + · · ·+ Ik−1])
=
|w|∑
k=1
(−1)k
∑
I1+···+Ik={1,...,|w|}
Ij 6=∅
pack(w[I1] ∗ w[I2]/w[I1] ∗ · · · ∗ w[Ik]/w[I1 + · · · + Ik−1]).
D’où le résultat énoncé.
L’image de certains mots tassés par l’antipode est remarquable comme l’illustre la proposition
suivante.
Proposition 2. 1. S(x0 . . . x0︸ ︷︷ ︸
n fois
) = (−1)n x0 . . . x0︸ ︷︷ ︸
n fois
.
2. S(x1 . . . x1︸ ︷︷ ︸
n fois
) = (−1)n+1
n∑
k=1
(
n
k
)
(−1)k x1 . . . x1︸ ︷︷ ︸
k fois
x0 . . . x0︸ ︷︷ ︸
n−k fois
.
3. Soit (α1, . . . , αn) ∈ (N
∗)n. On a :
S(x1 . . . x1︸ ︷︷ ︸
αn fois
. . . xn . . . xn︸ ︷︷ ︸
α1 fois
) = (−1)
(n+
n∑
j=1
αj) α1+···+αn∑
s=n
∑
k1+···+kn=s
1≤kj≤αj
(−1)s
(
α1
k1
)
. . .
(
αn
kn
)
ωα,k
où
ωα,k = x1 . . . x1︸ ︷︷ ︸
k1 fois
x0 . . . x0︸ ︷︷ ︸
α1−k1 fois
. . . xn . . . xn︸ ︷︷ ︸
kn fois
x0 . . . x0︸ ︷︷ ︸
αn−kn fois
.
4. S(x1 . . . xn) = (−1)
nx1 . . . xn.
5. S(xn . . . x1) =
n∑
k=1
(−1)k
∑
α=(α1,...,αk)|=n
n!
α1!...αk!
wn,α
où
wn,α = xα1 . . . x1x(α1+α2) . . . x(α1+1) . . . x(α1+···+αk) . . . x(α1+···+αk−1+1).
6. ∀i ∈ J1, nK on a :
S(xi . . . x1xi+1 . . . xn) =
i∑
k=1
∑
α=(α1,...,αk)|=i
(−1)(n+i+k)
i!
α1! . . . αk!
x1 . . . xn−iTn−i(wn,α)
où
Tn−i(wn,α) = x(α1+n−i) . . . x(1+n−i) . . . x(α1+···+αk+n−i) . . . x(α1+···+αk−1+1+n−i).
7. ∀i ∈ J1, nK on a :
S(x1 . . . xn−ixn . . . xn−i+1) =
i∑
k=1
∑
α=(α1,...,αk)|=i
(−1)(n+i+k)
i!
α1! . . . αk!
wi,αxi+1 . . . xn.
Démonstration. Pour démontrer les points 1, 2 et 5, il suffit d’effectuer une récurrence sur la
longueur du mot en considérant le fait que S est l’inverse de Id pour le produit de convolution.
Les points 3, 5 et 7 sont montrés grâce au fait que l’antipode soit un anti-morphisme d’algèbres.
La formule 4 n’est que le cas particulier (α1, . . . , αn) = (1, . . . , 1) de la formule 3.
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Exemples.
S(x1x1x2x2x2) =x1x1x1x2x2 − 2x1x1x1x2x0 − 3x1x1x0x2x2 + 6x1x1x0x2x0
+3x1x0x0x2x2 − 6x1x0x0x2x0,
S(x2x1x3x4) =− x1x2x4x3 + 2x1x2x3x4,
S(x1x2x4x3) =− x2x1x3x4 + 2x1x2x3x4.
1.2 Algèbre de Hopf duale WMat⊛
L’algèbre de HopfWMat étant graduée connexe, son dual gradué est une algèbre de Hopf que
l’on noteraWMat⊛. On considère (Zw)w∈WMat la base duale des mots tassés. Par transposition
des opérations de WMat on obtient celles de WMat⊛. Commençons par la structure la plus
facile à décrire, à savoir celle de cogèbre.
Proposition 3. Le coproduit de WMat⊛ est l’application suivante :
∆ :


WMat⊛ −→ WMat⊛ ⊗WMat⊛
Zw −→ ∆(Zw) =
k∑
i=0
Zw1∗···∗wi ⊗ Zwi+1∗···∗wk
où w1 ∗ · · · ∗wk est l’unique décomposition de w en produit d’éléments irréductibles de WMat.
Démonstration. Soient w,m1,m2 ∈WMat des mots tassés. On a :
∆(Zw)(m1 ⊗ w2) = (Zw ◦ ∗)(m1 ⊗m2) = Zw(m1 ∗m2)
= Zw(m1Tsup(m1)m2) =
{
1 si w = m1 ∗m2,
0 sinon.
Or, d’après [12], on sait que :
il existe un unique k ∈ N et un unique (w1, . . . , wk) ∈ Irr(WMat)
k tels que w = w1 ∗ · · · ∗wk.
Donc
∆(Zw) =
k∑
i=0
Zw1∗···∗wi ⊗ Zwi+1∗···∗wk .
Exemples.
∆(Zx2x1x3) = 1⊗ Zx2x1x3 + Zx2x1 ⊗ Zx1 + Zx2x1x3 ⊗ 1,
∆(Zx2x1x2) = Zx2x1x2 ⊗ 1 + 1⊗ Zx2x1x2.
Examinons maintenant la structure d’algèbre deWMat⊛. Soient w1, w2 ∈WMat des mots
tassés. On définit les conditions suivantes :
C1 : x0 /∈ Alph(w1) ∪Alph(w2),
C2 :
(
Alph(w1) \ {x0}
)
∩
(
Alph(w2) \ {x0}
)
6= ∅ et x0 ∈ Alph(w1) ∪Alph(w2),
C3 : w1 = x0 . . . x0︸ ︷︷ ︸
n1 fois
,
C4 : w2 = x0 . . . x0︸ ︷︷ ︸
n2 fois
.
Définissons maintenant la structure d’algèbre de WMat⊛.
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Proposition 4. Le produit de WMat⊛ est l’application suivante :
m :
{
WMat⊛ ⊗WMat⊛ −→ WMat⊛
Zw1 ⊗ Zw2 −→ Zw1Zw2
telle que
Zw1Zw2 =


∑
τ∈Bat(s1,s2),
µ∈Bat(n1 ,n2)
Zτ◦(w1∗w2)◦µ−1 si C1,
∑
τ∈Bat(s1,s2),
µ∈Bat(n1 ,n2)
Zτ◦(w1w˜2)◦µ−1 si C2,
∑
µ∈Bat(n1 ,n2)
Z(w1∗w2)◦µ−1 si C3,∑
µ∈Bat(n1 ,n2)
Z(w1w˜2)◦µ−1 si C4,
où pour i ∈ {1, 2},
ni =|wi|,
si =sup(wi),
Bat(n1, n2) ={σ ∈ Sn1+n2, σ(1) < · · · < σ(n1) et σ(n1 + 1) < · · · < σ(n1 + n2)},
w˜2 =
∑
w∈Γ(w1,w2)
w
avec
Γ(w1,w2) ={
w ∈WMat, |w| = n2, w[{i}] =
{
Ts1(w2[{i}]) si w2[{i}] 6= x0,
xj avec j ∈ IAlph(w1) ∪ {0} sinon
}
.
et w1w˜2 désigne la concaténation de w1 et de w˜2.
Démonstration. Soient w1, w2, w ∈WMat des mots tassés. Pour i ∈ {1, 2}, on pose : ni = |wi|
et si = sup(wi). On a alors :
Zw1Zw2(w) = (Zw1 ⊗ Zw2) ◦∆(m)
=
∑
I+J={1,...,|w|}
Zw1(pack(w[I]))Zw2 (pack(w[J ]/w[I]))
=
∑
I+J={1,...,|w|},
|I|=n1,
|J |=n2
Zw1(pack(w[I]))Zw2(pack(w[J ]/w[I]))
=
∑
I+J={1,...,|w|},
|I|=n1,
|J |=n2
δw1,pack(w[I])δw2,pack(w[J ]/w[I])
=


∑
τ∈Bat(s1,s2),
µ∈Bat(n1,n2)
Zτ◦(w1∗w2)◦µ−1(m) si C1,
∑
τ∈Bat(s1,s2),
µ∈Bat(n1,n2)
Zτ◦(w1w˜2)◦µ−1(m) si C2,
∑
µ∈Bat(n1,n2)
Z(w1∗w2)◦µ−1(m) si C3,∑
µ∈Bat(n1,n2)
Z(w1w˜2)◦µ−1(m) si C4.
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Exemples. Voici quelques exemples de produits d’éléments deWMat⊛. On illustre toutes
les configurations possibles. On les présente dans l’ordre suivant : deux mots vérifiant la condition
C1, puis la condition C3, puis la condition C4 et enfin, la condition la plus complexe, C2. Dans
le dernier exemple, pour une meilleure lisibilité, on ne développe pas le calcul du fait du nombre
de termes dans les produits de battage.
Zx1Zx1x1 = Zx1x2x2 + Zx2x1x1
= Zx1x2x2 + Zx2x1x2 + Zx2x2x1 + Zx2x1x1 + Zx1x2x1 + Zx1x1x2,
Zx0Zx1 = Zx0x1 = Zx1x0 + Zx0x1 ,
Zx1Zx0 = Zx1x0 + Zx1x1 = Zx1x0 + Zx0x1 + 2Zx1x1,
Zx1x0Zx0x1 = Zx1x0x0x2 + Zx1x0x1x2 + Zx2x0x0x1 + Zx2x0x2x1.
Après avoir considéré les algèbres de HopfWMat etWMat⊛ dans leur globalité, intéressons-
nous maintenant à leur structure interne et tirons-en de nouvelles algèbres de Hopf.
2 Quelques algèbres de Hopf associées
Dans cette section, on s’intéresse à la mise en évidence d’algèbres de Hopf liées à WMat en
tant que sous-algèbre de Hopf ou algèbre de Hopf quotient.
On commence par considérer l’espace vectoriel engendré par les mots tassés issus de permu-
tations (ex : x2x1, x3x2x4x1). Il s’agit en réalité d’une sous-algèbre de Hopf de WMat, notée
SH. Elle peut également être vue comme algèbre de Hopf quotient de WMat. Par dualité, on
obtient une algèbre de Hopf, à la fois quotient et sous-objet deWMat⊛, possédant une structure
de quadri-algèbre ainsi qu’une double structure d’algèbre dendriforme.
On considère par la suite l’espace vectoriel engendré par les mots tassés ne contenant pas de
lettres d’indice nul. Il forme une sous-algèbre de WMat mais n’en est pas une sous-cogèbre. Il
est toutefois possible de l’interpréter comme une algèbre de Hopf quotient. On s’intéresse à son
sous-objet des mots tassés stricts croissants, ISPW. On en détermine des éléments primitifs.
On explicite également les opérations de ISPW⊛. Ceci permet ainsi d’établir que ISPW⊛ est
isomorphe à l’algèbre de Hopf des fonctions quasi-symétriques notées QSym. Ainsi ISPW est
isomorphe à l’algèbre de Hopf des fonctions symétriques non commutatives notées NSym.
Le troisième cas d’étude concerne l’espace vectoriel engendré par les mots tassés croissants
pouvant posséder des lettres d’indice nul. Dans ce cas, il ne s’agit ni d’une sous-algèbre ni d’une
sous-cogèbre, mais il est interprétable comme algèbre de Hopf quotient. On décide de considérer
cette dernière sous sa forme d’algèbre de Hopf de compositions étendues Ce. Elle peut être décrite
comme coproduit semi-direct d’une algèbre de Hopf tensorielle C = T 〈(0, n), n ∈ N∗〉 par une
algèbre de Hopf de polynôme H = K[(1)]. Cette construction met en évidence une coaction ρ
de C dans C ⊗ H. Cette coaction permet, par transposition, d’obtenir une action de H⊛ sur
C⊛. Elle fournit également une action du groupe des caractères Char(H) de H sur celui des
caractères Char(C) de C. On s’intéresse par la suite aux éléments primitifs de Ce. Ils sont, d’une
certaine façon, liés à ceux de ISPW. On peut ainsi donner les éléments primitifs de Ce jusqu’en
degré 7. On explicite également les opérations de C⊛e .
2.1 Algèbre de Hopf de permutations
2.1.1 Algèbre de Hopf SH
On s’intéresse au sous-espace vectoriel de WMat suivant :
SH = V ect
(
w ∈WMat, IAlph(w) = {1, . . . , |w|}
)
= V ect
(
xσ(1) . . . xσ(n)︸ ︷︷ ︸
noté wσ
, n ∈ N, σ ∈ Sn
)
.
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Pour des raisons pratiques on identifiera parfois les éléments de SH et les permutations, c’est-
à-dire :
wσ = xσ(1) . . . xσ(n) = σ(1) . . . σ(n) =
(
1 . . . n
σ(1) . . . σ(n)
)
= σ.
Par calcul direct, on obtient que SH est une sous-algèbre de Hopf de WMat.
Exemples et contre-exemples.
x1x2x3 ∈ SH, x3x1x2 + 8x1x2 ∈ SH, x1x1x2 + 7x2x1x3 /∈ SH, x5x0x3x1x4x2 − x1 /∈ SH.
Proposition 5. SH est librement engendrée par SH ∩ Irr(WMat).
Démonstration. Considérons σ ∈ Sn et wσ = xσ1 . . . xσn .
Alors :
il existe un unique k ∈ N et un unique (w1, . . . , wk) ∈ Irr(WMat)
k tels que w = w1 ∗ · · · ∗ wk.
Supposons qu’il existe un entier i0 ∈ {1, . . . , k} tel que wi0 /∈ S|wi0 |. On a alors deux possibilités :
1. soit x0 ∈ Alph(wi0) et alors x0 ∈ Alph(wσ). Ceci est exclu.
2. soit il existe un entier s ∈ {1, . . . , |wi0 |}, tel que |wi0 |xs ≥ 2. Cela implique alors que le
mot wσ contient au moins deux lettres d’indice s+
i0−1∑
u=1
sup(wu). Ceci est exclu.
On obtient donc que pour tout entier i ∈ {1, . . . , k}, wi ∈ S|wi|.
Décrivons le produit et le coproduit adaptés à la sous-algèbre de HopfSH. En ce qui concerne
le produit, il s’écrit comme restriction de celui de WMat, i.e. :
∗ :
{
SH⊗SH −→ SH
wσ ⊗ wτ −→ wσ ∗ wτ = wσT|wσ|(wτ ).
Exemples.
x2x1x3 ∗ x5x1x4x3x2 =x2x1x3x8x4x7x6x5,
x5x1x4x3x2 ∗ x2x1x3 =x5x1x4x3x2x7x6x8.
En ce qui concerne le coproduit de SH, la restriction de celui de WMat s’écrit sous la forme :
∆ :


SH −→ SH⊗SH
wσ −→ ∆(wσ) =
∑
I+J={1,...,n}
pack(w[I]) ⊗ pack(w[J ]).
Exemple. Pour une meilleure lisibilité, on ne donne que le coproduit réduit dans l’exemple
suivant.
∆˜(x3x1x2) = 2x1 ⊗ x2x1 + x1 ⊗ x1x2 + 2x2x1 ⊗ x1 + x1x2 ⊗ x1.
Proposition 6. L’algèbre de Hopf SH peut être vue comme une algèbre de Hopf quotient
de WMat.
Démonstration. Il suffit de considérer la surjection canonique ΠSH :WMat −→ SH. Son noyau
est un biidéal de Hopf.
2.1.2 Algèbre de Hopf SH⊛
D’après la proposition 6, SH⊛ est à la fois une algèbre de Hopf quotient et une sous-algèbre
de Hopf de WMat⊛. Pour la suite, on choisira de considérer SH⊛ comme un sous-objet de
WMat⊛. On notera la base duale des mots tassés issus de permutations soit par (Zwσ)wσ∈SH,
soit par (Zσ)σ∈Sn
n∈N∗
où, Zwσ = Zσ suivant ce qui est le plus adapté.
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Description des opérations de SH⊛. Le coproduit de SH⊛ est la restriction de celui de
WMat⊛ à SH⊛.
Exemple. On considère le mot tassé x3x1x2x5x4x6 = x3x1x2 ∗ x2x1 ∗ x1. Son coproduit
réduit vaut :
∆˜(Zx3x1x2x5x4x6) = Zx3x1x2 ⊗ Zx2x1x3 + Zx3x1x2x5x4 ⊗ Zx1.
Le plus intéressant concerne le produit de SH⊛. En effet, comme SH est cocommutative,
SH⊛ est commutative. De plus, le produit deSH⊛ est la restriction àSH⊛ de celui deWMat⊛,
ce qui revient à ne considérer que la condition C1 décrite dans 1.2. Il s’écrit donc :
m :


SH⊛ ⊗SH⊛ −→ SH⊛
Zσ1 ⊗ Zσ2 −→ Zσ1Zσ2 =
∑
τ,µ∈Bat(n1,n2)
Zτ◦(σ1∗σ2)◦µ−1
où n1 et n2 sont les entiers naturels non nuls tels que σ1 ∈ Sn1 et σ2 ∈ Sn2 .
Exemple.
Zx1Zx2x1 = Zx1x3x2 + Zx2x3x1 + Zx3x2x1
= 3Zx3x2x1 + Zx1x3x2 + 2Zx3x1x2 + 2Zx2x3x1 + Zx2x1x3,
Remarque. La structure d’algèbre de Hopf de SH⊛ est la même que celle construite par
Aguiar et Mahajan à partir du monoïde de Hopf des ordres linéaires et d’un foncteur de Fock [3,
Partie III, chapitre 15, exemple 15.17]. On retrouve également cette structure dans les travaux
de Vargas [41] sous le nom d’algèbre de Hopf de super-battages.
Structure de quadri-algèbre et d’algèbre dendriforme sur SH⊛.
Rappels. Commençons par quelques rappels sur les quadri-algèbres, les algèbres dendri-
formes et les algèbres de Zinbiel aussi appelées algèbres dendriformes commutatives ou encore
algèbres de Leibniz duales.
Les algèbres dendriformes ont été introduites par Loday [27]. Elles permettent d’écrire cer-
tains produits associatifs comme somme d’un produit gauche et d’un produit droit. Cela permet
donc de casser l’associativité et d’obtenir des relations de compatibilité souvent plus faciles à
vérifier. Dans [28], Loday et Ronco, grâce à une structure dendriforme, définissent une algèbre
de Hopf d’arbres binaires appelée algèbre de Loday et Ronco. Elle est librement engendrée par
l’arbre binaire à un seul sommet interne. Foissy démontre [16, proposition 31] que l’algèbre de
Hopf de Loday et Ronco décorée est isomorphe à l’algèbre de Hopf des arbres enracinés plans
décorés. Cette démonstration repose sur les caractères dendriformes des deux objets. Aguiar et
Sottile [4] étudient le dual gradué de l’algèbre de Loday et Ronco. La structure bidendriforme
est introduite par Foissy [17]. En plus de scinder l’associativité, elle scinde également la coas-
sociativité. Foissy explicite également la structure bidendriforme de l’algèbre de Malvenuto et
Reutenauer FQSym ainsi que celle de l’algèbre de Hopf des arbres enracinés plans décorés de
Connes et Kreimer. Des versions analogues au théorème de Cartier-Quillen-Milnor-Moore sont
prouvées : par Ronco [35] pour les algèbres dendriformes, par Chapoton [6] pour les bigèbres
dendriformes et par Foissy [17] pour les bigèbres bidendriformes. Le cas bidendriforme implique
[17, théorème 39] que FQSym est isomorphe à une algèbre de Hopf d’arbres enracinés plans
décorés.
Les algèbres de Zinbiel ont été définies par Loday [26, 27]. Elles sont équivalentes aux algèbres
dendriformes commutatives et sont liées aux algèbres de Leibniz (les opérades Zinb et Leib son
duales dans la dualité de Koszul). Livernet [25] remplace les algèbres de Lie et les algèbres
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commutatives par les algèbres de Leibniz et les algèbres de Zinbiel pour définir une théorie non
commutative des homotopies rationnelles. Chapoton [7, théorème 5.9] démontre que l’opérade
Zinb est anticyclique (il existe une action du groupe symétrique Sn+1 sur le Sn-module P(n)
pour tout entier naturel n). Vallette [40, théorème 20] donne une description de Zinb en fonction
des opérades PréLie et Com grâce au produit de Manin.
En considérant une algèbre dendriforme et en scindant les produits gauche et droit en deux
lorsque cela est possible, on obtient une quadri-algèbre. Aguiar et Loday introduisent cette
notion dans [2]. Ils déterminent une structure de quadri-algèbre sur les algèbres infinitésimales
et s’intéressent à la quadri-algèbre libre à un générateur [2, corollaire 3.3, section 4]. Vallette
[40, corollaires 48 et 52, théorème 51] prouve les conjectures émises par Aguiar et Loday dans
[2, conjectures 4.2, 4.5 et 4.6] concernant les opérades Quad et Quad!. Foissy présente la quadri-
algèbre libre à un générateur comme sous objet de FQSym [18, corollaire 7] et définit la notion
de quadri-bigèbre en détaillant l’exemple de FQSym [18, section 3].
Définition 7. Une quadri-algèbre Q est un espace vectoriel muni de quatre opérations ց,
ր, տ et ւ, définies sur Q⊗Q, à valeurs dans Q, et, vérifiant les axiomes suivants : pour tout
x, y, z ∈ Q,
(xտ y)տ z = xտ (y · z), (xր y)տ z = xր (y ≺ z), (x ∧ y)ր z = xր (y ≻ z),
(xւ y)տ z = xւ (y ∧ z), (xց y)տ z = xց (y տ z), (x ∨ y)ր z = xց (y ր z),
(x ≺ y)ւ z = xւ (y ∨ z), (x ≻ y)ւ z = xց (y ւ z), (x · y)ց z = xց (y ց z),
où, pour tout x, y ∈ Q,
x ≺ y = xտ y + xւ y, x ∧ y = xր y + xտ y,
x ≻ y = xր y + xց y, x ∨ y = xց y + xւ y,
et
x · y = xտ y + xւ y + xր y + xց y = x ≺ y + x ≻ y = x ∧ y + x ∨ y.
Définition 8. Une algèbre dendriforme est un espace vectoriel D muni de deux opérations,
un produit gauche ≺: D ⊗ D −→ D et un produit droit ≻: D ⊗ D −→ D, vérifiant les axiomes
suivants : ∀x, y, z ∈ D,
(x ≺ y) ≺ z = x ≺ (y ≺ z) + x ≺ (y ≻ z),
(x ≻ y) ≺ z = x ≻ (y ≺ z),
(x ≺ y) ≻ z + (x ≻ y) ≻ z = x ≻ (y ≻ z).
Proposition 9. Soit (Q,ց,ր,տ,ւ) une quadri-algèbre alors, (Q,տ + ւ,ր + ց), i.e.
(Q,≺,≻), et (Q,ր +տ,ց +ւ), i.e. (Q,∧,∨), sont des algèbres dendriformes.
Définition 10. Une algèbre de Zinbiel est un espace vectoriel Z muni d’une opération binaire
définie sur Z ⊗ Z, à valeur dans Z telle que :
pour tout x, y, z ∈ Z, (x · y) · z = x · (y · z) + x · (z · y).
Proposition 11. Soit (Z, ·) une algèbre de Zinbiel. Pour tout couple (x, y) ∈ Z2 on pose
x ≺ y = x · y et x ≻ y = y · x. On obtient alors que (Z,≺,≻) est une algèbre dendriforme.
Réciproquement, si (D,≺,≻) est une algèbre dendriforme commutative ( i.e. pour tout élément
(x, y) ∈ D2, x ≻ y = y ≺ x) alors, (D,≺) est une algèbre de Zinbiel.
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Cas de SH⊛. Introduisons d’abord les notations suivantes. Soient n1, n2 ∈ N
∗, on pose
Bat1(n1, n2) ={ρ ∈ Bat(n1, n2), ρ
−1(1) = 1},
Bat2(n1, n2) ={ρ ∈ Bat(n1, n2), ρ
−1(1) = n1 + 1}.
Soient σ1 ∈ S1 et σ2 ∈ S2. Définissons sur SH
⊛ les produits suivants :
Zσ1 տ Zσ2 =
∑
τ∈Bat1(n1,n2),
µ∈Bat1(n1,n2)
Zτ◦(σ1∗σ2)◦µ−1 , Zσ1 ւ Zσ2 =
∑
τ∈Bat1(n1,n2),
µ∈Bat2(n1,n2)
Zτ◦(σ1∗σ2)◦µ−1 ,
Zσ1 ր Zσ2 =
∑
τ∈Bat2(n1,n2),
µ∈Bat1(n1,n2)
Zτ◦(σ1∗σ2)◦µ−1 , Zσ1 ց Zσ2 =
∑
τ∈Bat2(n1,n2),
µ∈Bat2(n1,n2)
Zτ◦(σ1∗σ2)◦µ−1 .
Exemples.
Zx2x1 տ Zx1 =Zx2x1x3 + Zx2x3x1 + Zx3x1x2 + Zx3x2x1 ,
Zx2x1 ւ Zx1 =Zx3x2x1 + Zx2x3x1,
Zx2x1 ր Zx1 =Zx3x2x1 + Zx3x1x2,
Zx2x1 ց Zx1 =Zx1x3x2.
A partir des produits précédents on construit :
Zσ1 ≺ Zσ2 =Zσ1 տ Zσ2 + Zσ1 ւ Zσ2 Zσ1 ≻ Zσ2 =Zσ1 ր Zσ2 + Zσ1 ց Zσ2
=
∑
τ∈Bat1(n1,n2),
µ∈Bat(n1,n2)
Zτ◦(σ1∗σ2)◦µ−1 , =
∑
τ∈Bat2(n1,n2),
µ∈Bat(n1 ,n2)
Zτ◦(σ1∗σ2)◦µ−1 .
Zσ1 ∧ Zσ2 =Zσ1 տ Zσ2 + Zσ1 ր Zσ2 Zσ1 ∨ Zσ2 =Zσ1 ւ Zσ2 + Zσ1 ց Zσ2
=
∑
τ∈Bat(n1,n2),
µ∈Bat1(n1,n2)
Zτ◦(wσ1∗wσ2 )◦µ−1 , =
∑
τ∈Bat(n1,n2),
µ∈Bat2(n1,n2)
Zτ◦(wσ1∗wσ2)◦µ−1 .
Exemples.
Zx2x1 ≺ Zx1 =Zx2x1x3 + 2Zx2x3x1 + 2Zx3x2x1 + Zx3x1x2,
Zx2x1 ≻ Zx1 =Zx3x2x1 + Zx3x1x2 + Zx1x3x2,
Zx2x1 ∧ Zx1 =Zx2x1x3 + Zx2x3x1 + 2Zx3x1x2 + 2Zx3x2x1,
Zx2x1 ∨ Zx1 =Zx3x2x1 + Zx2x3x1 + Zx1x3x2.
Par calcul direct, on obtient que (SH,ւ,տ,ր,ց) est une quadri-algèbre. Il s’en suit que
(SH,≺,≻) et (SH,∧,∨) sont des algèbres dendriformes. Il est clair qu’elles sont commutatives
et donc que (SH,≺) et (SH,∧) sont des algèbres de Zinbiel.
En revanche, les algèbres dendriformes ne respectent pas les compatibilités décrites dans [17]
vis-à-vis du coproduit ; même en utilisant le coproduit co-opposé ∆cop. Pour s’en convaincre, il
suffit de considérer ∆(Zx1 ≺ Zx1x2), ∆(Zx2x1 ≺ Zx2x1x3) et ∆(Zx2x1x3 ∧ Zx1).
2.2 Mots tassés stricts croissants
2.2.1 Algèbre de Hopf des mots tassés stricts croissants ISPW
On considère le sous-espace vectoriel de WMat défini par :
V = 〈w ∈WMat, x0 ∈ Alph(w)〉.
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Il est immédiat que V est un biidéal de Hopf. On note SPW l’algèbre de Hopf quotient
WMat/V. On s’intéresse au sous-espace vectoriel 〈x1 . . . x1︸ ︷︷ ︸
α1 fois
. . . xn . . . xn︸ ︷︷ ︸
αn fois
∈ SPW, (n, α1, . . . , αn) ∈
(N∗)n+1〉. Il s’agit d’une sous-algèbre de Hopf de SPW ; on la note ISPW. Par commodité, on
écrira toujours les éléments de ISPW sous forme de combinaison linéaire de mots tassés de la
forme x1 . . . x1︸ ︷︷ ︸
α1 fois
. . . xn . . . xn︸ ︷︷ ︸
αn fois
et non sous forme de combinaison linéaire de classes. L’algèbre de
Hopf ISPW sera appelée algèbre de Hopf des mots tassés stricts croissants.
Exemples.
x1x2x2x3 ∈ ISPW, x1x0x2 /∈ ISPW, x2x2x1 − x0x1 = x1x2x2 ∈ ISPW.
Proposition 12. Dans ISPW le produit s’exprime de la façon suivante :
∗ :
{
ISPW⊗ ISPW −→ ISPW
u⊗ v −→ uTsup(u)(v).
Quant au coproduit, il s’exprime de la manière suivante :
∆ :


ISPW −→ ISPW⊗ ISPW
x1 . . . x1︸ ︷︷ ︸
α1 fois
. . . xn . . . xn︸ ︷︷ ︸
αn fois
−→
∑
0≤p≤k
I+U={1,...,k}
I={i1<···<ip}
U={u1<···<us}
s=k−p
x1 . . . x1︸ ︷︷ ︸
αi1 fois
. . . xp . . . xp︸ ︷︷ ︸
αip fois
⊗x1 . . . x1︸ ︷︷ ︸
αu1 fois
. . . xs . . . xs︸ ︷︷ ︸
αus fois
.
Exemples.
x1x2x2x3x4 ∗ x1x2x2x2 = x1x2x2x3x4x5x6x6x6,
∆(x1x1x1) = x1x1x1 ⊗ 1 + 1⊗ x1x1x1,
∆(x1x2x2) = x1x2x2 ⊗ 1 + x1 ⊗ x1x1 + x1x1 ⊗ x1 + 1⊗ x1x2x2.
Il est immédiat que ISPW est librement engendrée par l’ensemble
{
x1 . . . x1︸ ︷︷ ︸
n fois
, n ∈ N∗
}
.
Sa cogèbre sous-jacente est trivialement cocommutative ; l’algèbre de Hopf ISPW est donc
isomorphe à l’algèbre enveloppante de ses éléments primitifs. On montrera dans la proposition
19 que ISPW et l’algèbre de Hopf des fonctions symétriques non commutatives sont isomorphes.
Un isomorphisme explicite sera donné dans la proposition 42 de la section 3.
On peut facilement calculer la série formelle de ISPW. En effet, pour tout entier naturel n
non nul, ∣∣∣∣{w ∈ (ISPW)n, w mot tassé}
∣∣∣∣ =
∣∣∣∣{α  n}
∣∣∣∣ = 2n−1.
On obtient donc :
FISPW(h) = 1 +
∞∑
n=1
2n−1hn.
Ainsi, la série formelle des primitifs est donnée par la séquence A059966 de [36] :
FPrim(ISPW)(h) = h+ h
2 + 2h3 + 3h4 + 6h5 + 9h6 + 18h7 + 30h8 + 56h9 + 99h10 + . . .
L’objectif de la suite de cette sous-section est alors de déterminer quelques familles d’éléments
primitifs de ISPW.
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Proposition 13. Soit n ∈ N∗. On définit dn comme étant la dimension de Prim(ISPW)n.
Il existe une base B = (e1, . . . , edn) de Prim(ISPW)n telle que chaque élément de B soit associé
à une seule partition de n. Plus précisément, pour tout entier i ∈ {1, . . . , dn}, il existe une unique
partition (α1 ≤ · · · ≤ αki) de n telle que
ei ∈ V ect
(
x1 . . . x1︸ ︷︷ ︸
ασ(1) fois
. . . xki . . . xki︸ ︷︷ ︸
ασ(ki) fois
, σ ∈ Ski
)
.
Démonstration. On sait que Prim(ISPW), muni du crochet {−,−} associé au produit de conca-
ténation décalé, est l’algèbre de Lie librement engendrée par l’ensemble
{
x1 . . . x1︸ ︷︷ ︸
n fois
, n ∈ N∗
}
.
Exemple. Considérons les mots tassés stricts croissants de degré 3. On obtient facilement
que Prim(ISPW)3 est un espace vectoriel de dimension 2 engendré par les vecteurs x1x1x1 et
x1x1x2 − x1x2x2. Le nombre 3 possède trois partitions ((3), (1,2) et (1,1,1)) et quatre composi-
tions ((3), (1,2), (2,1) et (1,1,1)). Le mot x1x1x1 est formé d’un bloc de trois lettres identiques.
Il est donc associé à la partition (3). La somme x1x1x2−x1x2x2 est la combinaison linéaire d’un
mot dont la taille des blocs de lettres distinctes est régie par la composition (2,1) et d’un mot
régi par la composition (1,2). On associe donc l’élément à la partition (1,2). Les partitions du
type (1, . . . , 1︸ ︷︷ ︸
n≥2 fois
) ne sont associées à aucun élément primitif non nul.
Proposition 14. Soient n ∈ N∗, (α1, . . . , αn) ∈ (N
∗)n et (β1, . . . , βn) ∈ (N
∗)n tel que pour
i 6= j on ait βi 6= βj . Posons ρ = α2 + · · · + αn et θ = α1 + · · · + αn. Appelons γ le θ-uplet
γ = (γ1, . . . , γθ) = (β1, . . . , β1︸ ︷︷ ︸
α1 fois
, . . . , βn, . . . , βn︸ ︷︷ ︸
αn fois
). Dans ISPW, on définit l’élément
Prγ =
1
α2! . . . αn!
∑
σ∈Sρ
α1∑
k=1
(−1)k−1
(
α1 − 1
k − 1
) ρ∑
s=0
(−1)s
(
ρ
s
)
wγ,σ˜k,s
où
σ˜1,0 =
(
1 . . . α1 α1 + 1 . . . θ
1 . . . α1 σ(1) + α1 . . . σ(ρ) + α1
)
∈ Sθ,
σ˜k,0 =
(
1 . . . α1 − k + 1 α1 − k + 2 . . . θ − k + 1 θ − k + 2 . . . θ
1 . . . α1 − k + 1 σ(1) + α1 . . . σ(ρ) + α1 α1 − k + 2 . . . α1
)
∈ Sθ,
τk,s =
(
α1 − k + s α1 − k + s+ 1
)
∈ Sθ pour 1 ≤ k ≤ α1 et 1 ≤ s ≤ ρ,
σ˜k,s =σ˜k,s−1 ◦ τk,s ∈ Sθ pour 1 ≤ k ≤ α1 et 1 ≤ s ≤ ρ,
wγ,σ˜k,s = x1 . . . x1︸ ︷︷ ︸
γσ˜k,s(1) fois
. . . xθ . . . xθ︸ ︷︷ ︸
γσ˜k,s(θ) fois
.
Prγ est un élément primitif.
Démonstration. Soit n ∈ N∗ et notons {−,−} le crochet de Lie associé au produit de ISPW.
Commençons par montrer que Pr(1,...,n) est primitif. Ceci est vrai car
Pr(1,...,n) = {{. . . {x1, x1x1} . . .}, x1 . . . x1︸ ︷︷ ︸
n fois
}.
Soient maintenant (α1, . . . , αn) ∈ (N
∗)n et (β1, . . . , βn) ∈ (N
∗)n tel que pour i 6= j on ait
βi 6= βj . Définissons les entiers ρ = α2+ · · ·+αn. Pour tout entier i de l’intervalle J1, α1K on pose
θi = i+ α2 + · · ·+ αn et on appelle γi le θi-uplet γi = (β1, . . . , β1︸ ︷︷ ︸
i fois
, β2, . . . , β2︸ ︷︷ ︸
α2 fois
, . . . , βn, . . . , βn︸ ︷︷ ︸
αn fois
).
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On considère l’endomorphisme d’algèbres de Hopf
Λβ :


ISPW −→ ISPW
x1 . . . x1︸ ︷︷ ︸
k fois
−→


x1 . . . x1︸ ︷︷ ︸
βk fois
si 1 ≤ k ≤ n,
x1 . . . x1︸ ︷︷ ︸
k fois
sinon,
Il est immédiat que Prγ1 =
1
α2!...αn!
Λβ(Pr(1,...,θ1)). Pour tout entier i de l’intervalle J1, α1−1K
on a
Prγi+1 = {x1 . . . x1︸ ︷︷ ︸
β1 fois
,Prγi}.
Exemples.
Pr(1,1,2,2) =x1x2x3x3x4x4 − 2x1x2x2x3x4x4 + 2x1x1x2x3x3x4 − x1x1x2x2x3x4,
Pr(2,2,1,3) =x1x1x2x2x3x4x4x4 − 2x1x1x2x3x3x4x4x4 + 2x1x2x2x3x3x3x4x4
−x1x2x2x2x3x3x4x4 + x1x1x2x2x3x3x3x4 − 2x1x1x2x2x2x3x3x4
+2x1x1x1x2x2x3x4x4 + x1x1x1x2x3x3x4x4.
Remarque. En degré n ≤ 6, la proposition 14 permet d’obtenir une base Prim(ISPW)n.
En degré 7, cette proposition ne donne que 17 vecteurs linéairement indépendants sur les 18
nécessaires pour former une base.
Proposition 15. Soient n ∈ N∗, (α1, . . . , αn) ∈ (N
∗)n et (β1, . . . , βn) ∈ (N
∗)n tel que pour
i 6= j on ait βi 6= βj . Posons θ = α1+ · · ·+αn et γ = (γ1, . . . , γθ) = (β1, . . . , β1︸ ︷︷ ︸
α1 fois
, . . . , βn, . . . , βn︸ ︷︷ ︸
αn fois
).
Dans ISPW, on définit l’élément
PrΛγ =
1
α1! . . . αn!
∑
σ∈Sθ
α1∑
i=1
(−1)σ
−1(i)−1
(
θ − 1
σ−1(i)− 1
)
wγ,σ
où
wγ,σ = x1 . . . x1︸ ︷︷ ︸
γσ(1) fois
. . . xθ . . . xθ︸ ︷︷ ︸
γσ(θ) fois
.
L’élément PrΛγ est primitif dans ISPW.
Démonstration. Soient n ∈ N∗, (α1, . . . , αn) ∈ (N
∗)n et (β1, . . . , βn) ∈ (N
∗)n tel que pour i 6= j
on ait βi 6= βj . Posons θ = α1 + · · · + αn et γ = (γ1, . . . , γθ) = (β1, . . . , β1︸ ︷︷ ︸
α1 fois
, . . . , βn, . . . , βn︸ ︷︷ ︸
αn fois
).
Considérons l’élément PrΛ(1,...,θ) . on a :
PrΛ(1,...,θ) =
∑
σ∈Sθ
(−1)σ
−1(1)−1
(
θ − 1
σ−1(1) − 1
)
x1 . . . x1︸ ︷︷ ︸
σ(1) fois
. . . xθ . . . xθ︸ ︷︷ ︸
σ(θ) fois
= Pr(1,...,θ).
Ainsi PrΛ(1,...,θ) est un élément primitif de ISPW.
Grâce à l’application Λγ on a : PrΛγ =
1
(α1 − 1)!α2! . . . αn!
Λγ(PrΛ(1,...,θ)). L’élément PrΛγ
est donc primitif dans ISPW.
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Exemple. Posons γ = (1, 1, 3, 3, 3). L’élément PrΛγ est primitif dans ISPW.
PrΛγ =− 3x1x2x3x3x3x4x4x4x5x5x5 + 7x1x2x2x2x3x4x4x4x5x5x5 + 2x1x1x1x2x3x4x4x4x5x5x5
−3x1x2x2x2x3x3x3x4x5x5x5 − 8x1x1x1x2x3x3x3x4x5x5x5 + 2x1x1x1x2x2x2x3x4x5x5x5
+2x1x2x2x2x3x3x3x4x4x4x5 − 3x1x1x1x2x3x3x3x4x4x4x5 + 7x1x1x1x2x2x2x3x4x4x4x5
−3x1x1x1x2x2x2x3x3x3x4x5.
Remarques.
1. Soient n ∈ N∗, (α1, . . . , αn) ∈ (N
∗)n et (β1, . . . , βn) ∈ (N
∗)n tel que pour i 6= j on ait
βi 6= βj . Posons γ = (β1, . . . , β1︸ ︷︷ ︸
α1 fois
, . . . , βn, . . . , βn︸ ︷︷ ︸
αn fois
).
(a) Si α1 = 1, les éléments PrΛγ et Prγ sont égaux.
(b) Si (n = 2 et α1 = α2 = 2) ou (n = 3, α1 = 2 et α2 = α3 = 1), i.e. γ = (β1, β1, β2, β2)
ou γ = (β1, β1, β2, β3), on a alors : PrΛγ = −2Prγ .
(c) Si n = 2 et α2 = 1, i.e. γ = (β1, . . . , β1︸ ︷︷ ︸
α1 fois
, β2), on a alors PrΛγ = (−1)
α1+1Prγ .
(d) Si (n = 2, α1 ≥ 2 et α2 ≥ 3) ou (n = 3, α1 ≥ 2 et α2 + α3 6= 2) ou (n ≥ 4 et α1 ≥ 2),
il n’existe pas de scalaire k ∈ K∗ tel que PrΛγ = kPrγ . En effet, en posant α3 = 0
dans le cas n = 2 la multiplicité du mot tassé
x1 . . . x1︸ ︷︷ ︸
β2 fois
∗(x1 . . . x1︸ ︷︷ ︸
β1 fois
)α1 ∗ (x1 . . . x1︸ ︷︷ ︸
β2 fois
)α2−1 ∗ (x1 . . . x1︸ ︷︷ ︸
β3 fois
)α3 ∗ · · · ∗ (x1 . . . x1︸ ︷︷ ︸
βn fois
)αn
est nulle dans Prγ alors quelle est non nulle, puisqu’égale à (−1)
α1
(
θ − 2
α1
)
− 1, dans
PrΛγ .
(e) Si (n = 2, α1 ≥ 3 et α2 = 2) ou (n = 3, α1 ≥ 3 et α2 = α3 = 1), il n’existe pas de
scalaire k ∈ K∗ tel que PrΛγ = kPrγ . En effet, en posant α3 = 0 dans le cas n = 2,
la multiplicité du mot tassé
x1 . . . x1︸ ︷︷ ︸
β1 fois
∗x1 . . . x1︸ ︷︷ ︸
β2 fois
∗(x1 . . . x1︸ ︷︷ ︸
β1 fois
)α1−1 ∗ (x1 . . . x1︸ ︷︷ ︸
β1 fois
)α2−1 ∗ (x1 . . . x1︸ ︷︷ ︸
β3 fois
)α3
est nulle dans Prγ alors quelle est non nulle, puisqu’égale à θ− 1+ (−1)
θ , dans PrΛγ .
2. La famille définie dans la proposition 15 permet d’engendrer Prim(ISPW)n pour n in-
férieur ou égal à 6 mais ne permet pas d’engendrer Prim(ISPW)7. Il en est de même si
l’on considère la réunion des familles définies dans les propositions 14 et 15.
2.2.2 Algèbres de Hopf ISPW⊛
L’objectif ici est de présenter les opérations de l’algèbre de Hopf ISPW⊛. Pour cela, notons
(Zx1 . . . x1︸ ︷︷ ︸
α1 fois
...xn . . . xn︸ ︷︷ ︸
αn fois
)(n,α1,...,αn)∈(N∗)n+1 la base duale des mots tassés stricts croissants.
Proposition 16. Le coproduit de la cogèbre ISPW⊛ est donné par l’application suivante :
∆ :


ISPW⊛ −→ ISPW⊛ ⊗ ISPW⊛
Zx1 . . . x1︸ ︷︷ ︸
α1 fois
...xn . . . xn︸ ︷︷ ︸
αn fois
−→
n∑
i=0
Zx1 . . . x1︸ ︷︷ ︸
α1 fois
...xi . . . xi︸ ︷︷ ︸
αi fois
⊗ Zx1 . . . x1︸ ︷︷ ︸
αi+1 fois
...xn−i . . . xn−i︸ ︷︷ ︸
αn fois
.
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Exemple.
∆(Zx1x1x2x3x3x3) = Zx1x1x2x3x3x3 ⊗ 1+Zx1x1 ⊗Zx1x2x2x2 +Zx1x1x2 ⊗Zx1x1x1 +1⊗Zx1x1x2x3x3x3.
Proposition 17. Le produit de l’algèbre ISPW⊛ est défini par l’application :
m :


ISPW⊛ ⊗ ISPW⊛ −→ ISPW⊛
Zx1 . . . x1︸ ︷︷ ︸
α1 fois
...xp . . . xp︸ ︷︷ ︸
αp fois
⊗ Zx1 . . . x1︸ ︷︷ ︸
β1 fois
...xq . . . xq︸ ︷︷ ︸
βq fois
−→
∑
τ∈Bat(p,q)
Zx1 . . . x1︸ ︷︷ ︸
γ
τ−1(1)
fois
...xp+q . . . xp+q︸ ︷︷ ︸
γ
τ−1(p+q)
fois
où
γi =
{
αi si i ∈ {1, . . . , p},
βi−p si i ∈ {p+ 1, . . . , p+ q}.
Démonstration. Ceci se montre par calcul direct.
Exemples.
Zx1x1Zx1x1 =2Zx1x1x2x2,
Zx1x2x2Zx1x1 =2Zx1x2x2x3x3 + Zx1x1x2x3x3.
Isomorphisme entre ISPW⊛ et QSym. L’algèbre des fonctions quasi-symétriques, notée
QSym, a été introduite par Gessel [21] suite au développement de la théorie des P-partitions
par Stanley [38]. Malvenuto et Reutenauer [29, chapitre 4] [30] étudient la structure d’algèbre
de Hopf de QSym. Ils explicitent l’antipode [29, chapitre 4, corollaire 4.20] [30, corollaire 2.3]
également déterminée par Ehrenborg [15, section 3, proposition 3.4]. L’algèbre de Hopf des
fonctions symétriques non commutatives NSym est introduite dans [20, section 3.1] et étudiée
[20, 22, 13, 23, 24, 11, 10]. On peut la voir comme le dual gradué de QSym. Malvenuto et
Reutenauer s’intéressent également à QSym⊛. En effet, les auteurs définissent les fonctions
quasi-symétriques libres [29, chapitre 5, section 5.2] [30, section 3], les munissent de deux struc-
tures d’algèbres de Hopf isomorphes et duales, expriment l’algèbre Σ des descentes de Solomon
[37, 19] comme sous-algèbre de Hopf et montrent que Σ et le dual gradué de QSym sont iso-
morphes [29, chapitre 5, théorème 5.18] [30, théorème 3.3].
Rappelons ici la construction de QSym détaillée dans [29, 30]. On considère Y = {y1 <
y2 < . . .} un ensemble infini, dénombrable et totalement ordonné d’indéterminées commutant
deux à deux. On pose K[[Y ]] l’algèbre des séries formelles sur Y . On considère dans K[[Y ]] le
sous-espace vectoriel
QSym = V ect
(
M(α1,...,αk) =
∑
yi1<···<yik
yα1i1 . . . y
αk
ik
, k ∈ N∗, (α1, . . . , αk) ∈ (N
∗)k
)
.
L’espace QSym est une sous-algèbre de K[[Y ]] pour le produit habituel des séries formelles.
Dans le cas de QSym il s’écrit comme un produit de battage contractant.
Exemple. Le coproduit de déconcaténation ∆ fait de QSym une cogèbre colibre compa-
tible avec la structure d’algèbre. Ainsi, QSym est une algèbre de Hopf.
Exemples.
∆(M(1)) =M(1) ⊗ 1 + 1⊗M(1),
∆(M(2,1,3)) =M(2,1,3) ⊗ 1 +M(2) ⊗M(1,3) +M(2,1) ⊗M(3) + 1⊗M(2,1,3).
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Réécrivons maintenant les opérations de ISPW⊛ en terme de compositions. Pour tout entier
n ∈ N∗ et tout n-uplet (k1, . . . , kn) ∈ (N
∗)n, posons Z(k1,...,kn) = Zx1 . . . x1︸ ︷︷ ︸
k1 fois
...xn . . . xn︸ ︷︷ ︸
kn
. Le produit
et le coproduit de ISPW⊛ se réécrivent de la façon suivante : pour tous les entiers n,m ∈ N∗,
tout n-uplet (k1, . . . , kn) ∈ (N
∗)n et tout m-uplet (l1, . . . , lm) ∈ (N
∗)m,
Z(k1,...,kn)Z(l1,...,lm) =Z(k1,...,kn)(l1,...,lm),
∆(Z(k1,...,kn)) =Z(k1,...,kn) ⊗ 1 + 1⊗ Z(k1,...,kn) +
n−1∑
i=1
Z(k1,...,ki) ⊗ Z(ki+1,...,kn).
Proposition 18. Les algèbres de Hopf QSym et ISPW⊛ sont isomorphes.
Démonstration. On sait que les algèbres de HopfQSym et ISPW⊛ ont même série de Poincaré-
Hilbert et qu’elles sont graduées, connexes, colibres et commutatives. Elles sont donc isomorphes.
Remarque. Un isomorphisme explicite entre ISPW⊛ et QSym sera donné dans la sec-
tion 3 par la proposition 41.
Rappelons maintenant les opérations de l’algèbre de Hopf des fonctions symétriques non-
commutatives NSym obtenues par dualité avec celles de QSym. Notons (M∗α|=n)n∈N∗ la base
duale de la base (Mα|=n)n∈N∗ de QSym. Le produit de NSym est donné par la concaténation
des compositions.
Exemple.
M∗(1,3,2,2,1)M
∗
(4,1,4) = M
∗
(1,3,2,2,1,4,1,4).
Pour déterminer le coproduit de NSym, il suffit de connaître sa valeur pour les éléments de la
famille (M∗n)n∈N∗ . Soit donc n un entier naturel non nul. La valeur de ∆(M
∗
n)) est donnée par :
∆(M∗(n)) = M
∗
(n) ⊗ 1 + 1⊗M
∗
(n) +
n−1∑
s=1
M∗(s) ⊗M
∗
(n−s).
Exemples. Considérons pour exemples les éléments M∗(3) et M
∗
(1,2). Calculons leur copro-
duit réduit.
∆˜(M∗(3)) =M
∗
(1) ⊗M
∗
(2) +M
∗
(2) ⊗M
∗
(1),
∆˜(M∗(1,2)) =M
∗
(1) ⊗M
∗
(2) +M
∗
(2) ⊗M
∗
(1) +M
∗
(1,1) ⊗M
∗
(1) +M
∗
(1) ⊗M
∗
(1,1).
Proposition 19. Les algèbres de Hopf NSym et ISPW sont isomorphes.
Démonstration. Il suffit de dualiser la proposition précédente.
Remarque. Un isomorphisme explicite entre NSym et ISPW sera donné dans la propo-
sition 42 de la section 3.
2.3 Algèbre de Hopf des compositions étendues
2.3.1 Algèbre de Hopf Ce
Construction de Ce. On appelle espace vectoriel des compositions étendues, l’espace Ce défini
par :
Ce = V ect
(
(α0, α1, . . . , αk) ∈ N× (N
∗)k, k ∈ N
)
.
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On définit l’application linéaire surjective suivante :
Π :
{
WMat −→ Ce
w = xi1 . . . xis −→ (|w|x0 , . . . , |w|xsup(w)).
Pour w = xi1 . . . xis ∈WMat et σ ∈ Ss on pose wσ = xiσ(1) . . . xiσ(s) . Le noyau de l’application
Π est l’espace vectoriel J = ker(Π) = 〈w − wσ, w ∈WMat, σ ∈ S|w|〉.
Proposition 20. J est un biidéal de Hopf de WMat.
Démonstration. Soit v,w ∈ WMat deux mots tassés, σ ∈ S|w|. On appelle α, β, k et s les
entiers respectifs sup(v), sup(w), |v| et |w|. On a :
v ∗ (w −wσ) = v ∗ w − v ∗ wσ = vTα(w)− vTα(wσ) = u− uσ˜
où
u = vTα(w) et σ˜ =
(
1 . . . k k + 1 . . . k + s
1 . . . k k + σ(1) . . . k + σ(s)
)
et
(w − wσ) ∗ v = u
′ − u′
σ˜′
où
u′ = wTβ(v) et σ˜′ =
(
1 . . . s s+ 1 . . . s+ k
σ(1) . . . σ(s) s+ 1 . . . s+ k
)
.
On obtient donc que J est un idéal de WMat.
Considérons maintenant ∆(w − wσ).
∆(w − wσ) = ∆(w)−∆(wσ)
=
∑
I+J={1,...,|w|}
(
pack(w[I]) ⊗ pack(w[J ]/w[I]) − pack(wσ[I]) ⊗ pack(wσ[J ]/w[I])
)
=
∑
I+J={1,...,|w|}
(
pack(w[I]) ⊗ pack(w[J ]/w[I]) − pack(wσ[UI ])⊗ pack(wσ [VJ ]/w[UI ])
)
où UI = σ
−1(I) et VJ = σ
−1(J). On a donc ∆(w −wσ) ⊂ J ⊗WMat+WMat⊗J . Ainsi, J
est un coïdéal.
Au final, J est un biidéal de Hopf de WMat.
WMat/J est donc une bigèbre graduée, c’est donc une algèbre de Hopf quotient deWMat.
En identifiant maintenantWMat/J et Ce, on peut munir Ce d’une structure d’algèbre de Hopf.
Reste alors à décrire ses opérations.
Proposition 21. Le produit de l’algèbre Ce est donné par l’application :
∗ :
{
Ce ⊗ Ce −→ Ce
(α0, . . . , αs)⊗ (β0, . . . , βk) −→ (α0 + β0, α1, . . . , αs, β1, . . . , βk).
Exemples.
(0, 1, 4, 2) ∗ (3, 2, 2) =(3, 1, 4, 2, 2, 2),
(3, 2, 2) ∗ (0, 1, 4, 2) =(3, 2, 2, 1, 4, 2),
(2, 3, 4, 1, 2) ∗ (12, 3, 14, 4) =(14, 3, 4, 1, 2, 3, 14, 4).
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Remarque. L’algèbre Ce ne peut être libre du fait de l’existence de la lettre x0 dans
l’alphabet de WMat. Les éléments (α0) pour α0 ∈ N sont centraux. Si on considère la sous-
algèbre C engendrée par les éléments de la forme (0, α1, . . . , αk) ∈ (N
∗)k avec k ∈ N, celle-ci est
alors libre : il s’agit de l’algèbre tensorielle T 〈(0, n), n ∈ N∗〉.
Proposition 22. Le coproduit de la cogèbre Ce est donné par l’application :
∆ :


Ce −→ Ce ⊗ Ce
(α0, . . . , αp) −→
α0∑
a=0
p∑
n=0
∑
1≤ii<···<in≤p
αi1+···+αin∑
s=n
∑
ki1+···+kin=s
1≤kij≤αij
cα,a,n,I,s,KI tα,a,n,I,s,KI
où
cα,a,n,I,s,KI =
(
α0
a
)(
αi1
ki1
)
. . .
(
αin
kin
)
,
tα,a,n,I,s,KI =(a, ki1 , . . . , kin)⊗ (α0 − a+
n∑
j=1
(αij − kij ), αu1 , . . . , αup−n),
{u1 < · · · < up−n} =J1, pK \ {i1, . . . , in}.
Exemples. Donnons quelques exemples pour le calcul du coproduit de la cogèbre Ce. On
ne donne que les coproduits réduits.
∆˜((1, 1, 1)) =(1) ⊗ (0, 1, 1) + 2(0, 1) ⊗ (1, 1) + (0, 1, 1) ⊗ (1) + 2(1, 1) ⊗ (0, 1),
∆˜((0, 2, 1)) =(0, 1) ⊗ (0, 2) + 2(0, 1) ⊗ (1, 1) + (0, 2) ⊗ (0, 1) + 2(0, 1, 1) ⊗ (1).
Remarques.
1. La cogèbre Ce n’est pas colibre. En effet,
Prim(Ce)1 =V ect((1), (0, 1)),
Prim(Ce)2 =(0),
Prim(Ce)3 =V ect((0, 1, 2) − (0, 2, 1))
Or, la série formelle de Ce étant égale à FCe(h) =
∞∑
n=0
2nhn = 11−2h , on a 1−
1
FCe(h)
= 2h.
Donc, si Ce était colibre, on aurait Prim(Ce)3 = (0) ; ce qui n’est pas le cas.
2. Les seules compositions étendues primitives sont celles de degré 1, i.e. (1) et (0, 1).
Structure de coproduit semi-direct. L’objectif de ce paragraphe est de décrire la structure
d’algèbre de Hopf de Ce en fonction de celle de l’algèbre de polynômes K[(1)] et de celle de
l’algèbre tensorielle T 〈(0, n), n ∈ N∗〉. Pour cela, nous allons établir un isomorphisme entre Ce
et le coproduit semi-direct d’algèbres de Hopf K[(1)] ⋊ T 〈(0, n), n ∈ N∗〉.
Rappels. Commençons par quelques rappels sur le coproduit semi-direct d’algèbres de
Hopf (cf. [34]). Considérons donc (H,mH , ηH ,∆H , εH) et (C,mC , ηC ,∆C , εC) deux algèbres de
Hopf. On suppose que C possède une structure de H-comodule à droite donnée par le mor-
phisme :
ρ :
{
C −→ C ⊗H
c −→
∑
c(1) ⊗ c(2).
On définit la volte ν par :
ν :
{
H ⊗ C −→ C ⊗H
h⊗ c −→ c⊗ h.
On appelle IdH (respectivement IdC) la fonction identité de H (respectivement C).
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Définition 23. 1. C est une comodule-algèbre si mC et ηC sont des morphismes de
H-comodules i.e.
ρ ◦ ηC = (ηC ⊗ ηH) ◦ ρ|K et ρ ◦mC = (mC ⊗mH) ◦ (IdC ⊗ ν ⊗ IdH) ◦ (ρ⊗ ρ).
2. C est une comodule-cogèbre si ∆C et εC sont des morphismes de H-comodules i.e.
(εC⊗IdH)◦ρ = ηH◦εC et (∆C⊗IdH)◦ρ = (IdC⊗IdC⊗mH)◦(IdC⊗ν⊗IdH)◦(ρ⊗ρ)◦∆C .
3. C est une comodule-bigèbre si elle est à la fois une comodule-algèbre et une comodule-
cogèbre.
Sur H ⊗ C on définit les morphismes suivants :
m =(mH ⊗mC) ◦ (IdH ⊗ ν
−1 ⊗ IdC),
η =ηH ⊗ ηC ,
ε =εH ⊗ εC ,
∆ =(IdH ⊗ IdC ⊗mH ⊗ IdC) ◦ (IdH ⊗ ν ⊗ IdH ⊗ IdC) ◦ (∆H ⊗ ρ⊗ IdC) ◦ (IdH ⊗∆C).
Théorème 24. Supposons que H soit une algèbre de Hopf commutative et que l’algèbre de
Hopf C soit une comodule-bigèbre. On obtient alors que (H ⊗ C,m, η,∆, ε) est une algèbre de
Hopf notée H ⋊ C et appelée coproduit semi-direct de C par H.
Démonstration. Il s’agit du théorème 2.14 énoncé et démontré par Molnar dans [34].
Interpretation de Ce en terme d’un coproduit semi-direct d’algèbres de Hopf.
Interprétons Ce comme le coproduit semi-direct d’une algèbre de Hopf C par une algèbre de
Hopf H. Pour cela posons H = K[(1)] et C = T 〈(0, n), n ∈ N∗〉. Commençons par expliciter les
opérations de ces deux algèbres de Hopf.
Cas de H. L’algèbre de Hopf H est isomorphe à l’algèbre de polynômes K[X]. Son produit
∗H est donc donné par le produit habituel des polynômes i.e. :
∗H :
{
H ⊗H −→ H
(k)⊗ (l) −→ (k) ∗H (l) = (1)
k ∗H (1)
l = (k + l).
Le coproduit ∆H rend (1) primitif. Il est ainsi complètement déterminé.
Exemples.
[3(2) − 4(1) + 6] ∗H [(1) − 1] =[3(1)
2 − 4(1) + 6] ∗H [(1) − 1] = 3(3) − 7(2) + 10(1) − 6,
∆H((3) − 2(1) + 4) =[(3) − 2(1)] ⊗ 1H + 1H ⊗ [(3) − 2(1)]
+4 1H ⊗ 1H + 3(1) ⊗ (2) + 3(2) ⊗ (1).
Cas de C. L’algèbre de Hopf C est isomorphe à celle des fonctions symétriques non com-
mutatives NSym. Son produit ∗C est donc donné par concaténation i.e. :
∗C :
{
C ⊗C −→ C
(0, n1, . . . , nk)⊗ (0,m1, . . . ,ms) −→ (0, n1, . . . , nk,m1, . . . ,ms).
Son coproduit ∆C est complètement déterminé en rendant primitifs ses générateurs i.e. :
∆C :
{
C −→ C ⊗ C
(0, n), n ∈ N∗ −→ (0, n)⊗ 1C + 1C ⊗ (0, n).
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Exemples.
(0, 2, 3, 1) ∗C (0, 9, 4, 6) =(0, 2, 3, 1, 9, 4, 6),
∆C((0, 1, 2)) =(0, 1, 2) ⊗ 1C + (0, 1) ⊗ (0, 2) + (0, 2) ⊗ (0, 1) + 1C ⊗ (0, 1, 2).
Proposition 25. On définit l’application suivante :
ρ :


C −→ C ⊗H
(0, n1, . . . , nq) −→
n1+···+nq−1∑
s=q
∑
k1+···+kq=s
1≤kj≤nj
(
n1
k1
)
. . .
(
nq
kq
)
(0, k1, . . . , kq)⊗ (
q∑
j=1
nj − kj)
+(0, n1, . . . , nq)⊗ 1H .
(C, ρ) est un H-comodule à droite.
Exemples.
ρ((0, n)) =
n−1∑
k=1
(
n
k
)
(0, k) ⊗ (n− k) + (0, n)⊗ 1H pour n ∈ N
∗,
ρ((0, 2, 2)) =4(0, 1, 1) ⊗ (2) + 2(0, 1, 2) ⊗ (1) + 2(0, 2, 1) ⊗ (1) + (0, 2, 2) ⊗ 1H .
Démonstration. Soit (0, n1, . . . , nq) ∈ C\{1C}. Calculons ρ((0, n1, . . . , nq)) à partir de ρ((0, nj)),
pour j ∈ {1, . . . , q}. Posons d’abord θ = n1 + · · ·+ nq. On a :
ρ((0, n1)) . . . ρ((0, nq)) =
q
−→∏
j=1

nj−1∑
kj=1
(
nj
kj
)
(0, kj)⊗ (nj − kj) + (0, nj)⊗ 1H


=
θ−1∑
s=q
∑
k1+···+kq=s
1≤kj≤nj
(
n1
k1
)
. . .
(
nq
kq
)
(0, k1, . . . , kq)⊗ (θ − s)
+ (0, n1, . . . , nq)⊗ 1H
=ρ((0, n1, . . . , nq)).
Ainsi ρ ◦mC = (mC ⊗mH) ◦ (IdC ⊗ ν ⊗ IdH) ◦ (ρ⊗ ρ) i.e. ρ est un morphisme d’algèbres de C
dans C⊗H. Donc, pour montrer que (IdC⊗∆H)◦ρ = (ρ⊗ IdH)◦ρ et que (IdC⊗εH)◦ρ = IdC
il suffit de le vérifier pour les éléments (0, n) tels que n ∈ N∗. Soit (0, n) ∈ C \{1C}. On a alors :
(IdC ⊗∆H) ◦ ρ((0, n)) =
n−2∑
k=1
n−k−1∑
l=1
(
n
k
)(
n− k
l
)
(0, k) ⊗ (l)⊗ (n− k − l)
+
n−1∑
k=1
(
n
k
)
(0, k) ⊗ 1H ⊗ (n− k) +
n−1∑
k=1
(
n
k
)
(0, k) ⊗ (n− k)⊗ 1H
+(0, n)⊗ 1H ⊗ 1H
et
(ρ⊗ IdH) ◦ ρ((0, n)) =
n−1∑
k=2
k−1∑
l=1
(
k
l
)(
n
k
)
(0, l)⊗ (k − l)⊗ (n− k)
+
n−1∑
k=1
(
n
k
)
(0, k) ⊗ 1H ⊗ (n− k) +
n−1∑
s=1
(
n
s
)
(0, s)⊗ (n− s)⊗ 1H
+(0, n)⊗ 1H ⊗ 1H .
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On obtient donc (ρ⊗ IdH) ◦ ρ = (IdC ⊗∆H) ◦ ρ.
De plus,
(IdC ⊗ εH) ◦ ρ((0, n)) =
n−1∑
k=1
(
n
k
)
(0, k)εH ((n − k)) + (0, n)εH (1H) = (0, n);
donc (IdC ⊗ εH) ◦ ρ = IdC .
Proposition 26. C est une comodule-bigèbre.
Démonstration. Structure de comodule-algèbre. ρ(1C) = 1C ⊗ 1H par définition. Dans
la démonstration de la proposition 25, nous avons déjà prouvé l’égalité entre les mor-
phismes ρ ◦mC et (mC ⊗mH) ◦ (IdC ⊗ ν ⊗ IdH) ◦ (ρ⊗ ρ).
Structure de comodule-cogèbre. Il est immédiat que (εC ⊗ IdH) ◦ ρ = ηH ◦ εC . Soit
(0, n) ∈ C \ {1C}. On a alors :
(∆C ⊗ IdH) ◦ ρ((0, n)) =
n−1∑
k=1
(
n
k
)
(0, k) ⊗ 1C ⊗ (n − k) +
n−1∑
k=1
(
n
k
)
1C ⊗ (0, k) ⊗ (n− k)
+(0, n)⊗ 1C ⊗ 1H + 1C ⊗ (0, n)⊗ 1H
et
g((0, n)) =(IdC ⊗ IdC ⊗mH) ◦ (IdC ⊗ ν ⊗ IdH) ◦ (ρ⊗ ρ) ◦∆C((0, n))
=
n−1∑
k=1
(
n
k
)
(0, k) ⊗ 1C ⊗ (n− k) + (0, n) ⊗ 1C ⊗ 1H
+
n−1∑
k=1
(
n
k
)
1C ⊗ (0, k) ⊗ (n− k) + 1C ⊗ (0, n)⊗ 1H .
Donc, (∆C ⊗ IdH)◦ρ((0, n)) = (IdC ⊗ IdC⊗mH)◦ (IdC ⊗ν⊗ IdH)◦ (ρ⊗ρ)◦∆C((0, n)).
Comme ρ et ∆C sont des morphismes d’algèbres, l’égalité précédente suffit pour montrer
l’égalité entre (∆C ⊗ IdH) ◦ ρ et (IdC ⊗ IdC ⊗mH) ◦ (IdC ⊗ ν ⊗ IdH) ◦ (ρ⊗ ρ) ◦∆C .
D’après le théorème 24 page 22, on peut considérer l’algèbre de Hopf coproduit semi-direct
H ⋊ C.
Théorème 27. L’application
Υ :
{
Ce −→ H ⋊ C
(α0, α1, . . . , αk) −→ (α0)⊗ (0, α1, . . . , αk)
est un isomorphisme d’algèbres de Hopf.
Démonstration. Le fait que Υ soit un isomorphisme d’algèbres est immédiat. Dans cette dé-
monstration notons ∆Ce (respectivement ∆) le coproduit de Ce (respectivement le coproduit de
H ⋊ C). Montrons que (Υ ⊗ Υ) ◦ ∆Ce = ∆ ◦ Υ. Comme Υ, ∆Ce et ∆ sont des morphismes
d’algèbres, il suffit de le montrer pour (1) et tout élément de Ce de la forme (0, n) où n ∈ N
∗.
Pour (1), c’est immédiat. Soit maintenant n un entier naturel non nul.
∆ ◦Υ((0, n)) =
n−1∑
k=1
(
n
k
)
[1H ⊗ (0, k)] ⊗ [(n − k)⊗ 1C ]
+[1H ⊗ (0, n)]⊗ [1H ⊗ 1C ] + [1H ⊗ 1C ]⊗ [1H ⊗ (0, n)]
=
n−1∑
k=1
(
n
k
)
Υ⊗Υ((0, k) ⊗ (n− k)) + Υ⊗Υ((0, n) ⊗ 1Ce) + Υ⊗Υ(1Ce ⊗ (0, n))
=(Υ ⊗Υ) ◦∆Ce((0, n)).
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Actions liées à la structure de coproduit semi-direct. Pour définir la structure de copro-
duit semi-direct de C = T 〈(0, n), n ∈ N∗〉 sur H = K[(1)], nous avons eu recours à une coaction
à droite ρ, à savoir :
ρ :


C −→ C ⊗H
(0, n1, . . . , nq) −→
n1+···+nq−1∑
s=q
∑
k1+···+kq=s
1≤kj≤nj
(
n1
k1
)
. . .
(
nq
kq
)
(0, k1, . . . , kq)⊗ (
q∑
j=1
nj − kj)
+(0, n1, . . . , nq)⊗ 1H .
Cette coaction permet de mettre à jour deux actions : l’une de H⊛ sur C⊛, l’autre des caractères
de H sur ceux de C.
Action duale de ρ. Transposons l’opération ρ afin d’obtenir une action à gauche de
H⊛ sur C⊛. Avant de décrire cette action, notons d’abord (Z(0,n1,...,ns))(s,(n1,...,ns))∈N∗×(N∗)s et
(Z(k))k∈N∗ les bases duales respectives de C
⊛ et H⊛.
Proposition 28. L’action duale de ρ est donnée par le morphisme :
ρ∗ :


C⊛ ⊗H⊛ −→ C⊛
Z(0,n1,...,ns) ⊗ Z(k) −→
∑
δ1+···+δs=k
δi∈N
(
n1 + δ1
n1
)
. . .
(
ns + δs
ns
)
Z(0,n1+δ1,...,ns+δs),
1C⊛ ⊗ Z(k) −→ 0.
Démonstration. On le démontre par calcul direct.
Exemples.
ρ∗(Z(0,n1,...,ns) ⊗ 1H⊛) =Z(0,n1,...,ns),
ρ∗(Z(0,5,23,4) ⊗ Z(1)) =Z(0,6,23,4) + Z(0,5,24,4) + Z(0,5,23,5),
ρ∗(Z(0,5,23,4) ⊗ Z(2)) =Z(0,7,23,4) + Z(0,5,25,4) + Z(0,5,23,6) + Z(0,6,24,4) + Z(0,6,23,5) + Z(0,5,24,5).
Action des caractères de K[(1)] sur ceux de T 〈(0, n), n ∈ N∗〉. Notons Char(H) et
Char(C) les caractères de H et C respectivement. On désigne par K[[X]]+ l’espace vectoriel des
séries formelles sans terme constant.
Proposition 29. Définissons les morphismes :
ωH :


(K,+) −→ (Char(H),+)
λ −→
{
H −→ K
(1) −→ λ,
ωC :


(K[[X]]+,+) −→ (Char(C),+)
∞∑
n=1
anX
n −→
{
C −→ K
(0, s) −→ s!as,
et
ωC :


(K[[X]]+,+) −→ (Char(C),+)
∞∑
n=1
anX
n −→
{
C −→ K
(0, s) −→
as
s!
.
Ces trois applications sont des isomorphismes de groupes.
Démonstration. Direct.
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Grâce aux isomorphismes ωH , ωC et ωC , donner une action de Char(H) sur Char(C) revient
à donner une action de K sur K[[X]]+.
Proposition 30. Soit Ω l’application :
Ω :


K×K[[X]]+ −→ K[[X]]+
(λ, a) −→
∞∑
s=1
ωC
(
∞∑
n=1
[(ωC(a)⊗ ωH(λ)) ◦ ρ]((0, n))X
n
)
((0, s))Xs
où ρ désigne la coaction ρ : C −→ C ⊗ H définie dans le paragraphe précédent. Il s’agit de
l’application
Ω :
{
K×K[[X]]+ −→ K[[X]]+
(λ, a) −→ aeλX .
Elle définit donc une action de K sur K[[X]]+ et, par suite, une action de Char(H) sur Char(C).
Démonstration. Soient λ un élément de K, a une série formelle sans terme constant et n un
entier naturel non nul. Posons b =
∞∑
s=1
bsX
s = Ω(λ, a). On a alors :
(ωC(a)⊗ ωH(λ)) ◦ ρ((0, n)) =
n∑
k=1
(
n
k
)
k!akλ
n−k = n!
n∑
k=1
ak
λn−k
(n− k)!
.
Or,
(ωC(a)⊗ ωH(λ)) ◦ ρ((0, n)) = n!bn.
On obtient donc que bn = 〈ae
λX ,Xn〉. Ainsi b = aeλX et l’application Ω définit une action.
Intéressons-nous maintenant aux éléments primitifs de Ce et déterminons-en quelques pro-
priétés.
Etude des éléments primitifs de Ce.
Proposition 31. Soient n ∈ N avec n ≥ 2, k ∈ N et u =
k∑
s=1
µs(βs,0, . . . , βs,ps) un élément
primitif de (Ce)n. Supposons qu’il existe un entier s ∈ {1, . . . , k} tel que (βs,0 6= 0 et ps ≥ 1) ou
(βs,0 ≥ 2 et ps = 0). On a alors : µs = 0.
Démonstration. Soient n ∈ N avec n ≥ 2, k ∈ N et u =
k∑
s=1
µs(βs,0, . . . , βs,ps) un élément de
Prim(Ce)n.
Cas βs,0 6= 0 et ps ≥ 1. Le coefficient cs de (1)⊗(βs,0−1, βs,1, . . . , βs,ps) dans ∆(u) est donc
nul. Or cs = βs,0µs. Donc µs = 0.
Cas βs,0 ≥ 2 et ps = 0. Le coefficient cs de (1) ⊗ (βs,0 − 1) dans ∆(u) est donc nul. Or
cs = βs,0µs. Donc µs = 0.
Pour obtenir des informations supplémentaires sur Prim(Ce), regardons, pour la proposition
suivante, Ce sous sa version WMat/J . Dans WMat/J , on identifie les classes avec les mots
tassés x0 . . . x0︸ ︷︷ ︸
α0 fois
. . . xk . . . xk︸ ︷︷ ︸
αk fois
(k, α0 ∈ N, α1, . . . , αk ∈ N
∗).
Proposition 32. Soient k ∈ N∗ et u =
k∑
s=1
µs x1 . . . x1︸ ︷︷ ︸
βs,1 fois
. . . xps . . . xps︸ ︷︷ ︸
βs,ps fois
un élément de Ce.
u ∈ Prim(WMat/J )⇒ u ∈ Prim(ISPW).
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Démonstration. Dans la démonstration, les coproduits de WMat/J et ISPW seront notés
∆WMat/J et ∆ISPW respectivement. Soient k ∈ N
∗ et u =
k∑
s=1
µs x1 . . . x1︸ ︷︷ ︸
βs,1 fois
. . . xps . . . xps︸ ︷︷ ︸
βs,ps fois
un
élément de Ce. Supposons que u soit primitif dansWMat/J . Alors, pour tout s ∈ {1, . . . , k} et
tout k-uplet (ǫ1, . . . , ǫk) ∈ ({0, 1})
k \ {(0, . . . , 0), (1, . . . , 1)}, le coefficient du tenseur
(x1 . . . x1︸ ︷︷ ︸
βs,1 fois
)ǫ1 ∗ · · · ∗ (x1 . . . x1︸ ︷︷ ︸
βs,ps fois
)ǫps ⊗ (x1 . . . x1︸ ︷︷ ︸
βs,1 fois
)1−ǫ1 ∗ · · · ∗ (x1 . . . x1︸ ︷︷ ︸
βs,ps fois
)1−ǫps
dans ∆WMat/J (w) est nul. Or, dans ISPW, le coproduit de u est égal à :
∆ISPW(u) =
k∑
s=1
ps∑
l=0
∑
1≤i1<···<il≤ps
µs x1 . . . x1︸ ︷︷ ︸
βs,i1 fois
. . . xl . . . xl︸ ︷︷ ︸
s,βil fois
⊗x1 . . . x1︸ ︷︷ ︸
βs,u1 fois
. . . xps−l . . . xps−l︸ ︷︷ ︸
βs,ups−l fois
où {u1 < · · · < ups−l} = J1, psK \ {i1, . . . , il}. u est donc primitif dans ISPW.
Exemple. Considérons l’élément u = (0, 1, 1, 2) − 2(0, 1, 2, 1) + (0, 2, 1, 1). Il est primitif
dans Ce. Dans ISPW, u correspond à l’élément w = x1x2x3x3− 2x1x2x2x3+x1x1x2x3. D’après
la proposition 14, w est bien primitif dans ISPW.
L’objectif maintenant est donc d’étudier la réciproque de la proposition précédente. Elle
s’avère être fausse. En effet, si l’on considère les éléments primitifs de ISPW établis dans les
propositions 14 et 15, seule une sous-famille particulière permet d’obtenir des éléments primitifs
dans Ce. Pour le démontrer, définissons les éléments de Ce induits par les propositions 14 et 15.
Définition 33. Soient n ∈ N∗, (α1, . . . , αn) ∈ (N
∗)n et (β1, . . . , βn) ∈ (N
∗)n un n-uplet
d’entiers deux à deux distincts. On note ρ = α2+ · · ·+αn et θ = α1 + · · ·+αn. On appelle γ le
θ-uplet γ = (β1, . . . , β1︸ ︷︷ ︸
α1 fois
, . . . , βn, . . . , βn︸ ︷︷ ︸
αn fois
).
On note Γγ et ΓΛγ les éléments de Ce définis par :
Γγ =
1
α2! . . . αn!
∑
σ∈Sρ
α1∑
k=1
(−1)k−1
(
α1 − 1
k − 1
) ρ∑
s=0
(−1)s
(
ρ
s
)
uγ,σ˜k,s
où
σ˜1,0 =
(
1 . . . α1 α1 + 1 . . . θ
1 . . . α1 σ(1) + α1 . . . σ(ρ) + α1
)
∈ Sθ,
σ˜k,0 =
(
1 . . . α1 − k + 1 α1 − k + 2 . . . θ − k + 1 θ − k + 2 . . . θ
1 . . . α1 − k + 1 σ(1) + α1 . . . σ(ρ) + α1 α1 − k + 2 . . . α1
)
∈ Sθ,
τk,s =
(
α1 − k + s α1 − k + s+ 1
)
∈ Sθ pour 1 ≤ k ≤ α1 et 1 ≤ s ≤ ρ,
σ˜k,s =σ˜k,s−1 ◦ τk,s ∈ Sθ pour 1 ≤ k ≤ α1 et 1 ≤ s ≤ ρ,
uγ,σ˜k,s =(0, γσ˜k,s(1), . . . , γσ˜k,s(θ)),
et
ΓΛγ =
1
α1! . . . αn!
∑
σ∈Sθ
α1∑
i=1
(−1)σ
−1(i)−1
(
θ − 1
σ−1(i)− 1
)
(0, γσ(1), . . . , γσ(θ)).
Pour énoncer la proposition suivante introduisons une nouvelle notation. Soient κ un entier
non nul et γ = (0, γ1, . . . , γκ) une composition étendue. On définit l’ensemble d’éléments distincts
Lγ par :
Lγ =
{
(0, γσ(1), . . . , γσ(κ)), σ ∈ Sκ
}
.
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Proposition 34. Soient k un entier naturel non nul, (α1, . . . , αk) et (β1 < · · · < βk) deux k-
uplets d’entiers naturels non nuls, β = (0, β1, . . . , β1︸ ︷︷ ︸
α1 fois
, . . . , βk, . . . , βk︸ ︷︷ ︸
αk fois
) une composition étendue et
u =
∑
ω∈Lβ
µωω un élément de Ce. Supposons que u soit un élément de Prim(Ce). Posons β0 = 0.
S’il existe un entier i ∈ J1, kK vérifiant βi ≥ βi−1 + 2, alors, l’élément u est nul.
Démonstration. Soient k ∈ N∗, (α1, . . . , αk) ∈ (N
∗)k, β = (0, β1, . . . , β1︸ ︷︷ ︸
α1 fois
< · · · < βk, . . . , βk︸ ︷︷ ︸
αk fois
)
et u =
∑
ω∈Lβ
µωω des éléments de Ce. Posons β0 = 0. Supposons que u soit primitif et qu’il
existe i ∈ J1, kK tel que βi ≥ βi−1 + 2. Ecrivons β sous la forme β = (0, γ1, . . . , γα1+···+αk) avec
γj = βl où l est l’unique entier tel que j ∈ {(α1 + · · · + αl−1 + 1), . . . , (α1 + · · · + αl)}. Posons
M = max
{
l ∈ {1, . . . , (α1 + · · ·+ αk)}, γl = βi
}
.
Soit ω ∈ Lβ. Il existe σ ∈ Sα1+···+αk tel que ω = (0, γσ(1), . . . , γσ(α1+···+αk)). Comme u est
primitif, le coefficient cω de (0, γσ(1) , . . . , γM − 1, . . . , γσ(α1+···+αk)) ⊗ (1) dans ∆(u) est nul. Or
cω = βiµω. Donc µω = 0. Comme ceci est vrai pour tout ω ∈ Lβ, on obtient que u = 0.
Proposition 35. Soit n un entier naturel non nul, (α1, . . . , αn) un n-uplet d’entiers naturels
non nuls et (β1, . . . , βn) un n-uplet d’entiers naturels non nuls deux à deux distincts. On pose
θ =
n∑
i=1
αi et on appelle γ le θ-uplet défini par γ = (γ1, . . . , γθ) = (β1, . . . , β1︸ ︷︷ ︸
α1 fois
, . . . , βn, . . . , βn︸ ︷︷ ︸
αn fois
).
1. Si n ≥ 3 alors les éléments Γγ et ΓΛγ ne sont pas des éléments primitifs de Ce.
2. Si n = 2 et (β1, β2) /∈ {(1, 2), (2, 1)} alors les éléments Γγ et ΓΛγ ne sont pas des éléments
primitifs de Ce.
3. On suppose n = 2. Si
(
(β1, β2) = (1, 2) et α2 ≥ 2
)
ou
(
(β1, β2) = (2, 1) et α1 ≥ 2
)
alors
les éléments Γγ et ΓΛγ ne sont pas des éléments primitifs de Ce.
Démonstration. Le point 2 est une conséquence directe de la proposition 34. Pour le point 1, s’il
n’existe aucune permutation ς ∈ Sn telle que (β1, . . . , βn) = (ς(1), . . . , ς(n)), il s’agit alors d’une
conséquence directe de la proposition 34. Si, au contraire, il existe une permutation ς ∈ Sn telle
que (β1, . . . , βn) = (ς(1), . . . , ς(n)), le point 1 peut se montrer de la même façon que le point
3 i.e. en explicitant des tenseurs particuliers de Ce ⊗ Ce dont la multiplicité est non nulle dans
∆(Γγ) (respectivement ∆(ΓΛγ )).
Contre-exemples. Les éléments suivants ne sont pas primitifs dans Ce.
Γ(1,3,5) = (0, 1, 3, 5) − 2(0, 3, 1, 5) + (0, 3, 5, 1) + (0, 1, 5, 3) − 2(0, 5, 1, 3) + (0, 5, 3, 1),
Γ(1,1,2,3) = (0, 1, 1, 2, 3) − 2(0, 1, 2, 1, 3) + 2(0, 2, 1, 3, 1) − (0, 2, 3, 1, 1)
+ (0, 1, 1, 3, 2) − 2(0, 1, 3, 1, 2) + 2(0, 3, 1, 2, 1) − (0, 3, 2, 1, 1),
ΓΛ(1,1,1,2,2) = 3(0, 1, 1, 1, 2, 2) − 7(0, 1, 1, 2, 1, 2) + 3(0, 1, 2, 1, 1, 2) − 2(0, 2, 1, 1, 1, 2)
− 2(0, 1, 1, 2, 2, 1) + 8(0, 1, 2, 1, 2, 1) + 3(0, 2, 1, 1, 2, 1) − 2(0, 1, 2, 2, 1, 1)
− 7(0, 2, 1, 2, 1, 1) + 3(0, 2, 2, 1, 1, 1).
Proposition 36. Soit n ∈ N∗. Considérons l’élément
Γ(2,1,...,1) =
n∑
k=0
(−1)k
(
n
k
)
(0, 1, . . . , 1︸ ︷︷ ︸
k fois
, 2, 1, . . . , 1︸ ︷︷ ︸
n−k fois
).
La famille (Γ(2,1,...,1)∈(N)n+1)n∈N∗ est une famille d’éléments primitifs de Ce.
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Démonstration. Soit n ∈ N∗. Les seuls tenseurs pouvant potentiellement intervenir dans le
coproduit réduit de Γ(2,1,...,1) sont ceux du type
(0, 1, . . . , 1︸ ︷︷ ︸
s fois
)⊗ (0, 1, . . . , 1︸ ︷︷ ︸
u fois
, 2, 1, . . . , 1︸ ︷︷ ︸
v fois
) avec (s, u, v) ∈ N∗ × (N)2 et s+ u+ v = n,
(0, 1, . . . , 1︸ ︷︷ ︸
u fois
, 2, 1, . . . , 1︸ ︷︷ ︸
v fois
)⊗ (0, 1, . . . , 1︸ ︷︷ ︸
s fois
) avec (s, u, v) ∈ N∗ × (N)2 et s+ u+ v = n,
(0, 1, . . . , 1︸ ︷︷ ︸
s fois
)⊗ (1, 1, . . . , 1︸ ︷︷ ︸
n+1−s fois
) avec 1 ≤ s ≤ n+ 1.
D’après les propositions 32 (page 26) et 14 (page 15), on sait que les coefficients des tenseurs
(0, 1, . . . , 1︸ ︷︷ ︸
s fois
)⊗ (0, 1, . . . , 1︸ ︷︷ ︸
u fois
, 2, 1, . . . , 1︸ ︷︷ ︸
v fois
) et (0, 1, . . . , 1︸ ︷︷ ︸
u fois
, 2, 1, . . . , 1︸ ︷︷ ︸
v fois
)⊗ (0, 1, . . . , 1︸ ︷︷ ︸
s fois
) sont nuls. Il ne reste
donc qu’à déterminer le coefficient cs du tenseur ts = (0, 1, . . . , 1︸ ︷︷ ︸
s fois
)⊗(1, 1, . . . , 1︸ ︷︷ ︸
n+1−s fois
) pour tout entier
s de J1, n+1K. Soient k ∈ J0, nK, u ∈ J0, sK. On s’intéresse à l’élément ωk = (0, 1, . . . , 1︸ ︷︷ ︸
k fois
, 2, 1, . . . , 1︸ ︷︷ ︸
n−k fois
).
Il est possible, à partir de cet élément, d’obtenir le tenseur ts. Il suffit d’extraire, dans ωk, un
nombre u de positions à gauche de la k+1-ième et s− 1− u positions à droite. Cela ajoute des
conditions supplémentaires sur u, à savoir s+ k − n− 1 ≤ u ≤ k. On peut maintenant calculer
cs. On a : cs =
n∑
k=0
(−1)k
(
n
k
) min(s−1,k)∑
u=max(0,s+k−n−1)
2
(
k
u
)(
n− k
s− 1− u
)
= 0. L’élément Γ(2,1,...,1) est
donc primitif dans Ce.
Exemples.
Γ(2,1,1) = (0, 2, 1, 1) − 2(0, 1, 2, 1) + (0, 1, 1, 2),
Γ(2,1,1,1) = (0, 2, 1, 1, 1) − 3(0, 1, 2, 1, 1) + 3(0, 1, 1, 2, 1) − (0, 1, 1, 1, 2).
Corollaire 37. Les propositions 32 à 36 permettent d’établir que :
Prim(Ce)4 = V ect(Γ(1,1,2)), Prim(Ce)5 = V ect(Γ(1,1,1,2)),
Prim(Ce)6 = V ect(Γ(1,1,1,1,2)).
Remarque. On connaît également l’espace vectoriel Prim(Ce)7. En effet, l’élément u défini
par u = (0, 3, 2, 1, 1) − 2(0, 3, 1, 2, 1) + (0, 3, 1, 1, 2) − (0, 2, 1, 1, 3) + 2(0, 1, 2, 1, 3) − (0, 1, 1, 2, 3)
n’est pas un élément primitif de Ce. On obtient alors que Prim(Ce)7 = V ect(Γ(2,1,1,1,1,1)) grâce
aux propositions précédentes.
2.3.2 Algèbre de Hopf duale C⊛e
On s’intéresse à C⊛e le dual de Hopf gradué de Ce. Grâce à l’isomorphisme Π entreWMat/J
et Ce, on peut également voir C
⊛
e comme (WMat/J )
⊛ donc comme une sous-algèbre de Hopf
de WMat⊛. On note (Zα)α∈Ce la base duale des compositions étendues.
Décrivons les opérations de l’algèbre de Hopf C⊛e . Commençons par la structure la plus
simple : celle de cogèbre.
Proposition 38. Le coproduit de la cogèbre C⊛e est défini par :
∆ :


C⊛e −→ C
⊛
e ⊗ C
⊛
e
Z(α0,...,αs) −→
α0∑
a=0
s∑
u=0
Z(a,α1,...,αu) ⊗ Z(α0−a,αu+1...,αs)
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Démonstration. Soient α = (α0, α1, . . . , αs), ν = (ν0, ν1, . . . , νp), η = (η0, η1, . . . , ηk) ∈ Ce des
compositions étendues. On a :
∆(Zα)(ν ⊗ η) =Zα(ν0 + η0, ν1, . . . νp, η1 . . . ηk)
=δα0,ν0+η0δα1,ν1 . . . δαp,νpδαp+1,η1 . . . δαs,ηk
=
α0∑
a=0
s∑
u=0
(
Z(a,α1,...,αu) ⊗ Z(α0−a,αu+1...,αs)
)
(ν ⊗ η)
Donc
∆(Z(α0,...,αs)) =
α0∑
a=0
s∑
u=0
Z(a,α1,...,αu) ⊗ Z(α0−a,αu+1...,αs).
Exemples. Considérons les compositions étendues (0, 2, 1, 1, 2) et (3, 2, 2, 4). On détermine
leur coproduit réduit. On a alors :
∆˜(Z(0,2,1,1,2)) =Z(0,2) ⊗ Z(0,1,1,2) + Z(0,2,1) ⊗ Z(0,1,2) + Z(0,2,1,1) ⊗ Z(0,2),
∆˜(Z(1,2,3)) =Z(0,2) ⊗ Z(1,3) + Z(0,2,3) ⊗ Z(1) + Z(1) ⊗ Z(0,2,3) + Z(1,2) ⊗ Z(0,3).
Intéressons-nous maintenant à la structure d’algèbre de C⊛e .
Proposition 39. Le produit de l’algèbre C⊛e est défini par :
m :


C⊛e ⊗ C
⊛
e −→ C
⊛
e
Z(α0,...,αp) ⊗ Z(β0,...,βq) −→
β0∑
µ=0
∑
γ=(γ1,...,γp)∈Kp,β0−µ
cµ,γZ(α0+µ,(α1+γ1,...,αp+γp)(β1,...,βq))
où
Kp,m =
{
(γ1, . . . , γp) ∈ N
p, γ1 + · · ·+ γp = m
}
pour m ∈ N,
cµ,γ =
(
α0 + µ
α0
)(
α1 + γ1
α1
)
. . .
(
αp + γp
αp
)
,
Z(α0+µ,(α1+γ1,...,αp+γp)(β1,...,βq)) =
∑
τ∈Bat(p,q)
Z(α0+µ,ϕτ−1(1),...,ϕτ−1(p),ϕτ−1(p+1),...,ϕτ−1(p+q)),
avec
ϕi =
{
αi + γi si i ∈ J1, pK,
βi−p si i ∈ Jp+ 1, p + qK.
Démonstration. Soient α = (α0, α1, . . . , αp), β = (β0, β1, . . . , βq), ν = (ν0, ν1, . . . , νs) ∈ Ce des
compositions étendues. On a :
(ZαZβ)(ν) =
ν0∑
a=0
s∑
n=0
∑
1≤i1<···<in≤s
νi1+···+νin∑
t=n
∑
ki1+···+kin=t
1≤kij≤νij
(
ν0
a
)(
νi1
ki1
)
. . .
(
νin
kin
)
Zα(va,I,K)Zβ(wa,I,K)
où
va,I,K =(a, ki1 , . . . , kin),
wa,I,K =(ν0 − a+
n∑
j=1
(νij − kij ), νu1 , . . . , νus−n),
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{u1 < · · · < us−n} =J1, sK \ {i1 . . . , in}.
Or
Zα(va,k,i)Zβ(wa,k,i) 6= 0 ⇐⇒


a = α0
s = p+ q
n = p
kij = αj,∀j ∈ J1, pK
νuj = βj,∀j ∈ J1, qK
ν0 +
p∑
j=1
νij = β0 + α0 +
p∑
j=1
αj
0 < αj ≤ νij ,∀j ∈ J1, pK
On obtient donc le résultat énoncé.
Exemples.
Z(0,1)Z(0,1) =2Z(0,1,1),
Z(0,1)Z(1,1) =2Z(0,2,1) + 2Z(0,1,2) + 2Z(1,1,1).
3 Isomorphisme entre ISPW⊛ et QSym, isomorphisme entre
ISPW et NSym
Dans cette section, l’objectif est d’expliciter un isomorphisme d’algèbres de Hopf entre
ISPW⊛ et QSym (cf. paragraphe 2.2.2), et donc un isomorphisme entre NSym et ISPW
selon un procédé décrit par Aguiar, Bergeron et Sottile dans [1, théorème 4.1].
3.1 Rappels.
Effectuons quelques rappels sur le procédé de construction de morphismes introduit par
Aguiar, Bergeron et Sottile dans [1]. Dans l’algèbre de Hopf QSym, on utilise la base définie
dans le paragraphe 2.2.2 à savoir (Mα)α=(α1,...,αk)∈Nk . Ici, on appellera algèbre de Hopf combi-
natoire une algèbre de Hopf H munie d’un caractère ζ. Considèrons donc une algèbre de Hopf
combinatoire (H, ζ) ainsi que l’algèbre de Hopf combinatoire (QSym, ζQ) où ζQ est le caractère
de QSym défini par :
∀α = (α1, . . . , αk), ζQ(Mα) =
{
1 si k = 0 ou k = 1,
0 sinon.
On sait ( cf. [1, théorème 4.1]) qu’il existe alors un unique morphisme d’algèbres de Hopf graduées
Ψ : (H, ζ) −→ (QSym, ζQ)
tel que ζQ ◦Ψ = ζ. De plus, pour tout élément h ∈ (H)n de degré n, Ψ(h) =
∑
α|=n
ζα(w)Mα où,
pour α = (α1, . . . , αk), ζα est la composée
H
∆(k−1)
−−−−→ H⊗k ։ (H)α1 ⊗ · · · ⊗ (H)αk
ζ⊗k
−−→ K.
Considérons maintenant l’algèbre de Hopf ISPW⊛. Définissons un caractère ζ permettant
d’obtenir, grâce au procédé ci-dessus, un isomorphisme d’algèbres de Hopf entre ISPW⊛ et
QSym. Par transposition de cette application nous aurons ainsi un isomorphisme d’algèbres de
Hopf explicite entre NSym et ISPW.
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3.2 Application à l’algèbre de Hopf ISPW⊛. Isomorphisme entre ISPW et
NSym
Le procédé explicité par Aguiar, Bergeron et Sottile permet de définir un isomorphisme
d’algèbres de Hopf Ψ entre ISPW⊛ et QSym. Pour cela, on utilisera l’écriture en composition
des éléments de ISPW⊛ i.e., pour tout entier n ∈ N∗ et tout n-uplet (k1, . . . , kn) ∈ (N
∗)n,
l’élément Zx1 . . . x1︸ ︷︷ ︸
k1 fois
...xn . . . xn︸ ︷︷ ︸
kn
est noté Z(k1,...,kn).
Proposition 40. L’application
ζ :


ISPW⊛ −→ K
Z(k1,...,kn) −→
1
n!
est un caractère de ISPW⊛.
Démonstration. Le produit de deux compositions Z(k1,...,kn) et Z(l1,...,lm) de ISPW
⊛ est une
somme de
(
n+m
n
)
compositions de longueur n+m. Ainsi,
ζ(Z(k1,...,kn)Z(l1,...,lm)) =
(n+m
n
)
(n+m)!
=
1
n!m!
= ζ(Z(k1,...,kn))ζ(Z(l1,...,lm)).
Proposition 41. L’application Ψ, définie par
Ψ :


ISPW⊛ −→ QSym
Z(k1,...,kn) −→
n−1∑
i=0
∑
(s1,...,si+1)|=n
1
s1! . . . si+1!
M(k1+···+ks1 , ... , k(s1+···+si+1)+···+kn)
,
est un isomorphisme d’algèbres de Hopf.
Démonstration. Soient Z(k1,...,kn) un élément de ISPW
⊛ et i un entier naturel de l’intervalle
J1, n− 1K. Notons ∆˜i, le coproduit réduit ∆˜ itéré i fois. On sait que :
∆˜i(Z(k1,...,kn)) =
∑
(s1,...,si+1)|=n
Z(k1,...,ks1) ⊗ · · · ⊗ Z(k(s1+···+si+1),...,kn)
.
On considère alors le caractère ζ défini dans la proposition précédente et le procédé de Aguiar,
Bergeron et Sottile donne l’application Ψ. Cette dernière est donc un morphisme d’algèbres
de Hopf graduées. En considérant la base (Z(k1,...,kn))(n,k1,...,kn)∈(N∗)n+1 , le fait que Ψ soit un
isomorphisme est immédiat.
Proposition 42. L’application Ψ∗, définie par
Ψ∗ :


NSym −→ ISPW
M∗(k1,...,kn) −→
k1+···+kn∑
i=n
∑
s1+···+sn=i
∀j, 1≤sj≤kj
∑
(u
(1)
1 ,...,u
(1)
s1
)|=k1
...
(u
(n)
1 ,...,u
(n)
sn )|=kn
1
s1! . . . sn!
wU ,
avec wU = x1 . . . x1︸ ︷︷ ︸
u
(1)
1 fois
∗ · · · ∗x1 . . . x1︸ ︷︷ ︸
u
(1)
s1
fois
∗ · · · ∗x1 . . . x1︸ ︷︷ ︸
u
(n)
1 fois
∗ · · · ∗x1 . . . x1︸ ︷︷ ︸
u
(n)
sn fois
, est un isomorphisme d’algèbres
de Hopf.
Démonstration. Il suffit de transposer l’application Ψ précédente.
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