Design Research Society

DRS Digital Library
DRS Biennial Conference Series

DRS2014 - Design's Big Debates

Jun 16th, 12:00 AM

An automatic open-source analysis method for video and audio
recordings of co-design processes
Miika Toivanen
Finnish Institute of Occupational Health, Brain at Work Research Center, Helsinki, Finland

Minna Huotilainen
Finnish Institute of Occupational Health, Brain at Work Research Center, Helsinki, Finland

Huageng Chi
Finnish Institute of Occupational Health, Brain at Work Research Center, Helsinki, Finland

Pirita Seitamaa-Hakkarainen
Department of Teacher Education, University of Helsinki, Finland

Follow this and additional works at: https://dl.designresearchsociety.org/drs-conference-papers

Citation
Toivanen, M., Huotilainen, M., Chi, H., and Seitamaa-Hakkarainen, P. (2014) An automatic open-source
analysis method for video and audio recordings of co-design processes, in Lim, Y., Niedderer, K.,
Redström, J., Stolterman, E. and Valtonen, A. (eds.), Design's Big Debates - DRS International Conference
2014, 16-19 June, Umeå, Sweden. https://dl.designresearchsociety.org/drs-conference-papers/drs2014/
researchpapers/59

This Research Paper is brought to you for free and open access by the Conference Proceedings at DRS Digital
Library. It has been accepted for inclusion in DRS Biennial Conference Series by an authorized administrator of DRS
Digital Library. For more information, please contact DL@designresearchsociety.org.

An automatic open-source analysis method for video and
audio recordings of co-design processes
Miika Toivanen, Finnish Institute of Occupational Health, Brain at Work Research Center,
Helsinki, Finland
Minna Huotilainen, Finnish Institute of Occupational Health, Brain at Work Research
Center, Helsinki, Finland
Huageng Chi, Finnish Institute of Occupational Health, Brain at Work Research Center,
Helsinki, Finland
Pirita Seitamaa-Hakkarainen, Department of Teacher Education, University of Helsinki,
Finland

Abstract
In co-design of several persons utilizing different materials together, capturing movement
and position information of the hands as well as the speaking patterns of the designers
provide answers to research questions related to social aspects of the co-design situation.
Special motion-capture devices exist for precise movement tracking. They are, however,
typically expensive and may restrict the movement of the designers. Recording the design
sessions with a simple web camera offers a low-cost way to obtain the hand locations
accurately enough but exploring the videos manually is a time-consuming and error-prone
task. In this paper, we propose an inexpensive and automatic method to acquire
information on the position of the hands and on the use of voice of the co-designers. We
are offering our Matlab code as open source for other researchers and designers to use in
their work and to amend.
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Collaborative designing can be defined as a process of actively communicating and
working together in order to jointly establish design goals, search through design problem
spaces, determine design constraints, and construct a design solution (Hennessy &
Murphy, 1999; Seitamaa-Hakkarainen, Lahti, Muukkonen & Hakkarainen, 2000). Some
researchers, such as Perry and Sanderson (1998) and Valkenburg and Dorst (1998) ,
have specifically analyzed design processes with respect to teamwork. Also, many
cognitive theories are emphasizing the socially distributed nature of cognition (Hutchins,
1995) and the role of social collaboration in modern designing (Nonaka & Takeuchi, 1996).
Social collaboration appears to have a particularly important role during the conceptual
phase of designing. An important aspect of collaborative designing is working with shared
design objects: through visual representations, conceptual models, tools, and concrete
materials (Norman, 1993).
In co-design, capturing movement and position information of the hands as well as the
speaking patterns of the designers provide answers to research questions related to
social aspects of the co-design situation (Castelli, Happe, Frith & Frith, 2000). Obtaining
body movements and speaking patterns is important also because “in order to produce
and to interpret recognizable accountable actions, co-participants orient to the details
constituting the local order of talk and action and mutually display their orientations in their

conduct” (Mondada 2006, p. 118). Hence, hand movements may correlate with the object
being designed. Furthermore, the recent findings reporting the importance of mirror
neurons in social situations and the effects of embodied elements in the cognitive
performance of humans suggest that movement and position information may reveal
significant aspects of design work (Kaplan & Iacoboni, 2006).
Traditionally, movement and position is measured with extremely high accuracy using
professional motion-capture devices. In addition to their high cost, these devices restrict
movement and the use of space, and may thus be non-optimal in co-design situations. On
the other hand, recording the design sessions with a simple web camera offers a low-cost
way to obtain the hand locations but exploring the videos manually is a time-consuming
and error-prone task.
We are proposing an inexpensive and automatic method to acquire information on the
position of the hands of the co-designers with respect to each other and with respect to a
common frame, and the use of voice of the co-designers. This method is based on simple
and inexpensive off-the-shelf devices: a single video camera, individual microphones and
recorders for each designer, and self-made markers to attach around the wrist. As a
result, the method outputs the relative and/or absolute hand coordinates in the time
resolution of the used camera, e.g. 30 measurements per second, and the voice patterns
in the time resolution of e.g. half-a-second. The hand coordinates and voice patterns can
easily be synchronized. Compared with 'traditional' video analysis approach in which the
videos are annotated manually, the presented method thus gives more accurate results
and lessens the manual work. The output of the method can naturally be used together
with the traditional tools giving additional information to the analysis.
The algorithms are realized in Matlab environment and they provide simple and
easy-to-modify plots of hand locations and use of voice of each co-designer. We are
offering our code as open source for other researchers and designers to use in their work
and to amend. We propose that this type of open source possibility may provide
researchers with a fast method to process large amounts of video and voice data
automatically. This paper presents the algorithms in a detailed level as well as gives some
illustrative results.

Algorithm for analyzing the video
The purpose in analyzing the video is to automatically locate the designers' hands in each
frame, or more specifically, the two-dimensional projection of the three-dimensional hand
coordinates to the plane of the lens of the camera. This means that the absolute (physical)
measures for hand movements will be unknown unless the movement takes place in the
plane perpendicular to the viewing direction of the camera. However, it is assumed that
the observed hand movements between the test subjects are comparable. Also, having
the camera on the roof and having the test subjects work above a table ensures that most
hand movement probably happens on the plane perpendicular to the viewing direction of
the camera as a hand typically moves planar to the table.
The problem of locating the hands can be formulated as a tracking problem. The purpose
of tracking is to find the location of an object in each frame (of the video) by utilizing the
temporal knowledge. In a typical tracking algorithm, parts of the image that resemble the

tracked object are being searched in the vicinity of the object location in the previous
frame. Using temporal information for hand tracking seems sound; with a typical frame
rate of 30 fps, the hand does not move awfully many pixels between subsequent frames.
Tracking has been studied for long (see, for instance, (Bar-Shalom, 1990)) .
The chosen framework for tracking the hands is probabilistic, specifically Bayesian. With
Bayesian methodology, the two assumptions used in solving the tracking problems – the
proximity of the markers in the appearance space and world space – can be nicely and
intuitively incorporated. Furthermore, Bayesian approach results in a modular method in
which the appearance model or the location model can be easily altered independently of
each other. Similar approach was used in (Toivanen & Lampinen, 2011). Bayesian
tracking is also a widely studied topic (Arulampalam, Maskell, Gordon & Clapp , 2002) . In
high-dimensional spaces, it leads to a computationally demanding problems which can be
solved with e.g. Kalman filters (Kalman, 1960) or particle filters (Doucet, De Freitas &
Gordon, 2001). It is to be noted that we are not making a 'traditional' statistical inference
here but building a probabilistic model to solve the tracking problem.
To alleviate the problem, the test subjects wear specific markers on their hands. The
markers should be such that they differ from their surroundings as much as possible so
that they are easy to track. The measure of 'differing' depends on the used appearance
model. For instance, if the appearance model is based on the shape of the marker, its
shape should be specific. The algorithm presented in this paper utilizes only the color of
the markers so they should differ from the color of the worktable, color of the sleeves and
also color of the markers of the other test subjects if their hands are to cross. Our test
co-design process groups comprised of three persons so three different marker colors
were used – red, green and blue. Color has been often used in tracking (Perez, Hue,
Vermaak & Gangnet , 2002; Simon, Behnke, & Rojas , 2001) .
We used two different kinds of markers; printable paper markers and colorful small balls.
The markers are to be attached around wrists, akin to a bracelet. The paper markers
consist of smallish colorful spheres (or ovals, actually). The ball markers are joined
together with a string and they can easily be either printed with a 3d printer or purchased
from a hobby shop. Using balls has the advantage of being visible to basically each
direction due to their three-dimensionality – a paper marker in a hand directing straight to
the camera is invisible to it. Because the balls' color differ from white probably more than
from the skin color, it is advisable to have a white paper strip between the balls and the
skin. Figure 1 gives an example of both kinds of markers. Our algorithm treats each
marker independently, that is, no correlation is assumed between different markers. This
assumption seems fare as the hands typically move rather independently. Nevertheless,
should such assumptions be added to the model, it is possible due to its modular nature.

Fig 1: An example of a video frame captured at a co-design process. Persons have paper
markers and ball markers on their hands.
Let us introduce the Bayes' formula (Duda, Hart & Stork, 2000) . By denoting observed
data with D and the parameters of the model by θ we have

p(θ | D)∼ p( D | θ) p(θ)

(1)

where p(θ|D) is called posterior probability distribution, p(D|θ) is called likelihood
and p(θ) is called prior probability distribution. The names depict the relation of
parameters and data; the prior distribution is the distribution for the model parameters
prior to observing the data, the posterior distribution is the distribution for the model
parameters after observing the data, and likelihood tells how likely it is to have
observation D given certain model parameters. The (missing) proportionality factor
normalizes the posterior distribution so that it integrates to unity; usually, however, and
luckily, it is enough to know the un-normalized posterior as the ratios of different
parameter values is what matters. In frequentist analysis, the statistic inference bases
only on the likelihood. With constant prior distribution – indicating no prior knowledge
about the model parameters – the likelihood equals (up to a normalization constant) the
posterior. There is, however, a philosophical difference between the two, as one should be
interested about the distribution of the parameters, not of the data.
Incorporating (1) in the present problem begins with defining the parameters and data. Let
us consider a video frame at time instance t . We are interested in the location of a
marker in that frame. This unknown location is the model parameter and it is denoted as
xt which is a two-dimensional vector, with horizontal and vertical dimensions. Vertical
and horizontal dimensions could basically be unified by sorting them in one vector so that
images would be considered as one-dimensional. However, it is more convenient, and
typical, to use two dimensions. The observed data is the video frames processed so far,

up to and including time t , or more precisely, the color values in the videos as we are
using color as the appearance model. The color values at location x are denoted as
C ( x) . The dimension of this vector depends on the used color space which can be the
conventional three-dimensional RGB space or, for instance, the two-dimensional
hue-saturation space of the HSV color system. The posterior is thus the distribution of
xt given the color values at that location, C (xt ) . We also have dependence of the
past data. Basically, we have the color information of all the locations in the past frames
available but for simplicity, only the color values of the tracked points will be used. Also the
world coordinates of the tracked points in the past frames will be utilized so the posterior
probability is p(xt|x1 : t−1 , C( x 1: t )) . The likelihood is independent on the world
coordinates and the prior probability is independent on the color values so we get

p( xt | x1 :t −1 ,C ( x(1 :t ) ))∼ p( C ( xt ) | C ( x1 : t−1 )) p ( xt | x 1 :t −1)

(2)

Next, in order to implement equation (2) we must choose some actual distributions and
their parameters so that the mode of the posterior would (ideally) be at the marker
location. A natural and commonly used choice is Gaussian distribution, denoted here as

N , which we use for both the distributions (likelihood and prior). Gaussian distribution
contains two parameters: the expected value and covariance matrix. The expected value
of the likelihood distribution is the mean value of the previous tracked points in the used
color space ( E[C ( x1 : t−1 )] ). The covariance is a diagonal matrix whose diagonal
elements are the variances of the tracked points in each dimension of the color space (
V c [C( x1 :t −1)] ) which makes the appearance model flexible as it automatically
captures the variability in each dimension. The expected value of the prior distribution is
the previous marker location plus a previous rate multiplied by a coefficient (
xt −1+ λ d xt −1 , where d xt −1= xt −1−x t−2 , ̃ λ ∈[0,1] ), and the covariance is a
diagonal matrix with constant elements ( V x ). Hence, we have

p( xt | x1 :t −1 ,C ( x(1 :t ) ))=N (C ( x t ) | E [C( x1 :t −1)] , V c [C( x 1 :t −1)])
× N ( x t | x t−1+ λ d xt −1)

(3)

In an ideal situation, the marker in the next frame is found at the prior mean. Parameter
λ controls the effect of kinematics of the hand. With λ=1 , the hand is assumed to
follow its tangential motion forever whereas with λ=0 the hand is assumed to stay
motionless all the time. In the experiments, an intermediate value λ=0.5 was used
which takes the hand motion into account to some extent. The size of the search space
around the prior mean is controlled by the (diagonal) covariance matrix V x . Having too
large search space results in fallacious local maxima in the posterior distribution which
might result in a lost track. Then again, a prior distribution too tight results in the posterior
mode always coinciding with the prior mode making the appearance model irrelevant and
in a realistic case where the marker is not exactly at the prior mean this also leads to a
false track. Hence, choosing the value α in V x =α I 2 , where I 2 is a
two-dimensional diagonal matrix, controls the balance between relying on the appearance
model and relying on the kinematic model. As the posterior distribution is two-dimensional
and has only as many values as there are pixels in the images, it is possible to simply

table the values of the posterior distribution in each pixel of the current frame and take the
maximum of the posterior to be used in the distribution of the next frame. In order to save
computation time, the posterior can be evaluated only in the vicinity of the prior mean (say
±3×std ). The parameters of the likelihood can be updated recursively so that the past
data needs not to be stored. The covariance elements in the first frame must be set
manually.
The actual algorithm for tracking one marker is depicted in Algorithm 1. In the beginning,
the track must be initialized manually. Also, sometimes a hand is in occlusion, that is,
invisible to the camera (for example under a table) in which cases the track must be
manually put 'on hold' and aid manually to the correct location when the hand becomes
visible again. In addition, the tracking may go wrong despite the marker being visible. This
might happen when the hand accelerates heavily, being something which the prior model
does not take into account. In such cases, the track must also be manually corrected.
Hence, what we have done is really an interactive algorithm which processes the videos
real-time and illustrates the results and which offers the possibility to any time correct the
tracks. We have observed that exploring a video file takes approximately twice as long as
the duration of the video which is still much more efficient than manually writing down the
hand locations in e.g. each second.
___________________________________________________________________________________________
Algorithm 1. The algorithm for tracking a marker in a video.
1: Set the constant prior variance and the initial likelihood variance.
2: t=1 . Initialize the track manually (by clicking the marker with mouse).
3: t=t+1 .
4: Evaluate posterior (3) for each pixel xt which is close to the prior mean.
5: Pick xt which maximizes the posterior.
6: Update E[C ( x1 : t−1 )] and V c [C( x1 :t −1)] recursively.
7: Go to step 3.
___________________________________________________________________________________________

Algorithm for analyzing the audio
The purpose in analyzing the audios of test personnel during the co-design process is to
infer the verbality, i.e. simply the time indices when each person is talking. Using a
headset or other similar device with a microphone located near the mouth and a recorder
this should be a fairly straightforward task. It is important to have a low sensitivity setting
in the recorder so as to exclude the sounds from the surrounding – such as voice of other
persons – to the highest possible extent.
Each audio signal is divided into short (such as half-second long) clips or blocks. For each
block the audio power, being the root-mean-square (rms) measure of the signal, is
computed. Should the power in a block exceed a threshold, the block is inferred to contain
talk. The threshold for each person can be set manually by looking at the power levels or
it can be set automatically to, for instance, the average power level. The algorithm for
processing audio tracks is presented in Algorithm 2. It is vital to synchronize the audios
using e.g. hand clap in the beginning.
Unfortunately, the recordings may contain loud non-verbal sounds which are also being
classified as talk. However, it can be assumed that these kinds of sounds occur in

average equally rarely in each person – unless someone has a cough or tends to breath
loudly through nose – making the comparison of results fair.
_______________________________________________________________________
Algorithm 2 The algorithm for computing the time indices of talking from audio files.
Steps 2 - 5 are performed individually for each person.
1: Synchronize test persons’ audio tracks
2: Divide audio track into small blocks (half-a-second)
3: Compute audio power (rms value) in each block
4: Set a threshold (e.g. to the average power of the audio track)
5: For each block: If power > threshold → the person is talking during the block
_______________________________________________________________________

Results
This Section presents an example of using the presented algorithms in a real situation
where three persons were designing and preparing an object by hand. The used video
resolution was 480×640 and frame rate was 30 fps. The constant variance of the prior
distribution was set to 5. The color space of the appearance model was the hue-saturation
subspace of HSV color system and the initial variance of the likelihood was 0.01 in both
dimensions.

Fig. 2. Few samples of a co-design process and tracked markers at different time indices.
Six representative samples of the session at different time indices are illustrated in Figure
2, together with the locations of the markers found by the algorithm. In Figure 3, the hand
locations as well as verbalities are plotted against a one-minute time frame. In order to
synchronize the video and audio recordings, hands were clapped above the table
producing an audible sound in each microphone and a visible signal in the camera. The
threshold of step 4 in Algorithm 2 is set to 1.5 times the average of each person's power
values.

Figure 3. Few samples of a co-design process and tracked markers at different time
indices. The colors correspond to each other and the markers in Figure 2. In the bottom
panel, the dots mark a high root-mean-square value for a corresponding half-a-second
long audio clip indicating that the person is talking or, e.g., laughing at the time instance.

Conclusions
This paper has presented two algorithms to be used in analyzing video and audio
recordings captured during a co-design process. We propose that these algorithms may
provide answers to research questions related to social aspects of the co-design situation.
The algorithms are easy to implement and require no expensive equipment. The results of
our method can be used either alone or they can be used to assist a more traditional
video analysis tool. For instance, our method could be used to extract periods where e.g.
no one is talking, designers are moving hands more than in average, or designers hands
intersect each others' hands. In a study consisting of many groups the presented method
could be used to filter out the most interesting groups in terms of e.g. hand movements to
be analyzed in other tools.
The algorithm for analyzing video data aims to track the hands of each designer. As
opposed to traditional motion-capture devices, our algorithm needs only an inexpensive
web camera and markers which the designers are assumed to have in their hands. The
markers can for instance be colorful paper strips or small balls. The tracking algorithm
utilizes Bayesian methodology. The likelihood is based on the color values and the prior
distribution on the location and rate of the marker in the previous frame. The mode of the
posterior distribution is used to recursively update the parameters of the likelihood

distribution. The method contains only two fixed parameters: the elements in the constant
covariance matrix of the prior distribution (presumably same variance in both direction)
and the elements in the initial covariance of the likelihood model (also presumably same
initial variance in each direction). Of these, the latter has a minor effect on the
performance as the variances should be automatically settled after some amount of time
but the former is essential as it weights the appearance and shape models. Our
implementation of the algorithm is an interactive method, offering a possibility to correct
the tracks that get lost due to occlusion or poor performance of the algorithm. The
experiments revealed that red markers get lost least amount of time so if there is no
danger of hands getting crossed it might be advisable to use only red markers for all the
designers – unless the table color is close to red, of course. The user should anyway
choose such marker colors that best stand out from their surrounding. The modularity of
the framework allows for easy modification of either models to, for instance, take into
account also the shape of the marker.
With a 'perfect' appearance model the temporal knowledge about the marker would be
irrelevant as each video frame could be considered as an independent still image in which
the marker would always be correctly located, independently of the marker locations in
past video frames. In practice, our probabilistic appearance model (likelihood) matches
the marker in each pixel of the video frame with some probability which may not be
highest at the correct location so the temporal knowledge (prior) about the marker location
in previous frames is used to filter out the false positives – this is the essence of tracking.
When re-initializing a track after occlusion – say, the hand emerges after being outside the
image area – the temporal knowledge is absent as we lack the information about the hand
movements during the occlusion (when the hand was outside the image area). As the
color based model of the presented method is obviously too generic to be used for
locating the marker over the whole image (for instance, for a green marker the track might
be re-initialized in someone's green shirt) the user is asked to manually give the location
information. However, we are currently working on a better appearance model which
would hopefully be reliable enough to be used for re-initialization of tracks (or at least for
giving the user a considerable candidate location to be accepted or manually corrected).
Also, the method could automatically infer the occlusion from the likelihood values so that
the only required user-interaction would – ideally – be the initialization of the tracks in the
first frame.
The algorithm for analyzing audio data splits each audio signal into small blocks whose
audio power values, being the root-mean-square value of the block, are computed. The
person is inferred to talk whenever the power exceeds a threshold which can be obtained
automatically. By synchronizing the audio and video data with a hand clap in the
beginning of the session, the hand movements and use of voice can be compared at any
time instance. Our implementation offers a simple interface to investigate these at a time
interval chosen by the user, as in Figure 3. The algorithms are implemented in Matlab and
the code is published on-line as open source at
http://www.aivotyolaboratorio.fi/resources/toolbox-for-design-analysis/.
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