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Abstract
The behavior of charged interfaces formed in various systems like colloidal solution, fuel cells, battery, electro-deposition, catalysis is governed by the properties of
electrical double layer(EDL). Civilized model with charge regulation boundary condition determined by thermodynamic equilibrium at the interface has been used to
model electrical double layer and shows that size of the solvent plays a critical role
in characterizing the properties of EDL using classical density functional theory.This
thesis investigates the impact of ion size in electrolyte solutions on the electrical
double layer formed at the interface using a similar model. It is found that ion size
greatly enhances the wall and bulk interactions for a ternary Lennard Jones fluid
system consisting of solvent, potential determining ion, positive and negative ion
with a negatively charged interface. The surface charge and charge at shear plane
are very sensitive to the size of positive ion compared to that of negative ion for a
negatively charged wall.
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Chapter 1
Introduction

Charged interfaces are found very commonly in nature and play critical role in various
physical and chemical processes and are of interest for fundamental and applied
research.The properties of charged interfaces play a critical role in various biological
processes, colloidal stability, corrosion, pharmaceutical industry, electrical double
layer capacitors, fuel cells, batteries and many more. An interface is formed when
two immiscible phases interact. The interface gets charged when one of the phase is
a fluid usually water or electrolyte solution or ionic liquid, however, other phase can
be a solid like semiconductor, membrane, electrode.[2]
The charged interface is formed due to the segregation of ions at the interfaces by
virtue of thermodynamic equilibrium[3]. This is historically described as electrical
double layer. The local spatial distribution of ions near the interface changes due
to which the properties of the interface is different from that of the bulk. Existing
literature[4] proposes three different mechanisms by which this can happen. The first
way is by ionization or dissociation of the surface group i.e. by protonation or deprotonation of surface functional groups. The second way is by adsorption i.e. binding
of the ions onto to the neutral surface from the solution to formed charged inter-
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Figure 1.1:

The pictorial representation of the system with larger positive

ions demonstrating Inner Helmholtz Plane(IHP) near the wall, Outer Helmholtz
Plane(OHP) passing through the center of Stern Layer, Shear Plane(SP) located
at the end of the Stern Layer and the mobile diffuse layer of ions after the shear
plane.The orange color ions are PDIs and purple color ions are positive ions.

face. Air-water and hydrocarbon-water interfaces are charged by this mechanism.
The third mechanism is when ions migrate from solution to the oppositely charged
vacant site on the surfaces. Vacant sites are created by the migration of surface ions
into the solution. So, this mechanism is ion exchange mechanism. The two layers
of charges are formed one being referred to as Stern layer(transiently bound to the
surface) and the other is known as diffuse layer(cloud of ions near the Stern layer).
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1.1

Electrical double layer characterization

Electrical double layer is the distribution of ions near the charged interface as shown
in the figure. The diffuse layer extends from 1nm to 100nm away from the interface.
In order to characterize the charged interface by analyzing the double layer, we
should know either of the three parameters namely electric surface potential, surface
charge density or number of the adsorbed ions[2]. Various experimental techniques
and simulation methods have been used to calculate one parameter and derive the
remaining properties of the system from them.
Zeta potential also known as electro kinetic potential measurements have been
used to calculate diffuse layer potential using electrophoresis technique or the streaming potential[5, 6]. Colloid titration method has been used to measure the surface
charge[7]. Measurement of surface forces using Surface Force Apparatus, atomic force
microscope has been used to determine the charge at the interface[8, 9, 4]. Number
of adsorbed ions can be found out using techniques like potentiometric titration,
batch depletion analysis, surface tension measurements, reflectivity[5, 6, 2, 10]. It is
very difficult to accurately correlate the distribution of ions near the surface as it is
dependent on experimental conditions and experimental errors. These methods do
not investigate the structural effects.
Historically, experimentation and computational models have been employed to
study electrical double layer structure. As the length scale of the electrical double
layer structure near interface is of the order of nanometers, X-rays have been used
by experimentalists to study the structure of electrical double layer because the
wavelength of X-rays is comparable to the dimension of electrical double layer. Xray photo-electron spectroscopy (XPS) is a technique in which the sample is ionized
using incident x-rays and the kinetic energy and number of electrons that escape from
the top layer is measured. This technique requires the experiment to be performed
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under ultra high vacuum. Analysis of the structure of electrical double layer formed
in aqueous suspensions of nanoparticles and the measurement of surface potential
using XPS at ambient pressure has been done by Brown et al. [11]. Scanning probe
electron microscopy techniques has been used by Siretanu et al. [12] to investigate
the ionic structure of the Stern layer by analyzing the corresponding force field.
Cation distribution in liquid phase has been shown experimentally to obey GouyChapman-Stern model using standing waves of X-rays by Bedzyk et al. [13]. The
study of structure of water near the gold electrode by Velasco-Velez et al. provided
experimental proof that the hydrogen bonding in the bulk and near the electrode
are significantly different[14]. The shape of the electrochemical double layer profile
has been studied by Favaro et al. at the solid liquid interface using ambient pressure
XPS[15].
Computational models have been used to investigate electrical double layer properties of charged interfaces along with the structure effects. Monte Carlo method
based on the statistical mechanics and relies on the sampling of sample space of
molecular systems to calculate surface charge. Thus, it is time consuming and limited by the sampling and sample space and is usually used to calculate equilibrium
properties[16, 17]. Molecular dynamics simulation on the other hand solves the Newton’s equation of motion over a small length of time for a many bodied molecular
systems and the parameters are averaged over the time period and dynamic parameters can be calculated[16, 18]. Another method is using quantum density functional
theory(q-dft) method which solves quantum mechanical equations for many-body
system. This is also used in conjunction with Monte Carlo Simulation or Molecular
Dynamics Simulation to describe the ion distribution but has very high computational cost[19, 20]. Classical density functional theory(c-dft) is a non-atomistic
method based on the minimization of grand thermodynamic potential and is the
closest technique to Molecular Dynamics Simulation and Monte Carlo Simulation in
terms of accuracy with very less computational cost. These techniques have been
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used to study ion size effects[21], valency of electrolyte effects[21] and pore size
effects[22, 23].

1.2

Motivation

If only attractive forces like Van Der Waals forces were present then all particles
would coalesce to form a solid and precipitate out of the solution. It is because of
the repulsive forces like electrostatics, short range forces like solvation, which do not
let the particles coalesce and makes life possible. Almost all of the biological world
like plants, animals, microbes, virus are made up of a large amount of water and
exist in various forms instead of a solid particle[4]. Understanding of the electrical
double layer and its properties is very important as it has very wide applications
in daily life and industries. The properties of electrical double layer affect the stability of colloid and suspension, electrochemical application like battery, capacitor,
fuel cell, electro-deposition, corrosion, reactions at the interface,catalysis, biological
systems applications like stability of proteins, transport of ions in blood, working of
the biological membranes, cell properties, biological processes, industrial application
like manufacturing of ink, sensors, cosmetics, detergents, shampoo, sensors, cement,
charged fluids, electrophoresis, electro-osmosis, filtration systems, microfluidic devices, food industry and electro-kinetic processes, rheology of complex fluids and its
dynamics, soft matter systems[24, 25, 26].
Simulation plays a critical role in the investigating the properties of double layer.
While experimentally, we can get actual values which are prone to experimental errors and often involves tedious and time consuming efforts, simulation on the other
hand provides a clearer picture of how each components adds up to give the final
experimental results. Various theories have been proposed to investigate the double layer properties but none of the theories are complete in themselves. The first

5

Chapter 1. Introduction

generation of models was known as primitive models which treated solvent as a continuum and structureless fluid[27, 28, 29, 30, 31]. The primitive models did not take
solvent size into account but some took ion size effects into account. But it has
been found that the solvent plays a critical role in the formation of double layers
and distribution of ions in the double layer since, it the component which is present
in abundant quantity[26]. The next generation of models was known as ”civilized”
model, a termed coined by R.H Stokes[32] which took all component sizes into account. Our model incorporated the Civilized model combined with charge regulation
making it more closer to the reality. The Tramonto Software[33] has not been explicitly used to study size effects of Ions on the charge at the electrical double layer.
It will be very tedious, more difficult and time consuming to perform experiments to
study the size effects.
The accuracy of density profile generated using Molecular Dynamics Simulation,
Monte Carlo Simulations techniques depend on the simulation time, the sample box
and number of particles in the box. For example, the number of solvent molecule
per ion is 5500:1 for an 0.01M electrolyte solution(Assuming molarity of water is
55M).The simulations tracks the position of all the ions and the density profile is
generated based on the positions occupied by the ions during the simulation. The
accuracy can be increased by increasing the simulation time or increasing the number
of ions in the simulation box or increasing the sample size or domain. For the ion to
occupy all the possible positions near the interface, simulation needs to run for long
enough time. In order to reduce the simulation time, number of ions in the sample
space needs to be increased. This can be achieved by either increasing the domain or
increasing the concentration of ions. It is due to these reasons that the MD and MC
simulations require very high computational resources to get density profiles of ions
with reasonable accuracy. The classical density functional theory on the other hand
uses minimization of the free energy functional which is a function of density to get
the equilibrium density profile. This is fast and reasonable accuracy can be achieved
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with less computational resources and less simulation time and does not depend on
the total number of molecules in the domain but on the density of molecules. So, an
effort has been made in this thesis to study size effects using the model in Tramonto
Software to calculate the density profile and characterize the electrical double layer
properties of the charged interface.
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2.1

Background

Reuss in 1809 provided the first experimental evidence for the fact that charged
interfaces are formed when in contact with electrolyte solution[34]. The first theoretical basis was formulated by Helmholtz in 1853[35]. He assumed that electrical
double layer can best be described by a capacitor model which is based on the fact
that surface charge is neutralized by counter ions(ions having opposite charge to the
surface) near the surface. A simple capacitor consists of two charged parallel plates
separated by a dielectric medium. In case of Helmholtz model, electrical double layer
acts as two charged plates of the capacitor and aqueous electrolyte solution acts as
a dielectric medium and the scale of it is in molecular dimension. Charged interface
acts as one parallel plate the layer of counter ions form the other parallel plate. This
model was very basic but did not take into account the thermal energy of the solution
i.e. ions are mobile in the electrolyte solution. Electric potential varies linearly with
distance from interface within Helmholtz layer. This model treated ions as point
charges. The model does not take into account the mobile nature of ions in the
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solution due to thermal energy, diffusion of ions, adsorption of the ions to surface,
solvent does not interact with the surface and is treated as a structureless fluid with
continuum dielectric property.
The second model was proposed independently by Gouy[36] in 1910 and Chapman[37]
in 1913. This model took into account the thermal energies of the ions. So, as per
this model the ions are treated as point charges but mobile in solution and hence
takes into account the thermal energies of the system. Electrostatic potential is
calculated using Poisson’s equation with the charge distribution varying based on
Boltzmann statistics under continuum approximation[38]. This model introduces
the formation of diffuse layer of ions near the surface due to the mobile nature of
the ions. For a negatively charged surface, the positive ions (counter ion) concentration decreases exponentially away from the surface and the negatively charged ion
concentration increases exponentially away from the surface. Charge at the interface is treated as an average of the total charge at the interface over total surface
area[25]. These assumptions are valid when the length scales are large and have low
electrolyte concentrations so that the solvent can be treated as a continuum fluid
and ions interaction can be neglected[39, 40, 41]
The Poisson Equation of electrostatic potential is given by

∇2 Ψ = −

ρ
,
εε0

(2.1)

where Ψ is the electrostatic potential, ρ is the charge density, ε is the medium
dielectric permittivity, ε0 is the vacuum dielectric permittivity. This equation reduces
to Laplace equation when the right hand side of the equation is equal to zero[42].
The Boltzmann equation of distribution of the charges is given by
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X
−zi eΨ
0
ρ = e zi ni exp
kB T
i

(2.2)

where ρ is the charge density,zi is the valency of the ith ion, n0i is the bulk number
density of the ith ion, e is the fundamental unit of electric charge, Ψ is the electrostatic
potential, kB is the Boltzmann constant and T is the absolute temperature.
Using the Gouy Chapman model and combining the above equations under continuum approximation, we get the Poisson-Boltzmann (PB)[6, 43] given by



1 X 0
−qi Ψ
∇ Ψ=−
ρ qi exp
,
εε0 i i
kB T
2

(2.3)

where Ψ is the electrostatic potential, ρ is the charge density, ε is the medium
dielectric permittivity, ε0 is the vacuum dielectric permittivity, zi is the valency of
the ith ion, n0i is the bulk number density of the ith ion, e is the fundamental unit
of electric charge, kB T is the thermal energy of the system and ρi 0 is the number
density of the ith ion in the bulk.
The PB equation is very powerful, simple to apply and is used even today.
The PB equation for the case of symmetric electrolyte reduces to

kB T 2
∇ Ψ=
κ sinh
e
2



eΨ
kB T


(2.4)

where κ is the inverse Debye screening length given by the following equation

r
−1

κ

=

εε0 kB T
2NA e2 n0

(2.5)
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where NA is Avogadro’s constant.
The ionic strength(I) is related to the Debye length(κ−1 ) by the following relation

2e2 I
εε0 kB T

(2.6)

1X 0
zi ρi ,
2 i

(2.7)

κ2 =
where
I=

For obtaining a unique solution to the Poisson-Boltzmann equation Eq. (2.3), we
have to provide two boundary conditions as it is a second order differential equation.
The boundary conditions are typically taken at the interface, at the mid-point of
a symmetrical system or at infinite distance away from the interface. When we
consider the boundary conditions at the interface, the equation can be solved either
as Dirichet boundary value problem or Neumann boundary value problem.
For the case of using Dirichet boundary value problem method, the solution is
obtained by assuming the potential at the interface to be constant and is given by
the following boundary condition

Ψs = Ψ(0)

(2.8)

For the case of using Neumann boundary value problem method, the solution is
obtained by assuming the surface charge at the interface to be constant given by the
following boundary condition

σs = −εε0 ∇ψ

(2.9)
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But either of the above methods used to calculate the potential is not a true
physical representation as it does not account for the origin of the surface charge.
The charge at the interface should be determined based on the chemical equilibrium
between the surface reactive groups and adjacent solution. This was first addressed
by Ninham and Parsegian and the concept is known as Charge regulation(CR)[44].
This boundary condition makes the analysis more complicated but is physically more
relevant as it takes into account the adsorption kinetics and thermodynamic equilibrium between the surface reactive groups and potential determining ions(PDIs).
Potential determining ions are the ions in solution that takes part in the reaction
with surface reactive groups by either detaching or attaching to the surface and
are critical in determination of the charge and potential at the surface[26]. Surface
charge regulation boundary condition has been used to analyze physical problems
like electrical double layer interaction in colloidal particles, dissimilar oxide surfaces,
ionizable surfaces, conductivity in fluidic nanochannels[45, 46, 47, 48, 49, 23].
The major drawback of the Gouy and Chapman model is that it overestimates
the ion concentration near the surface because for highly charged double layers, the
steric hindrance will play a major role in determining the ionic species distribution
near the interface. This was first observed by Stern[50] in 1924. He proposed a model
which combined the Helmholtz model and Gouy and Chapman model. Stern model
of electrical double layer consisted of two layers. First layer is similar to Helmholtz
model which consists of ions adsorbed to the surface rendering them immobile and
the second layer is similar to Gouy and Chapman model consisting of ions in diffuse
layer. But he considered the effect of finite size of the ions and hence the distance of
the closest approach of ions to the surface is called ionic radius of the species. First
layer is known as Stern Layer(SL) which is located at a distance of ionic radius from
the surface and the layer of ions next to them is known as diffused layer which was
similar to Gouy and Chapman Layer. The plane parallel to the surface and located
at the end of diffused layer is known as slipping plane. The potential varied linearly
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in the Stern Layer and exponentially in the diffuse layer. Graham[51] extended the
model and proposed that the ions could be specifically adsorbed to the interface i.e.,
they may lose their hydration sphere and directly be in contact with the surface.
He proposed the existence of three regions, the first is inner Helmholtz plane(IHP)
passing through the centers of the specifically adsorbed ions, the second is outer
Helmholtz plane(OHP) passing through the center of solvated ions located at the
distance of their closest approach to the surface. Third region is the diffuse layer
beyond the OHP. The potential at diffused layer is known as diffused potential and is
calculated by PB equation (2.3) and the layer formed by the adjacent ions and solvent
molecules acted as a capacitor. Another approach towards improving the model was
by modyfying the PB equation so as to provide a more accurate description of the
electrical double layer[52, 53, 54, 55, 56]. But these efforts did not take into account
the interaction between the species which resulted in the not being able to explain
important physical effects.
Derjaguin and Landau[57] in 1941 and Verwey and Overbeek[43] in 1948 proposed
a theory well known to the scientific community as DLVO theory. This was the
first theory which took into account both electrostatic and non-electrostatic forces
between the ionic species and was able to explain the stability of colloids. All colloid
particles form electrical double layer and the charge at surface of the colloid particles
is based on the composition and pH of the solution. The electrostatic repulsion due
to overlapping of double layers between the like charged particles dominated the
Vander Waals attraction and so the colloid particles did not coagulate. The colloid
particles coagulate when attractive forces dominate the electrostatic repulsion i.e.,
charge on the colloid particle was negligible. This was an incredible feat achieved in
the colloids and interfacial science.
Electrical double layer can be modeled theoretically in a more rigorous manner
using modern statistical mechanics theory which explicitly takes into account the
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ion-ion correlation and structure effect into account[58, 59, 42]. This method is far
superior as it takes into account the ion-ion correlations not only near the interface
but also in the bulk and explicitly accounts for the ion sizes. One of the ways to
implement this method is by applying and solving Ornstein-Zernike(OZ) Equation for
multi-component solutions. In this case, the OZ equation takes the below form:[60]

h(i,j) (r1 , r2 ) = c(i,j) (r1 , r2 ) +

X

Z
ρk

dr3 cik (r1 , r3 )hkj (r3 , r2 )

(2.10)

k

where h(i,j) is the total correlation function and c(i,j) is the direct correlation
function between particles of species i and j, ρk is the number density of species
k and r1 , r2 , r3 are the position vectors. In order to solve OZ equation(2.10), a
closure relation equation for cij (r1 , r2 ) and hij (r1 , r2 ) is used which is based on the
physical assumptions. Accuracy of solving OZ equation is based on the selected
closure relation which may lead to anomalies like getting different results for pressure
from directly using pressure equation and integrating the compressibility equation[58,
59, 42]. So, OZ approach is commonly used to study primitive models.
Another approach is to use classical density functional theory[61] to study charged
interfaces and distribution of the ions. It is analogous to the electronic density functional theory(e-DFT) which was proposed by Kohn and his collaborators.[62, 63]. As
per the e-DFT, we can study and extract all the relevant information for a quantum
system if we know the electron density. Electron density is found by minimizing the
free energy functional. In case of quantum system, if we consider a quantum system
of N electrons subject to an external field, then e-DFT can be applied in two steps.
First step is to write Hamiltonian of the system as a unique functional of electronic
density. The second step is to find electronic density that minimizes the free energy
functional in presence of the external field like nucleus. The same approach when
used for classical systems is known as classical density functional theory. For exam-
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ple if we consider a classical fluid system, we have to express the free energy as a
unique functional of the classical fluid density in presence of external perturbation
like solute or solid surface and find the equilibrium density by minimizing the free
energy functional[64, 61].This approach has been used to study inhomogeneous fluid
systems, solvation forces, colloidal stability, spinodal decomposition, freezing and
many more[65, 39, 66, 67, 68, 69]. In both theories, the density profile obtained is
relative to the external field like nucleus in case of the quantum system and charged
interface in case of the classical system and the final density distribution obtained is
for the system being in equilibrium. This method is convenient as it is based on the
density rather than total number of molecules which makes it computationally less
demanding compared to the Monte Carlo and Molecular Dynamics simulation.

2.2

2.2.1

Theory

Classical density functional theory

Classical Density functional theory is chosen in this thesis as the preferred method of
analysis because it does not need closure relations like OZ approach and it is easier
to model fluids in an external field and the solution is derived by minimization of
the thermodynamic potential with respect to the density of all components in the
system. The results are dependent on the accuracy of the free energy functional[60].
Functional describing the system is given by

15

Chapter 2. Background and Theory

Ω [{ρi (z)}] = kB T

N R
P

dz ρi (z) {ln [λ3i ρi (z)] − 1} +

i=1
ex
ex
[{ρi (z)}] +
FHS
[{ρi (z)}] + Flong
N
PR
dz ρi (z) [Viext (z) − µi ],

(2.11)

i=1

where λ =

p
h2 /(2πmi kB T ) is the thermal de Broglie wavelength, h is the Planck’s

constant, mi is the mass of species “i”, and ρi (z) is the local density of component
“i”. The latter is a function of z, which is the coordinate normal to the interface.
Viext (z) is the external potential energy for species ”i” due to both electrostatic
and LJ contributions, and µi are the chemical potentials of all species. N is the
total number of components: ions and solvent. The functional Ω [{ρi (z)}] is then
minimized following the Euler-Lagrange procedure[70]

δΩ[ρi (z)]
=0
δρi (z)

(2.12)

to obtain the densities for each species ρi (z) (charged ions or neutral solvent molecules).
The interactions between the solutions species are determined by the excess free
ex
ex
energy terms FHS
[{ρi (z)}] and Flong
[{ρi (z)}]. The former takes into account the

excluded volume interactions according to the fundamental measure theory[68, 67].
The latter term accounts for all long-range interactions. In our analysis below we
consider a Lennard-Jones[42] type of electrolyte solution where the long-range interactions are given by

"
ΦLJ (rij ) = 4ij

dij
rij

12


−

dij
rij

6 #
, rij > dij
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where dij = (di + dj )/2, di is the diameter of component “i ”. The LJ interaction of
a molecule (or ion) of type “i ” with the interface is

"
ΦLJ (z) = i

2
15

 9  3 #
di
di
−
, z > di /2
z
z

(2.14)

where ij and i determine the magnitudes of the LJ energy.
All charged species also exhibit Coulombic electrostatic (el) interactions (in addition to the LJ). In the bulk this energy is defined by

Φel (rij ) =

qi qj e2
, rij > dij ,
4πεε0 rij

(2.15)

while the electrostatic interaction with the interface is

Φel (z) =

qi σz
, z > di /2,
2εε0

(2.16)

where ε and ε0 are relative dielectric permittivity of the solvent, the dielectric constant of vacuum, respectively and σ represents the surface charge (see below).

2.2.2

Charge regulation and charge formation at the electric
double layer interface

The surface charge is a results of the thermodynamic equilibrium between the reactive
groups at teh interface and the PDIs in the solution. The particular chemistry may
vary depending on the specific case[45]. In the present analysis we adopt a model
first proposed by Chan et al.[48]. It considers the surface reaction equilibria.
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AH+
2 + BH

AH + BH+
2,

pK+ = − log10 K+

AH + BH

A− + BH+
2,

pK− = − log10 K−

(2.17)

and a bulk reaction

B− + BH+
2,

2BH

(2.18)

where K+ and K− are the equilibrium constants, and AH represents a surface chemical group that can either bind or release a proton depending on local densities ρBH+2 ,
ρBH of species BH+
2 (PDIs), and BH in the solution. The model also allows for the
presence of ions that are not involved in the chemical reactions (2.17) and (2.18).
They still have a significant effect on the properties of the EDL through their interaction with the rest of the solution components as well as with the surface. These
ions are the focus of our study.
The densities of all ions in the immediate vicinity of the charged interfaces are
given by[26, 3]

R di /2
ρsi =

0

dz ρi (z)
.
R di /2
dz
0

(2.19)

The surface charge is[48]

σ = eΓ

ρsAH+ − ρsA−
2

ρsAH + ρsAH+ + ρsA−
2

δ sinh[e(ΨN − Ψs )/kB T ]
= eΓ
.
1 + δ cosh[e(ΨN − Ψs )/kB T ]
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where δ = 2

p
K− /K+ , Γ is the surface concentration of ionizable groups, and Ψs

is the surface potential. The quantity ΨN = [ln(10)kB T /e] (pI − pHb ) is the Nernst
potential where pI = (pK− + pK+ )/2 is the surface isoelectric point and pHb is the
pH value in the bulk solution, far from the charged interface. The relationship (2.20)
corresponds to the charge at the inner Helmholtz plane (see Figure 1.1). The surface
charge is also equal (and opposite in sign) to the net bulk charge, or

σ=−

M Z
X
i=1

∞

qi ρi (z)dz

(2.21)

0

where M is the total number of components in the solution. Since the solvent is
neutral, it is formally treated as a component with zero charge (qs = 0).

2.3
2.3.1

Simulation and modeling
System

The systems consists of an infinitely long charged wall near the electrolyte surface
with a surface charge density. This systems is analogous to a system of colloidal
particles in an aqueous monovalent electrolyte solution. In this case, the wall represents charged colloid surface. The other components are solvent molecules(water),
potential determining ions(Hydronium Ion), positive ions and negative ions. As the
size of the ions and solvent molecules are very small compared to the size of colloid
particle. So, it is appropriate to assume the colloidal particles as wall. This system
is also analogous to the negatively charged silica surface dipped inside an aqueous
electrolyte like potassium chloride.[23] The solvent interaction like solvation forces is
modeled using the solvent-species interaction parameter. This parameter accounts
for various solvation forces. The wall interaction parameter is used to model the
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hydrophobic or hydrophilic wall. All the simulation are run at temperature of 298K
with dielectric of water being 78.5.
The dielectric property of the solvent is treated as constant and polarization
effects are not taken into account.This assumption is valid for low concentration of
electrolyte solutions.[71]

2.3.2

Numerical technique

Tramonto is capable of solving the Poisson Equation using either constant surface
charge or constant potential boundary condition. The charge regulation code developed by Mark Fleharty is being used for the boundary condition using bisection
method. Bisection method relies on the fact that the root of equation lies between
the two points namely a and b. For the purpose of this study, surface charge is
provided as an input to the Tramonto to generate density profiles for all the species.
So, as a first step the end points needs to be defined. The ends points are chosen
based on the hypothesis that the equilibrium surface charge density will always lie
between the maximum surface charge density and minimum surface charge density.
The maximum surface charge density is reached when all the active sites are occupied
by positively charged species. The minimum charge density is reached when all the
active sites are occupied by negatively charged species. Using these two as the initial
end points of the interval, bisection method is used to solve for the roots by reducing
the interval and get an equilibrium surface charge based on charge regulation theory.
The process of iteration starts with feeding the initial surface charge as input
and obtaining the density profile. Next step is to calculate the average density of
PDI from the density profile using equation. From average density of the PDI, the
surface potential is calculated using the equation. This is done numerically using
the trapezoidal rule of integration. Using the surface potential, new surface charge
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is calculated using equation. This new surface charge is compared to the mid point
of the current interval and based on the logic of the bisection method, one of the end
points is replaced with mid point and new interval end points are obtained which is
half of the initial interval. This process is repeated 26 times to get the value of the
surface charges with required accuracy.

2.3.3

Tramonto parameters

The term size of the species is defined as the diameter of the species. The diameter
of the PDI is set to 1 Tramonto unit and all the sizes of the other components are set
relative to the size of the PDI. Simulation box size is 100 times the size of the PDI.
Bulk concentration of the electrolyte is 0.01M. The overall density of the system is
maintained at 0.8 as it is the average liquid density in terms of number of molecules
per unit volume.

2.3.4

Ion size variation selection

Ion size mentioned in this thesis means diameter of the ions. Ionic radius of ions
in aqueous and non-aqueous environment has been presented by Marcus[72] using
diffraction methods like X-ray Diffraction, Neutron Diffraction, EXAFS( Extended
X-Ray Absorption Fine Structure) and computer simulation methods like Monte
Carlo Method and Molecular Dynamics Method. The radius of the ions is calculated
based on the equation(2.22).

Rion = dion−water − Rwater

(2.22)

.
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where Rion is the radius of the individual ion, dion−water is the interparticle distance between the ion and water molecule in the first hydration layer found using
pair correlation and Rwater is the radius of water molecules.
The ionic radius range for simulations is chosen to cover the range of sizes mentioned in the Marcus article. Current range of ions size from 0.1 to 2.0 in Tramonto
units. 1 unit of Tramonto is 2.88177 Angstroms.
The upper limit of the size of ions is based on the convergence of the simulation
results and validity of the equation of the state used in Tramonto[33].

2.3.5

Different planes

Until now we have discussed Shear Plane(SP), Inner Helmholtz Plane(IHP) and
Outer Helmholtz Plane(OHP) and Stern Layer(SL). Historically, IHP is plane passing
through the interface of the charged surface and the electrolyte solution. SL is the
first layer of ions and solvent molecules that are tightly adhered to the charged
surface[50]. OHP is the plane passing through the mid point of SL. According to
the theory of the electro-kinetic phenomena, SP is the plane which is the marks the
beginning of region between SL and the bulk solution[73, 74, 5, 75]. Electro-kinetic
measurement of surface charge or potential corresponds to the charge or potential
at SP[74]. This is also the plane where ions can move under the influence of the
external field. Stagnant layer thickness is of the order of ions or solvent molecular
diameter based on detailed molecular simulations[3, 75, 76, 18].
Defining the shear plane becomes difficult when diameter of the ions and solvent
molecules are different. For the current thesis, Shear Plane is defined as the plane
located at the end of the first layer of the component which present in the largest
quantity.
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3.1

Introduction

A typical profile is shown in Figure 3.1. This is a plot the variation of number density
of the all components with distance from the wall. As it is evident from density profile
that only solvent density plot is visible. This is because solvent is present in very
large quantity compared to PDI, positive ions and negative ions. The solvent profile
is oscillating in nature because we have considered size of the solvent. If solvent size
is not considered then the profile would be a smooth profile. The peaks represent
the maximum density of the solvent. Considering two solvent molecules in two layer
arrangement, the peaks should be oscillating corresponding to the size of the solvent.
Structural decay of solvent peaks dies out rapidly with distance and goes to the bulk
value.
For the above reason, we represent the density profile relative to bulk density of
each component as shown in the Figure 3.2. Only three density profiles are visible
with structural peaks. This is because the normalized density profile for PDI and
positive ions overlap with each other. This is because both have the same size and
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Figure 3.1: The density profile for all components is shown for a ternary system with
pH = 4, Bulk concentration = 0.01M and size of all the components is equal to 1
Tramonto unit with no wall interaction. Only solvent profile is visible due to its huge
number density compared to other components.

charge and other properties. The structural peaks decays for the all components but
positive ion peaks decay at a faster rate because of the wall being negatively charged
compared to the negative ions. Electrostatic effects decay exponentially which is
evident when we focus on the minima of normalized density profiles. The structural
peaks for all components oscillate corresponding to size of the component. Also,
since all components have the same size, shear plane is located at the distance where
first minima occurs after the first solvent peak is located.
All the components of an aqueous solution will have different sizes. This is a more
practical scenario like in cesium chloride solution where size of cesium ions is different
from the size of solvent molecules and size of the chloride ions. In order to study such
systems and account explicitly for the size effects, we have to vary the size of one
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Figure 3.2: The normalized density profile of all the components for a ternary system
with pH = 4, Bulk concentration = 0.01M and size of all the components is equal
to 1 Tramonto unit with no wall interaction is shown. Density profile of the PDI
overlaps with positive ion.

component and keep size of the remaining components as constant. Size of effects
of the solvent has been studied and it shows that it impacts the physical properties
like onset of phase change[26, 3]. A charged interface formed with the potassium
chloride solution and cesium chloride solution will have different properties. This
can be studied by varying the size of one component and keeping the size of all other
components constant in order to account for the explicit size effects of the single
component.
The Figure 3.3 shows a typical profile of 4-component system with positive ion
size slightly bigger than the other components with all other conditions remaining
the same as mentioned in Figure 3.2. The density of the all four components can
now be seen explicitly. The density curve of PDI no longer overlaps with the density
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Figure 3.3: The normalized density profile of all components is shown for a ternary
system with pH = 4, Bulk concentration = 0.01M and size of all the components is
equal to 1 Tramonto unit except the positive ion with no wall interaction.
curve of positive ions. The first peak of the positive ion is shifted away from the
wall. This is because the ion size is larger from the wall. The structural peaks of
positive ions oscillate and have a higher value.
When we look at the plot of electrostatic potential with distance from wall as
shown in Figure 3.4. The electrostatic potential varies smoothly with distance from
the wall. It is not evident from the electrostatic potential curve that the structure
plays an important part. The structural peaks are not present in the electrostatic
potential curve. Electrostatic potential goes to zero at a distance far away from the
wall. This might be misleading if we studied the potential curve alone.The Poisson
Equation (2.1) is usually solved using a Boltzmann approximation as mentioned in
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Figure 3.4: Electrostatic potential is plotted against distance from the wall for a
ternary system with size of all components being equal, pH = 4, Bulk Concentration
= 0.01M and no wall interaction.

second chapter. This is a point model as size of the species is not considered. In case
of classical Density Functional Theory, Poisson equation is solved using all the fluid
correlations like repulsions, attractions, finite size of all species including solvent size
and the solution thus obtained is more physical but ψ(r) has no structure effects i.e.
it does not oscillate. It is not clear by looking at the potential curve that the double
derivative of the electrostatic potential will show structure effects i.e. oscillations.
But when we plot the double derivative with the charge i.e. Left Hand Side of Poisson
equation and Right Hand Side of the Poisson equation (3.1)[33] mentioned below,
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we are able to see the structure effects as shown in Figure 3.5.

∇2 ψ ∗ = −4π

X qi ρ ∗
( i)
Telec
i

(3.1)

where ψ ∗ is the dimensionless electrostatic potential, ρ∗i is the dimensionless density
of species i, qi is the charge of species i and Telec is the reduced temperature given
by Equation(3.2).

Telec =

4πkT κε0 σref
e2

(3.2)

where κ is the dielectric constant, σref is the reference distance and ε0 is the permittivity of free space.
The charge at the surface is calculated using equation 2.21. The charge at shear
plane is calculated in the same way i.e. the total charge in the fluid after shear plane
corresponds to the charge at shear plane with a opposite sign. The surface charge
calculated using Tramonto is charge at the wall. In all the plots, the edge of wall is
located at the 0.5 distance away from the axis and the first peak of the component
occurs at a distance equal to half the component size from the edge of the wall.
One of the benefits of using the classical density functional theory is we can find all
the relevant parameters of the system like pressure, chemical potential, capacitance,
and many more as we know the density of all components as function of the distance
from wall. In recent years, the electrical double layer capacitors have been very
popular as electrochemical storage devices. These devices have high power density
and long cyclability and are used as a renewable source of energy in electric and
hybrid vehicles, smart grid management[16]. We can calculate the capacitance of
the system using the below equation as a function of the distance.
C=

dσ(z)
dψ(z)

(3.3)
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Figure 3.5: LHS and RHS of the Poisson equation (3.1) is plotted on y-axis with
distance from the wall on the x-axis solved for a ternary system with pH = 4, Bulk
Concentration = 0.01M and no wall interaction.

where C is the capacitance as a function of distance, σ(z) is the total charge as a
function of distance away from the wall and ψ(z) is the electrostatic potential as a
function of the distance and z is distance from the wall.

The calculated capacitance is plotted in Figure 3.6. It can be seen that the
capacitance value peaks at a distance 2 that is the at Stern Layer and then decays
to a bulk value.
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Figure 3.6: Capacitance as a function of distance away from the wall is plotted using
(3.3) for a ternary system with bulk concentration = 0.01M, pH = 4, all sizes are
equal to 1 and no wall interaction.

3.2

Ion size effects

In this section, the discussion on density profiles for various sizes is done. The first
peak of the component with smaller size shifts closer to the wall as seen in Figure
3.8. The first peak of the component with larger size shifts away from the wall as
seen in Figure 3.7. Also we can notice the effect of the size of positive ions. As,
the size of positive ions increases, the number density of positive ions increases near
the negatively charged wall. This is due to three main reasons. Firstly, the charge
density decreases with increase of the size of the positive ion which results in the
reduction in electrostatic interaction. Secondly, the non-electrostatic interaction like
attraction and repulsion becomes stronger. Thirdly is the magnitude and sign of the
charge on the wall. Based on the current surface chemistry parameters selected, the
wall is negatively charged. Similarly, less number of ions are present in the case of
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Figure 3.7: Density profile for a 4 component system with positive ion size 1.3 times
greater than the size of all the other components for pH = 4, Bulk Concentration =
0.01M and no wall interaction.

smaller positive ion size. The structure decay follows the regular trend[4] i.e. density
of positive ions decay to the bulk value and density of the negative ions increases to
reach the bulk density. Also it can be seen that solvent is present in the large numbers
compared to the ions. All peaks oscillate with a wavelength nearly equal to the size
of the component in large numbers. Similar trend has been observe by Aidan[1] in his
non-equilibrium molecular dynamics simulation for equilibrium properties as shown
in Figure 3.9.
Similarly when we vary the size of the negative ions, the density profile shifts
either towards the wall or away from the wall when negative ion size(red color) is
decreased or increased respectively as shown in Figure 3.11 and Figure 3.10. The
density of negative ions increases with increase in size near the wall because charge
density of the negative ions decreases with increase in size, so the more negative
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Figure 3.8: Density profile for a ternary system with positive ion size of 0.5 times
the size of all the other components for pH = 4, Bulk Concentration = 0.01M, hard
wall. The positive ion density profile is shown in blue color.

Figure 3.9: Plot of solvent density solid line, left axis! and counterion density
dashed line, right axis! as a function of distance from the center of the pore[1].
ions are required to neutralize the same amount of positive ions and they are less
repelled away from the negative wall. In this case also, the peaks oscillate with the
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Figure 3.10: Density profile of all components for a ternary system with negative
ion size 1.3 times greater than the size of all the other components for pH = 4, Bulk
Concentration = 0.01 and no wall interaction is shown. Negative ion density is shown
in purple color and first peak is shifted away from the wall.
wavelength corresponding to size of the solvent as it is present in huge quantity.
Density profile of the ions follows the regular trend for negatively charged wall i.e.
positive ion density decreases to the bulk value and negative ion density increases to
the bulk value after the initial peak[4]. So, it is evident that ion size has significant
effect on the distribution of ions.

3.3

Bulk effects

In this section we analyze the effects of bulk interaction on the charge at shear plane
and charge at the wall with varying ion size. We vary the Lennard Jones interaction
parameter between the size varying ions and the solvent molecule while keeping the
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Figure 3.11: Density profile of all components for a ternary system with negative ion
size of 0.5 times the size of all the other components for pH = 4, Bulk Concentration
= 0.01 and no wall interaction is shown.The density profile of the negative ions is
shifted towards the wall shown in purple color.
parameter fixed for all the other solvent-fluid interaction. This is in a way equivalent
of varying the solvation forces i.e. either the positive ion is more solvated or less
solvated compared to other ions. As we increase the solvation forces in the bulk for
positive ion, positive ions are pulled into the bulk and positive ion concentration
at the wall decreases but PDI and negative ion concentration increases with overall
decrease in the magnitude of surface charge as seen in Figure 3.12. Surface charge
is regulated based on the chemical equilibrium between the PDIs and the surface
groups. So, as less positive ions are present near the wall, PDIs can more easily
reach the wall and kill the charge. Reverse happens when we decrease the solvation
forces in the bulk, positive ion density at the wall increases and the surface charge
increases i.e. surface becomes more negative. This happens due to the relative
increase in positive ions concentration near the wall to form a layer which acts as
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Figure 3.12: The variation of surface charge is plotted against size of the positive ion
in a ternary system with pH = 0.01 and bulk concentration of 0.01M with varying
solvent-positive ion Lennard Jones interaction in the bulk and no wall interaction.
The epsilon decreases as we move down the plot and varies between 0.6 to 1.4. The
size of the positive ion varies from 0.1 to 1.7 Tramonto units.

an electrostatic barrier and increases steric hindrance and reduces the PDI’s access
to the wall. So, the wall is less accessible to the PDIs as they get repelled by the
presence of positive ions near the wall and cannot kill the surface charge. Size effects
are more significant when the positive ions are bigger than the rest.
The reverse trend is observed in the shear plane as shown in Figure 3.13. This
is because charge at the shear plane is the sum of surface charge and charge in
the first layer. Charge in the first layer is governed by the presence of positive,
negative ions and PDIs. Also, the electrostatic repulsion decreases when we increase
the size as the charge density decreases. Since, we are varying the Lenard Jones
parameter, attraction and repulsion between the species increases with increase in
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Figure 3.13: The variation of charge at shear plane is plotted against size of the
positive ion in a ternary system with pH = 0.01 and bulk concentration of 0.01M
with varying solvent-positive ion Lennard Jones interaction in the bulk and no wall
interaction. The epsilon increases as we move down the plot and varies between 0.6
to 1.4. The size of the positive ion varies from 0.1 to 1.7 Tramonto units.

size. Repulsion scales with size of the species to the power of 12 while attraction
scales with size of the species to the power of 6 as mentioned in equation (2.13).
So, charge in the shear plane decrease with increase in size of positive ions and can
even become positive for higher values of the Lennard Jones positive ion solvent
interaction parameter.
Similarly for negative ions when we increase the solvation forces in the bulk,
magnitude of charge at the wall increases. This can be clearly seen in Figure 3.14.
This is seen with size of the negative ions greater than 0.8 but becomes more prominent when the size is greater than 1. This is because with increase in the Lennard
Jones parameter between solvent and the negative ions, negative ions are pulled
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Figure 3.14: The variation of surface charge is plotted against size of the negative
ion in a ternary system with pH = 4 and bulk concentration of 0.01M with varying
solvent-negative ion Lennard Jones interaction in the bulk and no wall interaction.
The epsilon increases as we move down the plot and varies between 0.6 to 1.4. The
size of negative ion varies from 0.1 to 1.8 Tramonto units.

away from the wall and into the bulk. With increase in size, this effect is enhanced
as non-electrostatic effects increases and electrostatic effect decreases. Since the concentration of the negative ions decreases near the wall, PDIs and positve ions are less
attracted towards the wall but overall concentration of the ions decreases favouring
the interaction of PDI with the wall. So, the PDIs can easily reach the wall and
kill the charges. Hence, we see that charge at the wall becomes less negative. Similarly opposite trend is seen for the charge at shear plane which is important from
electro-kinetic phenomena prospective in Figure 3.15. The magnitude of charge at
the shear plane increases because the decrease in the number of positive charges
including PDIs is more compared to the decrease in the negative ions in the Stern
Layer. This is because the electrostatic effects are more dominant and the bigger
negative ions are less repelled from less negatively charged surface.
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Figure 3.15: The variation of charge at shear plane is plotted against size of the
negative ion in a ternary system with pH = 4 and bulk concentration of 0.01M
with varying solvent-negative ion Lennard Jones interaction in the bulk and no wall
interaction. The epsilon increases as we move down the plot and varies between 0.6
to 1.4. The size of negative ion varies from 0.1 to 1.8 Tramonto units.

3.4

Wall effects

In this section, we investigate the effects of varying wall interaction with size of ions.
We vary the Lennard Jones interaction parameter of the positive ions with the wall
while keeping it constant for remaining components. In this case the wall is known
as a soft wall because all components interact with the wall and both attractive and
repulsive interactions are considered. This is a more complex scenario compared
to the previous case when only bulk interaction are turned on. With the increase
in size of the ions, non-electrostatic forces becomes stronger based on the equation
(2.14) between the wall and the ions while bulk interaction also increases based on
the equation (2.13). So these two interactions scale differently with size and compete
with each other. Also, electrostatic effects decrease with increase in the size of the
ions. So, when we increase the wall interaction parameter for the positive ions and
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Figure 3.16: The variation of the surface charge is plotted against size of the positive
ion in a ternary system with pH = 4 and bulk concentration of 0.01M with varying
wall-positive ion Lennard Jones interaction keeping the bulk interactions constant.
The epsilon increases as we move down the plot and varies between 0.6 to 1.4. The
size of positive ion varies from 0.1 to 1.8 Tramonto units.

keeping it constant for rest of the ions, non-electrostatic attraction increase with the
wall. This effect becomes stronger with the increase in size. So, concentration of
the positive ions near the wall increases significantly. The PDIs gets repelled due to
the increased density of the positive ions near the wall which creates an electrostatic
barrier. Also due to steric hindrance, the PDIs ability to reach the wall and kill
the charge is reduced. Due to this the surface charge increases in magnitude and
becomes more negative. This effect can be clearly seen in the Figure 3.16.
The charge at the shear plane is also impacted. With the increase of wall interaction for the positive ions more and more positive ions gets attracted to the wall.
Also, since the wall is more negatively charged, the concentration of the negative
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Figure 3.17: The variation of charge at shear plane is plotted against size of the
positive ion in a ternary system with pH = 4 and bulk concentration of 0.01M with
varying wall-positive ion Lennard Jones interaction and keeping the bulk interactions
constant. The epsilon decreases as we move down the plot and varies between 0.6 to
1.4. The size of positive ion varies from 0.1 to 1.8 Tramonto units.

charges near the wall is relatively less and charge at the shear plane decreases in
magnitude. This effect is so enhanced due to increase in size that there is charge
reversal at the shear plane as shown in the Figure 3.17. The charge at shear plane is
electrokinetic charge and in this scenario, we are able reverse the charge at the shear
plane by merely changing the size of positive ions in the electrolyte solution. It can
also be observed that the effect is less visible when the positive ions are equal to one
but is prominently seen for sizes greater than 1.
We investigate the effect of varying the Lennard Jones parameter between the
negative ions and the wall by varying the Lennard Jones wall parameter with the
negative ions with size. The wall interaction for all other species is kept constant. As
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Figure 3.18: The variation of the surface charge is plotted against size of the negative
ion in a ternary system with pH = 4 and bulk concentration of 0.01M with varying
wall-negative ion Lennard Jones interaction and keeping the bulk interactions constant. The epsilon increases as we move down the plot and varies between 0.6 to 1.4.
The size of negative ion varies from 0.1 to 1.8 Tramonto units.
can be seen from Figure 3.18, with increase in the wall interaction, the magnitude of
surface charge decreases. This can be explained by analyzing the electrostatic and
non-electrostatic interactions along with the charge regulation theory. With increase
in wall interaction between the negative ions and the wall, the non-electrostatic attraction increases and with increase in size, the non-electrostatic attraction is further
enhanced and the electrostatic repulsion with negatively charged wall decreases. So,
density of the negative ions is increased due to the increase in overall attraction of
the negative ions towards the wall. PDIs are more attracted toward the wall and
are able to kill the surface charge. Hence, surface charge becomes less negatively
charged. As more negative ions are present in the first layer, we would expect the
charge at shear plane to be more negative. This is clearly observed in figure 3.19.
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Figure 3.19: The variation of charge at shear plane is plotted against size of the
negative ion in a ternary system with pH = 0.01 and bulk concentration of 0.01M with
varying wall-negative ion Lennard Jones interaction and keeping the bulk interactions
constant. The epsilon increases as we move down the plot and varies between 0.6 to
1.4. The size of negative ion varies from 0.1 to 1.8 Tramonto units.
Thus, the size effects enhance effective wall interaction. This effect is very prominent
at negative ion sizes greater than one.
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The model used in the study is very robust and more physically relevant as it combines the civilized model with charge regulation boundary condition. Classical density functional theory is used to solve for the density of ions as function of the
distance from the interface. This method is very powerful and computationally very
less resource intensive compared to Monte Carlo simulations and Molecular dynamics simulations which are dependent on the factors like sampling time and number
of the ions in the system. For low concentration electrolyte solution, this method
makes more sense. This model gives the actual solution of the Poisson equation since
it takes into account all the fluid correlations and minimizing the grand thermodynamic potential.
Only PDIs can affect the surface charge as they interact with the surface groups.
The charge at shear plane is affected by the density distribution of PDI, positive
ion and negative ion in the Stern Layer which is defined based on the solvent size.
Solvent structure governs the wavelength of oscillations in the density profile of all
the components. This makes more sense as solvent is present in huge quantity and
its structural effects cannot be neglected. Increasing the size of ions decreases the
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electrostatic interactions while greatly increases the Lennard Jones repulsion and
attraction.
It has been found that the size of ions plays a critical role in determining the
charge at the interface and charge at the shear plane. The wall effects and bulk
effects are enhanced greatly when we increase the size of the ions. With increase of
the bulk solvation for the positive ions, the magnitude of the surface charge decreases
while the magnitude of charge at shear plane increases. This happens due to reduced
concentration of positive ions in the Stern Layer enabling more PDIs to interact
with the wall and kill the surface charge. Reverse trend is seen for the negative
ions. Charge at the interface is very sensitive to ion size and changes rapidly with
change in size. While studying wall effects it has been found that the surface charge
becomes more negatively charged when the Lennard Jones parameter is increased
for positive ions while reverse trend is observed for the negative ions. This effect
is greatly enhanced meaning change in surface charge increases with changing of
the size. In this study, it is found that size effect can dramatic. Charge reversal is
observed at shear plane for the case of wall effects due to increase in size. Opposite
trend is found for the negative ions. Commonly, it is found that the size effects are
more pronounced when the ion is bigger in size than other components.
This system can be modified to mimic various systems like different electrolyte
solutions, different surfaces, surface chemistry while taking into account most of the
relevant physical parameters. The surface chemistry parameter can be tweaked to
mimic a positively charged interfaces with different electrolyte solution. Tramonto
Software gives the ability to change this system to mimic two component systems
like electrical double layer capacitors using ionic liquids. Future work can be done to
study the bulk effects and wall effects together with the size effects and the impact
of variation of the ionic strength and surface chemistry to study the case of positive
charged wall. This system can be modified to mimic various systems like different
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electrolyte solutions, different surfaces, surface chemistry while taking into account
most of the relevant physical parameters. The effect on capacitance can be studied
to model a better electric double layer capacitor.
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