Abstract. In [16] G. Shimura introduced a family of invariant differential operators that play a key role in the study of nearly holomorphic automorphic forms, and he asked for a determination of their "domain of positivity". In this paper we relate the eigenvalues of Shimura operators to certain polynomials introduced by A. Okounkov, which leads to an explicit answer to Shimura's questions.
Introduction
In this paper we answer an old question of G. Shimura on the spectrum of certain invariant differential operators on a Hermitian symmetric space. These operators were first introduced by Shimura in [16] for classical Hermitian symmetric spaces, and they play a key role in his higher rank generalization of the theory of nearly holomorphic automorphic forms. In order to describe Shimura's question, and our answer, it is convenient to introduce the following notation for "partitions":
(1.1) Λ = {λ ∈ Z n | λ 1 ≥ λ 2 ≥ · · · ≥ λ n ≥ 0} , |λ| = λ 1 + · · · + λ n .
We will write 1 j for the partition (1, . . . , 1, 0, . . . , 0) with j "ones." Now suppose G/K is an irreducible Hermitian symmetric space of rank n. Let g and k denote the complexified Lie algebras of G and K, and let g = k + p = k + p + + p − be the corresponding Cartan decomposition. Let t be a Cartan subalgebra of k, then t is also a Cartan subalgebra of g; furthermore there is a distinguished family of strongly orthogonal roots for t in p + {γ 1 , . . . , γ n } ⊆ ∆ t, p + called the Harish-Chandra roots. Now p + and p − are abelian Lie algebras, which are contragredient as K-modules. Let W λ be the K-module with highest weight i λ i γ i and let W * λ be its contragradient, then by a result of Schmid we have K-module isomorphisms
Let u λ denote the image of 1 ∈ End (W λ ) under the sequence of maps
The algebra D (G/K) is commutative and its eigenfunctions are the spherical functions Φ x . These are parametrized by the set a * /W 0 , where a ⊆ p is a Cartan subspace and W 0 = W (a, g) is the restricted Weyl group. More precisely the parameter x ∈ a * defines an irreducible spherical subquotient J (x) of a minimal principal series representation of G and Φ x is its spherical matrix coefficient. We write U for the set of spherical unitary parameters U = {x ∈ a * | J (x) is unitarizable} .
The determination of U is an important problem, which is as yet unsolved in complete generality. In this connection, the Shimura operators have the following positivity property (see Proposition 5.1 below). Let c λ,x denote the eigenvalue of the modified operator L λ = (−1) |λ| L λ on Φ x , then we have Evidently we have U ⊆ G ⊆ A but these sets are quite different in general. In this paper we give an explicit formula for c λ,x , thereby answering Shimura's question. To describe our answer we need some further notation. First by a classical result of Harish-Chandra we have DΦ x = η D (x) Φ x where η D = η (D) is the image of D under the Harish-Chandra homomorphism (1.5) η :
Thus we have c λ,x = c λ (x), where
and so the determination of the sets (1.3, 1.4) reduces to the determination of η (L λ ). Our first result relates the Shimura operators to certain polynomials P λ (x; τ, α). These polynomials, denoted P ip λ (x; τ, α) in [9] , are the q → 1 limits of a family of poynomials introduced by A. Okounkov [11, Definition 1.1], and they generalize an analogous family defined by one of the authors and studied together with F. Knop [8] . To describe the P λ it is convenient to define δ = (n − 1, . . . , 1, 0) and to set (1.6) ρ = ρ τ,α = (ρ 1 , . . . , ρ n ) , ρ i = τ δ i + α = τ (n − i) + α.
The polynomial P λ (x; τ, α) has total degree 2 |λ| in x 1 , . . . , x n , its coefficients are rational functions in two parameters τ and α, it is even and symmetric, i.e. invariant under all permutations and sign changes of the x i , and among all such polynomials it is characterized up to scalar multiple by its vanishing at points of the form {µ + ρ : µ ∈ Λ, |µ| ≤ |λ| , µ = λ} .
For generic τ the set {P λ ; λ ∈ Λ} is a linear basis of the space Q of even symmetric polynomials. Now suppose G/K is a Hermitian symmetric space as before. Then the restricted root system Σ (a, g) is of type BC n , with (potentially) three root lengths, and we fix a choice of positive roots. The positive long roots have multiplicity 1 and constitute a basis of a * , thus we may use them to identify a * with C n . This identifies W 0 with the group of all permutation and sign changes, and P (a * ) W 0 with the algebra Q. Moreover if we denote the multiplicities of short and medium roots by 2b and d respectively, then the half-sum of positive roots Σ (a, g) is given by ρ = ρ τ,α as in (1.6) where
Theorem 1.1. Let G/K be a Hermitian symmetric space with τ, α as in (1.7), then
where
is an explicit positive constant described in (3.2) .
This is proved more generally for line bundles on G/K in Theorem 4.5 below. In view of this, we introduce the signed versions of the Okounkov polynomials
Corollary 1.2. The Shimura sets are given explicitly as follows:
This is Corollary 4.7 below. Since one has explicit formula for P λ , and hence q λ , recalled in (3.1) below, this gives a complete characterization of the Shimura sets. In particular, we obtain the following explicit description of G. If I is a subset of {1, . . . , n} with j elements i 1 < · · · < i j , then we define
Theorem 1.3. We have q 1 j = ϕ j for all j, and hence
This is Theorem 4.8 below.
The description of A involves infinitely many polynomial inequalities q λ ≥ 0, and it is natural to ask whether A can in fact be described by a finite set of inequalities. While we do not know the answer to this question in general, we show below that this is indeed the case for the real points in A for the rank 2 groups U (m, 2). However for m > 2 the characterization involves non-polynomials in an essential way. This is in sharp contrast with the unitary parameter set U, whose description involves only linear functions (see Remark 5.9 below).
We give two independent derivations of this result. The first depends on a formula for P λ (x; τ, α) for n = 2 as a hypergeometric polynomial [9] . By symmetry it suffices to describe the sets
and we introduce two triangular regions as below
We also write (a) k = a (a + 1) · · · (a + k − 1) for the Pochammer symbol of product of increasing factors and (a)
for the decreasing factors, and define
This is proved in Theorems 5.4 and 5.6. In section 6 we give an alternative description of W in terms of the functions
Theorem 1.5. The set W of Theorem 1.4 can also be described as follows:
This description of W is facilitated by a Weyl-type formula for the Okounkov polynomials P λ (x; τ, α) for τ = 1, that we describe below. It tunes out that for τ = 1, the P λ can be expressed in terms of rank 1 Okounkov polynomials, which are given explicitly as follows
For µ ∈ Λ we define the alternant a µ to be the determinant of the n × n matrix
. For δ = (n − 1, . . . , 1, 0), the alternant is in fact the Vandermonde determinant
This is proved in Theorem 3.6 below.
This description of A, although still infinite, is much more explicit. It plays a key role in the proof of Theorem 1.5, which involves a study of the limiting behavior of a λ+δ (x; α) .Scholar in April 2016. He would like to thank the institute for its support and hospitality. We also thank Alejandro Ginory for computational assistance, which was extremely helpful at an early stage of this project.
Preliminaries
We shall introduce the Shimura operators following [16] . See also [20] for further study and references therein.
2.1. Lie algebras of Hermitian type. We will denote real Lie algebras by g 0 , k 0 etc. and denote their complexifications by g, k etc. Let (g 0 , k 0 ) be an irreducible Hermitian symmetric pair of real rank n, and let
be its Harish-Chandra decomposition into (−1, 0, 1) eigenspaces with respect to a suitable central element Z ∈ k. Let t be a Cartan subalgebra of k, then t is also a Cartan subalgebra of g, and we fix a compatible choice of positive root systems satisfying
Let γ 1 , . . . , γ n ∈ ∆ (p + , t) be the Harish-Chandra strongly orthogonal roots, and let h j ∈ t be coroot corresponding to γ j . Then we have a commuting family of
We fix an invariant bilinear form on g such that
Ch j be the span of the h j , and let t + be the orthogonal comlement of t − in t; then we have an orthogonal decomposition t = t − + t + .We also define
Then a is a maximal abelian subspace of p and h is a maximally split Cartan subalgebra of g. The restricted root system Σ (a, g) is of type BC n ; more precisely, if {ε j } ⊂ a * is the basis dual to {e j } ⊂ a, then we have
The long roots ±2ε i have multiplicity 1, and they are conjugate to ±γ j via the Cayley transform that carries a to t − and h to t [4] . We denote the multiplicity of the medium roots ±ε i ± ε j and the short roots ±ε i by d and 2b respectively, and we fix the following choice of positive roots
Then the half sum of positive roots is given as follows
Let G be the connected Lie group of the adjoint group of g with Lie algebras g 0 , and K the corresponding subgroup with Lie algebra k 0 . Then G/K is a non-compact Hermitian symmetric space.
2.2. Hua-Schmid decomposition. As before we define
and for λ ∈ Λ we let W λ denote the irreducible K-module with highest weight j λ j γ j . We write S (V ) for the symmetric algebra of a vector space and U (s) for the enveloping algebra of a Lie algebra. We note that p − ≈ (p + ) * as K-modules, and also that since p ± are abelian we have
. By a result of Schmid (see e.g. [4] ) we have multiplicity free K-module decompositions
The space of all holomorphic polynomials on p + is naturally identified with S (p − ). It is naturally equipped with the Fock space norm [4] , with the inner product on p − ⊂ g being normalized above. We denote the corresponding reproducing kernel for the subspace W * λ by K λ (z, w), z, w ∈ p + .
2.3.
Line bundles over G/K. In the subsequent discussion we will need to study equivariant line bundles on G/K. Such bundles correspond to multiplicative characters of K, and one has the following standard result.
Lemma 2.1. There exists a unique character ι of K whose differential restricts to
Proof. See [14] .
Remark 2.2. In geometric terms, the character ι is a generator of the Picard group of holomorphic line bundles on G/K. We have
and thus ι is the p 0 -th root of the canonical line bundle on G/K. The differential dι vanishes on t + iff G/K is tube type, otherwise dι| t + is as in [14, Section 5, p . 288] (with l = 1 there).
For any integer p, we consider the character ι p (k) = ι(k) p and we write C ∞ (G/K, p) for the space of smooth sections of the corresponding holomorphic line bundle over G/K. Explicitly we have
The group G acts on C ∞ (G/K, p) via the left regular action.
Remark 2.3. In [20] the eigenvalues of the Shimura operators on G/K were studied by explicit computations. The line bundle parameter p here corresponds to −ν there. When −p = ν > p 0 − 1 there is a holomorphic discrete series representation in the space L 2 (G/K, p), and it is in the common kernels of the "adjoint" Shimura operators M µ in (2.4) below. Similar results hold for the non-compact dual U/K of G/K.
The Schlichtkrull-Cartan-Helgason theorem.
Finite dimensional representations of k and g are parametrized by their highest weights as linear functionals on t. The representations we shall treat in the present paper have their highest weights being determined by their restriction to t − , so if a linear function on t is of the form n j=1 λ j γ j on t − and is dominant with respect to the roots ∆ + (k, t) respectively ∆ + (g, t), then the corresponding representations of k and g will be denoted by W λ respectively V λ .
By the Cartan-Helgason theorem the finite dimensional K-spherical representations of G can be parameterized in terms of their highest weights restricted to Cartan subspace a, they are precisely of the form 2λ i ε i , where λ ranges over the same set (2.2).
We shall need a generalization by Schlichtkrull of the Cartan-Helgason theory for the line bundle case. We call a vector
Then one has the following result [14, Th 7.2].
Lemma 2.4. Let p be an integer. For each λ ∈ Λ there is a unique representation
, which is an irreducible representation of k. Notice that the highest weight of V λ,p is the same as W λ,|p| . Also, V λ,p contains both (K, ι p ) and (K, ι −p ) and spherical vectors. (This is not true for infinite dimensional highest weight representations.) It will be convenient to treat the space V λ,p as an abstract representation, more precisely if V λ,p is any irreducible representation space of U with highest weight j λ j γ j and containing a (K,
2.5. Shimura operators. Shimura operators are parametrized by the set Λ. More precisely for each µ ∈ Λ the Shimura operator corresponds to the identity element 1 ∈ Hom (W µ , W µ ) via the multiplication in the universal enveloping algebra U (g)
Explicitly let {ξ α } be a basis of W µ ⊂ S(p + ) and {η α } be the dual basis W *
Alternatively we may take an orthonormal basis ξ α of W µ ⊂ S(p + )and the dual basis is then given by η α = ξ * α , where v → v * is the conjugation in p with respect to the real form p 0 extended to S(p). Thus we have
Note that the operators (−1) µ L µ and (−1)
and are formally non-negative on C ∞ (G/K, p); they also define U -invariant differential operators on C ∞ (U/K, p) for the compact symmetric space U/K with L µ and M µ being non-negative instead. See Section 4 below.
For µ ∈ Λ, the Shimura operator L µ and M µ have order 2 |µ| where
The Harish-Chandra homomorphism for invariant differential operators on C ∞ (G/K) can be generalized to line bundles over G/K; see e.g. [16, 15] and references therein. More precisely there exists a Weyl group invariant polynomials η p (L µ ), the HarishChandra homomorphism of the Shimura operator L µ , such that L µ on the irreducible
Okounkov polynomials
In this section we discuss some key properties of a family of polynomials introduced by Okounkov [11] , or rather their q → 1 limit as discussed [9, (7. 2)]. These polynomials play an important role in the theory of symmetric functions, and they generalize an earlier family of polynomials introduced by one of us in [12] , and studied in [8, 13] .
Let F = Q(τ, α) be the field of rational functions in τ, α. Consider the polynomial ring F [x 1 , . . . , x n ] equipped with the natural action of the group W = S n (Z/2) n by permutations and sign changes, and let
W be the subring of even symmetric polynomials. Okounkov polynomials P λ (x; τ, α) form a distinguished linear basis of Q, indexed by the set Λ. We refer the reader to [11] and [9, (7. 2)] for more background on these polynomials, noting that in the latter paper they are referred to as Okounkov's BC n type interpolation polynomials, and denoted P ip λ (x; τ, α) .
3.1. Combinatorial formula. We first recall [9, 10] some basic combinatorial terminology associated to partitions. The length of a partition λ ∈ Λ is
The Young diagram of λ is the collection of "boxes" s = (i, j)
The arm/leg/coarm/coleg of s = (i, j) ∈ λ are defined as follows:
We write µ ⊆ λ if µ i ≤ λ i for all i. In this case the diagram of µ can be regarded as a subset of λ, and we define
A reverse tableau T of shape λ is an assignment of the boxes s ∈ λ with numbers T (s) ∈ {1, · · · , n} so that T (i, j) is strongly decreasing in i and weakly decreasing in j. Such a tableau defines a sequence of partitions
and we set
where the sum is over all reverse tableau T of shape λ.
The polynomial P λ (x; τ, α) is uniquely characterized by certain vanishing conditions. To state these we set δ = (n − 1, . . . , 1, 0) and we define
For future purposes we also define ( [17] , [2, (3 
3.2. Uniqueness. We prove a slight strengthening of Theorem 3.2. For this we define
Any polynomial in Q 2d is characterized by its values on the set
Proof. Let V d be the vector space of functions on the set Λ d + ρ, then we need to show that the restriction map
is an isomorphism. Now Q 2d has an explicit basis given by the set
thus both sides of (3.3) have the same dimension Λ d . Since res is linear it suffices to prove that it is surjective. For this we consider the "δ-basis" of V d given by
Fix a total order on Λ d compatible with |λ| ≥ |µ|. The restrictions of Okounkov polynomials res (P µ ) : µ ∈ Λ d belong to V d , and by Theorem 3.2 their expression in terms of the δ-basis is upper triangular with non-zero diagonal entries. Thus we can invert this to write δ µ in terms of res (P µ ). This proves the Proposition.
Theorem 3.4. The Okounkov plynomial P λ (x; τ, α) is the unique polynomial in Q satisfying
Proof. This follows immediately from Theorem 3.2 and Proposition 3.3.
3.3.
Explicit formulas for τ = 1. In this section we give a determinantal formula for the Okounkov polynomials when τ = 1. This involves the one variable polynomials discussed in the next result.
Lemma 3.5. For n = 1 and l ∈ Z + the Okounkov polynomial is given by
Proof. We verify that p l (x; α) satisfies the three conditions of Theorem 3.4. The first two are immediate, while for the third we need to show
which follows from the formula
For λ in Λ we define an n × n matrix A λ and its determinant a λ as follows
For δ = (n − 1, . . . , 1, 0) it is easy to see that a δ is the Vandermonde determinant
, and is thus independent of α.
Theorem 3.6. For τ = 1 the Okounkov polynomials are given by
Proof. The proof is similar to [8] . Let us denote the right side of (3.6) by R λ . We will show that R λ satisfies the conditions of Theorem 3.4. The first condition is obvious. Also, the top degree component of
where s λ is the Schur polynomial; this implies the second condition. To finish the proof it suffices to prove the third condition in the form (3.7) |µ| ≤ |λ| and R λ (µ + ρ) = 0 =⇒ µ = λ Suppose µ in Λ satisfies the assumptions of (3.7). Since µ + ρ has distinct components, the denominator in (3.6) is a nonzero Vandermonde determinant, and so the numerator must be non zero. Expanding the numerator we get
and at least one term must be nonzero. Thus for some σ ∈ S n we must have
Summing this over j we obtain (3.9) |µ| + |δ| ≥ |λ| + |δ|
If the inequality in (3.8) is strict for some j then strict inequality holds in (3.9), which contradicts the assumption that |µ| ≤ |λ|. Thus equality must hold in (3.8) for all j, which implies σ (µ + δ) = λ + δ. Since λ+δ and µ+δ are strictly decreasing sequences, this forces σ to be the identity permutation, and we get µ = λ as desired.
3.4. Explicit formulas for special partitions. In this section we give explicit formulas for Okounkov polynomials P λ (x; τ, α) for certain special partitions λ. For the reader's convenience we recall the definition of ρ
Theorem 3.7. P 1 j (x; τ, α) is the coefficient of t j in the series expansion of (3.10)
Let R j denote the coefficient of t j in (3.10). We will prove that R j satisfies the three conditions of Theorem 3.4 for λ = 1 j . The first two conditions are obvious. For the third condition it suffices to prove that in the expression (3.11)
However under assumption (3.12) we have µ j = µ j+1 = · · · = µ n = 0, and thus
It follows that in the expression (3.11) the denominator cancels completely, leaving behind a polynomial in t of degree < j. Hence the coefficient of t j is 0.
Corollary 3.8. We have
Proof. This follows by a direct computation from Theorem 3.7. For an alternative argument, see [8, Proposition 3.1].
We next give an explicit formula for P λ (x; τ, α) for λ = l n := l1 n = (l, l, . . . , l) .
Proposition 3.9. We have (3.14)
Proof. It suffices to show that right side of (3.14) satisfies the three conditions of Theorem 3.4 for λ = l n . The first two conditions are obvious. For the third it suffices to show that if (3.15) |µ| ≤ nl, µ = l n then we have
But if µ satisfies (3.15) then we have µ n < l, which implies
for some i = 0, 1 . . . , l − 1, Thus one of the factors of (3.16) is 0.
Properties for the eigenvalues of Shimura Operators
We shall prove that the eigenvalues, i.e. the Harish-Chandra homomorphism, of the Shimura operators are the Okounkov polynomials. 
Proof. The Lie algebra k + p − is the parabolic subalgebra opposite to k + p + . Let v λ,p be a non-zero highest weight vector in the representation space (V λ,p , π) of g. Then by the PBW theorem we have
The space π(U (k))v λ,p = π (k) v λ,p = W λ,p is a highest weight representation of k with highest weight
+ µ j γ j where j µ j γ j is a weight of U (p − ), by [6, Theorem 20.2] . But then any such µ is of the form − i µ i γ i for some µ i ≥ 0, proving our claim.
Proof. We equip V λ,p with a U -invariant unitary inner product. Now L µ is a sum of elements of the formξξ, where {ξ} is a basis of
Performing differentiation by L µ and evaluating at g = 1 ∈ G we get
Here we have used the fact that π λ (x) * = π λ (x) since π λ is a unitary representation of Lie algebra k + ip of U . But the vectors π λ (ξ)v p , ξ ∈ W µ , are in the K-subspace of V λ,p of highest weight µ + p 2 , which is vanishing by Lemma 4.1.
Remark 4.3. By the same argument above there exists polynomial
n . This relation is a simple consequence of the following observation: If
Xf =Xf where X →X is the complex conjugation relative to the real form g 0 . The Urepresentations appearing in C ∞ (G/K, −p) are the same as in C ∞ (G/K, −p) by Lemma 2.2 and are of the form λ+
+ρ) for µ ∈ Λ, but Λ is Zariski dense in C n = a * so it holds also on C n . See further [20] . 
4.2.
Eigenvalue polynomials η p (L µ ) in terms of P µ . We can now find the precise relation between η p (L µ ) and Okounkov's BC-interpolation polynomials. So let P λ (x, τ, α) be as above the BC-type interpolation polynomials with two parameters (τ, α) with the normalization that the coefficient of m λ is 1. We prove now one of our main results, stated as Theorem 1.1 in Section 1. Recall the reproducing kernel K λ (z, w) of the space W λ in Section 2.2 equipped with the Fock norm. We define
where (τ, α) are as in (4.2),
Proof. It follows from Theorem 4.2 and Corollary 3.4 that η p (L µ )(x) is a scalar multiple of P µ (x; τ, α), η p (L µ )(x) = kP µ (x; τ, α). To find the scalar constant k we compare their leading terms. Recall the Cartan subspace a = j Ce j of p. Now each element in p can be written as u = u + + u − , and
, u] ∈ p with Z 0 defining the complex structure on p 0 . In particular we have e (e j + iẽ j ). Any x = j x j (2 j ) ∈ a * can be extended to an element in p * , and thus x(e j ) = 2x j , x(e + j ) = x j . It follows then from the definition of L µ that the Harish-Chandra homomorphism η p (L µ ) of L µ has its leading term the polynomial
Now the sum of
by the definition of the reproducing kernel K µ . On the other hand the top homogeneous term of P µ (x; τ, α) is precisely the monic Jack polynomial P Jac µ
n ) with parameter τ , [9] , thus the constant k is precisely the coefficient k µ in the expansion 1 m! x
But it is well-known ( [17] , [19, (iii) -(iv)-(vii), p. 1319]) that the constant k µ is given by (3.2).
Remark 4.6. We can also give a different proof of the evaluation formula for the constant k µ above. Let e + = e 
where ψ µ is the spherical polynomial of the K-homogeneous space Ke + (i.e., the Shilov boundary of G/K) normalized by ψ µ (e + ) = 1
is the generalized Pochammer symbol. See e.g. 
where the last equation is just (4.3). Now n ); see [9] .
. Now by the known evaluation formula (see e.g. [9, (4.8) 
This can be simplified using the Gamma function
.
By a straightforward computation using (4.5) we find
which is precisely (3.2), by [2, Proposition 3.5].
We can now describe the Shimura sets in terms of the Okounkov polynomials. Using Theorem 4.5 and the definition of the sets A and G we have Corollary 4.7. The Shimura sets are given explicitly as follows:
The following is a restatement of Theorem 1.2, the notation being the same, and it is immediate consequence of Corollaries 4.7 and 3.8.
Theorem 4.8. The Shimura set G is also given by G = {ξ : ϕ j (ξ) ≥ 0 for all j}.
Further analysis of the Shimura sets
In the rest of the paper we let p = 0 and write η p (L µ ) = η(L µ ), namely we consider the trivial line bundle over G/K.
5.1.
The Shimura sets and unitary spherical representations of G. We introduce now the set U = {x ∈ C n ; the spherical function Φ x is positive definite}.
In other words U is the set of unitary spherical representations. This set has been studied intensively, and in [7] it is determined for the group G = U (N, 2).
Proposition 5.1. We have U ⊆ A ⊆ G.
Proof. Let x ∈ U. The spherical function Φ x defines a unitary irreducible representation (H, π) of G with a K-fixed vector v so that Φ x is the matrix coefficient
where (, ) is the Hilbert Hermitian product in H; see e.g. [5, Ch. IV]. For any element X ∈ p we have
whereX is the complex conjugation with respect to the real form g 0 in g. Now let L µ act on Φ x and evaluate at g = e. We have
proving U ⊆ A.
5.2.
Positivity for real parameters. We shall study a real version of the sets A, G, U. Denote A 0 = A∩C, G 0 = G∩C, U 0 = U∩C where C = {x :
Theorem 5.2. Suppose the rank n > 1 then we have
We shall need an explicit formula for P λ (x) by Koornwinder [9] . By Theorem 4.5 we have, using the notation q λ in (1.8), that
with k µ being positive. Now if x ∈ [0, ρ n ] n , i.e, if 0 ≤ x j ≤ ρ n ∀j, we have for any fixed T in the sum and s = (i, j) ∈ λ in the product, writing T (s) = k, that a λ (s) = j − 1, l λ (s) = i − 1 and
Here we have used the fact that T (i, j) is strongly decreasing in i, implying T (s) = T (i, j) = k ≤ n − i + 1 and ρ k+i−1 makes sense. Thus each factor in the product is nonnegative and (−1) |λ| η(L λ )(x) ≥ 0, proving x ∈ A . The element ρ is in A 0 since it is a zero point of all η(L λ ), but ρ / ∈ [0, ρ n ] n . This finishes the proof.
Note that if the rank n = 1 then the three sets are the same
In other words, the set of unitary spherical representations are characterized by one relation, namely x 2 −ρ 2 ≤ 0, with the complementary series parameters corresponding to the real points. (2)) and (sp(2, R), u(2)). We shall determine the set A 0 for the domains G/K of rank n = 2 and with d = 2, namely (g 0 , k 0 ) being the pair (u(b + 2, 2), u(b + 2) + u(2)) and prove an inclusion for the pair (sp(2, R), u(2)); we refer the two pairs as I 2,2+b and II 2 .
The case of rank two domains
The variable x will be in the Weyl Chamber C ⊂ R 2 ≥0 throughout the discussions below. Recall the Pochammer symbol (a) m = (a)(a + 1) · · · (a + m − 1) introduce its multiparameter version
To simplify notation still further we will write (a ± x) k for (a + x) k (a − x) k .
In [9, (10.13 )] Koornwinder found explicit formulas for the interpolation polynomials P (m 1 ,m 2 ) (x 1 , x 2 ) of rank two in terms of hypergeometric series p F q a b
We shall be only dealing with the series evaluated at t = 1. To ease notation we write
and its partial sum
In the formulas below we adapt also the short-hand notation α ± β to indicate that the both terms appear in parallell positions. x 2 ) with the parameter (τ, α) is given in terms of 4 F 3 -series by
In particular if d = 2 the polynomial q (m 1 ,m 2 ) (x 1 , x 2 ) can be written in terms of the partial sum of an 3 F 2 -series
Then the set A 0 of real points λ for the positivity of all
, and A 0 ⊆ B for type II 2 .
Proof. To ease notation we take all x below to be in the first quarter x 1 , x 2 ≥ 0 instead of the Weyl chamber C. It follows immediately from the formulas in Lemma 5.3 that
2 . However the triangle [0, ρ 2 ] 2 ∩ C is in A 0 by Theorem 5.2 above so we need only consider x in the square [ρ 2 , ρ 1 ] 2 and we restrict x to this square.
We prove first the inclusion A 0 ⊆ B for d = 1, 2. Note first that ρ 1 = ρ 2 + d 2 and observe that ρ 2 − x 2 ≤ 0 and
We fix N > 0 and let m ≥ N . Denote the partial sum in a (m,0) (x 1 , x 2 ) by
Now by the above observation q (m,0) (x 1 , x 2 ) has leading term 1 with the rest being nonpositive, we have
Now take the limit N → ∞:
is a product of m 1 pairs of nonpositive numbers and is nonnegative. Let m 1 = m ≥ m 2 = 0. By Lemma 5.3 the polynomial q (m,0) (x 1 , x 2 ) is a partial sum of an 3 F 2 series, is
with the factor (ρ 1 ± x 1 ) m ≥ 0. The second factor is
All terms in the sum are nonpositive except the leading term 1. Thus adding infinitely many negative terms we find 
Theorem 5.6. Let (g 0 , k 0 ) be the symmetric pair (su(2, 2), u(2) + u (2)).
2 ∩ C, and
Proof. The polynomial q 1,0 (x) = −x The nonnegativity of q 1,0 (x) is equivalent to x
The function R(x) can now be evaluated by Lemma 5.5, viz,
From which we see that R(x) ≥ 0 for 0 ≤ x 1 , x 2 ≤ ρ 2 , and R(x) ≥ 0 for ρ 2 ≤ x 1 , x 2 ≤ ρ 1 if and only if
Our claim then follows from Theorem 5.4.
, then (x 1 , x 2 ) ∈ T and the function R(x) is
by cancelling the common factors in the Pochammer symbols. This sum then can be explicitly evaluated, viz
since it is a telescopic series. Now as a function of 2ρ 2 = 1, 2, · · · , 
In the next section we shall give a different description of A 0 and a different proof that the triangle T 2 is not in A 0 .
Remark 5.8. We note that the unitarity set U ∩ C is the parameter set for the spherical complementary series of G and it has been determined for U (2, N ) by Knapp and Speh [7] . Let k be the largest positive integer such that k ≤ b−1 2
. Then U ∩ C is the union of the following sets (1) the triangle {x ∈ R 2 ≥0 ; 0 ≤ x 1 + x 2 ≤ 1}; (2) the triangles bordered by x 1 − x 2 ≥ j and
Thus in this case U 0 is a proper subset of A 0 .
6. Alternative approach to U (m + 2, 2) 6.1. Limit formula for Okounkov polynomials. We will need the following beautiful and simple identity for the Γ-function.
Proof. We recall the Weierstrass formula for the Γ-function
(see e.g. [18, P. 236] ). Using this the right side of (6.1) becomes ab cd
After canceling e −(a+b)/n = e −(c+d)/n we get the left side of (6.1).
Let ψ l (t) = (−1) k p l (t) = l−1 n=0 (n + α) 2 − t 2 be the rank 1 Okounkov polynomial. We will show how to compute the limit of the rescaled polynomial
We are mainly interested in the case α = m+1 2
where m is a non-negative integer. In this case the limit can be expressed in terms of the function
with s(t) = sin πt for m = 0.
where m is a non-negative integer then
Proof. Applying (6.1) to (6.2) we get
for α / ∈ {0, −1, −2, . . .}. For α = (m + 1) /2 this gives
, and (6.4) now follows from the elementary identity Γ (t) Γ (1 − t) = −π/ sin πt.
6.2. The Shimura sets for U (m + 2, 2). In this section we consider the real points of the Shimura sets for the rank 2 groups U (m + 2, 2). (So the root multiplicity 2b is now 2m.) For this we fix as before
and write q λ (x) for q λ (x; 1, α). As above we restrict attention to the Weyl chamber C in the first quadrant R 2 + and we define
Our description of these set will involve the triangles
For G 0 we consider the following subset of T 2
The q (1,1) inequality holds iff either (a) x ∈ T or (b) x 1 , x 2 ≥ α. In case (a) the q (1, 0) inequality is automatic, in case (b) it forces x ∈ T 2 . The result follows.
For λ = (l + k, k) we have Proof. By continuity and symmetry it suffices to prove q λ (x) ≥ 0 for x satisfying the additional conditions (6.6) x 1 > x 2 , x 1 , x 2 / ∈ {α, α + 1} .
In this case we have Let λ = (l + k, k) with k ≥ 1, and suppose x ∈ T 2 satisfies the assumptions (6.6). Then we have x 2 1 − x 2 2 > 0, α < x 2 < x 1 < α + 1. For α < t < α+1 and k ≥ 1, ψ k (t) is negative and ψ k l+1 (t) is positive and decreasing. Once again (6.7) holds and so q λ (x) ≥ 0.
We now describe A 0 and for this we recall the function s (t) = sin πt (t+1) ···(t+m) as in the previous section, and we let S (x, y) denote its symmetrized divided difference (6.8) S (x 1 , x 2 ) = s (x 1 ) − s (x 2 ) x 1 − x 2 for x 1 = x 2 , S (x, x) = s (x) , and we put W = {x ∈ T 2 : S (x − α) ≥ 0} Here and elsewhere x − α denotes the pair (x 1 − α, x 2 − α). Proof. By Thereom 6.3 we know that
By Lemma 6.4 it remains only to prove that for x ∈ T 2 (6.9) q l,0 (x) ≥ 0 for all l ⇐⇒ S (x − α) ≥ 0 Let x 1 ≥ x 2 . We divide the proof of (6.9) into three cases. Case 1: We first consider x ∈ T 2 satisfying (6.10) α + 1 > x 1 ≥ x 2 > α.
This implies that −ψ l+1 (x 2 ) , s (x 2 − α) , and x 1 + x 2 are all > 0, and we define.
, c (x) = S (x − α) (x 1 + x 2 ) (s (x 2 − α)) By positivity (6.9) is equivalent to the assertion (6.11) c l (x) ≥ 0 for all l ⇐⇒ c (x) ≥ 0.
We will prove a stronger statement, namely (6.12) c l (x) is a decreasing sequence with limit c (x)
By continuity it suffices to prove (6.12) under the additional assumption x 1 > x 2 , and we may consider then the simpler expressions Moreover by Proposition 6.2 we have b l → b. Thus b l is a decreasing sequence with limit b. This implies (6.12) and hence (6.11) and (6.9). Case 2: We now suppose that x 2 = α, so that x is of the form (x 1 , α). We claim that we have q l,0 (x) ≥ 0 for all l, S (x − α) ≥ 0. By continuity it suffices to prove this for x 1 = α in which case it follows from the explicit formula Thus both sides of (6.9) are true and hence equivalent. Case 3: Finally suppose that x 1 = α + 1, so that x is of the form (α + 1, x 2 ) . By Case 2 we may further supppose that x 2 > α. With these assumptions we have q 1,0 (x) < 0. So the left side of (6.9) is false and we need only prove that (6.13) S (x − α) < 0. The result follows by setting the derivative equal to 0. Proof. As m → ∞ the right side of (7.1) approaches ∞ for all c in the interval (0, 1). Thus we must have π cot (πc m ) → ∞ as well, which implies c m → 0.
It seems likely that as m → ∞ the region collapses to the union of the unit intervals on the coordinate axes. However this requires an extra convexity argument for the graph.
