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Re´sume´ – De nombreuses applications en analyse d’images s’appuient sur une repre´sentation par des descripteurs locaux tels
que les SIFT [3]. La mise en correspondance de ces descripteurs, bien que cruciale, est le plus souvent re´duite a` un seuillage
sur la distance au plus proche voisin. Dans cette contribution, une nouvelle mesure de dissimilarite´ robuste a` la quantification
des descripteurs est propose´e. Nous pre´sentons ensuite un crite`re de mise en correspondance, inspire´ des me´thodes   a contra-
rio  [1], qui permet d’e´valuer le degre´ de significativite´ des appariements teste´s et fournit des seuils de validation qui s’adaptent
automatiquement a` la complexite´ et a` la diversite´ des donne´es.
Abstract – SIFT-like methods, based on the extraction and representation of local features, outperform global methods in
object recognition and classification. These applications use a matching procedure between keypoint descriptors of several images,
which -in practice- boils down to a closest-neighbor distance thresholding. A new dissimilarity measure is first introduced that
improves descriptor quantization robustness. Then, an original matching criterion is presented, using “a contrario” statistical
tests introduced in [1], which orders matches by meaningfulness and yields thresholds automatically adapted to the database.
1 Introduction
La repre´sentation des images par des descripteurs lo-
caux, en particulier par les descripteurs SIFT [3], s’est
impose´e dans nombre d’applications telles que la mise en
correspondance d’images, la classification, ou encore la de´-
tection d’objets. Cette repre´sentation est en effet plus ro-
buste a` certaines transformations et alte´rations de l’image
que les approches globales. Elle ne´cessite d’abord l’extrac-
tion de points d’inte´reˆt dans les images, puis la construc-
tion de descripteurs autour de ces points. Parmi tous les
descripteurs propose´s dans la litte´rature, une e´tude com-
parative [7] a montre´ la supe´riorite´ des descripteurs SIFT.
Ainsi, des images peuvent eˆtre compare´es en mettant en
correspondance les descripteurs qui les repre´sentent. Plus
formellement, cette comparaison consiste a` apparier des
descripteurs requeˆtes {ai}i=1...NA (extraits d’une image
requeˆte) et des descripteurs candidats {bj}j=1...NB d’une
base de donne´es (extraits d’une ou plusieurs images). Pour
chaque requeˆte ai, les e´le´ments bj sont ordonne´s selon leur
similarite´ avec ai. Un crite`re est alors utilise´ pour de´cider
quels candidats sont apparie´s avec ai. Ide´alement, ce cri-
te`re doit maximiser le taux de bonnes de´tections, afin de
faciliter et d’assurer la re´ussite d’e´ventuelles e´tapes poste´-
rieures (classification, groupement, etc).
Peu d’e´tudes portent sur cette e´tape de mise en corres-
pondance. La me´thode la plus utilise´e en pratique, due a`
D. Lowe [3], consiste a` comparer le rapport des distances
entre ai et ses deux plus proches voisins avec un seuil r.
Ce crite`re donne souvent de bons re´sultats, mais souffre de
plusieurs handicaps, que nous de´taillerons dans la partie 4.
Pour pallier ces de´fauts, nous proposons d’utiliser une
approche a contrario [2]. Le crite`re propose´ (qui constitue
la principale contribution de cet article) est de´crit en de´-
tail dans la partie 4. Il fournit des seuils de de´cision qui
s’adaptent automatiquement a` la complexite´ de la requeˆte
et a` la diversite´ de la base de donne´es. Il permet e´galement
d’e´valuer le degre´ de significativite´ des mises en correspon-
dance et rend possible les de´tections multiples.
2 Extraction de caracte´ristiques
Cette partie pre´sente brie`vement la manie`re dont les
points d’inte´reˆt sont de´tecte´s et les descripteurs que nous
construisons.
Points d’inte´reˆt. La me´thode  Laplace-Harris  que
nous utilisons permet de ne garder que les structures en
 coins , c’est a` dire de courbure suffisamment grande.
Une image I0 est analyse´e via sa repre´sentation {Iσk}
en espace multi-e´chelle line´aire, obtenue par convolution
avec un noyau gaussien. Une recherche des maxima locaux
de la re´ponse a` l’ope´rateur laplacien normalise´ [4] est en-
suite effectue´e en espace-e´chelle. Dans le but d’e´liminer les
structures de bord, on utilise le crite`re de Harris adapte´ a`
l’e´chelle de chaque point [6].
Orientations principales. Afin d’obtenir une repre´-
sentation invariante par rotation, il est d’usage [3] d’attri-
buer a` chaque point d’inte´reˆt des orientations principales,
extraites de l’histogramme circulaire d’orientation des gra-
dients au voisinage du point. Pour cela, nous utilisons une
me´thode de se´lection des modes significatifs d’un histo-
gramme propose´e par [2], que nous avons adapte´e aux his-
togrammes circulaires. Le barycentre de chaque mode de´-
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tecte´ de´finit une orientation principale du point d’inte´reˆt.
Cette extraction d’orientations est beaucoup plus robuste
qu’une simple se´lection des maxima de l’histogramme.
Construction du descripteur. Un descripteur est
ensuite construit pour chacune de ces orientations. S’ins-
pirant des SIFT, un descripteur s’e´crit a = (a1, . . . , aM )
ou` am est l’histogramme d’orientation du gradient (pon-
de´re´ par sa norme) calcule´ sur l’un des M secteurs d’un
masque autour du point d’inte´reˆt (voir fig. 1). Chaque am
a pour origine l’orientation principale du point conside´re´,
est quantifie´ sur N cases et normalise´. Les gradients sont
calcule´s a` partir de l’image originale convolue´e avec un
noyau gaussien afin de se placer a` l’e´chelle de la structure.
Fig. 1 – Masque de M (par de´faut M = 9) secteurs uti-
lise´ pour la construction du descripteur. On utilise ici un
masque circulaire afin d’eˆtre plus robuste aux rotations [7].
3 Mesure de dissimilarite´
Pour comparer deux descripteurs, il est important d’uti-
liser une distance robuste a` la quantification d’histogram-
mes et aux petits de´calages angulaires. Les distances us-
uelles entre histogrammes (Euclidienne, Manhattan, Ma-
halanobis... ) comparent des cases (bins) de meˆmes indices
et sont par conse´quent tre`s sensibles a` la quantification. La
me´trique  Earth Mover Distance  EMD [9] (ou distance
de transport) permet de s’affranchir de cette limitation en
comparant des cases d’indices diffe´rents. Contrairement a`
ce qui est propose´ dans [5] pour comparer des descrip-
teurs SIFT, seuls les histogrammes de secteurs identiques
sont ici compare´s deux a` deux, ce qui limite beaucoup la
complexite´ algorithmique.
3.1 Distance de transport EMD entre his-
togrammes circulaires
Soient f et g deux histogrammes circulaires de N cases
et normalise´s :
∑N
i=1 f [i] =
∑N
i=1 g[i] = 1. Dans le cas non
circulaire, on sait [11] que la distance EMD entre deux
histogrammes est e´gale a` la distance L1 entre leurs his-
togrammes cumule´s ‖F − G‖1. Dans le cas circulaire, on
peut montrer que la distance EMD entre f et g est le mi-
nimum en k des distances L1 entre les histogrammes Fk
et Gk cumule´s circulairement a` partir de la k-ie`me cellule
de quantification, i.e.
d(f, g) = min
k∈{1,...,N}
{
1
N
N∑
i=1
|Fk[i]−Gk[i] |
}
, ou` (1)
∀ k, Fk[i] =


i∑
j=k
f [j] si i ≥ k
N∑
j=k
f [j] +
i∑
j=1
f [j] si i < k
. (2)
Un descripteur, tel que nous l’avons de´fini dans la partie 2,
est constitue´ de M histogrammes normalise´s. On de´finit la
mesure de dissimilarite´ entre deux descripteurs a et b par
la somme des distances entre les histogrammes normalise´s
de meˆme secteur m,
D(a, b) =
M∑
m=1
d(am, bm) . (3)
Cette mesure pre´sente l’avantage d’eˆtre moins sensible au
contexte que
∑
d(am, bm)
2 ou max d(am, bm).
3.2 Performances
Pour quantifier l’inte´reˆt de cette mesure de dissimilarite´,
les descripteurs d’une image sont mis en correspondance
avec ceux d’une autre image, transformation affine de la
premie`re. Seul le plus proche voisin en dessous d’un seuil
sur la distance est se´lectionne´. En faisant varier ce seuil, on
obtient deux courbes (fig. 2) pour chaque distance (EMD
et L2) suivant deux quantifications (N=12 et 24). Elles
montrent l’e´volution du nombre de bonnes de´tections en
fonction du nombre de fausses de´tections. On constate la
supe´riorite´ de la distance EMD : la proportion de bonnes
de´tections est meilleure et, contrairement a` la distance L2,
elle augmente lorsque la quantification est plus fine.
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Fig. 2 – Comparaison des distances L2 et EMD.
4 Mise en correspondance
L’e´tape de mise en correspondance consiste, pour cha-
cun des descripteurs  requeˆtes  ai ∈ {a1, . . . , aNA}, a`
de´cider avec quels descripteurs  candidats  {b1, . . . , bNB}
il y a mise en correspondance. Le crite`re le plus simple
consiste a` seuiller directement la mesure de dissimilarite´.
Il reste difficilement utilisable, essentiellement parce que
les seuils conduisant a` des re´sultats visuellement satisfai-
sants varient fortement d’une image a` l’autre, mais e´ga-
lement d’un descripteur requeˆte a` l’autre. Le raffinement
le plus utilise´ en pratique, duˆ a` D. Lowe [3], consiste a`
calculer, pour chaque ai, la distance a` chacun des bj . Si le
rapport des distances au premier et au second plus proche
voisin est infe´rieur a` un seuil de de´tection r, seul le plus
898
proche voisin est apparie´ avec ai. L’ide´e est que la res-
triction au plus proche voisin e´vite les appariements erro-
ne´s multiples. Bien que ce crite`re (que l’on notera NN2)
donne souvent de tre`s bons re´sultats, il souffre des handi-
caps suivants :
− seuls les deux plus proches voisins sont retenus pour
caracte´riser le contenu de la base de donne´es. Il s’agit
donc d’une forme d’apprentissage relativement pauvre de
la complexite´ de la base et des spe´cificite´s de la requeˆte.
− il n’y a pas de de´tection possible d’une structure pre´-
sente plus d’une fois dans la base. Ceci est particulie`re-
ment limitant dans le cas de la de´tection d’objets multiples
(par exemple lors de recherches dans une base de don-
ne´es volumineuse), mais e´galement dans le cas, fre´quent
en pratique, d’objets pre´sentant des structures re´pe´titives
(objets manufacture´s, fac¸ades de baˆtiments, etc.).
− le re´glage optimal de r (fixe´ par l’utilisateur) est ob-
tenu a posteriori car il varie d’une expe´rience a` l’autre.
Afin de re´soudre ces difficulte´s, nous utilisons l’approche
a contrario introduite par [1].
4.1 Principe de la me´thode a contrario
La me´thode a contrario a e´te´ initialement propose´e pour
regrouper des caracte´ristiques visuelles de bas niveau. Elle
a e´te´ utilise´e avec succe`s dans les applications, entre autres,
de de´tection d’alignements, de points de fuite et de bords
contraste´s [1, 2]. L’ide´e principale de cette me´thode est de
valider des groupes en rejetant une hypothe`se d’inde´pen-
dance des structures a` grouper. Nous adaptons cette ap-
proche au proble`me de la mise en correspondance de des-
cripteurs locaux, en introduisant un  mode`le de fond 
semblable a` celui utilise´ pour mettre en correspondance
des morceaux de lignes de niveau dans [10].
4.2 Le mode`le de fond
L’approche propose´e consiste a` valider les mises en cor-
respondance pour lesquelles D(ai, bj) =
∑M
m=1 d(a
i
m, b
j
m)
est anormalement petite sous l’hypothe`se Hi
0
que les M
distances d(aim, b
j
m) sont inde´pendantes. Pour i fixe´, un
descripteur ale´atoire b est dit suivre un mode`le de fond si
l’hypothe`se suivante est ve´rifie´e :
Hi
0
:  les M variables d(aim, bm) sont inde´pendantes .
La probabilite´ que la dissimilarite´ entre ai et un e´le´ment
b de la base soit borne´e par un seuil δ sous l’hypothe`se Hi
0
s’e´crit alors
P
(
D(ai, b) ≤ δ |Hi
0
)
=
∫ δ
−∞
9
∗
m=1
pim(x) dx , (4)
ou` ∗ est le produit de convolution et pim la densite´ de
probabilite´ de d(aim, bm). Afin d’apprendre le mode`le de
fond sur la base de donne´es et de prendre en compte la
spe´cificite´ de chaque ai, chaque marginale pim est obte-
nue directement a` l’aide de la distribution empirique de
d(aim, bm) calcule´e sur {b
1
m, . . . , b
NB
m }.
4.3 Nombre de fausses alarmes
L’e´tape suivante consiste a` fixer un seuil de de´tection
sur la probabilite´ P(D(ai, b) ≤ δ |Hi
0
). Le re´glage d’un tel
seuil est de´licat, car il ne´cessite un compromis entre le
taux de bonnes et de mauvaises de´tections. Afin de fixer
ce seuil, nous introduisons la fonction  NFA  et le seuil
δ˜i(ε) :
NFA(ai, δ) = NANB P(D(a
i, b) ≤ δ |Hi
0
) , (5)
δ˜i(ε) = argmax
δ
{
NFA(ai, δ) ≤ ε
}
. (6)
La variable δ˜i(ε) repre´sente le seuil sur la mesure de dissi-
milarite´ du descripteur ai qui permet de ne valider que ses
correspondances avec la base qui ont un NFA borne´ par ε.
On montre facilement qu’avec un tel crite`re, lorsque l’on
teste les NA×NB correspondances possibles, l’espe´rance
du nombre de mise en correspondance sous l’ensemble des
hypothe`ses Hi
0
(appele´ nombre de fausses alarmes) est
borne´ par ε. Le seuil δ˜i(ε) est automatiquement de´ter-
mine´ a` partir de ε et varie d’un descripteur ai a` un autre.
La quantite´ NFA(ai, D(ai, bj)) permet par ailleurs in fine
d’e´valuer la significativite´ des correspondances des ai avec
les bj et de les trier suivant ce crite`re.
Interpre´tation en termes de tests statistiques.
Pour chaque i, j on de´finit le test permettant de rejeter
l’hypothe`se nulle Hi
0
lorsque D(ai, bj) ≤ δ˜i(ε). On retient
la mise en correspondance de ai et bj lorsque Hi
0
est reje-
te´e. Le seuil δ˜i(ε) est fixe´ de manie`re a` controˆler le risque
de premie`re espe`ce. Le terme NANB apparaissant dans
(5) correspond a` une correction dite de Bonferonni dans
le cadre des tests multiples [8].
5 Re´sultats
A` partir de ε impose´ par l’utilisateur, les mises en cor-
respondance sont se´lectionne´es et trie´es selon leur perti-
nence, les seuils δ˜i(ε) e´tant e´value´s inde´pendamment pour
chacun des NA points d’inte´reˆt de l’image, ce que ne per-
met pas un seuil δ fixe´ a priori sur la distance. Le choix du
seuil ε correspond au degre´ de fiabilite´ des mises en corres-
pondance. En pratique, on choisit le seuil a` ε = 10−1 afin
de limiter le nombre de correspondances perc¸ues comme
des fausses de´tections (des objets apparie´s diffe´rents), bien
que ce ne soit pas toujours des fausses alarmes (les struc-
tures sont bien similaires).
Nous comparons ici les re´sultats de trois me´thodes de
mise en correspondance : l’approche originale de D. Lowe 1
[3] note´e sift-nn2 (distance euclidienne sur les SIFT puis
crite`re NN2) et les approches emd-nn2 et emd-nfa qui
utilisent les descripteurs de´crits dans la partie 2, la dis-
tance EMD et respectivement le crite`re NN2 et notre cri-
te`re a contrario (simplement note´ NFA).
La premie`re expe´rience (fig. 3) consiste a` retrouver un
objet (une boˆıte de conserve) pre´sent trois fois dans une
sce`ne. Les figures 3(a), 3(b) et 3(c) montrent les apparie-
ments obtenus respectivement par emd-nfa a` ε = 10−1 et
par emd-nn2 a` r = 0.8 puis a` r = 0.9. On peut constater
que notre me´thode emd-nfa permet d’ajuster automati-
quement le seuil sur la distance de manie`re a` ne retenir
1dont l’algorithme est gracieusement mis a` disposition depuis
http://www.cs.ubc.ca/∼lowe/keypoints/
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(a) emd-nfa a` ε = 10−1 (b) emd-nn2 a` r = 0.8 (c) emd-nn2 a` r = 0.9 (d) sift-nn2 a` r = 0.8
Fig. 3 – Le crite`re NFA ajuste automatiquement les seuils de de´tection pour mettre en correspondance les points de
l’objet simultane´ment avec les 3 boˆıtes pre´sentes dans la sce`ne (208 bonnes de´tections parmi 228). Il permet e´galement de
limiter le taux de fausses de´tections contrairement au crite`re NN2 (10% de fausses de´tections avec emd-nfa a` ε = 10−1,
36% avec emd-nn2 a` r = 0.8, 80% avec emd-nn2 a` r = 0.9 et 59% avec sift-nn2 a` r = 0.8).
que les mises en correspondance avec les trois objets, avec
seulement quelques fausses de´tections (20 sur un total de
228). Avec r = 0.8, le crite`re NN2 fournit un nombre de
fausses de´tections identique mais pour seulement 55 appa-
riements. En augmentant le seuil de de´tection a` r = 0.9,
on n’obtient que 42 bonnes de´tections supple´mentaires au
prix d’un accroissement important du nombre de fausses
de´tections (301 parmi un total de 378). Il en va de meˆme
avec sift-nn2 (avec le seuil r = 0.8 pre´conise´ dans [3])
sur la figure 3(d), ou` 97 mises en correspondances sont
errone´es sur un total de 165.
La deuxie`me expe´rience (fig. 4) illustre la difficulte´ de
mettre en correspondance des structures re´pe´titives telles
que les colonnes de la fac¸ade de la Maison Blanche avec
le crite`re NN2. Les figures 4(a) et 4(b) montrent respec-
tivement les correspondances obtenues avec emd-nfa a`
ε = 10−1 et sift-nn2 a` r = 0.8.
6 Conclusion et perspectives
Cette contribution pre´sente une proce´dure de mise en
correspondance de descripteurs locaux originale, qui re-
pose d’une part sur une distance robuste entre descrip-
teurs et d’autre part sur un crite`re de de´cision inspire´ des
me´thodes a contrario. Ce crite`re fournit des seuils de de´-
cision automatiques, adapte´s a` la diversite´ des donne´es,
et ne borne pas a priori le nombre d’appariements pour
chaque requeˆte. Il pre´sente e´galement l’avantage d’eˆtre ge´-
ne´rique : nous travaillons actuellement a` son adaptation
dans le cas de descripteurs utilisant la couleur. La pour-
suite naturelle de ce travail sera la prise en compte de la
cohe´rence globale des appariements, me´thode classique en
reconnaissance d’objets. Dans ce but, la meˆme me´thodo-
logie a contrario pourra eˆtre utilise´e, afin de s’adapter a`
la taille et a` la complexite´ des bases de donne´es.
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