We discuss the geometry of Wigner-Yanase-Dyson information via the so-called Amari-Nagaoka embeddings in L p -spaces of quantum trajectories.
Introduction
The Wigner-Yanase-Dyson information was introduced in 1963 28 . Wigner and Yanase observed that "According to quantum mechanical theory, some observables can be measured much more easily than others: the observables which commute with the additive conserved quantities ... can be measured with microscopic apparatuses; those which do not commute with these quantities need for their measurements macroscopic systems. Hence the problem of defining a measure of our knowledge with respect to the latter quantities arises ...". After the discussion of the requirements such a measure should satisfy (convexity, ...) they proposed, tentatively, the following formula and called it skew information:
More generally they defined (following a suggestion by Dyson) . Such a variety should be not surprising at the light of the result showing that W Y D-information is just an example of monotone metric, namely it is a member of the vast family of quantum Fisher informations 9 . On the other hand one can prove that, among the family of all the quantum Fisher informations, the geometry of W Y D-information is rather special 8, 16 . In this paper we want to discuss the particular features of W Y Dinformation emphasizing the relation with the embedding of quantum dynamics in L p -spaces.
Preliminary notions of matrix analysis
Let M n := M n (C) (resp.M n,sa := M n (C) sa ) be the set of all n × n complex matrices (resp. all n × n self-adjoint matrices). We shall denote general matrices by X, Y, ... while letters A, B, ... (or H) will be used for self-adjoint matrices. Let D n be the set of strictly positive elements of M n while D 1 n ⊂ D n is the set of density matrices namely
The tangent space to D 1 n at ρ is given by T ρ D 1 n ≡ {A ∈ M n,sa : Tr(A) = 0}, and can be decomposed as
c , with respect to the Hilbert-Schmidt scalar product A, B := A, B HS := Tr(A * B) (the Hilbert-Schmidt norm will be denoted by || · ||).
In what follows we shall need the following result (pag. 124 in 2 ).
Proposition 2.1. Let A ∈ M n,sa be decomposed as
where
Schrödinger equation and quantum dynamics
Let ρ(t) be a curve in D 1 n and let H ∈ M n,sa We say that ρ(t) satisfy the Schrödinger equation w.r.
This equation is also known in the literature as the Landau-von Neumann equation.
The solution of the above evolution equation (please note that H is time independent) is given by
Therefore the commutator i[ρ, H] appears as the tangent vector to the quantum trajectory (1) (at the initial point ρ = ρ H (0)) generated by H. Suppose we are considering two different evolutions determined, through the Schrödinger equation, by H and K. If we want to quantify how "different" the trajectories ρ H (t), ρ K (t) are, then it would be natural to measure the "area" spanned by the tangent vectors i[ρ, H], i[ρ, K] (with respect to some scalar product 10 ).
L p -embedding for states and trajectories
The functions
are known as Amari-Nagaoka embeddings 1,14 . They can be considered as an immersion of the state manifold into L p -spheres. 
Proof. Let φ β (ρ) := ρ β . By Proposition 2.1 we get
Therefore, Equation (1) implies Equation (2). Analogously, again using Proposition 2.1, Equation (2) implies Equation (1) because we have
W Y D-information by pairing of dual trajectories
The Wigner-Yanase-Dyson information is defined as
Let us explain the link between L p -embeddings and W Y D-information. Let V, W be vector spaces over R (or C). One says that there is a duality pairing if there exists a separating bilinear form
In the case of L p spaces the pairing is given by the L 2 scalar product. In our case this is just the HS-scalar product.
Note that using the function ρ → ρ β we may look at dynamics as a curve on a L 
Proposition 5.1. If ρ(t) satisfies the Schrödinger equation w.r.t. H then
Proof. Apply Proposition 4.1 to obtain
In this way W Y D-information appears as the "pairing" of the dual L p -embeddings of the same quantum trajectory.
Quantum Fisher informations
In the commutative case a Markov morphism is a stochastic map T : R n → R k . In the noncommutative case a Markov morphism is a completely positive and trace preserving operator T : M n → M k . Let
In the commutative case a monotone metric is a family of Riemannian metrics g = {g n } on {P n , this correspondence is given by the formula
Because of these two theorems, the terms "Monotone Metrics" and "Quantum Fisher Informations" are used with the same meaning.
Note that usually monotone metrics are normalized so that
, that is equivalent to set f(1) = 1.
The W Y D monotone metric
The following functions are symmetric, normalized and operator monotone (see 9, 16 ). Let
Proposition 7.1. For the QFI associated to f β one has
One can find a proof in 9, 16 . Because of the above Proposition, g β is known as W Y D(β) monotone metric.
Of course what we have seen about L p -embedding of quantum dynamics applies to this example of quantum Fisher information. Indeed we can summarize everything into the following final result.
Proposition 7.2.
Let H, K be selfadjoint matrices and ρ be a density matrix. 
Conclusion
All the ingredients of the above construction make sense on a von Neumann algebra: W Y D-information, quantum dynamics, L p -spaces, Amari-Nagoka embeddings and so on 20, 14 . Nevertheless we are not aware of any attempt to see geometry of W Y D-information along the lines described in the present paper, in the infinite-dimensional context. We plan to address this problem in future work.
