The Lovász Local Lemma (LLL) is a probabilistic principle which has been used in a variety of combinatorial constructions to show the existence of structures that have good "local" properties. In many cases, one wants more information about these structures, other than that they exist. In such case, using the "LLL-distribution", one can show that the resulting combinatorial structures have good global properties in expectation.
Introduction
The Lovász Local Lemma (LLL) is a general principle, first introduced in [9] , for showing that it is possible to avoid a collection B of bad events in a probability space Ω, as long as the bad-events are not too interdependent and are not too likely. Critically, this criterion is able to apply even the set of bad-events becomes arbitrarily large, as long as certain "local" conditions are satisfied everywhere. This powerful ability to construct "scale-free" structures makes the LLL one of the cornerstones of the probabilistic method in combinatorics.
The simple "symmetric" form of the LLL can be stated as follows: suppose each bad-event has probability ≤ p, and each bad-event is dependent with at most d bad-events (including itself), then under the criterion epd ≤ 1 there is a positive probability of avoiding all B. The strongest and most general criterion of this form (involving the probabilities and interdependency structure of the bad-events) is Shearer's criterion [33] , which encompasses a number of simpler LLL criteria such as the asymmetric LLL and cluster-expansion criterion [6] .
The LLL shows that a configuration avoiding B exists; we might wish to know more about such configurations. One powerful extension of the LLL, introduced in [14] , is the LLL-distribution; namely the distribution of Ω conditioned on avoiding B. For the symmetric LLL, one can show the following bound: Proposition 1.1 ([14] ). Let E be any event on the probability space Ω. Then
The LLL-distribution has found a number of uses in algorithms and combinatorics. For example, one can show that "low weight" satisfying assignments exist (e.g. if a weighting function is applied to individual vertices of a graph, and the LLL is used to sample a vertex set with certain additional properties, then one can find a configuration U ⊆ V such that u∈U w(u) is small.) Another application is to show the existence of configurations which avoid most of a given set of bad events B. Some of these techniques are developed in [16, 18] which use them to construct low-weight independent transversals, partial Latin transversals and solutions to MAX-k-SAT, among other applications.
The variable-assignment LLL. The LLL is stated in great generality in terms of probability spaces and events. For most applications of the LLL to combinatorics, there is a simpler formulation, which we refer to as the variable-assignment LLL. In this setting, we have a set of variables X(1), . . . , X(n). The probability space Ω is a product space, defined by selecting an integer value j for each X(i) with probability p i,j . The events in this space are boolean functions of subsets of the variables, and we say that E ∼ E iff E, E overlap in some variable(s), i.e., if var(E) ∩ var(E ) = ∅.
For the variable-assignment LLL, the seminal Moser-Tardos (henceforth "MT") algorithm turns nearly all combinatorial application into corresponding polynomial-time algorithms. Furthermore one may define the MT-distribution, namely the distribution on the variables at the termination of the MT algorithm. As shown in [14] , the same bound holds for the LLL-distribution as for the MT-distribution: The Lopsided Lovász Local Lemma. Although the variable-assignment LLL is by far the most common setting in combinatorics, there are other probability spaces for which the LLL (or a generalization known as the Lopsided Lovász Local Lemma, or LLLL) applies. This was introduced in Erdős & Spencer [10] , which showed that a form of the LLLL applies to the probability space defined by the uniform distribution on permutations of n letters. Erdős & Spencer used this to construct Latin transversals; the space of random permutations has since been used in a variety of other combinatorial constructions. Other, more exotic, probability spaces covered by the LLLL include hamiltonian cycles and matchings of the complete graph [27] . The LLL-distribution result applies to all of these.
Recently, there have been algorithms similar to MT developed for general probability spaces, such as [19, 1] ; nearly all applications of the LLLL now have corresponding polynomial-time algorithms. These general LLLL algorithms are not currently known to yield usable bounds on the MT-distribution. Thus, for most of these applications, we do not have any algorithm which can produce configurations with similar global properties to those guaranteed by the LLL-distribution. One important exception is an algorithm referred as the Swapping Algorithm for random permutations, developed in [17] . That work extended much of the analytical machinery developed for the MT algorithm to the Swapping Algorithm. Thus, an essentially identical bound held for the MT-distribution as for the LLL-distribution: Proposition 1.3 ([17] ). Let E be any event. The probability that E holds at the termination of the Swapping Algorithm is upper-bounded by P MT (E) ≤ P Ω (E)(1 + ep) # bad-events which affect E This principle can be used to efficiently construct an number of combinatorial objects, such as partial Latin transversals [18] .
Although the MT-distribution and LLL-distribution are not the same, for the most part Propositions 1.1, 1.2, 1.3 have been essentially the only tools available to obtain bounds on them. Since these three propositions give the same bounds, the MT-distribution and LLL-distributions might as well be the same. 1 In this paper, we will analyze the MT-distribution more carefully and show tighter bounds on the MT-distribution. These bounds go beyond the LLL-distribution and take much greater advantage of the algorithmic MT process. Thus, in a sense, the MT algorithm is more than a "constructive" form of the LLL, and the MT distribution is a probability space which is a sense smoother and more regular than the LLL-distribution.
Outline and results
In Section 2, we provide an overview of Shearer's criterion and its connection to the LLL and MT distributions. We review the proof strategy used in the original work of [29] , which was based on two key analytical devices, namely witness trees and a resampling table. Although this section is review for the most part, many of the results are new.
In Section 3, we analyze the MT-distribution for disjunctive events (that is, events of the form A 1 ∪· · ·∪A m ). We show that in the MT distribution, the probability of the disjunction A 1 ∪· · ·∪A m is significantly less than the sum of the probabilities of A 1 , . . . , A m . For instance, if each A i affects at most r bad-events, then for the symmetric LLL, this implies By contrast, Proposition 1.2 would give the weaker bound P MT (A 1 ∪ · · · ∪ A m ) ≤ min P Ω (A 1 ∪ · · · ∪ A m )(1 + ep) mr , i P Ω (A i )(1 + ep) r
In Section 4, we consider k-SAT instances in which each variable appears in at most L clauses. A classical application of the LLL, and MT algorithm, is to show that such instances are satisfiable for L sufficiently small. We show that the resulting MT distribution is close to the probability space consisting of n independent random bits. More precisely, we show that the MT distribution is -approximately, j-wise independent for = eL2 −k . One way to interpret this is that the MT distribution is an approximate version of the fully-independent probability space, which also happens to satisfy a given k-SAT instance "for free." By contrast, the LLL-distribution appears to satisfy an asymptotically weaker condition for = Θ(jL2 −k ).
As a consequence of this, we can show an extremal bound for boolean logic: for any CNF formula Φ, in which every clause has size at least k and every variable appears in at most L clauses, the minimum implicate size of Φ is k − log 2 (eL) . This bound is asymptotically tight (up to an constant additive term).
In Section 5, we analyze independent transversals. Given a graph G and a subset of vertices L ⊆ V , we show that as long as L is small enough then there is an independent transversal avoiding L. This gives a constructive version of a result shown by Rabern [32] . This also significantly generalizes results of Harris & Srinivasan [16] , which showed this only for L a singleton set.
In Section 6, we review the permutation LLL and the Swapping Algorithm of [17] . Through painstaking analysis, [17] showed a similar probabilistic bounds for the Swapping Algorithm as for the original MT algorithm. We describe a new method of analyzing the Swapping Algorithm, which is based on finding a more succinct or "compressed" history for why any given event E became true. This analysis is inspired by Harris [15] , which constructed similar (but simpler) compressed trees for the variable-assignment LLLL. This leads to a new bound on the MT-distribution, which exploits the additional structure on the space of permutations. (We cannot give here any simple summary of this result for the symmetric LLL, as it requires more information than is available in the symmetric LLL setting.) The outline of the proof is quite similar to the original proof of [17] ; however, there are numerous results and proofs which must be changed in subtle but significant ways.
In Section 7, we give a number of new results for Latin transversals. One notable application is weighted Latin transversals: Suppose we are given an n × n matrix A, in which all the entries are assigned a color and each color appears at most ∆ times in the matrix. We are also given a weighting function w : [n] × [n] → R ≥0 , and we wish to find a Latin transversal of low weight. The original application of the LLLL [10] was to construct a Latin transversal of A when ∆ ≤ n 16 , subsequently improved by [6] to the condition ∆ ≤ 27n 256 . We show that, under the latter condition, one can construct a weighted Latin transversal of weight at most 5 3 w(A)/n; the LLL-distribution would only show the existence of Latin transversal of weight 16 9 w(A)/n.
Shearer's criterion
In this section, we review Shearer's criterion and its connection to the LLL-distribution and MTdistribution. The LLL applies in the context of a probability space Ω along with a set B of "bad-events" in that space. One must also specify a notion of independence for these events; we do so in terms of a lopsidependency graph G on vertex set B. For any B ∈ B, we let N (B) denote the inclusive neighborhood of B. In order to be a valid dependency graph, G must satisfy the property that for all B ∈ B and for all S ⊆ B − N (B) we have
To simplify the notation, for any S ⊆ B we define S to be the event B∈S B. Thus, we can state this equivalently as P Ω (B | S) ≤ P Ω (B).
We say that I ⊆ B is independent if there is no B, B ∈ I with B ∈ N (B ); that is, I is an independent set of the dependency graph G.
We can extend the definition of dependency to any event E (not necessarily in B), by specifying for any event E a set N (E) with the property that for all S ⊆ B − N (E) we have
Shearer [33] stated the strongest possible criterion that can be given in terms of the dependency graph G and probabilities P Ω for the bad-events, in order to ensure a positive probability that no bad-events occur. For any set I ⊆ B, define
Shearer showed that as long as Q(I) ≥ 0 for all independent sets I, as well as Q(I) > 0, then P (B) > 0. We say in this case that Shearer's criterion is satisfied. Furthermore in such case, for any J ⊆ B we have P (J) ≥ Q(J).
Following [25] , we may define an important quantity in such cases, which will have key connection to the MT-distribution and LLL-distribution. For any set I ⊆ B, define the measure of I as
As the Shearer criterion is satisfied, µ B (I) is a well-defined and non-negative real number. If I is not independent, then observe that Q(I) = 0 and so µ B (I) = 0. For any B ∈ B, we abuse notation and write µ B (B) = µ B ({B}).
Given an event E, we define B[E] to be the set of events B ∈ B with B ⊆ E; that is, if an events B ∈ B[E] is true, this does not imply that E is true. We also define
We will frequently omit the subscript B when it is clear from context.
In Appendix A, we show the following elegant connection between the Shearer criterion and LLL-distribution: Theorem 2.1. For any event E, we have P Ω (E | B) ≤ θ(E). [25] introduced a key analytical tool, the stable-set sequence, which ties together the Shearer criterion, LLL distribution, and MT distribution. Given sets S 1 , . . . , S l ⊆ B, we say that S = S 1 , . . . , S l is a stable-set sequence if the following conditions are satisfied:
Kolipaka & Szegedy
We define the weight of S, denoted w(S), by
For any set V ⊆ B, we define Stab(V ) to be the set of stable-set sequences of the form V, S 2 , . . . , S l ; that is, the first set in the sequence is V . Observe that Stab(V ) = ∅ if V is not independent. Proof. We can define a surjective mapping from stable-set sequences rooted in J and I − J respectively to stable-set sequences rooted in I. 
The Moser-Tardos algorithm
For the variable-assignment LLL setting, there is a natural choice for the dependency graph G, which we refer to as the canonical dependency graph. This graph includes an edge on B, B if B ∼ B , that is, if var(B) ∩ var(B ) = ∅. For the remainder of this paper, we will always assume that we are using this dependency graph for the variable-assignment LLL setting. 2 Furthermore, for any event E which is a boolean function of a subset of the variables, we can define
Moser & Tardos described a simple algorithm to construct a configuration X avoiding B for the variable-assignment LLL setting. We refer to this algorithm as the MT algorithm:
1. Draw X ∼ Ω. (We refer to this X as the initial configuration) 2. Repeat while there is some true bad event:
3. Choose a currently-true bad event B ∈ B arbitrarily.
Resample all the variables involved in B from the distribution Ω.
As shown in [25] , Shearer's criterion ensures that the MT algorithm converges: Proposition 2.5 ([25] ). Suppose that Shearer's criterion is satisfied. Then the MT algorithm terminates with probability one; the expected number of resamplings of any B is at most µ(B).
As MT terminates, one may define the MT-distribution, namely the distribution on the variables at the termination of the MT algorithm. We use P MT to refer to probabilities of events in this space. 3 Using ideas from [25] and [14] one can show the following result for the MT-distribution (which exactly matches Theorem 2.1):
Moser & Tardos developed a powerful methodology for analyzing the MT algorithm, based on witness trees and a resampling table [29] . We summarize these here.
Suppose we are given a rooted tree τ , whose nodes are labeled by events E (all but the root node is labeled by a bad-event B ∈ B.) Given any event B ∈ B, we define the new tree τ + B as follows. Let J denote the set of nodes v ∈ τ labeled by an event A ∼ B. If J = ∅, then we set τ + B = τ . If J = ∅, then we select the node v ∈ J which has greatest depth in τ ; if there are multiple such nodes, we select the node whose label is smallest. Then τ + B is derived from τ by adding a single new node w labeled by B as a child of v.
The operation + is partially commutative: namely if B ∼ B then (τ + B) + B = (τ + B ) + B. Now suppose that we run the MT algorithm (possibly not to completion), resampling bad events B 1 , . . . , B T , and that A is true at time T . To construct a witness treeτ T,A , we begin with a single root node labeled A. For t = T, . . . , 1, we then updatê
We distinguish between two related senses of the term "witness tree." First, there is the random variableτ T,A . Second, there are possible values thatτ T,A could take on; these are ordinary (nonrandom) variables. We may fix some labeled tree τ and discuss under what conditions it could be produced. In this second situation, we will refer to τ as a tree-structure. We say that a tree-structure τ appears ifτ T,A = τ for some T > 0.
We note that our definition τ + B differs slightly from the rule given by Moser & Tardos; in case there are multiple candidate parent nodes of equal depth, they allow one to select one arbitrarily. By imposing the additional tie-breaking rule, we ensure that there is a bijection between tree-structures rooted in B and stable-set sequences rooted in {B}.
For any tree-structure τ , whose nodes are labeled E 1 , . . . , E r (all but the root node is a badevent), we define the weight of τ by w(τ ) = r i=1 P Ω (E i ). Because of the correspondence between tree-structures and stable-set sequences, Proposition 2.2 shows the total weight of all tree structures τ rooted in B is at most µ(B).
The resampling table is a coupling construction used to analyze the MT algorithm. In this construction, one selects, for each variable i, an infinite string of values R(i, 1), R(i, 2), . . . , which are each drawn independently from the distribution of Ω for variable i. The initial configuration sets X(i) = R(i, 1) for all i. The MT algorithm, after this point, is essentially deterministic: instead of resampling a variable, we simply take the next value from R(i).
One can derive for any tree-structure τ a necessary condition in order for τ to appear; namely, certain entries of R(i, j) are forced to take on certain values. More specifically, for any node v ∈ τ and variable i ∈ [n], we define ρ(τ, v, i) to be the number of nodes of τ involving variable i which are at a greater depth than v. We also define, for any v ∈ τ , the configuration
We say that τ is compatible with R, if for all nodes v ∈ τ labeled by an event E, the event E is true on the configuration X τ,v . We also define the root configuration of a tree τ to be X root
where v is the root node of τ . Proposition 2.7 ([29] ). If the MT algorithm runs with a given resampling table R and produces a witness treeτ T,A , thenτ T,A is compatible with R. Proof. Each node v ∈ τ labeled by B imposes a condition on specific entries of R; namely, for each x ∈ var(E), it imposes a constraint on R(x, t) for one specific value of t. This constraint has probability P Ω (B) and each constraint involves a disjoint subset of the bits of R. Wen R is selected at random each such constraint is independent, so the overall probability that τ is compatible with R is exactly equal to w(τ ).
These two results give a simple proof of Proposition 2.5. For, suppose we run the MT algorithm with a resampling table R. For each resampling of B, one may construct a witness tree rooted in B. These witness trees are all distinct and are all compatible with R. So the number of resamplings of B is at most the number of witness trees rooted in B compatible with R. So the expected number of resamplings of B is at most τ rooted in B w(τ ) = µ(B).
These results also give a simple proof of Proposition 2.6. For, suppose we run the MT algorithm with a resampling table R until some event E occurs. (This may already be at the initial configuration). As soon as E occurs, we construct the corresponding witness treeτ T,E . Furthermore, all the nodes in this tree are labeled by B[E], because we stop this process the first time that E becomes true. Hence, the witness treeτ T,E may be regarded as an element of Stab B[E] (E). The total weight of all such trees is at most θ(E).
Alternate LLL criteria
The Shearer criterion, while useful theoretically, is difficult to use in practice. Often, approximations are used. One of the simplest is the asymmetric LLL. This states that there is a weighting function x : B → [0, 1], satisfying the condition
then the Shearer criterion is satisfied. Another powerful and simple criterion is the cluster-expansion criterion of [6] ). This states that there is a weighting functionμ : B → [0, ∞) satisfying the condition
It is often useful, in the context of the cluster-expansion criterion, to define for an event Ẽ θ(E) = P Ω (E)
In this case, the cluster-expansion criterion states simply thatμ(B) ≥θ(B) for all B ∈ B.
The cluster-expansion criterion implies the asymmetric LLL criterion (taking µ(B) = x(B)/(1− x(B))) and the asymmetric LLL criterion implies the symmetric LLL criterion (taking x(B) = 1/d).
It is straightforward to show a connection between the cluster-expansion criterion and Shearer criterion; namely, that if µ satisfies the cluster-expansion criterion then for any bad-event B we have µ(B) ≤μ(B). As a consequence of this fact and Corollary 2.4, for any event E we have
3 Disjunctions for the variable-assignment setting Suppose we are given events A 1 , . . . , A m (the events A i are not the bad-events). We define the disjunction event A = A 1 ∪ A 2 ∪ · · · ∪ A m . We would like to obtain an upper bound on P MT (A), beyond the obvious union bound P MT (A) ≤ i P MT (A i ) ≤ i θ(A i ). This section will be dedicated to showing a significantly stronger bound than this.
For each i = 1, . . . , m, we define T i to be the set of tree-structures which are rooted in A i and such that all deeper nodes are labeled by elements of B[A]. 
Proof. Suppose not, so thatτ t,A i contains a node labeled B ⊆ A. So B was resampled at some time j < t. But as B was true at time j, by definition A was true at time j as well. This contradicts minimality of t.
Proposition 3.2. The total weight of all tree-structures in T i is bounded by
Proof. We enumerate T i as follows. First, we have the root node labeled A i . Next, we select a set I ⊆ N B[A] (A i ) and some stable-set sequence rooted in I. Putting these together,
Let τ ∈ T i and j ∈ [m]. We define a related tree-structure Φ j (τ ) as follows. For each k = 1, 2, . . . , let S k denote the labels of the nodes at depth k in τ . Evidently S k = {A i }, and for k > 1 each S k is an independent subset of B.
We now define the tree-structure Φ j (τ ) as follows:
1. Begin by setting Φ j (τ ) to consist of a single root node labeled A j .
2. For k = 2, 3, . . . ,:
Since S k is independent, this procedure does not depend on any fixed ordering over looping over
Proof. Let v denote the root node of τ .
Consider any non-root node u of τ labeled by a bad-event B. Suppose that x ∈ var(B). If u is present in Φ j (τ ), then any w ∈ τ which occurs deeper than u and which shares variable x is eligible to be placed as a child of u, hence will be placed in the tree Φ j (τ ) deeper than u. Conversely, for
Next, consider the root node v of Φ j (τ ), labeled A j , and suppose that x ∈ var(A j ). Any nonroot node of τ which involves variable x is eligible to be placed as a child of v , hence will occur in Φ j (τ ). Conversely, any nodes in Φ j (τ ) which involve variable x (other than the root node v ) must have come from some node of τ .
Thus, we have shown that Φ j (τ ) is compatible with R.
Proposition 3.4. Suppose that when we run the MT algorithm with a resampling table R, that A is true. Then there is some i ∈ [m] and a tree-structure τ ∈ T i such that τ is compatible with R and all the events A 1 , . . . , A i−1 are false on the configuration X root τ .
Proof. If A i is true, then by Proposition 3.1 there is a witness tree τ ∈ T i compatible with R. Let i be minimal such that there is τ ∈ T i compatible with R. It must be that A 1 , . . . , A i−1 are all false on X root τ ; for if A j is true on X root τ and j < i, then Φ j (τ ) ∈ T j is compatible with R, contradicting minimality of i.
Proof. In order for τ to be compatible with R, there is a condition that A i is true on X root τ . Also, by hypothesis, we must have A 1 , . . . , A i−1 false on X root τ . As X root τ ∼ Ω, the probability that these events are jointly true is P Ω (A i ∧ ¬A 1 · · · ∧ ¬A i−1 ).
Also, for each non-root node w ∈ τ labeled B, there is a condition that B is true on X τ,v . This event has probability exactly P Ω (B).
Finally, observe that the conditions corresponding to disjoint nodes involve distinct entries of R. Hence, they are independent, and the total probability that τ satisfies all these conditions is exactly equal to their product.
If the non-root nodes of τ are labeled B 1 , . . . , B k , then this is exactly equal to
which can be arranged to w(τ )P Ω (¬A 1 ∧ · · · ∧ ¬A i−1 | A i ) Proposition 3.6. The probability of the event A is at most
Proof. By Proposition 3.4:
Proof. Using Proposition 3.6:
We can simplify Corollary 3.7 in the symmetric LLL setting.
Then
Proof. In the symmetric LLL setting, we have µ(B) ≤ ep for any event. Hence, for any
The MT distribution for k-SAT assignments
The probability space Ω * consisting of n independent fair coins is often considered the "ideal" probability space on {0, 1} n . One powerful tool used to measure the divergence between a probability space Ω on {0, 1} n and Ω * is the notion of -approximate j-independence, introduced by [30] . We say that Ω is -approximately j-independent if, for any indices 1 ≤ i 1 < · · · < i j ≤ n and any bits y 1 , . . . , y j ∈ {0, 1} n , we have
Many randomized algorithms and combinatorial constructions can replace a supply of independent bits with a probability space possessing -approximate j-independence, for appropriate values of and j.
In this section, we will show that (under appropriate conditions) the MT-distribution approximates Ω * , in the sense that the MT-distribution is j-wise -approximate independent. We consider a specific (in a sense paradigmatic) application, k-SAT with bounded variable occurrence. We will also see that MT-distribution appears to be asymptotically closer to Ω * than the LLL-distribution (at least as far as we can tell using the generic bounds known for the LLL-distribution).
Thus, for many algorithmic applications which only demand limited independence, we could use the MT-distribution as our randomness source. In effect, our random bits can satisfy the formula Φ "for free".
Suppose we are given a boolean formula Φ on n variables, which is a conjunction of m clauses; each clause C i is a disjunction of k distinct literals, that is, each clause C i has the form C i = l i1 ∨ · · · ∨ l ik . Here l ij is a literal expression of the form X(x) = y where x ∈ {1, . . . , n} and y ∈ {0, 1}.
The k-SAT problem is to find an assignment of the values X(1), . . . , X(n) which simultaneously all these clauses. A classical application the LLL is to find satisfying assignments for k-SAT instances, in which each variable appears at most L times. As long as L is sufficiently small, then a satisfying assignment exists, and the MT algorithm finds one. Most recently, Harris [15] has shown that the bound L ≤ 2 k+1 (1−1/k) k k−1 − 2 k suffices. Gebauer, Szabó, Tardos [12] showed using this bound is asymptotically tight (up to second-order terms).
The constructions of [15] and [12] use a probability distribution which is far from uniform; even individual variables may have a sampling probability far from 1/2. When L is significantly smaller than this upper bound, for instance L ≤ 2 k ek , then one can apply the LLL using the uniform probability space Ω * . Thus, in these cases, one may hope that the MT-distribution is close to Ω * .
We apply the MT algorithm using the probability space Ω = Ω * , in which we assign P (X(i) = 0) = P (X(i) = 1) = 1/2. For each clause C, we have a bad-event that C is violated. This clause has probability p = 2 −k , and depends upon at most Lk others. Thus, as long as L ≤ 2 k ek , the symmetric LLL criterion is satisfied, and the MT algorithm finds a satisfying assignment. Furthermore, for each bad-event B, we have µ(B) ≤ ep = e2 −k .
Proof. First, observe that for any atomic event A ≡ X(i) = y, an independent set of neighbors of A is either the empty set, or is a singleton set consisting of a clause involving variable i. Thus, we have Ψ(A) ≤ 1 + Lep. Similarly, for any atomic event A involving r distinct literals, we have Ψ(A) ≤ (1 + Lep) r . Now consider some j-tuple i 1 , . . . , i j and some arbitrary y 1 , . . . , y j ∈ {0, 1} n ; we want to show (1).
Define the event E = X(i 1 ) = y 1 ∧ · · · ∧ X(i j ) = y j . For the upper bound:
For the lower bound, we have:
We contrast this with the LLL-distribution. There are two possible ways we can show that the LLL-distribution is -independent. First, one could show that P (X(i 1 ) = y 1 ∧ · · · ∧ X(i j ) = y j ) ≤ 2 −j + 2 −j for any y 1 , . . . , y j ; this would imply the bound = Θ(jL2 −k ). Second, one could lower-bound P (E) via
Again, this would imply the bound = Θ(jL2 −k ).
Thus, it appears that the MT-distribution is asymptotically closer in variation distance to Ω * , compared to the LLL-distribution.
The minimum implicate size for boolean formulas
Given a boolean formula Φ, we say that a clause C is an implicate if Φ |= C; that is, any solution to Φ also satisfies the clause C. Determining and enumerating the implicates of a formula Φ has numerous connections to knowledge representation and artificial intelligence; see for instance [8] . Our MT-distribution results allows us to show a simple bound on implicate size for CNF formulas. Proof. If any clause of Φ contains strictly more than k literals, arbitrarily remove all but k literals from it. Let Φ denote the resulting formula. Any solution to Φ is a solution to Φ, so it suffices to bound the implicate size of Φ .
If C is an implicate of Φ containing j variables X(i 1 ), . . . , X(i j ), then this implies that there is some value y 1 , . . . , y j for these variables which is impossible. In particular, in the MT distribution (which is a distribution of satisfying assignments to Φ ), we would have P MT (X(i 1 ) = y 1 ∧ · · · ∧ X(i j ) = y j ) = 0. By Theorem 4.1, this is only
The bound of Proposition 4.3 can easily be seen to be tight (up to a small additive term):
For any integers 1 ≤ j ≤ k, there is a CNF formula containing an implicate of size j, in which each variable appears in at most L = 2 k−j clauses. In particular, for such a formula, the implicate size j satisfies
Proof. Let C be any clause on j variables. Define the formula Φ by
This formula clearly entails C. Furthermore, the formula Φ contains 2 k−j clauses altogether, so certainly each variable occurs in at most L = 2 k−j of them.
Note that although Proposition 4.2 was proved via the MT-distribution, the result itself is phrased purely in terms of boolean logic, without any reference to the LLL or probability theory.
Comparison with other LLL sampling results
Recently, there have been a number of papers showing that, under some appropriate conditions, the MT algorithm or variants can be used to sample (almost) uniformly from k-SAT instances in certain cases, including the presence of additional slack [28] , or an additional condition known as extremality [13] . In other words, it is possible to efficiently sample the LLL-distribution. These results are exciting, but emphasize that our result is pointing in a different direction.
For many applications in combinatorics, the ideal probability space is not the LLL-distribution, but rather the probability space Ω * . The reason for this is that the LLL-distribution is a complicated distribution for which one cannot easily obtain information. On the other hand the distribution Ω * is simple and one can compute nearly any probability.
Of course, it is not possible to match Ω exactly and simultaneously avoid B. However, Theorem 4.1 in a sense shows that one can obtain the next-best thing: the MT distribution matches the j-wise marginal distribution of Ω * (for small values of j.) Thus, if the MT distribution is failing to uniformly sample from satisfying assignments, this may be a good thing!
Independent transversals avoiding subsets of vertices
Suppose we are given a graph G of maximum degree ∆, along with a partition of its vertices into k blocks as V = V 1 · · · V k , such that each block V i has cardinality b. A transversal T of G is simply a set of vertices which selects exactly one element from each block, i.e. |T ∩ V i | = 1 for i = 1, . . . , k.
An independent transversal (also known as an independent system of representatives) is a transversal that is also an independent set in G. This structure has received significant attention, starting in [7] , and later in works such as [2, 3, 4, 20, 23, 24, 26, 35, 36] ). Haxell showed in [20] that b ≥ 2∆ is a sufficient condition for the existence of an independent transversal; this condition is existentially optimal, in the sense that b ≥ 2∆ − 1 is not always admissible. However, there is no known constructive algorithm to produce the independent transversal in this case.
In [32] , Rabern showed something even stronger: when b ≥ 2∆, then for any subset L ⊆ V with |L| < b, there is an independent transversal T with the property that T ∩ L = ∅. The condition on the size of L is clearly optimal (otherwise one could choose L to be equal to one of the blocks). The results of Rabern and Haxell use descent arguments which could take exponential time.
When b ≥ 4∆, then one can naturally use the MT algorithm to select an independent transversal; the variables in this case correspond to each block, and the value of variable i is the vertex v ∈ V i ∩T . A bad-event in this context is that both end-points of an edge are selected. This is a straightforward and motivating application of the cluster-expansion LLL criterion [6] .
Then the cluster-expansion LLL criterion is satisfied with
The MT-distribution provides a simple upper bound on the probability that an independent transversal contains a given vertex.
We now address the following question: suppose we are given some arbitrary set L ⊆ V . We would like to estimate the probability of the event that L and T intersect, i.e. P (L ∩ T = ∅). Proposition 5.2 addresses this only for L a singleton set. Our MT-distribution results allow us to extend this to arbitrary sets. 
We now enumerate Z s recursively as follows: we begin by selecting the edge f (there are at most |V r − L|∆ = (b − |L|)∆ choices) for the root node. We then select the children of this root node; one of these may be a tree-structure rooted in any edge in the block of u, and the other may be any other tree-structure in Z s−1 .
This gives us the recurrence
An induction on s shows that z ∞ is upper-bounded by the smallest non-negative root x of
We next show that the worst-case distribution is when L is a subset of single block.
By Proposition 3.6,
Now, let define the functions
(1 − y j /b)
Using this notation, we can rephrase our bound on P MT (L ∩ T = ∅) as
We now turn to the task of upper-bounding the algebraic function S(y 1 , . . . , y k ). We claim that subject to the condition i y i = l and y i ≥ 0, that S(y 1 , . . . , y k ) is maximized at the vector (l, 0, 0, . . . , 0).
For, suppose y 1 , . . . , y k maximizes this quantity (a maximum exists by compactness), and among all such points minimizes the expression R = max yr>0 r. So y = (y 1 , . . . , y R , 0, . . . , 0). If R = 1, then y = (l, 0, . . . , 0) and we are done. Otherwise, let us consider evaluating the function S(y 1 , . . . , y k ) while fixing y 1 , . . . , y R−2 . We claim that S(y 1 , . . . , y R−2 , y R−1 + y R , 0, 0, . . . , 0) ≥ S(y 1 , . . . , y R−2 , y R−1 , y R , 0, . . . , 0)
contradicting either that S(y 1 , . . . , y k ) is maximized or that R is minimized. Canceling the common term R−1 i=1 (1 − y i /b), we see that (2) holds iff:
This is an algebraic inequality involving a constant number of parameters, so it can be verified algorithmically; 4 a computer algebra package shows that that it holds for y R+1 +y R ≤ b and b ≥ 9/2 Thus, we have that shown that S(y 1 , . . . , y k ) ≤ S(|L|, 0, . . . , 0) = f (|L|) and the claim is proved.
Then, for any L ⊆ V , we have in the MT-distribution
Proof. The proof of this is similar in spirit to Proposition 5.4, but much more technically difficult.
We defer it to Appendix B.
These results allow us to give a constructive analogue of the result of Rabern [32] (albeit with quantitatively weaker parameters):
Let L be any set of vertices with |L| < b. Then there is an independent transversal T disjoint to L, which can be found in polynomial time.
Proof. If b ≥ 4.5∆, then by Proposition 5.4, there is a probability of at least 1−
that the MT-distribution produces such an independent transversal; this expression is strictly positive for b < |L|, and is bounded from zero by an inverse polynomial in b. The same result holds using Proposition 5.5 for b ≥ e 2 e−1 ∆.
The Permutation LLL
In the permutation LLL setting, we select K permutations π 1 , . . . , π K independently and uniformly from Ω = S n 1 × · · · × S n K . There is a collection B of bad-events, which in this setting will always be atomic events; that is, every bad-event B is equivalent to some conjunction of the form π k 1 (x 1 ) = y 1 ∧ · · · ∧ π kr (x r ) = y r . To simplify the exposition, we will assume that K = 1 throughout this paper; that is, that we selecting only a single permutation. This covers all our applications, and our results generalize in a straightforward way to the case K > 1.
It will be convenient to identify an atomic event A ≡ π(x 1 ) = y 1 ∧ . . . π(x r ) = y r with the set of pairs {(x 1 , y 1 ), . . . , (x r , y r )}. For any pairs (x, y), (x , y ) we say that (x, y) ∼ (x , y ) if x = x or y = y . For any atomic events A, A , we say A ∼ A iff there exist (x, y) ∈ A, (x , y ) ∈ A with (x, y) ∼ (x , y ).
As shown in [10] , the LLLL applies in this setting when the lopsidependency graph places an edge on bad-events B, B if B ∼ B . 5 As shown in [17] , a Swapping Algorithm similar to the Moser-Tardos algorithm can be used to explicitly construct a permutations π which avoid B. We summarize this algorithm here:
1. Generate the permutation π uniformly at random and independently. We refer to the permutation selected in Step (1) as the initial configuration. We refer to a single iteration of the loop in lines 4 -6 as resampling B and we refer to a single iteration of the loop in lines 5 -6 as a swap. Please see [17] for many more details on the behavior of this rather complex algorithm. We let π t denote the value of the permutation after t resampling steps (π 0 is the value of the initial configuration).
In this section, we show tighter bounds on the MT-distribution (the distribution of states at the termination of the Swapping Algorithm) in this section. Unlike the variable-assignment setting, these bounds improve over the LLL-distribution even for atomic events.
We contrast our analysis with the work of [1] and [19] . They develop a general algorithmic framework for the LLL, which includes random permutations as a special case. Much of the power of their approach comes from the ability to abstract away from the specific combinatorial structure of permutations. The analysis of the Swapping Algorithm in [17] is quite technically detailed, with a number of "magical cancellations," so the level of abstraction afforded by [1] , [19] seems like a positive development. However, in this paper we will take advantage of this combinatorial structure, showing bounds which are not even expressible in the general LLL framework.
A new MT-distribution bound
Suppose we are given an atomic event A ≡ π(x 1 ) = y 1 ∧ · · · ∧ π(x r ) = y r . As usual, we abuse notation so that the event A is defined as the set {(x 1 , y 1 ), . . . , (x r , y r )}. Our goal is to show an upper bound on P MT (A). As shown in [17] , one can show a bound on the MT-distribution which is essentially identical to our "generic" LLL-distribution bound: The bound of Proposition 6.1 is based on θ(A), which is a sum over independent subsets of B. Our main result is that one can restrict the summation to sets which are independent and also orderable. Definition 6.2. We say that a set Y ⊆ B is orderable to A if there exists an ordering of Y = {B 1 , . . . , B l } such that for all i = 1, . . . , l there is some
For any atomic event A, we define Ord(A) to be the collection of all independent, orderable sets to A. We also define Ψ , θ in terms of this as follows: Observe that Ψ (A) ≤ Ψ(A). Also, observe that ∅ ∈ Ord(A), and so Ψ (A i ) ≥ 1.
Our main result will be the following: Theorem 6.4. For any atomic event A, we have P MT (A) ≤ θ (A).
A new rule for forming witness trees
The proof strategy, as in [17] , will be based on generating a witness tree that "explains" the history behind why A came to be true. We will suppose that A is not a bad-event. Suppose that we run the Swapping Algorithm to run time T , resampling events B 1 , . . . , B T . If A is true at time T , we construct a witness treeτ T,A for it using the following inductive procedure.
We defineτ T,A ≥T +1 to be a singleton node labeled A. For t = T, . . . , 1, we deriveτ T,A ≥t fromτ T,A ≥t+1 as follows.
1. If there is a non-root node v ∈τ T,A ≥t+1 labeled by some B ∼ B t , and v is not the root node, then we select the node of v of greatest depth (breaking ties by label). We deriveτ T,A ≥t to bê τ T,A ≥t+1 , plus one additional node, which is a child of v labeled B t .
2. Suppose that the children of the root node ofτ T,A are labeled B 1 , . . . , B s . If B t is distinct from B 1 , . . . , B s , and {B 1 , . . . , B s , B t } ∈ Ord(A), then we deriveτ T,A ≥t to beτ T,A ≥t+1 , plus one additional node, which is a child of the root node labeled B t .
If neither of the above two cases holds, then we setτ T,A ≥t =τ T,A ≥t+1
We finish by definingτ T,A =τ T,A ≥1 . Given a tree-structure τ rooted in A, we say that τ appears if A is true at some time t. We will show the following key technical lemma: Lemma 6.5 (Witness Tree Lemma). Suppose that τ is a tree-structure rooted in A. Then the probability that τ appears is at most w(τ ).
This result is quite similar to a result shown in [15] ; we compare the two settings in Appendix C. In [17] , it was shown that the Witness Tree Lemma holds when we build witness trees according to the usual rule (in which we do not enforce the added restriction about orderable sets). Before we give the proof of Lemma 6.5, we discuss a simple example which gives the intuition behind it. Suppose we have an event A ≡ π(1) = 1, and that during the Swapping Algorithm two other bad-events were first resampled, B 1 ≡ π(1) = 2, B 2 ≡ π(2) = 1. We want to build a witness tree for the event that A becomes true after these resamplings.
In the conventional method of building witness trees, the corresponding witness tree τ =τ 2,A would have a root node labeled A with two children labeled B 1 , B 2 . Then a necessary condition for τ to appear is that the initial configuration must satisfy π 0 (1) = 2, π 0 (2) = 1. We must resample B 1 , B 2 (in some unspecified order). After the second such resampling, we must perform the swap such that π(1) = 1. Regardless of the state of the system at the time of this second resampling, this has probability 1/n. Thus, with a little more careful analysis, we say that the probability that this tree appears is at most 1/n 3 = w(τ ).
However, observe that in this argument the first resampling among B 1 , B 2 played essentially no role. The key events that "cause" A to become true only happen during the second resampling. Thus, we should be able explain A without mentioning B 1 , giving a more "compressed" history for why A become true. And indeed,τ T,A has only a single child -either B 1 or B 2 , whichever occurred last. (Observe that {B 1 , B 2 } is not orderable to A.)
Although this is clear for small trees of only a few nodes, there are many other complications that can arise for larger trees. These complications are covered in the intricate and highly technical proof of [17] . We will slightly modify that proof to show that this remains true with the new witness tree construction. The overall outline and many of the key propositions are identical to [17] . However, there are subtle and significant differences in many places throughout. Much of the text in the next sections will be taken directly from [17] , with key definitions and proofs changed as appropriate.
We will break down our overall analysis into four stages.
(1) We transform a given tree-structure τ into a witness subdag; this is a similar object to the witness tree, but in stead of giving the history of resamplings of bad-events, it gives a history of individual swappings. We define and describe some structural properties of these graphs.
(2) We define the future-subgraph at time t, denoted G t . This is a kind of graph which encodes necessary conditions on π t , in order for τ to appear. We analyze how a future-subgraph G t imposes conditions on the corresponding permutation π t .
(3) We compute the probability that the swapping satisfies these conditions over time.
Witness subdags
Definition 6.6 (witness subdags). A witness subdag is defined to be a directed acyclic simple graph, whose nodes are labeled with tuples (B, x, y); if a node v is labeled by (B, x, y), we write v ≈ (x, y). This graph must in addition satisfy the following properties:
1. If any pair of nodes overlaps in a coordinate, that is, we have v ≈ (x, y) ∼ (x , y ) ≈ v , then nodes v, v must be comparable (that is, either there is a path from v to v or vice-versa).
2. Every node of G has in-degree at most two and out-degree at most two.
For witness trees, we use the terminology "top" to refer to nodes of less depth (closer to the root) and "bottom" to refer to nodes of greater depth. Similarly, for witness dags, we use the terminology "top" to refer to nodes close to sink nodes and "bottom" to refer to nodes close to source nodes. In both cases, "bottom" nodes occur earlier in time than "top" nodes.
The witness subdags that we will be interested in are derived from witness trees in the following manner. Definition 6.7 (Projection of a witness tree). For a witness tree τ , we define the projection of τ which we denote Proj(τ ), as follows.
Suppose we have a node v ∈ τ labeled by an event E = {(x 1 , y 1 ), . . . , (x r , y r )}. For each = 1, . . . , r, we create a corresponding node v i labeled (E, x i , y i ) in the graph Proj(τ ).
The edges of Proj(τ ) are formed follows. For each node v ∈ Proj(τ ), labeled by (E, x, y) and corresponding to v ∈ τ , we find the node w x ∈ τ (if any) which satisfies the following properties:
(P1) The depth of w x is smaller than the depth of v (P2) w x is labeled by an E which contains (x, * ) (P3) Among all vertices satisfying (P1), (P2), the depth of w x is maximal If this node w x ∈ τ exists, then it corresponds to a node w x ∈ Proj(τ ) labeled (x, * ); we construct an edge from v to w x . Note that, since the levels of the witness tree are independent under ∼, there can be at most one such w x and at most one such w x .
We similarly define a node w y satisfying:
(P1') The depth of w y is smaller than the depth of v (P2') w y is labeled by an event E which contains ( * , y) (P3') Among all vertices satisfying (P1'), (P2'), the depth of w y is maximal If this node exists, we create an edge from v to the corresponding w y ∈ Proj(τ ) labeled ( * , y).
Note that since edges in Proj(τ ) correspond to strictly smaller depth in τ , the graph Proj(τ ) is acyclic. Also, note that it is possible that w x = w y ; in this case we only add a single edge to Proj(τ ).
The following structural decomposition of a witness subdag G will be critical. Definition 6.8 (Alternating paths). Given a witness subdag G, we define an alternating path in G to be a simple path which alternately proceeds forward and backward along the directed edges of G. For a vertex v ∈ G, the forward (respectively backward) path of v in G, is the maximal alternating path which includes v and all the forward (respectively backward) edges emanating from v. (Because G has in-degree and out-degree at most two, every vertex v has a unique forward and backward path.)
Note that if v is a source node, then its backward path contains just v itself.
One type of alternating path, which is referred to as the W-configuration, plays a particularly important role. Definition 6.9 (The W-configuration). Suppose v ≈ (x, y) has in-degree at most one, and the backward path contain an even number of edges, terminating at vertex v ≈ (x , y ). We refer to this alternating path as a W-configuration. (See Figure 1. ) Any W-configuration can be written (in one of its two orientations) as a path of vertices labeled (x 0 , y 1 ), (x 1 , y 1 ), (x 2 , y 1 ), . . . , (x s , y s ), (x s , y s+1 );
here the vertices (x 1 , y 1 ), . . . , (x s , y s ) are at the "base" of the W-configuration. Note here that we have written the path so that the x-coordinate changes, then the y-coordinate, then x, and so on. When written this way, we refer to (x 0 , y s+1 ) as the endpoints of the W-configuration.
If v ≈ (x, y) is a source node, then it defines a W-configuration with endpoints (x, y). This should not be considered a triviality or degeneracy, rather it will be the most important type of W-configuration. Figure 1 : The vertices labeled (x 0 , y 1 ), (x 1 , y 1 ), . . . , (x 4 , y 5 ) form a W-configuration of length 9 with endpoints (x 0 , y 5 ). Note that the vertex (x , y ) is not part of this W-configuration. 
The future-subgraph and conditions on π over time
Proof. By our rule for forming witness trees,τ ≥t is either equal toτ ≥t+1 plus an additional node u labeled by B, or is equal toτ ≥t+1 . In this first case, we create new nodes v 1 , . . . , v s in Proj(τ ≥t ) labeled by (B, x 1 , y 1 ), . . . , (B, x s , y s ). These can be the only source nodes in Proj(τ ≥t ) with these labels; if there is another v node labeled (B, x i , y i ), then v would be comparable to v i . Thus, Proj(τ ≥t ) = Proj(τ ≥t+1 ) plus the additional nodes v 1 , . . . , v s and the claim holds.
Next suppose thatτ ≥t =τ ≥t+1 . We claim that Proj(τ ≥t+1 ) cannot contain any source nodes labeled (B, x, y). For, suppose it contained such a node v. This would correspond to a node w in τ ≥t+1 labeled B. Then B would be eligible to be placed as a child of w, and soτ ≥t =τ ≥t+1 plus an additional node u, which is a contradiction.
We next show how a given value for G T,A t implies certain conditions on π t (irrespective of T, A). The following result is key to our analysis: Proposition 6.12 ([17] ). Suppose π t 0 (X) = Y and π t 2 (X) = y for some t 2 > t 0 . Then some bad-event B must have been resampled at an intermediate time
The following key result is where we use our definition of orderability; this is the main area in which our proof diverges from [17] . Proposition 6.13. For any T ≥ 0 and any event A and any time t ≤ T , the permutation π t satisfies the following condition:
If w is a source node G T,A t with w ≈ (x, y), then π t (x) = y.
Proof. Let us write G = G T,A t andτ =τ T,A ≥t . The node w ∈ G corresponds to a node v ∈τ labeled by an event E (the event E may be a bad-event, or may be the atomic-event A of interest, in which case v is necessarily the root node.) Suppose π t (x) = y. In order forτ to contain a node labeled E, we must at some point t > t have π t (x) = y; let t be the minimal such time. By Proposition 6.12, we must encounter a bad-event B containing (x, * ) or ( * , y) at some intervening time t < t . If this bad-event contains (x, y) then necessarily π t (x) = y contradicting minimality of t . So bad-event B must contain either (x , y ) where (x , y ) ∼ (x, y) but (x , y ) = (x, y).
Let τ =τ T,A ≥t +1 . We claim that τ must contain some node deeper than v labeled by B. In order to show this, we will show that our rule for formingτ T,A ≥t would create a new node labeled B at greater depth than v.
If v is not the root node, this is immediate: the bad-event B would be eligible to be a child of node v in τ , and so would be placed into τ deeper than v. So suppose that v is the root node, and that the children of v in τ are labeled B 1 , . . . , B r . Since {B 1 , . . . , B r } must be orderable to A, we may assume that they are ordered so that there is z i ∈ B i , z i ∼ B 1 , . . . , B i−1 for each i = 1, . . . , r.
Suppose that one such child B i includes a pair (x , y ) where (x , y ) ∼ (x , y ). In this case, B ∼ B i , and so B would be eligible to be placed into τ as a child of B i .
Finally, suppose that v is the root node, but that none of the bad-events B 1 , . . . , B r include a tuple (x , y ) with (x , y ) ∼ (x , y ). In this case, B is distinct from B 1 , . . . , B r and {B 1 , . . . , B r , B} is an orderable set to A (with the ordering B 1 , . . . , B r , B). Thus, B would be eligible to be placed as a child of v.
So, in any case if π t (x) = y, thenτ contains a node labeled by B at greater depth than v, where B (x , y ) ∼ (x, y) and (x , y ) = (x, y). This node corresponds to a node in G with a path to w, contradicting that w is a source node of G. Proposition 6.14. For any T ≥ 0 and any event A and any time t ≤ T , the permutation π t satisfies the following condition:
For every W-configuration in G T,A t with endpoints (x 0 , y s+1 ), we must have π t (x 0 ) = y s+1 .
Proof. Let us write G = G T,A t andτ =τ T,A ≥t . We prove this by induction on s. The base case is s = 0; in this case G contains a source node w ≈ (x, y). This is precisely what we proved in Proposition 6.13.
We now prove the induction step. Consider a W-configuration with base nodes v 1 , . . . , v s , and let (x 0 , y 1 , x 1 , y 2 , . . . , x s , y s+1 ) be the corresponding labels.
As s ≥ 1, the nodes v 1 , . . . , v s are not sink nodes and so correspond to non-root nodes of τ . Thus they correspond to resampled bad-events. Let t ≥ t be the minimal time at which we resample a bad-event B which corresponds to a subset of {v 1 , . . . , v s }. Suppose that B ⊇ {(x i 1 , y i 1 ), . . . (x ir , y ir )} where 1 ≤ r ≤ s. By minimality of t , all the nodes in the given Wconfiguration are present in G t . It must be the case that v i 1 , . . . , v ir are source nodes in G t .
As v i 1 , . . . , v ir are source nodes, our inductive hypothesis shows that π t (x i 1 ) = y i 1 , . . . , π t (x ir ) = y ir . The updated G t +1 (which is derived from G t by removing v i 1 , . . . , v ir , plus possibly some additional source nodes of G t +1 ), has r + 1 new W-configurations of size strictly smaller than s. By inductive hypothesis, the updated permutation π t +1 must then satisfy π t +1 (x 0 ) = y i 1 , π t +1 (x i 1 ) = y i 2 , . . . , π t +1 (x ir ) = y s+1 .
As shown in [17] , we may suppose without loss of generality that the resampling of B swaps x i 1 , . . . , x ir in that order, and then performs other swaps involving other elements of B. Let σ denote the permutation after swapping x i 1 , . . . , x ir ; we have π t +1 (x i 1 ) = σ(x i 1 ), . . . , π t +1 (x ir ) = σ(x ir ). Evidently x i 1 has swapped with x i 2 , then x i 2 has swapped with x i 3 , and so on, until eventually x ir has swapped with x = (π t ) −1 y s+1 .
Thus, σ(x ) = y i 1 . If, during the resampling of B causes any further swaps involving x , then σ(x ) = π t +1 (x ); as π t +1 (x 0 ) = y i 1 , this implies that x = x 0 .
If, on the other hand, the resampling of B causes any further swaps involving x , then this will result in π t +1 (x ) = y i 1 where (x , y ) ∈ B. This would imply that x 0 = x , that is, B (x 0 , y ) where y = y 1 . But this would contradict that in the W-configuration in G t the node labeled (x 0 , y 1 ) has in-degree one.
Thus, we see that x = x 0 , and there are no further swaps during the resampling of B which affect x . Consequently, x 0 = x = (π t ) −1 y s+1 . This shows that π t (x 0 ) = y s+1 .
We finally claim that π t (x 0 ) = y s+1 . For, by Proposition 6.12, otherwise we would have encountered a bad-event B where either (x 0 , y ) ∈ B or (x , y s+1 ) ∈ B at some t < t . This bad-event B would give rise to nodes (x 0 , y ) or (x , y s+1 ) in G t+1 , which contradicts that the nodes in W-configuration labeled (x 0 , y 1 ) and (x s , y s+1 ) have in-degree one. Proposition 6.14 can be viewed equally as a definition: Definition 6.15 (Active conditions of a future-subgraph). We refer to the conditions implied by Proposition 6.14 as the active conditions of the graph G t . More formally, we define Active(G) = {(x, y) | (x, y) are the end-points of a W -configuration of G}
We define a(G) = |Active(G)|. For any tree-structure τ , we define a(τ ) = a(Proj(τ )).
The probability that the swaps are all successful
We have so far determined necessary conditions for the permutations π t , depending on the graphs G T,A t . In this section, we finish by computing the probability that the swapping subroutine causes the permutations to, in fact, satisfy all such conditions. Proposition 6.16, which we quote from [17] , states the key randomness condition satisfied by the swapping subroutine. Proposition 6.16 ([17] ). Suppose that G T,A t = G for some T, A, t ≤ T , and suppose that B is resampled at time t. Then there is a unique witness subdag G such that G T,A t+1 = G (which depends on G but not T ). Furthermore, conditional on all past events, the probability that π t+1 satisfies the active conditions of G T,A t+1 is at most P Ω (B) (n − a(G ))! (n − a(G))! .
We finally have all the pieces necessary to prove Lemma 6.5. Lemma 6.5. Let τ be a tree-structure with root node labeled A. Then the probability that τ appears is at most w(τ ).
Proof. The Swapping Algorithm, as we have defined it, begins by selecting the permutations uniformly at random. One may also consider fixing the permutations to some arbitrary (not random) value, and allowing the Swapping Algorithm to execute from that point onward. We refer to this as starting at an arbitrary state of the Swapping Algorithm. Now, let τ be any tree-structure with a root node labeled A. We will prove the following by induction on τ : The probability, starting at an arbitrary state of the Swapping Algorithm, that the subsequent swaps would produce the subtree τ , is at most
For the base case, suppose that τ is the singleton node labeled A. If A = {(x 1 , y 1 ), . . . , (x r , y r )}, then there are r isolated nodes labeled (A, x i , y i ) in Proj(τ ) and so a(τ ) = r. Thus the RHS of (3) is 1 and so (3) holds vacuously. This shows the base case of the induction.
For the induction step, a necessary condition forτ to appear is that we resample a bad-event B which is the label of a node v ∈ τ . Suppose we condition on that v is the first such node, resampled at time t and that τ =τ T,A ≥t . Let G = Proj(τ ); thus, a necessary condition for t to appear is to have G T,A t = G. By Proposition 6.14, π t must satisfy Active(G) and π t+1 must satisfy Active(G ) where G = G T,A t+1 ; note that G is uniquely determined from G (irrespective of T ). By Proposition 6.16, the probability that π t+1 satisfies these conditions is at most P Ω (B) (n−a(G ))! (n−a(G))! . Next, if this event occurs, then subsequent resamplings must causeτ T,A ≥t+1 = τ − v. To bound the probability of this, we use the induction hypothesis. Note that the induction hypothesis gives a bound conditional on any starting configuration of the Swapping Algorithm, so we may multiply these probabilities. Thus
completing the induction argument. We now consider the necessary conditions to produce the entire tree-structure τ , and not just fragments of it. First, the original configuration π 0 must satisfy the active conditions of G T,A t = Proj(τ T,A ) = Proj(τ ). This occurs with probability (n−a(τ ))! n! . Next, the subsequent sampling must be compatible with τ ; by (3) this has probability at most w(τ ) × n! (n−a(τ ))! . Again, note that the bound in (3) is conditional on any starting position of the Swapping Algorithm, hence we may multiply these probabilities:
This immediately gives Theorem 6.4: Theorem 6.4. For any atomic event A, we have P MT (A) ≤ θ (A).
Proof. Suppose that A occurs for the first time at time T . Thenτ T,A appears. Thus, there must be some tree-structure τ rooted in A which appears; for any fixed τ this has probability at most w(τ ) by Lemma 6.5. Thus, the overall probability that A becomes true is at most the sum of the weights of all such tree-structures. We now describe how to enumerate and sum the weight of all such tree-structures. Suppose that the set of labels of children of the root node is Y . This set Y must be an an independent, orderable set to A. Furthermore, the remainder of the tree-structure must correspond to Stab(Y ). Summing over Y ∈ Ord(A) and summing over Stab(Y ), we see that the total weight of all such tree-structures is
Complex events and the original configuration
For estimating the probability that a complex event E occurs, it is often useful to separately bound the probability that E occurs in the initial configuration, and that E occurs later during the Swapping Algorithm. The latter is a very complex distribution, for which we have only crude upper bounds, but the former can often be analyzed more directly (depending on the precise form of E). In many LLL settings, the initial configuration contributes a constant fraction of the probability of E occurring in the LLL-distribution. We refer to this two-part analysis as the original configuration principle
Given any event A, we say that A occurs non-initially, if when we run the Swapping Algorithm algorithm, A is false on the original configuration but true in the output of the MT algorithm. Proposition 6.18. Let A be an atomic event and let C 1 , . . . , C k be any atomic events. Then for the Swapping Algorithm, the probability that A occurs non-initially before any of the events
Proof. First, we claim that if A occurs non-initially, then some non-singleton tree-structure τ rooted in A must appear. For, by Proposition 6.12, a necessary condition for the singleton tree to appear is that A occurs in the initial configuration. Thus, if we construct the witness treeτ T,A corresponding to the first occurrence of A, it must be a non-singleton tree. Furthermore, as A occurs before any of C 1 , . . . , C k , it must be the case that no nodes ofτ T,A are labeled by C 1 , . . . , C k .
Thus, we may bound the probability that A occurs non-initially by summing over all nonsingleton tree-structures rooted in A, whose nodes are labeled by B[C 1 ∨ · · · ∨ C k ]. The total weight of all tree-structures rooted in A is at most θ B[C 1 ∨···∨C k ] (A), and the weight of the singleton tree-structure is P Ω (A).
As an illustration of this principle, suppose we have a disjunction of atomic events A = A 1 ∨ · · · ∨ A m , and we want to upper-bound P MT (A). The naive strategy is to use the union bound P MT (A 1 ∨· · ·∨A r ) ≤ P MT (A 1 )+· · ·+P MT (A m ); each term P (A i ) can be bounded using Theorem 6.4. We can improve this estimate. Theorem 6.19. Let A 1 , . . . , A m be atomic events and let A = A 1 ∨ · · · ∨ A m . Then
Proof. The probability that A occurs in the initial configuration is P Ω (A). If A occurs non-initially, then necessarily some A i must occur non-initially, before any of the other events A 1 , . . . , A m . Hence, by the union bound,
Latin transversals
Suppose we are given some n × n matrix A, in which all the entries are assigned a color. Each color k appears y k ≤ ∆ = βn times in the matrix. A Latin transversal for A is a selection of cells one from each row and one from each column, so that no color is selected more than once. A canonical application of the permutation LLL, which was in fact the original motivation for the Lopsided LLL [10] , is constructing Latin transversals when β ≤ 27 256 .
Weighted Latin transversals
Suppose we also have some non-negative weights w(i, j) associated to the entries of A. For any set Y ⊆ [n] × [n], we define w(Y ) = (i,j)∈Y w(i, j). It is clear that there is a permutation (a selection of one cell from each row and column) of weight w(A)/n. The following result shows that we can obtain a Latin transversal whose weight is not much larger than this. Note that that the LLL-distribution result, or the MT-distribution bound shown in [17] , can only show the weaker bound E[w(T )] ≤ 16 9 w(A)/n.
Partial Latin transversals
In [18] , the following generalization of the Latin transversal problem was considered. Suppose that we have n × n matrix A as before, and each color k appears y k ≤ ∆ = βn times. When β > 27/256, then the LLL cannot guarantee the existence of a full Latin transversal. However, we can construct a partial Latin transversal; that is, a selections of cells in the matrix, at most one cell per row and one cell per column, with the property that no color appears more than once. Our goal is to find the largest possible such partial Latin transversal. In [18] , two algorithms for this were given. They both start by selecting a permutation π, and end by turning this permutation into a partial Latin transversal with a simple modification strategy: if a color appears more than once, then unmark all but one appearance of that color. The first algorithm in this scheme does no resampling whatsoever, simply selecting the permutation π ∈ S n uniformly at random. The second algorithm runs the Swapping Algorithm, but only resamples a randomly chosen subset of the pairs of cells with repeated color. As shown in [18] , these algorithms achieve an expected partial Latin transversal size of respectively n × 1−e −β β , n × ( 1 2 + 3 27 2048β ). In this section, we will discuss a more advanced scheme to construct such Latin transversals. This will take advantage of both the original configuration principle as well as our new bounds for the permutation MT-distribution. We first list a useful result of [34] , which gives a lower bound on the probability that a random permutation meets a given set of entries in an array. Proposition 7.2 ([34] ). Let Z ⊆ [n] × [n] and let π ∈ S n be chosen uniformly at random. The probability that π avoids all the entries in Y is at most
, and π ∈ S n is chosen uniformly at random, and that we form a subset Z ⊆ Y by selecting each element of Y independently with probability p. Then we have P (
Conditional on any choice of Z, the overall probability that π avoids Z is at most (1 − 1/n) |Z| . Now, observe that |Z| is a binomial random variable with number of trials |Y | and success probability p. Integrating over |Z| gives
Our overall scheme for constructing the partial Latin transversal is as follows. First, we will run the Swapping Algorithm with carefully chosen set of bad-events; during the execution of the Swapping Algorithm, we also maintain an auxiliary marking vector b(x, y) for each cell (which is also updated during the course of the Swapping Algorithm). If b(x, y) = 1 we say that cell (x, y) is marked.
When the Swapping Algorithm terminates, we are left with a permutation π which may have some repeated colors. For each color which appears k > 1 times, we arbitrarily select k − 1 occurrences of the color, and remove cells from the array. We say that such cells are erased. This leaves us with a partial Latin transversal. We let L k denote the number of erased cells of color k. The size of the resulting partial Latin transversal is n − k L k .
We will separate our analysis of this process into two parts: the initial configuration π 0 (the permutation selected by the Swapping Algorithm in its first stage), and the final configuration π final (the permutation which is produced at the end of the Swapping Algorithm). We say that a pair (x, y) is quiet if in the initial configuration we have π 0 (x) = y and b 0 (x, y) = 0, otherwise it is non-quiet. We let Q k denote the set of quiet cells of color k. 
Proof. Suppose that in the configuration π final , there are s cells of color k, of which r are quiet and s − r are non-quiet. In this case, the term If r = 0, then we wish to show that s − 1 ≤ s 2 , which is easily seen to be true for s ≥ 0. If r > 0, then we wish to show that
One can mechanically verify that (4) holds for s = r ≥ 1 and for s ≥ r + 1 ≥ 2; since s ≥ r is an integer one of these cases must hold. . There is an polynomial-time algorithm which produces an partial Latin transversal whose expected number of cells is at least q) is given by the following formula:
where γ is the smallest positive root of γ − (2q − q 2 )(1 + βγ) 4 = 0.
Proof. We note that elementary analysis shows that γ − (2q − q 2 )(1 + βγ) 4 has a real non-negative
. Say that the colors 1, . . . , K appear y 1 , . . . , y K times in the matrix, with y i = n 2 and max y i ≤ βn.
For each cell x, y ∈ [n] × [n], we will maintain a variable b(x, y) which is drawn as Bernoulli-r; here r ∈ [0, 1] is a parameter to be determined. If b(x, y) = 1 we say that (x, y) is marked. We will run the Swapping Algorithm, defining B as follows: for each pair (x 1 , y 1 ), (x 2 , y 2 ) satisfying A(x 1 , y 1 ) = A(x 2 , y 2 ), we have a bad-event
The variables b are considered to be part of the bad-event as well, and are also resampled during the Swapping Algorithm.
Each such event has probability (2r − r 2 )/(n(n − 1)). We will apply the cluster-expansion criterion usingμ(B) = α for all such bad-events, where α = γ/n 2 . One can show that the clusterexpansion criterion in this case is given by
We next show that (5) holds for an appropriate choice of r. By definition of γ,
Thus, the Swapping Algorithm terminates. We next must bound the total number of colors which are erased. We do so by bounding the expected value of the individual terms in Proposition 7.4 for a color k.
First, consider the term |Q k | − 1 + [Q k = ∅]. Each cell of color k is quiet with probability exactly (1−r)/n, so that E[|Q k |] = y k (1−r)/n. By Proposition 7.3 we have P (Q k = ∅) ≤ exp(−(1−r)y k /n).
Next, let us examine the sum
Consider some pair (x 1 , y 1 ), (x 2 , y 2 ) with A(x 1 , y 1 ) = A(x 2 , y 2 ) = k. Let E denote the event that (x 1 , y 1 ) / ∈ Q k ∨ (x 2 , y 2 ) / ∈ Q k and π final (x 1 ) = y 1 and π final (x 2 ) = y 2 . In order for the Swapping Algorithm to terminate with E being true, it must be the case that b final (x 1 , y 1 ) = b final (x 2 , y 2 ) = 0, or otherwise this would constitute a bad-event, and the Swapping Algorithm could not have terminated. Let E denote the event that π(
If E is true in the initial configuration, then π 0 (x 1 ) = y 1 , π 0 (x 2 ) = y 2 , b 0 (x 1 , y 1 ) = b 0 (x 2 , y 2 ) = 0, which implies that (x 1 , y 1 ) and (x 2 , y 2 ) are both quiet, which implies that E cannot be true.
So a necessary condition for E to occur is for E to occur non-initially. We bound the probability using Proposition 6.18. We have P Ω (E ) = (1−q) 2 n(n−1) . We compute Ψ (E ) as follows: in an orderable set of neighbors to E , there may be up to one bad-event B which overlaps on (x 1 , y 1 ), and up to one bad-event B which overlaps on (x 2 , y 2 ). So Ψ (E ) ≤ (1 + (2n − 1)(∆ − 1)α) 2 . Thus by Proposition 6.18
Since this probability holds for any fixed pair of cells (x 1 , y 1 ), (x 2 , y 2 ),
Putting these terms together,
Summing over k, and using the fact that k y k = n 2 , we have
Thus, the expected number of remaining cells (after erasure) is
The function f is continuous and r = q − o(1), so this is f (β, q)n − o(n).
For any given β > 0, one may select q ∈ [0, q max ] to maximize the resulting f (β, q). We let g(β) denote this quantity g(β) = max
Our algorithm thus can obtain a partial Latin transversal with g(β)n − o(n) cells. For any fixed value of β one can numerically optimize f (β, q) and compute (a lower bound on) g(β). We compare this result with the two algorithms of [18] for selected values of β; there is a tiny but definite improvement, by up to 0.4%. For β ≥ 1/4, the function f (β, q) is maximized at q = 0, so g(β) = f (β, 0) = 1−e −β β . In these cases we are not using the Swapping Algorithm at all. However for β < 1/4 we can see that f (β, q) is strictly larger than either of the other two estimates (for β ≥ 0.22 the difference is below the third decimal point).
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A Proof of Theorem 2.1
We begin with a useful lemma from [19] . Since our notations are so different, we repeat the proof.
Lemma A.1 ([19] ). For any S ⊆ B, we have
P Ω (B−S) . As shown in [33] , for any sets S 1 ⊆ S 2 ⊆ B we have Proof. Let S = B[E] and U = B − S. We first use Bayes' Theorem to write:
Thus, we need to show that P Ω (E | S) ≤ θ(E). To do so, we compute 
Proof. We assume that |L| < b as otherwise this is vacuously true. Let us write y i = |L ∩ V i |. Sort the blocks in decreasing order of y, so that y 1 ≥ y 2 ≥ y 3 ≥ . . . . For each i = 1, . . . , k define the event A i to be that T ∩ (L ∩ V i ) = ∅. We apply Proposition 3.6 to obtain: (1 − y j /b) we have shown that P MT (L ∩ T = ∅) ≤ S(y 1 , . . . , y k ). Let us define
b 4 − 4b 3 ∆ ∆ 2 and for any integer l, consider a vector y 1 , . . . , y k which satisfies the constraints (A1) y 1 , . . . , y l ≥ z (A2) z ≥ y l+1 ≥ y l+2 ≥ . . . y k ≥ 0 (A3) y 1 + y 2 + · · · + y k = |L| The vector y satisfies many additional constraints, for example its entries are integral and y 1 ≥ y 2 ≥ · · · ≥ y l . However, we know that (for some integer l) the vector y satisfies (A1) -(A3).
Let us fix some integer l. We define s(y) = y 1 + · · · + y l . Suppose we have chosen y 1 , . . . , y k to maximize S(y) (a maximum exists by compactness). We first observe that there cannot be any index r > l with y r > y r+1 . For, if so, we could replace y r , y r+1 by yr+y r+1 2 ; this would preserve the constraints (A1), (A2), (A3) and would increase the value of R l (y). To see this, we observe that for z ≥ w 1 ≥ w 2 ≥ 0
(this is an algebraic inequality and hence can be verified mechanically.) Thus, we suppose that y has the form y = (y 1 , . . . , y l , x, . . . , x)
where y 1 ≥ y 2 ≥ · · · ≥ y l > z ≥ x = |L|−s(y) k−l . So
As a function of k, the quantity f (x)(1−x/b) i−l approaches increasingly to a limit of 2(1−e −(|L|−s(y))/b )
(1 − y j /b) 2(1 − e −(|L|−s(y))/b )
We have effectively factored out the variables y l+1 , . . . , y k . We focus on the truncated vector (y 1 , . . . , y l ). This satisfies the constraints (A1') y 1 , . . . , y l ≥ z (A2') s(y) ≤ |L|.
For any vector y 1 , . . . , y l , we now define We have shown that that if y satisfies the constraints (A1) -(A3) for some integer l ≥ 0, then S(y 1 , . . . , y k ) ≤ R l (y 1 , . . . , y l ) and y 1 , . . . , y l satisfy the constraints (A1'), (A2') Our next task is to show an upper bound on R l (y 1 , . . . , y l ) irrespective of l, subject to the constraints (A1'), (A2'); this will in turn be an upper bound S(y 1 , . . . , y k ).
We now claim that for any integer l ≥ 0 and y 1 , . . . , y l satisfying (A1'), (A2') we have R l (y 1 , . . . , y l ) ≤ f (s(y)) + e −s(y)/b 2(1 − e −(|L|−s(y))/b ) 1 + 1 − 4∆/b
We show this by induction on l. This clear for l = 1 and l = 0. To show the inductive step, we will show that R l (y 1 , . . . , y l ) ≤ R l−1 (y 1 , . . . , y l−1 + y l );
To see (7) , observe that R l (y 1 , . . . , y l ) − R l−1 (y 1 , . . . , y l−1 + y l ) = f (y l−1 ) + f (y l )(1 − y l−1 /b) − f (y l−1 + y l ) l−2 j=1
(1 − y l /b) Thus, in order to show (7) , it suffices to show that for any real numbers w 1 , w 2 ≥ z we have
(here w 1 , w 2 play the role of y l−1 , y l respectively). This can be mechanically verified to hold in this range. Summarizing the situation so far, we have shown that 
We view g(r) as a function of the real parameter r ∈ [e −t , 1]. Simple calculus shows that g (r)
has at most one root in this interval. Furthermore, g (1) = 0 and g (1) =
This implies that g (r) is positive for r approaching 1 from the left. This implies that g(r) cannot have a local maximum in the interval (at such a maximum r 0 , g would need to change signs from positive to negative, and it would remain negative at r = 1). Thus, the maximum value of g(r) in the interval r ∈ [e −t , 1] must come at the endpoints; namely, g(r) ≤ max(g(e −t ), g(1)) = max 2|L|
Simple analysis shows that the second quantity is always larger for b ≤ e 2 e−1 ∆.
C Comparison with the work of [15]
The definition of an orderable set in this context is similar to, and inspired by, the work of [15] , which showed a similar criterion for the variable-assignment LLL. There is one major difference between Theorem 6.4 and the result of [15] . Here, as we build witness trees, we only enforce the condition that the children of the root node are orderable; in [15] , it was required that for every node labeled B in the witness tree, the children of that node were orderable to B. Thus, while our analysis only cuts down the space of witness trees by a constant factor, the latter work cuts down it down by a factor which is exponential in the size of the tree. The overall convergence of the MT algorithm is dominated by the total weight of witness trees. This, in turn, depends on the overall growth rate of witness trees as a function of their size. Thus, [15] is able to obtain a stronger overall bound on the convergence of the MT algorithm.
Analyzing witness trees in the permutation LLL setting requires very fine control over the temporal order of the resamplings. We were not able to maintain this control if the restriction on orderable sets was enforced at all the nodes. However, we conjecture that a similar witness tree lemma would still hold for such witness trees.
Conjecture C.1. Suppose that one builds witness trees while enforcing the condition that, for every node v ∈ τ labeled B, the children of v receive distinct labels B 1 , . . . , B s , such that {B 1 , . . . , B s } is orderable to B. Then for any tree-structure τ we have P (τ appears) ≤ w(τ ). Then the Swapping Algorithm terminates with probability one; the expected number of resamplings of B is at mostμ(B).
Conjecture C.2 would yield stronger bounds for Latin transversals, hypergraph packings, and other applications. As an example: Corollary C.3. Suppose that Conjecture C.2 holds. Then, for any n × n colored array A, in which each color appears at most ∆ = n/8 times, there is a Latin transversal of A with no repeated colors.
Proof. For each quadruple (i 1 , j 1 , i 2 , j 2 ) with A(i 1 , j 1 ) = A(i 2 , j 2 ) we have a separate bad-event. Defineμ(B) = α for all bad-events. Then Conjecture C.2 reduces to showing that α ≥ 1 n(n − 1)
(1 + 2n(∆ − 1)α) 2
which has a positive root for ∆ = n/8.
