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1. Introduction
In this paper we consider the question of existence of solutions for a class of
semilinear equations of the form
(Pλ) −∆u+ λu= g(x,u), x ∈RN,
where λ > 0 is a parameter and the nonlinearity g ∈ C(RN × R,R) is asymp-
totically linear, i.e.,
lim|s|→∞
g(x, s)
s
= V (x), lim|x|→∞V (x)= v∞, (1)
for some V (x) ∈ C(RN,R) and v∞ ∈ R. In case this equation is considered in
a bounded domain  ⊂ RN (with, say, Dirichlet boundary condition) there is a
large literature on existence and multiplicity results, with the case of resonance
being of particular interest (see [1,4,5,7,9,12,15]). We recall that the problem is
said to be at resonance if −λ ∈ σ(S), where σ(S) denotes the spectrum of S, the
“asymptotic linearization” of the problem. In other words, S :D(S) ⊂ L2()→
L2() is the operator given by
Su(x)=−∆u(x)− V (x)u(x), D(S)=H 10 ()∩H 2(). (2)
On the other hand, a systematic study of such asymptotically linear problems
set in unbounded domains or the whole space RN is more recent and presents a
number of mathematical difficulties (see [6,8,13]). As an example we note that in
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the case of problem (Pλ), the asymptotic linearization operator S (now defined on
D(S)=H 2(RN)) has a much more complicated spectrum (including an essential
part [−v∞,∞)) which in turn makes the study of this problem more challenging.
In [6], motivated by the paper [13], we studied the existence of positive solutions
to (Pλ). In fact, we assumed that g ∈ C(RN ×R+,R+) satisfies (1) (where now
the limit is taken as s→∞) and the following conditions:
(g1) lim|x|→∞, s→∞(g(x, s)/s)= lim|x|→∞ V (x)= v∞ ∈ (0,∞).
(g2) lims→0(g(x, s)/s)= 0, uniformly in x ∈RN .
(g3) For all x ∈RN , g(x, s)/s is a nondecreasing function of s on [0,∞).
(g4) There exists a function h ∈C(R+,R+) such that
lim|x|→∞
g(x, s)
s
= h(s), uniformly in s.
(g5) g(x, s)/s  lim|x|→∞(g(x, s)/s) = h(s) for all x ∈ RN , s ∈ R+ and
f (x, s) > h(s) for x ∈ ω, s ∈ R+, where ω ⊂ RN is a set of positive
measure.
Under these conditions we proved
Theorem 0. Assume (g1)–(g5) and let
Λ= inf
{∫ [|∇u|2 − V (x)u2] ∣∣ u ∈H 1(RN),
∫
u2 = 1
}
. (3)
If 0< λ<−Λ then (Pλ) has a positive solution.
A few comments are in order. First we note that if (Pλ) has a solution then
it is easily seen that (g3) implies λ < −Λ. Furthermore, Λ is the bottom of the
spectrum of S and therefore Λ−v∞ < 0 by (g1). Secondly it is worth nothing
that by (g2) we have g(x,0)≡ 0 and therefore u= 0 is a trivial solution of (Pλ)
and Theorem 0 proves the existence of a second nontrivial solution.
Our approach in [6] was variational and we proved the above theorem by show-
ing that Iλ, the energy functional corresponding to (Pλ), satisfies the conditions
of the Mountain Pass Theorem, therefore establishing the existence of a critical
point or a weak solution of the problem. As with all problems set in unbounded
domains the main difficulty is the proof of suitable compactness conditions for
the energy functionals. Therefore the major part of [6] is devoted to the prove of
Cerami’s compactness condition for Iλ, which is accomplished through the sys-
tematic use of the concentration compactness method of Lions [10,11]. Condition
(g3)–(g5) and the fact that v∞ > 0 play a pivotal role in this analysis. In addition,
(g2) and v∞ > 0 provide the necessary geometry for the application of Mountain
Pass Theorem.
In the present work, our aim is to show show how the existence of a (possibly
sign-changing) solution can be established under essentially condition (1) only.
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Of course, there is a price to pay which is a further restriction on the range of
parameter λ. In fact, we prove
Theorem 1. Assume (1). Let g0(x, s) := g(x, s)− V (x)s and assume
(G) for every  > 0 there exists 0 b(x) ∈L2(RN) such that
|g0(x, s)| b(x)+ |s| a.e. x ∈RN, s ∈R.
If Λ 0 or max{0, v∞}< λ <−Λ and −λ /∈ σp(S), then (Pλ) has a solution in
H 1(RN).
Remark 1. (a) If Λ  0 then the operator S is nonnegative. Therefore the
existence of a solution in this case is a simple result which we have included
to present a complete picture. The main purpose of this paper is the study of
existence of solutions in the case the operator S is indefinite, i.e., Λ< 0.
(b) σp(S) denotes the point spectrum of the unbounded selfadjoint operator S
defined in (2), where now D(S) = H 2(RN). As our discussion in the follow-
ing section shows, σess(S) = [−v∞,∞), and σ(S) ∩ (−∞,−v∞) = σp(S) ∩
(−∞,−v∞) is at most countable. Therefore in case v∞ < 0, by Theorem 1, (Pλ)
has a solution for all 0 < λ<−Λ as long as the problem is not at resonance.
(c) As was noted above, if g(x,0)≡ 0 then u= 0 is a trivial solution to (Pλ).
Therefore our result provides a nontrivial solution if g(x,0) ≡ 0, in particular in
the nonhomogeneous case: g(x, s)= h(x, s)+ f (x), h(x,0)≡ 0.
2. Proof of Theorem 1
We consider the problem
(Pλ) −∆u+ λu= g(x,u), x ∈RN,
where λ > 0 is a parameter. Below we collect the precise assumptions made on
the nonlinearity g:
(G1) There exists V (x) ∈C(RN,R), g0(x, s) ∈ C(RN,R) such that
g(x, s)= g0(x, s)+ V (x)s, x ∈RN, s ∈R.
(G2) For every  > 0 there exists 0 b(x) ∈L2(RN) such that
|g0(x, s)| b(x)+ |s| a.e. x ∈RN, s ∈R.
(G3) lim|x|→∞ V (x)= v∞ ∈R.
We denote by S the operator
Su(x)=−∆u(x)− V (x)u(x), D(S)=H 2(RN)
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and let Λ denote the bottom of its spectrum, i.e.,
Λ= inf
{∫ [|∇u|2 − V (x)u2] ∣∣ u ∈H 1(RN),
∫
u2 = 1
}
.
Now we can state
Theorem 1. Assume (G1)–(G3).
(a) If Λ 0 then for all λ > 0, (Pλ) has a solution in H 1(RN).
(b) If Λ < 0 then for max{0, v∞} < λ < −Λ and −λ /∈ σp(S), (Pλ) has a
solution in H 1(RN).
Before we start the proof of this theorem, we first recall a few basic facts in the
theory of Schrödinger operators which are relevant to our discussion (see [2]).
1. Since lim|x|→∞ V (x)= v∞, one has σess(S)= [−v∞,∞).
2. The bottom of the spectrum σ(S) of the operator S is given by
Λ= λ0 = inf
0 =u∈H 2(RN)
(Su,u)2
|u|22
= inf
0 =u∈H 2(RN)
∫ |∇u|2 − V (x)u2∫
u2
.
Therefore we clearly have Λ  −v∞. Now if Λ < −v∞, then by using the
Concentration Compactness Principle of Lions, one shows that Λ is the prin-
cipal eigenvalue of S with a positive eigenfunction Φ0:{
SΦ = λ0Φ0,
Φ0 ∈H 2(RN), Φ0 > 0.
In fact, by elliptic regularity theory, it follows that Φ0 ∈ C∞(RN).
3. The spectrum of S in (−∞,−v∞), namely σ(S) ∩ (−∞,−v∞), is at most a
countable set, which we denote by
Λ= λ0 < λ1  λ2  · · · ,
where each λk is an isolated eigenvalue of S of finite multiplicity (counted as
often as its multiplicity) and characterized by the formula
λk = inf
{0 =u∈D(S)∩K⊥k−1}
(Su,u)2
|u|22
= inf
{0 =u∈D(S)∩K⊥k−1}
∫ |∇u|2 − V (x)u2∫
u2
,
(4)
where Ki =⋃j=ij=0 Ker(S − λj ) and Ker(S − λj ) denotes the eigenspace of S
corresponding to the eigenvalue λj .
The proof of part (a) of Theorem 1 is based on a minimization result, whereas
part (b) follows from an application of the following saddle-point type theorem
(see [3]).
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Theorem 2. Let E = E1 ⊕ E2 be an orthogonal decomposition of the Hilbert
space E with dim(E1) <∞. Assume that I :E→R is a C1 functional such that
(i) supu∈E1 I (u) := I∞ <∞;(ii) infu∈E2 I (u) := I∞ >−∞;
(iii) I satisfies condition (PS)c for all I∞  c I∞.
Then I has a critical point uˆ ∈E.
We recall that a sequence (un) ⊂ E is called a Palais–Smale sequence at the
level c (a (PS)c sequence for simplicity ) for I if
I (un)→ c and ‖I ′(un)‖→ 0
as n → ∞. The functional I is said to satisfy condition (PS)c iff any (PS)c
sequence possesses a subsequence that converges to a critical point of I .
We start the proof by pointing out that, without loss of generality, we may
assume that [−λ,0] ∩ σ(S)= ∅ and lim|x|→∞ V (x)= v∞ < 0. In fact, if Λ 0,
since Λ is the bottom of the spectrum of S then 0  Λ  −v∞ and therefore
λ > 0 implies
−λ /∈ σp(S), −λ < min{0,−v∞}. (5)
On the other hand, if Λ < 0 then by assumption we still have (5). Taking the
structure of the spectrum of S into account, we have −λ /∈ σ(S) and therefore
there exists δ > 0 such that −λ+ δ < min{0,−v∞}, [−λ,−λ+ δ] ∩ σ(S) = ∅.
Now we let λ˜ := δ, V˜ (x) := V (x)− (λ− δ) and S˜ := S+ (λ− δ)I . We obtain the
equivalent equation
−∆u+ λ˜u− V˜ (x)u= g0(x,u), x ∈RN .
Observe that [−λ˜,0]∩σ(S˜)= ∅ and lim|x|→∞ V˜ (x)= v˜∞ = v∞−λ+ δ < 0. Of
course, conditions (G1)–(G3) are still satisfied for the redefined V˜ , S˜ and λ˜. In
addition note that Λ˜ :=Λ+ (λ− δ) is positive if Λ 0 and in the case Λ< 0 we
have 0 = max{0, v˜∞}< λ˜ <−Λ˜.
Therefore we will prove all the results that follow from now on under the
assumption that [−λ,0] ∩ σ(S)= ∅ and lim|x|→∞ V (x)= v∞ < 0. In particular
the conditions in case (b) (i.e., Λ< 0) will now read
−λ /∈ σp(S), and 0< λ<−Λ.
Finally we consider the energy functional Iλ corresponding to the problem
(Pλ):
Iλ(u)= 12
(∫
|∇u|2 + λu2
)
− 1
2
∫
V (x)u2 −
∫
G0(x,u),
u ∈H 1(RN),
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where G0(x, s) =
∫ s
0 g0(x, t) dt. Using (G1)–(G3) it is easy to see that Iλ is a
C1 functional on H 1(RN), and its critical points are H 1(RN) solutions of (Pλ).
Below, we first consider the (PS)c condition for the functional Iλ.
Proposition 3. Iλ satisfies (PS)c condition for all c ∈R.
Proof. On H 1(RN) we consider the inner product
〈u,v〉λ :=
∫
∇u∇v + (λ− v∞)
∫
uv, u, v ∈H 1(RN),
and the norm ‖u‖2λ = 〈u,u〉λ. Since λ − v∞ > 0 (recall that we are assuming
v∞ < 0), ‖ · ‖λ is equivalent to the standard norm of H 1(RN). Now suppose
(un)⊂H 1(RN) is a (PS)c sequence for Iλ,
Iλ(un)= 12‖un‖
2
λ −
1
2
∫ (
V (x)− v∞
)
u2n −
∫
G0(x,un)→ c, (6)
(
I ′λ(un),φ
)= 〈un,φ〉λ −
∫ (
V (x)− v∞
)
unφ −
∫
g0(x,un)φ
= o(1)‖φ‖λ, ∀φ ∈H 1(RN). (7)
Claim. ‖un‖λ is bounded. If not we set vn = un/‖un‖λ. Then ‖vn‖λ = 1 and
we may assume vn ⇀ v weakly for some v ∈H 1(RN). Now taking φ ∈ C∞0 (RN)
in (7), dividing by ‖un‖λ and taking the limit we have∫
∇v∇φ + λvφ − V (x)vφ = lim
n→∞
∫
g0(x,un)
‖un‖λ φ = 0
∀φ ∈ C∞0 (RN), (8)
with the last equality a simple consequence of (G2). But since −λ /∈ σp(S),
Eq. (8) implies v ≡ 0. Now dividing (6) by ‖un‖2λ we get
o(1)= I (un)‖un‖2λ
= 1
2
− 1
2
∫ (
V (x)− v∞
)
v2n −
∫
G0(x,un)
‖un‖2λ
. (9)
Since vn → 0 in Lp() for all 2  p < 2∗ = 2N/(N − 2) and any bounded
domain ⊂RN , we obtain∣∣∣∣
∫ (
V (x)− v∞
)
v2n
∣∣∣∣
∫ ∣∣V (x)− v∞∣∣v2n

∫
|x|R
∣∣V (x)− v∞∣∣v2n +
∫
|x|R
∣∣V (x)− v∞∣∣v2n
 o(1)+ sup
|x|R
∣∣V (x)− v∞∣∣
∫
v2n  o(1), (10)
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with the last inequality following from the fact that lim|x|→∞ V (x) = v∞. Fur-
thermore, by integrating (G2) we have
∀ > 0, ∃b(x) ∈ L2(RN) such that∣∣G0(x, s)∣∣ b(x)|s| + |s|2. (11)
Therefore∣∣∣∣
∫
G0(x,un)
‖un‖2λ
∣∣∣∣ |b(x)|2‖un‖λ |vn|2 + |vn|
2
2 = o(1)+C. (12)
Now using (10) and (12) in (9) and taking the limit as n → ∞ we obtain a
contradiction. This proves the claim. So ‖un‖λ is bounded and we have un ⇀ u
weakly for some u ∈H 1(RN). Taking φ = un − u in (7) we have
‖un − u‖2λ + 〈u,un − u〉λ −
∫ (
V (x)− v∞
)
un(un − u)
−
∫
g0(x,un)(un − u)= o(1).
Now, as before, we easily see that∫ (
V (x)− v∞
)
un(un − u)= o(1),
∫
g0(x,un)(un − u)= o(1).
Therefore ‖un − u‖λ → 0 and the proof is complete. ✷
Proposition 4. If Λ 0, then the functional Iλ is bounded from below.
Proof. Since Λ is the bottom of the spectrum of S, we have
(Su,u) 0 for all u ∈H 1(RN).
Therefore
Iλ(u)= 12 (Su,u)+
λ
2
|u|22 −
∫
G0(x,u)
λ
2
|u|22 −
∫
G0(x,u).
Now taking  = λ/4 in (11) we obtain
Iλ(u)
λ
4
|u|22 −C
∫
b(x)|u| λ
8
|u|22 +C1  C2. ✷
Next we take up the task of verifying that when Λ < 0 and 0 < λ < −Λ,
then Iλ satisfies the geometric conditions (i) and (ii) of Theorem 2. Now σ(S) ∩
(−∞,0) = {Λ = λ0 < λ1 < · · · < λk} for some k ∈ N ∪ {0}, where each λj ,
0  j  k, is an eigenvalue of finite multiplicity (recall that we are assuming
v∞ < 0), and λk −λ− δ1 for some δ1 > 0. We define the subspaces E1 and E2
of E =H 1(RN) as
E1 :=
⋃
0jk
Ker(S − λj ), E2 :=E⊥1 .
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Note that by (4)
(Su,u)−(λ+ δ1)|u|22, ∀u ∈E1,
(Su,u) 0, ∀u ∈E2. (13)
We can now state
Proposition 5. If Λ< 0 and 0< λ<−Λ, then Iλ satisfies conditions (i) and (ii)
of Theorem 2.
Proof. First for u ∈E1, using (13) we have
Iλ(u)= 12 (Su,u)+
λ
2
|u|22 −
∫
G0(x,u)−δ1|u|22 −
∫
G0(x,u),
which taking  = δ1/4 in (11) implies
Iλ(u)−δ1|u|22 +
δ1
4
|u|22 +C
∫
b(x)|u|−δ1
2
|u|22 +C1  C2,
for some C2 independent of u ∈E1. On the other hand, if u ∈E2, again using (13)
we obtain
Iλ(u)= 12 (Su,u)+
λ
2
|u|22 −
∫
G0(x,u)
λ
2
|u|22 −
λ
4
|u|22 −C3  C4,
for some C4 independent of u ∈E2. The proof is now complete. ✷
Proof of Theorem 1. (a) In this case, by Proposition 4 the functional Iλ is
bounded below on H 1(RN). If infu∈H 1(RN) Iλ(u) := α, then by Ekeland’s vari-
ational principle (see [14]) there exists a sequence (un) ∈H 1(RN) such that
Iλ(un)→ α, I ′λ(un)→ 0.
But by Proposition 3, Iλ satisfies (PS)c for all c ∈ R, therefore un → u for some
u ∈H 1(RN), where Iλ(u)= α and I ′λ(u)= 0.
(b) By Propositions 3 and 4, Iλ satisfy all the conditions of Theorem 2.
The existence of a critical point of Iλ, i.e., a solution of problem (Pλ) is now
established. ✷
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