A condition recently proposed is shown to imply the weak compactness in H I'1 and actually is equivalent to another condition previously proposed by the authors. Once compactness is proved, then existence theorems follow from lower closure theorems also previously proved by the authors, and extended to Pareto problems. The present analysis adds to the recent work of Goodman concerning the equivalence of seminormality conditions with concepts of convex analysis and lattice theory.
Introduction
In a recent paper by Cecconi, a weak compactness theorem in H 1A is reported as having been proved by Rockafellar on the basis of convex analysis and functional analysis, and based on a condition that we call here (G3). Actually, this condition is a variant of the Nagumo type and analogous growth conditions, and indeed we first prove (Section 2) that condition (G3) is equivalent to a condition of that type, say (G2), that we have used for the same scope in previous papers.
Once the weak compactness theorem is proved, the ensuing existence theorems in the theory of optimization are well-known consequences of lower-closure theorems which we proved in the past years (e.g., Refs. 1, 2), where (among other points) no condition (O) is explicitly needed (see Section 3). Actually we further extended these lower-closure theorems and ensuing existence theorems to functionals taking values in any R n, or any reflexive Banach space, where a partial ordering has been defined by a given closed convex cone (Refs. [3] [4] [5] [6] .
Actually, as a consequence of the weak convergence o[ the derivatives property, and a well-known remark by De la Valle Poussin, a Nagumo-type growth condition holds, under which suitable auxiliary sets possess property (Q) , and this condition--whether we explicitly name it or not--enters in the proof of the lower-closure theorems. We point out here that property (Q) has been equivalently expressed by Cesari (Refs. 7, 8) in terms of Tonetli and McShane seminormality conditions and by Goodman (Ref. 9) in terms of duality operations in convex analysis and lattice theory in point-set topology (see Section 5 for Goodman's equivalence statements).
In recent work of Berkovitz and Bates (see Remark 6.1), certain Lipschitz-type conditions are used in place of property (Q), claiming that these conditions are independent of property (Q). In Remark 6.1, we point out that the contrary is true, since their Lipschitz condition is a particular case of an analytic condition, namely, property (D) (see Section 6) studied long ago by Cesari and Suryanarayana (Ref. 10) , which implies a suitable form of property (Q). It is relevant that this property (D) is valid even in Hilbert spaces and Banach spaces (Ref. 3) . Finally, in Remark 3.2, we correct an erroneous statement by Olech in one of his recent reviews.
Weak Compactness
Let us consider any family = {rt(t), x(t), a <~ t <-b} of pairs of functions, r/(t) scalar and L-integrable, and x(t)= ( x l , . . . , xn) absolutely continuous in intervals [a, b] , not necessarily the same, but within a fixed finite interval or -co < a0 <~ a < b ~< b0 < +co. There are wellknown growth conditions which guarantee compactness properties of the class {x} of all elements x(t), a <~ t <. b, appearing in ~. We name here a few.
(G1) There are a constant M~O and a scalar function q5(~), 0 <~< + co, bounded below and with ~( ( ) / s ¢ ~ co as ~ ~ co, such that 
for all pairs ~7, x of the class ~.
Theorem 2.1. Under either condition (G1), (G2), or (G3), the class {x} is equiabsolutely continuous and the class {x'} is equiabsolutely integrable. Thus if, in addition, the class {x} is equibounded, then the same class {x} is relatively weakly compact in H I'1. This is essentially the Tonelli-Nagumo statement under condition (G1) (see, for example, Ref. Here, under (i) we give a simple direct proof of Theorem 2.1 under condition (G3). Under (ii), we prove that (G3) is equivalent to (G2). Condition (G1) implies (G2), but (G2) is actually more general than (G1). For instance, for r/(t)= t~x '2, 0~t~ 1, 0 < a < 1, condition (G2) is satisfied, but (G1) is not. Condition (G2) has been extensively used in Refs. 3, 12, 16, and elsewhere. Thus, condition (G2) applied to the integral 1 I= fo t"x'2 dt, x ( 0 ) = l , x ( I ) = 0 , tx '2, allows one to separate the case a ~> 1 for which I has no absolute minimum from the case 0 < a < 1 for which I has .an absolute minimum. Condition (G3) also was used in Ref. 16 (1) We have proved the equiabsolute integrabitity of the class {x'}. From here, the equiabsolute continuity of the class {x} follows immediately. If we know that the class {x} is equibounded, then the compactness of {x} in C follows from the Ascoli theorem, and the weak compactness of {x} in H 1"1 follows from the Dunford-Pettis theorem.
~7(t)+q~(t)+O(t)>~O
, a<~t~b. b t' M1 = J, (q~(t) + ~b(t)) dt. Now, given E > 0, let N be an integer, such that N -l n M ~ E/3, N -l n M 1 <~ E/3.i = l , . . . , n , i = l , . . . , n .(2)
Proof. (ii). Proof that (G3) implies (G2). If (G3) is satisfied, then,
given E > 0 , let us consider the 2n points p ~ R n defined by p = ~E-ln (Sis, s = 1 . . . . , n), i = 1 . . . . . n. Let ~bp(t)~0 be the corresponding 2n locally integrable functions, let 4~(t) denote their sum, and take fi,(t) = 4,(t).
Then r 1 (t) >~" 5: E-lnx~ (t) --q~p (t),
for each of the 2n points above, and hence
lx'(t)] <~ Z ]x~ (t)j <~ err(t) + ~,(t)
i for all t. Thus, (G3) implies (G2).
Proof that (G2) implies (G3).
Given p~R ~ take E > 0 such that 1/E>~tp [. By (G2) there is ~g,(t)>~0, ~, locally integrable, such that ]x'(t)] ~< ~( t ) + Err(t), that is,
where ¢p(t)= (1/e)q~,(t). Thus (G2) implies (G3).
A direct proof of Theorem 2.1 under condition (G2) is given in the Appendix. 
]((t)]~(t)+eTl(t), te G,
for all pairs (77, ~) in ~. Condition (G3) then becomes: given p ~ R ", there is
for all pairs (r/, ~:) in ~. Under either hypothesis (G1), (G2), or (G3), the class {~(t)} is equiabsolutely integrable in G and hence relatively weakly compact in LI(G).
Some Lower-Closure and Existence Theorems
We briefly state here a simple version of a lower-closure theorem. For t e [a, b], let A(t) denote a closed subset of the y-space R"; let
A =[(t,y)la<~t<~b, y 6 A ( t ) ] C R l+n,
for every (t, y ) e A let Q(t, y) denote a nonempty closed subset of the z-space R" ; and let
Let Fo(t, y, z) denote a real-valued function defined on M, F o < +oe on M, and let Fo(t, y, z) denote also the extended function defined by taking F o = +ee in R ~+2n-M. Let us assume that the extended function Fo is measurable in t for all (y, z) and that, for almost all i, Fo(~, y, z) is lower semicontinuous in (y, z) and convex in z.
t~Ga.e.,
nk(t)~ak(t), a, lkeL~(G), ak-ea weaklyinL~(G),
then there is a function r/(t), t~ G, rl ~L~(G), such that 
z°>~Fo(t,y,z), z~O(t,y).
The condition concerning Fo above can be equivalently expressed by requiring that Fo be measurable in t for all (y, z), that A be closed, and that, for almost all 7, the sets ()(t, y) have property (K) with respect to y in A(t-) and are convex (see Section 4 below).
For lower-closure theorems for Banach valued functions y (t) see Cesari (Refs. 3, 5) . Of course, Theorem 3.1 holds even for functions defined on any bounded measurable subset G of R ~ or any finite measure space.
Remark 3.1. Note that, in the lower-closure Theorem 3.1, if we know that the functions Ak(t), t ~ G, can be taken in thb form 
Ak(t)=(p,£k(t))--c~p(t)
~(t), y(t), rig(t), ~k(t), yk(t), ~(t), l~k(t),pk(t), A(t), Ak(t), t e G, k = 1 , 2 . . . . .
are measurable functions, ~, ~, pk eLl(G, B), rlk, IZk, tz, '~k, A sLI(G, R), y(t), yk(t) ~ A(t), such that rig(t) >~Fo(t, yk(t), ~k(t)),
/~k (t) ~>Fo(t, yk(t), pk(t)),
Ak (t)~ A (t) weakly in LI(G, R).

Then, there is a function rl ( t ), t ~ G, ~7 ~ L I ( G, R ), such that n(t)>~Fo(t,x(t),~(t)), t~Ga.e., I ~l(t)dt<~i.
As we proved in the quoted papers, we may allow G to be any metric space and also a finite complete measure space (G, a, ~), and thus d/x may replace dt above, and y, Yk may take their values in any metric space (Y, d). 
~(t),y(t),~Tk(t),~k(t),yk(t),~k(t),~k(t),h(t),hk(t),
t~G, k = 1 , 2 . . . . .
are measurable functions, ~, (l,, (k eLl(G, B), ~Tk, ~k, Ak, 2~ ~ LI(G, R),
y(t), yk(t)~ A(t), such that ~Tk(t) >>-Fo(t, yk(t), ~:k(t)), ~k(t) >~Fo(t, y(t), ~k (t)),
~k(t) E Q(t, yk(t)), ~(t) ~ O(t, y(t)), ~Tk(t), ~Tk(t)>-hk(t), t~ G,
-oe < i = lira inf f r/k(t) dt< +oo, 
8°(t) = rlk(t) -r/k(t) ~ 0 strongly in LI(G, R).
Then, there is a function rt(t), t ~ G, rl ~LI(G, R), such that >~Fo(t, y(t), ~(t)), r/(t) ~ O(t, y(t)), t ~ G a.e., f~ ~7 (t) dt <~ i.
~7(t)
We can now state an existence theorem, in which again for the sake of simplicity we assume t scalar, y ~ R n, A compact, and Fo also scalar. Thus, we are concerned here with a functional Let Ft be a nonempty closed class of absolutely continuous functions y ( t ) = ( y l . . . . . yn), h<~t<-t2, with (t,y(t))eA, (h,y(h),t2, y(t2))sB;
]. The property of closedness needed here is a very mild one, that is, every limit element y in the weak topology of H ~' which has the properties just stated belongs to ft. Thus, the class lI of all y with the properties stated is closed. The existence theorem below certainly holds in the class of all y with the properties stated.
Theorem 3.2. Existence Theorem for Problems of Calculus of Variations and Optimal Control Theory. Let A be compact, B closed, and let us assume that g is lower semicontinuous on B, that the extended function
Fo(t, y, z) is measurable in t for all (y, z), and that, for almost all t, Fo(t, y, z)
is lower semicontinuous in (y, z) and convex in z. Let us assume that one of the growth hypotheses (G1), (G2), or (G3) holds. Then, the functional (3) has an absolute minimum in Ft.
If no condition (G) holds, the conclusion is still valid provided we know that the class Ft is weakly compact in H L1 and F0 satisfies one of the following conditions: 
y, z)>~ -O(t), for some locally integrable function 0 ~> 0; (L2) Fo(t, y, z )~ -to(t)-clzl, for some constant c and to as in (L1); (L3) Fo(t, y, z)>~ -to(t)-(~p(t), z), for tO as in L1 and
Some Upper Semicontinuity Properties of Set-Valued Maps
Given any set Z in a linear topological space Y, we denote by cl Z, bd Z, co Z the closure of Z, the boundary of Z, and the convex hull of Z, respectively. Thus, cl co Z denotes the closure of the convex hull of Z.
Let Here, N~(xo) denotes the ~-neighborhood of Xo in X. Note that Q(xo), as the intersection of closed sets, is certainly closed.
We shall need also the following variant. We say that the map x ~ Q(x) has property (Q) at x0, provided (Cesari, Ref. 20) . Here, Q(xo), as the intersection of closed convex sets, is certainly closed and convex.
We say that the map has property (K) or (Q) in X if it has such property at every point x0 of 32. For brevity, we may also say that the sets Q(x) have property (K) or (Q). The indication "with respect to," will be needed if the sets depend also on other parameters which then are kept constant. It is well known that property (Q) implies property (K). Moreover, the map x ~ Q(x) has the property (K) in X if and only if its graph
is closed in the product space X x Y.
We are concerned here with the situation in which a closed set A is given, say in R ~' , for every x c A a subset Q(x) of R ~ is given, M C R ~'+'~ is the set of all (x, u) with x c A , z ~ O(x), and T(x, u) is a real-valued function on 3//. For every x ~ A, let 0 ( x ) denote the subsets of R "+1 defined by
We may extend the function T outside M by taking T = +oo in R ~+" -M . Cesari has proved that the sets 0 ( x ) have property (Q) (with respect to x) in A if and only if T(x, u) has everywhere in M the Tonetli-McShane seminormality property expressed as usual in terms of supporting hyperplanes to 0 ( x ) in R ~+1 [Cesari, Refs. 7, 15, 16, 20 ; see also Goodman (Ref. 9) , who has used these equivalence properties in his paper]. Moreover, Cesari has proved that, under alternate growth assumptions, the sets t~ (t, x) have property (Q). For instance (see Refs. 15, 16) , if there is a scalar function ~b(se), 0~< + o o , bounded below, such that ~b(~:)/sc~oo as £~o e , z°~> ~b (Ix I) for all (z o, z ) e t~ (x), and the sets 0 (x) are convex and satisfy property (K), then the same sets 0 ( x ) also satisfy property (Q).
We 
Duality Operation
Given an extended real function Tu, u ~ R ~ (that is, T may take values +m and -oo) we denote by epi T (or epigraph of T) the subset of Rn+l defined by
Thus, the projection of epi T on R n is the set U of all u where Tu < +oe. The following well-known statement is needed. Theorem 5.1, Epi T is closed (in R "+1) if and only if the extended function Tu is lower semicontinuous in R " ; epi T is convex if and only if Tu is convex in R".
If Tu, u e R ~, is any extended, real-valued function in R ", then, for every v ~ R n, we consider all r real, if any, such that -r + (v, u)<~ Tu, for all u e R ", and we take T*v = inf{r}. In other words, we take For functions T(x, u) depending on u and also on the parameter x, with the usual conventions, we shall understand that all duality operations are made with respect to the second variable. On the other hand, as before, we shall denote by ()(x) the set of all (z °, u ) e R n+~ with + o o > z°~ T(x, u).
For integrand functions F(t, x, u) of problems of optimizatioia, the dual with respect to u, namely F*(t, x, p), is of course the Hamittonian.
Given any function T as above, we denote by cl T the new analogous function such that epi (cl T) = cl (epi T). For integrand functions Fo(t, x, z) which are convex in (x, z), then, for every t, the dual operation above in the variable (x, z) yields a dual function F * (t, p, w) with F** = Fo. The corresponding dual problems (say, I and I*) possess formal symmetric dual properties in the class of functions, say, y(t) = yi(t) + y2(t), yl absolutely continuous as usual, while Y2 is of bounded variation and singular. Lower-closure theorems hold with suitable topologies as mentioned in Section 3, and the dual properties of I and I* are then proved as usual.
Property (O) of the sets O(x) can now be equivalently expressed in terms of duality operations as Goodman has recently proved (Ref. 9).
Analytical Property (D)
We shall use here the actual notations of optimal control theory, where explicit use is made of control parameters and control functions or strategies. Let A be a given closed subset of the ty-space R n÷l, whose projection on the t-axis is an interval I finite or infinite. For every (t, y) s A, let U(t, y) be a given subset of the u-space R " , and let M denote the set of all (t, y, u) with (t, y) cA, u ~ U(t, y). We denote by A(t) the sections of A, that is, the sets 
A(t)---[xl(t, y )~A ] C R ~, t e l
.,f~).
For any (t, y )~A , let O(t, y) and ()(t, y) denote the sets
O(t, y) =f(t, y, U(t, y)) = [z Iz =f(t, y, u), u ~ U(t, y ) ] C R n, O(t, y) = [(z °, z)lz°~ fo(t, y, u), z =f(t, y, u), u e U(t, y)]C R n+l,
so that O(t, y) is the projection of ()(t, y) on the z-space R n. Note that, if
then T(t, y, z ) < + e o in M. We may extend T to all of R 1+2n by taking T(t, y, z ) = + o o in RI+2~-M. Thus, T is one of the functions that we considered above. Note that, if all the sets ()(t, y) are closed, then whenever T(t, y, z) is finite, then min can replace inf in Eq. (4) or, equivalently,
A number of criteria for property (O) of the sets 0(t, y) have been proved by Cesari and others (Refs. 7, 8, 15, 16) . Below, we present a set of analytical considerations in finite-dimensional spaces which imply property (O), and which have natural extensions in Banach spaces. We shall assume here that the set U(t) depend on t only.
Let uk(t), u(t), yk(t), y(t), te G =[a, b], k = 1, 2 . . . . ,be measurable functions, uk(t)~ U(t), yk(t)~ A(t), and let gk = (6 °, 6k) be defined by
t~ [a, b] . Let ~(t), y(t), r/k(t), ~k(t), ~:k(t), ~7k(t), yk(t), uk(t), t~G, k= Let us assume that, for almost all t ~ G, the sets Q(t, y(t)) are closed and convex and that l l y k -y l l p~0 as k-->co. Then, property (Q) holds as in Proposition 6.2 for almost all t ~ G, and the lower-closure property holds as in Theorem 3.1. Analogously, we have property (F~): (F~) Let B, U, Y be as above. Let us assume that there are functions
F(t) >~ O, t e G, F ~ L I(G, R)
, such that (5) holds. Let ~(t), y (t), "Ok (t), ~k (t), ~:k(t), ~k(t), yk(t), uk(t), t e G, k = 1, 2 . . . . . be as in Remark 3.4; assume that, for a.a. t c G, the set 0 ( t , y (t)) is closed and convex and that IlYk -Yll~o --> 0 as k --> co. Then, property (D) holds, and then also property (Q) holds as in Proposition 6.2 for almost all t e G, and the lower-closure theorem holds as in Theorem 3. 
llf(t, Yl, u(t))-f(t, Y2, u(t))llB ~Fu(t)h(l[Yl-Y2[IY). (6)
Let ~(t), y(t), "Ok(t), ~k(t), ~k(t), ~k(t), yk(t), uk(t), t e G, k = 1, 2 , . . . , be as in (Lg) with uk 6 {u(t)} for all k; assume that, for all t 6 G, the sets Q(t, y(t))
are closed and convex and that IlYk-Y[]p-~0 as k -~. Then, property (Q) holds as in Proposition 6.2, and the lower-closure theorem holds as in Theorem 3.1.
In particular F may be simply a function of (t, u), say F = F(t, u), or F,(t) = F(t, u(t)), and in this case we need require that
Iolle(t, u(t))ll p' dt <~M.
Analogously, we have property ( F " ) : ( F ' ) Let B, Y, U be as above. Let us assume that there is a function h (~¢), 0 <~ ~¢ < +o0, h monotone nondecreasing, h (0+) --0, and, for every u ~ {u (t)}, a function F~ (t) >-O, F~ ~ LI(G, R), I]F,I]I <~ M, such that (6) holds for all u c{u(t)}. Let ~:(t), y(t), "Ok(t), ~k(t), Sk(t), ~k(t), yk(t), Uk(t), te G, k = 1, 2 . . . . , be as in property (F~), with uk ~{u(t)} for all k, and assume that, for a.a. t e G, the set Q (t, y (t)) is closed and convex and that IlYk -Yl[oo 0 as k-->oo. Then, property (Q) holds as in Proposition 6.2, and the lower-closure theorem holds as in Theorem 3.1.
In particular, F may be simply a function of (t, u), say F =F(t, u), or F~(t) = F ( t , u(t)), and in this case we need require that
IcF(t, (t)) dt <M. u
This proves the absolute integrability of the class {x'}. The proof continues as in Section 2.
