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an1.1 STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt data sets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology srd robust methods & statistical diagnostics
sed exploratory data analysis ssa survival analysis
sg general statistics ssi simulation & random numbers
smv multivariate analysis sss social science & psychometrics
snp nonparametric methods sts time-series, econometrics
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
In addition, we have granted one other preﬁx, crc, to the manufacturers of Stata for their exclusive use.
an23 CPS labor extracts available
Daniel Feenberg, National Bureau of Economic Research, feenberg@nber.harvard.edu.
The National Bureau of Economic Research has recently prepared a CD-ROM diskette including a series of extracts covering
13 years (1979 through 1991) from the Current Population Survey Outgoing Rotation Group Annual Merge Files. These are
presented as Stata binary ﬁles. The annual ﬁles include interviews for everyone in a CPS outgoing rotation group during a single
calendar year, or about 300,000 observations per year. To keep ﬁle sizes within reason for Stata users, each year of data is
divided into three ﬁles. Only a few minutes are required to load each ﬁle, however. It is possible to leave a do-ﬁle running that
will process all 13 years of data in a few hours, without operator intervention!
The extracts contain information for respondents who were 16 or older. The 50 or so variables selected for the extracts
relate to employment: hours worked, earnings, industry, occupation, education, unionization. The extracts also contain many
background variables: age, sex, race, ethnicity, geographic location, etc. Every effort has been made to keep the variables
consistent over all the years. Users should note, however, that unionization variables are available for 1983 and after, student
enrollment status is available for 1984 and after, metropolitan/central city variables undergo several changes in 1985 (e.g., SMSA
status becomes metropolitan status) and unedited variables may contain spurious data for not-in-universe observations.
Also included on the CD-ROM is the complete 1991 Merged Outgoing Rotation Group ﬁle, as supplied by the BLS, but
converted to ASCII and with DOS end-of-line characters after each record. This ﬁle is 292,590,662 bytes.
To read the extracts, a user will need a computer capable of reading ISO 9660 disks (any drive for IBM-PC,M a co rU n i x
workstation should be ﬁne), 16 megabytes of memory and, of course, a 32-bit Stata. The diskette itself is available for $100
from:
Publications Department





Questions should be directed to feenberg@nber.harvard.edu. The 1991 extract is available for anonymous ftp from that address.Stata Technical Bulletin 3
Variable list for 1991 extract:
Month in sample Age
State Marital status
Central city status Race
MSA/PMSA FIPS code Major activity last week
PMSA ranking How many hours last week?
CMSA/MSA ranking Reason
<
= 35 hours last week
MSA/CMSA size Why absent from work last week?
CMSA code 3-digit industry code (1980)
Metropolitan status code 3-digit occupation code (1980)
Individual central city code Class of worker 1
Household ID Usual hours
Sex Paid by the hour
Veteran Union member
Highest grade attended Ethnicity
Whether completed highest grade Labor force status recode
What was doing most of last week Full-time or part-time status
How many hours last all jobs Detailed industry code
Usually works
>
= 35 hrs at this job Detailed occupation code
Why not at least 35 hours last week (Earnings) eligibility ﬂag
Class of worker Class of worker 2
Usual hours Earnings per hour
Paid by the hour Earnings per week
Earnings per hour Final weight
Usual earnings per week Earnings weight for all races
Union member Usual hours (I25a) allocation ﬂag
Covered by a union contract Paid by hour (I25b) allocation ﬂag
Enrolled student full/part time Earnings/hr (I25c) allocation ﬂag
Relationship to reference person Usl Earn/hr (I25d) allocation ﬂag
crc17 Bug ﬁxes












w’ after installing the CRC updates. Also
remember, CRC updates are cumulative—if you have not installed past updates, it does not matter. The most recent updates
include all past updates.








c in [5s] epitab.) Reported results were (obviously) incorrect when frequency weights were speciﬁed, some of








s in [5s] kwallis.) The
i
f exp was ignored.




































k to loop endlessly
(until Break was pressed).








k (crc13 in STB-8) emphasizes an important difference between the regular and Intercooled (which includes Unix)









all other ado-commands) is 28 when running the regular version of Stata and 255 when running the Intercooled version. These
maximums apply only to commands written as ado-ﬁles, not to Stata’s built-in commands, and actually, both maximums are
probably larger than 28 and 255. The difference between the two versions, however, is always present.
Let us explain: What is true is that the maximum length of a macro is 255 characters in regular Stata and 2,296 characters
in Intercooled Stata. Among other things, ado-ﬁles use macros to store the names of the variables you specify or imply. The
names are unabbreviated and a single blank is inserted between the names. The maximum length of a variable name in Stata









= 255 names in Intercooled. (
b
x
c refers to the largest integer
k
￿
x and is called the ﬂoor of
x.)








= 459 in Intercooled.4 Stata Technical Bulletin STB-9

















k’ followed by every variable in the data. If you are using the regular version of Stata, all those variables
names, with the intervening blank, must ﬁt into a single macro—which is to say, 255 characters. If they do not, you will get
a too-many-variables error. For Intercooled Stata users, the rule is less restrictive but still present—the variable names must ﬁt
into 2,296 characters.
In either case, if you get the too-many-variables error, you can avoid the problem by explicitly specifying a subset of the








k, however, if you do run into this difﬁculty, you must




v option searches the data for patterns of missing values and, in the process, must make a
















v’ can also result in the too-many-variables
error.
Regular’s Stata 255-character maximum is arguably too small, but there is nothing we can do about it; regular Stata is
designed to run on small computers with little memory. For Intercooled Stata users, we admit that even the 2,296-character
maximum is unfortunately small; it will be increased in the next release.
crc19 Nonlinear regression command
Royston’s nonlinear regression command
n
l (Royston 1992a, b) is now an ofﬁcial part of the CRC updates. This means
(1) the command and help ﬁles will automatically be installed when you install these updates or any future updates; (2)
n
l will
be a part of the next release of Stata with documentation printed in the Reference Manual; and (3)
n
l is now supported by us.
In the meantime, for printed documentation on this command, see Royston (1992a).
References
Royston, P. 1992a. sg1.2: Nonlinear regression command. Stata Technical Bulletin 7: 11–18.
——. 1992b. sg1.3: Nonlinear regression command: bug ﬁx. Stata Technical Bulletin 8: 12.
dm10 Inﬁling data: Automatic dictionary creation
William Gould, CRC, FAX 310-393-7551
Reading raw data into Stata (or any statistical package) is probably one of the most difﬁcult tasks facing a researcher. On




t dictionary for reading
it and, moreover, for reading it efﬁciently in that variables are given appropriate storage types.
































































































































































































































































































































































































































































(Under Unix, options are preceded by a ‘
-’r a t h e rt h a n‘




































































































































































































































































































In this data, each line represents an observation and a title line appears above the data. The ﬁle could also contain blank lines



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































l’ will read the data set. The
/
d option is














modiﬁes the recommended command according to the actual line containing the ﬁrst observation of the data. From inside Stata,




e command to display the dictionary on your screen and so read the recommendation.)
Basic logic

















1. Blank lines can occur any place in the ﬁle; their presence is irrelevant.
2. The ﬁrst non-blank line is a title line; it is from that line that variable names and labels are to be derived.
3. After the title lines, remaining nonblank lines contain the data. Each line contains all the data for a single observation.




b, Unix) option relaxes




t, Unix) option relaxes the second assumption.
Data without titles









t can be used to automatically construct a dictionary for such data sets assuming (1) each observation





















































































































































































































































































































































































































































































































































































































































































































































































2,e t c .T h e
/




































t’ results in a ﬁle that references, rather than contains, the underlying data. This
can be especially useful when the data is large because then you can edit the dictionary and change the names to more reasonable

































































































































































































































































































































r occurs twice (the ﬁrst time for repair record in 1978 and the second for 1977, although there is no



























































































































































































































































































































































































































































































































t would also change variable names to names like
v
5 if the

















t is to match the column header to the data—much of its code is dedicated to that








t, however, knows when it has problems and tries to behave reasonably



















































































































































































































































































































Notice the extra “X” in the title line. Is it part of “Make and Model”; is it part of “Price”; or is it all by itself, representing a








































































































































































































































































































































































































































































































































































































































































































































t’s complicated logic for extending the titles around the data columns failed it, so it resorted to a dumber
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Installing creatdct
















































a, the next time we update Stata,













For Unix users, note that the C source code is provided. Copy the source to any temporary directory and, with the temporary




















t which you can copy to
some place along your path.
Actually, the C source code is provided for all users, although it is setup to compile under Unix, which means only that
the option switch character has been set to ‘
-’ rather than ‘




















R—the change is obvious once you are looking at the ﬁle. The limits of a maximum ﬁle width of 1,000 characters









h. You can change these limits—much larger limits are
no problem under Unix. DOS users are warned, however, that the size of buffers is determined by these limits and that buffers
are allocated on the stack.
Request for comments
















t, does not exactly








t through the STB and then, once it is well debugged,






e command, offering users a way of reading formatted data without the bothersome step
of creating a dictionary.
Users interested in further automating the inﬁle process might consider typing in the following ado-ﬁle and saving it in






























































































































































































































































































































































w’, for instance, would then read the data in the ﬁrst example.
















t is sufﬁciently robust





















n will be justiﬁed.
gr11 Using CorelDraw as a Stata graphics editor
Marc Jacobs, Dept. of Sociology, Univ. of Utrecht, The Netherlands, FAX (011)-31-30 534405
After some work I have discovered a way to import Stata graphics into CorelDraw. It is still necessary to put some work
into it.
1. A Stata graphic (boosted up by Stage or not) is translated into a Lotus
p
i









































































t, I can type ‘
p
i










2. CorelDraw is started and the
p
i































c ﬁle is imported, but anything, including text, is seen as several objects in one group. There can easily
be 512 objects in one group.























). In most cases the graphic is too small for comfort, or the



















K icon, while the group object still is chosen.
Stata text is made of plotter symbols. It is better to remove the text and replace them by the fancier fonts of CorelDraw.
The only way to do this is to delete the group of objects forming one word of sentence and to replace them by the CorelDraw
text possibilities.Stata Technical Bulletin 9











































Suggestions for improvement are welcome.
ip2 A keyboard shortcut
Peter A. Lachenbruch, Dept. of Biostatistics, UCLA
I am providing a neat trick that other Stata users may already know, but if not it’s a stroke saver. Since the missing value
code ‘
.’ is greater than any nonmissing value, we can use that to exclude cases in a simple manner. Suppose I want to compute
the means for
X for those cases in which
























<’ key is easier for me to reach, and only takes one stroke.
sbe7 Hyperbolic regression analysis in biomedical applications
Paul Geiger, USC School of Medicine, pgeiger@vm.usc.edu
Hyperbolic regression ﬁts a curve to experimentally obtained data points for many analyses used in biochemistry and
molecular biology (Studnicka 1987, 1991). These areas include enzyme kinetics, agarose gel electrophoresis of DNA fragments,
SDS-polyacrylamide gel electrophoresis of proteins, enzyme-linked immunosorbent assays (ELISA), radioimmunoassays (RIA),
Bradford assays (protein), and the much used and cited Lowry protein assay.
Hyperbolic regression ﬁts curves without the biases linear regression introduces to an equation transformed to double
reciprocal coordinates (Lineweaver and Burk 1934). More complicated transforms like the logit-log or four-parameter methods
(Rodbard et al. 1987; Geiger 1991, 1992) may also be unnecessary when a hyperbolic relationship between variables exists.
Hyperbolic regression, like linear regression, has the additional advantage of yielding one simple equation with its estimated
constants. This equation can model actual chemical and biological processes.
Fitting curves with the cubic spline or the model-free approach of Guardabasso et al. (1987) produces no single equation
to describe the scientiﬁc phenomena meaningfully. Results can also differ from analysis to analysis.
Studnicka (1987) implemented an algorithm for hyperbolic regression on a Digital Equipment Corporation PDP-11 series
computer and later (1991) designed a spreadsheet to carry out the process. An outline of the mathematics follows.




























o is a constant. Rearranging the equation by multiplying
























































o are the coefﬁcients.
The above method of ﬁtting works only if curvature really exists. A perfectly linear data set is unacceptable as the
determinants of the matrices all go to zero. Also Studnicka (1987) remarks that if each data point consists of a number of
experimental estimates, the mean must be calculated and used in the equations to get the best ﬁt. This characteristic is a result
of the matrix algebra. I have not observed this behavior.
















o and the ﬁtted curve,
h
a












a, are provided on


















































s the residuals. The program displays the regression curve ﬁtted to the original data


















































and a message inviting the user to view the saved graphs.










o works with several
Y values (replicates)
for each
X value (standard). A mean for the














Example 1. Michaelis-Menten kinetics model many enzymic and other biological processes. In studies of an enzyme, the two
desired characteristic parameters are the maximum velocity,
V




m reﬂects the maximum
velocity of the reaction, usually in micromoles per minute, at substrate saturation.
K
m is the binding constant for substrate with





























] in a graphical analysis approach necessary before the advent of computers. But the


































a (taken from his paper and supplied on the disk) to show
strengths and weaknesses in the hyperbolic solution versus the double reciprocal plot to which he applied linear regression. The
ﬁle contains the model values from his demonstration.




values where measurement errors of initial velocity and
[
S


























c after changing one value of
X or
Y .I f



















Example 2. Studnicka (1987) also applied hyperbolic regression to DNA fragment analysis. Data taken from Figure 2 in the
























o, after entering the values for
X, the known DNA fragment sizes in kilobasepairs (kB), and
Y , the measured migration distances in mm.
Measuring the migration distances accurately in this kind of experiment is the critical aspect and most subject to error.



































k” not provided here). In this equation “
u
n
k” stands for the migration distances of unknowns,



























o frequently for many such analyses, append the necessary command to solve for sizes of fragments.
Example 3. This sample radioimmunoassay (RIA) data comes from Sundqvist et al. (1989) and appears in Geiger (1991, 1992).
Geiger (1991) demonstrates the overworked logit-log analysis and Geiger (1992) the four-parameter model solved with Danuso’s
nonlinear regression program (Danuso 1991), an iterative procedure.
Application of hyperbolic regression to radioimmunoassay data seems every bit as effective as these more complicated











a, reproduces the RIA data from the previous publications.

























c then generated the
necessary constants. Applying the equation in Example 2 above provided the results (pg/ml) from the cpms of the unknowns










































r. The comparison isStata Technical Bulletin 11
Result (pg/ml) Result (pg/ml)




























Of course, the hyperbolic regression technique still requires investigators to obtain good duplicate and preferably triplicate
observations of their experimental data.









































Figure 112 Stata Technical Bulletin STB-9
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sbe8 Left-censored survival data
William Rogers, CRC, FAX 310-393-7551
Left-censored survival data arise when a subject comes under observation some time after the event that starts the “clock.”
For example, suppose you are studying factors that predict whether a woman will give birth to a child. You sample women, give
them a baseline survey, and then follow them annually for 6 years thereafter. At the start of the study, each woman has been at
risk since her last birth, or since menarche.
Suppose that woman A in this sample had her last child 3.2 years ago, and she has a child 2.4 years after your baseline
survey. You would probably want to analyze the birth interval of 5.6 years. The hitch is that you could not have observed an
interval of 5.6 years for this woman unless she had gone at least 3.2 years from her last birth without having another child. In
other words, you want to analyze the probability of surviving from 3.2 years to 5.6 years and then giving birth.
Actually, most analysts are not interested in the probability per se, but rather the relative risk of giving birth for a woman
with one set of characteristics as opposed to another. For example, what is the relative risk of giving birth for an unmarried
woman as opposed to a married one?
There are several ways to handle this kind of problem in Stata, of which I will discuss two here.
Method 1: Use exponential instead of Cox regression. In exponential regression, the likelihood is completely speciﬁed and
the hazard does not depend on previous time at risk. There is, however, a price. It now becomes your responsibility to verify
that the likelihood does not depend on time since last birth or to specify the dependence if there is one.
In this example, there is a dependence. It is almost impossible to have another child within 11 months, and the likelihood is
low immediately after that. So you might break the time into intervals and introduce variables for 11–16 months, 17–24 months
25–36 months, etc., and replicate the observation on each woman up to the point she has another child or no longer appears in
the data. This replication, resulting in a dataset where the same woman appears more than once, could potentially result in a
dataset where the outcomes are dependent on each other. A solution to this problem is “Huber” exponential regression.
Method 2: Use time-varying Cox regression and introduce a variable that describes the left-censoring period.
The following example shows how to do the data preparation for each method. They are both tricky. Let me begin by




































































































































h records 1 if the woman had another (or
ﬁrst) birth during the survey period and 0 otherwise.

























































































































































































































































































































































































































Each woman in the original data potentially becomes two observations, the ﬁrst reﬂecting the ﬁrst ﬁve years (from the last child





g (see sg8.1 in this issue) to correct for the violation of independent-observations assumption.















s is used as the time-to-birth variable, but we



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































5 suggests that previous time exposed is not an
important factor in the hazard rate.




t is huge. Since this regression is presented in hazard form, the
hazard ratio of 3.37e–21 reﬂects the fact that we observed no failures in the left-censoring period. The long iteration log is
characteristic of a parameter that is being driven to inﬁnity. Stata recognizes that something is wrong with this variable and
prints a ‘
.’ for the standard error. In some cases you will get a zero t-statistic, which is also a sign of trouble.
Although both hazard ratios for age are well below 1, the two methods give slightly different hazard ratios. More importantly,






g estimates are based on asymptotic results and overstate accuracy in very small samples.
sg8.1 Huber exponential regression
William Rogers, CRC, FAX 310-393-7551
After my insert on probability weighting (Rogers 1992), I have received a number of questions asking what to do about
design problems (probability weighting and clustering) with survival analysis, most often in reference to Cox regression.























does not work well in the case of Cox regression because the conditional likelihood derivatives for each observation are a
complicated function of the entire dataset. It is, however, easy to apply the Huber method to exponential regression, which is a




































































) option; see [5s] ereg for a description of
the remaining options.
In survival analysis, violations of assumptions can arise both at the sampling stage and be purposefully induced by the






g handles the problems associated with the violations of assumptions.
References
Rogers, W. H. 1992. Probability weighting. Stata Technical Bulletin 8: 15–17.
sg9 Similarity coefﬁcients for 2 x 2 binary data
Joseph Hilbe, Editor, STB, FAX 602-860-1446
Binary similarity measures estimate the proximity between two 1/0 binary variables. Three types of measures are provided:
ones that can be thought of as similar to a correlation coefﬁcient, others that can be interpreted as conditional probabilities, and








i which displays twelve such similarity















r because it is an immediate command (see [4] immediate); one









































e command.Stata Technical Bulletin 15
The following statistics are provided:
1. Czekanowski (Dice): A matching coefﬁcients measure in which double weights are given to matches (1,1).
2. Dispersion: A similarity measure that ranges from
￿1t o1 .
3. Jaccard: A similarity ratio in which 0,0 is excluded from the equation.
4. Match percent: The ratio of total matches to the total population.
5. Ochiai: A similarity measure in cosine form.
6. Phi 4-point: A binary form of the Pearson product correlation coefﬁcient.
7. Russell & Rao: a binary dot product; 1,1 matches to total population.
8. Hamann: A conditional probability measure ranging in value from
￿1t o1 .
9. Anderberg’s D: A predictability measure indicating the reduction in the probability of error when an item is used to predict
another.
10. Goodman and Kruskal’s Lambda: Indicates the proportional reduction in the probability of error when one item is used
to predict another when the prediction directions are equal. The predictability of the value of one item given the value of
another.
11. Yule’s Q: A binary version of the Gamma test ranging from
￿1t o1 .
12. Yule’s Y: A coefﬁcient of colligation ranging from
￿1t o1 .








































































































































































































































































































































































































































































































































































































































































































y command in SPSS for Windows.
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sg10 Conﬁdence limits in bivariate linear regression
Paul Geiger, USC School of Medicine, pgeiger@vm.usc.edu
[The method discussed in this insert is often described as the “calibration method.”—Ed.]
Many analytical methods in chemistry and biology provide a linear relationship between the response variable,
Y ,a n d
the amount of material determined,
X. We construct a standard curve using known amounts of
X and observe the response
in
Y . Samples containing unknown amounts of
X are treated along with the known quantities. From the standard curve given
by linear regression of
Y on
X, the unknown
X’s can be estimated. Examples that come readily to mind from my own work
are the modiﬁed Fisk and Subbarow colorimetric assay for inorganic phosphate, spectrophotometric and ﬂuorometric assays for
various enzymes and their metabolic products (Lowry and Passonneau 1972; Bergmeyer 1983–1986) and scintillation counting
of radioactive element-tagged compounds.
In planning further experiments or making decisions based on values of
X computed from the standard curve, we may
wish to know the conﬁdence limits of
X. Also, in developing a new method, we want to know if the analysis is trustworthy
within reasonable limits.










is furnished along with a help ﬁle on the STB diskette. It gave correct answers for the problems listed in Snedecor and Cochran
as well as for example 14.7 from Sokal and Rohlf (1981, 498). These exercises are also supplied on the disk.
References
Bergmeyer, H. U., editor in chief. 1983–1986. Methods of Enzymatic Analysis. 3d ed. Deerﬁeld Beach, FL: Verlag Chemie.
Lowry, O. H. and J. V. Passonneau. 1972. A Flexible System of Enzymatic Analysis. New York: Academic Press.
Snedecor, G. W. and W. G. Cochran. 1989. Statistical Methods. 8th ed. Ames, IA: University of Iowa Press.
Sokal, R. R. and F. J. Rohlf. 1981. Biometry: The Principles and Practice of Statistics in Biological Research. 2d ed. San Francisco: Freeman.
sg11 Quantile regression standard errors
William Rogers, CRC, FAX 310-393-7551




g) is a difﬁcult problem and one for which the
literature provides only sketchy guidance. In the case of linear regression, one can prove that the standard errors of the coefﬁcients

















2 is the estimate of
￿
2 and formulas can similarly be derived). A considerable literature on “robustness” and accompanying









What is worth understanding is that there are no clear-cut answers for quantile regression even when assumptions are met.
There are some existing proofs (Koenker and Bassett 1978, 1982) that suggest estimates for the asymptotic parameter variances
and covariances. These estimates form the basis of the Stata calculations. Of course, all proofs depend on assumptions and
asymptotic estimates are not guaranteed to apply in small samples. The question of how good these estimates really are in small
samples is open.
A primary purpose of quantile regression is to escape assumptions. One particular noteworthy assumption in the Koenker
and Bassett formulation is that the error distribution is homoscedastic, that is it does not depend on
x, the vector of independent
variables. Indeed, a major use of quantile regression is to calculate quantiles in situations where the quantiles are not parallel.
Bootstrapping (Efron 1982) provides an alternative way of obtaining standard errors without assumptions, but at the cost
of computer time. In bootstrapping, we replicate the sampling experiment that created the sample by drawing from the sample
as if it were a population. The idea that the sample is a close approximation to the population is the fundamental idea behind






g command for constructing such estimates.) However, the fact that
bootstrapping involves resampling makes it nonveriﬁable because the answers depend on the vagaries of a random number
generator. In order to minimize the randomness, many replications should be taken.




g command and those produced by bootstrapping.
I ﬁnd that the reported standard errors are quite satisfactory except in the case of heteroscedastic errors, in which case they
substantially understate the true standard error. Since quantile regression is often used to estimate with precisely this kind of
data, in such cases, bootstrap standard errors are preferable.Stata Technical Bulletin 17
Analytic standard errors for quantile regression









calculates the standard errors it reports. The Stata manual is somewhat terse on the subject and, worse, there is an error. In










2 . What it does not say, but should, is
that
R





















































2 is the design matrix
X
0










) refers to the density of the true residuals.
There are many things that Koenker and Bassett leave unspeciﬁed, including how one should obtain a density estimate for
the errors in real data. For example, a side effect of quantile regression is that if there are
k parameters, at least
k residuals must
be exactly zero. Also, while their formula recognizes that heteroscedasticity may alter the standard errors, the factor increase is
not computable unless one goes back to the assumption that the errors are i.i.d.





































3. Various models in which assumptions or tacitly assumed conditions fail to be true, including (a) heteroscedastic errors and
(b) skewed covariates.
Monte Carlo Experiment 1: A simple bivariate model










u. A typical experiment in

































































































































































y statements should each be
normally distributed with mean 0 and variance 1. This example is actually more general than one might ﬁrst think, since the
quantile regression function is a linear function of the independent variables. The quantile-regression estimator is not a linear






u, where the vector


















b. Multiplying the dependent variable by any constant results in new coefﬁcient estimates that
are the constant multiplied by the original coefﬁcients. Standard errors are similarly multiplied by the constant; t-statistics
















1. Transforming the independent variables in some way comes out entirely in the coefﬁcient













g. Adding a multiple of
x to the dependent variable comes out entirely in the estimated
coefﬁcients and does not essentially change the solution.

















































































As a result of these transparency properties, it is not necessary to consider a wide range of multivariate problems. Complex
multivariate problems can be transformed to look like univariate ones. For example, I do not need to consider problems where
the
x’s are highly correlated.18 Stata Technical Bulletin STB-9
I do consider problems over a range of sample sizes. In order to gain a complete understanding of the most common
situation (median regression), I ran this simulation 5,000 times with a variety of sample sizes ranging from 20 to 5,000 (this
took 240 hours on an unloaded DECstation 3100).
Sample size does not appear to be a major consideration (there was no relationship of either the formula or the bootstrap













Quantile Replications Formula Bootstrap Formula Bootstrap
Median 5000 1.02 1.13 0.98 1.11
.4 219 1.00 1.09 1.02 1.19
.3 1250 1.11 1.11 0.98 1.13
.2 1250 0.93 1.10 0.95 1.22
.1 200 0.97 1.29 1.09 1.33
.05
n
> 100 236 1.40 0.91 1.10 1.40
.05
n
￿ 100 1014 38.15 1.66 23.34 2.53
The desired answer for all of the entries on the right-hand side of the table is 1.00, meaning that both the formula answer and
the bootstrap answer produce asymptotic normal t-statistics.
For the median, the variance of the bootstrap answer is slightly higher (e.g., 1.13 instead of 1.02) because the bootstrap
standard error is computed from 20 replications. Since this estimated standard error becomes the denominator of a t-statistic,
we must evaluate that t-statistic against a t-distribution with 20 degrees of freedom. The match is perfect; the probability of






The performance of the formula answers is consistent with the asymptotic theory for a z-statistic.
The performance of the formula holds up well down to about the 10th percentile and does not depend on sample size.
Below that, small-sample phenomena begin to take over. At the 5th percentile, both the formula and the bootstrap break down,
but for different reasons. The formula breaks down because the density estimate breaks down. In the group with sample size
100 and less, the 10th percentile was 3.8 observations from the bottom edge of the dataset on the average. The density estimate
is based on the nearest
p
n observations, which covers a thicker part of the distribution. The bootstrap is much better than the
formula, but still underestimates the variance.
Monte Carlo Experiment 2: A trivariate model
The second experiment is a trivariate regression. For the reasons of the previous discussion (which I conﬁrmed in simulations
not reported), there is nothing to be learned from an experiment with two normally distributed
x’s. So I simulated one
x (say
x
2) that distributed with one observation at
+1, one at
￿1, and 198 at zero.
I was interested in the effect that
x
2 might have on the other
x, which was normally distributed. But this
x
2 pointed out
an interesting dilemma faced by quantile regression theory. It is easy to construct examples where there are two quite different
answers with exactly the same minimum weighted sum of deviations, and this particular design happens to be one such instance.
Regardless of the quantile, one point seems to be ignored completely, while the coefﬁcient of
x
2 ﬁts the other point exactly.
The answer to our original question—which standard error is better—now becomes clear. Although the formula is stressed,
it is in the ballpark. The bootstrap frequently misses both of the high-leverage points and comes up with a much different
solution. For the normally distributed






s, the bootstrap is
not a competitor.
Monte Carlo Experiment 3: Other not-so-nice problems
The following kinds of problems might be suspected to cause some problems for the theory:
a. Problems where there are heteroscedastic errors.











about 50 times higher on one end of the
x-distribution compared with the other one. This would be noticeable in a graph!
b. Problems with skewed covariates.Stata Technical Bulletin 19













Problem Formula Bootstrap Formula Bootstrap
Heteroscedastic Errors 2.89 0.88 3.93 1.13
Skewed Covariates 1.23 1.18 0.92 1.07
Heteroscedastic errors turn out to be a major problem for the standard error formula, consistent with the theory suggested by
Koenker and Bassett (1982). They have roughly the same kind of impact as they would have in regular regression. The actual
standard deviations of the t-statistics are well above 1. Standard errors of coefﬁcients are underestimated, and so results are
non-conservative.
The bootstrap is better, but slightly conservative for the coefﬁcient of
x. With the 20 degree-of-freedom approximation, we
would like a variance of 1.11 in this column.
For a skewed covariate (implying a few points with very high leverage), the bootstrap performed well, but the formula was
slightly high for the variance of






Quantile regression is becoming a favorite technique for identifying and exploiting naturally heteroscedastic phenomena,
such as income inequality. These results suggest that standard errors produced in this kind of problem should be looked at
suspiciously. We suggest that the bootstrap standard errors be used in cases where heteroscedasticity is suspected.
Quantile regression has also been suggested as a form of robust regression—a method that can be trusted without looking
into the impact of outliers in
y or
x. These results suggest that such complacency is premature.
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sg11.1 Quantile regression with bootstrapped standard errors
William Gould, CRC, FAX 310-393-7551




g are not satisfactory when
heteroscedasticity of the residuals is suspected and suggests the substitution of bootstrap standard errors. Bootstrapping allows
one to obtain standard errors for any statistic even when an analytical formula is not available and a large literature on this subject
is available (see, for example, Efron 1982 and Wu 1986). The method is procedurally simple but computationally expensive.
One has a data set containing
N observations and an estimator which, when applied to the data, produces certain statistics




g). One draws, with replacement,
N observations from the
N observation data set.
In this random drawing, some of the original observations will appear once, some more than once, and some not at all. Using
that data set, one applies the estimator and estimates the statistics. One then does it again, drawing a new random sample and
reestimating, and again, and keeps track of the estimated statistics at each step of the way (called a replication).
Thus, one builds a data set of the estimated statistics. From this data, one calculates the standard deviation of the statistic















],w h e r e
K is the number of replications). That number is your estimate of
the standard error of the statistic. Note that, while the average value of the observed statistic (
￿
b) is used in the calculation of the
standard deviation, it is not used as the estimated value of the statistic itself. The statistic is obtained in the normal way using
the original
N observations. (Many researchers new to bootstrapping think that
￿
b is somehow a better estimate of the statistic
than the statistic obtained in normal ways. That is not quite true. What is true is, that if the statistic is biased in some way,
￿
b
exaggerates the bias. Denoting


















b. This adjustment, however, should only be applied if there are






























































￿20 Stata Technical Bulletin STB-9

















) option controls the number of bootstrap replications used for calculating the standard errors and defaults to 20 if
not speciﬁed.

































































































































































































































































































































































































































































































































































































































































































































































































































This model is an excellent candidate for bootstrapping as one might suspect that a model of price (as opposed to, say, log of






















































































































































































































































































































































































































































































































































































































































































































As we would expect based on Rogers’ ﬁndings, the standard errors are larger (the ratios vary from 2.02 to 3.3).

















































































































































































































































































































































































































































































































































































































































































































The accuracy of the approximation increases with the number of replications, but it is worth noting that, even at a moderate 20
replications, results are not substantively different.






g have a random component, they can be mechanically reproduced by resetting the random number seed (see [5d] generate)
assuming one knows the seed prior to estimation. For instance, the following two commands will always produce the same



































































































g is not as well integrated into Stata as the other estimation commands. While
b
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e cannot be used after
estimation.
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snp4 Non-parametric test for trend across ordered groups
K. A. Stepniewska and D. G. Altman, Imperial Cancer Research Fund, London, EMAIL k stpniewska@icrf.ac.uk











































d performs a non-parametric test for trend across ordered groups. This test, developed by Cuzick (1985), is an extension







s). Formula for the test statistic is
given by Cuzick (1985) and Altman (1991). Correction for ties is incorporated into the formula.







) is not speciﬁed, the values of
groupvar are used as the scores.
Example
Consider the following data (Altman 1991):
Transmission of
Group visible light Ocular exposure to ultraviolet radiation
1
< 25% 1.4 1.4 1.4 1.6 2.3 2.3
2 25 to 35% 0.9 1.0 1.1 1.1 1.2 1.2 1.5 1.9 2.2 2.6 2.6
2.6 2.8 2.8 3.2 3.5 4.3 5.1
3








d to test for a trend of increasing exposure across the three groups. When we do not specify scores for




























































































































When the groups are given any equally spaced scores—such as
￿1, 0, 1—we obtain the same answer as above. To illustrate
































































































































This example suggests that the analysis is not all that sensitive to the scores chosen.22 Stata Technical Bulletin STB-9
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sqv3.1 Graphical display of Atkinson’s R values






d command supplied in STB-7 (Hilbe 1992), I have written a program that graphically displays























































































































































































































































































































































Partial correlation, Atkinson's r





Hilbe, J. 1992. sqv3: Wald and Atkinson’s R extension to logistic. Stata Technical Bulletin 7: 18.
sqv4.1 Correction to ldev command output













c command may have noticed that in some cases the screen display indicating
the number of observations in the data set is incorrect. The deviance and
￿




v; simply replace the old program with the new one found on the STB-9 diskette.
sqv5 Univariate log-likelihood tests for model identiﬁcation
Joseph Hilbe, Editor, STB, FAX 602-860-1446
Comparing the log-likelihood of a logistic regression model containing only the intercept with that of a model having a
single predictor provides prima facie evidence of whether the predictor in fact contributes to the model. The comparison statistic
is provided by the likelihood-ratio test. At the early model building stage, a
p value of .25 or less can be considered adequate
for inclusion of a variable as a main effects predictor. However, this does not mean that transformation or collapsing value levels
may not prove to later enhance the contribution a variable may make to the full model. What we are really looking for at thisStata Technical Bulletin 23
stage are high
p values. If we ﬁnd one, at say .80, we can probably exclude it from subsequent analyses. But a caveat—if the
variable is likely to serve as a factor in a signiﬁcant interaction—we may need to retain it regardless of its
p value.








t. It calculates, for each variable listed after the response variable, the coefﬁcient,
standard error, log-likelihood, chi-square (LL ratio statistic), and signiﬁcance. The intercept-only model log-likelihood is also
provided for comparison. The default is one degree of freedom.




1 represent the respective number of observations having 0’s or 1’s and let
N be the total number of nonmissing observations.























































































) is the log-likelihood of the model with predictor(s).
The likelihood-ratio test evaluates the hypothesis that the slope coefﬁcient is zero. Given
L
L
1 as the log-likelihood of the
model with the predictor, and
L
L





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Hosmer, D. W. and S. Lemeshow. 1989. Applied Logistic Regression. New York: John Wiley & Sons.24 Stata Technical Bulletin STB-9
srd13 Maximum R-squared and pure error lack-of-ﬁtt e s t












This program can only be used after the
f
i
t estimation command. No options are allowed; the routine will automatically ensure
that the same cases that are in your
f
i
t are used here.
How does one determine the “goodness-of-ﬁt” (GOF) of an ordinary least squares regression? Although many people use
R-squared as a summary GOF measure, it is not a good measure for a number of reasons; thus, most users of regression supplement
R-squared with a number of more speciﬁc, and limited, measures and graphs. Many of these are included in Stata.
There is a situation in which (1) it is possible to obtain a simple summary GOF measure, and (2) in which R-squared is a
particularly bad GOF measure. This occurs when one’s data set includes “replicates”: cases that are tied on every independent
variable but that may differ in their values on the dependent variable. In particular, if the replicates do differ in their
Y values,
it is impossible to obtain an R-squared of 1.0 making the usual use of R-squared questionable (at best).





















































































































































































































































































































































































































































































































































































R-squared is 1.0 and everything else is missing since all measures of variance are equal to 0. Now let’s add a case with




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































Note that not only is R-squared no longer equal to 1.0 (and variances are now positive so we have p-values), but that the
maximum possible R-squared is less than 1.0 (an R-squared of 1.0 implies that the regression line goes through every point; this
is not possible if two points have the same
X value(s) but different
Y values). The “relative R-square” is the R-square reported
by Stata (here, .9939) divided by the maximum possible R-square (.9939/.9966) and similarly for “Rel. Adj. R-square” (except
for possible rounding errors). Thus, the “relative” values are again proportions of 1.0.
Following the R-squared information is a pure error lack-of-ﬁt F test, if the p-value is “small,” then the ﬁt is not good.
This test examines the sums of squares within “replicates.” If this test is not signiﬁcant, and thus the ﬁt is “good,” you must
still examine your regression for failures of assumptions, inﬂuential points, etc.
The ﬁnal block of information just gives a count of the number of covariate patterns and the ratio of the number of covariate
patterns to
N, the number of observations.
Note that if we change the 13th data point so that the weight becomes more discrepant, the R-squared information changes,
sometimes drastically, but the GOF test does not change. The following two examples demonstrate this. In the ﬁrst, the weight
for the 13th data point is changed to 130 (from 145) and the height is left at 70; in the second, the weight is changed to 110



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































This comparison helps give a better idea of what is going on: the GOF test is not affected by how much different the one
case is, but the maximum R-square is. The test and measure are discussed in Draper and Smith (1981, 33–42); the test is also
discussed in Neter, Wasserman and Kutner (1989, 131–140) and Weisberg (1985, 89–95). Each book gives a bivariate regression





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































I know of no other software that provides the maximum R-square measure for multiple regression. MINITAB does provide
the pure error GOF test, and I used MINITAB for the two regressions using the auto data—both matched to the precision shown by
the two packages. MINITAB also provides, and Draper and Smith and others (see, e.g., Christensen, 1989), a GOF test based on
“near-replicates,” but I have not found this very useful due to problems in deﬁning what is “near” and have not implemented it.
Finally, weighting is not allowed in the regression, although such an adjustment could probably be added fairly easily (at
least for frequency weighting).
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