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Abstract 
The aim of this thesis is to investigate the effect of country specific characteristics on foreign 
direct investment (FDI) outflows of ten European countries. The macroeconomic determinants 
included in the study are income, technology, the current account balance, openness of economy 
and exchange rate. Previous studies and theories implies that the relationship between these 
variables and FDI outflows should be positive. This is therefore our expected results. In order to 
test this hypothesis we use time series analysis, with an annual frequency of the data. We have a 
total of 34 observations from 1980-2013. Openness of economy was found to be the most 
important determinant, since it was statistically significant for several countries. It was also the 
variable which corresponded the most with our expectations. However, the overall results are 
inconclusive, and suggests that macroeconomic characteristics may not be good determinants of 
FDI outflows.  
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1 Introduction 
The foreign direct investment flows of the world have grown considerably during the last 
decades, becoming an even more important part of the world economy. The total outflows of 
FDI in the world has increased from approximately 50 billion to 1400 billion US dollars, from 
1980-2013. This is an astonishing increase of almost 2700 percent (UNCTAD, 2014). Figure 1 
illustrates how FDI outflows of the world have varied during this time period. It is essential to 
study these flows in order to understand the underlying mechanisms driving international 
investment. Especially with flows of this magnitude. FDI has therefore become a very well 
researched field.   
However, a lot of the existing literature takes a host country perspective, i.e. the receiving 
country. This research focus on explaining the FDI flows of the world by looking at what makes 
a host country desirable for international investments (Coughlin, Terza & Arromdee, 1991; 
Cheng & Kwan, 2000; Castellani, Meliciani & Mirra, 2014). This is an important aspect, but it 
seldom considers neither source country nor firm-specific characteristics that might influence 
FDI. Among the research on outward FDI, i.e. research that takes a source country perspective, 
the focus tends to be on microeconomic determinants, and why multinational enterprises invest 
abroad (Hymer, 1974; Caves 1971; Buckley, 2014).  
Little research takes a purely macroeconomic approach, and even less so a macroeconomic 
empirical one.  Kyrkilis and Pantelidis (2003) are one of few who do take this approach, by 
testing the effect of macroeconomic determinants on outward FDI. They investigate how income, 
technology, human capital, interest rates, openness of economy and exchange rates affect FDI 
outflows, of five EU countries and four non-EU countries. They argue that macroeconomic 
determinants do indeed explain FDI outflows, during a 21 year period from 1977-1997. We want 
to further add to this limited research area by solely focusing on Europe and by adding more 
observations. We aim to explain FDI outflows of ten European countries with country specific 
characteristics, from 1980-2013. Originally we were only including the three largest economies 
in the Euro zone, specifically Germany, France and Italy, as we observed huge differences in 
FDI outflows between them. This is what first got us interested in the subject of FDI, as we 
wanted to understand why the outflows differed so much. These differences made us curious as 
to how FDI outflows vary in Europe, and therefore we decided to include more countries in the 
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study. We will be using time series methods, and in order to see differences between countries 
we will do one regression for each country.  
 
Source: UNCTAD Statistics 
1.2 Research question 
1. Do macroeconomic determinants explain foreign direct investment outflows of countries 
in the European Union, and if so, do the most important characteristics differ across 
countries?  
1.3 Aim 
The aim of this study is to determine whether certain country characteristics, such as income, 
technology, current account balance, openness of the economy and exchange rates explain the 
outward FDI position of European countries. We aim to contribute to the research field by 
studying ten countries in the European Union, of which six are also part of the Euro zone. We 
further want to investigate which characteristics are the most important for European FDI 
outflows, and see if these differ across countries.  
1.4 Delimitation 
In this study we will only be focusing on outward FDI flows from a source country and 
macroeconomic perspective. We do not take the host country and their locational advantages into 
consideration. In this thesis we are not interested in investigating why the Multinational 
Enterprises choose to invest abroad. Furthermore, we will only be focusing on Europe, and the 
ten countries included in this study.  
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Fig. 1 FDI Outflows of the World 1980-
2013 
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1.5 Disposition 
This study is organized as follows; in the next section we present previous research about foreign 
direct investment, both general theory, and a more thorough description of the theories behind 
our macroeconomic determinants. This section also includes a definition on foreign direct 
investment, and ends with our hypothesis, expected result and the model. In section three we 
present the data and the econometric approach we used for this study. This section includes more 
detailed information on each variable. The fourth section provides the regression results, where 
our hypothesis has been tested and analysed. Conclusion and further research suggestions is 
found in section five. Appendix A and B is in the end of this thesis.         
2 Literature overview and hypothesis 
2.1 Foreign Direct Investment 
There are several definitions of foreign direct investment (FDI), but the most commonly used is 
provided by The Organization for Economic Co-operation and Development (OECD) (1996) and 
the International Monetary Fund (IMF) (1993). According to this definition, FDI generally has 
two main guidelines. First, the foreign investor is recommended to own at least ten percent of the 
ordinary shares or votes. Second, FDI consists of both initial transaction and all subsequent 
capital transaction between the direct investor and the direct investment enterprise (OECD, 
1996). It is the ability to control management, decision making and the long-term perspective 
that differentiate FDI from other forms of international investments, e.g. portfolio investment 
(Moosa, 2002). A direct investment could take the shape of a greenfield investment, cross-border 
mergers and acquisitions or joint ventures with a local company (Moosa, 2002).       
There are mainly two types of FDI that each serves a different purpose to the investor. If a 
multinational enterprise wants to expand their business horizontally, they may duplicate the 
home production of goods or services and allocate it in multiple countries (host country). This 
type of FDI is called horizontal FDI. Vertical FDI on the other hand, serves to allocate fragments 
of the different production stages of a multinational firm, with the aim of lowering costs. 
(Aizenman & Marion, 2003; Braconier, Norbäck & Dieter, 2004). Another aim for this type of 
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FDI is to utilize raw materials in the host country, or to establish a closer contact to the 
consumers via distribution outlets (Moosa, 2002). 
2.2 Previous studies 
According to Lizondo (1990) three classifications can be made of the many theories regarding 
FDI; theories that assume perfect markets, theories that assume imperfect markets, and theories 
based on some other variable, e.g. political instability. In this section we focus on the theories 
assuming imperfect markets, since they are most relevant to our research question. Also, 
according to Kindleberger (1969) FDI cannot exist with perfect markets, and therefore this 
assumption must be loosened.  
Within the literature assuming imperfect markets there are two main flows of research. The first 
was initiated by Hymer in the 60's and is based on the theory of industrial organisation. The 
second began with Vernon, also in the 60's, and is rooted in the theory of international trade. 
Vernon based his theory on the product-cycle, and it mostly focuses on cutting costs by moving 
production to low-cost countries (Tøndel, 2001). 
The main research and literature on FDI can be said to have begun with Hymer (1976), who in 
1960 developed a theory under the imperfect market setting. The central part of his theory 
concerns firm-specific advantages. He argued that firms operating abroad are at a disadvantage 
compared to domestic firms, regarding culture, language, laws etc. To overcome these challenges 
the firm must exploit their market power in order to profit on their investment, i.e. they must 
possess some firm-specific advantages. Hymer (1976) is supported by many, among others by 
Kindleberger (1969), Caves (1974) and Dunning (1981a). 
Alongside and closely connected to the work of Hymer two other theories began to develop 
under the assumption of imperfect markets, namely internalisation theory and the eclectic theory 
by Dunning (1981a) and Dunning and Narula (1996).
 
The general theory of internalisation is a well researched one, among many others by the authors 
(Hymer, 1976; Rugman, 1981; Caves 1971; Buckley and Casson, 1976 (cited by Rugman, 
1982)), and emphasises the role of imperfect markets, while describing the firm as an alternative 
to these markets (Hymer, 1976; Buckley, 2014). Generally the theory weighs the costs and 
benefits of internal versus external markets against each other. The benefits of internalising 
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includes eliminating time lags in processes, exploitation of market power, less instability in 
intermediate product markets, overcoming information asymmetries and exploiting the 
disharmony in international tax systems. The drawbacks include costs in communications, 
management and resources (Buckley, 2014).  
The eclectic theory of Dunning, also called the OLI paradigm, integrates many different theories 
into one (Tøndel, 2001). According to Dunning (1981a) a combination of three conditions has to 
be fulfilled in order for FDI to occur; ownership specific advantages, internalisation advantages 
and location specific advantages. Ownership specific advantages are based on Hymer's firm 
specific advantages (Gou, 2015), and can be said to be the "why" of Multinational Enterprises 
(MNE) activity (Tøndel, 2001). They include transferable assets such as patents, technology and 
managerial skills, that the firm possess but foreign firms do not. Internalisation advantages 
reflect whether the firm believe it is in their best interest to internalise these assets, that is, 
whether the perceived efficiency of an internal market is higher than an external market 
(Dunning, 1981a). The incentives for internalisation can be referred to as the "how" of MNE's 
activity. Finally location specific advantages can be referred to as the "where" of MNE's activity 
(Tøndel, 2001), and includes the attractiveness of foreign locations. Whether firms find it 
profitable to invest abroad depends on these attractions (Dunning, 1981a). 
Dunning (1981a) and Dunning and Narula (1996) also plots the relationship between GNP per 
capita and net outward investments flows per capita (NOI). They suggest that countries can be 
put into five different stages corresponding to their level of development. The graphic 
relationship suggests that when a country develops from extreme poverty NOI decreases in stage 
one and two, as gross inward investment (GII) increases, but gross outward investment (GOI) 
does not. Not until a country reaches some threshold of GNP per capita does the GOI begin to 
rise in stage three, and in stage four NOI is positive while still increasing. In the fifth and final 
stage, which was added in 1996, the country is economically developed, and we see NOI varying 
over time and around the line where NOI is equal to zero. 
According to Tøndel (2001) the macroeconomic theory of FDI focuses on the benefits and costs 
of producing in different foreign locations. The FDI flows can be considered a function of the 
desired capital stock in a given foreign location. This in turn is a function of a firm's profitability, 
which is dependent upon technology, human capital and the general business environment. 
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Kyrkilis and Pantelidis (2003) take a more empirical approach to macroeconomic theory. They 
believe that FDI outflows may be considered a function of macroeconomic characteristics of a 
certain country. They tested this hypothesis using time-series data for five EU countries and four 
non-EU countries; France, Germany, Italy, The Netherlands, UK, and Korea, Brazil, Singapore 
and Argentina, respectively. The study was made during a 20 year period from 1977 to 1997. 
They investigated the effect of income, interest rate level, exchange rates, technology, human 
capital and openness of the economy on annual FDI outflows, while also including a dummy 
variable for the unification of Germany. The result of their investigation shows that national 
characteristics can be used to explain FDI, while income proved to be the most important 
determinant. They also found that the same type of endowments has different significance in 
different countries, especially between EU and non-EU countries. 
Next we will more thoroughly explain the theories behind each included macroeconomic 
variable.  
2.2.1 Gross National Income 
As a country develops, the balance of ownership, location-specific and internalisation advantages 
changes (OLI). When the gross national income (GNI) of a country increases, so does a national 
firm’s ability to develop specific ownership advantage relative international corporations. This 
will in turn create internalisation advantages as it becomes profitable for firms to exploit their 
ownership advantages (Dunning, 1981a), especially knowledge based intangible assets (Buckley, 
2014; Pugel 1981), in foreign locations by internalising them. The internalisation advantages 
increases the likelihood of the firm engaging in foreign direct investment (Dunning, 1981a). 
Also, as the country's economy grows it develops location-specific advantages which encourage 
economies of scale. Their economic structure and mix of competitive advantages change, as 
production becomes more capital-intensive and diversified (Dunning and Narula, 1996; Lall, 
1980), and they will depend more upon their own created assets rather than natural assets 
(Dunning and Narula, 1996). 
2.2.2 Technology 
Among researchers within the field of FDI there is a strong theoretical and empirical support for 
the positive relationship between technology and FDI (Buckley, 2014; Kyrkilis & Pantelidis, 
2003; Pugel, 1981). Most of the research takes a host country perspective. However, Pugel 
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(1981), Kyrkilis and Pantelidis (2003) and Buckley (2014) have investigated the relationship 
between technology and direct investment from a source country perspective. The possessions of 
technology give firm’s advantages against others, and the best way to protect this knowledge is 
by internalisation. This increases the incentives for foreign direct investment (Buckley, 2014; 
Kyrkilis & Pantelidis, 2003). 
We must however be aware of differences between a firm’s ability to protect and produce new 
technology. Politics, market structure as well as laws and regulations, that control the patent 
system, vary across countries. Also, the ability to find appropriate competence and production 
factors appears to be different. These differences will affect a firm's ability to generate 
proprietorship of technology, which in turn will affect the level of FDI outflow (Kyrkilis & 
Pantelidis, 2003).  
2.2.3 Current account 
The existing literature and research on the effect of the current account balance on FDI outflows 
is insufficient to say the least. There is however a lot of existing research on the causal 
relationship between current account deficit and FDI inflows, often from a developing country 
perspective (Akbas, Senturk and Sancar, 2013; Siddiqui and Ahmad, 2007; Fry, Classens, 
Burridge and Blanchet, 1995). While Akbas et. al., (2013) and Siddiqui and Ahmad (2007) find 
unidirectional causality from FDI to the current account, Fry et. al., (1995) get inconclusive 
results. Causality runs from the current account to FDI in some countries, while going from FDI 
to the current account in others. They find bidirectional causality in a few countries and in others 
they find no causality at all. While these studies do not say anything about causality in our 
example, since we look at the relationship between FDI outflows and the current account balance 
in highly developed countries, they do suggest that some relationship might exist between the 
two. Here we will further explain our intuition behind including this variable in the analysis. 
According to the Balance of Payments identity one can relate the current account (CA) balance 
to net capital flows. The CA balance equals the difference between domestic saving and 
domestic investment. If a country experiences a CA surplus then total expenditures are less than 
total output, that is domestic saving exceed domestic investment. The country is a net exporter of 
goods and services and foreign resources flows in as income. In this case it becomes a net 
exporter of capital (foreign investments) or net lender abroad, and hence we can equal net capital 
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flows to the difference between domestic saving and domestic investment as well. Therefore, if 
we have a CA surplus we must necessarily also have a net capital outflow and vice versa, at least 
in theory (Daniels and Van Hoose, 2014). However, we must be wary with causality, as it could 
run in both directions. When investors earn interest and dividend on their foreign direct 
investments it gets included in the CA as an income. This can then be reinvested in foreign firms.  
2.2.4 Openness of economy 
The relationship between FDI and economic openness was investigated in the early 1970’s and 
the early 1980’s by Scaperlanda and Mauer (1973) and Scaperlanda and Balough (1983). They 
came to the conclusion that diminishing capital controls, by liberalisation of a country’s foreign 
transactions, permits unlimited funding for investments abroad. This in turn will have a positive 
effect on outward FDI. Kogut (1983, (cited by Kyrkilis & Pantelidis, 2003)) argued that if a 
country is an export-oriented economy, firms have easy access to information about foreign 
markets. They are therefore more likely to have knowledge and skills about arranging foreign 
operations, and how to market their products internationally. Based on this, firms may change 
their strategy for serving the international market from export to FDI. 
2.2.5 Exchange rate 
The theory of how exchange rates affect a country’s foreign direct investment was first expressed 
in 1970 by Aliber. He argued that firms located in countries with a strong currency have a higher 
competitiveness in terms of financing their foreign investment, relative firms located in countries 
with a weak currency. When the home country’s currency appreciate the capital requirements of 
a foreign investment in domestic currency will be lower, which will make it easier for domestic 
firms to obtain necessary capital for the investment. In a similar fashion, an appreciation of the 
home currency will reduce the amount of export, since it becomes more expensive for foreign 
countries to buy the exported goods and services. This in turn, will reduce the nominal 
competitiveness of exports of the home country. In this case, firms may choose foreign direct 
investment instead of exports to serve the foreign market (Aliber 1970 (cited by Kyrkilis & 
Pantelidis, 2003)). This theory is supported by Hsu (2011), who 40 years later came to the same 
conclusion as Aliber. He investigated how firm’s mode of foreign expansion was affected by 
innovation and exchange rate (Hsu, 2011). Hsu found that an appreciation in the home currency 
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will make firms choose FDI instead of exporting as its mode of foreign expansion. On the other 
hand, a depreciation of the home currency will result in a transition from FDI to export.  
2.3 Hypothesis and expected results 
 
In order to determine whether or not certain country characteristics influences outward FDI, and 
in which way, we have developed the following hypothesis in accordance with the theory. 
H1: A positive relationship exists between all five of our macroeconomic variables and FDI 
outflows.  
As stated, we believe that a higher level of income, technology, current account, economic 
openness and exchange rates will each influence FDI outflows positively, and therefore result in 
a higher level of OFDI. Table 1 summarizes our expected results.  
 
 
 
 
 
To test this hypothesis we will be using the following time-series regression model: 
𝑂𝐹𝐷𝐼𝑡 = 𝛽0 + 𝛽1𝑙𝑜𝑔𝐺𝑁𝐼𝑡 + 𝛽2𝑇𝐸𝑡 + 𝛽3𝐶𝐴𝐵𝑡 + 𝛽4𝑙𝑜𝑔𝑂𝑃𝐸𝑁𝑡 + 𝛽5𝐸𝑅𝑡 + 𝛽6𝑑08 + 𝛽7𝑑89 + 𝑡 + 𝑢𝑡 
The variables of this model will further be explained in section 3.2. 
3 Data and methodology 
3.1 Data 
For this study we have used both qualitative and quantitative approaches. For the literature and 
methodology parts we used a qualitative approach, by collecting data from different online 
databases and books. The online databases used to find professional and published articles were 
Table 1. Expected Results 
Variable Sign 
logGNI + 
TE + 
CAB + 
logOPEN + 
ER + 
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GUNDA, Google Scholar and EconLit. Keywords frequently used in the search were “FDI” and 
“outward foreign direct investment”. Other search words were used in combination with these 
two main keywords. These were “theory”, “income”, “OLI”, “internalisation”, “technology”, 
“current account balance”, “exchange rate”, “openness of economy” and “trade openness”. The 
books used were within the field of econometrics and FDI. 
The numerical data used to estimate all regressions constitute our quantitative approach. It was 
collected from UNCTAD, UN, WIPO, IMF and the World Bank. The frequency of the data is 
annual and we have a total of 34 observations for each country, from 1980 to 2013. In the case of 
Italy and Hungary we had issues with missing values. For Italy the technology data for 1985 was 
missing and we replaced it with an average of 1984 and 1986. For Hungary the openness of 
economy data was missing for 1980-1981, and we replaced it with the data from 1982. This of 
course could question the soundness of our results. We therefore proceeded to test this by 
comparing one regression with missing values, to one where the missing values had been 
replaced. We found that the two regressions produced the exact same results, and we therefore 
conclude that replacing the missing values do not constitute an issue to the soundness of this 
thesis. 
 
 
 
 
 
 
 
 
*GDP/capita is measured in current US dollar, source: UNdata 
The countries we have chosen for this study was selected on the basis of size (GDP/capita), 
geographic location and membership of the Euro zone. We wanted to be as diversified in the 
Table 2. Summary of Countries 2013 
Country GDP/capita* Location Euro 
Denmark 59,921 North No 
Finland 49,265 North Yes 
France 42,339 West Yes 
Germany 45,091 West Yes 
Hungary 13,403 East No 
Italy 35,243 South Yes 
Poland 13,760 East No 
Portugal 21,429 South Yes 
Spain 29,685 South Yes 
United Kingdom 42,423 West No 
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selection as possible to get a good overall picture of the European Union, but we were 
constricted by the availability of data for certain countries. Table 2 above summarizes the 
selection characteristics by country for the year 2013. GDP/capita measured in current US 
dollars range from 13,403 in the case of Hungary, to 59,921 in the case of Denmark. We have 
three countries considered to lie in Western Europe, two in Eastern Europe, two in northern 
Europe and three in southern Europe. Finally, six countries are not only members of the 
European Union but also of the Euro zone, which mean they have a common currency, the euro. 
These countries are Finland, France, Germany, Italy, Portugal and Spain. Four countries are non-
members of the Euro zone; these are Denmark, Hungary, Poland and the United Kingdom.  
3.2 Variables 
 
OFDI is the outward foreign direct investment flow in million US dollars. As a proxy for a 
country's level of income we propose the use of GNI, as has been done in previous studies 
(Dunning, 1981a, 1996; Kyrkilis and Pantelidis, 2003). GNI is the gross domestic product plus 
net factor income from abroad (Feenstra and Taylor, 2014). GNI is measured in billion US 
dollars, and we have chosen to take the natural logarithm. We use the number of patents granted 
in each country, both by domestic and foreign born residents, as a proxy for the level of 
technology. CAB is the current account balance, measured in billion US dollars. The most 
common way to measure economic openness is with the total sum of exports and imports, which 
is the proxy we propose. It is measured in billion US dollars, and we have also chosen to take the 
natural logarithm. For the exchange rate variable we use the real effective exchange rate, which 
is an index that measures the value of a currency against a basket of other currencies, divided by 
a price deflator (World Bank, 2015). We use this index, with base year 2010, as a proxy for how 
strong a country's currency is.   
The Global Financial Crisis refers to the period 2007-2009, and was the deepest financial crisis 
since the World War II. Countries around the world experienced major declines in output, 
employment and trade. Since we use data from 1980-2013, we consider it necessary to control 
for how our dependent and independent variables have been affected by the financial crisis. We 
use a dummy variable which indicates zero for before the crisis and one for after the crisis. 
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In order to control for the dramatic changes occurring in Eastern Europe in the late 80’s we have 
included a dummy variable. In 1989 both Poland and Hungary underwent huge political changes, 
as communism began its decline and they strived towards democracy. In the long run this is 
expected to influence FDI positively. According to Kyrkilis and Pantelidis (2003) the unification 
of Germany is expected to affect FDI negatively in the following years after 1989, in order to 
raise Eastern Germany to the same modern standard as Western Germany. The variable takes the 
value zero for before 1989, and the value one for after 1989.  
Table 3 summarizes our variable measurements. 
 
3.3 Methodology 
3.3.1 Time series data 
For this study we chose to use time series methods. Similar studies have also used this method, 
such as Kyrkilis and Pantelidis (2003). We did however consider using panel data, as it has 
several advantages over pure time series data according to Gujarati and Porter (2009). But as we 
wanted to be able to compare results between countries, we ultimately chose not to use panel 
data. Times series data is different from cross-sectional data because it has a temporal ordering, 
Table 3. Variable Measurements 
Variable Regression  Measurement 
Outward FDI OFDI FDI outflow in million of US dollars 
logGNI logGNI The natural logarithm of GNI in billion of US dollars 
Technology TE Technology level measured in numbers of patent grants  
CA balance CAB Current account balance in billion of US dollars 
logOPEN logOPEN 
The natural logarithm of the sum of imports and exports, in 
billions of US dollars  
Exchange Rate ER Effective exchange rate index, 2010=100 
time t Annual time period, 1980 – 2013   
Financial Crisis d08 dummy = 0 if before year 2008, dummy = 1 if  after year 2008  
dummy89 d89 dummy = 0 if before year 1989, dummy = 1 if after year 1989  
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which means that we are able to take into consideration that past events can affect future ones. It 
is also different in that it has a stochastic process rather than each variable being randomly 
chosen from a population. A time series data set only shows one outcome, or realisation, for the 
stochastic process out of many possible ones. This is why we think of the time series data as 
being random (Wooldridge, 2014). 
There are different time series models; the static model, the finite distributed lag model, the 
autoregressive model and forecasting models. We chose to use a simple static model, since we 
would lose to many degrees of freedom if we included lagged variables. This type of model is 
used when we are interested in the contemporaneous relationship between two or more variables 
(Wooldridge, 2014). 
3.3.2 Augmented Dickey-Fuller test 
When using time series we want to ascertain that our process is stationary and weakly dependent, 
we need to assume some sort of stability over time. Our stochastic process is stationary if the 
joint probability distribution remains unchanged, after taking any sequence in the process and 
moving it ahead h time periods. More formally we say that the process is covariance stationary if 
the expected value of the process is constant around its mean, if the variance is constant and if, 
for any t and h ≤1 𝑐𝑜𝑣(𝑦𝑡, 𝑦𝑡+ℎ) depends only on h but not on t. It follows that if the covariance 
is dependent only on h, then so is the correlation between 𝑦𝑡 and 𝑦𝑡+ℎ. Neither the expected 
value nor the variance can be dependent on time, which means we must be particularly careful 
when dealing with trending time series. A covariance stationary process is weakly dependent if 
the correlation moves toward zero as h approaches infinity, 𝑐𝑜𝑟𝑟(𝑦𝑡, 𝑦𝑡+ℎ)  → 0 𝑎𝑠 ℎ → ∞. It is 
important that our time series is stationary and weakly dependent because that essentially 
replaces the law of large numbers and the central limit theorem, without which our OLS 
regression would be difficult to do. If it is not weakly dependent then we call it a strongly 
dependent or unit root process (Wooldridge, 2014). 
In order to test for unit root we used the augmented Dickey-Fuller test, as it is reliable and a 
commonly used test. In the ADF test the null hypothesis is that there is a unit root or the time 
series is nonstationary, and the alternative hypothesis is that the time-series is stationary and 
weakly dependent. Before applying the test to our variables we had to decide on the nature of our 
stochastic processes. There are three possibilities; a random walk, a random walk with drift and 
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finally a random walk with drift and deterministic trend (Gujarati and Porter, 2009). In order to 
see what specification we had to choose in each case, we looked at the time series plots of all 
variables for all countries. A random walk is an AR(1) model where the variable has a stochastic 
trend, that is, it is random and varies over time. If we included a drift (the constant) in the model 
we saw a tendency in the plot for our variable to move, or “drift”, either up or down. Finally, if 
we also included a deterministic trend in the model we saw a clear trend in the variable, which 
was a non-random function of time. In this final case the alternative hypothesis instead becomes 
a trend-stationary process (Stock and Watson, 2012). In order to correct for unit-root we took 
first-difference of the series, which is weakly dependent and often stationary. Such a serie is said 
to be integrated of order one, I(1) (Wooldridge, 2014). 
Most of our variables were found to be I(1). For Denmark, Finland, Hungary and the United 
Kingdom only OFDI was found to be integrated of order zero, I(0). For Portugal both FDI and 
TE were I(0), for France ER was I(0), and finally for Poland TE was I(0). Table 1 shows the 
results of the augmented Dickey-fuller tests.  
Table 4. Augmented Dickey-Fuller test for Unit-Root 
 Denmark Finland France Germany Hungary Italy  Poland Portugal Spain 
United 
Kingdom 
OFDI -3.45* -3.64* -4.38** -5.73** -3.08* -6.70** -3.45** -4.57** -5.68** -2.11* 
GNI -3.78** -3.47** -3.75** -3.93** -3.46** -3.68** -4.98** -3.15** -3.14** -3.17** 
TE -4.60** -4.21** -6.52**  -6.59** -8.11** -6.27** -4.95** -3.39* -7.54** -5.66** 
CAB -5.68** -5.28** -5.17** -4.57** -4.93** -5.04** -5.89** -3.32** -3.91** -5.37** 
OPEN -3.69** -4.12** -3.56** -3.74** -3.75** -4.10** -3.69** -3.70** -3.25** -3.41** 
ER -5.60** -3.88** -3.20* -5.70** -4.65** -4.99** -3.21** -4.27** -4.27** -4.42** 
Notes: 
1. * p<0.05; ** p<0.01 
2. The presented numbers are t-statistics 
3. Germany, Italy, and Spain are conducted in level one 
4. Denmark, Finland, Hungary, UK: FDI is conducted in level zero, the other variables in level one 
5. France: ER is conducted in level zero, the other variables in level one 
6. Portugal: FDI and TE are conducted in level zero, the other variables in level one 
7. Poland: TE is conducted in level zero, the other variables in level one 
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3.3.3 Durbin-Watson test 
The Durbin-Watson test was used in this study to investigate whether the errors in different time 
periods were correlated. More specifically, it tests for serial correlation, the presence of which 
would invalidate our usual OLS standard errors and test statistics (Wooldridge, 2014). The null 
hypothesis is that there are no autocorrelation, neither positive nor negative. The alternative 
hypothesis thus become serially correlated errors. The DW statistic lies somewhere between zero 
and four, and in order for the null to hold it should be equal to two. The closer the DW statistic 
gets to either zero or four the more autocorrelation is detected (Gujarati and Porter, 2009). The 
DW statistic for every country is presented in the regression table. No severe autocorrelation was 
detected in any of the cases, as the statistic never went below one or above three (Stock and 
Watson, 2012). In the case of Germany and Hungary, no autocorrelation was detected at all. In 
order to correct for autocorrelation we used Newey-West standard errors with two lags, which 
are also robust to heteroskedasticity (Wooldridge, 2014).  
3.3.4 Breusch-Pagan / Cook-Weisberg test  
The Breusch-Pagan / Cook-Weisberg test was used to test for the presence of heteroskedasticity, 
that is the variance of the errors depends on the value of the explanatory variables, and is 
therefore non constant (Wooldridge, 2014). The null hypothesis is that the error variances are 
constant, while the alternative hypothesis is that the variances are a function of one or more 
explanatory variables (Gujarati and Porter, 2009). A large chi-square indicates that we can reject 
the null hypothesis, and that heteroskedasticity is strong enough to invalidate our usual standard 
errors and test-statistics (Wooldridge, 2014). The results of this test are presented in the 
regression table, and in all ten cases we had problems of heteroskedasticity. We corrected this 
with Newey-West standard errors.  
4 Empirical results and analysis 
4.1 Descriptive statistics and pair-wise correlation matrixes 
Descriptive statistics of the variables for each country is presented in Appendix A. The mean 
value, standard deviation, and the maximum and minimum values is included in the tables. Every 
country has in common that OFDI varies quite a lot between their max. and min. values, often 
from negative to huge positive values. For example, France has a min. value of -2,554.6 and a 
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max. value of 177,448.9. Sometimes we observe some large standard deviations, for example in 
the case of OFDI and TE, which suggests that these data points are spread within a wider range 
of its mean. We also observe a relationship between a country's economical size and the mean 
values of OFDI, logGNI, CAB and OPEN. The mean value tend to be larger for larger 
economies. Overall we think that the descriptive statistics for every country seems reasonable, 
except perhaps for Poland and its ER variable. We observed quite a large max. value of 1,123.8, 
which is due to a distorted exchange rate against western currencies during the 80's and 90's.  
A pair-wise correlation matrix has been made for every country, and is included in Appendix B. 
Such a matrix shows the correlation between each explanatory variable, since they are likely to 
correlate not only with the dependent variable but also amongst themselves. Multicollinearity 
can become an issue if two or more explanatory variables are highly correlated. According to 
Wooldridge (2014) the correlation should not exceed 0.9, otherwise we suffer from this 
econometrical problem. As we are dealing with time series our variables can show high 
correlation since they have a similar trend across time (Gujarati and Porter, 2009). We 
automatically adjusted for this beforehand by taking the first-difference of almost all of the 
variables, while we tested for unit-root. Taking the first-difference effectively remove any time 
trend (Wooldridge, 2014). As we can see from our matrixes (see Appendix B) none of our 
variables exceed 0.9.  
4.2 Regression results 
In order for our OLS to be BLUE (Best Linear Unbiased Estimator) and have the usual sampling 
variance, five assumptions needs to be met. These are the Gauss-Markov assumptions 
(Wooldridge, 2014). Our variables are linear in parameters, and thus the first assumption is 
fulfilled. In the correlation matrixes we found none of the independent variables to be seriously 
correlated with one another, so we have no multicollinearity. The second assumption of no 
perfect collinearity is therefore also met. We furthermore know that the fourth and fifth 
assumptions of homoskedasticity and no serial correlation are fulfilled, since we have corrected 
for these issues with Newey-West standard errors. Before correcting for these two problems 
however, our OLS regressions did suffer from both heteroskedasticity and some serial 
correlation. We believe that the third assumption of zero conditional mean may not hold 
however, due to the issue of omitted variables. For instance, we were not able to include human 
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capital and interest rate as independent variables, because of the unavailability of data. This 
could cause a bias in our estimations. For example, human capital may be positively correlated 
with technology. We expect that an increase in the number of highly skilled workers will 
increase the ability to produce new technology. Since human capital may also affect OFDI 
positively (Kyrkilis & Pantelidis, 2003), we get an upward bias on the technology variable. This 
means that technology may be overestimated in the regressions. Interest rates could be positively 
correlated with the exchange rate variable. An increase in the interest rate of the home country 
may cause an upward pressure on the currency. Interest rates may also affect OFDI negatively 
(Kyrkilis & Pantelidis, 2003), and therefore cause a downward bias on the exchange rate 
variable. This implies that exchange rate could be underestimated in the regressions. To make 
correct inference, a sixth assumption of normality also needs to be met. We believe this 
assumption may not hold, also due to the fact that we have omitted variable issues.  
4.2.1 Interpretation of the regression results 
Table 5 summarizes the regression results. The F-value gives an overall indication of how good 
the model is. It is statistically significant for Denmark, France, Hungary, Portugal and Spain, 
which suggests that the variables included in the model are all valid. In the case of Finland, 
Germany, Italy, Poland and the UK, we fail to reject the null hypothesis that all coefficients are 
jointly equal to zero. This mean that the variables jointly do not explain the FDI outflows very 
well and we should consider changing the model for these countries. R
2
 ranges between 0,18 and 
0,59, which mean the independent variables in the model explains between 18% and 59% of the 
variation in OFDI, depending on country. We used ordinary R
2
, so we have to consider the 
possibility that the R
2
 is too high, since it increases with the number of variables added to the 
model.  
GNI is negatively influencing OFDI for all countries, except Germany and the UK. For 
Denmark, OFDI will decrease by 910 million US dollars if GNI increases by one percent. This is 
statistically significant at the 10% level. TE takes a positive value for Denmark, Finland, 
Hungary, Poland and Portugal, but it is not statistically significant for any country. CAB is 
positive for Finland, Italy and Portugal, but takes a negative value of -1,182 for France, which is 
statistically significant at the 10% level. This implies that if CAB increases by one billion US 
dollars then OFDI will decrease by 1,182 million US dollars.  
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OPEN is impacting OFDI positively for all countries except Germany, Hungary and the UK. For 
Denmark, OPEN is statistically significant at the 5% level, and for France and Italy it is 
significant at the 10% level. For these three countries, OFDI will increase by 660, 1,274 and 
1,113 million US dollars respectively, if OPEN increase by one percent. ER takes on a negative 
value for Germany, Hungary, Spain and the UK, but it is not statistically significant for any 
country. The financial crisis of 2008 affected every country negatively except Hungary, but it is 
only statistically significant for France at the 1% level and for Portugal and the UK at the 5% 
level. In the case of France OFDI decreased by 45,088 million US dollars as a direct cause of the 
crisis, and for Portugal and the UK OFDI decreased by 5,362 and 103,458 million US dollars 
respectively.  
4.2.2 Analysis 
Generally our regressions show some unexpected and equivocal results. According to our 
hypothesis we believed that all five of the macroeconomic determinants would influence FDI 
outflows positively. Economic openness, measured as exports plus imports, is the variable that 
most correspond with our expectations, as it was positive for seven out of ten countries. It was 
also the determinant that proved to be the most important explanatory variable, because it was 
statistically significant for three out of ten countries. Since all ten countries are quite similar in 
terms of the conditions for international trade, we found it surprising that the coefficients vary 
across countries as much as they do. Why are only three countries statistically significant and 
why is openness of economy in some countries influencing FDI negatively? All ten countries are 
members of the EU, and are therefore bound under the same EU trade laws and regulations. They 
have all undergone the same process of capital liberalisation and removal of barriers to trade, 
information and people. Also, they have all experienced diminishing trade costs and the 
evolution of the World Wide Web, which makes it easier to transfer capital and buy goods and 
services across borders. These are all factors the countries have in common and they should 
increase both exports and imports, and thereby foreign direct investment outflows (Scaperlanda 
and Mauer, 1973; Scaperlanda and Balough; Kogut, 1983 (cited by Kyrkilis and Pantelidis, 
2003)). Of the three countries showing negative results, Germany is the most interesting since it 
is an export intensive economy. According to Kogut (1983 (cited by Kyrkilis and Pantelidis, 
2003)) an export-oriented economy has more knowledge and information about the foreign 
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market, and are therefore more likely to invest abroad. This does not correspond well with our 
results for Germany.  
According to the Balance of Payments identity when the current account balance increases, so do 
FDI outflows (Daniels and Van Hoose, 2014). From our results we do not believe that this 
relationship is always valid. If we look at the regressions, we see that seven out of ten countries 
show a negative relationship, which means that if the current account increases the FDI outflow 
decrease. It is only statistically significant for France at the 10% level, which shows a negative 
sign. If we look at the overall results for the exchange rate variable, we see that they better 
correspond to our expectations than what the current account did. When a country's currency 
appreciates the competitiveness of its exports decreases. The national firm may therefore choose 
FDI over exports for serving the foreign market, as the capital requirements of an investment in 
national currency will be lower as well (Hsu, 2011). Six out of ten countries showed a positive 
relationship between exchange rates and FDI, but since none are statistically significant we 
cannot say anything for sure. Overall, an exchange rate does not seem to be a determinant factor 
for FDI outflows.  
If we were to look at export, which is strongly connected to ER and a natural part of both the 
OPEN and CAB variables, we get some contradicting findings. According to the overall 
direction of signs, it could seem that for the current account balance and exchange rates, exports 
and FDI are substitutes rather than complements. In the case of the current account balance, this 
was not as we expected. Also, this is contradictory to the overall positive results of openness of 
economy however, which may suggest a complementary relationship between exports and FDI 
outflows. Thus it seems that exports may affect FDI through many different channels and in 
different directions.   
We believe that our insignificant results for ER could possibly be explained partly by the fact 
that six of our countries are euro-members, and Denmark has its Danish crown pegged to the 
euro. Before the euro was introduced in 1999 most of the bigger economies had some sort of 
fixed exchange rate, in order to reduce variability. For instance, ERM (European Exchange Rate 
Mechanism) was introduced 1979 for this purpose (European Commission, 2010). This could 
possibly give rise to little variation in exchange rates over our investigation period, which may 
have caused our insignificant results.   
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Technology does not seem to be a major determinant of FDI outflows, and furthermore it shows 
very equivocal effects. It is positive for half of the countries, and negative for the other half. We 
did not use lagged variables in this study, and this could be one of the reasons for these poor 
results. The effect on FDI outflows could be delayed and occur during a later time period than 
when the patent was granted. Unfortunately, this could very well be an issue for all of the 
variables in the model, since the processes of macro economy are slow. The effects of 
macroeconomic changes can sometimes take years to materialise.  
According to Kyrkilis and Pantelidis (2003) GNI was the most important variable in their model 
for explaining FDI outflows, and the effect was found to be positive in all of their countries. In 
our case GNI is only positive for two countries; Germany and the UK. We find this surprising 
since a negative sign is not in accordance with our hypothesis. The five stage theory brought 
forth by Dunning (1981a) and Dunning and Narula (1996) may shed some light on our divergent 
results. Only in 1996 did Dunning discover and add the fifth stage of his theory. He observed 
that countries that began to reach a certain level of high economic development, tended to 
stagnate in their FDI outflow, and then vary around the line where NOI (Net Outward 
Investment) is equal to zero. Kyrkilis and Pantelidis (2003) investigate the years 1977-1997, 
while we analyze the years 1980-2013. Is it possible that a majority of transitions from stage four 
to five took place in the 90's, i.e. in the end of Kyrkilis and Pantelidis (2003) investigation 
period? Based on the fact that Dunning added the fifth stage in 1996, we argue that this could 
very well be the case. Then the stagnation of NOI in stage five may have caused the relationship 
between GNI and OFDI to change to the negative. Perhaps this could explain why most of our 
countries show negative relationships between GNI and OFDI. At least this could be the case for 
Denmark, which shows a negative effect, and it is both economically and statistically significant 
at the 10% level. 
Overall it is not just GNI that shows differing results compared to Kyrkilis and Pantelidis (2003).  
Their model proved to have a good explanatory power. Especially GNI and exchange rates were 
found to be good macroeconomic determinants of FDI outflow. In our case the model is 
somewhat unreliable, particularly for the five countries showing an insignificant F-value, and we 
do not get many significant results. Firstly, the different results can be explained by the fact that 
we have included current account balance and excluded interest rate and human capital due to 
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poor data. Secondly, we analyse different time periods. They only have 21 observations, which 
might be too few when dealing with macroeconomic variables, since macroeconomic processes 
are slow. Thirdly, the total amount of FDI outflows and the movement of capital have increased 
since the 90´s. More firms are investing abroad, which may suggest that firm specific factors are 
now even more important than before.    
5 Conclusion 
The aim of this study was to investigate whether certain country characteristics affect the 
outward FDI position of countries in the European Union. If macroeconomic determinants were 
found to have an impact on FDI outflows, we further wanted to know which characteristics were 
the most important, and if these differed across countries. To answer these questions we have 
analysed ten countries in the European Union within a time series framework. With a low level 
of significant values and poor F-statistics, we get overall equivocal and inconclusive results. This 
suggests that macroeconomic determinants in general do not explain FDI outflows of countries 
in the European Union very well.  
However, we do get some individual results which are interesting. For example, openness of 
economy was found to be the most important variable, as it had the expected sign and was 
statistically significant for three countries. If we were to consider only the five countries that got 
a significant F-value, i.e. Denmark, France, Hungary, Portugal and Spain, especially two 
countries are worth mentioning. Denmark and France seem to be the countries whose FDI 
outflows can best be explained by macroeconomic determinants. Openness of economy was 
positive and significant for both of them, while income was significant for Denmark and the 
current account balance was significant for France. Both income and the current account balance 
showed a different sign than our expectations though.   
These overall results differ quite a lot from the conclusions drawn by Kyrkilis and Pantelidis 
(2003). According to their regression result, macroeconomic determinants explain FDI outflows, 
especially income and exchange rate. This divergence may be caused by different time periods 
and some different variables. Also firm-specific determinants may be more important today.  
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Based on our equivocal discussion on the relationship between export and FDI, we believe that it 
would be interesting to further investigate this issue. This could be done either by focusing a 
study solely to this relationship, or by including export as a separate variable in the current 
model. For further research we also propose a study, which takes into account that the effects of 
macroeconomics determinants may be delayed. Such a study would include lagged variables in 
the model, and investigate their effect on FDI outflows.  
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