In this article we examine the adjacency and Laplacian matrices and their eigenvalues and energies of the general product (non-complete extended psum, or NEPS) of signed graphs. We express the adjacency matrix of the product in terms of the Kronecker matrix product and the eigenvalues and energy of the product in terms of those of the factor signed graphs. For the Cartesian product we characterize balance and compute expressions for the Laplacian eigenvalues and Laplacian energy. We give exact results for those signed planar, cylindrical and toroidal grids which are Cartesian products of signed paths and cycles.
Introduction
We study the adjacency and Laplacian (or Kirchhoff) matrices and their eigenvalues and energies of signed graphs that are Cartesian products,Ćvetković products (generally called NEPS) or line graphs. (All graphs in this article are simple and loop-free.)
Signed graphs (also called sigraphs), with positive or negative labels on the edges, are much studied in the literature because of their use in modeling a variety of physical and socio-psychological processes (see [3] and [1, 9] ) and also because of their interesting connections with many classical mathematical systems (see [21] ). Formally, a signed graph is an ordered pair Σ = (G, σ) where G = (V, E) is a graph called the underlying graph of Σ and σ : E → {+1, −1}, called a signing (also called a signature), is a function from the edge set E of G into the set {+1, −1} of signs. The sign of a cycle in a signed graph is the product of the signs of its edges. Thus a cycle is positive if and only if it contains even number of negative edges. A signed graph Σ is said to be balanced (or cycle balanced) if all of its cycles are positive.
A signed graph is all-positive (respectively, all-negative) if all of its edges are positive (negative); further, it is said to be homogeneous if it is either all-positive or allnegative. A graph can be considered to be a homogeneous signed graph; thus signed graphs become a generalization of graphs.
The Cartesian product Σ 1 × Σ 2 of two signed graphs Σ 1 = (V 1 , E 1 , σ 1 ) and Σ 2 = (V 2 , E 2 , σ 2 ) is a generalization of the Cartesian product of ordinary graphs (see [6, Section 2.5] ). It is defined as the signed graph (V 1 × V 2 , E, σ) where the edge set E is that of the Cartesian product of underlying unsigned graphs and the signature function σ for the labeling of the edges is defined by
In this paper, we treat the adjacency matrix and the Laplacian matrix of a signed graph. These matrices are immediate generalizations of familiar matrices from ordinary, unsigned graph theory ( [6] ). Thus, if Σ = (G, σ) is a signed graph where G = (V, E) with V = {v 1 , v 2 , . . . , v n }, its adjacency matrix A(Σ) = (a ij ) n×n is defined as We treat two kinds of operation on signed graphs: the Cartesian product (for which we get the strongest results) and the class of generalizations called "NEPS" (or as we prefer "Ćvetković products") introduced byĆvetković ( [5] ), and also the line graphs of signed graphs.
The ordinary adjacency and Laplacian matrices of a graph G are identical with those of the all-positive signed graph +G. The so-called signless Laplacian of G ( [7] ) is the Laplacian matrix of the all-negative graph −G. Eigenvalues of the adjacency matrix, the Laplacian matrix and the signless Laplacian matrix of a graph have been widely used to characterize properties of a graph and extract some useful information from its structure. The eigenvalues of the adjacency matrix of a graph are often referred to as the eigenvalues of the graph and those of the Laplacian matrix as the Laplacian eigenvalues.
Denote the eigenvalues of a matrix M of order n by λ j (M) for j = 1, 2, . . . , n.
The energy E(Σ) of a signed graph Σ is the sum of the absolute values of the eigenvalues of its adjacency matrix. The Laplacian energy of Σ, denoted by E L (Σ), is defined as
where L(Σ) is the Laplacian matrix of Σ andd(Σ) = 2|E|/|V | is the average degree of the vertices in Σ. These definitions are direct generalizations of those used for unsigned graphs ( [2, 10] for energy and [12] for Laplacian energy).
Preliminaries
Many formulas in the examples have cases depending on the parity of a parameter. Therefore, for an integer r, we define [r] = 0 if r is even, [r] = 1 if r is odd.
For a signed graph Σ, the quantity c(Σ) = c(G) is the number of connected components of the underlying graph and c b (G) is the number of its components that are bipartite. The quantity b(Σ) is the number of connected components of Σ that are balanced. An essential lemma in signed graph theory is a characterization of balance by switching, which when expressed in terms of the adjacency matrix takes the following form:
Lemma 2.1 ( [19] ). Σ is balanced if and only if there is a diagonal matrix S with diagonal elements ±1 such that SA(Σ)S is non-negative. Then
where G is the underlying graph of Σ.
The negation of a signed graph Σ = (G, σ), denoted by −Σ = (G, −σ), is the same graph with all signs reversed. The adjacency matrices are related by A(−Σ) = −A(Σ).
Rank and eigenvalues
The incidence matrix of a signed graph Σ with n vertices and m edges ( [19] ) is the n × m matrix H(Σ) = η ij in which η ik = 0 if v i is not incident with e k , and η ik = ±1 if v i is incident with e k , and such that for an edge v i v j , the product η ik η jk = −σ(v i v j ). The incidence matrix is uniquely determined only up to multiplication of columns by −1, but that ambiguity does not affect any of the properties of interest to us. In particular, the incidence matrix always satisfies the Kirchhoff equation
For that reason the Laplacian matrix is positive semi-definite.
Lemma 2.2 ([19]
). The incidence matrix and the Laplacian matrix of a signed graph Σ both have rank n − b(Σ).
Proof. The rank of the incidence matrix is found in [19] . The Laplacian matrix, being the product H(Σ)H(Σ)
T , has the same rank as H(Σ). Because +G is balanced, b(+G) = c(G). Because a component of −G is balanced if and only if it is bipartite, b(−G) is the number of bipartite components of G.
Recall that the spectrum of a graph or signed graph is the spectrum of its adjacency matrix and that the spectrum is the list of eigenvalues with their multiplicities. The Laplacian spectrum is the spectrum of the Laplacian matrix. Acharya's theorem, following, gives a spectral criterion for balance in signed graphs.
Theorem 2.3 ([9]
). If Σ = (G, σ) is a signed graph, then Σ is balanced if and only if G and Σ have the same spectrum.
We take note of the special case in which the underlying graph G is regular. The following lemma generalizes the well known fact that, for a k-regular graph, the smallest eigenvalue is −k occurring with multiplicity c b (G), the largest eigenvalue is k with multiplicity c(G) and the other eigenvalues fall into the open interval (−k, k). Lemma 2.4. Assume Σ has underlying graph G which is regular of degree k. Let the eigenvalues of Σ be λ 1 , λ 2 , . . . , λ n in weakly increasing order. Then Proof. The proof is by substituting in the definitions, using the facts that the degree matrix is D = kI n , A(−Σ) = −A(Σ) and k is the average degree. Proof. Let C be a cycle in G. The sign of C in −Σ equals (−1)
|C| times the sign of C in Σ. Thus C has the same sign in both Σ and −Σ if and only if it has even length. Therefore, if G contains an odd cycle, it is impossible for Σ and −Σ to both be balanced. If G is bipartite, then every cycle has the same sign in Σ ; therefore Σ is balanced if and only if −Σ is balanced. Lemma 2.6. b(−Σ) + b(Σ) ≤ n except possibly when the number of isolated vertices is greater than the number of components with order at least 3.
In particular, if the underlying graph G is k-regular and b(−Σ) + b(Σ) > n then k = 0.
Proof. First let us consider a single connected component Σ i of Σ whose order is n i ; let G i be the corresponding component of G.
Therefore if b(−Σ) + b(Σ) > n then there are at least as many isolated vertices in G as the number of components with order 3 or greater.
When all vertices have the same degree k there can be no isolated vertices unless k = 0, which means there are no edges.
Kronecker product of matrices
The identity matrix of order n is denoted by I n . The Kronecker product of matrices A = a ij m×p and B of orders m × p and n × q, respectively, is the matrix A ⊗ B of order mn × pq defined by 
It is also an associative operation; therefore a multiple product A 1 ⊗ A 2 ⊗ · · · ⊗ A ν is well defined. Let A i have order m i × n i and elements a i;jk . An element of such a product is indexed by a pair of ν-tuples, a row index j = (j 1 , j 2 , . . . , j ν ) and a column index k = (k 1 , k 2 , . . . , k ν ), where 1 ≤ j i ≤ m i and 1 ≤ k i ≤ n i . The element a jk of the product matrix is
Lemma 2.7 ( [23] ). Let A and B be square matrices of orders m and n, respectively, with eigenvalues λ i (1 ≤ i ≤ m) and µ j (1 ≤ i ≤ n). Then the mn eigenvalues of A ⊗ B are λ i µ j , and those of A ⊗ I n + I m ⊗ B are λ i + µ j .
The second part of the lemma is due to the fact that A ⊗ I n and I m ⊗ B are simultaneously diagonalizable. The first part has an obvious extension to multiple products. That is the first part of the next lemma. The second part is the extension to multiple sums and products.
Lemma 2.8. Let A i , for each i = 1, . . . , ν, be a square matrix of order n i and let λ ij for 1 ≤ j ≤ n i be its eigenvalues. Let k 1 , . . . , k ν be non-negative integers. Then the n 1 · · · n ν eigenvalues of the Kronecker product A
Proof. The first part is obvious from Lemma 2.7. The second part is true because the summed matrices commute, so they are simultaneously diagonalizable, they have the same eigenvectors and therefore their eigenvalues can be summed.
Products of signed graphs
Now we define a general product of signed graphs following the idea ofĆvetković for unsigned graphs ( [5] ) as described in [6, Section 2.5]. We work with signed graphs Σ i = (V i , E i , σ i ), for i = 1, . . . , ν, of order n i , with underlying graph
. . , v in i } and adjacency matrix A i . We denote the eigenvalues of Σ i by λ i1 , λ i2 , . . . , λ in i . The Laplacian eigenvalues are denoted by a superscript L, as λ L ij . The general product is known as the non-complete extended p-sum or NEPS, but we shall call it simply theĆvetković product. This product is defined in terms of a set B of 0/1 vectors, called the basis for the product, such that for every i ∈ {1, 2, . . . , ν} there exists at least one β ∈ B for which β i = 1 ; we say B has support {1, 2, . . . , ν}. First we define a product for one arbitrary vector
, is the signed graph (V, E, σ) with vertex set
and signature
In the general definition we have a set B = {β 1 , . . . , β q } ⊆ {0, 1} ν \ {(0, 0, . . . , 0)} and we define
The underlying graph of
is theĆvetković product NEPS(G 1 , G 2 , . . . , G ν ; B) of the underlying graphs as defined in [6, Section 2.5].
This proves that uv is an edge in NEPS(Σ 1 , . . . , Σ ν ; β) for exactly one β.
In particular, the Cartesian product Σ 1 × Σ 2 × · · · × Σ ν arises by taking B to be the set of all vectors with exactly one coordinate equal to 1. Another important product, called the strong product or categorical product, is obtained by taking B = {(1, 1, . . . , 1)}. A generalization of both, which could be called the symmetric p-sum (but we think of it as a product), is obtained by taking the set B p , for 1 ≤ p ≤ q, which consists of all vectors β with exactly p coordinates equal to 1. An incomplete p-product, where B ⊆ B p , has the nice property that
For instance in the Cartesian product (
A final property shows that aĆvetković product of all-positive signed graphs is essentially equivalent to the same product of the underlying graphs. Clearly,
Main Results
In this section we establish expressions for the adjacency, degree and Laplacian matrices of theĆvetković product of signed graphs in terms of the Kronecker products of the corresponding matrices of the constituent graphs. We also find similar expressions for the line graph of a signed graph. We apply these results to calculate eigenvalues and energies in general and, in Section 4, for certain signed product graphs: planar, cylindrical and toroidal grids, and their line graphs. An important application is the characterization of balance of the product graph.
Adjacency matrix, eigenvalues and energy of products
First we treat the adjacency matrix of theĆvetković product, which implies expressions for the eigenvalues. For the eigenvalues of Σ i we write λ ij , 1 ≤ j ≤ n i . This theorem generalizes [6, Theorems 2.21 and 2.23] to signed graphs.
. The adjacency matrix is given by
The eigenvalues are
The energy
Equality holds for B = {(1, 1, . . . , 1)} (the strong product) but, assuming no Σ i is without edges, in no other case.
The form of the energy bound suggests that the average energy per vertex,Ē(Σ) = E(Σ)/|V (Σ)|, may be an important quantity.
Proof. The proof of the first equation is almost exactly the same as that of the corresponding result for unsigned graphs, [6, Theorem 2.21]. The difference is that we must pay attention to the edge signs. By Lemma 2.9 we need only consider the term of one β at a time; thus let Σ = NEPS(Σ 1 , . . . , Σ ν ; β).
The elements of A(Σ) are indexed by pairs of ν-tuples, (j 1 , j 2 , . . . , j ν ) and
. . , v νkν ) of the product graph. Let us write a uv for the corresponding element of A(Σ).
βν by the definition of theĆvetković product, where in each signed graph we define σ(uv) = 0 if u and v are not adjacent. The Kronecker product of the adjacency matrices has (u, v)-element a The eigenvalues follow from Lemma 2.8.
The energy is immediate from the definition and the eigenvalue formula. The bound is computed from the energy formula:
If B = {β}, the eigenvalues are λ j 1 ···jν = λ
; therefore, equality holds in the calculation of the energy bound. The only such B permitted by the definition of theĆvetković product is B = { (1, 1, . . . , 1)}, which is the strong product. Now suppose |B| > 1 and every Σ i has at least one edge. That implies the eigenvalues of A i are not all 0. Since the sum of the eigenvalues of Σ i is the trace of A i , which is 0, Σ i has both positive and negative eigenvalues. There exists an index I, 1 ≤ I ≤ ν, such that not all β ∈ B have the same value β I ; let β ′ , β ′′ ∈ B such that β ′ I = 0 and β ′′ I = 1. Choose j 1 , j 2 , . . . , j ν so that λ ij i > 0 for i = I but λ Ij I < 0. Now consider the eigenvalue π = λ j 1 j 2 ...jν (Σ). In its representation as a sum of terms
there are a positive term due to β ′ and a negative term due to β ′′ . Therefore β∈B λ
νjν . It follows that the energy bound is strict. 
The eigenvalues of Σ are the sums of the eigenvalues of the Σ i ; i.e.,
The energy E(Σ) is given by the formula
and satisfies the inequality
, where n = n 1 · · · n ν , with strict inequality if ν ≥ 2 and at least two of the Σ i are not edgeless.
Proof. The corollary is immediate from Theorem 3.1 except the criterion for strict inequality, which is slightly stronger than that of Theorem 3.1 and is proved similarly.
Balance of theĆvetković product and the Cartesian product
The eigenvalues provide a short proof that the Cartesian product is balanced if and only if all constituents are balanced. Balance is important because, by Acharya's theorem, it causes the eigenvalues and energy (of both adjacency and Laplacian matrices) to be identical to those of the underlying unsigned graph, and therefore not interesting for themselves. We begin with a general theorem that provides a sufficient but not a necessary condition for balance of aĆvetković product. (i) Σ is balanced.
(ii) All of Σ 1 , . . . , Σ ν are balanced.
(iii) Σ and its underlying graph G have the same spectrum.
When Σ is balanced, it and G have the same energy.
Proof. Theorem 2.3 implies the equivalence of (i) and (iii). Theorem 3.1 shows that (i) implies (ii). We need only prove the converse. The basis for the Cartesian product is B 1 , which contains every unit vector β i . Therefore, balance of the Cartesian product implies balance of each Σ i by Theorem 3.1.
The last part follows from the definition of energy.
Proof. Each component of the Cartesian product is the Cartesian product of components Σ The degree matrix of aĆvetković product
The average degree of the product isd(G) = β∈B
In particular, the degree matrix of the Cartesian product is
Proof. We evaluate the degree matrix of the product G β = NEPS(G 1 , . . . , G ν ; β). By Lemma 2.9 the degree matrix of G is the sum of D(G β ) over all β ∈ B.
By definition the neighbors of a vertex u = (u 1 , . . . , u ν ) are the
The elements of v for which β i = 0 are fixed to be u i , and those v i for which β i = 1 may independently vary over all neighbors of u i . Therefore the degree of u is the product of the degrees d G i (u i ) over all i such that β i = 1.
βν is diagonal and has as its diagonal element indexed by u the number
βν . This is exactly d G (u). Thus the formula for the degree matrix is proved.
Let n = n 1 · · · n ν . As there are n vertices, the average degree is determined by the equation
The left side of this equation is the total degree of G β . By edge-disjointness of the graphs G β , the sum over β ∈ B is the total degree of G. Upon dividing by n we get the desired formula.
Theorem 3.7. Given signed graphs Σ 1 of order n 1 , . . . , Σ ν of order n ν , the Laplacian matrix of the Cartesian product
The Laplacian eigenvalues of the Cartesian product are the sums of those of all the factors Σ i ; i.e., λ
Proof. The theorem follows from Theorem 3.6, Lemma 2.7 and the formula of Corollary 3.2 for the adjacency matrix. By definition,
Theorem 3.7 does not generalize to otherĆvetković products. For a vector β of weight
will not combine by linear combination into a product of Laplacian matrices. The general product NEPS(Σ 1 , . . . , Σ ν ; B) where B contains a vector of weight > 1 has the same difficulty. The onlyĆvetković product in which no vector has weight > 1 is the Cartesian product.
Theorem 3.7 implies the value of the Laplacian energy.
Corollary 3.8. The Laplacian energy of Σ = Σ 1 × · · · × Σ ν is given by
which has an upper bound given by
The inequality is strict unless ν = 1 or at most one of the Σ i has any edges.
The average Laplacian energy per vertex,Ē L (Σ) =
1 n E L (Σ), like the average energy per vertex mentioned at Theorem 3.1, appears to be significant.
Proof. The first part of the corollary is an immediate consequence of the definition of Laplacian energy and Theorem 3.7. The second part follows from the formula of Theorem 3.6 for the average degree of Σ and the consequent inequality
The argument for strict inequality is similar to that in Theorem 3.1. The Laplacian energy of a signed graph Σ of order n with underlying graph G is the trace of the matrix L(Σ) −d(G)I n . The argument applied to the adjacency matrix in Theorem 3.1 should be applied to L(Σ) −d(G)I n here.
Line graph
The general theorem on eigenvalues and energies of the line graph is well known for unsigned graphs. For signed graphs it requires a new definition, namely, that of the line graph of a signed graph.
The line graph of Σ ( [20, 22] ) is the signed graph Λ(Σ) = (Λ(G), σ Λ ), where Λ(G) is the ordinary line graph of the underlying graph 1 and σ Λ is a signature such that every cycle in Σ becomes a cycle with the same sign in the line graph, and any three edges incident with a common vertex become a negative triangle in the line graph. The adjacency matrix is A Λ(Σ) = 2I m − H(Σ) T H(Σ).
There are two homogeneous special cases. With an all-negative signature, Λ(−G) = −Λ(G), so the all-negative signature is what gives the line graph of an unsigned graph. For an all-positive signature, though, Λ(+G) is not +Λ(G) unless G is bipartite with maximum degree at most 2. The Laplacian of Λ(−G) is therefore the "signless Laplacian" of Λ(G).
We can deduce the eigenvalues of the line graph from the Laplacian eigenvalues of the graph (Theorem 3.9), but we cannot obtain the Laplacian eigenvalues of the line graph, except in the special case where the original underlying graph is regular (Theorem 3.10. 
Its energy and Laplacian energy are:
Proof. The range of values of eigenvalues of Σ is taken from Lemma 2.4.
As the degree of a vertex in Σ is k, the total number of edges is m = We now apply these results to the Cartesian product of any number of signed graphs. Note that in the exceptional cases where m − n < 0, the "additional eigenvalues" equal to a value α constitute a deduction from the previously stated multiplicity b(Σ) of α. This can occur only in the rare case that some component of Σ is a tree (and not always then); that is, if all the factors Σ i have isolated vertices with at most one exception which must have a tree component. 
nd(Σ).
Then the line graph Λ(Σ) has eigenvalues (Σ) − 1) additional eigenvalues equal to 2. Its energy is
Proof. The size of Σ follows from its average degree. The average degree follows from the fact that the degree of a vertex (v 1j 1 , . . . , v rjr ) in Σ equals the sum of the degrees of its component vertices, The formula for energy in Theorem 3.9 can be rewritten as
..jr because Σ is a Cartesian product. Theorem 3.11 now follows from Theorem 3.9.
Theorem 3.12. In Theorem 3.11 let the underlying graph of each Σ i be k iregular for i = 1, . . . , r and let k = k 1 + · · · + k r . Then the underlying graph of Σ is k-regular and that of Λ(Σ) is 2(k − 1)-regular. It has energy, also equal to the Laplacian energy, given by: 
The line graph Λ(Σ) has eigenvalues
λ j 1 j 2 ...jr = 2 − k + (λ 1j 1 + · · · + λ rjr ), for 1 ≤ j 1 ≤ n 1 , . . . , 1 ≤ j r ≤ n r ,E(Λ(Σ)) = E L (Λ(Σ)) = n 1 j 1 =1 · · · nr jr=1 (λ 1j 1 + · · · + λ rjr ) + 2 − k + 2(k − 2)n.
It has Laplacian eigenvalues
λ L j 1 j 2 ...jr = 3k − 4 − (λ 1j 1 + · · · + λ rjr ),
Examples
In the sequel, while computing the energy of the Cartesian products of certain signed graphs, we give emphasis to unbalanced signed graphs because, as Theorems 2.3 and 3.4 imply, the Cartesian product of balanced signed graphs behaves exactly like the product of the unsigned underlying graphs.
Constituent signed graphs
The signed graphs which are the constituents of the Cartesian product examples are paths and cycles. We denote by P (r) n , where 0 ≤ r ≤ n − 1, signed paths of order n and size n − 1 with r negative edges where the underlying graph is the path P n . Note that P (0) n = +P n and P (n−1) n = −P n , in which all edges are positive or negative, respectively. Similar notations are adopted for signed cycles C (r) n with r negative edges for 0 ≤ r ≤ n.
Observing the fact that signed paths and indeed all signed trees do not contain any cycles, we have from Theorem 2.3: Corollary 4.1. A signed tree has the same eigenvalues as the underlying unsigned tree.
In particular, from known spectra we deduce eigenvalues that will be used later. (For the eigenvalues see e.g. [18] for the path and positive cycle and for all cycles [15, 13, 16] . For the Laplacian eigenvalues see [8] .) To express the Laplacian matrix we employ square matrices J n;ij of order n whose only nonzero element is 1 in position (i, j). . The eigenvalues are:
The Laplacian matrix is L(P (r) n ) = 2I n − (J n;11 + J n;nn ) − A(P n ) = 2I n − (J n;11 + J n;nn ). The Laplacian matrix follows at once. Lemma 4.3. The eigenvalues λ j of C (r) n for j = 1, 2, . . . , n and 0 ≤ r ≤ n are given by
n ). The Laplacian eigenvalues are:
for j = 1, 2, . . . , n, all of which are positive except that λ L n = 0 when r is even.
Product signed grids and ladders
In light of Theorem 3.4, a signed (planar) grid P
is balanced. This graph has nr 1 + mr 2 negative edges. Note that not all signatures of a grid P m × P n are balanced, but all signatures arising from Cartesian products are. We refer to these signed graphs as product signed graphs to emphasize that they do not have arbitrary signs.
Corollary 4.4.
A signed grid graph that is a Cartesian product of signed paths is balanced. The adjacency matrix of a signed grid graph of the form P
n ) and the Laplacian matrix is
n ) + J n;11 + J n;nn .
The eigenvalues are given by:
n ) = 2 cos πi m + 1 + cos πj n + 1 for i = 1, 2, . . . , m and j = 1, 2, . . . , n, and the energy is:
The Laplacian eigenvalues are given by:
Exactly one Laplacian eigenvalue is zero (that is λ L mn ); the others are positive. The Laplacian energy is given by:
Proof. The adjacency matrix follows from Corollary 3.2 and the Laplacian follows from Theorem 3.7 and Lemma 4.2.
The eigenvalues follow from Corollary 3.2 and Lemma 4.2. (Note that by Theo-
has the same eigenvalues as the unsigned grid.)
The energy follows immediately from the definition.
We now look at the Laplacian eigenvalues and Laplacian energy. By Theorem 3.7 the Laplacian eigenvalues are obtained by adding the Laplacian eigenvalues of P (from Theorem 3.6 and Lemma 4.2), the Laplacian energy follows from Corollary 3.8.
The case n = 2 is that of a signed ladder. Here there is a slight simplification: the eigenvalues 2 cos πj n+1 are ±1.
Product signed cylindrical and toroidal grids
In light of Theorem 3.4, the following signed graphs are unbalanced:
when r 1 is odd, 0 ≤ r 1 ≤ m and 0 ≤ r 2 ≤ n − 1. If r 1 is even, the cylindrical grid is balanced. A signed cylindrical grid that is the product of a signed cycle and a signed path is balanced or unbalanced depending on the parity of the number of negative edges in the signed cycle. n ). The Laplacian matrix is
Proof. The adjacency matrix follows from Corollary 3.2. The Laplacian follows from Theorem 3.7 and Lemma 4.2. 
for 1 ≤ i ≤ m and 1 ≤ j ≤ n, of which all are positive, except for λ L mn when r 1 is even. The Laplacian energy is
Proof. The proof is the same as that of Corollary 4.4 with slight changes. The average degree is 4 − 2 n by Theorem 3.6 and Lemma 4.2.
A signed toroidal grid that is the product of two signed cycles is balanced or unbalanced depending on the numbers of negative edges in the constituent signed cycles. where 0 ≤ r 1 ≤ m and 0 ≤ r 2 ≤ n has the eigenvalues:
for 1 ≤ i ≤ m and 1 ≤ j ≤ n. The Laplacian eigenvalues are:
for 1 ≤ i ≤ m and 1 ≤ j ≤ n. The Laplacian eigenvalues are positive, except that λ L mn = 0 when r 1 and r 2 are both even. The energy and the Laplacian energy are both equal to
Proof. The eigenvalues follow from Corollary 3.2. Then the Laplacian eigenvalues and energy follow from Lemma 2.4.
Line graphs of product signed grids
The line graphs of product signed grids can be treated by means of Theorem 3.11. That theorem does not give the Laplacian eigenvalues, so our results are limited, except for toroidal grids, which are regular and so are covered by Theorem 3.12.
Corollary 4.9. The line graph Λ(P
n ) of a signed grid graph that is a Cartesian product of signed paths of lengths m, n ≥ 2 has the eigenvalues: λ ij = 2 − 2 cos πi m + cos πj n for i = 1, 2, . . . , m and j = 1, 2, . . . , n, of which all are < 2 except that λ mn = 2, and also 2 with additional multiplicity (m − 1)(n − 1) − 1. The energy is:
Proof. This is a corollary of Theorem 3.11 and either Lemma 4.2 or Corollary 4.4. 
n ) of a signed cylindrical grid where n ≥ 2, 0 ≤ r 1 ≤ m and 0 ≤ r 2 ≤ n − 1 has the eigenvalues:
of which all are < 2 except that λ mn = 2 when r 1 is even, and also the eigenvalue 2 with additional multiplicity m(n − 1). The energy is
Proof. This is another corollary of Theorem 3.11 and Lemma 4.2 or Corollary 4.4.
As toroidal grids are 4-regular, the line graphs of their product signatures fall within the scope of Theorem 3.12.
Corollary 4.11. The line graph Λ(C
where 0 ≤ r 1 ≤ m and 0 ≤ r 2 ≤ n has eigenvalues
all of which are < 2 except that λ mn = 2 if r 1 and r 2 are even, as well as 2 with additional multiplicity mn.
The Laplacian eigenvalues are
all of which are > 4 except that λ L mn = 4 if r 1 and r 2 are even, as well as 4 with additional multiplicity mn.
The energy and the Laplacian energy are both equal to
Proof. In this example of Theorem 3.12,
has mn vertices and 
Line graphs of homogeneously signed graphs
All-positive and all-negative signatures are interesting as they represent the "signed" and "signless" Laplacian matrices of ordinary graphs. Recall that the Laplacian is L(+G) and the "signless" Laplacian is L(−G), so that the Laplacian eigenvalues of G are the same as those of +G, i.e., λ 
Proof. In Theorem 3.9, Σ = +G and b(Σ) = c(G).
The invariants of Λ(G) are identical to those of the all-postive signed line graph +Λ(G). The line graph Λ(+G) is not in general all positive. To get an all-positive signature of Λ(G) we negate the line graph Λ(−G), whose signature is all negative. Corollary 4.13. Let G be a graph of order n and size m with underlying graph G and signless Laplacian eigenvalues λ
The eigenvalues of the unsigned line graph 
Line graphs of homogeneously signed regular graphs
The line graphs of signed graphs whose underlying graphs are regular also fall under Theorem 3.12. It is well known that the only case in which m − n + c(G) = 0 is that in which G is a forest.
The line graph Λ(G) is equivalent to +Λ(G) but not in general to Λ(+G) because the latter is not in general homogeneous. To find the eigenvalues of Λ(G) we work through −Λ(−G), which is Λ(−G) with all signs negated. Of particular interest are the homogeneous signatures of K n . Recall that K n has eigenvalues 0 with multiplicity n − 1 and n − 1 with multiplicity 1. E(Λ(+K n )) = E L (Λ(+K n )) = (n − 1)(2n − 5).
Proof. Set G = K n in Corollary 4.14. Then k = n − 1, m = n 2 , c b (K n ) = 0 and c(K n ) = 1.
