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 ABSTRACT  
 
 
This project is designed to mimic automation of analog filter analysis to examine 
some efficient algorithm useful in filter synthesis. The process involves formation 
of MNA matrix to create symbolic transfer functions in s domain, continuous and 
discrete sizing of LC components using evolutionary algorithms; and finally, the 
performance of each algorithm is studied based on fixed error criterion and 
adaptability to discrete problem. 
Efficiency of the clever algorithms in optimizing piecewise filter response is 
ultimately dependent on the quality of the fitness function. A unique measure of 
error called Sum of Maximum Deviation (SMD) is implemented which evaluates 
the performance of global optimizer by weighing important details per unit sampled 
frequency. 
From global optimization point of view, it is certain that discrete evolutionary 
algorithms lacks the absoluteness of brute force analysis; however, the general 
continuous optimization is stretched to accommodate a new proximity estimator 
alongside its elementary constraint. 
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CHAPTER 1 
INTRODUCTION 
1.1 Analog Filter Design  
Despite the advancement in digital filtering, analog filters still remain crucial in signal 
processing due to their operability at high frequency and real time signal processing. 
Analog filters are electronic circuits that are able to discriminate between signals of various 
frequencies. Electric Filter finds its usefulness in various applications such as in military 
and commercial purposes. It is expedient to have a clean signal especially when 
communicating from point to point, thus need arises to use frequency selective network to 
separate desired signal from unwanted signal. Ideal selective filter as illustrated 
in Figure 1.1 will totally attenuate the unwanted signal by multiplying it by 0 dB gain and 
passes all desired signal with unity gain. Since this kind of filter is impractical, the transfer 
characteristic of the filter in terms of passband, stopband, and transition band is to be 
shaped in a way to minimize the ratio of unwanted and desired signal at the filter’s output. 
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Frequency 
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Figure 1.1 Ideal Filter 
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Different approaches have been successfully used in filter design; however, each variant 
has its peculiar tradeoff. Among the commonly used filter types are the Butterworth, 
Bessel, Chebychev, and Elliptic filters. Engineers are predisposed on the choice of filter 
type in accordance with simplicity and application constraints; for instance, Butterworth 
filter is known to be maximally flat in passband with long transition band, Chebychev of 
lower order can meet a similar specification of a given Butterworth filter with ripples in 
passband, and the elliptic filter is characterized by a very steep transition band at expense 
of ripples in the passband and stopband. Thus the choice of filter type depends on 
application and constraint requirements. 
In order to design an analog filter, it is easier to work with normalized low-pass model with 
component values set to a cutoff frequency of 1 rad/sec and terminal resistance of 1 ohm. 
This procedure makes filter transformation possible by mapping each element of desired 
filter type onto a corresponding low-pass prototype and rescaling to meet a specific 
requirement. Rescaling of filter is often called de-normalization (1.1.1) & (1.1.2), this 
usually involves two steps; first step is impedance scaling of normalized components, 
which is done by taking into consideration that impedances of capacitor varies inversely to 
its capacitance whilst directly proportionate to inductance of an inductor [1]. The next step 
is to frequency scale by dividing the variables with a scaling factor Fk. 
  
𝐶 = ?̃? ∗
1
2𝜋𝐹𝑘𝑅𝑘
 (1.1.1) 
𝐿 = ?̃? ∗
𝑅𝑘
2𝜋𝐹𝑘
 (1.1.2) 
 
Where, C̃  and L̃  are the 1 rad/sec  normalized dimensionless components, Rk  is the 
impedance scaling factor which is now the de-normalized load resistance and Fk is the 
frequency scaling factor defined as ratio of desired to normalized cutoff frequencies. 
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1.1.1 Elliptic Passive Filter 
Analog filters can either be passive or active. Passive filters can contain any combination 
of resistors, capacitors and inductors while active filters eliminate the use of inductor and 
exploit the use of amplifier in its operation. Passive analog filters are preferred over active 
in applications where high frequency, low sensitivity to component variation or 
manufacturing tolerance, large current/voltage, and no excitation source are needed. 
Passive filters with discrete  LC  components can operate [2] between  100 Hz to  2 GHz 
whereas distributed (waveguide) components filters are capable of operating in 500MHz 
to 50 GHz range. 
One important form of implementing passive filter is the use of Jacobian elliptic function. 
Elliptic filter also known as Cauer filter was named after its inventor, Wilhem Cauer. The 
frequency response of this design is characterized with sharp transition band with equal 
ripples in both passband and stopband. The existence of equiripple in elliptic filter allows 
for optimal utilization of permissible tolerance in filter specification [2] with lower filter 
order compared to other filter design. Unlike the 3 dB cutoff frequency of other types of 
filters, elliptic filter cutoff frequency is determined at the instant where the maximum 
passband ripple is exceeded [1] – unless otherwise stated. Figure  1.2  depicts the 
configuration of an even order elliptic doubly terminated filter. 
 
vs
R1
R2
L1 Ln-1
Ln
C1 Cm
Cm+1 Cm+2 Cm+k
v1 v2 v3 vn-1 vniL1 iLn-1
iLnis
 
Figure 1.2 Even Order Elliptic Low-pass Filter Topology 
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Elliptic filters are categorized into two major types; namely, the odd order or symmetric 
filters and the even order or the antimetric filters. To elucidate further on the various types, 
[3] can be checked; nonetheless, we shall consider analyzing and optimizing an even order 
type of elliptic filter using MNA matrix. The even order elliptic filter is usually terminated 
with series combination of inductor and a load resistor as opposed the cascaded repetition 
of parallel LC components.  
 
 
1.2 Circuit Analysis 
The method used to derive the symbolic transfer function of a filter circuit in s domain is 
presented in this section. Application software such as [4] Simulation Program with 
Integrated Circuit Emphasis (SPICE) and Simulator for Linear Integrated Circuits (SLIC) 
are well known software packages which have successfully implemented symbolic analysis 
techniques in integrated circuit design. Part of the objectives of this project is to mimic 
circuit automation in frequency domain; therefore, to avoid the slow process of integrating 
distinctive software packages, it is necessary to have an efficient analysis techniques which 
is introduced in the following subsections. 
 
1.2.1 Network Function of Filters 
Transfer function of a network is usually expressed as the ratio of output to input. In analog 
filter design, the general form in s domain transfer function is given in (1.2); this can be 
written in form of voltage gain to yield a frequency dependent relations. 
 
𝐻(𝑠) =
𝑁(𝑠)
𝐷(𝑠)
=
𝑏𝑚𝑠
𝑚 + ⋯+ 𝑏2𝑠
2 + 𝑏1𝑠
1 + 𝑏0𝑠
0
𝑎𝑛𝑠 + ⋯+ 𝑎2𝑠2 + 𝑎1𝑠1 + 𝑎0𝑠0
 (1.2.1) 
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Equation (1.2.1) can also be expressed in form of poles p and zeros z, where K is the 
multiplicative constant. The order of denominator polynomial n must be greater than the 
numerator polynomial m. 
𝐻(𝑠) =
𝑉𝑜𝑢𝑡
𝑉𝑖𝑛
= 𝐾
(𝑠 − 𝑧1). (𝑠 − 𝑧2)… . (𝑠 − 𝑧𝑚)
(𝑠 − 𝑝1). (𝑠 − 𝑝2)… . (𝑠 − 𝑝𝑛)
= 𝐾
∏ (𝑠 − 𝑧𝑖)
𝑚
𝑖=1
∏ (𝑠 − 𝑝𝑗)
𝑛
𝑗=1
 (1.2.2) 
 
The frequency response in terms of magnitude and phase is logarithmically represented in 
bode plot as frequency dependent decibel and degree functions (1.3). 
|𝐻(𝑗𝜔)| = 20 log10  
|𝑉𝑜𝑢𝑡(𝑗𝜔)|
|𝑉𝑖𝑛(𝑗𝜔)|
  𝑑𝐵 
(1.3.1) 
 
𝜙 = 𝐻(𝜔) ∠𝜙  ° (1.3.2) 
 
 
 
1.2.2 Modified Nodal Analysis MNA 
Modified Nodal approach is another simplified version of standard nodal analysis with 
some reformulations to rationalize the complexity and limitations of nodal formulation in 
automation of electronic circuit. Without the need for symbolic simplification, MNA is a 
fast and efficient method to obtain system equation with minimum storage requirement [5]- 
[6]. The system model for symbolic MNA produces a matrix of the form: 
[
𝑁𝐴 𝐵
𝐶 𝐷
] 
[
 
 
 
 
 
 
𝑣1
⋮
𝑣𝑛−1
⋯
𝑖1
⋮
𝑖𝑚 ]
 
 
 
 
 
 
= [
𝐽
𝐸
] (1.4.1) 
𝐴𝑏 = 𝑣 (1.4.2) 
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The upper left side of the MNA matrix (i. e. NA) is the nodal admittance matrix which is 
the collection of nodal equation excluding every form of source voltage/current. Other 
portion of the matrix i.e.  B, C, and D  represents the connection between the circuit’s 
elements and the sources surrounding them [4]. One of the advantages of this method is 
that all the node voltages vn−1 and extra branch currents im can be grouped into a column 
vector "b", which makes finding the unknown voltages a straightforward task of a single 
matrix inversion. 
A simple way to approach MNA formulation is by directly converting the electric circuit 
into MNA matrix [5]. For instance, looking closely at the 8th order elliptic filter of Figure 
1.3, we can clearly see that the circuit contains a single independent voltage source (m =
1) and six  (n = 6) non-reference nodes. To achieve a matrix of the form (1.4.1), the "A" 
matrix block contains NA = n × n matrix, B = n × m matrix, C = m × n matrix, and D =
m × m matrix; while each of "b" and "v" vectors contains n node voltages and m branch 
currents. Vector "b" comprises of all unknown node voltages  v1  to v6  plus the current 
flowing through the voltage source is; and vector "v" constitute the current sources at every 
single node with all the voltage sources of a given circuit. These can be viewed clearly 
in (1.4.4). 
vs
R1
R2
L1 L2 L3
L4
C1 C2 C3
C4 C5 C6 C7
v1 v2 v3 v4 v5 v6iL1 iL2 iL3
iL4is
 
Figure 1.3 8th Order Elliptic Low-pass Filter 
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Starting with submatrix NA , where each diagonal element represents a particular node 
from 1 to n and each node correspond to the sum of admittances connected to that node. 
The negative admittance of every other element in the circuit connected between any two 
non-references node will be assigned to alternating positions of the off-diagonal entries. 
For example, L4  is between node 5 and 6 thus its negative admittance value (−1/sL4) 
goes to point (5,6) and (6,5) entries of NA matrix. 
Next, C matrix is created by considering one node at a time with respect to the voltage 
terminal at that instance. If ni for i = 1 to 6 represents the nodes in the network and vs is 
the source voltage, the C matrix can be visualized by (1.4.3). At this point, the element of 
a node joining the positive terminal of the source voltage is given a positive one (+1), the 
element of a node joining the negative voltage terminal is assign a negative one (−1), and 
the rest are taken as zeros (0′s). 
𝐶 = [𝑛1, 𝑣𝑠 𝑛2, 𝑣𝑠 𝑛3, 𝑣𝑠 𝑛4, 𝑣𝑠 𝑛5, 𝑣𝑠 𝑛6, 𝑣𝑠] (1.4.3) 
 
By following similar rule for matrix B, it is clearly seen that B is the transpose of C; i.e. B =
CT. And finally, since we are dealing with independent voltage source, matrix D will have 
element value of zeros. The full form of MNA matrix for the 8th order elliptic filter is given 
in equation (1.4.4) below: 
 
 𝐴 = 
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝟏
𝑹𝟏
−
1
𝑅1
 0 0 0 0 1
−
1
𝑅1
𝒔𝑪𝟏 + 𝒔𝑪𝟒 +
𝟏
𝑹𝟏
 +
𝟏
𝒔𝑳𝟏
−𝑠𝐶1 −
1
𝑠𝐿1
0 0 0 0
0 −𝑠𝐶1 −
1
𝑠𝐿1
𝒔𝑪𝟏 + 𝒔𝑪𝟐 + 𝒔𝑪𝟓 +
𝟏
𝒔𝑳𝟏
+
𝟏
𝒔𝑳𝟐
−𝑠𝐶2 −
1
𝑠𝐿2
0 0 0
0 0 −𝑠𝐶2 −
1
𝑠𝐿2
𝒔𝑪𝟐 + 𝒔𝑪𝟑 + 𝒔𝑪𝟔 +
𝟏
𝒔𝑳𝟐
+
𝟏
𝒔𝑳𝟑
−𝑠𝐶3 −
1
𝑠𝐿3
0 0
0 0 0 −𝑠𝐶3 − 𝑠𝐿3 𝒔𝑪𝟑 + 𝒔𝑪𝟕 +
𝟏
𝒔𝑳𝟑
+
𝟏
𝒔𝑳𝟒
−
1
𝑠𝐿4
0
0 0 0 0 −
1
𝑠𝐿4
𝟏
𝑹𝟐
+
𝟏
𝒔𝑳𝟒
0
1 0 0 0 0 0 0]
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𝑏 = [𝑣1 𝑣2 𝑣3 𝑣4 𝑣5 𝑣6 𝑖𝑠]𝑇 
𝑣 = [0 0 0 0 0 0 𝑣𝑠]
𝑇 
𝑣𝑠 = 𝑉1 
(1.4.4) 
 
 
 
1.2.3 Filter Examples Using MNA Formulation 
The following procedure is a stepwise derivative of MNA equation for 8th order doubly 
terminated low-pass elliptic filter (see Figure 1.3). First, let the additional current variables 
of the inductors and voltage source be represented by iL1, iL2, iL3, iL4, and is; also, let’s 
assume we have the following relations for admittance  G ≡ 1/R, jωC ≡ sC  and 
impedance jωL ≡ sL. The nodal equation for every non reference nodes of the network is 
obtained as: 
𝑖𝑠 − 𝑠 𝐶4𝑉2  − 𝑖𝐿1 − 𝑠 𝐶1 (𝑉2 − 𝑉3) = 0 
𝑖𝐿1 + 𝑠 𝐶1 (𝑉2 − 𝑉3) − 𝑠 𝐶5𝑉3 − 𝑖𝐿2 − 𝑠 𝐶2 (𝑉3 − 𝑉4) = 0 
𝑖𝐿2 + 𝑠 𝐶2 (𝑉3 − 𝑉4) − 𝑠 𝐶6𝑉4 − 𝑖𝐿3 − 𝑠 𝐶3(𝑉4 − 𝑉5) = 0 
𝑖𝐿3 + 𝑠 𝐶3(𝑉4 − 𝑉5) − 𝑖𝐿4 − 𝑠 𝐶7𝑉5 = 0 
𝑖𝐿4 − 𝐺2 𝑉6 = 0 
(1.5.1) 
 
Treating current through the voltage source as additional unknown, we have 
𝑉1 − 𝑉𝑠 = 0 
𝑖𝑠 − 𝐺1(𝑉1 − 𝑉2) = 0 
(1.5.2) 
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The remaining nodal voltages is expressed as 
𝑆 𝐿1 𝑖𝐿1 − 𝑉2 + 𝑉3 = 0 
𝑆 𝐿2 𝑖𝐿2 − 𝑉3 + 𝑉4 = 0 
𝑆 𝐿3 𝑖𝐿3 − 𝑉4 + 𝑉5 = 0 
𝑆 𝐿4 𝑖𝐿4 − 𝑉5 + 𝑉6 = 0 
(1.5.3) 
 
The voltage transfer function of the system is determined by finding the ratio: 
𝐻(𝑠) =
𝑉6
𝑉𝑠
 (1.5.4) 
 
 
To consider another example, the low-pass filter topology of  Figure 1.3  can be 
transformed into a high-pass filter by changing the parallel LCs in the series arms to series 
LCs of shunt arms; and replacing the shunt arms capacitors into series arm capacitor; as 
well as series arm inductor into shunt arm inductor. Thus the nodal equation for every non 
reference nodes of the transformed network is derived as 
𝑖𝑠 − 𝑠 𝐶1(𝑉2 − 𝑉3) = 0 
𝑠 𝐶1 (𝑉2 − 𝑉3) − 𝑠 𝐶2 (𝑉3 − 𝑉4) − 𝑠 𝐶5 (𝑉3 − 𝑉7) = 0 
𝑠 𝐶2 (𝑉3 − 𝑉4) − 𝑠 𝐶3 (𝑉4 − 𝑉5) − 𝑠 𝐶6 (𝑉4 − 𝑉8) = 0 
𝑠 𝐶3 (𝑉4 − 𝑉5) − 𝑠 𝐶4 (𝑉5 − 𝑉6) − 𝑠 𝐶7 (𝑉5 − 𝑉9) = 0 
𝑠 𝐶4 (𝑉5 − 𝑉6) − 𝐼𝐿4 − 𝐺2 𝑉6 = 0 
𝑠 𝐶5 (𝑉3 − 𝑉7) − 𝑖𝐿1 = 0 
𝑠 𝐶6 (𝑉4 − 𝑉8) − 𝑖𝐿2 = 0 
𝑠 𝐶7 (𝑉5 − 𝑉9) − 𝑖𝐿3 = 0 
(1.6.1) 
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Additional degree of freedom from the voltage source gives 
𝑉1 − 𝑉𝑠 = 0 
𝑖𝑠 − 𝐺1(𝑉1 − 𝑉2) = 0 
(1.6.2) 
 
Finally, we have (1.6.3) as the equations for other node voltages 
𝑠 𝐿1 𝑖𝐿1 − 𝑉7 = 0 
𝑠 𝐿2 𝑖𝐿2 − 𝑉8 = 0 
𝑠 𝐿3 𝑖𝐿3 − 𝑉9 = 0 
𝑠 𝐿4 𝑖𝐿4 − 𝑉6 = 0 
(1.6.3) 
 
The voltage transfer function of the high-pass filter can be obtained from 
𝐻(𝑠) =
𝑉6
𝑉𝑠
 (1.6.4) 
 
 
1.3 Global Optimization 
1.3.1 Continuous Method of Optimization 
In continuous optimization, variables of objective function are allowed to freely select any 
arbitrary real number from an infinite set. Optimization algorithm in the continuous domain 
can be classified according to properties of cost function and design constraints [7]. 
Traditional methods may at one point require that the objective function is at least once 
differentiable and more often than not, these methods seek for local minimum for a given 
objective function. However, some others could be adapted to find a global optimum by 
integrating a perturbation sequence such that at every point of local minimum, the solution 
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space is checked to determine whether the present point is a saddle or a valley. Hence, there 
is a need to allow short term increment in objective formulation [8] which may not be 
feasible in gradient based techniques, as it often iterates toward the direction that minimizes 
an objective function. There are numbers of standard algorithm that make use of 
differentiability property, hessian matrix or least square methods; such are Newton’s 
method, Cholesky factorization, and Gauss Newton algorithm among others.  
Another way to deal with continuous variable problem is to use heuristic methods which 
requires no derivatives of objective function. Reference [3] noted that clever algorithm 
most often yields better result with less effort in contrast to belabored close form or 
approximation theory. There are several tested heuristic optimization algorithm that are 
good candidate for global optimization; these include but are not limited to Genetic 
Algorithm, Ant Colony Optimization, Simulated Annealing, Differential Evolution and 
Cuckoo Search Algorithm. The downsides of global optimization is that there is no 
predetermined algorithm parameters [8] and empirical adjustment of parameters is problem 
dependent. Despite the shortcomings, global optimization are often applicable to every 
design problem owing to the certainty of getting at least a local optimum solution and the 
ease of implementation. 
Considering the problem of filter design where no unique solution exist, the use of 
population based algorithm such as those mentioned above will be a reliable way to tackle 
such problem. In View of the way these algorithms handle optimization problem, initial 
guess of the algorithm is composed by generating several random samples around the 
objective function and afterward the optimizer modifies the variables toward the direction 
that promise a better outcome. While this method does not promise a unique solution, it is 
able to explore all the available search space and select the best solution with respect to the 
cost function that minimizes the design error. Provided that the objective function of filter 
design is well formulated to accurately indicate the sensitivity of changing parameters, 
population based algorithm can meet the requirement of filter approximation with less 
effort compared to standard methods. 
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1.3.2 Discrete Method of Optimization 
In contrast to continuous optimization, discrete approach to augment an objective function 
involves working with a discrete set of variables which are habitually combinatorial in 
nature. Discrete optimization is applicable in areas where there is a standard set of preferred 
values which must be exploited in solving a given linear or nonlinear mathematical 
problems. Although combinatorial approach seems to be appropriate for finite problem, 
complexity issue emerge in designing algorithm to tackle discrete engineering problems. 
For instance, arriving at optimal solution for a given discrete optimization problem could 
run in polynomial time 𝑂(𝑛!), in view of the fact that enormous number of elementary 
operations and permutations are involved in evaluating all combinatorial possibilities.  
In dealing with discrete problem, three major schemes were introduced by [8]. The first 
type is comparatively a brute force approach and it is only feasible for a small set of 
parameters as it requires several repeated evaluations; the second category is discrete 
dynamic programming, which is limited to sequential selection of design variables; the 
third and preferred technique is identified as branch and bound technique, this involves 
eliminating all potential redundant combinations while exploring promising solution space. 
Another approach to discrete optimization is the use of evolutionary strategies. Most of 
evolutionary techniques modify the continuous optimization to a form of binary 
equivalence; example of such modification include binary Particle Swarm Algorithm and 
binary Genetic Algorithm. 
 
1.4 Thesis Objective 
The goal of this thesis is to simulate automation process in analog filter design and to 
examine some efficient algorithm useful in filter synthesis. The process involves formation 
of MNA matrix to create symbolic transfer function in s domain, continuous and discrete 
sizing of LC components using evolutionary algorithm; and finally, the performance of 
each algorithm is studied based on fixed error criterion and adaptability to discrete 
optimization problem. 
 13 
 
In order to reliably represent an automation system, a prototype elliptic filter is used and 
its symbolic function is extracted using MNA formulation. With this platform, filter 
components are easily optimized by evolutionary algorithm where the filter approximation 
is accurately mapped to filter synthesis problem. Complex elliptic function is sidestepped 
by optimizing a predetermined elliptic filter structure to meet a similar requirement that 
classical approach would realize. Employing an optimization at this juncture is pertinent, 
but not with ineffectual error test function. Therefore, error analysis technique, related to 
least 𝑝𝑡ℎ method is presented and tested on all strategies treated in this thesis. 
Performance and efficiency of an optimization algorithm can be criticized by its ability to 
escape local optima. In contrast to deterministic approach, stochastic search mechanisms 
are explored to compare their performances in a multimodal analysis such as filter design 
and to investigate their adaptability to combinatorial problem. In the later study, a method 
to select discrete components as an additional constraint requirements for continuous 
domain is introduced to the filter design problem. Discretization is an important process in 
analog filter design due to standardized manufacturing constraints. We shall consider 
implementation of some EAs techniques whose strategies may not involve mathematical 
operation on parameters of search space to solve discrete filter problem. Such EAs include 
Genetic Algorithm (GA) and Ant Colony Optimization (ACO). In the continuous domain, 
on the other hand, we shall examine Differential Evolution (DE), Differential Search 
Algorithm (DSA), Covariance Matrix Adaptation Evolutional Strategy (CMAES), and 
Particle Swarm Optimization (PSO). Based on performance of the continuous algorithms, 
we shall also extend two of these algorithm to solve discrete optimization problem. 
 
 
1.4.1 Organization of Thesis 
The remainder of this thesis is structured as follows: a review of literature on general circuit 
automation, introduction to population based metaheuristic, and current trends in discrete 
optimal component selection in filter design are presented in Chapter two. Most 
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particularly, emphasis is drawn on evolutionary based techniques in discrete component 
selection. Drawbacks and prospects of each technique are highlighted in this chapter. 
Chapter three concentrates on combinatorial optimization problem; where two standard 
techniques for discretization are introduced and major setbacks in applying these 
techniques to multidimensional problem such as filter design are underlined. Without loss 
of generality, the chapter is taken further to application of two major evolutionary 
algorithms GA and ACO whose optimization operator such as mutation, crossover, and 
selection can be harnessed for combinatorial problems. Ways in which the ACO and GA 
can be groomed for filter design is described in this chapter, while filter design examples 
are deferred for the later chapter. The major aim and contribution of this thesis revolve 
around chapter four and five. In chapter four, elements of objective function is formulated 
and a unique approach for performance check is introduced. Based on the later approach, 
minimization of the objective function in continuous domain is performed using DE, 
CMAES, DSA, and PSO respectively. Modification of constraints of continuous 
optimization to accommodate discrete parameter selection is carried out in succeeding 
chapter. Filter design examples for the additional constraints are also provided to show the 
applicability of the method. As deferred earlier, filter design examples for GA and ACO 
are provided alongside as basis of comparison. Overall comparison of EAs is made in terms 
of ability to meet filter specification and time taken to converge to a predetermined 
maximum number of evaluations. Chapter six concludes the thesis with executive summary 
of findings, contributions, and recommendations. 
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CHAPTER 2 
LITERATURE REVIEW  
2.1 Automation of Electronic Circuit 
In computer automation of circuit analysis, it is imperative to determine in advance a 
mathematical equivalence to model circuit characteristic in order to know the response of 
a given system to changing input signal or to measure the tolerance of the system to varying 
component value. Due to several evaluations required in numerical simulation of analog 
circuit, it is unrealistic to determine the response of a given system by hand calculation; as 
a matter of fact, numerical analysis of predetermined electronic circuit is considerably more 
time consuming aside from considering the complexity of the circuit. Automation process 
in circuit design provide a means to model, modify, and analyze circuit behavior repeatedly 
with little intervention of designer. The first ever found literature that address the problem 
of automatic synthesis of analog electric circuit was reported by [9] using genetic 
programing. In this pioneering work, an identical approach was successfully used to create 
circuit topology and sizes of components in eight different electric circuits. This approach 
annexed the use of random variation and natural selection of nature to tackle real time 
engineering problem. The evolution process encompasses evaluation of fitness function 
which involves the use of SPICE simulator. On the average, the simulator requires 
about 2.3 × 107 computer operations to compute a single evaluation and with the available 
computing power together with the number of runs needed to get a minimum tolerance, it 
took days to arrive at desired results. Although there are some discounted requirement in 
the synthesis process, the work [9] demonstrates the applicability of genetic programming 
in automation of analog electric circuit. 
SPICE simulator was initially developed in 1975 [4] at Electronic Research Laboratory, 
University of California. This circuit simulator is widely adopted for electric circuit 
simulation due to its robustness, ease of use, reliability, and fast deployment process. 
Conversely, when SPICE is integrated with other computer program as in the case of 
optimization of electric circuit, it requires modifications and usually takes longer time 
when running in parallel with another program. SPICE is created using modified nodal 
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approach and also entails formation of netlist to represent the structure, connecting nodes, 
and values of constituent components of a circuit.  
If for instance we assume an anticipated characteristic in electric circuit, and it is desired 
to automatic create a circuit model to realize this characteristic, employing a single 
program to solve this intricacy will be a better alternative on the account of seamless 
interaction of programing platforms. In an attempt to bridge this gap, [10] exploited the 
flexibility of MNA in use with MATLAB programming language to describe the nodes 
and components of a known filter, in order to enhance filter synthesis by optimization. As 
it is necessary to describe the structure of the circuit to be optimized to computer programs, 
SPICE net-listing pattern was adopted in the creation of MNA admittance matrix. Net-
listing a simple two or multi terminal component entails assigning alphabetic symbols and 
numbers for the nodes, element types, and values with respect to its location in a given 
circuit. For illustration, suppose we have a low-pass filter of  figure 2.1, the netlist is 
obtained as: 
 
𝑅𝑒𝑠𝑖𝑠𝑡𝑜𝑟 𝑅 → 𝑅𝑥  1  2  𝑥𝑥𝑎 
𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑜𝑟 𝐶 → 𝐶𝑥  2  0  𝑥𝑥𝑏 
𝐼𝑛𝑝𝑢𝑡 𝑠𝑜𝑢𝑟𝑐𝑒 𝑣𝑠 → 𝑣𝑥1  1  0  𝐷𝐶  𝑥𝑥𝑐 
𝑂𝑢𝑡𝑝𝑢𝑡 𝑣𝑜 → 𝑣𝑥2  2  0  𝐷𝐶  𝑥𝑥𝑑 
(2.1) 
  
Taking node 0 as point of reference, the netlist asserts that resistor Rx is connected between 
nodes  1  and  2  with value of  xxa , capacitor  Cx  is placed between nodes  2  and ground 
terminal with value xxb, voltage source vx1 is in-between the reference node and node 1 
and it is a dc source with value xxc, and finally output dc voltage vx2 = 𝑥𝑥𝑑 is tapped at 
node 2 to the reference terminal. 
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Figure 2.1 Simple Low-pass Filter Example 
 
 
The nodal admittance matrix created on this platform [10] serves as the input to the 
optimization program where the structure and parameters of low-pass filter is synthesized 
using GA toolbox. Improvement made by this approach include reduced computational 
time with good precision. 
Another notable work is a program [11] written to generate MNA equation by the use of 
MATLAB symbolic toolbox and SPICE-like netlist. The program can be adjusted to 
symbolic mode or numeric mode. This modes were experimented on some predetermined 
Sallen-Key filters. Putting the computation power of MATLAB into consideration, the 
program is presumed to handle more complex circuitry than SPICE circuit simulator.  
A convenient way to integrate SPICE with MATLAB is to use Simulink to Personal-SPICE 
Interface (SLPS) which allows parallel simulation of system and circuit design. SLPS 
interface is targeted to simultaneously test a collective set of electromechanical system 
during a design process, where the SPICE simulator eliminates the need of prototyping the 
electrical unit of the system. However, for this thesis, interfacing electronic circuit 
simulator with MATLAB program for the design of analog filter using evolutionary 
strategies will result into additional redundant resources and increase in execution time of 
the analysis procedure. In order to have an economical, fast, and efficient simulation, we 
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adopt MNA style to symbolically represent circuit model, owing to MNA simplicity, 
minimum storage requirement, fast execution speed and straight forward matrix 
manipulation. To have a better sense of ascertaining the precision and correctness of the 
method adopted, we compare the frequency response derived from MATLAB using MNA 
matrix (1.4.4) with that of a commercially available online SPICE simulator known as 
PARTSIM (www.partsim.com) in  Figure 2.1  and Figure 2.2  in turn. Following the 
nomenclature of  Fig. 1.3  with corresponding optimized LC components  L1 =
1.2298, L2 = 1.1923, L3 = 0.8957, L4 = 0.9784, C1 = 0.2277, C2 = 0.4608, C3 =
0.7584, C4 = 0.7667, C5 = 1.3650, C6 = 1.0844, C7 = 1.0585  and equal terminal 
resistance of  R1 = R2 = 1 , it is observed that both magnitude and phase responses 
obtained from the two programs are identical. 
 
 
Figure 2.2 Bode Plot: Frequency Response of 8th Order Elliptic Low-pass Filter by 
MATLAB Program 
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Figure 2.3 Bode Plot: Frequency Response of 8th Order Elliptic Low-pass Filter by 
PARTISM [www.partsim.com] 
 
                                                          
1 www.partsim.com runs a free web based SPICE simulation engine 
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2.2 Population Based Metaheuristics 
Population based metaheuristic can be deemed to be collection of swarm-like latent 
solutions generated by sampling objective function at multiple random initial points, which 
afterward is iteratively improved to get the global optimum solution. The population is a 
set of local minimum through which – at the end of iteration after convergence – the global 
optimum solution is obtained. The global optimum is an individual solution with the least 
error for a minimization problem or the individual with highest fitness value for a 
maximization problem. In most cases, population based metaheuristic approach is centered 
on three principles [12, 13], namely: evaluate, compare, and compete. As for the evaluation 
stage, members of the population are assumed to be sensitive to the changes around them 
and hence adapt towards or against the environmental impact by learning process. The next 
stage is to compare individual qualities; at this point, cooperate members learn from their 
neighbors in order to exploit beneficial properties amidst themselves. Last stage is more of 
biological reproductive process of natural selection [8, 14] which is in accordance to 
Darwinian principle of “survival of the fittest.” In this event, only members that proffer a 
good solution are selected for further exploitation and exploration. The selection rule is 
important because as evolutionary operators evolve the population, better partial solutions 
are returned to compete with the previous local best at each generation. This replacement 
scheme is common to most evolutionary algorithms. 
Algorithms in category of populated search include Particle Swarm Optimization (PSO), 
Imperialist Competitive Algorithm (ICA), Genetic algorithm (GA), Differential Evolution 
(DE), Ant Colony Optimization (ACO), Cuckoo Search (CS), Scatter Search (SS), 
Gravitational Search Algorithm (GSA), Artificial Immune Systems (AISs), Evolution 
Strategies (ESs), and many others evolutionary algorithms (EAs). Depicted in Figure 2.4 
[13] is the listing of metaheuristic algorithm, under which population based metaheuristics 
are singled out and divided into subgroups. 
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Figure 2.4 Grouping of Metaheuristic Algorithms [13]  
 
                                                          
2 Figure 2.4 abstracted from reference [13] 
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2.3 Current Trends in Discrete Component Optimization 
Various attempts have been made to implement discretized search technique for analog 
filter design using E number Series. One of such efforts involves generation of components 
within a discrete boundary where evolutionary algorithm can pick any continuous number 
within the range of desired series. Design examples for active and passive filters have been 
published to demonstrate the practicality of this method; however, a possible setback is 
that component generated from a presumed series may exceed the tolerance of the projected 
series due to enormous numerals that span the range of approximating equation formulated 
for such series. One of the recent demonstration of this form of discrete component 
selection was carried out [15] using simplex particle swarm optimization for optimizing 
active low-pass filter. The optimizer are often allowed to randomly select any real number 
within the boundary, after which they are substituted into equations to compute the final 
components value for a predicted scaled size. For instance, E12, E24, E48, E96, and E192 
will respectively take the following formulation  (2.3)  at each evolutionary update of 
employed optimizer: 
𝐸12 = 𝑙12 × 100 × 10
𝑘12 
𝑓𝑜𝑟   0.1 ≤ 𝑙12 ≤ 0.82   𝑎𝑛𝑑   2 ≤ 𝑘12 ≤ 4 
 
(2.3.1) 
 
𝐸24 = 𝑙24 × 100 × 10
𝑘24 
𝑓𝑜𝑟   0.1 ≤ 𝑙24 ≤ 0.91   𝑎𝑛𝑑   2 ≤ 𝑘24 ≤ 4 
 
(2.3.2) 
 
 
𝐸48 = 𝑙48 × 100 × 10
𝑘48 
𝑓𝑜𝑟   0.1 ≤ 𝑙48 ≤ 0.953   𝑎𝑛𝑑   2 ≤ 𝑘48 ≤ 4 
 
(2.3.3) 
 
𝐸96 = 𝑙96 × 100 × 10
𝑘96 
𝑓𝑜𝑟   0.1 ≤ 𝑙96 ≤ 0.976   𝑎𝑛𝑑   2 ≤ 𝑘96 ≤ 4 
 
(2.3.4) 
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𝐸192 = 𝑙192 × 100 × 10
𝑘192 
𝑓𝑜𝑟   0.1 ≤ 𝑙192 ≤ 0.988   𝑎𝑛𝑑   2 ≤ 𝑘192 ≤ 4 
(2.3.5) 
 
Suppose we have an active filter comprising of resistors and capacitors, in order to generate 
a component from any of these series, evolutionary algorithm must determine two 
values (lxx and kxx) at each iteration for every single component. Where the unit of each 
derived component is expressed together with its expected magnitude like Pico Farad (pF), 
kilo Ohms (kΩ), and milli Henry (mH). Hence, population "pop" in search of solution can 
be arrayed in matrix form as: 
𝑃𝑜𝑝 =
[
 
 
 
 
 
  
𝑙𝑎1 𝑘𝑎1,   𝑙𝑏1 𝑘𝑏1,   ⋯ ⋯,   𝑙𝑧1 𝑘𝑧1  
𝑙𝑎2 𝑘𝑎2,   𝑙𝑏2 𝑘𝑏2,   ⋯ ⋯,   𝑙𝑧2 𝑘𝑧2  
⋮ ⋮ ⋮ ⋮,   ⋯ ⋯,   ⋮ ⋮ 
𝑙𝑎𝑛 𝑘𝑎𝑛,   𝑙𝑏𝑛 𝑘𝑏𝑛,   ⋯ ⋯,   𝑙𝑧𝑛 𝑘𝑧𝑛 ]
 
 
 
 
 
 (2.3.6) 
 
Each row vector in the matrix represents nth potential solution with zth dimensional space; 
where each component pair  (lxx and kxx)  is substituted into either of the 
equations (2.3.1) − (2.3.5) depending on the preferred E number series. This implies that 
when binary genetic algorithm (Binary GA) is considered, the chromosome representing a 
solution will contain z number of genes, while each genes carries information of individual 
components  (lxx and kxx)  or different gene may be consign to half pair  (lxx or kxx) 
depending on the complexity of the system. It will however require more bits to represent 
a singular chromosome in binary GA as compared with floating point representation of 
other optimization method. Aside from computational hassles of this discrete evolutionary 
operator, this method requires more constraint evaluation for separable components. 
In the following example, differential evolution (DE) is used to optimize the components 
of an 8th order elliptic low pass filter using the method described above. Relating to the 
general specification of filter design of this thesis which is intently described in the 
imminent chapters, we assumed a de-normalized form for this illustration. The frequency 
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bands are to be in the range of  0 ≤ fp ≤ 1 MHz, 1 MHz ≤ ft ≤ 1.2 MHz, 1.2 MHz ≤
fs ≤ ∞  for passband, transition band and stop band respectively. Since we have  11 
components to be optimized, the total number of constituent elements to serve as input to 
the optimizer will be twice (22) the number of element according to (2.3.6). In order to 
demonstrate the procedure of (2.3), we consider the final optimized output (global best) 
from DE after 7000 generations. 
𝑜𝑝𝑡𝑖𝑚𝑢𝑚 = {𝑙1 𝑘2 𝑙3 𝑘4 ⋯ ⋯ 𝑙21 𝑘22} 
= 0.8694, 4.0000, 0.9880, 3.8669, 0.9880, 3.9728, 0.7737, 3.9985,
0.1000, 2.0002, 0.1680, 2.1475, 0.1369, 2.0003, 0.2727, 2.0000,
0.4126, 2.0167, 0.1236, 2.4897, 0.1018, 2.6212 
(2.4.1) 
 
The output variables are arranged in such a way that every pair li and ki+1 form an element 
in the solution vector as arranged according to  (2.4.2). This implies that l1 k2  will be 
assigned onto the component with subscript 1, and l3 k4 is consigned to component with 
subscript 2; this goes on until last pair of element gets its corresponding component. 
𝐿1 𝐿2 𝐿3 𝐿4 𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7 (2.4.2) 
 
Note that the global optimum vector is restricted within the boundary limits defined for 
E192 series in (2.3.5); that is, li does not exceed 0.988 andki+1 is within 2 & 4 . For a 
fixed terminal resistance of 50 Ω at the input and output of the filter network, each element 
pair is substituted into (2.4.3) to obtain the real values of every components of the filter 
𝐿𝑥 = 𝑙𝑖 × 100 × 10
𝑘𝑖+1 ×  (10−4) 𝐻 
𝐶𝑥 = 𝑙𝑖 × 100 × 10
𝑘𝑖+1 ×  (10−13) 𝐹 
(2.4.3) 
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The resulting components are listed in Table 2.1 where it is observed that the components 
state is continuous. For that reason, every single component must be projected to the closest 
element value of the E192 series which is provided alongside the columns in Table 2.1 
 
Table 2.1 Components value for 8th order elliptic low pass filter with fp: 1 MHz,
fs: 1.2 MHz and Rin = Rout = 50 Ω  
𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠 𝐼𝑑𝑒𝑎𝑙 𝐶𝑙𝑜𝑠𝑒𝑠𝑡 𝐸192 
𝐿1 (𝜇𝐻) 8.694000 8.66 
𝐿2 (𝜇𝐻) 7.272051 7.23 
𝐿3 (𝜇𝐻) 9.280192 9.31 
𝐿4 (𝜇𝐻) 7.710323 7.68 
𝐶1 (𝑛𝐹) 1.000461 1.00 
𝐶2 (𝑛𝐹) 2.359442 2.37 
𝐶3 (𝑛𝐹) 1.369946 1.37 
𝐶4 (𝑛𝐹) 2.727000 2.74 
𝐶5 (𝑛𝐹) 4.287748 4.27 
𝐶6 (𝑛𝐹) 3.816968 3.83 
𝐶7 (𝑛𝐹) 4.255472 4.27 
 
 
The maximum passband ripple attained is  0.101 dB  and the minimum stopband 
attenuation is  57.2 dB . The frequency response in terms of magnitude and phase is 
displayed in  Figure 2.5  below using bode plot on MATLAB. Later on in this thesis, 
another approach is considered for approximating the response of filter which has the 
advantage of improving the discrete results at every round of iteration instead of the 
penultimate decision method illustrated above. 
 
 26 
 
 
Figure 2.5 Frequency response curve for table 2.1 
 
 
Another common approach of tackling discrete problem is the use of evolutionary 
algorithms which are primarily designed for travelling salesman problem (TSP). This 
algorithm gives a better alternative to formulate a combinatorial optimization problem 
because the number of cities to be visited is always fixed; thus traversing every cities can 
provide a way of selecting components that offers a better solution. One of such algorithm 
is the ant colony optimization (ACO) developed by Marco Dorigo [16] in 1992. Dorigo 
heuristically solve TSP by replicating the foraging behavior of ant in ant colony system. 
ACO was inspired by some ant species that accumulate scented chemical substance called 
pheromones along their path in search for nourishment. The pheromones are distinctive to 
individual specie and are used to correspond with other ants in the same colony about the 
location of food. As more ants tend to locate the food substance from their nest, it is 
believed that the concentration of pheromones will increase along the path with shortest 
distance. Thus the quantity of pheromones deposited is inversely proportionate to the 
 27 
 
distance between the food source and their nest. This notion is agreed upon based on the 
reality that the chemical substance easily evaporates, but when it is consistently replenished 
by ants traversing the path, higher concentration will be found along the shortest path. As 
demonstrated in Figure 2.6 below, each ant in the colony selects the next city to be visited 
based on the pheromone deposition on the cities and stochastic mechanism, where any one 
single city can be selected more than once within a single solution search. 
 
P11 P1N
PM1 PMN
P12
PM2
P21 P22 P2N
Dimension of Problem: DIN
PNM: Discrete Components  
Figure 2.6 ACO Foraging  movement [12] 
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All the concepts of ACO in solving TSP are not completely transferable to discrete problem 
of filter design because all discrete components in the solution space cannot altogether be 
considered at once to manipulate the frequency response curve. That is, we have more 
components than required for discrete filter design, thus we deal with a combinatorial 
problem instead of finding number of ways to visit different cities (i.e. locating the shortest 
path). Another possible limitation is that the stochastic process of optimization involves 
replacing every element chosen at one instant before selecting the next element [17] which 
contradict the basic concept of TSP – that a single city cannot be visited twice. Since it is 
not desired to know the distance of one component to another, nor is it required to compute 
the length of the tour in filter design problem, fitness function of ACO is therefore 
computed based on the error tolerance at each optimization sequence. 
 
In this chapter, different concepts in design of analog filter are reviewed; and it is noted 
that in numerical simulation process, it is required to have a fast and efficient seamless 
interface to evaluate circuit behavior at every instance when the optimization algorithm 
adjust the parameters of the circuit. Upon this reflection, we graphically compare the 
performance of symbolic MNA for the circuit model with an online SPICE-like simulator. 
Besides that, the concepts and examples of population based metaheuristic are examined. 
As an extension of the metaheuristics optimization algorithm, we reviewed a systemic 
approach used in discrete optimization where a method of approximating number series is 
implemented for the sizing of filter elements in an analog filter design problem. DE 
algorithm is used to demonstrate the procedure and the drawback of the method is 
highlighted. And lastly we surveyed ACO, which is one of the commonly used algorithm 
in literature today for discrete search problem; and we noted some possible limitations of 
this algorithm which are summarized as follows: 
I. It assumes that the number of cities, problem dimension, and search space have 
equal dimension 
II. Stochastic process involves without replacement (a city should not be visited 
twice) 
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III. Selection strategy depends on pheromones concentration which could make the 
algorithm converge quickly on current best elements 
Various method has been proposed to compensate for these setbacks. In subsequent 
chapters, some basic concepts from the proposed methods shall be adopted to implement 
ACO; this is done to compare its performance with other proposed discretization methods 
of this thesis. 
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CHAPTER 3 
STANDARD APPROACH TO DISCRETE OPTIMIZATION 
3.1 Overview of Exhaustive Enumeration Technique 
Given a continuous variable, numerical optimization algorithm can in basic terms be 
applied to determine a set of parameters to yield an optimal solution that minimizes or 
maximizes an objective function. On the other hand, if we assume a collection of discrete 
variables, determination of the gradient of an objective function is of no use; as a result, a 
combinatorial optimization algorithm provides a better way to tackle the discrete problem. 
To consider engineering design problem such as filter design which involves nonlinear 
mathematical model, application of gradient based [18] optimization algorithm only seems 
sensible when there is no restriction on the choice of continuous variable. Nonetheless, the 
technique cannot guarantee a global optimum and in general a unique solution as this 
approach is highly expected to develop several local minimum at which the global 
minimum may be ambiguous [8] if it exist. Exhaustive search or brute force technique may 
be consider as the best alternative if and only if we have unlimited computational power 
and resources. This method traverse all the potential solutions that satisfy a given constraint 
of an objective function and finally select a global optimum after comparing the 
constructed solutions. Consider a vector of discrete constraint variable  N , exhaustive 
algorithm for finding optimum solution by minimization can take the form of Table 3.1. 
From the algorithm presented in the table, n is a subset of finite element from feasible 
solution vector N that produces the optimum value for the objective function f. 
 
Table 3.1 Exhaustive Search Procedure 
For: 𝑙𝑒𝑛𝑔𝑡ℎ 𝑁 
While: 𝑁 ≠ ∅ 
Do: 𝑓𝑖(𝑁 ← 𝑛) 
If: 𝑓𝑖+1 < 𝑓𝑖  
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                                      Retain 𝑓𝑖+1(𝑛) 
                                      Else, Retain 𝑓𝑖(𝑛) 
End 𝑖𝑓 
 End 𝑤ℎ𝑖𝑙𝑒 
Output: 𝑛 = 𝑛𝑏𝑒𝑠𝑡 
 
 
Although exhaustive enumeration technique for computing global optimum has a potential 
of arriving at a unique solution in filter design for a given set of finite variables, its trial 
and error attribute is however time consuming and utilizes enormous computational 
resources. For instance, assuming we have an RC filter with 6 components to be selected 
from E24 series with 5% tolerance, the total number of execution round for exhaustive 
search algorithm to attain an optimum solution will be a permuted order of  P(n, r) =
P(24,6) ; which is approximately  97 × 106  analytical operations without inclusion of 
assessing each local solution for optimality. In general, for a given set of discrete 
variables N, and a total number of required variables Pi, the total numbers of combinations 
to be evaluated to get unique and global solution is: 
𝑇 = ∏ 𝑃𝑖
𝑁
𝑖=1
 (3.1) 
 
 
3.2 Overview of Branch and Bound Technique 
Due to an exponential increase in number of latent solutions in exhaustive search 
technique, a modified and reduced formulation called Branch and Bound (BB) is a 
preferred choice in discrete optimization problem. The major concept behind this approach 
is to eliminate all possible points that cannot further improve a solution. Relaxed 
representation of actual mathematical model [8] is used to determine selectivity of the 
partial enumeration that forms the nodes and edges of a spanning tree in BB. In the tree 
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structure shown in Figure 3.1, nodes and edges are the possible route to partial solutions, 
and more solutions continue to emerge by branching process until the end of the tree is 
reached. Alongside the branching operation, some nodes/edges are truncated when it is 
observed that no better improvement can be attained. However, examination of redundant 
point to decide on whether to truncate is quite complex in cases where parameter sensitivity 
is prominent, because the decision made to limit the set of discrete values in tree branching 
is subjective. 
f0
f1
f4f3
.. ..fi
f2
.. fk
 
Figure 3.1 Branch and Bound Tree Diagram 
 
 
3.3 Discrete Evolutionary Algorithm 
3.3.1 Genetic Algorithm (GA) 
Genetic Algorithm (GA) is an optimization method developed by John Holland [14] who 
modelled the biological genetic processes of crossover and mutation in chromosomes as 
heuristic technique for optimization. GA is based on Darwinian rule of natural selection to 
evolve chromosomes representing design variables towards minimizing an objective 
function. Depending on the degree of freedom of the design variables, chromosomes can 
be represented with either binary strings of ones (1′s) and zeros (0′s) or by using real 
value variables. In spite of the reality that we can hardly prove the convergence property 
of GA, it is still considered a reliable option when conventional close form approximation 
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fails. Continuous implementation of GA is first described in this section, then we discourse 
how crossover and mutation procedures can be harness for combinatorial filter 
optimization problem. 
First main process in GA after initialization phase is reproduction; at this stage, population 
of constructed solutions is evaluated and graded for selection. Roulette wheel can be used 
for selection. The significance of using this wheel is that better fitted individuals are given 
more chance to transfer their trait to the next generation by an increase in probability of 
selection, while less fitted entities are given less privilege to transfer their weakness; this 
notion is sometimes called [12] survival of the fittest. Subsequent to selection is crossover 
which is performed in a mating pool. During each round of iteration, GA may control the 
rate of crossover by assigning a probability fraction Pcr to its parameter. If crossover is to 
occur with respect to the probability Pcr, the crossover site Cs can be randomly picked as a 
single or multiple points where the position of the operator determines the point by which 
the genes in the parent chromosomes are swapped. Single point crossover is illustrated 
in Figure 3.2 where the randomly selected crossover site is indicated by thick dotted line: 
 
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 XD
Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9 Y10 Y11 YD
X1 X2 X3 X4 X5 Y6 Y7 Y8 Y9 Y10 Y11 YD
X6 X7 X8 X9 X10 X11 XDY1 Y2 Y3 Y4 Y5
PARENTS
OFFERINGS
Crossover Point
 
Figure 3.2 Genetic Algorithm: Single Point Crossover 
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When variables are represented in floating point number, the Fe/male pairs of chromosome 
can take advantage of crossover and extrapolation proposed by [14]. The extrapolated gene 
of the chromosome is mathematically computed using (3.2.1), where X and Y are the male 
and female pair and randβ is random number between 1 and 0. 
 
𝐶𝑥 = 𝑋𝑖 − 𝑟𝑎𝑛𝑑𝛽(𝑋𝑖 − 𝑌𝑖) 
𝐶𝑦 = 𝑌𝑖 + 𝑟𝑎𝑛𝑑𝛽(𝑋𝑖 − 𝑌𝑖)  
(3.2.1) 
 
As is observed in the crossover operation that generation of new offering is restricted to 
the genetic constituent of the parent chromosome alone; however to prevent premature 
convergence, GA explore other areas of possibility by introducing mutation operation. This 
operator simply changes some bits string in binary GA or adjust the variables of floating 
point number. Since GA is a controlled process, the rate of mutation is tamed by fixing the 
percentage of population to be mutated. In a population P, if mutation constant is a tiny 
proportion Μ for a design variables of length Din, then the total modified variables is P ×
Μ × Din. The higher the Μ the greater the exploration rate and randomness of GA. 
 
CROSSOVER AND MUTATION TECHNIQUE 
The three basic genetic operator [14] – selection, crossover/mating, and mutation – that 
refines the results of GA are reformulated to handle a combinatorial optimization problem 
of filter design as follows: 
Search space 
For a given set of discrete variables P ∈ Rn , and pi ∈ P for i = 1,… , n. Create a m × n 
dimensional matrix as starting point from the set of all available components; where n is 
the dimension of the problem and m is the size of all possible rows that can be created from 
discrete space P. Repetition of elements is allowed to make up for any incomplete row – if 
such exist. 
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Selection 
After evaluating the fitness of initial population matrix, selection is done based on graded 
performance of all potential solutions in the population matrix. The performance of GA 
with respect to the specifications – provided in the next chapter for filter design – is 
estimated by weighted Sum of Maximum Differences (SMD). In subsequent to evaluating 
the initial population m × n, solutions are ranked according to their fitness value and a 
portion of them that meets the required threshold  τ  are selected for crossover. 
Equation  (3.2.2)  shows a normalized threshold for grading the cost  f  of individual 
solution. 
τ =
𝑓𝑖
Σ𝑓
 (3.2.2) 
 
At each generation, a local minimum is tracked until the algorithm terminates. Thus the 
global optimum p∗ ∈ P is defined as f(p∗) ≤ f(p) ∀ p ∈ P for the objective function f to be 
minimized. 
 
Crossover 
This is the exploitation phase and it is carried out in two different modes. First mode is the 
biased crossover where the local best solution uses the information of crossover point to 
mate with other individuals of selected populace. For instance, if set p1 ∈ P is the current 
best solution, then some selected elements from  p1 = p1
1, … , P1
k, … , P1
n  will mate at 
crossover point  Cs  of other ranked individual  pi  for  i = 2,… , n . The second mode is 
unbiased in the sense that crossover point(s) Cs is chosen for each members of the ranked 
population, where all members shares their traits among themselves without considering 
their fitness rank. The intensity of this social influence depends on Cs and permutation 
constant z. For example, suppose Cs = 1, we can have four different arrangement for any 
two individuals, however, if we set z = 2, then only two of the combinations are accepted 
while the others are discarded as illustrated in Fig. 3.2. The complexity of this method 
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grows with Cs, z and the number of individuals selected for crossover. In order to intensify 
the exploitation process at each round, operators such as flipping left/right, random 
permutation of elements, and row or matrix shuffle can be introduced to independently 
manipulate the newly generated population at each round of iteration. 
 
Mutation 
Some components are randomly selected from finite set P to replace some elements of 
current population. This exploration procedure prevents premature convergence of the 
algorithm and it is governed by a mutation constant Μ to determine the number of elements 
to be traded. Aside from this doping operation, unbiased immigrants [8] can also be 
introduced to compete with current set of solution before next evaluation. The algorithm 
for the search process is implemented using the description that follows: 
 
I. Initialize Parameters: stopping criteria, 𝐶𝑠, 𝑧, Μ, 𝑃𝑐𝑟 , and selection threshold τ 
II. Generate Population: create m × n from discrete set 𝑃 
III. Evaluate fitness: check performance of each individual solution 
IV. Selection: select based on threshold τ of ranked fitness 
V. Genetic Operators: apply operators for selection, crossover, and mutation 
accordingly 
 Biased crossover 
 Unbiased crossover 
 Additional operation 
 Mutation 
 Add immigrants 
VI. Repeat step 𝐼𝐼𝐼, 𝐼𝑉, 𝑉: until termination condition is satisfied. 
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3.3.2 Ant Colony Optimization (ACO) 
Ant colony optimization (ACO) is in connection with the process of imitating the foraging 
behavior of ants [16] in their colony system, where a number of artificial ants construct a 
solution around an optimization problem by providing information relative to that of a real 
ants through pheromones deposition. ACO procedure adapted for filter synthesis [12] 
comprises of two major updates, namely probability update  (3.3.1)  and pheromones 
update (3.3.2). The parameters of the updates include visibility constant α, evaporation 
rate ρ, adjustable constant Q, and learning rate F. 
𝑃𝑖𝑗
𝑘 =
τij
𝛼
∑τij
𝛼 (3.3.1) 
τij = (1 − ρ)τij +
𝑄
Σ𝐹𝑖𝑗
 (3.3.2) 
 
In order to harness ACO to combinatorial optimization problem of filter design, the 
following procedure is followed: 
A search space P of finite set containing discrete variables from E192 series is created; 
each element of the set ranges in order of 10−6 to 10−12. A pictorial description of how 
the components are arrayed is depicted in Figure 2.6. 
The vector of discrete components i.e. Pi for i = 1, … , n is assumed to lie on the edges of a 
fully connected construction graph [16]; therefore, position Gps ← P is assigned for each 
element p ∈ P in the search space. These edges hold the pheromone (3.2.2) deposition 
[19], whereby the greater the concentration of pheromones, the more the likelihood (3.2.2) 
of selecting the connected component. 
In contrast to application of ACO to Travelling Salesman Problem (TSP), the stochastic 
mechanism that demonstrate the foraging behavior of ant is described as follows: assume 
ant k is stationed in arbitrary location, the probability of the ant to relocate from one city i 
to the next city j depends on probability ranking of unvisited cities and also on its present 
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position. This implies that the choice of next city to be visited relies on how much 
pheromones is present on the edges of unvisited cities and also on stochastic variable that 
ensure that the selection of cities is not totally based on local best solution. However, if the 
current city of an ant is a duplicated position for current best, the probability of not 
changing is 1. This requirement is one major contradiction [17] to TSP because a single 
element can be selected as many times as it can offer a better solution. In this perspective, 
possibility for mutation is allowed during the construction of solution in order to explore 
all the other discrete search space. The mapping of ant position to corresponding element 
value is performed by the assignment statement P ← Gps. 
Thorough description of objective function  f: P → Rn  required to be minimized is 
formulated in chapter 4 based on the 8th order prototype filter. Besides, the performance 
of the algorithm is measured by using weighted SMD which is favorable to curve fitting 
approximation of filter response. At every phase of update, ACO continues to select a better 
solution by comparing previous best to the current best. When the termination constraints 
are satisfied, the algorithm set the final local minimum as global optimum. Here, global 
minimum  p∗ ∈ P  is defined as  f(p∗) ≤ f(p) ∀ p ∈ P . A complete pseudo code for 
implementing ACO can be found in chapter 5 with filter design example. The parameters 
of ACO provided in Table 3.2 below can be used when coding with this technique. 
 
 
Table 3.2 Parameters for ACO 
Parameters Symbols Value 
Evaporation rate ρ 0.1 
User’s constant Q 5.1874 
Visibility constant 𝛼 0.05 
Population size 𝑃𝑠 300 
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The most part of this chapter is focused on different ways of approaching a discrete 
optimization problem where we discussed exhaustive search method as a reliable 
approach to arrive at a unique solution from a finite search space. However, due to the 
exponential growth in computational time of this method with reference to the number of 
available components to select from, we dare not try out this method. An alternative 
method called branch and bound techniques is also explored as a reduced and modified 
exhaustive search method. Nonetheless, this method also has its negative aspect which 
lies in the determination of the points to be truncated within the branches of the search 
tree; this is as a result of unpredictable performance of the system with respect to 
different combinations of element positions from the finite search space. Aside from this 
reality, the method does not guaranteed that the differences in execution time as 
compared to the core exhaustive method will be substantial. 
Having scrutinized the aforementioned methods, we explore an alternative approach of 
evolutionary algorithms. Basic idea of GA is studied and the concept of binary GA is 
reproduced in a way to replicate its crossover and mutation (CM) techniques to solve a 
combinatorial optimization problem of discrete component selection in filter design. The 
modification is patterned such that the genetic operators do not perform any arithmetic 
operation on the system variables; it is only required to swap and shuffle the discrete 
elements in different order that minimizes an objective function. And lastly, we examined 
ACO method, which is widely adopted in discrete optimization problems – to stand as a 
point of reference for the purpose of comparison. 
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CHAPTER 4 
MODIFIED APPROACH FOR FILTER DESIGN 
4.1 Elements of Objective Formulation 
From Fig. 1.3, let the filter components to be optimized be represented by a row vector 
given in (4.1). In continuous optimization, partial solutions are found by minimizing a set 
of objective function represented by f(Pi), where Pϵℝ. If the objective function is related 
by (4.2), where k is the graded index of the partial solution for the minimization problem; 
then global minimum is a set of P whose parameters gives the least error in f(Pi); that is,  
f(p∗) ≤ f(p) ∀ p ∈ P. Optimization algorithm is able to tune the parameters Pi of the filter 
network in order to improve the frequency response weighed at some predetermined 
intervals in frequency axis ω. 
 
𝑷𝒊 = 𝐿𝑚, 𝐿𝑚−1, 𝐿𝑚−2 … , 𝐿1, … , 𝐶𝑛, 𝐶𝑛−1, 𝐶𝑛−2, … , 𝐶1 
𝑓𝑜𝑟 𝑖 = 1,2, … 𝑘 
 
(4.1) 
 
𝑓(𝑃1) ≤ 𝑓(𝑃2) ≤ ⋯ ≤ 𝑓(𝑃𝑘) (4.2) 
 
By using modified nodal analysis (MNA), the transfer function of 8th order prototype filter 
can be obtained from MNA matrix derived from (1.4.4). The general form of filter transfer 
function of Nth order is provided in (1.2); similar equation is obtainable from MNA by 
matrix inversion of  (4.3) . The symbolic system equation whose parameter is to be 
optimized to meet certain specification is modelled as black box shown in Figure 4.1. 
Since we are working with normalized doubly terminated filter, R1 and R2 is set to 1 Ω, 
while the input sinusoidal voltage to the box is taken to be 1 + j0 V. 
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vs vout
R1
R2
Impedance 
Network
 
Figure 4.1 System of Unknown Parameters 
 
 
𝑏 ≡ 𝐴−1𝑣 
𝐻(𝑠, 𝑷) =
𝑏(6)
𝑣𝑠
 
(4.3) 
 
The mathematical tools used in numerical computation of symbolic variables obtained 
from (1.4.4) and (4.3) or filter parameters is MATLAB. Not only does this tool help in 
computation of recurring procedural analysis, it also helped in graphical display of 
sweeping frequency points. However, in order not to be biased in the choice of analytical 
tool, a commercially available online simulator (www.partsim.com) is used as optional tool 
to plot the optimum filter response for the generated components of optimization algorithm 
written in MATLAB code – as illustrated in section 2.1. 
 
 
4.1.1 Frequency Bands Min-max Approach 
The objective formulation solves the problem of selecting filter components whose 
frequency response approximates the specification of (4.4). The passband, transition band, 
and stopband are respectively in intervals 0 ≤ ωp ≤ 1, 1 ≤ ωt ≤ 1.2, 1.2 ≤ ωs ≤ ∞. 
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𝑃𝑎𝑠𝑠𝑏𝑎𝑛𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝜔𝑝 = 1 𝑟𝑎𝑑/𝑠 
𝑆𝑡𝑜𝑝𝑏𝑎𝑛𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝜔𝑠 = 1.2 𝑟𝑎𝑑/𝑠 
𝑃𝑎𝑠𝑠𝑏𝑎𝑛𝑑 𝑟𝑖𝑝𝑝𝑙𝑒 𝛼𝑝 = 0.05 𝑑𝐵 
𝑆𝑡𝑜𝑝𝑏𝑎𝑛𝑑 𝑎𝑡𝑡𝑒𝑛𝑢𝑎𝑡𝑖𝑜𝑛 𝛼𝑠 = 55 𝑑𝐵 
(4.4) 
  
From theoretical point of view [20], the complexity of filter that will meet the specification 
listed above can be computed as follows: 
 
Selectivity factor k is determined as 
𝑘 =
𝜔𝑝
𝜔𝑠
=
1 𝑟𝑎𝑑/𝑠
1.2 𝑟𝑎𝑑/𝑠
= 5/6 (4.5.1) 
 
From (4.5.1), the modular constant q can be computed by 
𝑚 =
1 − (1 − 𝑘2)
1
4
2 (1 + (1 − 𝑘2)
1
4)
=
379
5152
 
𝑞 = 𝑚 + 2𝑚5 + 15𝑚9 + 150𝑚13 = 140/1903 
(4.5.2) 
 
Discrimination factor d is found as 
𝑑 = √
100.1𝛼𝑝 − 1
100.1𝛼𝑠 − 1
=
13
38203
 (4.5.3) 
  
The required minimum order n of the filter can be calculated using (4.5.2) and (4.5.3) 
𝑛 ≥
log (16/𝑑2)
log (1/𝑞)
=  
3103
432
≅ 8 (4.5.4) 
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Since the filter order n required is 8, the circuit in Fig. 1.2, is understood to have equivalent 
order. The theoretical stopband attenuation αs for (4.4) is 
𝛼𝑠 = 10 log (1 +
100.1𝛼𝑝 − 1
16𝑞𝑛
) =
8415
142
≅ 59.2606 𝑑𝐵 (4.5.5) 
 
Result of (4.5.5) implies that it is expected that the filter order will meet the stopband 
requirement with better attenuation than required. 
During the automatic tuning of network component to enhance the frequency response of 
the system, it is very crucial to have a good measure of performance for the optimizer; thus 
an effective measure is proposed as Sum of Maximum Deviation (SMD). The objective of 
this measure is to take advantage of Mini-max criterion [12] of minimizing the maximum 
error magnitude. While Minimax can create an equal ripple behavioral response, the errors 
within different regions being minimized can lead to incoherency in objective formulation 
[3]. In contrast to least pth, a more definite error function is formulated as weighted sum 
of maximum differences to improve the overall effectiveness of the design criterion. 
In order to design an analog filter using the prototype filter to give a desired piecewise 
magnitude response |H(ωn)|, it is required to minimize the weighted SMD of the passband, 
transition band, and stopband magnitude responses. The piecewise error for each band is 
defined as the sum of maximums of the square differences between obtained magnitude 
responses |H(Pi, ωn)| and desired response |H(ωn)| divided by the frequency points in 
each band region. This is further illustrated mathematically in (4.6) & (4.7) 
 
𝜖𝑝(𝑃𝑖, 𝜔𝑝) = 𝑚𝑎𝑥 {
1
𝑛𝑝
(|𝐻(𝑃𝑖 , 𝜔𝑝
𝑟)| − 𝛼𝑝)
2
} (4.6.1) 
𝜖𝑡(𝑃𝑖, 𝜔𝑡) = 𝑚𝑎𝑥 {
1
𝑛𝑡
(|𝐻(𝑃𝑖 , 𝜔𝑡
𝑠)| − 𝛼𝑡)
2} (4.6.2) 
𝜖𝑠(𝑃𝑖, 𝜔𝑠) = 𝑚𝑎𝑥 {
1
𝑛𝑠
(|𝐻(𝑃𝑖, 𝜔𝑠
𝑡)| − 𝛼𝑠)
2} (4.6.3) 
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From the dense grid of frequency bands, ωp
r , ωt
s, and  ωs
t  are the rth, sth, & tth frequency 
point in passband, transition band, and stopband respectively. The transition region ωt is 
assumed to be a ramp function between ωp and ωs. The weighted SMDs (4.6) are added 
such that w1 + w2 + w3 = 1  while individual weight w1, w2, w3 ≥ 0  to give the 
expression of (4.7). 
 
𝜖(𝑃𝑖) = 𝑤1𝜖𝑝 + 𝑤2𝜖𝑡 + 𝑤3𝜖𝑠 (4.7.1) 
 
Equation (4.7.1) can be expressed in a more compact form as 
𝜖(𝑃𝑖) = ∑   
𝑤𝑖
𝑛𝑖
𝑚
𝑖=1
  max
𝑖
(𝐷𝑖 − 𝐻𝑖)
2 (4.7.2) 
 
Now we have  ni  as total sampled frequencies at each band,  Di  is the desired band 
response,  Hi  is the present approximated response,  wi  is the weight assigned to each 
frequency band and m is the total band edges. The cost function is computed in two steps: 
first procedure obtains the list of all numerical solutions from a population set Pi to generate 
magnitude response from the symbolic equation, and then the obtained response at every 
frequency points are compared with the desired response at corresponding points. 
Afterward, the amount of discrepancy of the partial solution is measured by weighted 
SMD. The weighted difference between desired response and computed response is 
minimized at each iteration. In summary, the minimization problem is mathematically 
expressed in condensed form as  
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜
                 
𝜖(𝑃)
       𝜖(𝑃) ≤ 𝜉     𝑃𝜖ℝ
 
                                                                𝑃𝑖
𝑚𝑖𝑛  ≤  𝑃𝑖  ≤ 𝑃𝑖
𝑚𝑎𝑥   , 𝑖 = 1, … , 𝐷𝑖𝑛 
(4.8) 
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Where ξ is the error tolerance, Pmin, and Pmax are respectively the lower bound and upper 
bound of the filter parameters and  Din  is the dimension of design variables. Except 
otherwise stated, the boundary constrained used in this chapter with respect to normalized 
filter ranges from 0 ≤  Pi  ≤ 3. The whole process for the continuous domain optimization 
is summarized in Figure 4.2 below: 
 
Filter Specification
Prototype Filter Global Optimizer Symbolic Function
SMD Error
Performance Check
Terminate
 
Figure 4.2 Iterative Routine 
 
 
 
4.2 Procedures and Examples of Continuous Optimization 
4.2.1 Differential Evolution (DE) 
Unlike most other Evolutionary Algorithms (EAs), Differential Evolution (DE), after 
generating initial population randomly around an objective function, exploit all the intrinsic 
potentials of the current population with very little exertion on finding alternatives 
elsewhere. Rather than expending energy on harmonizing a random process, DE possess 
more coordinated exploitation and control comparable to any close form approach. The 
optimization process of DE starts by generating initial random solution vector, and then a 
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trial vector to compete with an existing population vector is generated by adding a scaled 
difference of any two individuals in present population to another randomly chosen 
individual in the same population [21]. After the new solutions have competed with an 
existing ones, those with better fitness survives for next generation. The success of DE 
algorithm lies on the differential mutation – expressed in recursive form (4.9.1) – used to 
self-adapt the population to optimum. Crossover probability Pcr and differential constant f 
[12] are the major control parameters of DE. These constants are relatively dependent on 
the dimension of problem Din and the population P in search of solution. 
𝑃𝑖  =  𝑃𝑟 + 𝑓. 𝛿, 𝑖 = 1,… , 𝑖 (4.9.1) 
 
 
Optimization of components of analog filter in continuous domain of DE is based on the 
following routine: 
At start of the algorithm, DE parameters are initialized and first solution components are 
generated by integrating a simple boundary constraint with a uniform probability 
distribution. The initial population is of size Ps and dimension Din equal to the length of 
design variables. 
Subsequent to the initialization phase, a row wise evaluation of  Ps × Din  population is 
performed. From the result of evaluation, the local best is extracted and the other 
population vector are indexed according to their corresponding fitness value. 
Next step is to implement differential mutation. At each round of iteration, DE algorithm 
is allowed to indiscriminately select any one of the various differential strategies from the 
list of equations provided in (4.9). The three differential mutation schemes are selected 
based on their strengths after being individually tested for filter design problem. 
 
𝑦𝑖  =  𝑝𝑖 + 𝑓(𝑝𝑟1 − 𝑝𝑟2) (4.9.2) 
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𝑦𝑖  =  𝑝𝑏𝑠𝑡 + 1/3 𝑓(3 ∗ 𝑝𝑏𝑠𝑡 − 𝑝𝑖 − 𝑝𝑟1 − 𝑝𝑟2) (4.9.3) 
𝑦𝑖  = 𝑝𝑖 + 𝑓(𝑝𝑏𝑠𝑡 − 𝑝𝑖) + 𝑓(𝑝𝑟1 − 𝑝𝑟2) (4.9.4) 
 
The standard differential mutation [21] can simply be carried out by (4.9.2) selecting any 
three mutually distinctive individual vectors, where one of the three pi′s is chosen as target 
vector which is added to the weighted f difference of other two vectors pr1 & pr2. The 
modified mutation approach involves inclusion of pbst to the mutation operation (4.9.3) 
for the purpose of directing the targeted individual pi towards optimum [22] or current best; 
this is identical with iterating towards the negative of gradient vector. The other 
method (4.9.4) is almost similar to the latter except that the two differential constants may 
not be of the same value [12], hence it result to different solution vector. 
Hereafter, a crossover population is determined by comparing a user defined crossover 
probability Pcr with a randomly generated positive number randi where the values of both 
determinants are chosen from {0,1} intervals. If randi ≤ Pcr the optimizer crosses the i
th 
selected mutant vector yi, otherwise it copies the parent vector pi. 
To prevent the loss of better solution, the succeeding crossover population are evaluated 
and compared with parent population; thence, selection of better variable is performed to 
determine the new population that will proceed for reiteration. The pseudo code for DE 
algorithm is provided in Table 4.1 below 
 
Table 4.1 DE Pseudo-code 
Initialization: 
Set DE parameters 𝑓,𝑃𝑐𝑟, 𝐺𝑒𝑛,𝜉, and seed the random number generator (RNG) 
Generate population 𝑃𝑠 × 𝐷𝑖𝑛 within constraint 𝑝𝑚𝑖𝑛 ≤ 𝑝𝑖 ≤ 𝑝𝑚𝑎𝑥  
Evaluate initial Population 
While (𝑐𝑜𝑢𝑛𝑡 < 𝐺𝑒𝑛)  ||  (𝑓(𝑜𝑏𝑗) ≤ 𝜉) 
For 𝑚 = 1: 𝑙𝑒𝑛𝑔𝑡ℎ  𝑃𝑠 
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Find 𝑟1, 𝑟2, 𝑟3 and 𝑏𝑠𝑡 indexes  
Mutation: 
𝑟𝑎𝑛𝑑{1|2|3}, use anyone differential strategy (4.9.2), (4.9.3), (4.9.4) 
Crossover: 
If 𝑟𝑎𝑛𝑑𝑖 ≤ 𝑃𝑐𝑟 
        𝑛𝑒𝑤 = 𝑦𝑖 
Else 
        𝑛𝑒𝑤 = 𝑝𝑖 
End if 
  Selection: 
   Evaluate new population 
   If 𝑓(𝑜𝑏𝑗𝑛𝑒𝑤) ≤ 𝑓(𝑜𝑏𝑗𝑜𝑙𝑑) 
        𝑝𝑖 = 𝑦𝑖 
   Else 
        𝑝𝑖 = 𝑝𝑖 
End if 
 End for 
End while 
 
 
DE code is implemented in MATLAB environment to simulate the optimization process 
for optimal components selection of the doubly terminated prototype filter in continuous 
domain. Some optimal outputs that sufficiently minimizes the objective function after 
several iterations are presented in  Table 4.2  for normalized  LC  filter at  1 rad/s  cutoff 
frequency and terminal resistance of 1 Ω at both input and output of the circuit. For the 
resulting filter components, DE is able to achieve maximum passband ripple of 
about 0.056 dB and minimum stopband attenuation estimated to be above 57 dB for the 
specified transition band width of 1.0 ≤ ωt ≤ 1.2 rad/s. Frequency response for filter 
components listed in the last row of Table 4.2 is plotted in Figure 4.3. The major control 
parameters of DE are set to Pcr = 1, and f = 0.95 respectively. 
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Figure 4.3 Frequency Response of Normalized Elliptic Low-pass Filter Using 
Continuous DE 
 
 
Table 4.2 DE generated LC components for 8th order elliptic low pass filter with 
ωp: 1 rad/s, ωs: 1.2 rad/s and Rin = Rout = 1 Ω 
L1 L2 L3 L4 C1 C2 C3 C4 C5 C6 C7 
0.8473 
0.8310 
0.6207 
0.6377 
0.6284 
0.8559 
0.8356 
0.8485 
0.6047 
0.6313 
0.6239 
0.6255 
0.8368 
1.2298 
1.6080 
0.9037 
1.1737 
1.1875 
1.5702 
0.9868 
0.9153 
1.6022 
1.5583 
1.1827 
1.5622 
1.5631 
0.9205 
1.1941 
0.9156 
1.4426 
1.5181 
1.5296 
1.1353 
1.5795 
1.4645 
0.9110 
1.1365 
1.5271 
1.1307 
1.1306 
1.4725 
0.8964 
1.0034 
0.9129 
0.9656 
0.9505 
0.9689 
1.0034 
0.9313 
0.9927 
0.9869 
0.9630 
0.9651 
0.9669 
0.9355 
0.9743 
0.6483 
0.6606 
1.0944 
1.0652 
1.0810 
0.6415 
0.6572 
0.6474 
1.1234 
1.0761 
1.0888 
1.0860 
0.6564 
0.2277 
0.1740 
0.7516 
0.4681 
0.4625 
0.1783 
0.6884 
0.7422 
0.1747 
0.1798 
0.4646 
0.1793 
0.1792 
0.7380 
0.4601 
0.7419 
0.1937 
0.1845 
0.1831 
0.4840 
0.1771 
0.1910 
0.7457 
0.4834 
0.1834 
0.4859 
0.4860 
0.1901 
0.7578 
0.4838 
0.5510 
0.3420 
0.3740 
0.3461 
0.4843 
0.5407 
0.4941 
0.3117 
0.3548 
0.3449 
0.3451 
0.5387 
0.7708 
1.4077 
1.1612 
1.1758 
1.1647 
1.3643 
1.0853 
1.1493 
1.4120 
1.3766 
1.1666 
1.3704 
1.3698 
1.1469 
1.3638 
1.2545 
1.3386 
1.3870 
1.3674 
1.3851 
1.2154 
1.3162 
1.2588 
1.3962 
1.3747 
1.3930 
1.3917 
1.3062 
1.0829 
1.0536 
1.4394 
1.3881 
1.3647 
1.1739 
1.3663 
1.4217 
1.0526 
1.2006 
1.3725 
1.1805 
1.1789 
1.4169 
1.0587 
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4.2.2 Covariance Matrix Adaptation Evolution Strategy (CMAES) 
CMAES is a stochastic method of optimization that adapts the covariance matrix of a multi-
rate Gaussian distribution towards optimum solution of continuous optimization problem. 
CMAES is self-adapting in the sense that it adjust the covariance matrix to favor the search 
direction that maximize the cost function while annihilating other needless search space. 
This evolution strategy starts by generating multivariate normal distributed population. 
Sample points of the population is then fetched and evaluated in an effort towards updating 
the mean vector and covariance matrix of the population. The update is done in a way that 
replicate [23] a previously successful search direction. Continuous repetition of this 
procedure is expected to converge at a point where optimal solution is located. The 
description of CMAES algorithm according to [23, 24] is as follow: 
 
Initialization 
Suppose we have probability density function (PDF) of a multivariate normal distribution 
as ℕ(m, σ2𝐶), where m is the mean and σ2 is the variance (step size) – which are initialized 
based on optimization problem. The covariance matrix  C  is an identity matrix which 
depends on problem dimension. Also after setting the evolution path Pσ, and Pc equal zero, 
the subsequent steps can be repeated until termination condition is met. 
 
Sample and Evaluate 
Sample new population from ℕ(m, σ2𝐶) with population size λ according to (4.10.1) 
𝑋𝑘  =  𝑚 + 𝜎 ∗ ℕ(0, C),   𝑓𝑜𝑟 𝑘 = 1…𝜆 
𝑋𝑘
𝑚𝑖𝑛  ≤  𝑋𝑘  ≤ 𝑋𝑘
𝑚𝑎𝑥 
(4.10.1) 
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Following the implementation of the minimum and maximum limit constraints for k =
1…λ, compute fitness values of the objective function f(obj) and check if the first trial 
meet the required tolerance ξ before proceeding to next step. 
 
Selection and recombination 
Rank each fitness of kth independent points into a vector Ri and rate each point using a 
weighting function wi ∈ [0,1] to sort the vector according to their fitness value. The mean 
vector m is thus formalized as 
𝑚 = ∑ 𝑤𝑅𝑖  𝑋𝑖
𝜆
𝑖=1
 (4.10.2) 
 
Compute Step-size 
Let evolution path be Pσ, which is express as 
𝑃𝜎(𝜏 + 1) = (1 − 𝑐𝜎)𝑃𝜎(𝜏) + (
𝑐𝜎(2 − 𝑐𝜎)
∑ 𝑤𝑖
2𝜆
𝑖=1
)
1
2
×
𝐶(𝜏)−
1
2(𝑚(𝜏 + 1) − 𝑚(𝜏))
𝜎(𝜏)
  
(4.10.3) 
 
Then the step size σ is computed as 
𝜎(𝜏 + 1) = 𝜎(𝜏) exp (
𝑐𝜎
𝑑𝜎
(
‖𝑃𝜎(𝜏 + 1)‖
𝐸‖ℕ(0, C)‖
− 1) ) (4.10.4) 
 
Where  E, cσ , and  dσ  respectively denote expected value, learning rate, and damping 
parameter. 
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Covariance Matrix Adaptation 
Let Pc be evolution path with learning rate Cc; Pc is updated by 
𝑃𝑐(𝜏 + 1) = (1 − 𝐶𝑐). 𝑃𝑐(𝜏) + (
𝐶𝑐(2 − 𝐶𝑐)
∑ 𝑤𝑖
2𝜆
𝑖=1
)
1
2
×
𝑚(𝜏 + 1) − 𝑚(𝜏)
𝜎(𝜏)
 (4.10.5) 
 
For learning rate parameter c1 and cμ, the covariance matrix is obtained as 
𝐶(𝜏 + 1) = (1 − 𝑐1 − 𝑐𝜇). 𝐶(𝜏) + 𝑐1. 𝑃𝑐(𝜏 + 1). 𝑃𝑐
𝑇(𝜏 + 1)
+ 𝑐𝜇 ∑ 𝑊𝑅𝑖 (
𝑋𝑘 − 𝑚(𝜏)
𝜎(𝜏)
) (
𝑋𝑘 − 𝑚(𝜏)
𝜎(𝜏)
)
𝑇𝜆
𝑖=1
 
(4.10.6) 
 
 
The procedure described in (4.10) is implemented on MATLAB by modifying the code 
provided in [24] to simulate the optimization process for optimal components selection of 
the doubly terminated prototype filter in continuous domain. Some optimal outputs that 
sufficiently minimizes the objective function after several iterations are presented 
in Table 4.3 for normalized LC filter at 1 rad/s cutoff frequency and terminal resistance 
of 1 Ω at both input and output of the circuit. Similar to DE results, CMAES is able to 
achieve maximum passband ripple of about 0.056 dB and minimum stopband attenuation 
estimated around  57.10 dB  for the specified transition band width of  1.0 ≤ ωt ≤
1.2 rad/s. Frequency response for filter components listed in the last row of Table 4.3 is 
plotted in Figure 4.4. The parameters of CMAES are set according to the example code 
provided in [24]. 
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Figure 4.4 Frequency Response of Normalized Elliptic Low-pass Filter Using 
Continuous CMAES 
 
 
Table 4.3 CMAES generated LC components for 8th order elliptic low pass filter 
with ωp: 1 rad/s, ωs: 1.2 rad/s and Rin = Rout = 1 Ω 
L1 L2 L3 L4 C1 C2 C3 C4 C5 C6 C7 
1.2153 
1.2278 
1.2282 
1.2284 
1.2286 
0.6170 
0.6171 
0.6169 
0.6163 
1.2283 
1.2284 
1.2288 
1.2295 
1.2285 
1.1502 
1.1812 
0.9504 
0.9506 
0.9512 
1.5615 
1.5621 
1.5645 
1.5619 
1.1907 
1.1909 
1.1917 
1.1928 
1.1908 
0.8588 
0.8820 
1.1334 
1.1336 
1.1345 
1.1333 
1.1337 
1.1358 
1.1339 
0.8937 
0.8935 
0.8943 
0.8942 
0.8935 
0.9313 
0.9590 
0.9730 
0.9731 
0.9741 
0.9730 
0.9733 
0.9763 
0.9744 
0.9732 
0.9732 
0.9740 
0.9732 
0.9728 
0.2303 
0.2271 
0.2280 
0.2280 
0.2279 
1.1010 
1.1009 
1.1012 
1.1023 
0.2280 
0.2280 
0.2279 
0.2278 
0.2280 
0.4777 
0.4649 
0.7148 
0.7146 
0.7142 
0.1793 
0.1793 
0.1790 
0.1793 
0.4614 
0.4613 
0.4610 
0.4606 
0.4614 
0.7909 
0.7702 
0.4847 
0.4846 
0.4843 
0.4848 
0.4846 
0.4837 
0.4845 
0.7602 
0.7603 
0.7596 
0.7597 
0.7603 
0.8086 
0.7894 
0.7718 
0.7717 
0.7707 
0.3320 
0.3318 
0.3290 
0.3303 
0.7716 
0.7716 
0.7709 
0.7717 
0.7721 
1.4150 
1.3845 
1.2466 
1.2464 
1.2455 
1.3723 
1.3719 
1.3702 
1.3721 
1.3676 
1.3678 
1.3667 
1.3664 
1.3678 
1.1266 
1.0965 
1.0794 
1.0791 
1.0785 
1.3937 
1.3932 
1.3909 
1.3935 
1.0860 
1.0859 
1.0851 
1.0843 
1.0860 
1.0694 
1.0602 
1.1879 
1.1878 
1.1876 
1.1879 
1.1877 
1.1870 
1.1885 
1.0596 
1.0595 
1.0593 
1.0585 
1.0594 
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4.2.3 Differential Search Algorithm (DSA) 
Differential search is an efficient form of exploration optimization algorithm that tackles 
unconstraint optimization problem by simulating a Brownian-like random walk [25] of 
migrating organism. The Brownian movement exhibits by collections of organisms called 
super-organism in search of greener pasture is replicated by generating random solutions 
to represent artificial super-organism which will eventually be mutated by random process 
to global optimum. Before getting to the final global point, some random positions are 
tested for possibility of initiating a stopover point for certain members of the super-
organism while further areas are explored afterward. To better explain the details of this 
process, Table 4.4 below present the pseudo code of DSA. 
 
Table 4.4 DSA Pseudo-code [25] 
1. 𝑠𝑢𝑝𝑒𝑟𝑜𝑟𝑔𝑎𝑛𝑖𝑠𝑚 = 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒(𝑃𝑠 × 𝐷𝑖𝑛),       𝑠𝑢𝑝𝑒𝑟𝑜𝑟𝑔𝑎𝑛𝑖𝑠𝑚 ← 𝑎𝑟𝑡𝑖𝑓𝑖𝑐𝑖𝑎𝑙𝑜𝑟𝑔 
2. 𝑦𝑖 = 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑎𝑟𝑡𝑖𝑓𝑖𝑐𝑖𝑎𝑙𝑜𝑟𝑔𝑖), 𝑖 = 1,… , 𝑃𝑠 
3. While 𝑐𝑜𝑢𝑛𝑡1 < 𝐺𝑒𝑛 
4.           𝑑𝑜𝑛𝑜𝑟 = 𝑠𝑢𝑝𝑒𝑟𝑜𝑟𝑔𝑎𝑛𝑖𝑠𝑚𝑠ℎ𝑢𝑓𝑓𝑙𝑒(𝑖) 
5.           𝑠𝑐𝑎𝑙𝑒 = 𝑟𝑎𝑛𝑑𝑔[2. 𝑟𝑎𝑛𝑑1]. (𝑟𝑎𝑛𝑑2 − 𝑟𝑎𝑛𝑑3) 
6.           𝑠𝑡𝑜𝑝𝑜𝑣𝑒𝑟𝑠𝑖𝑡𝑒 = 𝑠𝑢𝑝𝑒𝑟𝑜𝑟𝑔𝑎𝑛𝑖𝑠𝑚 + 𝑠𝑐𝑎𝑙𝑒. (𝑑𝑜𝑛𝑜𝑟 − 𝑠𝑢𝑝𝑒𝑟𝑜𝑟𝑔𝑎𝑛𝑖𝑠𝑚) 
7.           𝑝1 = 0.3. 𝑟𝑎𝑛𝑑4 and 𝑝2 = 0.3. 𝑟𝑎𝑛𝑑5 
8.           If 𝑟𝑎𝑛𝑑6 < 𝑟𝑎𝑛𝑑7 then 
9.                     If 𝑟𝑎𝑛𝑑8 < 𝑝1 then 
10.                               𝑟 = 𝑟𝑎𝑛𝑑(𝑃𝑠 × 𝐷𝑖𝑛) 
11.                               For 𝑐𝑜𝑢𝑛𝑡2 = 1:𝑃𝑠 
12.                                         𝑟(𝑐𝑜𝑢𝑛𝑡2, : ) = 𝑟(𝑐𝑜𝑢𝑛𝑡2, : ) < 𝑟𝑎𝑛𝑑9 
13.                               End for 
14.                     Else 
15.                               𝑟 = 𝑜𝑛𝑒𝑠(𝑃𝑠 × 𝐷𝑖𝑛) 
16.                               For 𝑐𝑜𝑢𝑛𝑡3 = 1:𝑃𝑠 
17.                                         𝑟(𝑐𝑜𝑢𝑛𝑡3, 𝑟𝑎𝑛𝑑𝑖(𝐷𝑖𝑛)) = 𝑟(𝑐𝑜𝑢𝑛𝑡3, 𝑟𝑎𝑛𝑑𝑖(𝐷𝑖𝑛)) < 𝑟𝑎𝑛𝑑10 
18.                               End for 
19.                     End if 
20.           Else 
21.                     𝑟 = 𝑜𝑛𝑒𝑠(𝑃𝑠 × 𝐷𝑖𝑛) 
22.                     For 𝑐𝑜𝑢𝑛𝑡4 = 1:𝑃𝑠 
23.                               𝑑 = 𝑟𝑎𝑛𝑑𝑖(𝐷𝑖𝑛, 1, ⌈𝑝2. 𝑟𝑎𝑛𝑑. 𝐷𝑖𝑛⌉) 
24.                               For 𝑐𝑜𝑢𝑛𝑡5 = 1: 𝑠𝑖𝑧𝑒(𝑑) 
25.                                         𝑟(𝑐𝑜𝑢𝑛𝑡4, 𝑑(𝑐𝑜𝑢𝑛𝑡5)) = 0 
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26.                               End for 
27.                     End for 
28.           End if 
29.           𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙𝑠𝐼,𝐽 ← 𝑟𝐼,𝐽 > 0 | 𝐼 ∈ 𝑖, 𝐽 ∈ [1, 𝐷𝑖𝑛] 
30.           𝑠𝑡𝑜𝑝𝑜𝑣𝑒𝑟𝑠𝑖𝑡𝑒(𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙𝑠𝐼,𝐽) ≔ 𝑠𝑢𝑝𝑒𝑟𝑜𝑟𝑔𝑎𝑛𝑖𝑠𝑚(𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙𝑠𝐼,𝐽) 
31.           If 𝑠𝑡𝑜𝑝𝑜𝑣𝑒𝑟𝑠𝑖𝑡𝑒𝑖,𝑗 < 𝑙𝑜𝑤𝑖,𝑗 𝑜𝑟 𝑆𝑡𝑜𝑝𝑜𝑣𝑒𝑟𝑆𝑖𝑡𝑒𝑖,𝑗 > 𝑢𝑝𝑖,𝑗 
32.                     𝑠𝑡𝑜𝑝𝑜𝑣𝑒𝑟𝑠𝑖𝑡𝑒𝑖,𝑗 ≔ 𝑟𝑎𝑛𝑑. (𝑢𝑝𝑗 − 𝑙𝑜𝑤𝑗) + 𝑙𝑜𝑤𝑗 
33.           End if 
34.           𝑦𝑠𝑡𝑜𝑝𝑜𝑣𝑒𝑟𝑠𝑖𝑡𝑒;𝑖 = 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑠𝑡𝑜𝑝𝑜𝑣𝑒𝑟𝑠𝑖𝑡𝑒𝑖) 
35.           𝑦𝑠𝑢𝑝𝑒𝑟𝑜𝑟𝑔𝑎𝑛𝑖𝑠𝑚;𝑖 ≔ {
𝑦𝑠𝑡𝑜𝑝𝑜𝑣𝑒𝑟𝑠𝑖𝑡𝑒;𝑖
𝑦𝑠𝑢𝑝𝑒𝑟𝑜𝑟𝑔𝑎𝑛𝑖𝑠𝑚;𝑖
               
𝑦𝑠𝑡𝑜𝑝𝑜𝑣𝑒𝑟𝑠𝑖𝑡𝑒;𝑖 < 𝑦𝑠𝑢𝑝𝑒𝑟𝑜𝑟𝑔𝑎𝑛𝑖𝑠𝑚;𝑖
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                          
 
36.           a𝑟𝑡𝑖𝑓𝑖𝑐𝑖𝑎𝑙𝑜𝑟𝑔𝑖 ≔ {
𝑠𝑡𝑜𝑝𝑜𝑣𝑒𝑟𝑠𝑖𝑡𝑒𝑖,
𝑎𝑟𝑡𝑖𝑓𝑖𝑐𝑖𝑎𝑙𝑜𝑟𝑔𝑖 ,
   
𝑦𝑠𝑡𝑜𝑝𝑜𝑣𝑒𝑟𝑠𝑖𝑡𝑒;𝑖 < 𝑦𝑠𝑢𝑝𝑒𝑟𝑜𝑟𝑔𝑎𝑛𝑖𝑠𝑚;𝑖
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                         
 
37. End while 
 
 
The algorithm starts with an initial population "superorganism" of uniformly distributed 
random value within a predetermined boundary. The order of artificial organisms 
"artificialorg" created are randomly shuffled in preparation towards finding a stopover 
site, while "scale" is a weighting function that determines the amount of changes required 
at the stopover site (4.11). 
𝑠𝑡𝑜𝑝𝑜𝑣𝑒𝑟 = 𝑠𝑢𝑝𝑒𝑟𝑜𝑟𝑔𝑎𝑛𝑖𝑠𝑚 + 𝑠𝑐𝑎𝑙𝑒. (𝑑𝑜𝑛𝑜𝑟 − 𝑠𝑢𝑝𝑒𝑟𝑜𝑟𝑔𝑎𝑛𝑖𝑠𝑚) (4.11) 
 
Line 7 − 28 of the pseudo code shows how the Brownian-like random walk is performed 
by members of artificial organism. It is seen that DSA has two major control parameters, 
p1 and p2 which can assume any random value between p1, p2 ∈ [0, 0.3]. Depending on 
the quality of solution at each point of stopover, members of artificial organisms are 
selected to remain at this point while the search for global minimum continues with the rest 
of population. The pseudo code is implemented on MATLAB to simulate the optimization 
process for optimal components selection of the doubly terminated prototype filter in 
continuous domain. Some optimal outputs that sufficiently minimize the objective function 
after several iterations are presented in  Table 4.5 for a normalized LC filter at 1 rad/s 
cutoff frequency and terminal resistance of 1 Ω at both input and output of the circuit. DSA 
is able to achieve maximum passband ripple of about 0.494 dB and minimum stopband 
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attenuation estimated around 57 dB for the specified transition band width of 1.0 ≤ ωt ≤
1.2 rad/s. Frequency response for filter components listed in the last row of Table 4.5 is 
plotted in Figure 4.5. 
 
 
Figure 4.5 Frequency Response of Normalized Elliptic Low-pass Filter Using 
Continuous DSA 
 
 
Table 4.5 DSA generated LC components for 8th order elliptic low pass filter with 
ωp: 1 rad/s, ωs: 1.2 rad/s and Rin = Rout = 1 Ω 
L1 L2 L3 L4 C1 C2 C3 C4 C5 C6 C7 
0.7484 
1.0122 
0.5608 
0.9788 
0.9105 
1.4203 
1.3045 
1.2807 
1.4671 
0.6919 
0.9400 
2.1545 
0.9772 
0.8167 
0.9328 
1.5082 
0.8049 
0.4991 
1.1477 
0.5055 
0.7126 
0.0653 
0.2188 
0.5276 
0.1660 
0.9745 
0.6662 
0.0667 
1.3006 
0.9441 
0.8252 
0.7555 
1.3567 
1.8509 
1.9304 
1.1080 
1.5387 
1.9941 
1.5150 
1.0869 
1.4505 
1.3856 
1.3289 
1.2824 
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4.2.4 Particle Swarm Optimization (PSO)  
Particle swarm optimization (PSO) belongs to class of swarm intelligence that draws on 
the collective interaction of natural swarm such as herds of animals to optimize an objective 
function by adjusting the positions of population toward a favorable space in search of 
global optimum. PSO algorithm simulate the social and cognitive behavior of swarm 
through mathematical model (4.12) where each particle in the swarm adjusts its position 
based on [12] its own intuition and the influence of its society. 
 
𝑉𝑖(𝜏 + 1)  =  𝑤(𝜏) ∗ 𝑉𝑖−1(𝜏)  + 𝑐1 ∗ 𝑟𝑎𝑛𝑑1(𝜏) ∗ (𝑃𝑙𝑏(𝜏) − 𝑃𝑖−1(𝜏))  
+ 𝑐2 ∗ 𝑟𝑎𝑛𝑑2(𝜏) ∗ (𝑃𝑔𝑏(𝜏) − 𝑃𝑖−1(𝜏))  
 
(4.12.1) 
 
𝑃𝑖  (𝜏 + 1) =  𝑃𝑖−1(𝜏)  + 𝑉𝑖(𝜏 + 1) 
 
(4.12.2) 
 
𝑤 = 1.2 × cos2 𝜏       (4.12.3) 
 
At the beginning of the iteration, particles Pi are randomly distributed over the search space 
and the velocity for each particle is also initialized with clamping [26] to prevent velocity 
explosion. The fitness of each particle is evaluated at every round to keep track of the local 
best  Plb  and global best  Pgb  solutions. Based on this information [26], velocity 
update  (4.12.1)  is performed at every iteration  τ  for individual particles with an 
associative cognitive c1 and social c2 factors which contribute randomly rand1|2 ∈ (0,1) 
to respective local and global best solutions. The term  Cl ∗ randl  for  l = 1,2 is jointly 
called [12] acceleration coefficient. In the filter parameter optimization, control equations 
of PSO get stuck in suboptimal solution (local optimum) and thus converges prematurely. 
However, varying the inertia weight  w  by a nonlinear equation  (4.12.3)  from an 
infinitesimal value up to a value suggested by [27], perturb the search direction of the 
algorithm from local region. The pseudo code for PSO algorithm is provided in Table 4.6 
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Table 4.6 PSO Pseudo-code 
Set PSO parameters 𝑃𝑠, 𝐷𝑖𝑛, 𝐺𝑒𝑛, 𝑐1, 𝑐2, 𝜏 
For each 𝑖𝑡ℎparticle in 𝑃𝑠 
          For each 𝑗𝑡ℎdimension in 𝐷𝑖𝑛 
                    Initialize  𝑃𝑖 = 𝑟𝑎𝑛𝑑(𝑃𝑠 × 𝐷𝑖𝑛),  for     𝑝𝑚𝑖𝑛 ≤ 𝑝𝑖 ≤ 𝑝𝑚𝑎𝑥 
                    Initialize  𝑉𝑖 = 𝑟𝑎𝑛𝑑(𝑃𝑠 × 𝐷𝑖𝑛),  for     𝑣𝑚𝑖𝑛 ≤ 𝑉𝑖 ≤ 𝑣𝑚𝑎𝑥 
          End for 
          Evaluate initial population 𝑓(𝑜𝑏𝑗) 
          𝑃𝑙𝑏 = 𝑃𝑖  where, 𝑃𝑙𝑏 is the local best 
          If 𝑓(𝑃𝑙𝑏) ≤ 𝑓(𝑃𝑖)  
                    𝑃𝑔𝑏 = 𝑃𝑙𝑏 
          End if 
End for 
While (𝑐𝑜𝑢𝑛𝑡 < 𝐺𝑒𝑛)  ||  (𝑓(𝑜𝑏𝑗) ≤ 𝜉) 
          𝜏 = 𝜏 + 1 
          For 𝑚 = 1: 𝑙𝑒𝑛𝑔𝑡ℎ  𝑃𝑠 
                    For 𝑚 = 1: 𝑙𝑒𝑛𝑔𝑡ℎ  𝐷𝑖𝑛  
                              Update velocity 𝑉𝑖(𝜏 + 1) 
                              Clamp velocity   𝑣𝑚𝑖𝑛 ≤ 𝑉𝑖 ≤ 𝑣𝑚𝑎𝑥 
                              Update position 𝑃𝑖(𝜏 + 1) 
                              Bound particle   𝑝𝑚𝑖𝑛 ≤ 𝑃𝑖 ≤ 𝑝𝑚𝑎𝑥 
                    End for  
          End for 
          If 𝑓(𝑃𝑖(𝜏 + 1)) ≤ 𝑓(𝑃𝑖(𝜏))  
                    𝑃𝑙𝑏 = 𝑃𝑖(𝜏 + 1) 
          End if 
          If 𝑓(𝑃𝑙𝑏) ≤ 𝑓(𝑃𝑔𝑏)  
                    𝑃𝑔𝑏 = 𝑃𝑙𝑏 
          End if 
          Check while condition 
End while 
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PSO code is written in MATLAB environment to simulate the optimization process for 
optimal components selection of the doubly terminated prototype filter in continuous 
domain. Some optimal outputs that sufficiently minimizes the objective function after 
several iterations are presented in  Table 4.8  for normalized  LC  filter at  1 rad/s  cutoff 
frequency and terminal resistance of 1 Ω at both input and output of the circuit. For the 
resulting filter components, PSO is able to achieve maximum passband ripple of 
about 0.1745 dB and minimum stopband attenuation estimated to be above 57 dB for the 
specified transition band width of 1.0 ≤ ωt ≤ 1.2 rad/s. Frequency response for filter 
components listed in the last row of Table 4.8 is plotted in Figure 4.6 while the parameter 
settings for implementation of PSO algorithm is given in Table 4.7 
 
Table 4.7 Parameters for PSO 
Parameters Symbols Value 
Cognitive constant 𝐶1 1.6 
Social parameter 𝐶2 0.7 
Maximum Velocity 𝑉𝑚𝑎𝑥 6 
Minimum Velocity 𝑉𝑚𝑖𝑛 −6 
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Figure 4.6 Frequency Response of Normalized Elliptic Low-pass Filter Using 
Continuous PSO 
 
 
 
Table 4.8 PSO generated LC components for 8th order elliptic low pass filter with 
ωp: 1 rad/s, ωs: 1.2 rad/s and Rin = Rout = 1 Ω 
L1 L2 L3 L4 C1 C2 C3 C4 C5 C6 C7 
1.2537 
0.5681 
1.1511 
0.6457 
0.9160 
1.0006 
1.0780 
1.6682 
0.8244 
1.4723 
0.7543 
1.3114 
0.6947 
0.8271 
0.8466 
1.0874 
0.1889 
1.1854 
0.1912 
1.0444 
0.7373 
0.4839 
0.4375 
0.1484 
0.6562 
0.1176 
0.8945 
0.3976 
0.7879 
1.0541 
1.3225 
0.5521 
1.4381 
1.7221 
1.9500 
1.4774 
1.4061 
1.8804 
1.4929 
1.3448 
1.6857 
1.7102 
1.3628 
1.2761 
 
 
 
 61 
 
 
Evidently, the weighted SMD has proven to be a promising means of evaluating the 
performance of different evolutionary operators as observed in the examples provided for 
the objective function formulation. The strength of each evolutionary algorithms is 
established on their ability to escape local optimum traps or preclude premature 
convergence towards locating the curve that accurately represent the filter specifications. 
It is observed that PSO and DSA have some tradeoff in meeting the required filter 
specifications while DE and CMAES are able to meet the requirement with negligible 
percentage error. For this reason, in the upcoming chapter, we shall extend the 
application of DE and CMAES from continuous domain to discrete domain, in order to 
evaluate their performances in discrete search space. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 62 
 
CHAPTER 5 
DISCRETE COMPONENTS SELECTION 
5.1 Proximity Selection in Discretization 
Determination of element sizes in filter design process involves careful consideration of 
available components from a manufacturing standard. In every filter design problem, no 
unique solution exist, the best we can achieve is to meet a certain specification with 
minimum divergence. In accordance to the design problem stated in (4.4), it is assumed 
that sizes of elements for the filter design are to be chosen from E192 series with tolerance 
values of 0.5%. In order to use approximation method, it is required to create a parameter 
vector  (5.1.1)  containing the list of all available components with respect to a 
predetermined exponential power  m . For instance, practical capacitor is known to be 
measured in 0.5 pF − 10 μF range and that of inductor is taken to be between 0.1 μH −
50mH; therefore, to create a discrete search space, each values in the E-series (En) must 
be multiplied to the constant power of desired range while eliminating those values that 
fall outside the range. 
 
𝑷 = [𝐸𝑛, 𝐸𝑛−1, 𝐸𝑛−2, … … , 𝐸1] 
𝑷 ∪ [𝐸𝑛
𝑚, … , 𝐸1
𝑚 ; 𝐸𝑛
𝑚−1, … , 𝐸1
𝑚−1 ; … ; 𝐸𝑛
1 … 𝐸1
1] 
(5.1.1) 
 
Unlike in the previous chapter where we dealt with normalized filter with dimensionless 
elements, we now consider a de-normalized filter in order to derive practical components 
which conform to the E number series. It is required to meet 0 ≤ ωp ≤ 1 MHz: 0.05 dB 
and  1.2 MHz ≤ ωs ≤ ∞: 55 dB . With this new requirement, the input and output 
resistances are fixed at 50 Ω, while other LC components choose value from E192 series 
which lies between Micro and Pico range. The total number of elements available from the 
series is  192 × 6 ; that is, every element in the series is multiplied 
by 10−7, 10−8, 10−9, 10−10, 10−11  and 10−12 in order to convert each element from its 
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hundred value to the desired range stated above. For the case where each parameter to be 
optimized varies significantly, it is pertinent to assign a boundary constraint to each 
elements. Suppose we have k number of elements to be optimized with large variant, the 
lower bound and upper bound is represented as 
 
𝑃𝑚𝑖𝑛 ≤ 𝑃1 ≤ 𝑃𝑚𝑎𝑥 … 𝑃𝑚𝑖𝑛 ≤ 𝑃𝑘 ≤ 𝑃𝑚𝑎𝑥  
𝑃𝑚𝑖𝑛 = [𝑃𝑚𝑖𝑛
1 … 𝑃𝑚𝑖𝑛
𝑘 ] 
𝑃𝑚𝑎𝑥 = [𝑃𝑚𝑎𝑥
1 … 𝑃𝑚𝑎𝑥
𝑘 ] 
(5.1.2) 
 
Having met the constraints in (5.1.2), one dimensional Euclidean approximation (5.2) is 
computed to select closest element value from (5.1.1) that minimizes the objective 
function as follow 
 
𝐷 = min√(𝐸𝑖
𝑚 − 𝑃𝑖)2 = min(|𝐸𝑖
𝑚 − 𝑃𝑖|) (5.2) 
Where Ei is the i
th value from E series and Pi is the continuous bounded value. 
 
For each element of  Pi , the differences in values is computed against all available 
components generated from the series (5.1.1), and the element with the least difference 
(closest) to the current value is selected in place of the continuous value. The advantage of 
this method is that full-fledged continuous optimization is still being used in minimization 
procedure until the process of choosing the nearest neighbor solution from discrete space; 
moreover, the partial solution generated at each optimization stage is improved based on 
the actual (discrete) component values that is within the desired number series. The flow 
chart of  Figure 5.1  depicts the whole process of optimization. To improve speed of 
convergence, this approximation step can be performed at the last stage if the tolerance 
values for the discrete element is minute. 
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Figure 5.1 General Optimization Procedure with Additional Constraint 
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The discrete optimization is expressed in condensed form as 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜
                 
𝜖(𝑃)
       𝜖(𝑃) ≤ 𝜉
 
                                                       𝑃𝑖
𝑚𝑖𝑛   ≤  𝑃𝑖  ≤ 𝑃𝑖
𝑚𝑎𝑥  ,    𝑃𝜖ℝ 
                                                        𝑷 = [𝐸𝑛, 𝐸𝑛−1, 𝐸𝑛−2, … … , 𝐸1] 
(5.3) 
 
The above expression states that the objective function  ϵ  is to be minimized until a 
predefined tolerance ξ is achieved for ith design variables whose values are first chosen 
within a partial bonded region (Pmin & Pmax) and then approximated to a finite set of 
element 𝐏 in turns at every iteration. The performance of this technique in contrast to direct 
selection such as in Ant Colony Optimization and Genetic Algorithm is observed in the 
next section. 
 
 
5.2 Examples of Discretization Techniques 
In this section, we present simulation results in terms of frequency response curve and 
convergence curve for various approaches of discretization in analog filter design. The 
formulation of objective function and performance analysis introduced in previous chapter 
are still applicable; however, constraint requirement (5.3) for DE and CMAES is redefined 
in discrete domain, and design examples for ACO and crossover and mutation methods of 
chapter 3  are implemented alongside for comparison. The convergence curve of the 
algorithms are plotted in terms of minimum and mean error per iteration while the 
frequency response of filter is displayed as logarithm scale of magnitude and phase 
function (1.3.1) & (1.3.2) with the frequency axis expressed in hertz (Hz). It is important 
to note that the transfer function H(jω) of the network (4.3) is multiplied by factor of 
two (2) to compensate for the 0.5 normalized magnitude characteristic of elliptic filter. 
The general parameters used for the optimization algorithm are listed in Table 5.1 below. 
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On the other hand, for evolution strategies whose population size Ps is not provided, total 
number of evaluations is determined by using equation (5.4). Termination criteria of the 
evolutional strategies is fixed to a point where maximum generation is reached or when 
minimum error tolerance is satisfied. 
𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛𝑠 = 𝐺𝑒𝑛 × 𝑃𝑠 (5.4) 
 
 
Table 5.1 General Parameters for Evolutionary Strategies 
Parameters Symbols Value Not Applicable 
Population Size 𝑃𝑠 100 𝐴𝐶𝑂, 𝐶𝑀𝐴𝐸𝑆, 𝐺𝐴 
Problem Dimension Din 11 − 
Maximum Generation 𝐺𝑒𝑛 7000 𝐶𝑀𝐴𝐸𝑆 
Transition Region 𝜔𝑡 1 𝑀𝐻𝑧 𝑡𝑜 1.2 𝑀𝐻𝑧 − 
Passband Ripple 𝛼𝑝 0.05 𝑑𝐵 − 
Stopband Attenuation 𝛼𝑠 55 𝑑𝐵 − 
Passband Weight w1 0.24 − 
Transition Weight w2 0.24 − 
Stopband Weight w3 0.52 − 
Passband Freq. Point 𝑛𝑝 999 − 
Transition Freq. Point 𝑛𝑡 444 − 
Stopband Freq. Point 𝑛𝑠 665 − 
 
The point around the passband region (0 to 1 MHz) where the maximum ripple occurred 
is considered as the passband ripple  αp ; while the point within the stopband 
region (1.2 MHz to ∞) where the minimum attenuation occur is taken as the minimum 
attenuation point αs . Both points can be computed using formulas provided in  (5.5.1) 
and (5.5.2). Where δp and δs are respectively peak passband and stopband ripples. 
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𝑃𝑎𝑠𝑠𝑏𝑎𝑛𝑑 𝑟𝑖𝑝𝑝𝑙𝑒 = 20 log10(1 − 𝛿𝑝) (5.5.1) 
𝑠𝑡𝑜𝑝𝑏𝑎𝑛𝑑 𝑟𝑖𝑝𝑝𝑙𝑒 = 20 log10(𝛿𝑠 − 0) (5.5.2) 
 
In this thesis, crossover and mutation (CM) and ACO are considered as a standard case of 
metaheuristic combinatorial optimizer because the operations that perform minimization 
of objective function do not modify design variables. In contrast to continuous DE, 
CMAES, DSA, and PSO, they basically sort, remove, merge, and substitute parameters 
rather than performing arithmetic operation on design variables. The minimum and mean 
fitness values at each iteration is stored and plotted at the end of optimization in order to 
study the convergence characteristic of the optimization algorithm. 
 
 
5.2.1 Crossover and Mutation (CM) Techniques 
The CM method described for GA in chapter 3 is implemented in this section. In order to 
streamline the process of this method, discrete components of the search space is assumed 
to minimize the objective function of a de-normalize low-pass filter. Therefore each 
element of E192 series is de-normalized and approximated before evaluating the objective 
function. It is necessary to approach the filter design in this manner to simplify the 
crossover process because of the row-wise combination of inductors and capacitors with 
differing component ratings. In a broad view, CM search space is primarily assumed to 
have E192 series in the range of 10−2 to 10−3 which is a form of normalized elements. 
Then in order to evaluate the objective function, the filter is de-normalized to meet the 
frequency bands specification with 50 Ω terminal resistance. The new LC values derived 
from this step is then approximated to the closest values of the series varying from 10−6 
to 10−12. A matrix of population X is initialized based on the available element derived 
from the series adopting a normalized form. The pseudo code for this method is provided 
in Table 5.2 and after that, a complete description of the method follows. The algorithm is 
implemented on MATLAB and the optimization parameters are given in Table 5.3. 
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Table 5.2 Crossover and Mutation Basic Pseudo-code 
 Initialization 
1. Set parameters Μ,Cs, 𝑃𝑐𝑟, 𝑃𝑠, 𝐷𝑖𝑛, 𝐺𝑒𝑛, 𝑧 
2. Create 𝑃𝑠 × 𝐷𝑖𝑛 matrix of available components; repeat elements if necessary  
 Evaluate Initial Population (i.e. 𝑋0 = 𝑃𝑠 × 𝐷𝑖𝑛) 
3. 𝑦 = 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑋0) 
4. 𝑋0 ← 𝑠𝑜𝑟𝑡(𝑦) 
5. Select best individual:  𝑋01 = 𝑋0 ← min (𝑦)  
6. For 𝑐𝑜𝑢𝑛𝑡 = 1: 𝐺𝑒𝑛 
           Additional Operation 
7.           𝑋1𝑖 = 𝑓𝑙𝑖𝑝𝑙𝑒𝑓𝑡←𝑟𝑖𝑔ℎ𝑡(𝑋0)     for 𝑖 = 1: 𝑙𝑒𝑛𝑔𝑡ℎ(𝑃𝑠) 
8.           𝑋2𝑖,𝑗 = 𝑠ℎ𝑢𝑓𝑓𝑙𝑒𝑟𝑎𝑛𝑑𝑜𝑚(𝑋0𝑖,𝑗)     𝑗 = 1: 𝑙𝑒𝑛𝑔𝑡ℎ(𝐷𝑖𝑛) (i.e. for each row) 
9.           𝑋3 = 𝑠ℎ𝑢𝑓𝑓𝑙𝑒𝑟𝑎𝑛𝑑𝑜𝑚(𝑋0) 
10.            𝑋4 = 𝑓𝑖𝑛𝑑{𝑋4 | 𝑠𝑢𝑚(𝑋4) ≈ 𝑠𝑢𝑚(𝑋01)} 
           Mutation 
11.           𝑡𝑜𝑡𝑎𝑙 𝑚𝑢𝑡𝑎𝑡𝑎𝑡𝑖𝑜𝑛 =  𝑅 = Μ × 𝑙𝑒𝑛𝑔𝑡ℎ(𝑃𝑠) × 𝑙𝑒𝑛𝑔𝑡ℎ(𝐷𝑖𝑛) 
12. 
          Select 𝑅 random elements from 𝑋0 and replace it with new randomly chosen 
elements 𝐺 from discrete space: 
13.           𝑋5 = 𝑟𝑒𝑝𝑙𝑎𝑐𝑒(𝐺 ← 𝑅) 
           Biased Crossover, 𝑃𝑐𝑟 = 1: 
14.           For 𝑘1 = 2: 𝑙𝑒𝑛𝑔𝑡ℎ(𝑃𝑠) 
15.                     𝑋6𝑘1 = 𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟(𝑋01 ↔ 𝑋0)𝑧 
16.           End  
           Unbiased Crossover, 𝑃𝑐𝑟 = 1 
17.           For 𝑘2 = 1: 𝑙𝑒𝑛𝑔𝑡ℎ(𝑃𝑠)/2  
18.                     𝑋7𝑘2 = 𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟(𝑋0𝑟𝑎𝑛𝑑(𝑖) ↔ 𝑋0𝑟𝑎𝑛𝑑(𝑖))𝑧
 
19.           End  
20.           𝑋𝑋 = 𝑐𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙(𝑋1 ∗ 𝑋2 ∗ 𝑋3 ∗ 𝑋4 ∗ 𝑋5 ∗ 𝑋6 ∗ 𝑋7) 
           Evaluate new population 
21.           𝑦𝑦 = 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑋𝑋) 
22.           𝑋𝑋 ← 𝑠𝑜𝑟𝑡(𝑦𝑦) 
23.           For 𝑘3 = 1: 𝑙𝑒𝑛𝑔𝑡ℎ(𝑃𝑠)  
24.                     If  𝑦𝑦(𝑘3) ≤ 𝑦(𝑘3) 
25.                                𝑋0(𝑘3) = 𝑋𝑋(𝑘3) 
26.                     End 
                     Update 𝑋01 
27.           End for 
28. End for 
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Before the start of iteration, the initial population is evaluated and the best individual X01 
is noted. At each cycle, Subdivisions of population X1 to X7 are independently produced 
by crossover, mutation, and additional operators to compete with existing parent 
population. Without changing any values of discrete components, line 7 flip each row of 
the matrix from right to left, line 8 randomly shuffles elements per row, line 9 shuffles all 
element in the matrix in a way that new permuted order of population is created, and the 
last additional operator in line 10 computes the sum of the elements contained in the best 
partial solution X01 and then generate a new random solution that has equivalent sum of 
constituent elements. 
Number of mutant points (line 11) is highly dependent on mutation constant Μ. After 
determining the number of points to mutate, discrete mutation is performed by randomly 
selecting any element  R  from current solution matrix (Ps × Din)  and replacing it with 
different elements G selected from the finite search space. Based on the probability of 
crossover Pcr = 1, crossover is performed at every round of iteration. From the description 
of section 3.3.1, biased crossover is performed by selecting the best individual in the 
current population and crossbreeding it with the rest of the population one after the other; 
while the unbiased crossover does not considers the best, but randomly select any two 
individuals for crossover until every pair undergoes crossover. At the completion of 
generating the subdivided class of population, the operator-bred population XX is evaluated 
and the top best individuals compete with the current parent population X to select new 
parents for the next generation Gen. 
 
Table 5.3 Parameters of Crossover and Mutation 
Parameters Symbols Value 
Crossover point 𝐶𝑠 1 
Mutation constant Μ 0.3 
Permutation constant 𝑧 2 
Probability of crossover 𝑃𝑐𝑟 1 
Population size 𝑃𝑠 = 𝑚 28 
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The optimum solutions attained from this method are laid out in Table 5.4 and frequency 
response curve for the second column elements is plotted in Figure 5.2. For the elliptic 
filter under consideration with terminal resistance of 50 Ω, it is observed that the maximum 
passband ripple attained is about  0.882 dB  and the minimum stopband attenuation is 
estimated to be above 60 dB. Depicted in Figure 5.3 is the convergence curve plotted as 
minimum and mean values of error at each generation Gen. 
 
Table 5.4 CM generated LC components for 8th order elliptic low pass filter with 
fp: 1 MHz, fs: 1.2 MHz and Rin = Rout = 50 Ω 
Components For αp: 0.882 dB, αs: 60.1 dB For αp: 0.996 dB, αs: 63.4 dB 
L1 (μH) 5.23 7.41 
L2 (μH) 5.49 7.87 
L3 (μH) 9.31 10.1 
L4 (μH) 6.26 9.65 
C1 (nF) 3.2 1.76 
C2 (nF) 2.46 2.10 
C3 (nF) 0.866 0.887 
C4 (nF) 2.34 2.98 
C5 (nF) 6.04 4.48 
C6 (nF) 7.41 4.53 
C7 (nF) 5.36 5.76 
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Figure 5.2 Frequency Response of Elliptic Low-pass Filter Using Crossover and 
Mutation at 1 MHz Cutoff Frequency 
 
Figure 5.3 Crossover and Mutation Convergence Curve 
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5.2.2 ACO Techniques 
Following the description of ACO algorithm in section 3.3.2, ACO is written in MATLAB 
language and the parameters used in iteration process is generated on the account 
of (5.1.1). Also presented in Table 5.5 below is ACO pseudo code used for the filter 
design problem. Since de-normalized form of LC components is considered here, it is 
expected that the inductors in the circuit will take values within the range of  1 mH 
and 1 μH while capacitors are valued between 10 nF and 10 pF. The ACO algorithm is 
systematized in such a way that the partial solution found at each generation is recorded, 
while the global best is obtained as the least minimum after comparing all the best partial 
solutions from every completed generation of the optimization. The optimum solution 
attained by ACO is presented in Table 5.6 and its frequency response curve is plotted 
in Figure 5.4. For the de-normalized filter with terminal resistance of 50 Ω, it is observed 
that the maximum passband ripple realized is about 0.962 dB and the minimum stopband 
attenuation is estimated to be above 58.3 dB. Depicted in Figure 5.5 is the convergence 
curve plotted as minimum and mean values of error at each generation Gen. 
 
Table 5.5 ACO Pseudo-code 
1. Set parameters 𝜌, Q, 𝛼, 𝑃𝑠, 𝐷𝑖𝑛, 𝐺𝑒𝑛 
2. Initialize pheromones 𝜏 = 0.01 × 𝑜𝑛𝑒𝑠(𝑠𝑖𝑧𝑒(𝑃𝑠 × 𝐷𝑖𝑛)) 
3. Put all components for inductor and capacitor into different row vector: 
4. 
𝑃𝑙 = [𝐸𝑛, 𝐸𝑛−1, 𝐸𝑛−2, … … , 𝐸1]
𝑇and 
 𝑃𝑐 = [𝐸𝑛, 𝐸𝑛−1, 𝐸𝑛−2, … … , 𝐸1]
𝑇 
5. For 𝑖1 = 1: 𝑙𝑒𝑛𝑔𝑡ℎ(𝐷𝑖𝑛 − 7) i.e. for the inductors 
6.           𝑃𝑙(: , 𝑖1) = 𝑖𝑛𝑠𝑒𝑟𝑡(𝑠ℎ𝑢𝑓𝑓𝑙𝑒(𝑃𝑙)) 
7. End  
8. For 𝑖1 = 1: 𝑙𝑒𝑛𝑔𝑡ℎ(𝐷𝑖𝑛 − 4) i.e. for the capacitors 
9.           𝑃𝑐(: , 𝑖1) = 𝑖𝑛𝑠𝑒𝑟𝑡(𝑠ℎ𝑢𝑓𝑓𝑙𝑒(𝑃𝑐)) 
10. End 
11. 𝑃 = [𝑃𝑙    𝑃𝑐]; where problem dimension 𝐷𝑖𝑛 = 11 
12. For each element in matrix 𝑃 assign position 𝐺𝑝𝑠 
13. 𝐺𝑝𝑠 ← 𝑃, i.e. 𝑠𝑖𝑧𝑒(𝐺𝑝𝑠) = 𝑠𝑖𝑧𝑒(𝑃) 
14. Initialize Ants 𝐺𝑝𝑠 ← 𝑋 for population size 𝑃𝑠 
15. Evaluate initial ants population 𝑋 to note the fitness 𝑦𝑖 and current local best 𝑋𝑙𝑏𝑒𝑠𝑡 
16. 𝑦1 = 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑋 | 𝑃 ← 𝑋) 
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17. Update pheromones using equation (3.3.2) 
18. Start iteration 
19. For 𝑖2 = 1:𝐺𝑒𝑛 
20.           Compute probability using equation (3.3.1) for ant forage: 
21.           For 𝑖3 = 1: 𝑙𝑒𝑛𝑔𝑡ℎ(𝐷𝑖𝑛) 
22.                     For 𝑖4 = 1: 𝑙𝑒𝑛𝑔𝑡ℎ(𝑃𝑠) 
23.                               If [𝑝𝑟𝑜𝑏(𝑖4, 𝑖3) < max(𝑝𝑟𝑜𝑏(: , 𝑖3))]  &  [𝑟𝑎𝑛𝑑1 > 𝑝𝑟𝑜𝑏(𝑖4, 𝑖3)] 
24.                                         𝐺𝑝𝑠(𝑖4, 𝑖3) = 𝐺𝑝𝑠(max(𝑝𝑟𝑜𝑏(: , 𝑖3))) 
25.                               Else if 𝑟𝑎𝑛𝑑1 < max(𝑝𝑟𝑜𝑏(: , 𝑖3))  
26.                                         𝐺𝑝𝑠(𝑖4, 𝑖3) = 𝑠𝑒𝑙𝑒𝑐𝑡𝑟𝑎𝑛𝑑𝑜𝑚(𝑃) 
27.                               Else  
28.                                         𝐺𝑝𝑠(𝑖4, 𝑖3) = 𝐺𝑝𝑠(𝑖4, 𝑖3) 
29.                               End 
30.                     End 
31.           End 
32.           𝑋 = 𝑃 ← 𝐺𝑝𝑠(𝑖2) 
33.           Evaluate population 
34.           𝑦2 = 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑋) 
35.           Keep track of local best 𝑋𝑙𝑏𝑒𝑠𝑡 and continue iteration 
36.           Update pheromones based on new fitness / learning rate: equation (3.3.2) 
37. End 
 
Stochastic mechanism is added to the selection process of line 23 to 29 to avoid premature 
convergence on local best solution. This implies that the selection of component is not only 
based on current best solution but also on other determinant factors as described in the 
pseudocode. On completion of iteration for the required number of generation, the 
algorithm compares the fitness values of all the tracked local best (line 35). For the 
minimization problem, the set of components that gives the least minimum fitness is 
selected as the global best solution. The simulation results of this method (ACO) are 
provided as follows: 
 
Table 5.6 ACO generated LC components for 8th order elliptic low pass filter with 
fp: 1 MHz, fs: 1.2 MHz and Rin = Rout = 50 Ω  
Components Values 
L1 (μH) 5.9 
L2 (μH) 17.8 
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L3 (μH) 12.0 
L4 (μH) 11.5 
C1 (nF) 2.91 
C2 (nF) 0.352 
C3 (nF) 1.20 
C4 (nF) 2.18 
C5 (nF) 4.12 
C6 (nF) 2.91 
C7 (nF) 2.67 
 
 
 
 
Figure 5.4 Frequency Response of Elliptic Low-pass Filter Using Discrete ACO at 
1 MHz Cutoff Frequency 
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Figure 5.5 ACO Convergence Curve 
 
 
 
5.2.3 DE with Approximation 
The purpose of applying additional constraint to DE algorithm is to examine its ability to 
adapt to a more confined search space in an attempt to find the best combination of discrete 
elements that will sufficiently minimize an objective function. DE algorithm described 
in  section 4.2.1  is still applicable at this juncture except that the approximating 
function  (5.2)  is inserted at every point where continuous variables are generated or 
modified. For instance, the function is placed immediately after generating initial 
continuous bounded population (5.1.2), to select the closest neighboring element in finite 
space as substitute for the continuous variables. It is also placed after the differential 
operator – crossover and mutation – evolves the population during the optimization. 
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The major control parameters of DE still remain Pcr = 1, and f = 0.95; other parameters 
used in iteration process is provided in Table 5.1. The optimum solutions attained by DE 
using this method are presented in Table 5.7 and frequency response curve for the third 
column elements is plotted in Figure 5.6. For the frequency response plot of the filter with 
terminal resistance of 50 Ω, it is observed that the maximum passband ripple attained is 
about 0.0612 dB and the minimum stopband attenuation is estimated to be above 55.7 dB. 
Depicted in Figure 5.7 is the convergence curve plotted for each value of minimum error 
at each generation Gen. 
 
 
Table 5.7 DE generated LC components for 8th order elliptic low pass filter with 
fp: 1 MHz, fs: 1.2 MHz and Rin = Rout = 50 Ω 
Components For αp: 0.0634 dB, αs: 57.10 dB For αp: 0.0612 dB, αs: 55.70 dB 
L1 (μH) 5.23 5.23 
L2 (μH) 10.0 8.35 
L3 (μH) 9.88 10.0 
L4 (μH) 7.87 5.90 
C1 (nF) 3.28 3.32 
C2 (nF) 1.07 1.65 
C3 (nF) 1.10 6.90 
C4 (nF) 1.69 1.45 
C5 (nF) 4.42 4.07 
C6 (nF) 4.99 5.23 
C7 (nF) 4.48 4.99 
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Figure 5.6 Frequency Response of Elliptic Low-pass Filter Using Discrete 
Differential Evolution at 1 MHz Cutoff Frequency 
 
Figure 5.7 DE Convergence Curve for Minimum Error Per Iteration 
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5.2.4 CMAES with Approximation 
As one of the best performing algorithm, CMAES is also tested with approximation 
constrained. The population generated by sampling ℕ(m, σ2C) is modified and confined to 
discrete variables by taken two steps: First the continuous variable population is bounded 
within the upper and lower limit constraints and then the distance (5.2) of each element is 
computed relative to components in finite space within the range of  10−6  to 10−9 . In 
contrast to application of CMAES to continuous optimization where normalized filter is 
considered, a new requirement for the discrete search is met by setting the step size σ of 
the algorithm to 10−9 and its mean value m is initialized within the radius of 10−6. The 
discrete optimization procedure is summarized in (5.6) for population size of λ. Details of 
this method is discussed in section 4.2.2. 
𝑋𝑘  =  𝑚 + 𝜎 ∗ ℕ(0, C),   𝑓𝑜𝑟 𝑘 = 1…𝜆 
𝑋𝑘
𝑚𝑖𝑛  ≤  𝑋𝑘  ≤ 𝑋𝑘
𝑚𝑎𝑥 
[𝐸𝑛, 𝐸𝑛−1, 𝐸𝑛−2, … … , 𝐸1] ← 𝑋𝑘 
(5.6) 
 
The optimum solution attained by CMAES using this method is presented in Table 5.8 and 
frequency response curve for the third column components is plotted in Figure 5.8. For the 
filter design with terminal resistance of 50 Ω, it is observed that the maximum passband 
ripple attained is about 0.0754 dB and the minimum stopband attenuation is estimated to 
be above 55.70 dB. Depicted in Figure 5.9 is the convergence curve plotted for each value 
of minimum error at each generation Gen. 
 
Table 5.8 CMAES generated LC components for 8th order elliptic low pass filter 
with fp: 1 MHz, fs: 1.2 MHz and Rin = Rout = 50 Ω  
Components For αp: 0.0772 dB, αs: 57.30 dB For αp: 0.0754 dB, αs: 55.70 dB 
L1 (μH) 9.42 9.76 
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L2 (μH) 8.66 9.42 
L3 (μH) 6.42 7.15 
L4 (μH) 6.81 7.77 
C1 (nF) 0.75 0.723 
C2 (nF) 1.60 1.47 
C3 (nF) 2.67 2.43 
C4 (nF) 2.74 2.46 
C5 (nF) 4.75 4.37 
C6 (nF) 3.83 3.44 
C7 (nF) 3.57 3.36 
 
 
 
 
Figure 5.8 Frequency Response of Elliptic Low-pass Filter Using Discrete CMAES 
at 1 MHz Cutoff Frequency 
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Figure 5.9 CMAES Convergence Curve 
 
Discrete evolutional search has been implemented for filter design problem and the 
performance of each method are numerically and graphically compared in this chapter. 
CM which is adapted form of binary GA is verified as a better alternative to ACO as seen 
from its ability to meet filter requirement with lesser time. Then again, a proximity 
constraint is added to the elementary constraint of continuous objective formulation in 
order to observe the possibility of extending the continuous optimization algorithm to 
discrete search space. Remarkably, this method performs very well in minimizing the 
objective function. From the results obtained, it is noted that both DE and CMAES are 
able to meet the filter specification far better than ACO and CM. There performances are 
also comparable to that of continuous domain despite the more stringent constraints 
estimation. Although, CMAES seems to converge very fast but its performance based on 
meeting filter specification is second-rated as compared with DE. The next chapter 
extensively summarizes the findings of the simulation results and concludes the major 
parts of this thesis. 
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CHAPTER 6 
CONCLUSION AND RECOMMENDATION 
6.1 Conclusions 
Having completed simulations and studies of different Evolutionary Strategies (ES) 
appropriated in analog filter design, this thesis is concluded by revealing some useful 
findings about the strengths and limitations of these optimization algorithm adopted in the 
design of multivariable system. In the same vein, we review the performance of two of the 
best behaved ES when tested on additional constraint in an attempt to adjust the algorithms 
to discrete search space. Considering the discrete components allotted for combinatorial 
optimization problem, running brute force search would have been the best bet to arrive at 
a unique solution for the filter design problem, but it is not realizable due to the time 
complexity posed by this exhaustive search method. However, in place of the latter 
approach, ant colony optimization (ACO) and crossover and mutation (CM) techniques are 
selected based on the pretext that their evolutional operator do not perform any arithmetic 
manipulation on variables. On another side, a unique test function is introduced to the filter 
design problem in order to weigh the performance of each ES employed in simulations and 
its performance is pointed out hereafter. 
Error analysis technique called weighted sum of maximum deviation (SMD) which is a 
form of minimax related to least  pth  (for p=2) method is presented and tested on all 
strategies treated in this thesis. The weighted SMD has proven to be very sensitive and 
effective to changing parameters of multivariable system as observed from filter design 
examples provided. Since the objective function is fixed and the maximum number of 
evaluation is dependent on the swiftness of the algorithms to locate the optimum solution, 
the performance of ES is thus assessed based on their ability to meet the filter design 
specifications, and based on the time taken to reach optimum solution on an Intel core i5 
CPU  @ 1.70 GHz 1.70 GHz processor.  
In the discrete phase, the time taken in the worst case is consumed by ACO which took 
about  56 minutes  to evaluate 7000  generations. CM too was terminated after 
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evaluating  7000  generations and the time taken for these evaluations is approximated 
to 33 minutes. Lesser time is consumed by discrete CMAES, and DE. As for CMAES, the 
algorithm is stopped when there is no further improvement in the cost i.e. after minimizing 
the error to a reasonable level. On the average, number of generation evaluated by CMAES 
before hitting a stop is 7000 and it took the algorithm less than 5 minutes to reach the 
optimum solution. Identical to ACO and CM, DE is programmed to stop iteration after 
evaluating  7000 generations; and this took about 29 minutes to completely execute the 
evaluations of all trial individuals. 
 
Table 6.1 Simulation Results for Discrete ES 
Discrete ES 
Total Evaluated 
Generation 
Passband 
Ripple dB 
Stopband 
Ripple dB 
Convergence 
Time ≈
𝐌𝐢𝐧𝐮𝐭𝐞𝐬 
Specification – 0.050 55.0 – 
ACO 7000 0.962 58.3 56 
CM 7000 0.882 60.1 33 
CMAES+ 7000 0.0754 55.7 5 
DE+ 7000 0.0612 55.7 29 
 
 
DE, CMAES, DSA, and PSO are considered in design examples of continuous 
optimization. As expected, due to the additional degree of freedom and higher decimal 
place value of the continuous domain, DE and CMAES perform better in component 
optimization of the filter design. Comparable to discrete domain with the additional 
constraint, continuous-DE runs for about  3.1 minutes  before meeting required 
specification and the total number of generations evaluated is  1500  on the average. 
CMAES expanded its search and evaluated up to 11000 generations before reaching an 
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optimum set of components for the filter design; the search took about 2.3 minutes of 
execution time. Conversely on average, DSA executed 3000 generations before reaching 
a reasonable tolerance and it took the algorithm 8.3 minutes to complete the optimization 
task. PSO consumed lesser time (6.2 minutes) than DSA to completely evaluate similar 
proportion (3000) of generations before meeting the specification. 
 
Table 6.2 Simulation Results for Continuous ES 
ES 
Total Evaluated 
Generation 
Passband 
Ripple dB 
Stopband 
Ripple dB 
Convergence 
Time ≈ 𝐌𝐢𝐧𝐮𝐭𝐞𝐬 
Specification – 0.050 55.00 – 
DSA 3000 0.494 57.13 8.3 
PSO 3000 0.175 57.16 6.2 
DE 1500 0.056 57.10 3.1 
CMAES 11000 0.056 57.10 2.3 
 
In chapter 3, we introduced crossover and mutation techniques while the pseudo code for 
implementing this algorithm is provided in chapter 5. From the filter design example using 
this method, it is observed that the algorithm is able to meet the transition band 
specification and exceeded the stopband ripple specification at expense of higher deviation 
from specification in passband ripple. Additionally, filter design example using ant colony 
optimization is presented in  chapter 5 . ACO also has passband ripple issue but it 
sufficiently satisfied other requirements. The inferiority issue of ACO comes from the 
discriminating procedure of the optimizer; it ascribe more importance (pheromones 
concentration) to the elements that is contained in local best, whereas getting best 
combination of optimum elements is not supposed to be restricted to current set of best 
element nor should it be totally dependent on pheromones level. 
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The approximating constraint added to continuous DE and CMAES as proven to be more 
efficient than the two techniques substituted in place of the simple but time consuming 
exhaustive search method. It is noted that the efficiency of unconstraint optimizer in 
continuous domain can be used to predict its performance in discrete domain. Nonetheless, 
in whatever domain we wish to optimize variables of any given system, it is pertinent to 
have a well-defined objective function that satisfactorily represents the system to be 
optimized before the performance of an algorithm could be assessed. From what is 
observed in continuous domain, there is little prospect in extending PSO to the proximity 
constraint. Due to the significant number of variables to be optimized, PSO often gets 
entrapped in local minimum despite the weights associated with its velocity is varied 
nonlinearly along recommended constant values. The algorithm can be enhanced by 
inculcating a restart capability at instance where there are no changes in global best or local 
best. DSA on the other hand has a thorough exploration ability than exploitation. This 
random exploration process is not very helpful where parameter sensitivity is significant 
as it will be considered a matter of chance for the optimizer to jump to a stopover point that 
contains the optimum solution. DSA will be a very powerful algorithm if it is integrated 
with a local search algorithm. 
In summary, all ES tested for continuous problem was able to minimize the objective 
function to a reasonable point, but DSA and PSO made some tradeoff in their passband to 
satisfy other requirements. DE and CMAES are able to meet the specification in both 
continuous and discrete domain with negligible discrepancy. CM performs better in terms 
of execution speed and accuracy than ACO while discrete DE and CMAES outperforms 
the two primary discrete algorithm. The overall time consumed by each algorithm are rated 
in according to ascending order of CMAES, DE, PSO, DSA, CM, ACO. Though CMAES 
is fast with good accuracy, DE tends to perform better in precision due to its exploitation 
ability of differential mutation. 
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6.2 Further Studies 
Discrete optimization may vary by application; as for most nonlinear engineering problem, 
it may be difficult to tell if selecting closest element is the best option. For this reason, it 
may be helpful to do sensitivity analysis to determine if tuning to the nearest available 
element is the best alternative or to simply select adjoining element in the optimization 
process. It is therefore encouraged to further study the relativity of filter elements in terms 
of transfer function and apply optimization procedure to adjust the parameters based on the 
sensitivity level. 
Furthermore, we observed that global optimization generates more acceptable filter 
solutions in comparison to conventional approach; in respect of this, automation of the 
whole processes of filter design using different evolutionary strategies is suggested. Also, 
as part of the recognition for the need of automation, it is important to study the uniqueness 
of solution of discrete component selection with respect to exhaustive enumeration 
perspective and to study the behavior of global optimizer relative to filter design in order 
to find a fixed value for the parameters of the algorithms. 
Other future work should address mitigating the limitations of population based meta-
heuristic algorithm; which could involve designing a unified structure with self-tuning 
ability for both continuous and discrete optimization problem. While it might seems 
impossible to have a single integrated solution platform that tackles all the hitches of meta-
heuristic algorithm such as computational time, local traps, parameter settings, and other 
complexities, it is an acceptable compromise to combine one or more optimization 
procedures to complement each other in order to arrive at a laborsaving optimizer. 
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