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Abstract: The optimal tracking problem of the probability density function of a stochastic process can
be expressed in term of an optimal bilinear control problem for the Fokker-Planck equation, with the
control in the coefficient of the divergence term. As a function of time and space, the control needs to
belong to an appropriate Banach space. We give suitable conditions to establish existence of optimal
controls and the associated first order necessary optimality conditions.
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1. INTRODUCTION
The study of the Fokker-Planck equation (FPE), also known
as Kolmogorov forward equation, has received great and in-
creasing interest starting from the work by Kolmogoroff (1931),
owing to its relation with the description of the time evolution
of the Probability Density Function (PDF) of the velocity of a
particle. In Blaquie`re (1992), the analysis of the controllability
properties of the FPE has been developed in connection with
quantum system and stochastic control. In recent years, it has
become of main interest in mean field game theory (see Porretta
(2015) for further insights on this connection).
In a similar way, our main interest in the optimal control of
the Fokker-Planck equation derives from its connection with
the evolution of the PDF associated with a stochastic process.
Given T > 0, let us consider a continuous-time stochastic
process described by the (Itoˆ) stochastic differential equation
dXt = b(Xt , t)dt+σ(Xt , t)dWt , t ∈ (0,T ) ,
X(t = 0) = X0 ,
(1)
where X0 ∈ Rd is the initial condition, d ≥ 1, dWt ∈ Rm is
an m−dimensional Wiener process, m ≥ 1, b = (b1, . . . ,bm)
is a vector valued drift function, and the dispersion matrix
σ(Xt , t) = (σi j) ∈ Rd×m is assumed to have full rank.
Assuming for simplicity that the state variable Xt evolves in
a bounded domain Ω of Rd with smooth boundary, we define
Q := Ω× (0,T ), Σ := ∂Ω× (0,T ), and ai j := σikσk j/2, i, j =
1, . . .d, where here and in the following we use the Einstein
summation convention. We denote by ∂i and ∂t the partial
derivative with respect to xi and t, respectively, where i =
1, . . . ,d.
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Under suitable assumptions on the coefficients b and σ , it is
well known, see (Primak et al., 2004, p. 227) and (Protter,
2005, p. 297) that, given an initial distribution ρ0, the PDF
associated with the stochastic process (1) evolves according to
the following FPE
∂tρ−∂ 2i j (ai jρ)+∂i (biρ) = 0 , in Q , (2)
ρ(x,0) = ρ0(x) , in Ω . (3)
We refer to Risken (1989) for an exhaustive theory and nu-
merical methods for the FPE. A solution ρ to (2)-(3) shall
furthermore satisfy the standard properties of a PDF, i.e.,
ρ(x, t)≥ 0 , (x, t) ∈ Q ,∫
Ω
ρ(x, t) dx = 1 , t ∈ (0,T ) .
Consider now the presence of a control function acting on (1)
through the drift term b,
dXt = b(Xt , t;u)dt+σ(Xt , t)dWt , (4)
where the control has to be chosen from a suitable class of
admissible functions in a way to minimize a certain cost func-
tional. In the non-deterministic case of (4), the state evolution
Xt represents a random variable. Therefore, when dealing with
stochastic optimal control, usually the average of the cost func-
tion is considered, see for example Fleming and Rishel (1975).
In particular, the cost functional is usually of the form
J(X ,u) = E
[∫ T
0
L(t,Xt ,u(t))dt+ψ(XT )
]
,
for suitable running cost L and terminal cost ψ .
On the other hand, the state of a stochastic process can be
characterized by the shape of its statistical distribution, which
is represented by the PDF. Therefore, a control methodology
defined via the PDF provides an accurate and flexible control
strategy that can accommodate a wide class of objectives,
cf. (Brockett, 2001, Section 4). In this direction, in Forbes
et al. (2004); Jumarie (1992); Ka´rny´ (1996); Wang (1999)
PDF-control schemes were proposed, where the cost functional
depends on the PDF of the stochastic state variable. In this
way, a deterministic objective results and no average is needed.
However, in these references, stochastic methods were still
adopted in order to approximate the state variable Xt of the
random process. On the other hand, in Annunziato and Borzı`
(2010, 2013) the authors approach directly the problem of
tracking the PDF associated with the stochastic process. If the
control acts through the drift term as in (4), the evolution of the
PDF is controlled through the advection term of equation (2).
This is a rather weak action of the controller on the system,
usually called of bilinear type, since the control takes action as
a coefficient of the state variable. Indeed, few controllability
results are known for such a kind of control system (e.g.
Blaquie`re, 1992; Porretta, 2014). Concerning the existence of
bilinear optimal control, a first result was given by Addou and
Benbrik (2002) for a control function which only depends on
time. Relying on this result, in Annunziato and Borzı` (2010,
2013) the tracking of a PDF governed by (2) has been studied
with a time dependent control function.
Notice that, in general, the space domain in (2) is Rd instead
of Ω. However, if localized SDEs are under consideration, or
if the objective is to keep the PDF within a given compact set
of Ω and the probability to find Xt outside of Ω is negligible,
we might focus on the description of the evolution of the PDF
in the bounded domain Ω ⊂ Rd . Assuming that the physical
structure of the problem ensures the confinement of the stochas-
tic process within Ω, it is reasonable to employ homogeneous
Dirichlet boundary conditions
ρ(x, t) = 0 in Σ ,
also known as absorbing boundary conditions (Primak et al.,
2004, page 231) (see also Feller (1954) for a complete charac-
terization of possible boundary conditions in dimension one).
The aim of this work is to extend the theoretical study on the
existence of bilinear optimal controls of the FPE by Addou and
Benbrik (2002) to the case of more general control functions,
i.e., to the case of a bilinear control which depends both on time
and space. In connection with our motivation from stochastic
optimal control, on the one hand, a simpler controller u = u(t)
would be easier to implement in some applications. On the
other hand, in certain situations it could be handier or even
required to act on the space variable as well. In general, the
richer structure of a control u = u(x, t) allows to substantially
improve the tracking performance of a PDF, as shown in Fleig
et al. (2014). For a more detailed presentation of the results and
their proofs in the current work, we refer to Fleig and Guglielmi
(2015).
In the sequel, following Aronson (1968), we introduce proper
assumptions on the functional framework to ensure existence
of solutions to state equation of the form (2) in Section 2.
Section 3 is devoted to recast the FPE in an abstract setting and
to deduce useful a-priori estimates on its solution. The main
result on existence of solutions to the optimal control problem
is presented in Section 4, whereas in Section 5 we deduce
the system of first order necessary optimality conditions that
characterizes the optimal solutions. Section 6 concludes.
2. EXISTENCE OF SOLUTION TO THE FPE
In this section, we describe the functional framework that we
will use to ensure the existence of solutions to
∂ty−∂ 2i j (ai jy)+∂i (bi(u)y) = f in Q , (5)
which, assuming that ai j ∈C1(Q) for all i, j = 1, . . . ,d, and set-
ting b˜ j(u) := ∂iai j−b j(u), can be recast in the flux formulation
∂ty−∂ j
(
ai j∂iy+ b˜ j(u)y
)
= f in Q , (6)
with initial and boundary conditions
y(x, t) = 0 , (x, t) ∈ Σ , (7)
y(x,0) = y0(x) ∈ L2(Ω) , x ∈Ω , (8)
and associated variational formulation∫∫
Q
f v =
∫∫
Q
∂tyv−
∫∫
Q
(
∂ j
(
ai j∂iy+ b˜ j(u)y
))
v
=−
∫∫
Q
y∂tv−
∫
Ω
y(·,0)v(·,0)+
∫∫
Q
(
ai j∂iy+ b˜ j(u)y
)
∂ jv
for any test function v ∈W 1,12 (Q) with v|∂Ω = 0 and v(·,T ) =
0, where the differentials dx and dt have been omitted for
readability.
Here and in the following sections we assume the hypotheses
Assumption 1. (1) ai j ∈C1(Q) for all i, j = 1, . . . ,d.
(2) ∀ξ ∈ Rd and almost all (x, t) ∈ Q :
(a) ai j(x, t)ξiξ j ≥ θ |ξ |2 for some 0 < θ < ∞.
(b) |ai j(x, t)| ≤M, i, j = 1, ...,d, for some 0 < M < ∞.
(3) f , b˜ j(u) ∈ Lq(0,T ;L∞(Ω)), j = 1, ...,d, with 2 < q≤ ∞.
Under this assumption, a result by (Aronson, 1968, Thm. 1,
p. 634) ensures the existence and uniqueness of (nonnegative)
solutions to equation (6).
Theorem 2. (Existence of nonnegative solutions). Suppose that
Assumption 1 holds and let y0 ∈ L2(Ω). Then there exists a
unique y ∈ L2(0,T ;H10 (Ω))∩L∞(0,T ;L2(Ω)) satisfying∫∫
Q
[−y∂tv+ (ai j∂iy+ b˜ j(u)y)∂ jv− f v] = ∫
Ω
y0v(·,0)
for every v ∈W 1,12 (Q) with v|∂Ω = 0 and v(·,T ) = 0, i.e., y is
the unique weak solution of the Fokker-Planck initial boundary
value problem (6)-(8). Moreover, if f ≡ 0 and 0 ≤ y0 ≤ m
almost everywhere in Ω, then
0≤ y(x, t)≤ m(1+CFPk) almost everywhere in Q ,
where
k :=
d
∑
j=1
∥∥b˜ j(u)∥∥Lq(0,T ;L∞(Ω))
and the constant CFP > 0 depends only on T,Ω, and the
structure of the FPE.
Remark 3. If the right-hand-side in (6) is of the form f =
div(F)with F : Q→Rd , Theorem 2 remains true assuming that
Fi ∈ L2(Q), i = 1, ...,d, see Aronson (1968).
The solution obtained by Theorem 2 is more regular. To this
end, let us consider the Gelfand triple V ↪→ H ↪→ V ′, with
H := L2(Ω), V := H10 (Ω), and V
′ = H−1(Ω) the dual space of
V , endowed with norms
‖y‖2H :=
∫
Ω
y2 dx , ‖y‖2V :=
∫
Ω
|∇y|2 dx ,
‖L‖V ′ := sup
y∈V,‖y‖V=1
∣∣〈L,y〉V ′,V ∣∣ ,
respectively, where 〈. , .〉V ′,V represents the duality map be-
tween V and V ′. We remind that
W (0,T ) := {y ∈ L2(0,T ;V ) : y˙ ∈ L2(0,T ;V ′)} ⊂C([0,T ];H) ,
y˙ denoting the time derivative of y.
Proposition 4. Under the assumptions of Theorem 2, the solu-
tion y to problem (6)-(8) belongs to W (0,T ), possibly after a
modification on a set of measure zero.
For brevity, in the following we will refer to the space
Lp(0,T ;X) simply by Lp(X), for any p∈ [1,+∞] and X Banach
space.
3. A-PRIORI ESTIMATES
In this section, we deduce a-priori estimates of solutions to the
FPE (5),(7),(8) with f ∈ L2(0,T ;V ′). For the sake of clarity, we
recast it in abstract form{
y˙(t)+Ay(t)+B(u(t),y(t)) = f (t) in V ′ , t ∈ (0,T )
y(0) = y0 ,
(9)
where y0 ∈ H, A : V → V ′ is a linear and continuous operator
such that
〈Az,ϕ〉V ′,V =
∫
Ω
ai j∂iz∂ jϕ dx ∀z,ϕ ∈V,
and the operator B : L∞(Ω;Rd)×H→V ′ is defined by
〈B(u,y),ϕ〉V ′,V =−
∫
Ω
bi(u)y∂iϕ dx =−
∫
Ω
yb(u).∇ϕ dx
for all u ∈ L∞(Ω;Rd), y ∈ H, ϕ ∈ V . In the following,
E (y0,u, f ) refers to (9) whenever we want to point out the data
(y0,u, f ).
From this section on, we denote by M and C generic positive
constants that might change from line to line, and we assume
the following properties.
Assumption 5. (1) The coefficient functions ai j(x, t) are posi-
tive constants, i.e., ai j > 0.
(2) The function b : Rd+1×U →Rd ,(x, t;u) 7→ b(x, t;u(x, t))
satisfies the growth condition
d
∑
i=1
|bi(x, t;u)|2≤M(1+ |x|2+ |u(x, t)|2) ∀x∈Rd , (10)
for every i = 1, . . . ,d, t ∈ [0,T ], and u in a suitable space
U of admissible controls.
We assume for simplicity the coefficients ai j to be constant,
that is, the operator A is self-adjoint, in order to focus more
specifically on the bilinear action of the control through the
divergence term. However, it shall be possible to extend the
analysis to the case of general diffusion coefficients satisfying
Assumption 1(i)-(ii).
In this setting, u(t)∈ L∞(Ω;Rd) implies b(t;u(t))∈ L∞(Ω;Rd),
which occurs, in particular, in the case
bi(x, t;u) = γi(x)+ui(x, t) , (x, t) ∈ Q ,
for some γi ∈C1(Ω) and ui(·, t) ∈ L∞(Ω), i = 1, . . . ,d. Further-
more, relation (10) ensures that
‖B(u,y)‖V ′ ≤M(1+‖u‖L∞(Ω;Rd))‖y‖H
for any u ∈ L∞(Ω;Rd) and y ∈ H. Given q > 2, admissible
controls are functions
u ∈U := Lq(0,T ;L∞(Ω;Rd))⊂ L2(0,T ;L∞(Ω;Rd)) ,
for which we have
‖u‖L2(0,T ;L∞(Ω;Rd)) ≤ T
q−2
2q ‖u‖U .
To ease the notation, we still denote by A and B the operators
A : L2(V )→ L2(V ′) and B : U ×L∞(H)→ Lq(V ′) with 1/q+
1/q′ = 1, such that, respectively,
Az =−∂ j (ai j∂iz) ∀z ∈ L2(V )
and
B(u,y) = ∂i (bi(u)y) = div(b(u)y) ∀u ∈U , y ∈ L∞(H) .
Indeed, for every u ∈ U and y ∈ L∞(H) we have that
div(b(u)y) ∈ Lq(V ′) and
‖B(u,y)‖Lq(V ′) = ‖div(b(u)y)‖Lq(V ′) ≤M(1+‖u‖U )‖y‖L∞(H) .
The next result gives some useful a-priori estimates on the
solution to (9).
Lemma 6. Let y0 ∈ H, f ∈ L2(V ′) and u ∈U . Then a solution
y to (9) satisfies the estimates
‖y‖2L∞(H) ≤M(u)
(
‖y0‖2H +‖ f‖2L2(V ′)
)
,
‖y‖2L2(V ) ≤ (1+‖u‖2U )M(u)
(
‖y0‖2H +‖ f‖2L2(V ′)
)
,
‖y˙‖2L2(V ′) ≤ 2‖ f‖2L2(V ′)+
(1+‖u‖2U )M(u)
(
‖y(0)‖2H +‖ f‖2L2(V ′)
)
,
where M(u) :=Cec(1+‖u‖
2
U ), for some positive constants c, C.
4. EXISTENCE OF OPTIMAL CONTROLS
In this section, we consider the minimization of a cost func-
tional J˜(y,u), where the state y is subject to equation (9) with
control u and source f ≡ 0. We require Assumptions 1 and 5 to
hold in this and the following sections.
Fixing y0 ∈ H, we introduce the control-to-state operator
Θ : U → C([0,T ];H) such that u 7→ y ∈ C([0,T ];H) solution
of E (y0,u,0). Thus, the optimization problem turns into mini-
mizing the so-called reduced cost functional J(u) := J˜(Θ(u),u),
which we assume to be bounded from below, over a suitable
non-empty subset of admissible controls Uad . Without loss of
generality, we assume the existence of a control u˜ ∈ Uad such
that J(u˜) < ∞. In the following, we consider the usual box
constraints for the space of admissible controls, i.e.,
Uad := {u ∈U : ua ≤ u(x, t)≤ ub for a.e. (x, t) ∈ Q} , (11)
where ua,ub ∈ Rd and ua ≤ ub is to be understood component-
wise. In order to prove the main theorem we will need the
following compactness result (see Aubin (1963), (Lions, 1969,
The´ore`me 5.1, page 58) or (Simon, 1987, Corollary 4)).
Theorem 7. Let X ,Y,Z be three Banach spaces, with dense and
continuous inclusions
Y ↪→ X ↪→ Z,
the first one being compact. Then, for every p ∈ [1,+∞) and
r > 1 we have the compact inclusions
Lp(I;Y )∩W 1,1(I;Z) ↪→ Lp(I;X)
and
L∞(I;Y )∩W 1,r(I;Z) ↪→C(I;X).
Theorem 8. Let y0 ∈ H and assume b(x;u) = (γi(x)+ui(x, t))i
for some γi ∈ C1(Ω), i = 1, . . . ,d. Consider the reduced cost
functional J(u) = J˜(Θ(u),u), to be minimized over the controls
u ∈ Uad . Assume that J is bounded from below and (sequen-
tially) weakly-star lower semicontinuous. Then there exists a
pair (y¯, u¯) ∈ C([0,T ];H)×Uad such that y¯ solves E (y0, u¯,0)
and u¯ minimizes J in Uad .
Remark 9. Requiring box constraints as in (11) might seem a
too restrictive choice. However, we note that in case of bilinear
action of the control into the system, even box constraints might
not suffice to ensure the existence of optimal controls, see
for example (Lions, 1971, Section 15.3, p. 237). Theorem 8
clearly also holds for any Uad that is a bounded weakly-star
closed subset of U . However, note that in the unconstrained
case Uad ≡ U , asking only J(u) ≥ λ‖u‖U for some λ > 0 is
not enough. Instead, a condition of the type J(u) ≥ λ‖u‖L∞(Q)
would allow to prove the existence of optimal controls. How-
ever, this kind of condition is not very practical in applications.
Corollary 10. Assume that b(x, t;u) = (γi(x) + ui(x, t))i for
some γi ∈ C1(Ω), i = 1, . . . ,d, with u ∈ Uad as in (11), and
let yd ∈ L2(0,T ;H), yΩ ∈ H, α,β ,λ ≥ 0 with max{α,β}> 0.
Then an optimal pair (y¯, u¯) ∈ C([0,T ];H)×Uad exists for the
reduced cost functional J(u) defined by
α
2
‖y− yd‖2L2(H)+
β
2
‖y(T )− yΩ‖2H +
λ
2
‖u‖2L2(H) , (12)
where y =Θ(u).
Remark 11. If one wants to use the cost functional (12) with-
out imposing box constraints on the control, e.g., Uad ≡ U ,
one shall require more regularity on the state y and on the
control u, in order to gain the same level of compactness re-
quired in the proof of Theorem 8. Indeed, further regularity
of y can be ensured by standard improved regularity results,
see for example (Wloka, 1987, Theorems 27.2 and 27.5) and
(Ladyzhenskaya et al., 1967, Theorem 6.1 and Remark 6.3).
However, these results come at the price of requiring more
regularity of the coefficients in the PDE, which, in our case,
translates to more regularity of the control. In particular, one
would need to require differentiability of u both in time and
space, which is a feature that is scarcely ever satisfied in the
numerical simulations.
Remark 12. Corollary 10 applies analogously to the case of
time-independent controls in the admissible space
U˜ad := {u ∈ L∞(Ω) : ua ≤ u(x)≤ ub for a.e. x ∈Ω} (13)
for some ua,ub ∈ Rd such that ua ≤ ub (component-wise), and
the reduced cost functional J2(u) given by
α
2
‖y− yd‖2L2(H)+
β
2
‖y(T )− yΩ‖2H +
λ
2
‖u‖2H ,
where y =Θ(u).
5. ADJOINT STATE AND OPTIMALITY CONDITIONS
In this section, we consider b and B such that b(u) = u and
B(u,y) = div(uy) ∀u ∈U , y ∈ L∞(0,T ;H) ,
respectively. This choice does not affect the generality of the
problem. Indeed, for b as in Theorem 8, assuming maxi{γi,γ ′i}
sufficiently small, we can include the contribution div(γy) in
the operator A, which becomes
Aγz := Az+div(γz)
that still satisfies the assumptions required on A.
Thanks to the estimates given by Lemma 6, we deduce the
following result.
Lemma 13. Let y0 ∈ H. Then the control-to-state map Θ is
differentiable in the Fre´chet sense, and for every u¯, h ∈ U the
function Θ′(u¯)h satisfies{
z˙(t)+Az(t)+B(u¯(t),z(t)) =−B(h(t), y¯(t)) in V ′ ,
z(0) = 0 , (14)
where y¯ =Θ(u¯).
Thanks to Remark 3, Theorem 2 ensures the existence of a
unique weak solution of equation (14).
We introduce the operator B˜ : L2(V )→ L2(L2(Ω;Rd)) such that
B˜(v) = ∇xv for all v ∈ L2(V ), where ∇x denotes the gradient
with respect to the space variable x ∈ Rd . For every u ∈ U ,
v ∈ L2(V ), and w ∈ L∞(H), we have that
T∫
0
(
b(u). B˜(v),w
)
H dt =
∫∫
Q
bi(u)w∂iv dxdt
=−
T∫
0
〈B(u(t),w(t)),v〉V ′,V dt
and the above integrals are well-defined.
In the sequel, we give the first order necessary optimality
conditions for the cost functional J as in (12). We start by
deducing an explicit representation formula for the derivative
of J. Incidentally, let us point out that J is one of the objective
functionals most commonly used in the numerical simulations,
see, for example, Annunziato and Borzı` (2013); Fleig et al.
(2014).
Proposition 14. Let yd ∈ Lq(0,T ;L∞(Ω)), yΩ ∈ L2(Ω), and
y0 ∈ L∞(Ω). Then the functional J given by (12) is differen-
tiable in U and, for all u,h ∈U ,
dJ(u)h =
∫∫
Q
hi(t) [y(t)∂i p(t)+λui(t)]dxdt (15)
holds, where y ∈W (0,T )∩L∞(Q) is the solution of E (y0,u,0)
and p ∈W (0,T ) is the solution of the adjoint equation
{−p˙(t)+Ap(t)−b(u(t)). B˜p(t) = α [y(t)− yd(t)] in V ′ ,
p(T ) = β [y(T )− yΩ] .
(16)
Let us observe that the function hi〈∂i p,y〉V ′,V : (0,T )→ R be-
longs to L1(0,T ) for all i = 1, . . . ,d, owing to hi ∈ Lq(L∞(Ω))
with q > 2, y ∈ L2(V ) and ∂i p ∈ L∞(V ′). Moreover, the ex-
istence and uniqueness of solutions for equation (16) is en-
sured by Theorem 2. Indeed, y0 ∈ L∞(Ω) gives y ∈ L∞(Q),
thus y−yd ∈ Lq(L∞(Ω)) as required by Assumption 1. Further-
more, y(T )− yΩ ∈ L2(Ω). Therefore, by the change of variable
q(t) = p(T−t), v(t) = u(T−t) and f (t) =α[y(T−t)−yd(T−
t)], equation (16) is recast in a form similar to (9) such that
Theorem 2 and Proposition 4 can be applied. In addition, if
yΩ ∈ L∞(Ω) we conclude that p ∈W (0,T )∩L∞(Q), see (Aron-
son, 1968, Theorem 1, p. 634).
We note that, a priori, for every u ∈U , dJ(u) is defined in U .
However, thanks to the representation formula (15), it may be
extended to a map defined on L2(L2(Ω;Rd)).
As a consequence of Proposition 14 and the variational in-
equality dJ(u¯)(u− u¯) ≥ 0 for any u ∈ Uad and locally optimal
solution u¯, we deduce the first order necessary optimality con-
ditions, formulated in the next result.
Corollary 15. Let yd ∈ Lq(0,T ;L∞(Ω)), yΩ ∈ L2(Ω), and y0 ∈
L∞(Ω). Consider the cost functional J defined by (12) with
α,β ,γ ≥ 0 and max{α,β} > 0. Then an optimal pair (y¯, u¯) ∈
C([0,T ];H)×Uad for J with corresponding adjoint state p¯ is
characterized by the following necessary conditions:
∂t y¯−ai j∂ 2i j y¯+∂i
(
u¯iy¯
)
= 0 , in Q ,
−∂t p¯−ai j∂ 2i j p¯− u¯i∂i p¯ = α[y¯− yd ] , in Q ,
y¯ = p¯ = 0 on Σ ,
y¯(0) = y0 , p¯(T ) = β [y¯(T )− yΩ] , in Ω ,∫∫
Q
[y¯∂i p¯+λ u¯i] (ui− u¯i)dxdt ≥ 0 ∀u ∈Uad .
(17)
Remark 16. In the case of time-independent control as in Re-
mark 12, the only modification needed in the optimality sys-
tem (17) is the variational inequality, which changes to∫
Ω
[∫ T
0
y¯∂i p¯ dt+λ u¯i
]
(ui− u¯i) dx≥ 0 ∀u ∈ U˜ad ,
where U˜ad is given by (13).
6. CONCLUSION
For the controlled Fokker-Planck equation with a space-
dependent control u(x, t) acting on the drift term we have
established theoretical results regarding the existence of opti-
mal controls and necessary optimality conditions. Compared to
just time-dependent controls u(t), where the PDF can only be
moved as a whole, space-dependent control allows to consider
a much wider class of objectives since every single point of
the PDF may be moved independently. When applying the
calculated optimal control directly to the stochastic process, this
results in a feedback loop, which may be interesting to a variety
of applications, e.g., fluid flow, quantum control, or finance.
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