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Background
DNA Microarrays allow us to monitor the expression level
of thousands of genes simultaneously across a collection
of related samples. This technology has been applied to
the prediction of cancer considering the gene expression
profiles in both, normal and cancer samples.
Support Vector Machines (SVM) have been applied to
identify cancer samples considering the gene expression
levels with encouraging results. This kind of techniques
are able to deal with high dimensional and noisy data
which is an important requirement in our practical prob-
lem.
However, common SVM algorithms rely on the use of the
Euclidean distance which does not reflect accurately the
proximities among the sample profiles [1].
This feature favors the misclassification of cancer samples
(false negative errors) which is a serious drawback in our
application. The SVM has been extended to incorporate
non-Euclidean dissimilarities [2].
Nevertheless, no dissimilarity can be considered superior
to the others because each one reflects just different fea-
tures of the data and misclassifies a different set of pat-
terns.
The false negative errors of individual classifiers can be
reduced by combining non-optimal classifiers [3]. To this
aim, different versions of the classifier are usually built by
bootstrap sampling the patterns or the features.
However, resampling techniques reduce the size of the
training set increasing the bias of individual classifiers and
consequently the error of the resulting combination [4].
Our approach
To avoid the bias introduced by resampling techniques,
we propose a combination strategy that builds the diver-
sity of classifiers considering a set of dissimilarities that
reflect different features of the data. In order to incorpo-
rate the dissimilarities into the SVM, they are first embed-
ded in an Euclidean space such that the inter-pattern
distances reflect the original dissimilarity matrix. Next, for
each dissimilarity a C-SVM is trained. Finally, the resulting
classifiers are properly combined using a voting strategy.
Our method is able to work directly from a dissimilarity
matrix.
Experimental results
The algorithm proposed has been tested using two bench-
mark datasets, Leukemia [5] and Breast Cancer [6].
Table 1 shows that the combination of dissimilarities
improves significantly the Euclidean distance which is
usually considered by most of SVM algorithms. The algo-
from Third International Society for Computational Biology (ISCB) Student Council Symposium at the Fifteenth Annual International Conference on Intel-
ligent Systems for Molecular Biology (ISMB)
Vienna, Austria. 21 July 2007
Published: 20 November 2007
BMC Bioinformatics 2007, 8(Suppl 8):S3 doi:10.1186/1471-2105-8-S8-S3
<supplement> <title> <p>Highlights from the Third International Society for Computational Biology (ISCB) Student Council Symposium at the Fifteenth Annual International Conference on Intelligent Systems for Molecular Biology (ISMB)</p> </title> <editor>Nils Gehlenborg, Manuel Corpas and Sarath Chandra Janga</editor> <sponsor> <note>The organizing committee would like to thank the International Biowiki Contest funded by the Korean Bioinformation Center (KOBIC) and the Institute for Systems Biology for financial contributions that made the publication of these highlights possible.</note> </sponsor> <note>M eting abstracts – A singl PDF co tai ing all abstracts in this Supplement is available <a href="http://www.biomedcentral.com/content/pdf/1471-2105-8-S8-full.pdf">h re</a></note> <url>http://www.biomedcentral.com/content/pdf/1471-2105-8-S8-info.pdf</url> </supplement>
This abstract is available from: http://www.biomedcentral.com/1471-2105/8/S8/S3
© 2007 Blanco et al; licensee BioMed Central Ltd. Page 1 of 2
(page number not for citation purposes)
BMC Bioinformatics 2007, 8(Suppl 8):S3 http://www.biomedcentral.com/1471-2105/8/S8/S3Publish with BioMed Central   and  every 
scientist can read your work free of charge
"BioMed Central will be the most significant development for 
disseminating the results of biomedical research in our lifetime."
Sir Paul Nurse, Cancer Research UK
Your research papers will be:
available free of charge to the entire biomedical community
peer reviewed and published immediately upon acceptance
cited in PubMed and archived on PubMed Central 
yours — you keep the copyright
Submit your manuscript here:
http://www.biomedcentral.com/info/publishing_adv.asp
BioMedcentral
rithm based on the combination of dissimilarities
improves the best single dissimilarity which is ℵ2. In
breast cancer, false negative errors are significantly
reduced. Experimental results are similar for the k-NN
classifier.
Conclusion
In this paper, we have proposed an ensemble of classifiers
based on a diversity of dissimilarities. Experimental
results suggest that the method proposed improves both,
misclassification errors and false negative errors of classi-
fiers based on a single dissimilarity.
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Table 1: 
% Error %False Negative
Method Breast Leukemia Breast Leukemia
Euclidean 10.2% 6.9% 4% 6.94%
Cosine 14.2% 1.38% 4% 1.38%
Correlation 14.2% 2.7% 6.1% 2.7%
ℵ2 12.2% 1.38% 4% 1.38%
Manhattan 12.2% 5.5% 4% 4.16%
Spearman 16.3% 8.3% 6.1% 5.5%
Kendall-Tau 18.3% 8.3% 6.1% 5.5%
Bagging 6.1% 2.77% 2% 1.38%
Combination 8.1% 1.38% 2% 1.38%
Experimental results for the ensemble of SVM classifiers. Classifiers 
based solely on a single dissimilarity and Bagging have been taken as 
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