In this paper we obtain an effective algorithm for quantifier elimination over algebraically closed fields: For every effective infinite integral domain k, closed under the extraction of pth roots when the characteristic p of k is positive, and every prenex formula cp with r blocks of quantifiers involving s polynomials 4,. . , & E k[Xl, . . . , X,] encoded in dense form, there exists a well-parallelizable algorithm without divisions whose output is a quantifier-free formula equivalent to q. The sequential complexity of this algorithm is bounded by 0( (cp 1) + D("("))', where Iv] is the length of cp and D 2 n is an upper bound for 1 + Es=, degfi, and the polynomials in the output are encoded by means of a straight line program. The complexity bound obtained is better than the bounds of the known elimination algorithms, which are of the type ]qI. D"cr, where c 2 2 is a constant. This becomes notorious when r = 1 (i.e., when there is only one block of quantifiers): the complexity bounds known up to now are not less than D"', while our bound is DO("). Moreover, in the particular case that there is only one block of existential quantifiers and the input polynomials are given by a straight line program we construct an elimination algorithm with even better bounds which depend on the length of this straight line program: Given a formula of the type
, . . . ,X,1 are polynomials whose degrees in the m variables Xn--m+i,. . ,X, are bounded by an integer d 2 m and Gr, . . , G,I E k[Xi , . . .,X.1 are polynomials whose degrees in the same variables are bounded by an integer 6, this algorithm eliminates quantifiers in time L2.(s.s'.6)0(').do(m), wh ere L is the length of the straight line program that encodes fi ,..., F,,Gi ,..., G,,.
Finally, we construct a fast algorithm to compute the Chow Form of an irreducible projective variety.
In the context of quantifier elimination, it is also worth mentioning the work of Renegar (see [36] ) on elimination in real closed fields since the bounds obtained there are very sharp and imply the bounds for elimination over complex numbers.
In all these algorithms, the polynomials are coded in dense form (i.e. as arrays of elements of k) and, in this model, the sequential and parallel bounds obtained in [16] are optimal. This shows that it is impossible to get better bounds unless we change the way of coding polynomials. A way of coding polynomials that showed to be effective to construct efficient algorithms to solve algebraic and geometric problems is the use of straight line programs: arithmetic circuits without branches nor selectors which evaluate the polynomials in any point (see, e.g. [17-20, 25, 28, 311) .
In this paper, we construct an effective elimination algorithm using the techniques to compute the dimension of an alfine algebraic variety described in [ 181. In order to do this, the polynomials will be encoded sometimes in dense form, sometimes by a straight line program and sometimes combining dense form and straight line programs.
The construction of this algorithm will be done in several steps (in any case, the way of coding the input and output polynomials will be specified).
First, we will consider prenex formulae with only one block of existential quantifiers and no inequalities. Then we will adapt the previous algorithm to prenex formulae with only one block of existential quantifiers which may contain inequalities. Then, we will use these algorithms to construct an algorithm without divisions for the general case.
As an application, we will use the previous algorithms to construct a new one that computes the Chow Form of an irreducible projective variety (see [lo] ).
The complexity bounds of our algorithms are better than the known bounds. Moreover all the algorithms exhibited in this paper are well-parallelizable and non-uniform in the sense that, for their construction, they require a preprocessing whose cost exceedes the complexity classes considered here. Nevertheless, this preprocessing, which consists in choosing some numbers, can be replaced by a random selection with a low probability of failure. In this sense, our algorithms are uniform with the same order of average complexity if we think of them as randomized algorithms.
Preliminaries
We first introduce some basic notions and notation and then mention the algorithmic tools used.
Notations
Let k be an infinite integral domain. We suppose k to be effective; this means that the arithmetic operations (addition, subtraction, multiplication) and basic equality checking (comparison) between elements of k are realizable by algorithms. If k has positive characteristic p, we also assume that k is closed under the extraction of pth roots and that the extraction of these roots is effective (i.e. done by an algorithm).
Let k' be the quotient field of k and k be an algebraic closure of k'. We denote by A"(k) the n-dimensional affine space over k, equipped with its Zariski topology and with its coordinate ring of polynomial functions. If S C A"(z), 3 will denote, as usual, the closure of S with respect to the Zariski topology.
Let Xi,..., X, be indeterminates over k. We denote the total degree of a polynomial fEk [Xl,.. Let cp be a first order formula. We denote by 1~1 the length of cp, i.e. the number of symbols needed to encode cp.
Codljication of polynomials
The polynomials we deal with in our algorithms will be encoded in one of the following ways: (a) Dense form, that is, as arrays (vectors) of elements of k.
(b) Straight line programs, which are arithmetic circuits (networks without branches). They contain neither selectors nor (propositional) Boolean operations. (For exact definitions and elementary properties of the notion of straight line program we refer to [23, 37, 38, 401 .) Our straight line programs will not contain any division. This is of particular importance for equality checking.
(c) Combining both dense form and straight line programs (i.e. in dense form with respect to some distinguished variables and their coefficients, which are polinomials in the remaining ones, encoded by a straight line program).
Algorithmic tools
Our algorithms are essentially based on the techniques used in [ 181 to compute the dimension of an algebraic set and on the methods of effective linear algebra which rely on well-parallelizable algorithms without divisions. A cornerstone of these techniques is Berkowitz' well-parallelizable polynomial algorithm for computing all the coefficients of the characteristic polynomial of a square matrix over any domain [4] . These coefficients are represented by a straight line program without divisions. For computing the rank of an arbitrary linear equation system over any domain we combine Berkowitz' algorithm with a result of Mulmuley [33] , which allows us to express the rank of an arbitrary matrix over any domain by the multiplicity of zero in the characteristic polynomial of some associated square matrix.
When applying these results, some new indeterminates are introduced. To eliminate them from the output, we will use a suitable "correct test sequence" of points with coordinates in k according to [24, Theorem 4.41 . Although the choice of such a correct sequence could be done algorithmically, the cost of doing so would exceed the main complexity class considered in this paper. However, for fixed input parameters, this choice is independent of the problem. For this reason, we will suppose that the correct test sequence is given by means of a preprocessing whose cost will not be considered in the complexity bounds obtained and, therefore, our algorithms will be non-uniform as they depend on the choice of the correct test sequences. However, the quoted Theorem 4.4 allows us to randomly choose correct test sequences with a probability of failure which is always less than l/262144 and becomes arbitrarily small as the parameters s,d and m increase. Therefore, our algorithms can be uniformly randomized, within the same order of (average) complexity (see, e.g. [2, 18, 191) .
When the characteristic p of k is positive, we will need to extract pth roots in extended base rings. These extractions will appear only in subroutines with no effect on final results and will have no influence on the global behavior of our algorithms (for more details, see [ 19, 1.2.21) .
In case k = 72, each node of an arithmetic network corresponding to a fundamental operation in the base ring H may be replaced by a Boolean circuit which processes bits. Taking into account the growth of the coefficients of the polynomials which appear as intermediate results of our algorithms, our arithmetic networks may be transformed in a natural way into Boolean ones of the same order of complexity and our results will remain valid mutatis mutandis for the bit complexity model of algorithms represented by Boolean networks but this requires a further analysis (for a similar analysis see [31] ).
The fundamental case
In this section we will show an algorithm which eliminates quantifiers in prenex formulae with only one block of existential quantifiers. This algorithm uses both straight line programs and dense form to represent polynomials.
Whenever it is necessary to change the codification of polynomials from straight line program to dense form, we will apply the method described in Section 3.1. In Section 3.2 we will consider formulae without inequalities. Then, in Section 3.3 we will exhibit an example which shows that the complexity bounds obtained are better than the bounds of any algorithm using only dense representation of polynomials. Finally, in Section 3.4 we will adapt the algorithm described in Section 3.2 to the case of formulae containing equalities and inequalities.
Putting straight line programs into dense form
The following proposition shows how to put some polynomials given by a straight line program into dense form with respect to some distinguished variables. Their coefficients will be given by a straight line program over the remaining variables. Then, (xl,. . . , x,_,) E 9 if and only if the closed subset of A"(E)
is non-empty. q
As the condition V# 8 is equivalent to dim(V) 2 0, we intend to apply the algorithm given in [18] that computes the dimension of V (note that V is defined by s polynomials in m indeterminates whose coefficients are elements of the ring K, these polynomials are given in dense form and their degrees are bounded by d). The main problem that appears when we try to apply this algorithm is the equality checking: (xl,. . . ,x,-,)
can be any point in F-m and we cannot decide whether a given polynomial with coefficients in k evaluated in this point is zero or not. In order to solve this problem, we are going to modify the algorithm properly (we will consider (xi,. . . ,x~-~) as parameters and follow all possible branchings of the process). As before, let R' be the quotient field of R and let i? be an algebraic closure of R'. If the characteristic p of k is positive, when we apply the algorithm of [18] , we will need to extract pth roots of elements of R. These extractions will appear only in subroutines with no effect on final results and, as the number of iterations of this process is bounded by an integer known a priori, can be computed by replacing the variables involved by adequate powers of new indeterminates.
For more details, see [19] . The sequential time complexity of this algorithm is (S + m)" (l) .
do(m) =sO(l).do(m).
We can choose r c k" because the coordinates of the elements in r can be chosen in any subset of 92 provided that its cardinal is large enough and, therefore, in k. Moreover, all the intermediate results of this algorithm are polynomials with coefficients in k, degrees bounded by do(") and given by a straight line program of length ,~~(~).d~@"), evaluated in the coefficients of hl,. . . , h,+,.
We intend to apply this algorithm to the closed sets IV,, . . . , W, in (I), i.e. to sets of the following type: . . , Y,,Z are new indeterminates over R) that will be used later to find the element CI and the polynomials rl, . . . , r,. As the mentioned algorithm needs to compare elements of the extended base ring and we cannot decide whether an element j3 E R is zero or not, any time we need to decide this we will consider the two possibilities: /I = 0, B # 0. For each of them, we will continue with the algorithm until we obtain the polynomials g, gi, . . . , gm. This will produce branches (selectors) Bj (l) .do(m) a n d each Pij E R is a polynomial given by a straight line program of length socl).do@) with degree bounded by do@), in the coefficients of h 1,. . ., h s+m.
In this way, for every branch, we obtain polynomials g, 91,. . . , g,,,.
Finally, the algorithm in [ 181 finds the element CI and the polynomials ri, , . . , r,,, in R[Z] using the elements of the set r = {y(l), . . . , y(")} C km in the following way:
First, it computes g(y(')). If g(y(l)) # 0, it produces the output a=g(y(')),
If g(y(')) = 0, it computes g(yc2)). If g(y(2))#0 the output will be CI = g(yc2)), ri(Z) = gt(y(2),Z), . . . , rm(Z) = gm(yc2), Z). If g(yc2)) = 0 the algorithm will continue in a similar way.
For each branch obtained before, we continue with the algorithm using the corresponding polynomials g, 91,. . . , gm. As we cannot decide if g(y@)) is zero or not for y(') E r, taking for every i, (1 < i 5 c)
we consider all the possibilities and for every condition Bj this will produce new branches. In this way, we obtain a new algorithm containing branches 
. ,x,_,).
Including the branches in the output, we obtain a new algorithm that, applied to a set W as in (2), produces an output of the type:
There exist unique js and r-0 (1 5 js 5 b and 1 5 ro 5 c) such that the fixed point (Xl,..., n m x _ ) satisfies B?") Jo (the existence is proved in [18, 3.4 .71, and the uniqueness +'o) is obvious from the definition of Bj") and, as the corresponding LX~,, is different from zero, every isolated point x E W satisfies:
OLjO y'"'~x = (r: ""(y(x)), . . . , rp)(y(x))).
As it is impossible to decide which is the jo and which is the ro that correspond to the fixed point (xi,. . . , x,_,), we continue with the algorithm for every j and every r given by a straight line program (see Proposition 3.1.1) we can apply the algorithm in Theorem 3.2.1 for L = 5?.d"@). Moreover, if the polynomials F 1,. . . , F, are given in dense form in the indeterminates X 1,. . . ,X,, they can obviously be encoded in dense form with respect to the indeterminates X _ n ,,,+I,. . . ,X,, with their coefficients in k[Xt, . .
.,X,_,] given by a straight line program of length L = ~.d'~("-~).d~(~)
and, again, we can apply the algorithm in Theorem 3.2.1. Applying the algorithm described in Theorem 3.2.1 we obtain, in time do@), an equivalent quantifier-free formula. Following the ideas in [16] , we will show now that the sequential complexity bound of any algorithm that eliminates quantifiers using only dense representation of polynomials must be, in this case, at least d".
Example
Let Then P divides Gi and, therefore, deg Gi 4 d'. Hence, if we encode Gi in dense form, the algorithm will have a sequential complexity not less than d" (note that, a polynomial of degree d in r variables has ("F') = do(') coefficients).
From this example, one may think that this bound could be improved by means of sparse encoding (i.e. not counting zero coefficients). Nevertheless, a simple change of variables, for example, may enlarge the sparse codification of polynomials.
To show this, we can change every variable Xi by Xi + 1 and every yi by yi + 1 in the example above. The new bounds would be the same but none of the polynomials appearing will have a short sparse form of encoding. In this case, the bounds obtained depend on s"@) and do(m). We will show that this dependence is not intrinsic of the problem.
Formulae with only one block of existential quant@ers containing inequalities
Keeping the above notations and hypotheses, we have the following: OLj )
On the other hand, if W n U' # 0, let x E W n U'. Then, as x is an isolated point of W, it satisfies (see Theorem 3.2.1). Then @'(y(x))=0
'di (1 <i<s+m) and GjJ(y(x))#O.
Hence, y(x) ER is a zero of gcdz(P/", . . . ,I$) but it is not a zero of Ghr and so gcdz(P/";..&,)
[G Ar This concludes the proof of the statement.
. 0
As we cannot decide which is js and which is r-0, we will continue with the algorithm for every j and every r. Following the ideas used in Section 3.3, it can easily be seen that the sequential complexity bound of any algorithm that eliminates quantifiers using only dense representation of polynomials must be, in this case, at least d".
However, applying the algorithm described in Theorem 3.4.1 we obtain a quantifierfree formula equivalent to cp in time d O@). This shows that, in the case that the formula contains inequalities, the algorithm given in Theorem 3.4.1 is better than any possible algorithm which only uses dense representation of polynomials. The complexity of the algorithm of Theorem 4.1 is better than the complexities of the elimination algorithms known up to now (note that the best of these complexities is D"c.r where c > 2 is a constant and our complexity is bounded by DcC,")r where c is a constant) and this shows the advantage of encoding the output in form of straight line programs.
A possibility to obtain an elimination algorithm with better bounds is to apply the results obtained in [20] which involve complexity bounds depending more intrinsecally on the geometry of the problem.
Computation of the Chow Form
Now, we will apply the algorithms given in Theorems 3.2.1 and 3.4.1 to obtain an algorithm which computes the Chow Form of an irreducible projective variety (see, e.g. [lo] ).
Let k be a field, let k be an algebraic closure of k and let k[Xo,. . .,X,] be the ring of polynomials in the indeterminates X0,. . . , X,, with coefficients in k. We assume that k is effective (when the characteristic p of k is positive we also assume that k is closed under the extraction of pth roots and that the extraction of these roots is done by an algorithm).
We will denote by P" the n-dimensional projective space over k. Note that cp has only one block of existential quantifiers. Applying the algorithm described in Theorem 3.2.1 we obtain a quantifier-free formula $ equivalent to 40. and this is impossible because MO is a HI,. . . , Hk-cell. Therefore, A40 = {i E I / {Hi # 0) n W = 8).
Let P = gcd(Hi, i E MO), let G = r&(P) be the polynomial obtained by multiplying the irreducible polynomials which divide P (see [34] ) and let H = l&r_Mo Hj. The sequential complexity of this step is s O(l) do@'). (Note that, if we had used .
the algorithm described in Theorem 3.2.1 and Rabinowitz' trick, the complexity bound would have been s" (l) .
do(nzr).)
Once we have found the set MO, we compute F = G/ gcd(G, H) using the techniques in [28] (i.e. making generic transformations to obtain polynomials which are manic in one of the variables and then applying an algorithm that uses linear algebra to compute the greatest common divisor for polynomials in only one variable). These techniques do not modify the order of complexity. So, the sequential complexity of the algorithm we have constructed is s"(').do(nr).
0
Note that the bound obtained to compute the Chow Form of I' is, in some sense, intrinsic as it depends on the projective dimension r of V. This dimension can be computed using the algorithm in [ 181 in sequential time s~(~).~O(").
