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3Abstract
Often, on computer networks experiments is useful to have a traffic gener-
ator. It’s purpose could get particularly critical when, operating on high
speed link, is required to generate an high volume of traffic on a restricted
time interval.
This thesis is going to address this issue by making, in a FreeBSD envi-
ronment, an high performance UDP traffic generator, explaining problems
and solutions adopted along the way.
Tests, executed during the whole development cycle, show good results
even operating under the maximum generation speed.
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5Sommario
Spesso, negli esperimenti che si effettuano sulle reti di calcolatori e` utile
disporre di un generatore di traffico. Il compito di questo strumento puo`
diventare particolarmente critico nel momento in cui, operando su linee ad
alta velocita`, e` richiesta la generazione di un elevato volume di traffico in
un intervallo temporale ristretto.
La tesi affronta questo tema attraverso la realizzazione, in ambiente Free-
BSD, di un generatore di traffico UDP dalle elevate prestazioni, illustrando
i problemi incontrati e le soluzioni adottate in corso d’opera.
Le prove pratiche, effettuate durante l’intero ciclo di sviluppo, hanno
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1.1 Generazione di traffico: un esempio
La generazione di traffico di rete in se´ non e` un’operazione particolarmente
complessa. Semplici generatori possono essere costruiti sfruttando le inter-
facce messe a disposizione per i programmi applicativi. La velocita` con cui
viene svolto questo compito, tuttavia, puo` rappresentare un fattore critico
nel momento in cui ci troviamo ad operare su linee di comunicazione capaci
di trasferire dati a rate molto elevati.
Consideriamo come esempio la tecnologia ethernet nelle versioni a 100
Mb/s e ad 1 Gb/s. A partire dalla velocita` di trasferimento sul mezzo e dalla
dimensione minima consentita per la trama e` possibile calcolare, con una
semplice divisione, il rate massimo teorico di ciascuna. Esso corrispondente
rispettivamente a ∼148000 e ∼1488000 trame al secondo. Consideriamo
poi netsend, un generatore disponibile su FreeBSD. Al fine di determinare
sperimentalmente la sua capacita` di generazione e` stato creato un flusso di
pacchetti UDP tra due calcolatori, dotati di schede gigabit ethernet, connessi
secondo la topologia riportata in figura 1.1.
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Figura 1.1: Topologia della rete di test.
I pacchetti, tutti della dimensione minima, sono stati generati al rate
massimo sul PC src e sono stati contati, attraverso una regola del firewall
ipfw, sul PC dst. Su quest ultimo e` stata impostata anche un’altra regola
per bloccare gli eventuali pacchetti icmp di ritorno, cos`ı da risparmiare al
src l’onere di processarli. Poiche´ la migliore prestazione riscontrata e` di
∼850000 pacchetti per secondo (pps) si evince che questo generatore puo`
essere impiegato con successo su una linea a 100 Mb/s ma non riesce a
fornire un volume di traffico adeguato ad una gigabit ethernet.
1.2 Contributo di questa tesi
Riflettendo sulle possibili inefficienze presenti nel funzionamento di netsend
la tesi propone la realizzazione, sempre in ambiente FreeBSD, di un nuo-
vo generatore dello stesso tipo ma piu` performante, illustrando i problemi
incontrati e le soluzioni adottate durante l’intero ciclo di sviluppo.
1.3 Presentazione dei capitoli
• 2 Progettazione: Questo capitolo affronta la progettazione del nuovo
generatore e ne descrive la struttura di fondo.
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• 3 Implementazione e test: Dopo uno sguardo ad alcuni aspetti legati
all’implementazione in FreeBSD vengono descritti i problemi incontra-
ti durante lo sviluppo ed infine le estensioni introdotte.
• 4 Conclusioni: Sintesi e riflessioni sui risultati ottenuti.




La struttura generale del nuovo generatore e` nata investigando sulle ineffi-
cienze presenti nel funzionamento di netsend; la principale e` rappresentata
dal fatto che esso opera in spazio utente facendo uso dell’interfaccia socket.
Piu` precisamente, effettua un ciclo iterativo temporizzato, secondo il rate e
la durata specificati dall’utente, nel quale, ad ogni iterazione, vengono in-
viati dei dati attraverso la primitiva send. Le system call in generale sono
operazioni costose, da un punto di vista computazionale, poiche´ comportano
il passaggio e la verifica dei parametri tra lo spazio utente e quello sistema
ed eventuali cambiamenti di contesto. Nel caso della send, inoltre, i dati
giunti in spazio kernel devono essere manipolati per la formazione di pac-
chetti, quindi devono attraversare interamente lo stack protocollare di rete
per raggiungere l’interfaccia di uscita, subendo a ciascun livello varie opera-
zioni di processing. Questo metodo di generazione risulta molto dispendioso
e giustifica i limiti prestazionali ottenuti durante gli esperimenti iniziali.
Per cercare di superare l’impasse e` stato pensato di ridurre il carico
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Figura 2.1: Struttura generale.
computazionale avvicinando il piu` possibile il generatore all’interfaccia di
rete. L’idea e` quella di realizzare il generatore all’interno del kernel e di
fargli iniettare i pacchetti nello stack dei protocolli attraverso i servizi offerti
dal livello IP. Per il corretto funzionamento e` necessario realizzare anche
una parte che si occupi di interpretare il comando dell’utente e fornisca i
parametri caratteristici del traffico al generatore. Quest ultimo compito puo`
essere fatto tranquillamente in spazio utente.
La figura 2.1 schematizza quanto e` stato appena descritto.
2.2 Progettazione in spazio utente
La porzione di codice da realizzare in spazio utente e` semplice e, dal punto
di vista logico, puo` essere pensata come suddivisa in due parti.
La prima si occupa di interpretare la linea di comando e di raccogliere
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le informazioni riguardanti il traffico da generare in una struttura dati. Il
comando richiamato per l’esecuzione dall’utente sara` trafficgen e richiede,
inizialmente, i seguenti parametri (tutti obbligatori):
Indirizzo IP: Indirizzo IP di destinazione;
Porta: Porta di destinazione;
Payload: Lunghezza in byte del payload UDP;
Durata: Intervallo in secondi di generazione dei pacchetti;
La seconda parte deve inviare i dati collezionati in spazio kernel al gene-
ratore. Questa operazione puo` essere fatta attraverso una raw socket e sara`
illustrata piu` avanti.
2.3 Progettazione in spazio kernel
Procedendo nella progettazione, in questa sezione cerchiamo di definire me-
glio il comportamento del generatore.
Esso deve svolgere fondamentalmente due operazioni: generare pacchetti
UDP e inoltrarli verso la destinazione. La natura ripetitiva del funzionamen-
to di questo componente suggerisce, come lo stesso netsend, la strutturazione
del codice con un ciclo iterativo dal quale si esce al raggiungimento del tempo
prefissato per la prova.
Per la generazione esistono varie strategie ma non tutte risultano efficien-
ti. Si potrebbe pensare di creare inizialmente tutti i pacchetti e di procedere
poi ad inviarli, ma questo non e` molto sensato poiche´ l’utente potrebbe voler
generare traffico per un periodo di tempo molto lungo, e quindi potremmo
avere problemi di allocazione di risorse e di gestione degli stessi. Risulta
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piu` conveniente generarli all’occorrenza prima della spedizione. Un’ottimiz-
zazione di questo metodo e` quella di non creare un pacchetto ex novo alla
volta, ma di costruirne uno come modello e poi, quando necessario, farne
una copia, modificando eventualmente i pochi campi delle intestazioni che
lo distinguono. Questa scelta richiede l’estensione preventiva della struttura
dati ricevuta dallo spazio utente per contenere anche il pacchetto campione,
cos`ı da mantenere raccolti tutti i parametri utili al generatore. In fasi di
sviluppo successive in questo punto saranno introdotte anche altre variabili
con il fine di ottimizzare il codice e aumentarne la leggibilita`.
La spedizione avviene attraverso l’invocazione di una funzione offerta dal
livello IP mentre il suo valore di ritorno indica se e` avvenuta con successo o
meno. L’intervallo temporale tra questi due istanti puo` avere un’ampiezza
variabile e non predicibile a priori, in quanto, ciascun pacchetto, nel suo
percorso di processing tra i livelli, puo` incontrare delle condizioni di errore
in porzioni di codice differenti.
Al termine dell’intervallo di generazione sarebbe utile poter disporre di
statistiche su quanto avvenuto quali, il numero di invii riusciti e falliti, il
numero di errori riscontrati in fase di copia ed il rate approssimato di invio.
A tal fine verranno raccolte informazioni durante il funzionamento.
Queste considerazioni hanno portato al modello operativo di base sche-
matizzato in figura 2.2.
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Figura 2.2: Modello operativo di base del generatore.
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Capitolo 3
Implementazione e test
3.1 Modello di sviluppo
La strategia adottata per l’ implementazione di trafficgen e` stata quella
di realizzare un primo prototipo funzionante, quindi di procedere nel suo
sviluppo alternando fasi di codifica a fasi di testing, cos`ı da avere indicazioni
tempestive sulle modifiche introdotte ad ogni passaggio. A tal fine e` stato
utilizzato uno script, presente in FreeBSD, che si chiama picobsd1. Questo
consente di costruire un’implementazione minimale, storicamente chiamata
Picobsd, memorizzabile su piccoli supporti come i floppy disk ma anche su
cdrom e memorie flash, o scaricabile tramite etherboot. Picobsd era stato
pensato originariamente per la realizzazione di semplici sistemi standalone
come firewall o bridge ma la possibilita` di specificare un albero di sorgenti
differente da quello del server (cross-compiling) lo ha reso estremamente utile
per gli sviluppatori che desiderano testare il proprio codice senza correre il
rischio di dover reinstallare l’intero sistema.
Per procedere nella realizzazione del prototipo, quindi, e` stato costrui-
1Per maggiori informazioni si consiglia la consultazione della relativa pagina di manuale
di FreeBSD (man picobsd)
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to un albero di sorgenti apposito a partire da quello della head release di
FreeBSD presente nel repository ufficiale. Relativamente a Picobsd e` stata
creata una nuova cartella contenente i suoi file di configurazione utilizzando
come modello quelli del template bridge.
3.2 Collocazione del generatore
Con l’obiettivo di rendere semplice il passaggio di informazioni in spazio
kernel, il codice del generatore e` stato inserito all’interno dei sorgenti del
software dummynet. Questa scelta comporta l’aggiunta di una struttura
dn id settata in maniera opportuna a quella contenente i parametri del
traffico. Essa e` necessaria per interagire con dummynet, consentirgli di
classificare per tipo le informazioni ricevute e conseguentemente stabilire le
operazioni da intraprendere.
Cos`ı facendo, l’interprete del comando in spazio utente dovra` effettuare
soltanto due chiamate di sistema: una socket ed una setsockopt. La prima
serve per ottenere una raw socket che andra` utilizzata nella seconda per
portare a termine il passaggio dei dati in spazio kernel. Una volta che questi
sono giunti a dummynet, viene mandata in esecuzione una sua funzione
di configurazione (do config) la quale, dopo averli analizzati, provvede ad
avviare il generatore.
I listing 3.1 e 3.2 raccolgano i frammenti di codice relativi a quanto
appena descritto, rispettivamente per lo spazio utente e per quello kernel.
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Listing 3.1: Passaggio di dati dallo spazio utente allo spazio kernel.

−−−−−− user space −−−−−−
. . .
/∗ dummynet data s t r u c tu r e ∗/
struct dn id {
. . .
} ;
/∗ generator parameter data s t r u c tu r e ∗/
struct arg {




main ( int ac , char ∗av [ ] )
{
struct arg a ;
. . .
/∗ s e t dn id s t r u c tu r e ∗/
a . h . l en = s izeof ( a ) ;
a . h . type = DN GEN PRT;
a . h . subtype = 0 ;
a . h . id = GEN ID ;
. . .
/∗ pass a rg data s t r u c tu r e a in to ke rne l space ∗/
s = socket (AF INET, SOCKRAW, IPPROTORAW) ;
i f ( s == −1) {




i f ( s e t sockopt ( s , IPPROTO IP , IP DUMMYNET3,
&a , s izeof ( a ) ) == −1) {
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Listing 3.2: Passaggio di dati dallo spazio utente allo spazio kernel.

−−−−−− ke rne l space −−−−−−
. . .
/∗ forward ing d e c l a r a t i on o f generator func t i on ∗/
int gen prt (void ∗ ) ;
. . .
/∗ Dummynet main handler f o r c on f i gu r a t i on ∗/
int
do con f i g (void ∗p , int l )
{
. . .
switch ( o−>type ) {
. . .
/∗ dummynet code c a l l i n g generator .
∗ p i s a po in t e r to arg data s t r u c tu r e
∗/
case DN GEN PRT:








3.3 Uno sguardo nel kernel FreeBSD
L’implementazione del generatore richiede una conoscenza preliminare su
parte dell’organizzazione e dei meccanismi del kernel. In questa sezione
vengono illustrate le nozioni necessarie ed i relativi campi di utilizzo.
3.3.1 Gestione dei pacchetti
Un argomento fondamentale con cui e` necessario familiarizzare fin dall’inizio
e` legato ai pacchetti che, nel kernel FreeBSD, vengono memorizzati all’in-
terno di mbuf. Tali strutture dati hanno una dimensione fissa dipendente
dall’architettura e possono essere pensate come se fossero suddivise dal pun-
to di vista logico in due parti: quella iniziale contenente dei metadati, quella
finale contenente i dati veri e propri. La porzione di spazio dedicata a cia-
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scuna di esse non e` fissa ma puo` variare. Nella parte dei metadati infatti,
oltre ad una header standard, possono essere aggiunte, a seconda del tipo
e della quantita` dei dati da memorizzare, delle ulteriori headers con una
conseguente riduzione di spazio nell’altra parte. Questo fatto consente agli
mbuf di venir utilizzati anche in altri ambiti.
Nel caso in cui un pacchetto abbia una dimensione superiore a quella
disponibile in un mbuf e` possibile allocarne altri e collegarli, sfruttando dei
campi nei metadati, sino a formare una catena. Poiche´ la gestione di catene
molto lunghe e` onerosa in quanto l’informazione risulta piu` frammentata,
per ridurre il problema si puo` far uso di buffer esterni di dimensioni maggiori
chiamati cluster. Un mbuf, quindi, puo` contenere dati al suo interno, oppure
riferire quelli presenti in un cluster rinunciando pero` al suo spazio di memo-
rizzazione. Un campo dei metadati puo` inoltre consentire il collegamento di
due o piu` pacchetti come in una coda.
L’allocazione, la modifica e la gestione di mbuf e cluster e` facilitata da
apposite funzioni di sistema.
La figura 3.1 da una rappresentazione sommaria di quanto appena detto.
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Figura 3.1: Introduzione alla struttura e organizzazione di mbuf e cluster.
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Dopo questa breve panoramica sull’argomento, e` opportuno analizzare
meglio la parte relativa ai metadati, limitandosi agli aspetti necessari per il
generatore. Per una trattazione piu` completa si consiglia la consultazione
della relativa pagina di manuale (man 9 mbuf).
Ciascun mbuf possiede una header standard contenente le informazioni
basilari dell’mbuf e composta dai seguenti campi:
m next: Un puntatore all’mbuf successivo nella catena;
m nextpkt: Un puntatore alla successiva catena di mbuf nella coda;
m data: Un puntatore ai dati presenti in questo mbuf;
m len: Lunghezza dei dati presenti in questo mbuf;
m type: Il tipo dei dati presenti in questo mbuf. Nel nostro caso e` settato
al valore MT DATA;
m flags: Flags associati a questo mbuf;
I flags consentono di specificare delle proprieta` dell’mbuf o dei dati in esso
contenuti. Tra tutti quelli disponibili, i piu` utili ai nostri fini sono i seguenti:
M EXT: Indica che l’mbuf e` collegato ad uno storage esterno come per
esempio un cluster. Se settato comporta la presenza di una m ext
header nella parte dei metadati;
M PKTHDR: Indica che l’mbuf contiene l’inizio di un record, nel nostro
caso del pacchetto, e se settato comporta la presenza di una struttura
pkthdr nella parte dei metadati;
La struttura pkthdr contiene informazioni relative ad un pacchetto. Dei
suoi campi, l’unico che utilizzeremo e` len e rappresenta la lunghezza to-
tale. Questa informazione e` particolarmente utile se il pacchetto e` stato
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memorizzato su piu` mbuf. In questo caso infatti, e` possibile conoscere la
sua lunghezza accedendo direttamente a questo campo, invece di scorrere
interamente la catena sommando via via i valori del campo m len. Tale
header e` presente esclusivamente nel primo mbuf di ogni pacchetto.
La m ext header contiene informazioni relative allo spazio di storage
associato all’mbuf. Questa non verra` utilizzata se non in maniera indiretta,
ma e` stata volutamente riportata per completezza.
Alla luce di quanto detto, vediamo quali operazioni dovra` compiere il
generatore.
Per la costruzione del pacchetto sara` necessario allocare mbuf e cluster
sufficienti a contenere le header IP e UDP ed il payload. Successivamente
dovremo scrivere dentro a questi le informazioni opportune.
L’operazione di allocazione puo` essere fatta semplicemente attraverso
la funzione di sistema m getm2. Questa infatti, seguendo le indicazioni
specificate alla sua invocazione, restituisce una catena di mbuf adatta a
soddisfare le nostre esigenze di memorizzazione, predisponendo anche i flag
e le header. Nel nostro caso, tra i suoi parametri andra` specificato anche
il flag M DONTWAIT per far si che, in caso di esaurimento degli mbuf
disponibili, la funzione ritorni subito con errore evitando eventuali blocchi.
Come intestazione verra` utilizzata la struttura udpip poiche´ e` quella che
viene normalmente introdotta durante le operazioni di processing a livello
UDP. Per semplicita` la parte del payload sara` interamente costituita da bit
posti a zero.
Tali operazioni sono state raccolte nella funzionemake pkt, il cui codice
sara` analizzato piu` avanti.
Un’altra operazione a carico del generatore e` la copia del pacchetto mo-
dello. Anche per questa sono previste due funzioni di sistema: la m dup e
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la m copypacket. L’unica differenza tra le due e` che la seconda offre una
copia del pacchetto in modalita` read-only. A causa di problemi che saranno
ripresi in seguito il generatore le utilizzera` entrambe.
La spedizione del pacchetto, infine, viene fatta utilizzando la funzione
ip output. Relativamente a questa e` importante notare che, operando al-
l’interno del kernel, nella sua invocazione non possiamo specificare alcuni
parametri relativi a strutture dati utilizzate dai livelli superiori all’IP, ma
per essi ricorreremo al valore NULL. Con un po` piu` di attenzione e` stata
osservata, a questo livello, una possibile ottimizzazione derivante dal para-
metro relativo alla route di destinazione. Poiche´ questa e` la stessa per tutti
i pacchetti, potrebbe essere conveniente calcolarla inizialmente e passarla
ad ogni chiamata, evitando cos`ı le ripetute e costose operazioni di lookup
nella tabella di routing. Al fine di verificarne l’efficacia e vista la sua facile
introduzione nel codice, e` stato aggiunto un ulteriore parametro al comando
trafficgen. Con questo e` possibile specificare se utilizzare tale ottimizzazione
o meno. Il codice relativo e` riportato nel listing 3.3
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generator ( struct argk ∗ak )
{
struct i f n e t ∗ i f p = NULL;
u shor t pa s s r ou t e = ak−>a . pa s s r ou t e ;
struct route iproute , ∗ ro ;
struct sockaddr in ∗dst ;
int e r r o r ;
. . .
/∗ lookup a route to d e s t i n a t i on and
∗ take an output i n t e r f a c e r e f e r e n c e
∗/
ro = &iprout e ;
bzero ( ro , s izeof (∗ ro ) ) ;
dst = ( struct sockaddr in ∗)&ro−>r o d s t ;
dst−>s i n f am i l y = AF INET ;
dst−>s i n l e n = s izeof (∗ dst ) ;
dst−>s i n addr = ak−>a . i p d s t ;
i n r t a l l o c i g n ( ro , 0 , M GETFIB(ak−>pkt ) ) ;
i f ( ro−>r o r t == NULL)
return (−1);
i f p = ro−>r o r t−>r t i f p ;
i f ( i f p == NULL)
return (−1);
i f ( ! pa s s r ou t e ) {




do { /∗ generator cy c l e ∗/
. . .
i f ( pkt cp != NULL) {
/∗ i f ip or port range has been s p e c i f i e d
∗ header must be modi f i ed
∗/
dst mod ( ak , pkt cp ) ;
e r r o r = ip output ( pkt cp , NULL, ro , 0 , NULL, NULL) ;









} while ( t imespec ge (& f i n a l t ime , &cur r t ime ) ) ;
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done :
/∗ r e l e a s e r e s ou r c e s ∗/
i f ( ( ro == &iprout e ) && ro−>r o r t )
RTFREE( ro−>r o r t ) ;
/∗ s t a t i s t i c output ∗/
p r i n t f ( ”\n” ) ;
p r i n t f ( ” s t a r t : %jd .%09 ld \n” ,
( intmax t ) s t a r t t ime . tv sec , s t a r t t ime . tv n s e c ) ;
p r i n t f ( ” f i n i s h : %jd .%09 ld \n” ,
( intmax t ) cur r t ime . tv sec , cu r r t ime . tv n s e c ) ;
p r i n t f ( ”approx ra t e : %lu pps\n” ,
( u long ) oksend / ak−>a . dur ) ;
p r i n t f ( ” ip output ok : %l l u \n” , oksend ) ;
p r i n t f ( ” ip output e r r : %l l u \n” , nosend ) ;
p r i n t f ( ”nobuf : %l l u \n” , nobuf ) ;
p r i n t f ( ”queue th r e sho ld reached s l e e p :% l l u \n” ,
qThRch slp cnt ) ;
p r i n t f ( ” adviced s l e e p : %l l u \n” , adv s l p cn t ) ;
return ( 0 ) ;
}

Come e` possibile vedere la route viene calcolata sempre perche´ da essa
e` possibile ottenere un riferimento all’interfaccia di uscita. La funzione che
viene utilizzata e` la in rtalloc ign. Successivamente se l’utente ha speci-
ficato di non utilizzarla viene rilasciata, altrimenti verra` fatto alla fine del
ciclo di generazione. In questo caso viene impiegata la macro RTFREE.
Nel codice e` stata riportata anche la fase di chiamata alla ip output con
la registrazione e la stampa delle statistiche.
La funzione dst mod verra` introdotta piu` avanti nella sezione delle
estensioni.
3.3.2 Conteggio del tempo
Un altro aspetto da chiarire riguarda il tempo. Il generatore infatti, per
funzionare correttamente, ha la necessita` di leggere il tempo corrente e di
stabilire l’istante operativo iniziale e finale. A tal proposito abbiamo pen-
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sato di utilizzare, inizialmente, il Time Stamp Counter o TSC. Questo e` un
valore a 64 bit contenuto in un registro dei processori della famiglia x86 e
rappresenta il numero di cicli di cpu eseguiti dall’ultimo reset del sistema.
Il suo valore corrente puo` essere letto con la chiamata ad una funzione ap-
posita denominata readtsc. Nota la frequenza di funzionamento diventa
semplice effettuare la conversione tra secondi e cicli e svolgere i calcoli ne-
cessari per la determinazione dell’intervallo operativo. L’uso del TSC risulta
utile anche per valutare, in fase di ottimizzazione, il costo computazionale
di alcune istruzioni o porzioni di codice, calcolando la differenza tra le let-
ture effettuate, rispettivamente dopo e prima, la loro esecuzione. Tuttavia,
questa scelta ha anche un aspetto negativo: per un corretto funzionamento
e` necessario utilizzare una sola cpu anche su sistemi multicore.
In una fase successiva dello sviluppo, con l’intento di rimuovere que-
sto vincolo ed ottenere anche una maggiore portabilita` dei sorgenti, e` sta-
to abbandonato l’uso del TSC in favore della funzione di sistema getna-
notime. Questa e` la funzione utilizzata per implementare la system call
clock gettime relativamente al CLOCK REALTIME, ed e` stata preferita
alla nanotime perche´, pur operando con un maggior livello di approssima-
zione, e` meno costosa dal punto di vista computazionale. Essa restituisce
il tempo corrente all’interno di una struttura timespec, che possiede due
campi i quali rappresentano rispettivamente i secondi e i nanosecondi.
Nonostante il costo di queste operazioni di lettura non sia elevatissimo,
in virtu` degli alti rate raggiungibili, e` stato ritenuto ragionevole effettuare
il confronto del tempo corrente con il tempo finale ogni 1000 iterazioni del
ciclo di generazione.
Il listing 3.4 riporta i frammenti di codice relativi ad esso e la funzione
creata per il confronto dei tempi.
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Listing 3.4: Controllo del tempo di generazione.

stat ic int
generator ( struct argk ∗ak )
{
. . .
struct t imespec curr t ime , s t a r t t ime , f i n a l t im e ;
u long f ck s top = 1000 , fcktm = 0 ;
. . .
getnanotime(& s t a r t t ime ) ;
f i n a l t im e = s t a r t t ime ;
f i n a l t im e . t v s e c += ak−>a . dur ;
do { /∗ generator cy c l e ∗/
. . .
/∗ check cur rent time every f ck s top generator c y c l e s ∗/
i f (++fcktm == fck s top ) {
fcktm = 0 ;
getnanotime(&cur r t ime ) ;
}
} while ( t imespec ge (& f i n a l t ime , &cur r t ime ) ) ;
. . .
}
stat ic i n l i n e int
t imespec ge ( struct t imespec ∗a , struct t imespec ∗b)
{
i f ( a−>t v s e c > b−>t v s e c )
return ( 1 ) ;
i f ( a−>t v s e c < b−>t v s e c )
return ( 0 ) ;
i f ( a−>tv n s e c >= b−>tv n s e c )
return ( 1 ) ;
return ( 0 ) ;
}

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3.3.3 Le interfacce di rete e il processo di spedizione
Il metodo utilizzato da FreeBSD per gestire le interfacce di rete e` quello di
associare a ciascuna di esse una struttura dati ifnet che raccoglie, in maniera
ordinata, tutte le informazioni necessarie. Alcune di esse sono le seguenti:
if softc: Puntatore ad una struttura privata del driver (dipendente dal-
l’hardware);
if l2com: Puntatore ad una struttura contenente informazioni di livello 2;
if xname: Nome dell’interfaccia nel sistema;
if dname: Nome del driver che gestisce l’interfaccia;
if addrhead: Testa della lista degli indirizzi assegnati a questa interfaccia;
if flags: Flags che descrivono parametri operazionali dell’interfaccia (mani-
polati dal codice generico);
if drv flags: Flags che descrivono lo stato operazionale dell’interfaccia (ma-
nipolati dal driver);
if capabilities: Flags che descrivono le capabilities supportate;
if capenable: Flags che descrivono le capabilities abilitate;
if data: Struttura contenente informazioni statistiche;
Oltre a queste ce ne sono anche altre, ma e` importante soffermarsi su due
in particolare.
La prima e` la coda di output if snd nella quale vengono inseriti i pac-
chetti al termine delle operazioni di processing dello stack e prima che il
driver provveda a trasferirli.
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La seconda sono i puntatori alle funzioni specifiche del driver previste
dall’interfaccia standard. Tra queste e` importante ricordare:
if output: Fa procedere l’output del pacchetto verso l’interfaccia;
if transmit: Si occupa di trasmettere il pacchetto o di accodarlo se l’inter-
faccia e` gia` in uso;
if start: Avvia il trasferimento dei pacchetti accodati sulla if snd verso la
scheda di rete;
Relativamente ai flags del campo if drv flags ce ne sono due di parti-
colare interesse:
IFF DRV RUNNING: Viene settato al completamento delle operazioni
di setup del driver ed indica che l’interfaccia e` in grado di operare;
IFF DRV OACTIVE: Viene settato dal driver in caso di esaurimento
delle risorse hardware dell’interfaccia;
Con questi elementi ed osservando la figura 3.2 e` possibile illustrare
in maniera semplificata il percorso seguito da un pacchetto attraverso lo
stack di rete, fino al livello del driver. Esso ha inizio con la chiamata, da
parte del generatore, della ip output. Il pacchetto poi, dopo aver subito
le manipolazioni di livello IP, attraverso il metodo if output raggiunge il
livello ethernet, dove viene ulteriormente processato. Infine, per mezzo della
funzione if transmit vengono eseguite le due macro riportate nel listing
3.5. La seconda in particolare si occupa di inserire il pacchetto nella coda
if snd, quindi, a seconda dell’esito di questa operazione e della disponibilita`
di risorse hardware, di avviare il trasferimento alla scheda attraverso la
if start.
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Figura 3.2: Schema del funzionamento del sistema durante la spedizione di
un pacchetto.
I driver delle schede di rete, pur presentando tra loro delle evidenti ana-
logie dal punto di vista strutturale e da quello dei meccanismi utilizzati,
restano strettamente legati alle caratteristiche del proprio hardware. Pro-
seguiremo quindi nella descrizione del driver che gestisce l’interfaccia utiliz-
zata nei test e che si chiama em. Relativamente ad esso ci soffermeremo
principalmente sulla parte che si occupa del trasferimento dei dati.
La comunicazione del driver con la scheda avviene in parte attraverso
delle operazioni di I/O nei registri ed in parte attraverso degli accessi in
DMA alla memoria principale. In quest ultimo caso, un ruolo importante
e` ricoperto dal vettore dei buffer e da quello dei descrittori. Essi vengono
allocati dal driver durante le operazioni di setup ed hanno una lunghezza
variabile a seconda dello spazio di memorizzazione disponibile sulla scheda.
Il vettore dei descrittori, noto anche come ring per via del suo utilizzo in
maniera circolare, rappresenta la coda fisica di trasmissione. Il suo indirizzo
iniziale, la lunghezza ed i puntatori alla testa e alla coda vengono quindi
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Listing 3.5: Macro di accodamento dei pacchetti nella if snd.

#define IFQ HANDOFF( i fp , m, e r r ) \
IFQ HANDOFF ADJ( i fp , m, 0 , e r r )
#define IFQ HANDOFF ADJ( i fp , m, adj , e r r ) \
do { \
int l en ; \
short mflags ; \
\
l en = (m)−>m pkthdr . l en ; \
mflags = (m)−>m f lags ; \
IFQ ENQUEUE(&( i f p )−> i f s nd , m, e r r ) ; \
i f ( ( e r r ) == 0) { \
( i f p )−> i f o b y t e s += len + ( adj ) ; \
i f ( mf lags & MMCAST) \
( i f p )−> i f omca s t s++; \
i f ( ( ( i f p )−> i f d r v f l a g s & IFF DRV OACTIVE) == 0) \
i f s t a r t ( i f p ) ; \
} \
} while (0 )

memorizzati in appositi registri della scheda. Il processo di spedizione dei
pacchetti a livello driver puo` essere sintetizzato brevemente nei seguenti
passi:
1. Il driver preleva un pacchetto dalla coda di output (if snd), lo inserisce
all’interno di uno o piu` buffer ed imposta i descrittori corrispondenti.
Ciascun descrittore, infatti, punta ad un buffer distinto. Successiva-
mente aggiorna il registro contenente il puntatore alla coda del ring
per notificare alla scheda la presenza di un nuovo pacchetto da spedire.
2. La scheda ne prende atto quindi inizia ad analizzare uno per volta
i descrittori disponibili. Per ciascuno di essi viene recuperato dal-
la memoria il buffer associato e poi viene settato un bit di stato.
Successivamente viene fatto avanzare il puntatore alla testa del ring.
3. Nel momento in cui la scheda dispone, nella sua memoria, di un intero
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pacchetto, puo` iniziare a trasmetterlo sul link. Allo stesso tempo viene
generato un interrupt hardware per consentire al driver di rilasciare i
buffer ed i descrittori coinvolti nel trasferimento corrente.
Riprendendo lo schema in figura 3.2, con la chiamata alla if start viene
mandato in esecuzione il metodo em start del driver, il cui funzionamento
e` riportato in figura 3.3.
Figura 3.3: Schema di funzionamento del metodo em start.
Nel caso in cui la start esca dal ciclo per mancanza di descrittori viene
anche settato il flag IFF DRV OACTIVE.
La funzione em xmit si occupa di effetturare il mapping di un pac-
chetto su dei buffer e dei descrittori residenti in memoria. Successivamente
provvede a far avanzare il puntatore alla coda del ring.
Il metodo em txeof si occupa invece di analizzare il ring e liberare
i buffer e i descrittori gia` processati dalla scheda. Al termine di questa
operazione di pulizia, se il numero dei descrittori disponibili e` salito ad un
valore superiore alla soglia EM TX CLEANUP THRESHOLD viene ripulito
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anche il flag IFF DRV OACTIVE dell’interfaccia. Il valore di default a cui
e` impostata la soglia EM TX CLEANUP THRESHOLD nel driver e` pari a
1/8 del numero totale dei descrittori.
L’operazione di dequeue sulla if snd richiede degli ulteriori chiarimenti.
Tale coda infatti e` realizzata con una struttura di tipo ifaltq. Essa consen-
te, al suo interno, un ulteriore livello di accodamento attraverso una parte
riservata al driver, come visibile in figura 3.4.
Figura 3.4: Rappresentazione schematica della coda if snd.
Le operazioni di enqueue e dequeue quindi seguono il comportamento
specificato nello pseudocodice in figura 3.5.
Figura 3.5: Comportamento di enqueue e dequeue sulla if snd.
Il trasferimento di pacchetti dalla coda A a quella B ha termine con
l’esaurimento di quelli presenti in A oppure con il raggiungimento della
dimensione massima prevista per la B.
La parte del driver appena descritta, poiche´ mandata in esecuzione dal
metodo if start, puo` essere considerata sincrona con il funzionamento del ge-
neratore. Tuttavia, e` presente anche una parte che viene eseguita in modalita`
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asincrona e concorrente rispetto ad essa e legata all’arrivo degli interrupt.
Nel driver em, questa parte viene gestita attraverso l’uso delle taskqueue.
Queste sono delle particolari code sulle quali e` possibile inserire dei task da
mandare in esecuzione all’arrivo di determinati segnali. Nel nostro caso sono
previste due taskqueue ed i due task riportati in figura 3.6.
Figura 3.6: Comportamento dei task di interruzione.
La funzione em start locked ha un comportamento equivalente alla
em start ma non si occupa di acquisire inizialmente e rilasciare alla fine il
lock sul ring.
Il task em msix tx viene inserito nella prima taskqueue ed eseguito
all’arrivo dell’interrupt di fine trasmissione.
L’ em handle tx puo` essere schedulato dal primo per un istante suc-
cessivo attraverso l’accodamento sull’altra taskqueue.
La frequenza di arrivo degli interrupt introduce un ben noto trade-off.
Se troppo elevata, da un lato favorisce le operazioni di rilascio delle risor-
se, ma dall’altro, con i cambiamenti di contesto che comporta, introduce
un overhead consistente. A tal fine, il driver em prevede un meccanismo
di interrupt moderation. In fase di inizializzazione viene impostata in un
registro la frequenza massima con cui possono essere lanciati gli interrupt.
Cos`ı facendo verranno eseguite meno operazioni di pulizia ma saranno piu`
fruttuose e comporteranno globalmente un costo computazionale minore.
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Tutti i metodi utilizzati dal driver per accedere al meccanismo del DMA e
per l’uso delle taskqueue, sono previsti nelle due interfacce software bus dma
e taskqueue.
3.4 Problemi e soluzioni
In questa sezione vengono presentati i principali problemi incontrati durante
le fasi di test.
La rete utilizzata e` quella gia` presentata in figura 1.1. Per poter avere un
confronto diretto sulle prestazioni dei due generatori e` stato inserito anche
netsend nell’immagine del sistema picobsd. Il pcSrc e` un sistema con 4
core operanti a 2.8 GHz equipaggiato di due schede gigabit ethernet: una
integrata nella motherboard ed una connessa attraverso un canale PCIE.
Quest’ultima, una intel em 82574, e` stata quella impiegata maggiormente,
data la migliore dotazione hardware. Tuttavia, saltuariamente e solo al fine
di una seconda verifica in caso di problemi, e` stata utilizzata anche l’altra.
3.4.1 Preemption del driver
Il primo problema che si e` presentato e forse il meno critico, e` stato la
presenza di errori nella ip output. In particolare dalle statistiche si vedeva
che operando con un solo core, su un intervallo di generazione di 5 secondi
venivano inviati circa 1000 pacchetti e ottenevamo un numero molto elevato
di errori ed uno stallo del driver.
Per comprenderne il motivo e` stato necessario analizzare il corpo della
ip output e inserire dei contatori nel suo codice, per vedere quali porzioni
venivano eseguite e dove si interrompeva il flusso di esecuzione.
Procedendo nelle prove e` stato notato che la coda di output veniva sa-
turata. Come e` possibile notare nel listing 3.6, infatti, la ip output ad un
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certo punto controlla se nella if snd c’e` spazio a sufficienza per il pacchetto
o per gli eventuali frammenti. In caso negativo invece di continuare ritorna
subito con errore.
Listing 3.6: Frammento di codice della ip output

. . .
i f ( ( i f p−>i f s n d . i f q l e n + ip−>i p l e n / mtu + 1) >=
i fp−>i f s n d . i fq max len ) {
e r r o r = ENOBUFS;
IPSTAT INC( ips odropped ) ;





Ripetendo il test con il supporto SMP abilitato nel kernel il problema
scompariva.
Questo comportamento abnorme ha fatto subito pensare ad un problema
di priorita` dei thread di sistema. Piu` precisamente e` stato ritenuto plausibile
il fatto che, in caso di singolo core, il thread asincrono del driver, incaricato
di fare pulizia nei descrittori, non riuscisse a fare preemption su quello del
generatore. Tale situazione non si presenta invece nel caso multicore, poiche´
i due thread possono andare in esecuzione parallelamente.
Abilitando l’opzione preemption nel kernel il problema non si e` piu`
verificato, confermando quanto supposto.
3.4.2 Scatter-gater dei pacchetti
Per controllare meglio il flusso di pacchetti generato sono stati introdotti
due nuovi meccanismi. Il primo serve per generare traffico a burst. L’utente
e` tenuto a specificare due ulteriori parametri: uno per la dimensione del
burst, l’altro per la spaziatura temporale tra di essi. Il generatore inviera`
3.4. PROBLEMI E SOLUZIONI 41
alla massima velocita` un numero di pacchetti pari alla dimensione del burst
e poi eseguira` un certo numero di cicli di attesa attiva su una variabile di
tipo volatile. Il listing 3.7 riporta il codice relativo ad esso.




generator ( struct argk ∗ak )
{
u long cu r r bu r s t = 0 ;
u long burst dim = ak−>a . burst dim ;
u long ibwc = ak−>a . ibwc ;
. . .
do { /∗ generator cy c l e ∗/
. . .
/∗ every burst dim generator cyc l e s ,
∗ ibwc c y c l e s o f busy wait are performed
∗/
i f (++cu r r bu r s t == burst dim ) {
volat i le u long wc cnt = 0 ;
for ( wc cnt = 0 ; wc cnt < ibwc ; wc cnt++);
cu r r bu r s t = 0 ;
}
. . .





Il secondo meccanismo serve per sospendere la generazione nel caso in
cui il numero di pacchetti presenti sulla if snd raggiunga una soglia stabilita
dall’utente attraverso un parametro del comando. Al raggiungimento della
soglia si e` pensato inizialmente di sospendere il generatore su un ciclo di
attesa attiva. Successivamente per ridurre questo costo e` stata inserita una
chiamata alla funzione tsleep. Essa consente la sospensione del thread fino
all’arrivo di un segnale o fino allo scadere di un timeout espresso in tick del
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kernel. Nel nostro caso e` stata utilizzata con il timeout impostato ad un
tick. Il codice relativo a questo meccanismo e` mostrato nel listing 3.8.
Listing 3.8: Codice del meccanismo di sospensione del generatore al




generator ( struct argk ∗ak )
{
u in t 64 t qThRch slp cnt = 0 ;
u shor t q l e n th = ak−>a . q l e n th ;
. . .
do { /∗ generator cy c l e ∗/
. . .
/∗ s l e e p on queue l en over q l e n th th r e sho ld ∗/
while ( i f p−>i f s n d . i f q l e n >= q l en th ) {
qThRch slp cnt++;
t s l e e p ( ( void ∗) i f p , 0 , NULL, 1 ) ;
getnanotime(&cur r t ime ) ;










Nel codice si vede che il ciclo di sospensione si interrompe nel momento
in cui la coda scende sotto la soglia o allo scadere del tempo di generazione.
La variabile qThRch slp cnt serve per contare quanti cicli di sospen-
sione sono stati effettuati.
La lunghezza massima della coda if snd viene impostata dal driver a
seconda del numero dei descrittori. Specificando un valore di soglia superiore
ad essa questo meccanismo non entra mai in funzione.
Con l’ausilio di questi due nuovi strumenti sono state fatte ulteriori prove
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sia con il supporto SMP che senza tale supporto. I risultati ottenuti tuttavia
mostravano che trafficgen pur essendo piu` efficiente si fermava al muro dei
∼700 kpps mentre netsend riusciva ad andare a ∼850 kpps.
Per comprenderne il motivo e` stato studiato ancora piu` a fondo il fun-
zionamento del sistema. Sono stati inseriti dei contatori anche all’interno
del codice di livello ethernet e sono state fatte delle misurazioni sul tem-
po impiegato nel ciclo di generazione. Nella successiva sessione di prove,
tuttavia, il funzionamento del sistema era corretto e non sono venuti fuori
dati rilevanti. L’indagine quindi e` stata estesa anche al livello del driver.
A questo punto, mettendo a confronto il livello di riempimento della if snd
e del ring di descrittori, e` stato scoperto un problema del generatore. La
costruzione del pacchetto veniva fatta su due mbuf, uno per il payload ed
uno per le intestazioni UDP e IP. Questo faceva si che il driver lo mappasse
su due descrittori. Nonostante la scheda sia in grado di fare operazioni di
scatter-gater sui pacchetti veniva introdotto un overhead non trascurabile.
E’ stato quindi necessario rivedere il processo di creazione del pacchetto per
fargli usare un numero minore di mbuf. Il codice finale ottenuto e` riportato
nel listing 3.9.
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Listing 3.9: Creazione del pacchetto modello.

. . .
/∗ f i l l a l l o c a t e d packet ∗/
stat ic i n l i n e void
m f i l l p k t ( struct mbuf∗ m0, int l en )
{
struct mbuf ∗m = m0;
int mlen = 0 ;
m−>m pkthdr . l en = len ;
while ( l en > 0) {
i f (m−>m f lags & MEXT) {
mlen = min ( len , m−>m ext . e x t s i z e ) ;
} else i f (m−>m f lags & MPKTHDR) {
mlen = min ( len , MHLEN) ;
} else {
mlen = min ( len , MLEN) ;
}
bzero (m−>m data , mlen ) ;
m−>m len = mlen ;
i f ( ( l en −= mlen ) != 0)
m = m−>m next ;
}
}
/∗ c r e a t e an ip packet and s t o r e i t i n to mbuf ∗/
stat ic i n l i n e int
make pkt ( struct argk ∗ak )
{
struct mbuf ∗m = NULL;
struct udpiphdr ∗ ui ;
int t o t l e n = ak−>a . pay len + s izeof ( struct udpiphdr ) +
max linkhdr ;
/∗ packet a l l o c a t i o n . (mbuf or mbuf chain ) ∗/
m = m getm2 (NULL, to t l en , MDONTWAIT, MTDATA, MPKTHDR) ;
i f (m == NULL)
return (−1);
/∗ f i l l in mbufs ∗/
m f i l l p k t (m, t o t l e n ) ;
/∗ save space f o r e the rne t header ∗/
m−>m data += max linkhdr ;
m−>m len −= max linkhdr ;
m−>m pkthdr . l en −= max linkhdr ;
/∗ f i l l in udpiphdr ∗/
u i = mtod (m, struct udpiphdr ∗ ) ;
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ui−>u i p r = IPPROTO UDP;
ui−>u i s r c . s addr = INADDR ANY;
ui−>u i d s t = ak−>a . i p d s t ;
ui−>u i s p o r t = 0 ;
ui−>u i dpor t = htons ( ak−>a . port ) ;
ui−>u i u l e n = htons ( ( u shor t ) ak−>a . pay len +
s izeof ( struct udphdr ) ) ;
ui−>ui sum = 0 ;
( ( struct ip ∗) u i)−> i p l e n = s izeof ( struct udpiphdr ) +
ak−>a . pay len ;
( ( struct ip ∗) u i)−> i p t t l = IPDEFTTL;
( ( struct ip ∗) u i)−> i p t o s = 0 ;
ak−>pkt = m;




La funzione m fillpkt si occupa di riempire la catena di mbuf preceden-
temente allocata. Piu` precisamente viene riempito di zeri lo spazio relativo
al payload e alle intestazioni del pacchetto, e vengono impostati i campi len
ed m len nella parte dei metadati.
La funzione make pkt dopo le chiamate alla m getm2 e alla m fillpkt
provvede poi a lasciare lo spazio iniziale per l’intestazione ethernet, quindi
costruisce quella UDP e IP. L’argomento della make pkt e` la struttura estesa
dei parametri sul traffico.
Questo accorgimento sulla costruzione del pacchetto, anche se apparente-
mente insignificante, dal lato pratico si e` rivelato importante. Le prestazioni
di trafficgen infatti hanno superato quelle di netsend raggiungendo ∼1040
kpps.
3.4.3 Probabile limite fisico dell’interfaccia
Nonostante i buoni risultati raggiunti, studiando l’andamento del rate al
variare dell’intervallo di spedizione tra i pacchetti, sono stati individuati
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Figura 3.7: Andamento del rate al variare dell’intervallo di spedizione tra i
pacchetti.
In esso e` chiaramente visibile la crescita del rate con la riduzione della
spaziatura temporale tra i pacchetti. Tuttavia colpisce la posizione del picco
a sinistra che non si trova in corrispondenza della massima velocita` del ge-
neratore. Inoltre e` stato riscontrato che, a parita` di velocita` di generazione,
inviando i pacchetti in burst si otteneva un rate inferiore e decrescente all’au-
mentare della loro dimensione. Il lavoro quindi e` proseguito con lo studio del
funzionamento in prossimita` del picco del grafico. Sono state effettuate delle
prove nelle quali veniva disabilitato il meccanismo di flow control previsto
dal livello ethernet ma questo non ha introdotto cambiamenti nei risultati.
Nel tentativo di individuare dei possibili malfunzionamenti legati ai lock e`
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stata provata anche l’abilitazione dell’opzione witness del kernel. Questo
meccanismo pero` non e` stato di aiuto poiche´ il suo costo di monitoraggio
abbatteva enormemente le prestazioni del generatore. Proseguendo ancora
nei test e` stato osservato che il picco si presentava nel momento in cui il ring
veniva utilizzato al massimo. La sua saturazione e il conseguente accumulo
di pacchetti sulla if snd invece comportava il crollo del rate. Per analizzare
meglio questa situazione sono state fatte delle prove alterando le dimensioni
della coda if snd e del ring di descrittori. Il grafico in figura 3.8 mostra i

















Figura 3.8: Andamento del rate al variare dell’intervallo di spedizione dei
pacchetti. if snd e ring hanno dimensioni quadruplicate.
In esso e` visibile la traslazione dei punti di massimo verso velocita` piu`
elevate. La maggiore dimensione del ring infatti ritarda l’uso della coda.
L’avvallamento che si ha tra i due picchi e` dovuto all’operazione di pulizia
48 CAPITOLO 3. IMPLEMENTAZIONE E TEST
del ring che viene svolta in maniera sincrona al superamento della soglia
EM TX CLEANUP THRESHOLD nella em start. Essa infatti se da un
lato accelera il rilascio dei descrittori processati nelle situazioni di traffico
elevato dall’altro rallenta il processo di generazione e talvolta non svolge
lavoro utile. Questa non era visibile nel primo grafico perche´, a causa delle

















Figura 3.9: Andamento del rate al variare dell’intervallo di spedizione dei
pacchetti. if snd e ring hanno dimensioni quadruplicate. Non viene eseguita
la em txeof nella em start.
Il grafico in figura 3.9 mostra il funzionamento che si ottiene impedendo
tale pulizia. In questo caso il generatore non subisce il rallentamento dovuto
alla em txeof e procede alla massima velocita` fino alla saturazione del ring.
Dopo, i pacchetti iniziano ad accumularsi in coda e questo, come gia` visto
comporta un degrado del rate anche se meno repentino. Il meccanismo
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introdotto per la sospensione del generatore al raggiungimento di una soglia
nella if snd e` stato utilizzato in queste fasi per monitorare il livello raggiunto
nella coda.
Successivamente sono state fatte delle nuove misurazioni sulla em start.
Analizzando gli istanti di chiamata e le durate e` stato osservato un compor-
tamento abbastanza regolare per i rate alla destra del picco. Alla massima
velocita` tuttavia il funzionamento diventa piu` instabile e le durate talvolta
triplicano. Tali ritardi tuttavia non erano riconducibili a delle operazioni in
particolare.
Il passo successivo e` stato quello di analizzare il comportamento dei task
della parte asincrona del driver. Inizialmente e` stata studiata la loro esecu-
zione al variare della velocita` del generatore. Per rate di generazione limitati
e` stato osservato che il task em msix tx andava regolarmente in esecuzione
e, poiche´ riusciva a ripulire efficacemente il ring, non schedulava quasi mai
il secondo task. Aumentando la velocita`, si vede che il numero di schedu-
lazioni dell’em handle tx aumentano, fino a raggiungere quelle del primo in
corrispondenza del rate di picco. Alla massima velocita` invece entrambi i
task vengono eseguiti meno volte ed il secondo in particolar modo. Inoltre,
il task em msix tx talvolta perde la sua cadenza regolare di esecuzione.
Accostando i dati delle misurazioni e` stato notato che la perdita di sin-
cronismo degli interrupt e` in corrispondenza delle durate piu` lunghe della
em start. Questa coincidenza non e` puramente casuale, ma e` legata al fatto
che sia la parte sincrona che quella asincrona svolgono delle operazioni sul
ring e talvolta possono contendersi il lock. Consideriamo per esempio il caso
in cui il ring viene saturato e i pacchetti si accumulano sulla coda. L’invo-
cazione successiva della em start, quindi dovra` svolgere un lavoro maggiore
rispetto al solito e per far cio` dovra` mantenere il lock piu` a lungo impeden-
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do l’esecuzione del task dell’interrupt. La parte asincrona ed il generatore
inoltre possono ostacolarsi anche attraverso il lock sulla if snd se provano ad
operarci contemporaneamente. Questa situazione si puo` verificare quando
il generatore tenta di inserire un pacchetto in coda mentre e` in esecuzione
la dequeue di una em start asincrona.
Per cercare di ridurre i tempi di possesso dei lock ed i problemi che ne
conseguono sono state effettuate anche delle prove nelle quali veniva posto
un limite massimo al numero di pacchetti coinvolti nei trasferimenti interni
alla if snd e verso i descrittori. Le performance tuttavia restavano le stesse.
A questo punto il lavoro di ricerca si e` arrestato poiche´ il costo del codice
di monitoraggio introdotto stava diventando non trascurabile e iniziava ad
incidere sulle misure effettuate.
Nonostante cio` e` stato ancora possibile lo svolgimento di due esperimen-
ti. Nel primo si e` cercato di modificare il rate di default del meccanismo di
interrupt moderation ma, come previsto, aumentando tale valore si otteneva
un aumento degli overhead e riducendolo si aveva una perdita di prestazioni
legata ad un uso meno efficiente del ring. Nel secondo si e` cercato di cam-
biare la durata del timeout della tsleep nel meccanismo di sospensione del
generatore attraverso la variazione del tick del kernel. L’aumento di tale
frequenza tuttavia introduceva alti costi computazionali.
Poiche´ anche altri esperimenti, svolti precedentemente con Linux sullo
stesso scenario di prova, avevano riportato un rate massimo vicino a quello
di trafficgen, molto probabilmente questo valore rappresenta la capacita` di
spedizione limite per la scheda utilizzata.
3.4. PROBLEMI E SOLUZIONI 51
3.4.4 La copia del pacchetto
Come accennato precedentemente, per la copia del pacchetto modello sono
disponibili nel sistema due funzioni: la m copypacket e la m dup. La prima
si differenzia dalla seconda poiche´ effettua una copia in modalita` read-only
e questo, come e` stato possibile verificare attraverso il TSC, comporta un
costo computazionale minore.
Tuttavia durante le fasi di debugging e` stato riscontrato il seguente pro-
blema. Generando pacchetti di dimensioni minime tutto funzionava in ma-
niera corretta poiche´ i dati erano contenuti interamente in un mbuf e la
m copypacket ne creava uno identico e indipendente. Specificando invece
lunghezze del payload UDP superiori allo spazio di memorizzazione di un
mbuf e richiedendo quindi l’allocazione di un cluster, si otteneva un kernel
panic del sistema.
Questo problema e` stato risolto velocemente osservando che nel secondo
caso veniva fatta una copia dell’mbuf ma non del cluster, che quindi diven-
tava condiviso. Dopo la prima spedizione, i dati delle header contenuti in
esso risultavano convertiti nel network byte order e cio` costituiva un proble-
ma per il generatore che invece operava secondo l’host byte order. Nel caso
di payload di grandi dimensioni, quindi, e` necessario utilizzare la funzione
m dup. Nel generatore la scelta tra i due metodi viene fatta controllando il
flag M EXT nel primo mbuf del pacchetto modello.
Il meccanismo di copia del pacchetto e` stato anche generalizzato per
consentire la preallocazione di un pool di copie. Per questo e` stato introdotto
un altro parametro al comando utente. Il listing 3.10 mostra il codice relativo
ad esso.
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generator ( struct argk ∗ak )
{
struct mbuf ∗pkt cp = NULL;
u shor t n p r e a l l o c = ak−>a . n p r e a l l o c ;
struct mbuf ∗∗ pkts = mal loc ( s izeof ( struct mbuf∗) ∗
n pr ea l l o c , M TRAFFICGEN, MNOWAIT | MZERO) ;
int i p k t s = n p r e a l l o c ;
int i ;
int no ex t s t o r ag e = ( ( ak−>pkt−>m f lags & MEXT) == 0 ) ;
. . .
do { /∗ generator cy c l e ∗/
. . .
/∗ i f the r e are no packets in the
∗ p r e a l l o c a t ed pool we make copy
∗/
i f ( i p k t s >= n p r e a l l o c ) {
for ( i = 0 ; i < n p r e a l l o c ; i++) {
i f ( no ex t s t o r ag e )
pkts [ i ] = m copypacket ( ak−>pkt , MDONTWAIT) ;
else
pkts [ i ] = m dup( ak−>pkt , MDONTWAIT) ;
}
i p k t s = 0 ;
}
/∗ pkt cp i s the packet to transmit
∗ during t h i s generator cy c l e
∗/
pkt cp = pkts [ i p k t s ] ;
pkts [ i p k t s++] = NULL;
. . .
} while ( t imespec ge (& f i n a l t ime , &cur r t ime ) ) ;
. . .
m freem (ak−>pkt ) ;
for ( i = 0 ; i < n p r e a l l o c ; i++) {
i f ( pkts [ i ] == NULL)
continue ;
else
m freem ( pkts [ i ] ) ;
}
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La variabile i pkts e` utilizzata come indice all’interno del pool (pkts)
e indica la copia che deve essere spedita in questa iterazione. Una volta
che sono stati utilizzati tutti i pacchetti presenti il pool viene ricreato. Al
termine dell’intervallo di generazione il pool viene rilasciato. Questa genera-
lizzazione nelle prove non ha portato ad alcun guadagno prestazionale, ma
visto il costo minimo che introduceva e` stata mantenuta.
3.5 estensioni ed ottimizzazioni
3.5.1 Multi-IP e multi-porta
Una volta raggiunto il massimo livello prestazionale, e` stato ritenuto utile
estendere trafficgen per fargli inviare i pacchetti verso piu` indirizzi IP e
piu` porte. Questa operazione richiedeva la modifica di tali informazioni tra
l’operazione di copia e quella di spedizione del pacchetto. A tal fine e` stata
realizzata la funzione dst mod riportata nel listing 3.11.
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Listing 3.11: Supporto per Multi-IP e Multi-porta.

stat ic i n l i n e void
dst mod ( struct argk ∗ak , struct mbuf ∗m)
{
struct udpiphdr ∗ ui ;
/∗ check s i n g l e ip and s i g l e port ∗/
i f ( ! ak−>mult ip && ! ak−>mult port )
return ;
u i = mtod(m, struct udpiphdr ∗ ) ;
i f ( ! ak−>mult ip ) {
/∗ s i n g l e ip and mult i port ∗/
ui−>u i dpor t = htons ( ak−>cu r r po r t ) ;
i f (++(ak−>cu r r po r t ) > ak−>a . port max )
ak−>cu r r po r t = ak−>a . port ;
} else {
/∗ mult i ip and . . . ∗/
i f ( ! ak−>mult port ) {
/∗ . . . s i n g l e port ∗/
ui−>u i d s t . s addr = htonl ( ak−>c u r r i p ) ;
i f (++(ak−>c u r r i p ) > ak−>ip max )
ak−>c u r r i p = ak−>i p s t a r t ;
} else {
/∗ . . . mult i port ∗/
ui−>u i dpor t = htons ( ak−>cu r r po r t ) ;
ui−>u i d s t . s addr = htonl ( ak−>c u r r i p ) ;
i f (++(ak−>cu r r po r t ) > ak−>a . port max ) {
ak−>cu r r po r t = ak−>a . port ;
i f (++(ak−>c u r r i p ) > ak−>ip max )






Le variabilimult ip e mult port contenute nella struttura dei parame-
tri estesa sono state introdotte al fine di una migliore leggibilita` del codice e
per evitare le ripetute operazioni di confronto sul range di indirizzi e porte
specificati dall’utente. La loro impostazione avviene all’inizio dell’esecuzione
del generatore, come e` visibile nel listing 3.12.
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∗ generator entry po int
∗/
int
gen prt (void ∗a )
{
struct argk ak ;
/∗ . . . u se r space data in to argk data s t r u c tu r e ak ∗/
ak . a = ∗ ( ( struct arg ∗) a ) ;
ak . pkt = NULL;
ak . mult port = ( ak . a . port != ak . a . port max ) ;
ak . mult ip = ( ak . a . i p d s t . s addr != ak . a . ip dst max . s addr ) ;
ak . c u r r i p = ntohl ( ak . a . i p d s t . s addr ) ;
ak . i p s t a r t = ntohl ( ak . a . i p d s t . s addr ) ;
ak . ip max = ntohl ( ak . a . ip dst max . s addr ) ;
ak . cu r r po r t = ak . a . port ;
/∗ bu i l d s a packet and s t o r e s i t on ak . pkt ∗/
i f (make pkt(&ak ) == −1) {
p r i n t f ( ” e r r o r on packet c r e a t i on \n” ) ;
return (−1);
}
/∗ gene ra t e s packets ∗/
i f ( generator (&ak ) == −1) {
p r i n t f ( ” e r r o r on generator \n” ) ;
return (−1);
}




Come e` possibile vedere, vengono introdotte anche altre quattro variabili
di supporto per questa estensione. Due sono necessarie per memorizzare gli
estremi del range di indirizzi IP nel formato host byte order. Queste sono
utili alla dst mod per controllare che l’IP successivo stia nel range specificato.
Le altre servono come indici di porta e IP corrente. La strategia di scansione
prevede che nel caso piu` generale vengano inviati pacchetti a tutte le porte
di un indirizzo prima di procedere con quello successivo.
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3.5.2 Meccanismo di limitazione della generazione
Nell’intento di eliminare, dove possibile, le attese attive e` stato introdotto
anche un secondo meccanismo di limitazione del generatore. L’idea alla base
e` quella di farlo spedire sempre alla massima velocita` ma di sospendere la sua
attivita` in caso di notifica da parte del driver. Tale comunicazione avviene
attraverso un nuovo flag dell’interfaccia ed al verificarsi di condizioni dipen-
denti dalla scheda. Per quella utilizzata si e` pensato di introdurre due nuove
soglie sul ring. Il driver em comanda la sospensione del generatore quando
il ring si riempe oltre i 7/8 ,evitando cos`ı i rallentamenti introdotti dalla
em txeof sincrona, e la riattivazione quando il livello di utilizzo scende sotto
a 1/8. L’utente puo` richiedere l’impiego di questo meccanismo specificando
il valore 0 nel parametro relativo alla soglia sulla if snd.
Poiche´ non e` detto che tutti i driver implementino questa funzionalita` e`
stato ritenuto opportuno far si che il generatore in caso di assenza di segnali
si sospenda al riempimento della if snd. Il codice relativo e` riportato nel
listing 3.13.
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Listing 3.13: Secondo meccanismo di sospensione del generatore.

−−−−−− em dr i v e r −−−−−−
. . .
em s ta r t l o cked ( . . . ) {
. . .
i f ( txr−>t x a v a i l <= EMTXCLEANUP THRESHOLD) {
i f ( ( i f p−> i f d r v f l a g s & IFF DRV GENSLP) == 0)





em\ msix \ tx ( . . . ) {
. . .
i f ( txr−>t x a v a i l > ( adapter−>num tx desc −
EMTXCLEANUP THRESHOLD) &&
i fp−> i f d r v f l a g s & IFF DRV GENSLP) {
i f p−> i f d r v f l a g s &= ˜IFF DRV GENSLP;





−−−−−− gene ra to r e −−−−−−
stat ic int
generator ( struct argk ∗ak )
{
. . .
int en drv adv = ( q l e n th == 0 ) ;
. . .
/∗ i f dev i c e d r i v e r does not support advice ,
∗ generator s l e e p s on output queue f u l l
∗/
i f ( en drv adv )
q l e n th = i fp−>i f s n d . i fq max len − 1 ;
. . .
do { /∗ generator cy c l e ∗/
i f ( en drv adv ) {
/∗ s l e e p on dev i ce d r i v e r adv ice ∗/
while ( i f p−> i f d r v f l a g s & IFF DRV GENSLP) {
adv s l p cn t++;
t s l e e p ( ( void ∗) i f p , 0 , NULL, 1 ) ;
getnanotime(&cur r t ime ) ;
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. . .






Il flag utilizzato per la comunicazione e` stato chiamato IFF DRV GENSLP.
Questo viene settato nel metodo em start locked ed eventualmente rimos-
so nel task em msix tx. Il generatore prima di iniziare la spedizione di un
pacchetto controlla il flag ed eventualmente attende attraverso la tsleep.
Da tale attesa e` possibile uscire anche allo scadere del tempo di generazio-
ne. Con il suddetto meccanismo sono state effettuate delle prove di verifica,
ma nonostante l’evidente risparmio di risorse computazionali le performance
rimanevano a ∼840 kpps.
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3.6 L’interprete del comando dell’utente
La parte di codice in spazio utente incaricata di interpretare il comando e`
stata realizzata inizialmente ed estesa con l’introduzione di nuovi mecca-
nismi. Per questo motivo viene presentata interamente a conclusione. Il
codice relativo ad essa e` raccolto nel listing 3.14.




struct dn id h ;
u long dur ;
u shor t q l e n th ;
u long burst dim ;
u long ibwc ;
u shor t pa s s r ou t e ;
u shor t n p r e a l l o c ;
u shor t pay len ;
u shor t port ;
u shor t port max ;
struct i n addr i p d s t ;
struct i n addr ip dst max ;
} ;
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗





f p r i n t f ( s tde r r ,
”\n”
”∗∗∗∗∗∗Syntax ∗∗∗∗∗∗∗∗∗\n”
” t r a f f i c g e n [ ip [− ip max ] ] [ port [−port max ] ] [ pay load l en ] ”
” [ q l e n th ] [ dur ] [ burst dim ] [ ibwc ] [ pa s s r ou t e ]
[ n p r e a l l o c ]\n\n”
”∗∗∗∗∗∗Parameter :∗∗∗∗∗\n”
” ip [− ip max ] : e i t h e r s i n g l e or range o f d e s t i n a t i on
ip address .\n”
” port [ port max ] : e i t h e r s i n g l e or range o f d e s t i n a t i on
port .\n”
” pay load l en : udp payload length .\n”
” q l e n th : i f > 0 generator s l e e p when output queue
reaches t h i s th r e sho ld .\n”
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” i f = 0 generator s l e e p on dev i ce d r i v e r
adv ice ( i f supported ) or on f u l l output queue .\n”
”dur : generator durat ion ( s )\n”
”burst dim : number o f packets sent at maximum speed\n”
” ibwc : i n t e r burst wait c y c l e s ( busy wait ) . \ n”
” pa s s r ou t e : i f = 0 no route i s supplyed to ip output c a l l .\n”
” i f > 0 a route to d e s t i n a t i on i s c a l c u l a t ed at
begin and \n”
” i s passed on a l l ip output c a l l s .\n”
” n p r e a l l o c : number o f p r e a l l o c a t ed copy o f a packet to
send .\n\n”
”∗∗∗∗∗∗Example :∗∗∗∗∗∗∗\n”
” t r a f f i c g e n 1 0 . 0 . 0 . 2 2500 1 0 35 1 50 1 20\n”
” t r a f f i c g e n 10 . 0 . 0 . 2 −10 . 0 . 0 . 4 2500−2550 150 1022 50 100 2000
0 1\n\n” ) ;
e x i t (−1);
}
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Tra f f i c g en entry po int .
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
int
main ( int ac , char ∗av [ ] )
{
struct arg a ;
int s , q l en th , pas s route , n p r e a l l o c ;
long burst dim , ibwc , dur , payloadlen , port ;
char ∗dummy, ∗ ip read1 , ∗ i p r ead2=NULL;
bzero(&a , s izeof ( a ) ) ;
i f ( ac != 10)
usage ( ) ;
/∗ s e t dn id s t r u c t ∗/
a . h . l en = s izeof ( a ) ;
a . h . type = DN GEN PRT;
a . h . subtype = 0 ;
a . h . id = GEN ID ;
/∗ s e t des t ip address ∗/
ip r ead1 = s t r s ep (&av [ 1 ] , ”−” ) ;
i f ( i n e t a t on ( ip read1 , &a . i p d s t ) == 0){
f p r i n t f ( s tde r r , ”Error : i n v a l i d ip address \n” ) ;
usage ( ) ;
}
a . ip dst max = a . i p d s t ;
i f ( av [ 1 ] != NULL) {
i p r ead2 = s t r s ep (&av [ 1 ] , ”\0” ) ;
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int conv = ine t a t on ( ip read2 , &a . ip dst max ) ;
i f ( ! conv | | ( conv && ( ntoh l ( a . ip dst max . s addr ) <
ntoh l ( a . i p d s t . s addr ) ) ) ) {
f p r i n t f ( s tde r r , ”Error : i n v a l i d ip max address \n” ) ;
usage ( ) ;
}
}
/∗ s e t des t port ∗/
port = s t r t o u l ( av [ 2 ] , &dummy, 10 ) ;
i f ( ( port < 1) | | ( port > 65535)) {
f p r i n t f ( s tde r r , ”Error : i n v a l i d port number\n” ) ;
usage ( ) ;
}
i f ( (∗dummy != ’ \0 ’ ) && (∗dummy != ’− ’ ) ) {
f p r i n t f ( s tde r r , ”Error : i n v a l i d port range expr e s s i on \n” ) ;
usage ( ) ;
}
a . port = a . port max = ( u shor t ) port ;
i f (∗dummy == ’− ’ ) {
/∗ s e t port max ∗/
port = s t r t o u l (dummy+1, &dummy, 10 ) ;
i f ( ( port < a . port ) | | ( port > 65535)) {
f p r i n t f ( s tde r r , ”Error : i n v a l i d max port number\n” ) ;
usage ( ) ;
}
a . port max = ( u shor t ) port ;
}
/∗ s e t udp payload l en ∗/
payloadlen = s t r t o u l ( av [ 3 ] , &dummy, 10 ) ;
i f ( ( pay loadlen < 0) | | ( pay loadlen > 65507) | |
(∗dummy != ’ \0 ’ ) ) {
f p r i n t f ( s tde r r , ”Error : i n v a l i d payload l en \n” ) ;
usage ( ) ;
}
a . pay len = ( u shor t ) pay loadlen ;
/∗ s e t a th r e sho ld on output queue ∗/
q l e n th = s t r t o u l ( av [ 4 ] , &dummy, 10 ) ;
i f ( q l e n th < 0) {
f p r i n t f ( s tde r r , ”Error : q l e n th must non negat ive \n” ) ;
usage ( ) ;
}
a . q l e n th = q l en th ;
/∗ s e t generator durat ion ∗/
dur = s t r t o u l ( av [ 5 ] , &dummy, 10 ) ;
i f ( dur <= 0) {
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f p r i n t f ( s tde r r , ”Error : durat ion must be p o s i t i v e \n” ) ;
usage ( ) ;
}
a . dur = dur ;
/∗ s e t burst dim ∗/
burst dim = s t r t o u l l ( av [ 6 ] , &dummy, 10 ) ;
i f ( burst dim <= 0) {
f p r i n t f ( s tde r r , ”Error : burst dim must be p o s i t i v e \n” ) ;
usage ( ) ;
}
a . burst dim = burst dim ;
/∗ s e t ibwc ∗/
ibwc = s t r t o u l l ( av [ 7 ] , &dummy, 10 ) ;
i f ( ibwc < 0) {
f p r i n t f ( s tde r r , ”Error : ibwc must be non negat ive \n” ) ;
usage ( ) ;
}
a . ibwc = ibwc ;
/∗ s e t pass route ∗/
pa s s r ou t e = s t r t o u l l ( av [ 8 ] , &dummy, 10 ) ;
i f ( pa s s r ou t e < 0 | | pas s r ou t e > 1) {
f p r i n t f ( s tde r r , ”Error : pa s s r ou t e a l lowed range [ 0 , 1 ] \ n” ) ;
usage ( ) ;
}
a . pa s s r ou t e = pas s r ou t e ;
/∗ s e t n p r e a l l o c ∗/
n p r e a l l o c = s t r t o u l l ( av [ 9 ] , &dummy, 10 ) ;
i f ( n p r e a l l o c <= 0) {
f p r i n t f ( s tde r r , ”Error : n p r e a l l o c must be p o s i t i v e \n” ) ;
usage ( ) ;
}




La funzione usage visualizza un help del comando e viene richiamata in
caso di errori durante l’interpretazione dei valori passati.
Il main dopo aver predisposto la struttura dei parametri controlla che




Il lavoro svolto in questa tesi ha portato alla realizzazione di un generato-
re dotato di un buon livello di efficienza. Questo e` stato verificato anche
abbassando la frequenza di lavoro delle cpu. Le sue perdite di prestazioni
infatti risultavano molto inferiori a quelle sperimentate da netsend.
Tale caratteristica ha permesso di raggiungere, su una linea gigabit
ethernet, il rate di ∼1040 kpps. Relativamente a questo risultato pero` e`
importante fare due considerazioni:
• questo valore, con elevata probabilita`, rappresenta la capacita` di spe-
dizione limite per la scheda di rete utilizzata.
• in questa circostanza i pacchetti venivano generati ad una velocita`
inferiore a quella massima.
Da esse si evince che trafficgen potrebbe raggiungere anche rate superiori.
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