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Abstract-Developing software for scientific applications that require the integration of diverse types of computing, instruments and data present challenges that are distinct from commercial software, due to scale, heterogeneity, and the need to integrate various programming and computational models with evolving and heterogeneous infrastructure. Pervasive and effective abstractions are thus critical; however, the process of developing abstractions for scientific applications and infrastructures is not well understood. While theory-based approaches are suited for well-defined, closed environments, they have severe limitations for designing abstractions for complex, real-world systems and applications. The design science research (DSR) method provides the basis for designing effective systems that can handle real-world complexities at all levels. DSR consists of two complementary phases: design and evaluation. We show how the method provides a well-defined framework for developing abstractions and a middleware system to support these. This paper applies the DSR method to the development of abstractions for scientific applications. Specifically, we address the critical problem of distributed resource management on heterogeneous infrastructure, a challenge that currently limits many scientific applications. We use the pilot-abstraction, a widely used resource management abstraction for high-performance, high throughput, big data, and streaming applications, as a case study. We evaluate the activities of the process and extensively evaluate the artifacts using different methods, including conceptual modeling, performance characterizations, and modeling. We demonstrate the applicability of the DSR method for holistically handling the complexity of parallel and distributed computing environments addressing important application, system, and infrastructure challenges of scientific applications. Finally, we capture our experiences and formulate different lessons learned.
I. INTRODUCTION
New scientific applications and discoveries are enabled by advanced data and compute infrastructures, algorithms, and tools. Scientific progress increasingly depends on driving forward these capabilities, e. g., the ability to analyze and process large amounts of data [1] , [2] . While the possibilities for scientific applications are expanding, a methodological approach for designing scalable applications capable of exploiting and scaling on heterogeneous infrastructure is missing.
The development and deployment of scientific applications is a complex task. Complexity arises from various sources, in particular, the increasing heterogeneity that exists on all levels, from hardware, infrastructure, middleware to software [3] . Scientific applications require the use of sophisticated algorithms and various parallel and distributed programming models, e. g., MPI, MapReduce, and streaming on heterogeneous infrastructure, e. g., HPC, clouds, and edge.
Abstractions are crucial for constructing scalable systems composed of well-defined building blocks that hide internal complexities and expose a simple interface [4] , [5] . Designing useful abstractions is challenging; hiding complexity does not automatically lead to easy-to-use and straightforward abstractions. The possible design space for such abstractions is vast and complex. No consensus and understanding on how to design and develop abstractions and navigate this complex space exists. In general, there is a lack of methods and practices for developing abstractions for complex systems.
While theory-based approaches are suited for well-defined systems, they have severe limitations for designing complex, real-world distributed systems. Iivari emphasizes that the "theory-with-practical-implications research strategy has seriously failed to produce results that are of real interest in practice [6] ." Nevertheless, the complexity of scientific applications, abstractions, and infrastructure demands a rigorous research approach for designing and evaluating systems.
The objective of this paper is to survey and develop methods for designing and evaluating abstractions for the critical problem of designing abstractions for distributed resource management on heterogeneous infrastructure. Currently, the scale and uptake of scientific, data-intensive applications are hindered by rigid and ad-hoc approaches for resource management. For example, many applications and systems rely on proprietary application-level resource management systems, often implemented in ad-hoc ways using scripts. The lack of a generalized abstraction that overcomes these limitations and enables scalable applications significantly limits the scientific progress.
In the following, we apply the design science research method (DSR) [7] , an iterative approach of building and refining systems, to holistically design and build abstractions. We illustrate the suitability of the DSR framework for creating well-defined abstractions and implement these in realworld applications and systems. In particular, this paper makes the following contributions: it customizes and applies the DSR method the first time in the context of scientific computing. In particular, we investigate the design of the pilotabstraction [8] , an abstraction for resource management on distributed, heterogeneous infrastructures. We explore the evolution of the abstraction from a compute-centric to an integrated [7] ): To address the complexity of the problem space, we follow an iterative research approach of continuously building and evaluating abstractions.
compute-data resource management framework. The abstraction is highly versatile and supports various application scenarios, e. g., ensemble-based simulations, MapReduce, and stream processing. As part of this process, we use conceptual modeling to provide an understanding of the pilot-abstraction and the underlying mechanisms. Further, we use the implementation of the abstraction to evaluate the performance and scalability of different types of applications, e. g., from the domains of genome sequencing and light source sciences. Finally, we synthesize the experiences gathered during this process in a set of lessons learned. This paper is structured as follows: We begin with an introduction of the methodology in section II, and continue with an investigation of scientific applications and their characteristics in section III. The result is five application scenarios that the abstraction needs to address. We present the pilot-abstraction in section IV. In section V, we discuss the methods used for evaluating the system. We synthesize our learnings and experiences of applying DSR in section VI, and conclude with a summary and discussion in section VII.
II. METHODOLOGY
We present a balanced approach to designing and building abstractions and middleware systems for large-scale, computational science applications based on the widely accepted design science research (DSR) method [9] , [7] . The domain of information system research first introduced DSR as a method for creating and evaluating technological systems.
DSR emphasizes the practical relevance of the resulting system and knowledge. Real-world systems are often too complex to model comprehensively. Thus, it is not possible to make accurate predictions of system behavior. DSR avoids the limitations of theory-based approaches, in particular, their inability to capture complex, real-world systems, by iteratively building, evaluating, and refining systems.
The complexity of scientific applications and infrastructure make the DSR method suitable for designing abstractions that enable applications to scale across heterogeneous infrastructure. For this purpose, we customize the DSR process and ap- ply it the first time to the problem of abstraction development (see Figure 1 ). The build-assess-refine cycle has two primary inputs: The environment provides essential context for the problem, in particular, concerning application requirements, characteristics, and infrastructure. The knowledge base defines, in particular, the foundations and methodologies used the evaluation. In the following, we give an overview of the different design science research activities (adapted from Peffer [10] ): (i) problem identification, (ii) definition of objectives, (iii) design and implementation, (iv) demonstration, and (v) evaluation. Further, we propose adequate methods for each activity.
A. Problem Identification and Objectives
Before starting the design process, an understanding of the problem and design objectives is essential. Methods for this activity are literature reviews, expert interviews, focus groups, and surveys [11] . In scientific application development, requirements frequently only emerge during the creation of the systems leading [12] . Thus, iterative methods, such as DSR, are instrumental. The challenge addressed by this paper is the design and development of effective abstractions that provide the right level of detail while retaining ease-of-use.
B. Abstraction Design
Abstractions are a fundamental method of computer science, enabling reasoning about a problem at the right level while allowing the underlying system to implement a solution [4] . Shaw defines an abstraction as "a simplified description or specification of a system that emphasizes some of the system's details or properties while suppressing others [5] ."
To develop efficient abstractions, an understanding of applications and infrastructure usage modes is instrumental. An important foundation for the development of abstractions are patterns. Patterns are suitable solutions to recurring problems in a particular context that can be applied multiple times without doing it exactly the same ways [14] , [13] . Patterns can be discovered by observing common problem decompositions (e. g., task and data partitioning), communication, and coordination structures in applications. Jha et al. utilize this process to study patterns and abstractions for distributed applications [13] . Mattson et al. [14] investigate patterns for parallel and distributed applications. Figure 2 illustrates the relationship between applications, patterns, abstractions, and systems. Discovered patterns serve as candidates for the development of abstractions and their implementation in a middleware system or building block.
An abstraction represents the external interface of the system. Thus, careful design is essential. The desired properties of an abstraction are generality and simplicity [15] . Generality refers to the ability of the abstraction to be broadly used. Simplicity is reflected in multiple properties, e. g., ease-of-use, maintainability, and extensibility [16] .
The development of abstractions is a difficult task and requires the identification of essential concepts, properties, and relationships. Conceptual modeling enables abstract thinking and reasoning about a system and its abstraction. Conceptual models represent and describe systems, e. g., applications, systems, and infrastructure. They can be used to formulate concepts about the system, explaining how a system works. Mylopoulos defines a conceptual model as ''a description of an aspect of the physical and social world around us for the purposes of understanding and communication [17] ." Johnson defines a conceptual model as "a high-level description of how a system is organized and operates [18] ." Conceptual models were introduced to computer science in 1984 by Brodie, Mylopoulos, and Schmidt to overcome the increasing specialization of computer science disciplines to describe high-level aspects and interactions better [19] . Conceptual models are used in different areas, e. g., for software architectures [20] , and programming languages [5] .
C. System Design
Software architecture and engineering research is the study of useful system organization [21] , i. e., the design of the composition/decomposition of systems and subsystems and the communication between these. Common objectives of the system design are flexibility, maintainability, and re-usability [20] .
Patterns are an important aspect of designing software systems. Initially, introduced in the domain of building architecture [22] , were adopted to the domain of software architecture and engineering by Beck/Cunningham [23] . Gamma et al. [24] prominently capture important patterns for object-oriented programming. For designing the middleware, we rely on wellestablished object-oriented patterns, e. g., structural patterns as the adapter and facade patterns for abstracting technical differences in the interface of the system.
A fundamental principle of system design is modularization and decomposition. Modularization has many benefits, e. g., flexibility, comprehensibility, and maintainability [25] . Further, the development time can be reduced by the ability to distribute work across different groups. According to Parnas, the most critical criteria for organizing a system is information hiding [26] , i. e., the ability to carefully control the information exposed by a component using well-defined external interfaces and hiding information that is likely to change.
A common type of modularization used by complex systems is a layered architecture [27] . The layered architecture model is a conceptual model that partitions the system in distinct hierarchical layers. Each layer encapsulates a defined set of functions and provides services to the layer above. This pattern is widely used in system-level software, such as databases, operating systems, middleware, and distributed system.
Another example of a layered model is the hourglass model [15] , which relies on a central bottleneck layer at the waist of the hourglass that connects a wide range of lower-level and higher-level services. Resource management is commonly described using hourglass models [28] , [29] .
D. Evaluation
A rigorous evaluation of all artifacts is a crucial part of the DSR process. Sonnenberg/Brocke [11] propose four evaluation activities: eval 1-4. Eval 1 evaluates the problem statements, using methods such as literature review and surveys. Eval 2 investigates the design specifications, e. g., using expert interviews, demonstrations, simulations, and benchmarking. Eval 3 is concerned with the instantiation of an artifact, e. g., a prototype, using methods, such as experimentation. Last, Eval 4 observes the artifact in the real world. We utilize different evaluation methods for different activities, in particular, case studies [30] , performance characterization, and modeling [31] . In the following, we particularly focus on methods for performance and scalability evaluations.
1) Performance Characterization: Performance measurements and characterizations are common methods for describing a system in artificial and natural settings (Eval 3/4). Performance measurements can have different objectives: (i) workload and system characterization, (ii) performance improvements, and (iii) to evaluate design alternatives [32] . An essential component of a performance evaluation is the workload defined as the set of all inputs (programs and data) that a system receives from its environment [32] . A benchmark refers to a workload that is used to compare computer systems. A workload used in performance evaluations should be representative; in the best case, it should reflect an actual, real-world workload. The process of comparing two or more computer systems by measurements is called benchmarking [31] . A microbenchmark compares a well-defined, narrow aspect of a larger system [33] . The performance is defined by a measure, e. g., the runtime or throughput of a system. More complex metrics can capture cost/price or quality/runtime trade-offs [34] .
Benchmarking of data-intensive systems is more complicated as it requires not only the precise specification of the computational workload but also of the data set. As data analytics and in particular machine learning is inherently stochastic, minor changes to a model or training procedure often impact both performance and model quality [35] .
Scientific applications are complex, unique, and not wellrepresented by standard benchmarks. The chosen metrics often do not provide a comprehensive view of the system, and thus, are not a proxy for real-world performance [34] . Further, most benchmarks neglect application-level quality metrics and focus mostly on runtime and scaling performance. Application benchmarks are essential to understand the performance characteristics in real-world settings [36] .
However, it is often challenging to obtain real-world performance data that provide useful insights. In the context of data-intensive applications, there are, e. g., complex infrastructure components, such as data source, broker, and processing applications, that need to be carefully controlled. To account for that, often simplified, synthetic workloads are used to study performance (e. g., the Mini-App framework [37] ). Similar techniques are commonly used for generating reproducible data and compute workloads, see [38] , [39] , [40] .
2) Performance Models: Performance models [41] are a way of abstracting performance-related insights into an analytical model. An analytical model is a precise formulation of a model using mathematical logic, entities, and relations to describe concepts [42] . Analytical models are white-box and can quantify the relationship between the different concepts. Statistical models, in contrast, derive insights and predictions from data [43] . The advantage of statistical models is that they do not require domain knowledge and can model highly complex domains. However, they are often black-box models, i. e., they are more difficult to interpret.
Many computer science domains use performance models, e. g., for programming languages, operating systems, database systems, system components (e. g., schedulers), as well as parallel and distributed systems. For example, database systems utilize cost-based optimizer to generate an optimal query execution plan [44] . A well-known performance model for distributed applications is Amdahl's Law [45] .
III. APPLICATION SCENARIOS AND THEIR CHARACTERISTICS
Understanding the problem domain is an essential step in the DSR process. The requirements of scientific applications are growing more diverse and complex [46] , [47] . Driven by the deployment of new instruments, such as light sources, telescopes, genome sequences, applications are becoming more data-intensive and increasingly require the combination of various processing types, e. g., simulation, analytics, and machine learning. These different types impose different requirements on programming abstractions, middleware, and infrastructure.
While the integration of these processing types is challenging, it yields many benefits, e. g., it has been demonstrated that machine learning-based approximation techniques can improve simulations (e. g., by faster identifying regions of interests). Another example is the guidance of experiments using machine learning, e. g., to find interesting events and regions, and to adapt sampling accordingly [46] .
While data-intensive, scientific applications are highly diverse, they often share common computational and data characteristics. Early studies, e. g., the Berkeley Dwarfs [48] , focused on the understanding of parallel algorithm based on their computation and data movement patterns. Jha et al. [13] study distributed applications. In D3 science [49] , we conducted a survey consisting of 9 questions and a series of workshops to understand the distributed and dynamic data aspects of 13 scientific applications. The Big Data Ogres [50] , [51] introduce a multi-dimensional framework, so-called facets, which represent key characteristics of big data applications and use them to define a set of Mini Apps based on a study of more than 50 use cases collected by NIST [52] . Table I provides a high-level overview of the five most relevant application scenarios: task-parallel, data-parallel, dataflow, iterative, and streaming. These scenarios were primarily derived from investigating application characteristics of 50+ application scenarios (see [61] , [50] , [57] ). Based on these characteristics, we identified five patterns for data-intensive applications.
An important characteristic is the decomposition pattern: Task-level parallelism describes the execution of diverse compute tasks on multiple compute resources. In contrast, dataparallelism creates tasks by partitioning the data. Abstractions, such as MapReduce [62] , enable the data-parallel processing and aggregation of data using high-level primitives. The runtime system then handles the implementation of the parallelism, i. e., the partitioning of the data, the mapping of data to tasks, the orchestration and synchronization of tasks and data movements.
The dataflow model further generalizes the data-parallel model by supporting applications comprising of multiple stages of processing. The abstraction is based on directed acyclic graphs, where nodes represent multiple stages of processing and the flow of data between these stages. It was invented in the 1960s at MIT [63] and later adapted to the domain of data-intensive computing (LGDF2 [64] , Dryad [65] ) as a way to describe data processing pipelines comprising of multiple stages, e. g., map, reduce, shuffling. A stage can also be comprised of an external application (e. g., a simulation).
Iterative computation is a scenario applicable in particular to model training in machine learning applications. An important requirement of these types of applications is the need to cache data to facilitate reading and processing data multiple times [66] . In machine learning applications, this pattern is often found as many optimization techniques require multiple passes on the data to compute and update model parameters.
The last scenario is stream processing, defined as the ability to process unbounded data feeds and provide near-realtime insights [67] . The processing patterns for streaming are similar to the described patterns. However, the amount of data is typically smaller, as messages are processed in small batches. The management of state between individual messages can be required. Stream processing is used to analyze data streams from scientific experiments, e. g., light source sciences [37] .
To support these scenarios, an efficient resource management abstraction and middleware that can support highly diverse task-based workloads is required. The heterogeneity of the tasks generated in these application scenarios can be high, in particular concerning the task runtime, resource, and data requirements. It is necessary to support long-running tasks, e. g., simulation tasks, and short-running tasks, generated from data-parallel applications. In particular, data-dependencies can be highly unpredictable, resulting in complex task graphs. The necessity to respond to dynamic events demands support for dynamic task creation. The requirements for the abstraction and middleware can be summarized as follows: [53] , [54] , Ensemble-Kalman Filter [55] , Scientific Gateways and Workflows [56] Map-Only analytics [57] , Molecular Data analysis Hausdorff Distance [58] MapReduce for sequence alignment [59] , Molecular Data analysis leaflet finder and RMSD [58] Machine learning algorithms, K-Means [60] Streaming for light source data [37] TABLE I: Data-Intensive Application Scenarios -Characteristics and Patterns: Data-intensive applications are more complex than compute-oriented applications and require the management of data, I/O and compute resources.
R1 Abstractions: Provide a higher-level abstraction that hides the details of complex distributed infrastructure, but allows reasoning about trade-offs. The abstractions should be simple and easy-to-use, while supporting as many application scenarios as possible (generality). Interoperability, i. e. the ability to support different types of infrastructures and applications, is an essential requirement. R2 Middleware for Application-Level Resource Management: Provide the ability to manage highly diverse parallel and dependent tasks and associated data on heterogeneous infrastructure comprising of complex hardware and software stacks. The system should be extensible across different infrastructure, frameworks, and applications. R3 Dynamism and Adaptivity: Ability to respond to changes in the environment at runtime. This capability needs to be supported on both middleware and abstraction-level. R4 Performance, Scalability, and Efficiency: The system should provide adequate performance, mainly high-throughput and low latencies, for highly diverse task-based workloads. By doing so, the system supports the strong and weak scaling of applications while ensuring efficient resources usage.
IV. PILOT-ABSTRACTION: AN ABSTRACTION AND MODEL FOR DISTRIBUTED RESOURCE MANAGEMENT
The need for tools and high-level abstractions to support application development and the extreme heterogeneity of infrastructures has been widely recognized [13] . Resource management is a fundamental challenge in distributed and parallel computing. The current state is characterized by highly heterogeneous and fragmented systems, rigid point solutions, and a lack of a unified model for expressing data and compute tasks. The advent of data-intensive, machine learning, and streaming applications complicated the state even further. Infrastructure is getting more complicated by introducing new storage and memory tiers as well as accelerators.
Data-intensive applications exhibit complex characteristics and demand a highly flexible abstraction for allocating resources and managing highly diverse workloads of tasks. Balancing application characteristics and infrastructure requires careful consideration of application-level and infrastructurelevel concerns. High-level abstractions are critical to retain developer productivity and to scale applications. For example, the ability to manage resources efficiently, taking into account application objectives is important. By infusing application knowledge (e. g., about the data, compute and I/O characteristics) into scheduling decisions, the runtime and scalability can be significantly improved [68] . Thus, data and I/O needs to be integrated into these abstractions as first-class citizen.
A. Pilot-Abstraction and Conceptual Model
The pilot-abstraction [8] is a unified abstraction for resource management on heterogeneous infrastructure from high-performance computing, high-throughput computing, big data, and cloud for distributed applications. In the following, we discuss the experience of developing and extending the abstraction and underlying middleware systems to support the described application scenarios. In this section, we focus on the DSR activities and artifacts related to the design and creation of the abstraction and middleware system.
We follow the iterative design approach of DSR closely aligning the abstraction design to real application needs. The first system focused on the design of an application-internal resource management framework for replica-exchange simulations [53] . The resource management capabilities were evaluated using different application scenarios as case studies and performance measurements on different HPC infrastructures focusing on the internal resource management subsystem. Based on the positive evaluation, we generalized the abstraction and created a re-usable, application-agnostic, standalone pilot-job system called BigJob [69] .
The observation of similar concepts for other infrastructures and applications [70] motivated the development of the pilotabstraction [8] , a general abstraction for the re-occurring concept of utilizing a placeholder job as a container for a set of computational tasks. The abstraction comprises of two main concepts, the pilot that represents a placeholder for a specific set of resources and the compute-unit, a self-contained task. The implementation of the pilot-job system conceals details about the resource management systems of the different infrastructures (e. g., HPC, HTC and clouds). Thus, the user can focus on the composition of tasks rather than dealing with infrastructure specific aspects. Fig. 3 : Evaluation Approach (adapted from Sonnenberg/Brocke [11] )
The pilot-abstraction addresses the need to efficiently and flexibly manage resources on application-level across distributed, heterogeneous infrastructure. Pilot-jobs provide two key capabilities: (i) they support the late binding of resources and workloads, and (ii) they provide a higher-level abstraction for the specification of application workloads removing the need the manage the execution of the workload manually. At the same time, they provide critical capabilities to compose task-and data-parallel workloads while providing optimal scalability and performance by managing task granularities, data dependencies, and I/O via the abstraction. The design of the pilot-abstraction aims to offer a simple as possible and general interface to these capabilities.
Another artifact of the design process is a conceptual model for understanding pilot-based systems. The P* model [8] aims to provide a common framework to understand the abstraction, as well as commonly used pilot-job systems. The P* model defines the high-level concepts and mechanisms found in most pilot-systems. The model specification is done using a functional description of the components and interactions, as well as various components and interaction diagrams. The characteristics and interactions of all concepts and analysis of different pilot-systems using the model is available in [8] . The framework was further refined by Turilli et al. [71] .
While the pilot-job concept was developed for HPC and HTC, the need to manage data in conjunction with pilots and tasks became apparent. Pilot-Data [72] extends the pilotabstraction and provides the ability to manage storage and data, and couple these effectively with computational tasks. With the emergence of big data frameworks, such as Hadoop, Spark, and Dask, the ability to couple HPC applications to specialized data processing engines become increasingly important, which lead to the development of Pilot-Hadoop [73] , [74] . Further, extensions for in-memory processing [74] , and streaming [37] have been designed and implemented.
B. Middleware: System Design and Architecture
The objective of the system design phase is to create a system design and implementation that can support the desired abstractions. We applied methods and practices described earlier to achieve a flexible, maintainable, and comprehensible architecture. The system architecture is based on well-known 
Performance Model
Frameworks for common elements and characteristics
Defines core concepts, their relationships and interactions. Exposed to application via Pilot-API.
Describes the structure of the implemented system Performance model for reasoning and prediction of performance of Pilot-System and applications Fig. 4 : Understanding the Pilot-Abstraction using Different Models design patterns [24] , e. g., the adaptor pattern is used for abstracting specific resource types, i. e., HPC, cloud, and data infrastructures, such as Hadoop and Spark. For some of these infrastructures, we utilize the SAGA [75] as an access layer for local resource management systems. The design artifacts of the architecture model are created using block diagrams inspired from UML [76] to visualize system layers, composition, and interactions. Examples of architectural models artifacts can be found here: Pilot-Job [69] , Pilot-Data [72] , Pilot-Hadoop [73] , and Pilot-Streaming [37] .
V. EVALUATION
Evaluation is an essential part of the DSR process to ensure that the designed system is achieving the desired purpose. In the following, we explain the different types of evaluations conducted on the different artifacts using the eval 1-4 activities proposed by Sonnenberg/Brocke [11] (see Figure 3) . Table II summarizes the abstractions developed, and the evaluation and modeling approaches used. As shown in Figure 4 , we use different types of models at different granularities for understanding, characterizing, and evaluating the pilot-abstraction.
Conceptual models provide high-level intuition and allow reasoning and predictions about selected trade-offs. However, they typically cannot explain all phenomena. The conceptual model of the abstraction guides the architecture of a pilotsystem documented in the architectural model for all systems.
To study and evaluate the dynamic properties, we conducted several experiments using real application case studies and simplified surrogate applications (Mini Apps [37] ). Based on the experiments, we formulate different analytical and statistical performance models.
A. Problem and Design Evaluation (Eval 1 and 2)
The eval 1 activity, i. e., the justification of the problem statement and research gap, has been performed in the introduction and section III. The results of the literature and application survey define the design objectives for the pilotabstraction (see section IV).
The design of the pilot-abstraction and middleware system is documented in several artifacts: the P* conceptual model Pilot overhead, application and task runtimes, strong scaling Runtime, strong scaling Runtime, strong scaling Throughput/Latency, scalability defines the elements, characteristics, and interactions of the system, which serve as the basis for the abstraction. The model is evaluated against several different implementations of the pilot-abstraction [8] . Further, it provided valuable guidance for the implementation of the pilot-based middleware. The pilot-based middleware is formalized using an architecture model and described using several component and interaction diagrams. We evaluate the middleware system using various prototype and production implementations [69] , [79] that confirms the feasibility of the approach. The maintainability and flexibility of the design and middleware system are demonstrated by the various extensions, e. g., for data management, in-memory processing and in support for new infrastructures, such as cloud and serverless.
B. Performance Evaluation and Modeling (Eval 3)
The eval 3 activity evaluates the pilot-abstraction in artificial settings. The developed conceptual models provide an important basis for the performance evaluation by offering essential information about the structure and expected behavior of the system. Further, they guide the experimental design.
We demonstrated the suitability of the pilot-abstraction for supporting resource management for a broad set of distributed HPC and data-intensive applications. An essential objective of the pilot-abstraction is to overcome barriers to scaling. Thus, a particular focus of the evaluation is performance and scalability. We use three approaches: (i) performance characterization of the pilot-system and several applications, and (ii) analytical performance modeling and (iii) statistical performance modeling for selected use cases.
As benchmarks typically not correctly reflect the requirements of scientific applications, we rely on custom experiments for evaluations. A challenge for performance characterizations and modeling is the experimental design and data collection. The experimental design is the process of determining the factors, factor levels, and combinations of these for an experiment to understand the effect of each factor while minimizing the number of experiments [31] , [80] . A good experimental design is essential to capture essential characteristics while minimizing data collection efforts.
We propose the Mini App framework [37] to address these challenges and to automate and accelerate the build-assess-refine cycle. The Mini App framework helps to evaluate abstractions, middleware, and infrastructure in real-world conditions. Further, the data collected can serve as a basis for statistical models and predictions. It was designed to support a excellent experimental design following best practices defined by Gray [34] and Waller [81] : (i) Simplicity: Easy-to-use and setup via high-level APIs and configurations. (ii) Relevance: It gives the developer full control of the application workload and metrics necessary for the application scenario. (iii) Scalability: Support for distributed resources and datasets at various scale levels and data rates. (iv) Portability: Infrastructure and application-agnostic by design. Different types of infrastructure supported via pilot-abstraction. (v) Reproducibility: It provides comprehensive automation of performance experiments ensuring repeatability and reproducibility.
Another important aspect of DSR is the ability to derive knowledge and insights. We use different modeling approaches to generalize abstractions, systems, and applications. For example, we provide analytical models for the performance of the application and pilot-systems [77] , [72] . These models capture the significant components of the runtime and allow users to understand the impact of input data volume and parallelism on the runtime. Further, it enables the assessment of the overhead of the pilot-system, in particular in relation to the runtime of the application. Further, we use statistical modeling, e. g., for the prediction of the throughput of streaming systems for different infrastructure configurations [78] .
C. Case Studies (Eval 4)
Eval 4 assesses the suitability of the abstraction in a natural setting, e. g., in various applications [55] , [82] , and frameworks [59] . In these investigations, we demonstrate feasibility, adequate performance, and scalability. The abstraction proofed useful to capture the critical parameters necessary to express task and data decompositions and the associated performance trade-offs. In various case studies, we demonstrated that the abstraction allows a suitable control of the compute granularities and data movements.
VI. EXPERIENCES AND LESSONS LEARNED
In this section, we describe and synthesize our experiences of the development of the pilot-abstraction in a set of lessons learned to inform the design process of future systems. Iteration: The iterative design and evaluation process of DSR is instrumental in creating appropriate abstractions and middleware systems. Building real systems and applications is instrumental in discovering new usage modes and further requirements. Implementing smaller working systems is instrumental before scaling to more extensive resources and further applications. Specifically, we iteratively grew the pilot-job system from supporting coarse-grained ensembles of simulation tasks on single infrastructures to support for high-volume, fine-grained data-parallel tasks, and streaming.
Automation: Collecting data on the design is an instrumental part of the process. Automating experiments for performance characterizations and measurements is important to enable the exploration of larger parameter spaces and to ensure reproducibility. We developed the Mini Apps framework to formalize and automate the experiments and data collection. Figure 5 illustrates the feedback loop used for the design of pilot-abstraction and the implementation in the pilot-system. By using continuous evaluations, partially automated with the Mini App framework, valuable inputs for the abstraction and experimental design and modeling process are generated.
Abstraction Design: The design process is complex and requires the careful trade-off of capabilities, simplicity, and generality. The more application-specific knowledge can be induced via abstractions into middleware systems, the better the decision the system can make, e. g., concerning scheduling. However, the more application-specific the abstraction, the less general is its utility. Balancing simplicity, generality, and capability is challenging and requires a careful evaluation of the abstraction in different applications and settings.
Compute and Data: Managing heterogeneous compute tasks at scale is challenging by itself. The addition of data complicates the problem significantly. There is a great amount of heterogeneity and dynamism in the way and location data can be stored, transferred and used. Typically, a great extent of the data lifecycle is external to the applications. We address these challenges, particularly by focusing on defined application scenarios (see Table I ) and by supporting and optimizing for important patterns, e. g., MapReduce.
Optimize Application Algorithms: A universal abstraction and system for resource management can help to scale applications by simplifying and standardizing the process of resource and task management. In many cases, an improvement of algorithms can lead to even more significant improvements compared to scaling out a non-optimal algorithm to more resources (see e. g. [58] ).
Limitations of Abstractions: In many cases, systems are not limited by conceptual abstraction, but by the implementation of the system and infrastructure. Further, abstractions can exhibit undesirable behaviors. Leaky abstractions describe the phenomena that abstractions frequently fail in real-world settings exposing complexities from underlying systems that it meant to abstract [83] .
Re-Use and Interoperability: A well-designed abstraction is a minimal requirement for developing robust and scalable software systems. By abstracting commonalities between systems, interoperability can be achieved. However, significant investments into the stability and robustness of the system are required to support real-world applications.
VII. CONCLUSION
Abstractions are a vital method in computer science to handle complexity and build new systems at an unprecedented scale. We present a balanced approach using the design science research method to design and evaluate the pilot-abstraction, an abstraction for enabling resource management across heterogeneous, distributed resources. By iteratively addressing real-world application and system challenges using DSR as methodological framework, we were able to provide valuable contributions to the computational science community. We demonstrated that the pilot-abstraction is able to meet the complex application requirements defined earlier: R1 Abstractions: The Pilot-Abstraction's capabilities and simplicity have been evaluated and validated in several application scenarios, e. g., ensemble simulations, dataintensive applications, and streaming. Further, the extensive usage of the Pilot-Abstraction for higher-level building blocks, e. g., a workflow framework [56] , an ensemble simulations management framework, and a MapReduce framework [59] , demonstrates its viability and usefulness. R2 Middleware for Application-Level Resource Management: The pilot-system provides the ability to interoperable use HPC, cloud, and data infrastructures. In [84] , we explore the interoperable use of HPC, HTC, and clouds. In [72] , we use and characterize the use of Pilot-Data on HPC and HTC resources. The system is extensible to new infrastructures, such as Hadoop [73] , streaming [37] , and serverless [78] . R3 Dynamisms and Adaptivity: An important capability of the pilot-abstraction is the ability to respond to changes in the environment at runtime. In [69] , we explore the usage of additional cloud resources at runtime to meet application demands. In [78] , we demonstrated a model for throughput prediction to determine the optimal set of resources for a given workload.
R4 Performance, Scalability, and Efficiency: We demonstrated in various studies that the pilot-abstraction enables the creation of scalable application by given finegrained control on data/task composition while hiding the details [69] , [72] , [58] , [78] .
