The world has experienced impressive improvements in wealth and health, with, for instance, the world's real GDP per capita having increased by 180% from 1970 to 2007 accompanied by a 50% decline in infant mortality rate. Healthier and wealthier. Are health gains arising from wealth growth? Or, has a healthier population enabled substantial growth in wealth? The answers to these questions have serious policy implications. We contribute to understanding dynamic links between wealth and health by analyzing the relationship between health (as measured by infant mortality rate) and wealth (as measured by GDP per capita) for a panel of 58 developing countries using quinquennial data covering the period 1960 through 2005. We examine for causal rather than associative links between these fundamental macro measures of economic development. The panel enables us to examine for causal links using several methods that differ in how cross-country and temporal heterogeneity is imposed: cross-country homogeneity with temporal heterogeneity and cross-country heterogeneity with temporal homogeneity. Under the latter case, we consider sensitivity to assuming fixed versus random causal coefficients. In addition, we explore robustness of outcomes to level of economic development (as measured by national income) and inclusion of another covariate (education).
Introduction
Over the last century the world has experienced impressive improvements in wealth and health, with, for instance, the world's real GDP per capita having increased by 180% from 1970 to 2007 accompanied by a 50% decline in infant mortality rate.
1 Healthier and wealthier. Are health gains arising from wealth growth? Or, has a healthier population enabled substantial growth in growth in wealth? We contribute to understanding dynamic links between wealth and health across groups of countries, using panel models that allow for unobserved heterogeneity, enabling insight into the causal, rather than associative, relationship between wealth and health.
It is easy to motivate wanting to understand health-wealth links in developing economies, including providing input for policies aiming to improve well-being. Another reason is to contribute to the debate on whether development should focus on wealth growth, as higher wealth (income in particular), it is argued, leads to better health through various channels (such as nutrition, housing, sanitation, education); e.g., Caldwell (1986) and Musgrove (1996) . Findings of wealth to health causality give credence to concentrating on growing income. In contrast, wealth to health noncausality suggests that income growth may not be enough, perhaps supporting advocates of "human development", focusing on the development of the state of being of people; e.g., Sen (1987) and Anand and Ravallion (1993) . Feedback between health and wealth (e.g., income) suggests that the adoption of policies aiming to enhance health (such as direct income subsidies to the poor and school feeding programs) along with growth enhancing programs should have a larger impact on human development than would otherwise arise.
Many studies connect health outcomes (e.g., mortality, prevalence of disease, availability of health services, public health expenditure) with measures of socioeconomic status (e.g., income, wealth) both within and across a wide range of countries. Some of these researchers use microeconomic household or individual data; e.g., Thomas et al. (1990) , 4 heterogeneity assumptions, enabling us to examine the sensitivity of causal outcomes to such assumptions.
We explore the sensitivity of our findings in two directions. First, we ascertain robustness to income level by dividing the data into 35 middle-income countries (MICs) and 23 low-income countries (LICs). That health-wealth links likely vary with development level (as measured by income) is well noted in the literature. We also examine how causal outcomes differ when we include an ancillary variable, education, into models. We use two different education variables: average years of schooling of the total population over age 15 and for females over the age of 15.
This paper is organized as follows. In the next section we outline issues involved in measuring health and wealth, motivating our choice of metrics, real income per capita and infant mortality rate (IMR). We follow in Section 3 with a discussion on the sources of possible causal links between income and IMR, and then with descriptions of our data in Section 4. The causality methods we adopt are subsequently detailed in Section 5, followed by our core empirical results in Section 6. Section 7 reports outcomes from our sensitivity analyses, with the final section providing our summary and concluding remarks.
On measuring health and wealth
To investigate panel causal links between health and wealth, we need appropriate metrics of these variables. Providing a summary statistic of a country's health that is comparable across countries and time is a topic with a long history; see, e.g., Sullivan (1966 Sullivan ( , 1971 , Larson (1991) , and Murray et al. (2000) . Ideally, we desire an index of the overall health of a nation's people. Many have been proposed, but are difficult to obtain consistently across countries for an adequate time period for a causality study. Accordingly, we consider as possible metrics of a country's health status its infant mortality rate (IMR), life expectancy at birth (LEB), and child mortality rate (CMR). The IMR is the number of infants dying before reaching one year of age, per 1000 live births in a given year; the CMR is the number of children who die before reaching age five out of 1000 live births; and LEB is the number of years a newborn infant would live should prevailing patterns of mortality at the time of birth continue throughout life.
6
These three metrics, as indicators of a country's health status, are deficient and have been extensively criticized. For instance, they do not directly account for the prevalence of preventable diseases or deaths, the availability of health services that improve or protect the quality of life and they provide information about only one aspect of health status, namely 5 extending life or preventing premature death. Focusing on these may also result in narrow health policies that are formulated with the proxy outcome measure in mind. 7 Nevertheless, nearly every country reports these statistics and they are also considered by major health organizations, such as the WHO and UNICEF. For instance, UNICEF states that "child survival lies at the heart of everything UNICEF does" 8 and Goal 4 of the Millennium Development Goals is to reduce infant and child mortality rates to one-third of their 1990
level by 2015.
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For several reasons we adopt IMR. First, as nearly every country in the world has a goal of reducing or minimizing its IMR, causal links between health and wealth are more likely to be detected when IMR is used to measure health. Secondly, our findings can be more easily compared with other studies, given the wide spread use of IMR. Thirdly, IMR is available for a large number of years and countries. Finally, IMR indirectly accounts for factors that affect health status including education, general living conditions, quality of the environment, economic development, and availability of health services, with IMR being, in particular, responsive to improvements in pre-and postnatal care. With respect to not using CMR, we anticipate qualitatively similar results had we adopted CMR, as IMR and CMR are highly correlated. Hence, to remain consistent with most applications, we use IMR over CMR.
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We choose not to use LEB, as this statistic, usually derived from IMR data and model life tables, rather than actual death registrations, may not accurately measure patterns of mortality in developing countries (where records of death are generally incomplete). This method of construction implies there is little, if any, additional information in LEB data over IMR data.
Another reason we prefer IMR over LEB is because low life expectancy in developing countries is usually a result of high infant mortality. Yet another reason for adopting IMR is that health improvements often affect this metric first, making it a useful measure in a causality study.
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Our use of IMR differs from other causality studies; e.g., Erdil and Yetkiner (2009) adopt real per capita health expenditure. Aside from wanting to employ a measure that concretely forms part of a reasonable notion of a nation's "well-being", we are also cognizant of the mixed evidence on the effectiveness of health expenditure in improving the health of the poor (e.g., Filmer and Pritchett 1999, Castro-Leal et al. 2000) . Should this be the case, using health expenditure as a proxy for health status may distort causal findings between health and wealth.
Measuring a nation's "wealth" in the health-wealth literature is rarely, if at all, debatedper capita income is the norm. By contrast, micro studies usually consider the individual's 6 (or household's) assets and debts, along with income, as being the relevant metric; e.g., Adams et al. (2003) , Contoyannis et al. (2004) , Michaud and van Soest (2008) . Net assets may be liquidated by the individual or household should the need arise. What about for a country? Moves towards extending the standard national income accounting notion of a country's economic performance to one of "full income" have been proposed; see, e.g., and Becker et al. (2005) . We are sympathetic to this growing body of work, but face the need for consistent data across countries and time. Accordingly, we take the wealth variable to be real GDP per capita, which comprises the value of final products produced over the period. As a commonly used, albeit imperfect, indicator of the level of economic development, policy is often formed based on its movements, making it a proxy for overall wealth of a country that likely influences health. We now discuss how income and infant mortality may be linked at the aggregate level.
Links between income and infant mortality
Health is a major input into the generation of a country's income according to human capital theory 13 , and, at the individual level, health is vital if people are to be productive. Links from health to wealth likely operate via investment, demography, education, and the labour market.
Healthy people can expect to live longer, plan and save for retirement, increasing the amount of investment available to the domestic economy (e.g., , Zhang et al. 2003 .
Healthier workers can participate more productively in the labour market, and are likely to receive higher wages with benefits from this state of being (e.g., Smith 1999 , Deaton 2002 ).
Healthy workers may also impact foreign direct investment, as firms are unlikely to want to establish in countries with high mortality, illness and disease (e.g., ).
Improvements in health may also set off a demographic transition from high to low fertility accompanying declining mortality, as parents are more confident of a child's survival, lessening a desire to have children "just in case" of death. A falling fertility rate also means that resources previously devoted to child care can be shifted to boosting family income. Health of women also improves with the lower fertility rate, which may lead to improving family circumstances. The lag between declines in mortality and fertility may result in a "baby-boom" generation, which raises economic growth when they enter the workforce (e.g., . In addition, as fertility falls with lower infant and child mortality, parents are likely to invest more in their children's health and education.
Healthy children are able to attend school regularly and are better able to learn with fewer nutritional deficiencies, infectious diseases and disabilities (e.g., Ruger et al. 2001, Bloom 7 and . National income should rise in such circumstances led by the improvements in health from a lower infant mortality rate.
Classically, the relationship between health and wealth is that wealth leads to health, with health arising from the development process. Many factors likely impact infant mortality, including sanitation, parental education, clean water supply, shelter, food, available medical care and appropriate health technology, and the fertility rate; e.g., Caldwell (1986), Subbarao and Raney (1995) , Pritchett and Summers (1996) . As wealth (as measured by income per capita) may be regarded as a proxy for these more specific determinants of infant mortality, operating indirectly via these direct influences, we expect income to cause infant mortality.
These arguments lead to an expectation of bidirectional causality between income and infant mortality for developing countries. Health gains give rise to economic growth, which results in further health improvements and so on. This "virtuous circle" (e.g., ) will peter off as development progresses, as infant mortality has a lower bound. Of course, a "vicious circle" (e.g., ) is also feasible with health declines leading to income reductions followed by further deterioration in mortality. This is, perhaps, being observed in sub-Saharan Africa as a consequence of the rising HIV/AIDS infection rates.
In our bivariate models, consisting of real GDP per capita and IMR, we obtain the full causal effect of each variable on the other. Other indirect variables (such as education, availability of medical care, income inequality) are assumed to be operating through lags of income and infant mortality. To provide an indication of the sensitivity of the causal outcomes when ancillary variables are included, we also estimate trivariate systems with education as the additional variable. Unfortunately, due to data limitations, we are unable to include other possible factors. Care is needed when we compare the bivariate and trivariate outcomes as the possibility of indirect causality arises in the trivariate case, a feature not feasible in bivariate models.
We choose education as the auxiliary variable given the overwhelming evidence of the significance of this factor in reducing infant mortality, especially maternal education (e.g., Caldwell 1986 , Thomas et al. 1990 , Subbarao and Raney 1995 , Hanmer et al. 2003 .
Educated parents (especially mothers), it is argued, are more likely to change traditional behaviors with respect to child rearing, seek medical attention, have better knowledge on child and maternal needs, and ensure that adequate family resources are committed to child raising. Such changes typically lead to a reduction in infant mortality. Some suggest (e.g., Thomas et al. 1990 , Deaton 2002 ) that part of the effect of parental education on child 8 survival works through income, but that there is also an independent impact. In addition, education may capture other broad socioeconomic characteristics that relate to infant mortality.
Data
Based 16 We follow common practice of using the natural logarithm of IMR. Barro and Lee, 1993) . The natural logarithm of education is employed in our models. Looking at average GDP, we see a similar story across decades and sub-groups; overall impressive performance but large variations across sub-groups and individual countries.
Average GDP by decade has increased by approximately 140-158% for all developing and middle-income countries while a relatively smaller change of around 55-70% resulted for low-income countries. While these reflect substantial improvements, variation across countries is concerning, as it is the "poorer" groups that have seen relatively slower growth. Notes: The averages are based on the countries listed in Table 1 . IMR = infant mortality rate; GDP = real per capita GDP; ED15 = average years of schooling for the total population over age 15; EDF15 = average years of schooling for females over age 15; AC = All countries; MIC = Middle-income countries; LIC = Low-income countries.
Moreover, individual countries exhibit huge differences; for example, Burundi's real per capita GDP, being the lowest real GDP 2005 of the countries classified as "low-income", increased by only 42% between 1960 and 2005. On the other hand, Portugal, which was our best performer in terms of 2005 IMR, also had a large increase in real GDP per capita with a growth of over 400% over the sample period.
The summary statistics for ED15 and EDF15 show interesting patterns; average ED15 (and EDF15) has increased by about 4 years for middle-income countries but only by about 3 years for the low-income sub-group over the sample period. The female only averages are similar to the averages for both genders for the middle-income group, but are one to two years below that for both genders for each of the periods for the low-income group. More troubling is that this gender gap has risen over the sample period. Education levels differ widely across individual countries; for 2005, Mali has the lowest ED15 of 1.54 while Niger has the lowest EDF15 of 0.93. Given these figures, it is difficult to envisage that such countries will be anywhere near achieving the United Nations Millenium Development 11 Note: "All countries" refers to average real GDP per capita for our sample of 58 countries. 
IMR Year
All countries Argentina Ethiopia India Malaysia considered in the figure, remaining relatively stagnant. Argentina, on the other hand, starts off with a much higher level of GDP but exhibits periods of poor growth over time. Average IMR is downward trending, showing, as seen by the summary statistics in Table 2 , the substantial improvement in this health indicator. Although we see differences in IMR, the same general downward trend is evident.
To account for this trending (a feature for most countries), we need to ascertain whether series are better modeled as stationary around deterministic trends, as unit root processes or as strongly persistence. However, testing for unit roots in each individual series with our number of observations is not practical. An option is a panel unit root test. Such test statistics have a limiting normal null distribution as ܰ, ܶ → ∞ with T approaching sufficiently fast compared with ܰ, or they allow for fixed ܰ, still requiring ܶ → ∞, and only a few assume fixed ܶ with ܰ → ∞. In addition, for panels with small ܰ and ܶ, as with some of our groups, the tests often exhibit poor size control and low power. Accordingly, even these are not useful with our data.
Therefore, to determine information on the degree of persistence, we examined autocorrelation functions to ascertain whether there was any sign of a unit root process. Table 3 reports the range of first order sample autocorrelations. Informally, these suggest that there is persistence, but not glaring evidence of unit roots, as there are no estimates greater than 0.766. We also report the range of first order autocorrelations after detrending,
given that the autocorrelations tend to be overestimated in the presence of deterministic trends. The estimates are smaller, with the highest in magnitude being 0.645. These results suggest that assuming trend stationarity seems reasonable. 
Causality methods
We examine for causality using Granger's (1969) notion, with the premise that Gnoncausality corresponds to lack of predictability; a variable ‫ݕ‬ is G-noncausal for ‫ݔ‬ when we are unable to predict ‫ݔ‬ better with the past history of ‫ݕ‬ in the information set than when it is excluded. Assumptions with regard to heterogeneity across countries and time give many ways to examine for G-causality. Underlying is an atheoretic finite-order panel vector autoregression of order p:
with ܼ ௧ K-dimensional. For the bivariate models K=2 with ܼ ௧ = [LIMR it LGDP it ]′ and K=3
for our trivariate models with
with the "L" indicating natural logarithms. The vector ߤ ௧ contains country-specific and period fixed effects; ߤ ௧ = α + ߚ ௧ , accounting for both common shocks and general growth differences between countries. Although each individual series exhibits trending, we find no evidence to suggest that there is any unaccounted for trending remaining once we include the lagged covariates into the model. 21 Accordingly, we allow for at most period effects. The disturbances ߝ ௧ are assumed to be independently distributed across countries and time, with means 0 and variances σ ଶ , permitting cross-country heteroskedasticity.
The parameter matrices, Γ ௧ , potentially vary with ݅, ݆ and ‫.ݐ‬ As all coefficients cannot differ, we allow for temporal heterogeneity in causal links that are assumed homogenous across countries, and the converse case of country-specific causal links that are invariant over time. A specific element of Γ ௧ is denoted by ߛ ,௧ , which are of interest in G-noncausality tests; to test for G-noncausality from LGDP to LIMR, we examine ‫ܪ‬ : ߛ ଵଶ,௧ = 0 ∀݅, ݆, ‫ݐ‬ using a Wald statistic, whereas we test ‫ܪ‬ : ߛ ଶଵ,௧ = 0 ∀݅, ݆, ‫ݐ‬ to determine whether LIMR is G-noncausal for LGDP. We now briefly outline our methods.
Method I: Cross-country homogeneity, temporal heterogeneity
This approach, proposed by Holtz-Eakin et al. (1988) , assumes Γ ௧ = Γ ௧ . Estimation is complicated by the specification of ߤ ௧ , as by construction the unobserved individual-level effect is correlated with the lagged dependent variables, leading to the within-estimator being inconsistent with ܶ fixed. Taking first-differences with Γ ௧ = Γ ௧ and re-arranging, 14
with Π ଵ௧ = Γ ଵ௧ + ‫ܫ‬ , Π ௧ = Γ ௧ − Γ ିଵ,௧ିଵ (݆ = 2, … , ‫,)‬ Π ାଵ,௧ = −Γ ,௧ିଵ and Δμ ௧ = ∆ߚ ௧ .
Country effects are removed but ܼ ,௧ିଵ is correlated with the error, resolvable using, say, generalized method-of-moments (GMM) or three stage least squares (3SLS). Holtz-Eakin et al. (1988) suggest the instrument set ܳ ௧ formed from the elements of ܼ ,௧ିଶ , … , ܼ ଵ , plus a column of ones. 22 We use 3SLS with these instruments, allowing for serial correlation as needed.
Elements of Π ௧ are ߨ ,௧ , with G-noncausality testing undertaken in two steps. We pretest for "time-stationarity", examining ‫ܪ‬ : ߨ ,௧ = ߨ , , ‫ݐ‬ = 1, … , ܶ for each ܽ, ܾ (ܽ ≠ ܾ) using a Wald test. Time stationarity is imposed when this null is supported, with the Gnoncausality null then dependent on the outcome; it is either ‫ܪ‬ :
Although this approach allows for temporally heterogenous causal links, two drawbacks are: (i) the use of instrumental variables estimation, often shown to result in poor efficiency and significant bias (e.g., Kiviet, 1995) ; (ii) the assumption of common cross-country coefficients, which is likely to be violated leading to bias and inconsistency (e.g., Pesaran and Smith, 1995) .
Method II: Cross-country heterogeneity, temporal homogeneity
Here, assuming homogenous temporal causal links, we allow for heterogenous cross-country causality. The basic framework is a restricted version of model (1), specifically
The elements of Γ are denoted by ߛ , . We examine two approaches: the first treats the causal coefficients as fixed and different whilst the second models the causal coefficients as random, arising from a distribution with constant mean and variance. For both, coefficients on lagged dependent variable regressors are treated as fixed, differing across countries; see, e.g., Hsiao (2003, p176) and Weinhold (1999) .
Choosing between fixed-and random-causal coefficients is interesting; see, e.g., Pesaran et al. (1999) , Hsiao (2003) . First, there are estimation issues. When ܰ is large relative to ܶ (as here), assuming fixed-causal coefficients generally leads to lower precision than with random-causal coefficients. However, estimation bias is likely when we erroneously assume a common population. Second, is a common population a realistic assumption? Should the countries under study be close to the population, assuming fixed-causal coefficients seems preferable. However, random-causal coefficients may be more reasonable when the country group is better regarded as a sample from the population. As we use 58 developing countries from the 111 possible, it is plausible to consider random-causal coefficient models. Third, there is the question of commonality. At one extreme the causal parameters are fixed, common, and at the other extreme fixed, heterogeneous, with random-causal coefficients somewhere between. As it is difficult to know where we are on such a continuum, rather than deciding a priori, we consider the different models, examining the outcomes across them.
Fixed causal coefficients
When the causal parameters γ This motivates Hurlin (2005 Hurlin ( , 2008 and Venet (2003, 2008) Given that the least squares estimator is biased in finite samples in a lagged dependent variable model, following, for instance Bauer et al. (2012) , we obtain bootstrap bias corrected estimates, using the following steps:
S1. Estimate the model by least squares and save the estimates and the residuals.
S2. Obtain a bootstrap sample using the residual bootstrap method. Use the bootstrap sample to generate new least squares estimates. e.g., Hsiao et al. (1999) . We denote this estimator of γ ଵଶ, as γ
ଵଶ, ீௌ
The process is then repeated to obtain the estimator of γ ଶଵ, , γ
ଶଵ, ீௌ
. Asymptotically, the GLS estimator is equivalent to the MG estimator (Hsiao et al., 1999) . Finally, for this approach, given use of the LS estimates in forming the estimator of the mean, we use ߭ ො , ெீ as the estimator of ߭ , .
Testing for G-noncausality is a test of ‫ܪ‬ : γ̅ , = 0; ܽ, ܾ = 1,2 ܽ ≠ ܾ, ∀݆, which we test using a Wald statistic with p-values based on a limiting ߯ ଶ ‫)(‬ null distribution. As the null relates to the mean, we also report the estimates of ߭ , as a measure of the degree of causal heterogeneity across countries. In addition, we generated bias-corrected versions of the GLS and MG estimators following similar steps to those described above for the fixed causal coefficients case.
Core empirical Granger-causality results
Given our dearth of time periods, our core empirical findings, using 58 developing countries for the bivariate case, assume one period lag models. 24 Causality results are given in Tables 4   to 6 . * The null is for testing whether wealth is Gnoncausal for health (associated χ 2 p-value in parentheses); ** The null corresponds to whether health is G-noncausal for wealth (associated χ 2 p-value in parentheses).
Turning to the core results for the 58 countries from testing the HNC null from the approach of HV that allows for heterogeneity in country causal patterns, Irrespective of estimator or method used to provide standard errors, we observe bidirectional causality between our wealth and health variables, supporting our findings from Method I (see Table 4 ), when using the ‫ݖ‬ ே,் statistics. This outcome is not sensitive to the use of the finite sample correction factor suggested by Hurlin (2005 Hurlin ( , 2008 , except when using the LSSEs when testing whether wealth is causal for health. Overall, these findings suggest that it does not matter whether we impose cross-country homogeneity or temporal homogeneity in causal links. The statistic ܹ ே,் is the average of the individual country Wald statistics for testing G-noncausality. The standard normal z-statistics are used to examine the G-noncausality null hypothesis, with ‫ݖ‬ሷ ே,் adjusted for finite-sample moments.
* The null is for testing whether wealth is G-noncausal for health. ** The null corresponds to whether health is G-noncausal for wealth.
The causality results presented in Table 5 do not account for the empirical feature that for 13 of the 58 countries 25 the least squares estimates imply explosive roots, contrary to expectations that roots of the vector autoregression are at most unity. 26 For ten of these cases, the explosive root is in IMR, whereas it is in GDP for the remaining three (India, Indonesia and Paraguay). This may be from the bias associated with least squares in small samples (e.g., Andrews and Chen 1994, Qureshi 2008 ); e.g., Qureshi's (2008) simulations show that least squares can have a high frequency of estimated explosive roots even when the variables are indeed stationary.
That we observe estimated roots greater than one in magnitude may also be implying data exhibiting exponential growth, past shocks have an increasingly large effect on the present so 21 that the variance increases exponentially in ‫;ݐ‬ e.g., see Sims (1989) for discussion and Juselius and Mladenovic (2002) for an illustration. An examination of the data for these 13 series shows (typically) increasingly higher growth rates (in magnitude), consistent with an explosive root for six cases (Brazil, El Salvador, India, Malaysia, Peru and Turkey). For another five series (Congo Republic, Indonesia, Madagascar, Niger and Philippines), there are possible structural breaks that are perhaps leading to the observed explosive root. There seems to be a combination of increasing growth rates and a structural break for the series of issue for the Dominican Republic and Paraguay. To ensure that the cases with structural breaks were not distorting outcomes, we repeated the analysis deleting them from the dataset.
Similar qualitative outcomes (available on request) resulted, leading us to continue including these cases. Table 6 contains causality results assuming random causal coefficients using the MG and GLS estimators. The qualitative causality outcomes are the same for both estimators, and whether we bias correct or not, with evidence of causality from health to wealth (at least at the nominal 15% significance level) but no support for wealth to health causality. The variance * The null is for testing whether wealth is G-noncausal for health. ** The null corresponds to whether health is G-noncausal for wealth.
estimate ߭ ො ଵଶ,ଵ is more than twice that of the estimated mean coefficient, whereas ߭ ො ଶଵ,ଵ is similar to the magnitude of the estimated mean coefficient. This suggests that the finding that wealth is noncausal for health, based on the mean, may not be the case for all countries, as 22 there is signs of causal heterogeneity. In contrast, the causality finding of health to wealth, based on the mean estimate, may well be reasonable for all countries.
Our results indicate that the causality outcome between wealth and health is sensitive to the assumption made regarding the causal coefficient. When we assume fixed coefficients we detect bidirectional causality, consistent with the notion of a "virtuous circle". However, assuming random causal coefficients, drawn from a normal distribution with a common mean, there is evidence of causality from health to wealth but the notion of "wealthier is healthier" is no longer supported. However, we suspect causal heterogeneity in this latter case such that the mean estimate is not representative of the causal link from wealth to health for all countries. This leads us to prefer the assumption of cross-sectional heterogeneity with fixed causal coefficients, concluding that our countries are likely not a sample from a common population.
In summary, given our preference for the fixed coefficients assumption, our results advocate improving health, specifically reducing infant mortality in developing countries, to lead to a positive impact on level of economic development, as measured by real GDP per capita. In addition, we find evidence that increases in GDP per capita can lead to a reduction in infant mortality; a virtuous circle between health and wealth. Our findings are consistent with those reported in Asafu-Adjaye's (2004) study of 44 developing and developed countries and to the overall results of Erdil and Yetkiner (2009) , in their exploration of causality between real per capita GDP and real per capita health expenditure. Next, we briefly explore the sensitivity of our causality results to disaggregating the countries and to changing the information set.
Sensitivity analyses

Decomposition by income group
Using the World Bank's classification based on GDP per capita in constant 1987 US$, we sorted the 58 countries into 23 low-and 35 middle-income countries. The variation in income across these groups is substantial -from less than 481US$ to 6,000US$ per capita.
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To examine the sensitivity of our causality results to this disaggregation, we provide, in Table   7 , causal outcomes for low-and middle-income countries under the fixed coefficients assumption that allows for cross-country heterogeneity while assuming temporal homogeneity.
case, however, for the low-income countries, where outcomes differ more across estimators and from those observed for all countries, particularly when examining for wealth to health causality. Specifically, the results seem to support health to wealth causality with limited evidence of wealth to health causality. That the sub-Saharan African countries, suffering from HIV/AIDS concerns, fall within the low-income group is likely contributing to the finding of noncausality from wealth to health. Many of the low-income countries have also suffered from long term political issues, conflicts, famines and other crises that are also likely contributing to this outcome. Our analysis in this subsection highlights that health and income policies may need to depend on level of development, as measured by income per capita. Table 7 . Method II with fixed causal coefficients -G-noncausality tests for low-and middleincome countries 14.209 (0.000) Notes: MIC = Middle-income countries; LIC = Low-income countries. The statistic ܹ ே,் is the average of the individual country Wald statistics for testing G-noncausality. The standard normal z-statistics are used to examine the G-noncausality null hypothesis, with ‫ݖ‬ሷ ே,் adjusted for finite-sample moments.
Our finding of unidirectional causality from health to wealth (except when using LSSEs) for low-income countries differ somewhat from those of Erdil and Yetkiner (2009) , who report that there is predominantly bidirectional causality between health care expenditure and income for LICs with only a few countries exhibiting no causality from health to wealth. Our different results may be a facet of some variation in the sample of countries defined as low-24 income, but we also suspect that it may well be arising from our different ways of measuring health. An outcome of causality from national income to health care expenditure does not necessarily translate into a causal link from national income to infant mortality, as it is well recognized that it is usually the most vulnerable who have the least access to health care services; e.g., Filmer and Pritchett (1999) and Hanmer et al. (2003) .
In contrast, for middle-income countries our evidence of bidirectional causality is consistent with the dominant outcomes reported by Erdil and Yetkiner (2009) for their sample of middle-income countries. Perhaps once a certain level of development is achieved, as measured by real GDP per capita, increases in health care expenditure and declines in infant mortality do tend to occur alongside each other.
In summary, our interpretation is that the feedback between health and wealth observed for middle-income countries suggest policies that sustain both wealth and health. However, for low-income countries, focusing limited resources on reducing infant mortality appears to be a good strategy. Once these countries reach a level of income that allows for a virtuous cycle between health and wealth, policies should aim to improve both wealth and health simultaneously.
Inclusion of education in the information set
In this subsection, we briefly examine the sensitivity of our findings to the inclusion of another covariate, education, into the information set. We base this choice of ancillary variable on the well-established links between education and health, and education and wealth in the literature; e.g., Subbarao and Raney (1995) and Gregorio and Lee (2003) . We consider two education variables: ED15 (average years of schooling for the population over 15 years of age) and EDF15 (average years of schooling for females over 15 years of age).
The first education metric is often used to measure aggregate education level in a population (e.g., Gregorio and Lee 2003, Hazan 2012) . We examine the second education measure, which considers only females, as there is strong evidence in the literature about the importance of the education of females on children's health (e.g., Subbarao and Raney 1995, Zakir and Wunnava 1999) . For space reasons, we report causality outcomes in the form of Granger-causal maps, where the direction of an arrow indicates a causal link, using a nominal 15% significance level. The maps, reported in Table 8 , are based on the fixed causal coefficients model allowing for cross-country heterogeneity (Method II) using LS with PCSEs; maps for other estimators are available on request. Given the apparent importance of 25 The direction of an arrow indicates a causal link, at the nominal 15% significance level; All = All (47) countries; MIC = Middle-income (33) countries; LIC = Low-income (14) countries. Outcomes are based on LS with PCSEs from the fixed causal coefficient models with cross-country heterogeneity (Method II).
LGDP LIMR LED15
LGDP LIMR LED15 26 level of development, we report causal maps for all countries and disaggregated into low-and middle-income groups.
When using the ‫ݖ‬ ே,் statistics, we observe mostly bidirectional causality between the variables, irrespective of whether we disaggregate by income group and which education variable is included in the information set. These outcomes suggest the importance of education in aiding improvements in wealth and health. However, when using the ‫ݖ‬ሷ ே,் statistics, far fewer causal outcomes are detected, with education often not linked with health or wealth, and health is noncausal for wealth across all groupings. In contrast, wealth is causal for health. Although it is known that the use of ‫ݖ‬ ே,் statistics can over-reject a valid noncausal null hypothesis, we find the paucity of causal links using the ‫ݖ‬ሷ ே,் statistics surprising, given the often cited research that highlights the importance of education.
However, this feature may well be resulting from the different interpretations of Grangercausality between a bivariate system and one that contains auxiliary variables, not under test when ascertaining causal links. Specifically, as well discussed by Dufour and Renault (1998) (see also Dufour et al. 2006 ), Granger's concept of causality relates to predictability oneperiod ahead so that noncausality in a trivariate system between two variables does not imply noncausality at higher horizons, as indirect causality may arise via the auxiliary variable at a higher horizon. In a bivariate system, as there are no auxiliary variables, noncausality at horizon-one implies noncausality at all horizons. For instance, for LICs when using ‫ݖ‬ሷ ே,் , we detect horizon-one causality from EDF15 to GDP and from GDP to IMR, but no causality between health and education, contrary to expectations. This causal map, however, suggests the feasibility of causality from EDF15 to IMR via GDP at a higher horizon. Such possible higher horizon causal links may explain the apparent paucity of horizon-one causal links evident in Table 10 when using the ‫ݖ‬ሷ ே,் statistics. Unfortunately, due to data limitations, we are unable to apply the approach of Dufour et al. (2006) to examine for such indirect causality patterns, leaving such an analysis for future work when more data is available.
In summary, our small sensitivity analysis suggests that education matters in understanding the links between health and wealth, as does also the level of development.
This work also highlights the issues that must be considered when introducing auxiliary variables into the information set when exploring causal links.
Summary and concluding remarks
Knowledge of links between wealth and health is important information for developing countries pursuing economic and human development. We contribute to the body of work that explores for such links, examining whether there is evidence of causality between a commonly adopted metric of a country's wealth, real GDP per capita, and a concrete metric of health status, the infant mortality rate. We deliberately adopted this measure for health rather than another popular measure, real health care expenditure per capita, given our belief that development is about well-being with a need to focus on direct measures of health status.
To determine causal links, we adopted panel causality methods that vary in their assumptions regarding cross-country heterogeneity, temporal heterogeneity and whether the causal coefficients are assumed to arise from some common distribution. We considered a variety of estimators and approaches to obtaining standard errors, including bias correcting due to the presence of a lagged dependent variable regressor in our models. In addition, we explored the sensitivity of our findings to level of economic development (as measured by real GDP per capita) and to expanding the bivariate models to trivariate ones that contain an ancillary variable, education, given the evidence of the importance of education on improving health and wealth; we considered two education variables to examine sensitivity. This extension to trivariate models also enabled us to highlight the issues that can arise in understanding causal links at different horizons.
With the bivariate models, consisting only of health and wealth, our results are reasonably robust for the full sample of countries. Our overarching finding is for bidirectional causality between real GDP per capita, our metric for wealth, and the infant mortality rate, our metric for health. This finding supports the work that adopts health care expenditure as the measure of health, and many cross-sectional multivariate studies that explore such questions; income matters in helping infants survive and survival of infants, via a variety of channels, results in higher income. Policies that support growth in income and directly address reducing infant mortality are desirable strategies for development.
Splitting countries by income level into low-income and middle-income countries, we find that the causality results for middle-income countries are generally consistent with those for the full sample of countries. For low-income countries, the outcomes are not as clear cut, with some signs of noncausality between wealth and health. As the sub-Saharan African countries form part of this group, we suspect that this outcome is associated with the HIV/AIDS crisis that has severely affected these countries. It is likely also a facet of the conflicts, political difficulties, famines and other crises that have severely impacted many of these countries. Although we are unable to specifically identify factors, it is clear that the causal links between wealth and health do differ across level of economic development, as measured by real GDP per capita.
Including education into the models affected causal links, especially when we use statistics better suited to the panel under study. Using these statistics, we detect no evidence of causality from health to wealth, irrespective of income level. We stress, however, that these causal linkages are only at horizon one, and need not reflect indirect causal links that may arise from health to wealth via education at higher horizons. One needs to be cautious in comparing causality results from models with auxiliary variables to those from bivariate models. Due to insufficient temporal observations, it was not feasible to explore for these indirect causal links.
There are several directions of research that we believe should be considered in future work. Key to these is the availability of quality data of adequate time spans. Topics include: exploring alternative and, more representative, measures of wealth and health; ascertaining the stability of causal links over time; testing for indirect causality arising between wealth and health from other factors; and determining the robustness of findings to other ways to model dynamic panels.
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3. Based on the World Bank's classifications.
4. Preliminary work for this paper was undertaken for the fourth chapter of the first author's PhD dissertation, published as Chen (2010) . This work differs in a number ways. First, we have included a detailed literature review and data summary. Second, we extended the data to include 2005. Third, given the long period of time considered (1960 to 2005), we control for period effects. Fourth, we use a number of different estimators not considered in Chen (2010) including the mean group estimator and bootstrapped bias corrected estimators. Finally, we have included another education variable in our sensitivity analysis that is more standard in the current literature (ED15, average years of schooling for the total population over age 15).
5. We define a developing country as one that falls into the World Bank's categories of lowincome and middle-income. Also, as a number of countries (e.g., Greece, Malta, Portugal, and Trinidad and Tobago) moved, over the last two decades, from being classified as middle-income to high-income, we adopted the World Bank's 1987 groupings, the year that the Bank began classifying in this way and a point roughly half way through our sample of years.
6. Life expectancy is calculated by applying age and sex-specific mortality rates from the population under study to a hypothetical birth cohort of 100,000 individuals.
7. See, e.g., Murray et al. (2000) . 11.Several empirical studies report close qualitative agreement for income effects on CMR and IMR; e.g., Easterly (1999) , Filmer and Pritchett (1999) and Hanmer et al. (2003) .
12.See, e.g., .
13.See, e.g., Mushkin (1962) . 16.Other related empirical works adopt a quinquennial interval for similar reasons; e.g., Pritchett and Summers (1996) and Farahani et al. (2009) . (2) and the number of distinct elements in ܳ ௧ is [K(t-2)+1], we require t≥(p+3).
23.We recognize the pre-testing complications introduced by such a testing strategy.
Exploration of this is left for future work.
24.It would be interesting to explore the sensitivity of our findings to the lag order assumption when additional quinquennial data are available. 28.We also generated causal links under the random coefficients assumption, which are available on request. (3) when estimated by LS. In the "Range" column, the figures presented are the "smallest, largest; mean" estimates with their corresponding PCSEs in parentheses. Period and country effects are not reported.
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