This paper promotes the differential method as a new fruitful strategy for estimating a ground-state energy of a many-body system. The case of an arbitrary number of attractive Coulombian particles is specifically studied and we make some favorable comparison of the differential method to the existing approaches that rely on variational principles. A bird's-eye view of the treatment of more general interactions is also given.
Introduction
There is little need to stress the great importance of the ground-state in many domains of quantum physics. Nevertheless, computing the lowest energy of most systems cannot be done analytically and approximations are required. Some techniques, being very general, have been well known for several decades. For instance, the variational methods (Rayleigh-Ritz) or the perturbative series (Rayleigh-Schrödinger) have their roots in the pre-quantum era; much later, numerical algorithms (numerical diagonalizations as well as Monte Carlo computations), supported by the increasing power of computers, have been able to provide a tremendous precision on the ground-state of a large variety of very complex systems. However, it is a much more difficult task to rigorously estimate the discrepancies between the exact ground-state energy E 0 and the approximated one. In particular, though variational methods naturally provide upper bounds on E 0 , obtaining lower estimates requires more sophisticated techniques (for instance, the Temple-like methods [19, Section XIII.2] ), some of them being very system-dependent (e.g., the moment method proposed in [10] for rational-fraction potentials or the Riccati-Padé method proposed in [7] for one-dimensional Schrödinger equations).
The optimized variational methods
For a many-body system governed by pairwise interactions, an interesting strategy is to approximate E 0 from below in terms of the ground-states of the two-body subsystems [8] . Such an approach has been successfully applied to Coulombian (bosonic and fermionic) systems of charged particles [12] or self-gravitating bosons [1, 13] . Clever refinements have been proposed that provide some very accurate lower bounds of E 0 for the three-body [3] and the four-body systems [4] . Though not easily generalizable to an arbitrary number of particles, these last optimized variational methods can be applied to interactions that are not necessarily Coulombian and may be relevant for quarks models [2] where some inequalities between baryon and meson masses represent theoretical, numerical and experimental substantial information ( [17, 20] , and references therein). In practice, the optimized variational methods allow to efficiently treat some models that have simple scaling properties, for instance, when the two-body interaction can be described by a purely radial potential of the form v(r) ∝ sign(β)r β . The main reason relies in the fact that, except the Coulombian (β = −1) and the harmonic (β = 2) interactions, the exact form of the ground-state energy of the two-body problem is not known. Yet, one can still take advantage of the power-law behavior of v to obtain worthwhile lower bounds for the ratio between the N -body and the 2-body ground-state energies.
The differential method
Besides the variational and perturbative techniques that are mentioned above, there exists a third very general method for approximating the ground-state energy of a quantum system, namely the differential method (see [15, 16] , and references therein for a historical track) whose starting point is recalled in Section 2 for the sake of completeness. As for the variational methods, the differential method call on a family of trial functions that supposedly mimic the ground-state and that allow for the construction of a function (the average of the Hamiltonian in the former case, the so-called local energy in the latter case) whose absolute extrema within the chosen trial family provide bounds on the exact ground-state energy E 0 . One of the main advantages of the differential method over the other ones is that no integral is required, then it allows to work, even analytically, with rather complicated trial functions by encapsulating some rich structure of the potential. It is also worth mentioning that the same test function leads to both upper and lower bounds on E 0 : the estimate comes with a rigorous window. Though applicable to many models (to systems involving a magnetic field, to discrete systems, to non-Schrödinger equations, etc.) the major inconvenient of the differential method is that it requires, as a crucial hypothesis, the exact eigenfunction to remain non-negative in the configuration space (it must be real without sign changes). Therefore, it excludes any ground-state whose spatial wave-function is antisymmetric under some permutations of its arguments. As far as fermionic systems are involved, the differential method will concern only those whose ground-state eigenfunction remains symmetric under permutations of the spatial positions of the identical particles.
The aim of this paper is to apply the differential method specifically to a system made of N non-relativistic particles of masses m i in a D-dimensional space whose Hamiltonian has the form
When the N particles located at {r i } i=0,...,N −1 interact only through pairwise potentials v ij = v ji , V is given by
where r ij def = r j − r i . The spin-dependent interactions, if any, are assumed to be included somehow in the scalar potential V andH will be supposed to act on spatial wave-functions only; in other words, the possible spin configuration have been factorized out in one way or another. When N = 3 and N = 4 and for power-law potentials, this is the same kind of systems to which the optimized variational method applies also. We will consider the Coulombian case in Section 3 and systematically compare the estimates given by the variational methods and the differential method. In Section 4, general interactions are considered (not necessarily powerlaw v ij 's). This is of course relevant for estimating the ground-state energy of a system where the spin-independent strong interactions are dominant; for heavy enough quarks for instance, it is known [11] that the non-relativistic form (1) may be pertinent. 1 At atomic scales, the method could be applied to clouds made of neutral atoms where short-range interactions govern the dynamical properties.

The general strategy
The necessary but sufficient condition for the differential method to work is the following: the Hamiltonian H has one bound state |Φ 0 , associated with energy E 0 , such that Φ 0 (q) def = q|Φ 0 remains real and non-negative in an appropriate q-representation, say of spatial positions. For a N -body system governed by the Hamiltonian (1), the dynamics in the center-of-mass frame corresponds to a reduced Hamiltonian H whose ground-state 2 Φ 0 has precisely this positivity property in the whole configuration space Q N of the (N − 1)D relative coordinates q N def = (r 1 − r 0 , . . . , r N −1 − r 0 ). This is the Krein-Rutman theorem (see [19, Section XIII.12] ). For each 1 Possible relativistic corrections may be included (for instance, by considering the spinless Salpeter equation) since the differential method does not require a quadratic kinetic energy. 2 We will only consider the cases where at least one bound state exists. Physically, this can be achieved with a confining external potential (a "trap" is currently used in experiments involving cold atoms). Formally, this can be obtained in the limit of one mass, say m 0 , being much larger than the others. The external potential appears to be the v 0i 's, created by such an infinitely massive motionless device. It will trap the remaining N − 1 particles in some bound states if the v 0i 's increase sufficiently rapidly with the r 0i 's.
state |ϕ , the hermiticity of H implies the identity Φ 0 |(H − E 0 )|ϕ = 0. If we choose |ϕ such that its representation ϕ(q N ) is a smooth normalizable real wave-function, we obtain
Taking into account the positivity of Φ 0 on Q N , there necessarily exists some q N such that (H − E 0 )ϕ(q N ) 0 and some other configurations for which (H − E 0 )ϕ(q N ) 0. Choosing ϕ > 0 on Q N , we get both an upper and a lower bound on E 0 :
where the local energy is defined by
In other words, the differential method provides an estimate
that comes with a rigorous windows ± E
, where
Unlike for the variational method, the determination of the absolute extrema of the local energy does not require the computation of any integral. Even the norm of the test function ϕ is not required provided it remains finite. The two inequalities (4) become equalities (the local energy becomes a flat function) when ϕ = Φ 0 and therefore we will try to construct a test function that mimics Φ 0 at best. We will choose ϕ that respects the a priori known properties of Φ 0 : its positivity, its boundary conditions and its symmetries if there are any. Since for each test function the error on E 0 is controlled by inequalities (4), the strategy for obtaining decent approximations is clear. First, we must choose or construct ϕ to eliminate all the singularities of the local energy in order to work with a bounded function. For instance, when the Hamiltonian has the form p 2 + V with V being unbounded at some finite or infinite distances, the first kinetic term of the local energy E
[ϕ] loc = − ϕ/ϕ + V must compensate the singular behavior of V for the corresponding configurations (we will work systematically with units such thath = 1). Once a bounded local energy, say E
loc , is obtained, we can proceed to a second step: perturb the test function, ϕ 0 → ϕ = ϕ 0 + δϕ, in the neighborhood of the absolute minimum (respectively, maximum) of E
loc ). Up to the end of this article, we will focus on the first step: we will show how obtaining a bounded local energy furnishes some sufficiently constrained guidelines for obtaining reasonable bounds on E 0 . 3 We will keep for future work the systematic local improvements of the absolute extrema of the local energy. In [15, Section 6] , I have shown on a simple example how this can be done. 3 One can understand it from the extreme sensitivity of the local energy to any local perturbation of the test function:
while, in the variational methods, the quantity ϕ|H |ϕ / ϕ|ϕ is quite robust to local perturbations because it represents precisely an average on the configuration space, the local energy may become unbounded quite easily by canceling locally ϕ faster than H ϕ.
Illustration in the two-body case
Before coping with much complex systems, let us first consider the case of the two-body problem that can be reducible to a one single non-relativistic particle of unit mass in an external potential V . The local energy is
where
, the singularity at r = 0 controls the local behavior of the test function if one wants a bounded local energy. If lim r → 0 S(r) is finite, by possibly subtracting an irrelevant constant term, we can suppose that this limit vanishes. Therefore, without too much loss of generality, we assume that S, can be asymptotically expanded near r = 0 on a family of power functions (for D = 1, the logarithmic functions should be considered) whose dominant term can be written like S(r) ∼ r→0 s 0 r σ +1 /(σ + 1) with σ = −1 and s 0 = 0. Balancing the dominant terms in the local energy, it is therefore straightforward, to check that the only choice for the parameters s 0 and σ to get rid of the Coulombian singularity is too take σ = 0 and s 0 = 2κ/(D − 1). It happens that for S exactly equal to 2κr/(D − 1), we obtain a global constant local energy, namely, −2κ 2 /(D − 1) 2 . Therefore, we have obtained the exact wave-function of the ground-state provided we eventually check that the wave-function is square-integrable which is true for κ < 0.
For the harmonic oscillator V (r) = ω 2 r 2 /2, V is unbounded as r increases (r = +∞ is a singular point for V ). If we tentatively look for an S whose asymptotic expansion at r → +∞ has a leading term of the form s 0 r σ +1 /(σ + 1), we necessarily get σ = 1 and s 0 = −ω (the cases where σ −1 are ruled out by the square-integrable property). The local energy Dω/2 is actually constant for all r's and indeed represents the exact ground-state energy. More generally, with the help of standard linear algebra arguments, for V being any definite positive quadratic form, we can always find a quadratic form S for which the local energy is globally constant.
Formulation for the many-body problem
When the potential V has the form (2), a natural choice of trial function is to take (for variational techniques in a few nuclear body context, such a choice has been used by [18, 23] for instance)
where each of the N(N − 1)/2 functions φ ij (r) = φ ji (−r) depends on D coordinates. 4 4 The present paper wants mainly to stress the simplicity of the differential method. It does not seek for a real performance at the moment and we will not try to improve the choice of coordinates. Working with Jacobi coordinates, for instance, or constructing optimized coordinates as done in [4] may lead to better results. Anyway, we will see that the numerical results of Section 3 are satisfactory enough for validating the approach by the differential method.
It is straightforward to check that this choice describes a state with a fixed center-of-mass: indeed, we have ( N −1 i=0 p i )|ϕ = 0. Hence,H ϕ = H ϕ and the local energy is given by
where m ij stands for the reduced masses m i m j /(m i + m j ). The last sum involves all the N(N − 1)(N − 2)/2 angles ( j, i, k) between r ij and r ik that can be formed with all the triangles made of three particles having three distinct labels (i = j , i = k, j = k). Let us now take φ ij to be a positive solution of the two-body spectral equation
The local energy becomes
The trial wave-function (9) of the global system must be kept squareintegrable but it is not necessary for all two-body subsystems to have a bound state when isolated. 5 For instance, for two electric charges having the same sign a positive but non-normalizable solution of (11) can be found. When v ij admits at least one bound state (see also footnote 2), thanks to the Krein-Rutman theorem, we are certain to get a positive φ ij when taking the ground-state of the two-body system and ij its corresponding energy. At finite distances, if the possible singularities of v ij are not too strong, we expect that φ ij and then S ij to be smooth enough for E loc to remain bounded. At infinite distances, E loc is expected to become infinite if v ij does not tend to a constant sufficiently quickly. To see that, one can take purely radial potentials. i.e., v ij (r) = v ij (r) where r def = r , and consider the asymptotic behavior of S ij given by the semiclassical (JWKB) theory (see, for instance, [14] ). Its derivative is given by
and is not bounded if v ij is not (at infinite distances). Strictly speaking, it is only for short-distant potentials that we can hopefully obtain rigorous non-trivial inequalities (4) while keeping the choice (9) with (11). However, as will be discussed in Section 4, the ground-state energy may be generally not be very sensitive to the potential at large distances (far away where Φ 0 is localized) and this physical assumption may be implemented by introducing a cut-off length from the beginning.
For purely radial potentials (12) simplifies in
Yet, for a multidimensional, non-separable, Schrödinger equation like (11), a JWKB-like asymptotic expression is generally not available [14, Introduction] . Nevertheless, the differential method is less demanding than the semiclassical approximations: we will try to keep the local energy, like the one given by (12) , bounded at infinity but we will not necessarily require it to tend to the same limit in all directions.
The Coulombian problem
The purely Coulombian problem in D > 1 dimensions corresponds to the situation where all v ij 's are radial potentials and have the form
for N(N − 1)/2 coupling constants e ij that may be or may be not constructed from individual quantities like charges. Provided a N -body ground-state exists, we can solve exactly (11) making use of φ(r) = φ (r)
We obtain a bounded local energy given by
For obtaining upper and lower bounds on E 0 , one has just to calculate the absolute extrema of such a function. It can be done by standard optimization routines up to quite large N and even analytically in some cases (see below). The recipe is therefore simple and systematic: as far as only Coulombian interactions are involved, we can work with generic masses and coupling constants for which (9) is normalizable. The remaining of this section will concern the quality of these bounds and then we will accord our attention to cases that have been treated by other methods, mainly those treated in the references cited in the second paragraph of the introduction. More specifically, in order to leave aside the problem of the existence of a ground-state we will consider the case of attractive interactions only 6 (all e ij 's being negative).
Arbitrary number of identical attractive particles
In this section we consider one species of particles only: for all i and j we denote m i = m and e ij = −g 2 . The local energy (15) becomes
where 0 def = mg 2 . The function
6 For an immediate application in the case of charged electric particles see [15] where the Helium atom is discussed.
While the differential method provides an analytical non-trivial upper bound for the ground-state of the helium-like atoms, E 0 −(Z − 1/2) 2 in the simplest model (D = 3, non-relativistic, spinless and with an infinitely massive nucleus of charge Z in atomic units), in the case of more delicate systems like the positronium ion (e + , e − , e − ), a systematic improvement is clearly required but is beyond the scope of this paper as explained at the end of Section 2. is invariant under translations and rotations but also under dilations of the particle configuration. For N = 3, the Appendix A proofs that sup Q 3 F 3 = 3/2 is reached when the three particles make an equilateral triangle and inf Q 3 F 3 = 1 is obtained when they are aligned. From this last result we are able to provide the lower bounds for F N for any N : by a decomposition of F N into a sum on N(N − 1)(N − 2)/6 triangle contributions,
all the F 3 's in the sum reach their minimum simultaneously when all the particles are aligned, and for this configuration we have inf
For D = 3, the same exponential test-functions lead to the better variational estimate [13, Eq. (17)]
(25/512 0.0488 1/24 0.0417). This was expected from the general identity valid for any normalized function ϕ,
The differential method always gives worse upper bounds than the variational method with the same test-functions but, in the last case, one still has to be able to compute the integrals and one cannot generally estimate how far from the exact value the average Hamiltonian is. For a different choice of test functions, a better variational upper-bound has been obtained [1, Eq. (16) ],
As far as lower estimates are concerned, bounding F N from above will allow us to improve the existing results, namely (for D = 3),
obtained in [1, Eq. (12)]. First, when N is not too large for the numerical computation to remain tractable, the direct calculation of sup Q N F N shows (see Fig. 1 ) that it gives better lower estimates than (23) . For very large N , we can nevertheless benefit from the maximum of F M for smaller M. Indeed, for M N we can decompose F N into contributions of M-clusters as follows:
where the sum is taken on all the M-subclusters, labeled by the coordinates q M , that can be formed with the given configuration q N . This sum involves exactly N !/M!/(N − M)! terms and we have 
This leads to define
and from (16) we find
Since, from (25), α M is decreasing when M increases, the larger M the better the lower estimate of E 0 .
For M = 3 we have already seen that α 3 = 1/4; for D = 3, (27) reproduces exactly (23) . No better estimate is obtained when considering M = 4. Indeed, the configuration of particles that maximizes F 4 corresponds to the regular tetrahedron because its faces, that are equilateral triangles, maximize the contributions of all the 3-subclusters simultaneously. We obtain sup Q 4 F 4 = 6 and hence α 4 = α 3 .
For M = 5, 6, 7, 8 and D = 3, the configurations that maximize F M can be seen in Fig. 2 . Crossed numerics and analytical studies lead to very plausible conjectures on the geometrical description of the configuration for M = 5 and M = 8 for which explicit analytical value of α M can be proposed [16] . The lower bound for (27), for N M, is strictly improved when increasing M from 5 and in particular is better than (23) .
However, the sequence of improvements obtained this way seems to saturate up to α ∞ = 2/9: From the optimized configuration obtained with N about several tens (see Fig. 3(a) ), we can hopefully guess that the limit N → ∞ leads to a continuous and uniform distribution of the particles on the same sphere. The continuous limit of sup Q N F N varies as N 3 with N . If, on the unit sphere S, the N particles get distributed uniformly with density σ = N/4π , the continuous limit of sup Q N F N is given by (dS i is an infinitesimal portion of the sphere near the point P i , i = 0, 1, 2; see Fig. 3(b) )
When cos( P 1 , P 0 , P 2 ) = P 0 P 1 
Three particles with one different from the two others
Without loss of generality, we can choose units where e 12 = e 13 = e 23 = −1,
The general study of Appendix A applied for (a 1 , a 2 , a 3 ) = (1, 1,   2 m+1 ) allows to get the following analytic bounds on E 0 :
For m 3, the lower bound on E 0 corresponds to a configuration where the particles make a non-degenerate isosceles triangle whose three angles are given by cos θ 1 = cos θ 2 = (m + 1)/4 and cos θ 3 = 1 − (m + 1) 2 /8. The other bounds correspond to configurations where the particles are aligned. For m 1, the bounds saturates to −9/4 E 0 −5/4 which is quite rough compared to the numerical value E 0 > −1.8 obtained for m = 20 with the optimized variational method; yet it is better than the results given by the improved (Hall-Post) variational method [3, Table 2 ] with which it coincides for m 1. For small m both upper and lower bounds tend to the 2-body exact energy and provide acceptable bounds: for instance, when m = 0.05, the differential method gives −0.34922 E 0 −0.29989 while the other ones [3, Table 2 ] give −0.59525 E 0 (naive variational method) , −0.34922 E 0 (improved variational method), −0.34666 E 0 (optimized variational method) and E 0 −0.3375 (variational with hyperspherical expansion up to L = 8). See Fig. 4 .
As already mentioned, the differential method, though being less precise for N = 3 than the improved or hyperspherical variational approaches, has several advantages: it is much simpler, it provides analytic upper and lower bounds that furnish an explicit estimation of the errors and, at last but not least, can be easily extended to larger N (see below); though possible in principle, the generalization of the improved variational method has not been done beyond N = 4.
Several examples of four-body systems
The optimized variational method has been successfully proposed for N = 4 in [4] for potentials with scaling-law behavior. For Coulombian interactions with a common coupling constant set to −1, tables and Figs. 5 and 6 compare the variational results to those obtained from the differential method when D = 3. The same conclusion as in the previous section can be drawn and here are some examples of explicit analytic bounds that are obtained by partitioning F 4 in subclusters made of 3 particles:
Let us take m 1 = m 2 = m 3 = 1 and m 0 = m. We have 1 m 2
The configuration that minimizes E [ϕ] loc (q 4 ) given by (15) corresponds to a tetrahedron with an equilateral basis made by particles 1, 2 and 3. The three other faces, with particle 0 at one vertex, are identical isosceles triangles, namely those which maximize (30) when m 3. Such a tetrahedron can indeed be constructed provided the angles at particle 0 are lower than 2π/3 which requires m 2 
Arbitrary number of identical particles plus one different from the others
As we have already seen for identical particles, the possibility of partitioning the local energy in contributions involving more than two particles allow to get some bounds on the groundstate energy of systems made of an arbitrary number N of particles. For N 5, this is beyond the scope of the existing optimized variational methods. To see one more last example, let us generalize both cases of Sections 3.1 and 3.2 and consider a system made of one particle with mass m 0 = m and N − 1 identical particles of mass m 1 = · · · = m N −1 = 1. All the identical particles interact with the same coupling constants e ij = −1 and the 0th interact with e 0,i = −g 2 . The local energy is given by (15) as
where now q N −1 stands for the configuration of the N − 1 identical particles, a(m) def = 2g 2 / (m + 1). By simultaneously bounding the contributions of the triangles that include the 0th particle and the contribution of the remaining cluster of the identical particles, we immediately have analytic expressions for bounds on E 0 . For instance, the lower bound is given by
where F max 3 is given by (A.4) and sup Q N−1 F N −1 has been explicitly estimated in Section 3.1.
Arbitrary two-body interaction
Behavior at large distances
Considering attractive Coulombian interactions is relevant for heavy quarks models at short distances but, of course, other kinds of effective potentials are required in most models. Since in general no analytic expressions are known for the two-body ground-state energies ij , no method is expected to provide explicit non-trivial bounds on E 0 . However, if one has some experimental clues about ij (by measuring 2-body masses or dissociation energies) or numerical estimates as well, it is always interesting to obtain some relations between the 's and the ground-state energies of larger systems. As mentioned in the introduction, this have been achieved in [2] for N = 3 and in [4] for N = 4 when the interactions are of the form v ij (r) ∝ sign(β)r β .
For β > 0, the semiclassical argument given at the end of Section 2 shows that (13) is expected to be unbounded; then (4) gives no information. If we want to take the advantage of the simple form (13) (that is, to keep the choice (9) with (11) for the test functions), we have to work with finite range potentials. When at large distances, the potential is still confining (β = 2 for harmonic forces or β = 1 for interquark force in quantum chromodynamics [9] , and [5] for an up-to-date review), some different ansatz for ϕ must be constructed in order to eliminate the singular behavior of the v ij 's at infinite distances. Actually, the Coulombian case considered in the previous section can be seen as an example of a problem where simple poles at finite distances can be eliminated. Anyway, in many situations, the 2-body ground-state is expected to depend on the behavior of the potential at large distances by exponentially small terms only. If, in the integral (3), we decide to keep only those configurations q N whose size remains in a physical domain bounded by a cut-off length Λ, then we expect to make an exponentially small error on the estimates of E 0 ; this is due to the exponential decay of Φ 0 when two or more particles separate off. Like the ij 's, Λ is typically obtained from a 2-body dynamics but its precise value is irrelevant if the extremal values of the local energy do not depend on it. It is precisely the case of the Coulombian interactions (more exactly, interactions that can be modeled by Coulombian potential at the energy scale where the ground-state exists) for which the local energy (15) is invariant under dilations.
Since, in the present section, we just want to sketch some main guidelines without working through the details neither being exhaustive, we will consider only the cases where
Fitting the 2-body ground-state wavefunction
What is new, here, is that the differential method allows us to choose directly the 2-body ground-state wave-functions, or rather their logarithms S ij . Once some numerical estimate of ij is obtained in one way or another, we can completely bypass the problem of modeling the 2-body potential uniformly. Being free of any integration, the differential method can deal with rather complicated, and therefore rather realistic two-body test functions. An explicit choice of S ij 's provides an explicit form for the local energy (13) .
It frequently happens that we know from experiments the behavior of the two-body potential in some specific regimes (most generally, at short and large distances) but not uniformly. We can therefore, in each of these regimes, tentatively obtain, with the help of the differential equation (11), the local functional form of the two-body ground-state wave-function. Matching these local solutions together, and then dealing with quite complicated global expression for S and v, do not represent a serious obstacle for the computation of (13) .
To be a little less speculative, let us consider N identical particles with unit mass, interacting with a two-body radial potential v(r) such that v(r) → 0 when r → ∞ and
for some v 0 , and with considering only one case, say, β > 0. The two-body stationary Schrödinger equation (11) becomes
where 0 < 0 will denote an estimate of the two-body ground-state energy; it can be considered as another parameter that should fit the experiments involving two bodies. Let us guess the behavior of S(r) def = ln φ(r) at short distances by writing for σ = −1: Identifying the leading orders after having reported (39) in (38), we necessarily get (for D > 1) σ = 1 and s 0 = − 0 /D. The next term in the development of S can also be determined. For 0 < β < 2, it depends only on the leading term (37) and we have
This local asymptotic series must be matched with the semiclassical behavior at large r
since we have supposed (36). The additive constant in S is irrelevant since the local energy does not depend on the normalization of φ. A simple choice that ensures the local energy to remain uniformly bounded is to take for S a fraction like Fig. 8 show the corresponding φ for an arbitrary choice of parameters together with the corresponding v whose complicated analytic expression on [0, +∞[ is not needed.
Crude bounds
From Eq. (13), an immediate upper bound on E 0 is given by:
Because the constraints between the angles j, i, k are not taken into account, these inequalities are expected to be rather rough and their quality deteriorate for large N : when positive, the upper bound becomes irrelevant since we already know that E 0 0. Indeed, the decreasing of the σ 2 term with N does not guarantee that the lower bound is better than the Hall 
Reduction to a finite number of Coulombian cases
In fact, we can find some bounds of (13) by reducing the problem to a finite number of Coulombian-like cases, that is, where the function to be bound involves constant factors in front of the cosine (compare (15) with (13)). To see this, split the coordinates q N into a scaling factor λ 0 and some angle variables θ among which (N − 1)D − 1 are independent. Each distance writes r ij = λρ ij (θ ) where the ρ ij 's are functions that do not depend on the global size of the configuration but on its shape only. Now, from (13), we define (recall m i = 1)
and we have
whereG
Analogous relations are obtained for the maxima. For fixed θ , when λ varies from 0 to +∞, the map λ
If S has the form shown in Fig. 8 , C θ starts at the origin (S (0) = 0) and ends at the point (−1, . . . , −1) . Taking all the points in B rather than the points of C θ leads to a lower bound ofG N :
where s = (s ij ) 0 i<j N −1 . Now, whatever the values of the cosines may be, the quadratic function in s appearing in the left-hand side of (49) reaches its minimum at a vertex of B. 7 Let us denote by V, the finite set of the 2 n vertices s of B (i.e., for all s in V, each s ij is either σ min or σ max ). We have
In fact, what we have done by obtaining the left-hand side of (50) is to make the values of S (r ij ) independent from those of θ . It follows that the inequality (50) will be strict if the value of s at the minimizing vertex are incompatible with the geometrical constraints on the configuration of the N points. We will illustrate this point in the next subsection. We have obtained
and similarly
The function F ( s) N (θ ) has the same form as the second sum of the right-hand side of (15) . Therefore, the computation of the bounds in (52) is equivalent to a finite number of Coulombian problems (with not necessarily attractive interactions since the sign of s ij may change) where we must consider all the possible s whose components are either σ min or σ max .
Three bodies
As we have seen in Section 3, even in the purely attractive Coulombian cases, an analytic expression of the extrema of F N is not known in general. Anyway, one can always group in clusters the terms involved in (51) like in (24), then use inequalities like (25) and reduce the number of particles. Let us then consider N = 3. It can be shown 8 
(53) 7 For any constant A, any n-dimensional vector B and any symmetric (n × n)-matrix C with vanishing diagonal coefficients, the critical points of f n ( s) = s · C s + B · s + A are always saddle points: the direction s 2 = ± sign(C 12 )s 1 and s i = 0 for i > 2 makes f increase/decrease as ±|C 12 |s 2 1 from its critical value. Therefore, the extrema of f are reached on the boundary of the domain of s. For s restricted to a n-dimensional squared box whose faces are given by fixing one s i , the restriction of f n to one face, i.e., to a (n − 1)-dimensional box, leads to a function f n−1 to which the above argument may be applied again. By repetition down to n = 1, we see that the maximum and the minimum of f is necessarily reached at one of the vertices of the original n-box. 8 The 12 r max (the unique finite distance at which S vanishes); but this is incompatible with the alignment condition cos( 1, 0, 2) = −1 where particle 0 is in between the two others which implies r 12 = r 01 + r 02 . The inequality (50) is therefore strongly strict. It can be improved by reducing the size of the cube B to make its minimizing vertices compatible with the aligned configuration. It can be shown that for S of the form shown in Fig. 8 , we have
where r 0 is the unique strictly positive distance where S vanishes. 9 Even though the inequality is still strict because r 12 = 2r 0 = r 01 + r 02 = 2r max in general, the bound is much better than (53). For instance, if we take the value of the parameters corresponding to Fig. 8 we have
to be compared with the result of the numerical minimization of
obtained for the aligned configuration where r 01 = r 02 = r 12 /2 0.6107. The other bound
is actually obtained at the vertex s = (σ, σ, σ ) for an equilateral configuration where the common distance r 01 = r 02 = r 12 is where |S | reaches its maximum. For S like in Fig. 8 , it corresponds to a very large triangle (r 01 1) where σ 1. For D = 3, 0 = −1, v 0 = 1, β = 1.5, from (50) and results (56), (57), the inequalities (52) give
corresponding to a relative error of
22%. This not really impressive (again we emphasize that we are not looking for numerical performance at this stage of development of the differential method) but can be seen as an encouraging starting point since the interactions involved so far in the three-body system are highly not trivial. It would have required much more numerical work to obtain a rigorous window for E 0 with variational methods (specially a lower bound since the potential considered here does not follow a power-law behavior).
Conclusion
The differential method appears to offer a completely new strategy for estimating a groundstate energy. For many-body systems, we have seen on several examples how this approach can be fruitful. For attractive Coulombian particles, it can compete with existing others methods (that are based on the variational principle) on several levels: it provides upper and lower bounds with comparable numerical precision, its simplicity renders the analytic calculations tractable even for large N and/or allows a low cost of numerical computation. Beyond purely Coulombian systems, the differential method, being so general, offers a remarkable flexibility. As have been sketched in the previous section, one can deal with systems where interactions can be very rich (possibly short-ranged with an a priori cut-off); several regimes which are valid at different scales can be implemented at once. There is some hope that future works successfully apply the differential methods for proper realistic potentials.
Unfortunately, I have not been able to generalize the differential method to fermionic systems where the ground-state spatial wave-function is antisymmetric. In such cases, the presence of non-trivial nodal lines [6] breaks down the proof of inequalities (4) .
There is a lot of work to be done regarding a systematic improvement of the bounds, once some finite ones have been found with a ϕ given at first attempt. In this paper, we have not considered some free parameters on which a (family) of test functions, say ϕ ζ , may depend. As shown for a one-dimensional system [15] , the locality of the differential method may require a very few number of ζ 's at each optimization step (unlike for the variational test functions) for obtaining substantial improvements of the bounds by calculating, say, sup ζ [inf q (E 
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Appendix A. Extrema for the three-body Coulombian problem
For the three-body Coulombian problem, as can be seen from the second sum in the right-hand side of (15) Here is the proof. We will restrict the values of the θ 's to [0, π] and the constraint θ 1 + θ 2 + θ 3 = π is implemented by the Lagrange multiplier method. We are led to extremalize the function G 3 (θ 1 , θ 2 , θ 3 ) def = a 1 cos θ 1 + a 2 cos θ 2 + a 3 cos θ 3 + (θ 1 + θ 2 + θ 3 − π) for unconstrained (θ 1 , θ 2 , θ 3 ) ∈ [0, π] 3 , being the Lagrange multiplier. The three conditions ∂ θ i G 3 = 0 for i = 1, 2, 3 lead to = a 1 sin θ 1 = a 2 sin θ 2 = a 3 sin θ 3 . The case = 0 corresponds to the alignment of the three particles and gives the three first values in the list (A.4) corresponding to (θ 1 , θ 2 , θ 3 ) = (0, 0, π) and its circular permutations.
Taking into account the constraint on the angles, we have = a 3 sin θ 3 = a 3 sin θ 1 cos θ 2 + a 3 sin θ 2 cos θ 1 = (a 3 cos θ 2 /a 1 + a 3 cos θ 1 /a 2 ). Therefore, when = 0, we find a 1 cos θ 1 + a 2 cos θ 2 = a 1 a 2 /a 3 as well as the other relations that are obtained by circular permutations of the indices. From the decomposition F 3 = Solving these three equations leads to the values for the three | cos θ i | that are precisely given by the left-hand sides of the inequalities (A.5).
