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Abstract
Local asymptotic stabilizability is a topic of great theoretical interest and practical importance.
Broadly, if a system
•
x = f (x,u) is locally asymptotically stabilizable, we are guaranteed a feedback
controller u(x) that forces convergence to an equilibrium for trajectories initialized sufficiently
close to it. A necessary condition was given by Brockett: such controllers exist only when f is open
at the equilibrium. Recently, Gupta, Jafari, Kipka andMordukhovich [8] considered a modification
to this condition, replacing Brockett’s topological openness by the linear openness property of mod-
ern variational analysis. In this paper, we show that under the linear openness assumption there
is a local diffeomorphism of neighborhoods of the equilibirum on which the system is exponen-
tially stabilizable by means of continuous stationary feedback laws. Introducing a transversality
property and relating it to the above diffeomorphism, we prove that linear openness and transver-
sality on a punctured neighborhood of an equilibrium is sufficient for local exponential stabilizability
of systems with a rank deficient linearization.The main result goes beyond the usual Kalman and
Hautus criteria for the existence of exponential stabilizing feedback laws, since it allows us to han-
dle systems for which exponential stabilization is achieved through higher-order terms. However,
it is implemented so far under a rather restrictive row-rank conditions. This suggests a twofold
approach to the use of these properties: a point-wise version is enough to ensure stability via the
linearization, while a local version is enough to overcome deficiencies in the linearization.
1
Introduction
Consider the autonomous control system governed by nonlinear ordinary differential equations
•
x = f (x,u), t ≥ 0, (1)
where f : U ×V → Rn on the right-hand side of (1) is sufficiently smooth on some open set
U ×V ⊆ Rn ×Rm containing the origin as a given equilibrium pair. The continuous feedback stabi-
lizability property of our interest here is formulated as follows; see, e.g., [5, Definition 10.11].
Definition 1. We say that the control system (1) is locally asymptotically stabilizable by means
of continuous stationary feedback laws if there exists a continuous state-feedback control u¯(x)
such that u¯(0) = 0 and the closed-loop system
•
x = f (x, u¯(x)) has a locally asymptotically stable
equilibrium at the origin.
A variety of conditions describing whether system (1) can be locally asymptotically stabilized
by means of continuous stationary feedback laws have been derived; see, e.g., [2, 3, 4, 6, 5, 9, 19,
17, 18]. However, in the vast majority of cases the obtained conclusions are exclusively either nec-
essary or sufficient, while those which do achieve both necessity and sufficiency occur only inmore
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restrictive contexts or under more stringent conditions than what is posed in (1). The most well-
known result is a necessary condition given by Brockett [3], which ensures by using topological
degree theory that such controllers exist only when f satisfies a certain openness property.
Theorem 2. If system (1) is locally asymptotically stabilizable by means of continuous stationary
feedback laws, then it is necessary that 0 ∈ int f
(
O
)
for any neighborhood O ⊆ U ×V of the origin,
where ‘int’ signifies the set interior.
In other words, any system that is asymptotically stabilizable by means of continuous station-
ary feedback laws is locally surjective onto a neighborhood of the origin. The reader may note that,
as in the inverse function theorem or implicit function theorem, it is clearly sufficient for the Jaco-
bian of f to be of maximal rank to achieve this topological openness property, but it is certainly
not necessary; take, e.g., f (x) = x3. Having in mind this distinction, a partial converse in Brockett’s
theorem has been recently obtained by Gupta, Jafari, Kipka and Mordukhovich [8]. Their results
emerge via a novel use of quantitative counterpart of the topological openness property that has
been well recognized in variational analysis under the name of linear openness or, equivalently,
metric regularity [14, 16]. However, this converse applies only to locally exponentially stabilizable
systems understood in the following sense.
Definition 3. The control system (1) is said to be locally exponentially stabilizable by means of
continuous stationary feedback laws if there exists a continuous stationary state-feedback control
u¯(x) and constants α > 0, M > 0, and δ > 0 such that, for any starting point x0 ∈R
n with ‖x0‖ < δ
there exists a unique solution φ(t,x0) to the closed-loop control system
•
x = f (x, u¯(x)) satisfying
φ(0,x0) = x0 and the exponential decay condition
‖φ(t,x0)‖ ≤M‖x0‖e
−αt whenever t ≥ 0.
A major goal of this paper is to develop a variational approach to investigate local asymptotic
and exponential stabilizability of nonlinear control systems. In this way we show, in particular,
that systems which are linearly open–and hence satisfy, due to Theorem 2, a necessary condition
for local asymptotic stabilizability by means of continuous stationary feedback laws–are locally
exponentially stabilizable under the action of a composition operator generated by a local diffeomor-
phism. These developments go beyond the classical Kalman and Haustus criteria for exponential
feedback stabilizability by allowing us to achieve exponential and asymptotic stabilization by us-
ing higher-order terms. However, the realization of the variational approach in this paper requires
imposing a restrictive row-rank assumption, which we are going to overcome in future research.
One may note that the application of a feedback law u(x) to the system (1) may be viewed as
the action of a composition operator f (x,u) 7→ f (h(x,u)) with h(x,u) = (x,u(x)). As such, this is a
natural (albeit much weaker) generalization of the concept of feedback stabilizability. While it is
clear that the existence of a composition operator stabilizing the system does not, in general, guar-
antee the stabilizability of the system by means of feedback laws, we will show that the imposition
of certain additional conditions render the two equivalent. Namely, we introduce several forms of
a particular transversality condition under which the linear openness proves to be sufficient for both
asymptotic and exponential stabilizability. This transversality condition imposes that the geometry
of the tangent bundle must be of an amicable form, which in turn reveals that the local geometry
of the problem is sufficiently agreeable to allow the much weaker stabilizability-by-composition
property to agree with the more strict continuous feedback stabilizability property of Definition 1.
This suggests that systems satisfying both the variational linear openness extension of Brockett’s
theorem and the aforementioned diffeo-geometric transversality condition have a preferred geom-
etry. Translation of the system to such a geometry can thus ensure asymptotic and exponential
stabilizability and control in this preferred setting.
The rest of the paper is organized as follows. Section 2 collects some fundamental notions and
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results of variational analysis that lay at the heart of our variational approach to stabilizability
of nonlinear systems. Section 3 is mostly devoted to the study of sufficient conditions for local
exponential stabilizability by using composition feedback operators. Section 4 is the culmination
of the paper, which develops a partial characterizations of both exponential and asymptotic stabi-
lizability of linearly open control systems by means of continuous stationary feedback laws under
the various novel transversality conditions introduced therein. Finally, in the conclusion of Sec-
tion 4 these techniques are employed to characterize the stabilizability of certain systems with a
rank-deficient Jacobian at the origin, provided they satisfy certain linear openness and transversality
conditions locally in a nearby region. This final result, when coupled with the preceding, yields a
twofold approach to characterizing local stabilizability in terms of linear openness and transver-
sality conditions: a pointwise version at an equilibrium point is enough to ensure local exponential
stability via the linearization, while a local version near an equilibrium point is enough to overcome
whatever deficiencies the linearization may present. Besides theoretical assertions, we present
a number of numerical examples that illustrate the major features of the obtained results. The
concluding Section 5 summarizes the main developments of the paper and discusses some open
problems of future research.
Throughout the paper we use standard notation of control theory and variational analysis; see.
e.g., [5, 15, 16]. Recall that BX and SX denote, respectively, the closed unit ball and the unit
sphere of the space X, Br(x) stands for the closed ball centered at x with radius r > 0, PV denotes
the orthogonal projection onto a closed linear subspace V of X (provided X is an inner product
space), and A∗ indicates the adjoint operator for A, or the transposition of the matrix A in the case
A is real-valued. We always use the convention that sup
{
∅
}
= −∞.
2
Linear Openness and Related Properties of Nonlinear Mappings
We begin this section with recalling the topological openness property used in Brockett’s theorem
and then proceed with quantitative tools and results of variational analysis employed in what
follows. The given definitions and facts are restricted to finite-dimensional spaces, which is the
framework of this paper, while most hold in infinite dimensions as well; see, e.g., [14].
Definition 4. A mapping f : Rℓ → Rn is said to be open at a point z¯ ∈ Rℓ if f (z¯) ∈ intf (O) for
any neighborhood O of z¯.
As it is well known, the origin of this property goes back to the classical Banach-Schauder open
mapping theorem. It should be noted that open mappings is a more restrictive class of mappings
than those that are open about a point. The openness at a point property was used by Brockett
[3] via topological degree theory as stated in Theorem 2. However, while a mapping may have the
openness property at a given point, this property alone does not admit any measuring device to
quantify the rate at which the mapping is open about that point. The device that is most commonly
utilized to achieve this refinement is linear openness (known also as covering and as openness at
a linear rate), which has been recognized as a fundamental property in variational analysis for
nonlinear (as well as for non-smooth and set-valued) mappings; see, e.g., [15, 16]. This property is
formulated as follows.
Definition 5. A mapping f : Rℓ → Rn is said to be linearly open around z¯ with modulus κ > 0
if there exists a neighborhood O of z¯ such that
Bκr
(
f (z)
)
⊆ f
(
Br(z)
)
for any z ∈ O and r > 0 with Br(z) ⊆ O.
Furthermore, we define the supremum over all the moduli κ for which f is linearly open
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around z¯ to be the linear openness/covering bound of f around z¯ and denote it by covf (z¯). If f
is not linearly open around z¯ for any modulus κ, we put by convention covf (z¯) := 0.
Linear openness first appeared in [7] under the name of “covering in a neighborhood” while it
has been introduced and popularized by Milyutin in his talks and personal communications long
before the publication of [7]. The interest to designating and calculating the (quantitative) exact
bound covf (z¯) arose later on; see [14, 16, 10] and the references therein.
It is clear that the linear openness property from Definition 5 yields its openness counterpart
from Definition 4, while the opposite implication fails. Let us emphasize that, in contrast to the
openness property, the linear openness from Definition 5 ensures the uniformity of covering near
z¯ and designates a linear rate of change in the uniformity quantified by the modulus κ.
Linear openness is closely related to anothermeasuring apparatus in variational analysis known
asmetric regularity. It has been well recognized that this fundamental property is in fact equivalent
to linear openness with the reciprocal relationship between the exact bounds of the corresponding
moduli; see Lemma 7 below for the precise formulation.
Definition 6. A mapping f : Rℓ → Rn is said to be metrically regular around z¯ with modulus
µ > 0 if there exists neighborhoods O1 of z¯ and O2 of y¯ := f (z¯) such that we have the distance
estimate
d
(
z; f −1(y)
)
≤ µ‖y − f (z)‖ for any z ∈ O1 and y ∈ O2.
where d(z;Ω) := inf
{
‖z − u‖
∣∣∣ u ∈ Ω} for a given set Ω. Furthermore, we define the infimum
over all the moduli µ for which f is metrically regular around z¯ to be the exact regularity bound
of f around z¯ and denote it by regf (z¯). If f is not metrically regular around z¯ for any modulus
µ, we put by convention regf (z¯) :=∞.
The interconnection between the two concepts above can be summarized by the following
lemma; see, e.g., [15, Theorem 3.2] for a detailed proof of this and other relationships.
Lemma 7. Assume that covf (z¯) = κ > 0 for an arbitrary mapping f : Rℓ → Rn. Then we have that
regf (z¯) = κ−1 > 0 and that covf (z¯) · regf (z¯) = 1.
Variational analysis has achieved a complete characterization of linear openness and metric
regularity (as well as the equivalent Lipschitz-like property of the inverses) for general set-valued
mappings, with precise formulas for calculating the exact bounds of the corresponding moduli.
This result is known in variational analysis and numerous applications as the co-derivative or
Mordukhovich criterion for which the available proofs are based on variational/extremal princi-
ples of variational analysis; see [13, 15, 16] and the references therein. In deriving the main results
of the paper addressing smooth control systems, we use the following consequence of this criterion
for C1 mappings between finite-dimensional spaces and refer the reader to [14, Theorem 1.57] for
an alternative device (in the general Banach space setting), where the proof of sufficiency is based
on the Lyusternik-Graves iterative process.
Theorem 8. Let f be of class C1 in a neighborhood U × V ⊆ Rℓ ×Rn of the origin. Then f enjoys
the equivalent linear openness and metric regularity properties around the origin if and only if the
Jacobian Jf
∣∣∣
(0,0)
is of full rank. Furthermore, the exact bounds of the linear openness and metric
regularity of f at the origin are precisely given by, respectively,
covf (0,0) = min
{∥∥∥Jf ∣∣∣(0,0)∗v
∥∥∥ ∣∣∣ ‖v‖ = 1} and regf (0,0) = ∥∥∥(Jf ∣∣∣(0,0)∗
)−1∥∥∥.
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Let us also recall yet another definition from variational analysis that allows us to reformulate
the properties given in Definitions 5 and 6; see [10] for more references and discussions. Although
the definition below makes sense for operators between arbitrary Banach spaces, we formulate it
just in the finite dimensional case that is needed for this paper.
Definition 9. Let T : Rℓ → Rn be a bounded linear operator. Then the Banach constant of T is
defined as the quantity
Γ(T) := sup
{
r ≥ 0
∣∣∣ rBRn ⊆ T(BRl )} = inf{‖y‖ ∣∣∣ y < T(BRℓ)}.
0
Γ(T) ‖T‖
T
(
BRℓ
)
Figure 1: The Banach constant Γ(T) and norm ‖T‖ of a linear oper-
ator T shown as the radii of the balls contained in and containing
the T-image of the unit ball T(BRℓ ), respectively.
The Banach constant of a linear operator can be computed straightforwardly; see [10].
Lemma 10. Having ‖T−1‖ := sup
{
inf
{
‖x‖
∣∣∣ Tx = y} ∣∣∣∣ ‖y‖ = 1
}
for a bounded linear operator T, we
get
Γ(T) = inf
{
‖T∗y‖
∣∣∣∣ ‖y‖ = 1
}
=
1
‖T−1‖
.
Combining Theorem 8, Lemma 10 with Definitions 5, 6, and 9 allows us to arrive at the follow-
ing expressions for the exact bounds of linear openness and metric regularity of smooth mappings
via the Banach constant.
Corollary 11. Let f : Rℓ → Rn be of class C1 in a neighborhood of z¯ ∈ Rl . Then we have the exact
bound formulas
covf (z¯) = Γ
(
Jf
∣∣∣
z¯
)
and regf (z¯) =
1
Γ
(
Jf
∣∣∣
z¯
) = ∥∥∥∥Jf ∣∣∣z¯−1
∥∥∥∥ .
This corollary shows that the exact linear openness bound of a smoothmapping f is the Banach
constant of its linearization, and that the exact regularity bound of f is the operator norm of the
inverse of the linearization. Overall, the variational results presented in this section turn out
to be very instrumental to derive, in the subsequent sections, a number of key conditions for
characterizations of both exponential and asymptotic stabilizability of nonlinear control systems.
3
Exponential Stabilizability of Control Systems via Composition Operators
Let us first recall the main result by Gupta, Jafari, Kipka and Mordukhovich [8, Theorem 3.2].
Given a mapping f : Rn ×Rm → Rl which is continuously differentiable on a neighborhood U × V
of the origin (0,0) ∈Rn ×Rm, denote the partial Jacobian matrices of f at (0,0) by
Af :=
∂f
∂x
∣∣∣∣∣
(0,0)
and Bf :=
∂f
∂u
∣∣∣∣∣
(0,0)
. (2)
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Given further a linear operator/matrix T : Rn →Rn, we denote its (complex) spectrum by Λ(T) and
consider the eigenvalues with nonnegative real parts
Λ+(T) :=
{
λ ∈Λ(T)
∣∣∣ Re(λ) ≥ 0}.
The relevant (for our purposes) portion of [8, Theorem 3.2] is formulated as follows.
Theorem 12. Let f be of class C1 in a neighborhood U ×V ⊆ Rn×Rm of the origin (0,0), and let the
origin be an equilibrium point of f . Assume also that Λ+(Af ) ⊆ R, that the mapping f is linearly
open around the origin, and that the condition
covf (0,0) > η f := sup
{
λ
∣∣∣ λ ∈Λ+(Af )} (3)
is satisfied. Then system (1) is locally exponentially stabilizable by means of continuous stationary
feedback laws. Furthermore, the linear openness of f around the origin is necessary for such a local
exponential stabilization without any additional assumptions on the system data if continuously
differentiable stationary feedback laws are used instead.
The message of Theorem 12 can be summarized in the following way: for a vector field f of
class C1 in a neighborhood U × V of (0,0) ∈ Rn ×Rn, a certain openness property with respect to
the real spectrum of Af given by (3) determines the local exponential stabilizability of (1) when
C1 stationary feedback laws are required. The necessity given parallels the known condition of
Zabczyk [20] that (1) is locally exponentially stabilizable by C1 feedback laws if and only if its
linearization is locally exponentially stabilizable. The sufficiency of this condition parallels the
well-known Hautus lemma. Having this in mind, let us proceed to establish a method by which
linear openness may be further applied to the problem of stabilizability. To accomplish this, we
develop a novel composition operator approach that allows us to obtain a partial characterization of
exponential stabilizability by means of continuous stationary feedback laws for systems (1) which
are either linearly open at an equilibrium point or are linearly open and satisfy a diffeo-geometric
transversality condition near an equilibrium point. While these results are certainly implied by
Zabczyk’s necessary and sufficient condition for exponential stabilizability by stationary C1 feed-
back laws, they are instrumental in proving the final results concerning stabilizability by merely
continuous feedback laws.
To begin with, let us recall some facts on composition operators of the type
Th : C
1(U ×V ,Rn)→ C1(O,Rn) with Thf := f ◦ h. (4)
It follows from (4) that h ∈ C1(O,U ×V )), and we get by the classical chain rule that
JThf
∣∣∣
(x,u)
= Jf
∣∣∣
h(x,u)
Jh
∣∣∣
(x,u)
. (5)
Writing now h(x,u) = (h1(x,u),h2(x,u)) with h1 ∈ C
1(O,U ) and h2 ∈ C
1(O,V ), gives us
JThf
∣∣∣
(x,u)
= Jf
∣∣∣
h(x,u)
Jh
∣∣∣
(x,u)
=
[
∂f
∂x
∣∣∣∣
h(x,u)
∂f
∂u
∣∣∣∣
h(x,u)
]
Jh1
∣∣∣
(x,u)
Jh2
∣∣∣
(x,u)

=
∂f
∂x
∣∣∣∣∣
h(x,u)
Jh1
∣∣∣
(x,u)
+
∂f
∂u
∣∣∣∣∣
h(x,u)
Jh2
∣∣∣
(x,u)
.
This allows us to estimate from both above and below the exact linear openness bound of
composition operators. We say that a mapping h : Rn×Rm →Rn×Rm is stationary if h(0,0) = (0,0).
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Lemma 13. Let f be of class C1 in a neighborhood U ×V ⊆ Rn ×Rm of the origin, let O ⊆ Rn ×Rm
be a neighborhood of the origin as well, and let h ∈ C1(O,U × V ) be stationary. Then we have the
estimates
‖Jf (0,0)‖ · cov(h)(0,0) ≥ cov(Thf )(0,0) ≥ cov(f )(0,0) · cov(h)(0,0). (6)
Proof. Under the assumptions made we get from Theorem 8 and the chain rule equalities that
cov(Thf )(0,0) = min
{∥∥∥∥∥J∗Thf
∣∣∣∣
(0,0)
v
∥∥∥∥∥ : ‖v‖ = 1
}
=min
{∥∥∥∥∥
(
Jf
∣∣∣
(h(0,0))
Jh
∣∣∣
(0,0)
)∗
v
∥∥∥∥∥ : ‖v‖ = 1
}
=min
{∥∥∥∥∥J∗h
∣∣∣
(0,0)
J∗f
∣∣∣∣
(h(0,0))
v
∥∥∥∥∥ : ‖v‖ = 1
}
=min
{∥∥∥∥∥J∗h
∣∣∣
(0,0)
J∗f
∣∣∣∣
(0,0)
v
∥∥∥∥∥ : ‖v‖ = 1
}
=min
{∥∥∥∥J∗h∣∣∣(0,0)w
∥∥∥∥ : w ∈ J∗f
∣∣∣∣
(0,0)
(
SRn+m
)}
=min
{∥∥∥∥J∗h∣∣∣(0,0)w
∥∥∥∥ : Γ
(
Jf
∣∣∣
(0,0)
)
≤ ‖w‖ ≤
∥∥∥∥Jf ∣∣∣(0,0)
∥∥∥∥
}
.
Therefore, by rescalingw accordingly in the last inequality, we conclude that both estimates in
(6) hold, which completes the proof of the lemma.
Combining now Lemmas 7 and 13 leads us to the following interplay between given moduli of
linear openness and metric regularity.
Corollary 14. Let f be of class C1 in a neighborhood U × V ⊆ Rn × Rm of the origin, and let
0 < cov(f )(0,0) < κ for some fixed constant κ <∞. Suppose further that h : O →U ×V is stationary
and of class C1 in a neighborhood O of the origin, and that cov(h)(0,0) > 0. Then the estimate
cov(h)(0,0) ≥ κreg(f )(0,0) implies that cov(Thf )(0,0) > κ for the composition operator (4). Simi-
larly, it follows from reg(h)(0,0)κ ≥ ‖Jf (0,0)‖ that cov(Thf ) ≤ κ.
Proof. Observe that if for some κ <∞ we have cov(f )(0,0) < κ, then 1 < κ reg(f )(0,0) by Lemma 7.
Then the claimed assertions follow from Lemma 13.
To proceed further with establishing composition extensions of Theorem 12, we need the following
two lemmas. The first one is a straightforward computation of the Jacobian matrix, while the
second lemma lies at the heart of the main theorem of this section that follows. We say that a
mapping is a stationary diffeomorphism if it is simultaneously stationary and a diffeomorphism.
Lemma 15. Suppose that f is of class C1 in a neighborhood U ×V ⊆ Rn×Rm of the origin, which is
an equilibrium point of f . Then, given a composition operator Th : C
1(U ×V ,Rn)→ C1(O,Rn) with
h ∈ C1(O,U ×V ) being stationary and C1 on a neighborhood O ⊆ U ×V of the origin, we get
JThf
∣∣∣
(0,0)
=
[ (
Jf
∣∣∣
(0,0)
Ah
) (
Jf
∣∣∣
(0,0)
Bh
) ]
,
where A and B are taken from (2), and where
[
X Y
]
denotes the matrix concatenation of the
matrices X and Y, i.e., the corresponding block matrix.
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Proof. Consider the composition operator Thf from (4) under the assumptions made. Then it
follows by the direct application of (5) that
JThf
∣∣∣
(0,0)
= Jf
∣∣∣
h(0,0)
Jh
∣∣∣
(0,0)
=
[
Af Bf
] [ Ah1 Bh1
Ah2 Bh2
]
=
[ (
Af Ah1 + Bf Ah2
) (
Af Bh1 + Bf Bh2
) ]
.
This can be simply rewritten as
[ (
AThf
) (
BThf
) ]
=
[ (
Jf
∣∣∣
(0,0)
Ah
) (
Jf
∣∣∣
(0,0)
Bh
) ]
,
which verifies the claimed Jacobian representation.
The next lemma allows us to shift positive real eigenvalues of the spatial portion of the lineariza-
tion Af of a linearly open smooth vector field f by composition with a local diffeomorphism.
Lemma 16. Let f be of class C1 in a neighborhood U ×V ⊆ Rn ×Rm of the origin which is an equi-
librium point of f , and let f be linearly open around the origin, i.e., covf (0,0) > 0. Then there exists
a neighborhood of the origin O ⊆ U ×V and a composition operator Th : C
1(U ×V ,Rn)→ C1(O,Rn)
such that the mapping h ∈ C1(O,U ×V ) in (4) is a stationary diffeomorphism with Λ+
(
AThf
)
⊆ R.
Proof. Under the assumptions made, Theorem 8 tells us that the Jacobian matrix Jf
∣∣∣
(0,0)
has full
rank. Furthermore, it follows from Lemma 15 that[ (
AThf
) (
BThf
) ]
=
[ (
Jf
∣∣∣
(0,0)
Ah
) (
Jf
∣∣∣
(0,0)
Bh
) ]
.
Denoting now by A+ the right Moore-Penrose pseudoinverse of the linear operator A, we get
Ah = −Jf
∣∣∣
(0,0)
+
:= −Jf
∣∣∣
(0,0)
∗
(
Jf
∣∣∣
(0,0)
Jf
∣∣∣
(0,0)
∗
)−1
(7)
since h is stationary. It follows from the properties of the Moore-Penrose pseudoinverse that
AThf = −Jf
∣∣∣
(0,0)
Jf
∣∣∣
(0,0)
+
= −I,
and so ηThf := sup
{
λ
∣∣∣ λ ∈Λ+(AThf )
}
= −∞ by the convention that sup
{
∅
}
= −∞. This allows us to
conclude that the existence of a stationary mapping h ∈ C1(O,U ×V ) in (4) satisfying (7) yields the
validity of all the assertions of the theorem.
Let us now explicitly construct a mapping h with the desired properties. Write h(x,u) =
(h1(x,u),h2(x,u)) and denote by
(
Q
)
i,j
the (i, j )th entry of a given matrix Q. Then define
(
h1(x,u)
)
i,1
: =
n∑
j=1
(
Jf
∣∣∣
(0,0)
+)
i,j
xj , i = 1, . . . ,n, (8)
(
h2(x,u)
)
k,1
: =
n∑
j=1
(
Jf
∣∣∣
(0,0)
+)
(n+k),j
xj +uk , k = 1, . . . ,m, (9)
More concisely, we set h(x,u) = Jf
∣∣∣
(0,0)
+
x +
[
0
u
]
. Observe that the operator h(x,u) is linear
and stationary. Furthermore, it follows from (8) and (9) that Ah = Jf
∣∣∣
(0,0)
+
for the partial Jacobian
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matrix of h, and that (7) is satisfied. To get a neighborhood O ⊆ U × V with h(x,u) ∈ U × V for all
(x,u) ∈ N , we set O := r(intBRn×Rm ), where the radius r is selected as r := sup
{
r
∣∣∣ r‖h‖ ≤ sup{ t >
0
∣∣∣ tBRn×Rm ⊆ U ×V }}. Since ker(T+) = ker(T∗) for a linear operator T, we deduce that
ker(Ah) = ker
(
Jf
∣∣∣
(0,0)
+
)
= ker
(
J∗f
∣∣∣∣
(0,0)
)
=
(
rge
(
Jf
∣∣∣
(0,0)
))⊥
= 0,
where ker and rge denote, respectively, the kernel and range of a linear operator. This clearly
implies that Ah is of full rank, and that h is a diffeomorphism due to h2(0,u) = u as follows from
(9). Thus we get the mapping h in composition (4) satisfying all the required properties and such
that AThf has no eigenvalues with positive real parts.
Note that the diffeomorphism constructed in the proof of Lemma 16 is in fact linear. While
this is convenient for our purposes, nonlinear diffeomorphisms suffice as well provided that they
satisfy the equalities in (7).
Now we are ready to derive a significant extension of the sufficient condition for stabilizability
in Theorem 12 by showing that the usage of a composition operator with a linear diffeormorphism
allows us to completely avoid the restrictive spectral assumption (3).
Theorem 17. Consider the control system (1) in the setting of Lemma 16. Then there exists a
neighborhood of the origin O ⊆ U × V and a composition operator Th : C
1(U × V ,Rn)→ C1(O,Rn)
with a stationary linear diffeomorphism h : O → U ×V such that the modified system
•
x = Thf (x,u) with Thf := f ◦ h, t ≥ 0, (10)
is locally exponentially stabilizable by means of continuous stationary feedback laws. Further, it suf-
fices to choose h as in (8) and (9), and the trivial feedback law u(x) = 0 yields the desired exponential
stability for (10).
Proof. Under the assumptions imposed in this theorem we deduce from Theorem 8 that the Ja-
cobian matrix Jf
∣∣∣
(0,0)
has full rank. Take now the stationary linear operator Th from (4) with the
linear diffeomorphism h constructed in the proof of Lemma 16 and observe similarly to the proof
above that ηThf = sup
{
λ
∣∣∣ λ ∈ Λ+(AThf )
}
= −∞ and that rank
(
AThf
)
= n due to AThf = −I. Thus
rank
(
JThf
∣∣∣
(0,0)
)
≥ n by Lemma 15. Using again Theorem 8 tells us that covThf (0,0) > 0 and there-
fore covThf (0,0) > ηThf . Then we get by Theorem 12 that the composite system
•
x = Thf (x,u) with
the explicitly constructed stationary linear diffeomorphism h is locally exponentially stabilizable
by means of continuous stationary feedback laws. Further, it is routine to check via linearization
that the trivial feedback law u(x) = 0 stabilizes
•
x = Thf (x,u) when h is chosen as in (8) and (9).
Loosely speaking, Theorem 17 can be understood as follows. If the original system (1) is not
locally exponentially stabilizable by means of stationary continuous feedback laws, then the nice
composition operator constructed above provides a ”correcting lens” of sorts. which allows f to
interpret its domain properly and to achieve a relatively high degree of stability. Let us illustrate
this procedure by the following example taken from Sontag in [17] who designed it to show that
Brockett’s necessary condition from Theorem 2 is not sufficient for asymptotic stabilizability of (1)
by using stationary continuously differentiable feedback laws.
Example 18. Consider system (1) with f (x,u) := x +u3. By a routine calculation we can check
that the feedback law u(x) := (−2x)1/3 locally exponentially stabilizes the system, and it is
indeed continuous while not C1 around the origin. At the same time we have
Jf
∣∣∣
(0,0)
=
[
1 0
]
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which readily implies that the relationships
sup
{
λ
∣∣∣ λ ∈Λ+(Af )} = 1 and covf (0,0) = 1.
We get therefore that covf (0,0) = sup{λ
∣∣∣ λ ∈Λ+(Af )}, which shows that the spectral sufficient
condition (3) of Theorem 12 fails and hence that result does not ensure the local exponential
stabilizability of (1) by means of stationary, continuously differentiable feedback laws. More-
over, since f = x+u3 is linearly open at (0,0), the necessity part of Theorem 12 tells us that the
original system (1) is not exponentially stabilizable by means of continuously differentiable
stationary feedback laws.
However, the situation dramatically changes when we employ an appropriate composition
operator. Observing that
Jf
∣∣∣
(0,0)
+
= −Jf
∣∣∣
(0,0)
∗
(
Jf
∣∣∣
(0,0)
Jf
∣∣∣
(0,0)
∗
)−1
=
[
−1
0
]
and using h(x,u) := (−x,u) as prescribed by Theorem 16, we get Thf (x,u) = −x + u
3 for the
composition operator (4) ensuring the conditions
JThf
∣∣∣
(0,0)
=
[
−1 0
]
, covf (0,0) = 1, and sup
{
λ
∣∣∣ λ ∈Λ+(AThf )
}
= −∞.
Employing Theorem 17 allows us to conclude that the modified system (10) is locally exponen-
tially stabilizable by C1 feedback laws. Indeed, the feedback control achieving the exponential
stabilization is the trivial one u¯(x) = 0.
4
Transversality and Characterizations of Stabilizability
In this section we continue our study of feedback stabilizability for nonlinear control systems.
Theorem 17 suggests to consider, along with the original control system (1), its modified version
(10), which allows us to avoid the restrictive spectral assumption imposed in Theorem 12. Now
we proceed with further extensions, which eventually lead us to some further characterizations
of both local exponential and asymptotic feedback stabilizability of linearly open systems. First,
however, let us consider a motivating example.
Example 19. Consider the system (1) constructed by Coron in [6], where f is given by:
f (x,u) :=

x32 − 3(x1 − x3)
2x2
(x1 − x3)
3 − 3(x1 − x3)
2x2
u
 .
As shown in [6], while this system satisfies Brockett’s necessary condition, it is not locally
asymptotically stabilizable. However, this example does not contradict our preceding results
since the above system is not linearly open around equilibrium points. Indeed, observe first
that all the equilibria of f are given by x1 = x3, x2 = 0, and u = 0. It is straightforward to check
that at any equilibrium point xe we have
Jf
∣∣∣
(xe)
=

0 0 0 0
0 0 0 0
0 0 0 1
 .
Thus covf (xe) = 0 by Theorem 8, which confirms that f fails to be linearly open around xe.
Similar examples on Brockett’s theorem can be found in [5, 18]. Routine calculations allow
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us to check that in all these examples vector fields are not linearly open around equilibrium
points. However, after some straightforward computation, we have
∂f
∂u
∣∣∣∣
(x,u)
=
[
0 0 1
]∗
and
∂f
∂x
∣∣∣∣∣
(x,u)
=

−6x2(x1 − x3) 3x
2
2 − 3(x1 − x3)
2 6x2(x1 − x3)
3(x1 − x3)
2 − 6x2(x1 − x3) −3(x1 − x3)
2 6x2(x1 − x3)− 3(x1 − x3)
2
0 0 0
 .
This demonstrates that the tangent space satisfies the transversality condition
∂f
∂x1
= −
∂f
∂x3
in
the (x1,x3)-plane at the equilibrium point x1 = x3, x2 = 0, u = 0. However, the term
∂f
∂x2
approaches the equilibrium tangentially at a higher order, and in the other coordinates it fails
to satisfy any transversality condition at all. Such a local analysis near equilibrium suggests
that a linear approach to an equilibrium, coupled with a certain transversality condition is
needed to guarantee exponential stabilizability (indeed, similar observations were made in,
e.g., [1]).
Along this line, it is worth noting that Brockett’s necessary condition is a projectability con-
dition yielding (at least locally) a well-defined pushforward. On the other hand, an appropriate
transversality constraint provides a way to understand how the tangent manifolds approach the
equilibrium. In what follows, we will show that this, in fact, is precisely the case. Let us now
define several concepts which will be of central importance for the subsequent material. We use
them heavily and formalize them as follows.
Definition 20.
Suppose f is of class C1 on some open set D ⊆ Rn ×Rm, and let (a,b) ∈ D.
(i) If n = m, we say f satisfies a transversality condition at (a,b) if there exists c ≥ 0 such that
∂f
∂x
∣∣∣∣
(a,b)
= −c ∂f
∂u
∣∣∣∣
(a,b)
. Further, we say that c is the transversality constant of f at (a,b).
(ii) We say f satisfies a type I semitransversality condition at (a,b) if there exists anm×nmatrix
Q such that
∂f
∂x
∣∣∣∣
(a,b)
= −
∂f
∂u
∣∣∣∣
(a,b)
Q. Further, we call any matrix Q satisfying the above a
transverse factor of f at (a,b).
(iii) We say f satisfies a type II semitransversality condition at (a,b) if
P
ker
(
∂f
∂u
∣∣∣∣
(a,b)
∗)⊥
(
∂f
∂x
∣∣∣∣∣
(a,b)
)(
∂f
∂x
∣∣∣∣∣
(a,b)
)∗
P
ker
(
∂f
∂u
∣∣∣∣
(a,b)
∗)⊥ =
(
∂f
∂x
∣∣∣∣∣
(a,b)
)(
∂f
∂x
∣∣∣∣∣
(a,b)
)∗
.
Clearly, (i) implies (ii) and–noting that X = M+N is a solution to the matrix equation MX =
N if any such solutions exist–it follows from MM+ = Pker(M∗)⊥ that (ii) implies (iii). The next
theorem serves as a simple introduction to the manner in which composition operators may be
used to demonstrate stability for linearly open systems satisfying some form of a transversality
condition. However, before beginning, it is important to note that, while portions of several of the
preliminary results in what follows may be derived from the well-known Hautus lemma, the final
results obtained at the end of the section certainly exceed the Hautus lemma’s scope.
Theorem 21. Suppose f is of class C1 in a neighborhood U ×V ⊆ Rn ×Rn of the origin, and let the
origin be an equilibrium point of f . Suppose covf (0,0) > 0, and suppose f satisfies a transversality
condition at the origin. Then (1) is locally exponentially stabilizable by means of continuously
differentiable, stationary feedback laws. Moreover, letting c denote the transversality constant of f
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at the origin, this stability is achieved by the linear feedback law
u(x) = −(c2 +1)B∗f
(
Af A
∗
f + Bf B
∗
f
)−1
(I + Af )x.
Proof. Suppose f is of class C1 in a neighborhood U × V ⊆ Rn ×Rn of the origin, and let the ori-
gin be an equilibrium point of f . Suppose covf (0,0) > 0, and suppose f satisfies a transversal-
ity condition at the origin. That is, for some c ≥ 0, suppose Af = −cBf . By the assertion that
covf (0,0) > 0, we may conclude that Jf
∣∣∣
(0,0)
has full row-rank. Correspondingly, Jf
∣∣∣
(0,0)
has a right
Moore-Penrose pseudoinverse. As such, let Th be the composition operator given in (8) and (9). Let
F ∈ C1(Rn ×Rn,Rn) be given by F(x,y) = Thf
(
x,0
)
− f
(
x, (c2 +1)B∗f y
)
. Observe that F(0,0) = 0, and
∂F
∂x
∣∣∣∣∣
(0,0)
= −I−Af ,
∂F
∂y
∣∣∣∣∣
(0,0)
= −(c2 +1)Bf B
∗
f = −(Af A
∗
f + Bf B
∗
f ).
As covf (0,0) > 0 and as f satisfies a transversality condition at the origin, it follows that either
c = 0 and rank(Bf ) = n, or c , 0 and rank(Af ) = rank(Bf ) = n. In either case, Af A
∗
f + Bf B
∗
f is
invertible, so by the Implicit Function Theorem, there exists an open set U1 ⊆ U containing the
origin and a unique function g ∈ C1(U1,U ) such that g(0) = 0 and, for all x ∈ U1, F
(
x,g(x)
)
= 0. That
is to say, on U1, we have Thf
(
x,0
)
= f
(
x, (c2 +1)B∗f g(x)
)
.
So, by the exponential stability of
•
x = Thf (x,0), the system,
•
x = f
(
x, (c2 + 1)B∗f g(x)
)
is locally
exponentially stable and the system trajectories φ(t,x0) → 0 for all x0 ∈ U1. Moreover, by the
implicit function theorem, g satisfies
∂g
∂x
∣∣∣∣∣
0
= −
∂F∂y
∣∣∣∣∣
(0,g(0))

−1
∂F
∂x
∣∣∣∣∣
(0,0)
= −
(
Af A
∗
f + Bf B
∗
f
)−1
(I + Af ).
As such, it is routine to check that u(x) = (c2 + 1)B∗f
∂g
∂x
∣∣∣∣
0
x is a continuously differentiable sta-
tionary control stabilizing the system.
While the transversality condition (i) of Definition 20 used in Theorem 21 is relatively strong,
we will now show that the much weaker type I semitransversality condition (ii) of Definition 20
is indeed sufficient for the same conclusion. Note that the result above, as well as those below,
concern exponential feedback stabilizability of the original linearly open control system (1) without
imposing the spectral assumption (3).
Theorem 22. Suppose f is of class C1 in a neighborhood U × V ⊆ Rn ×Rm of the origin, and let
the origin be an equilibrium point of f . Suppose covf (0,0) > 0, and suppose f satisfies a type I
semitransversality condition at the origin. Then (1) is locally exponentially stabilizable by means of
continuously differentiable, stationary feedback laws. Moreover, if Q is any transverse factor of f at
the origin, this stability is achieved by the linear feedback law
u(x) = −(QQ∗ + I)B∗f
(
Af A
∗
f + Bf B
∗
f
)−1 (
I + Af
)
x.
Proof. Suppose f is of class C1 in a neighborhood U × V ⊆ Rn × Rm of the origin, and let the
origin be an equilibrium point of f . Suppose covf (0,0) > 0, and suppose f satisfies the type I
semitransversality condition Af = −Bf Q for somem×nmatrix Q. By the assertion that covf (0,0) >
0, we may conclude that Jf
∣∣∣
(0,0)
has full row-rank. Correspondingly, Jf
∣∣∣
(0,0)
has a right Moore-
Penrose pseudoinverse. As such, let Th be the composition operator given in (8) and (9). Let
F ∈ C1(Rn ×Rn,Rn) be given by
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F(x,y) = Thf
(
x,0
)
− f
(
x, (QQ∗ + I)B∗f y
)
.
Observe that F(0,0) = 0, and note that ∂F
∂x
∣∣∣
(0,0)
= −
(
I + Af
)
. Similarly,
∂F
∂y
∣∣∣∣∣
(0,0)
= −Bf (QQ
∗ + I)B∗f = −
(
Bf QQ
∗B∗f + Bf B
∗
f
)
= −
(
Af A
∗
f + Bf B
∗
f
)
.
As covf (0,0) > 0, it follows that Jf
∣∣∣
(0,0)
is full rank and Jf
∣∣∣
(0,0)
Jf
∣∣∣
(0,0)
∗
= Af A
∗
f +Bf B
∗
f is invertible.
So, by the Implicit Function Theorem, there exists an open set U1 ⊆ U containing the origin and a
unique function g ∈ C1(U1,U ) such that g(0) = 0 and, for all x ∈ U1, F
(
x,g(x)
)
= 0. That is to say, on
U1, we have
Thf
(
x,0
)
= f
(
x, (QQ∗ + I)B∗f g(x)
)
.
So, by the stability of
•
x = Thf (x,0), the system
•
x = f
(
x, (QQ∗+ I)B∗f g(x)
)
is locally exponentially
stable and φ(t,x0)→ 0 for all x0 ∈ U1. Moreover, by the implicit function theorem, g satisfies
∂g
∂x
∣∣∣∣∣
0
= −
∂F∂y
∣∣∣∣∣
(0,g(0))

−1
∂F
∂x
∣∣∣∣∣
(0,0)
= −
(
Af A
∗
f + Bf B
∗
f
)−1 (
I + Af
)
.
As such, it is routine to check by linearization that u(x) = −(QQ∗+I)B∗f
(
Af A
∗
f + Bf B
∗
f
)−1 (
I + Af
)
x
is a continuously differentiable stationary control stabilizing the system.
Following this, we will now show that the type I semitransversality condition (ii) of Defini-
ton 20 used in Theorem 22 may also be relaxed to the type II transversality condition (iii) of
Definiton 20.
Theorem 23. Suppose f is of class C1 in a neighborhood U × V ⊆ Rn ×Rm of the origin, and let
the origin be an equilibrium point of f . Suppose covf (0,0) > 0, and suppose f satisfies a qua-
sitransversality condition at the origin. Then,
•
x = f (x,u) is locally exponentially stabilizable by
means of continuously differentiable, stationary feedback laws. Moreover, this stability is achieved
by the linear feedback law
u(x) = −(B+f Af A
∗
f (B
+
f )
∗ + I)B∗f
(
Af A
∗
f + Bf B
∗
f
)−1 (
I + Af
)
x.
Proof. Suppose f is of class C1 in a neighborhood U × V ⊆ Rn × Rm of the origin, and let the
origin be an equilibrium point of f . Suppose covf (0,0) > 0, and suppose f satisfies the type II
semitranversality condition
P
ker
(
B∗f
)⊥Af A∗f Pker(B∗f )⊥ = Af A
∗
f .
By the assertion that covf (0,0) > 0, we may conclude that Jf
∣∣∣
(0,0)
has full row-rank. Correspond-
ingly, Jf
∣∣∣
(0,0)
Jf
∣∣∣
(0,0)
∗
is invertible. Noting that Bf B
+
f = Pker(B∗f )⊥ , observe that
Bf
(
B+f Af A
∗
f (B
+
f )
∗ + I
)
B∗f = Bf B
+
f Af A
∗
f (B
+
f )
∗B∗f + Bf B
∗
f
=Pker(B∗f )⊥Af A
∗
f P
∗
ker(B∗f )
⊥ + Bf B
∗
f
=Pker(B∗f )⊥Af A
∗
f Pker(B
∗
f )
⊥ + Bf B
∗
f
= Af A
∗
f + Bf B
∗
f
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As such, linearizing
•
x = f
(
x,u(x)
)
for the control u(x) given in the statement of the theorem, it
is routine to verify that we produce
Af −
(
Jf
∣∣∣
(0,0)
Jf
∣∣∣
(0,0)
∗
)(
Jf
∣∣∣
(0,0)
Jf
∣∣∣
(0,0)
∗
)−1
(I + Af ) = Af −Af − I = −I.
Hence, the system is locally exponentially stabilizable by continuous, stationary feedback laws,
and the control u(x) given in the statement of the theorem is a continuously differentiable station-
ary control stabilizing the system.
Following Theorems 21,22, and 23, the sufficiency of both type I and type II semitransversality
for local exponential stabilizability of linearly open systems suggests that these properties may
warrant further investigation. The next lemma reveals a necessary and sufficient characteriza-
tion of type II semitransversality for linearly open systems, and will be instrumental in the full
characterization of these related properties.
Lemma 24. Suppose f is of class C1 in a neighborhood U ×V ⊆ Rn ×Rm of the origin, and suppose
covf (0,0) > 0. Then, f satisfies a type II semitransversality condition at the origin if and only if
Af A
∗
f =
1
2
(
Pker(B∗f )
⊥Af A
∗
f +Af A
∗
f Pker(B
∗
f )
⊥
)
.
Proof. Suppose f is of class C1 in a neighborhood U × V ⊆ Rn × Rm of the origin, and suppose
covf (0,0) > 0. First, observe that if f satisfies a type II semitransversality condition at the origin,
then
0 =
(
I−Pker(B∗f )⊥
)
Pker(B∗f )
⊥Af A
∗
f Pker(B
∗
f )
⊥
(
I−Pker(B∗f )⊥
)
=
(
I−Pker(B∗f )⊥
)
Af A
∗
f
(
I−Pker(B∗f )⊥
)
= Af A
∗
f −Pker(B∗f )⊥Af A
∗
f −Af A
∗
f Pker(B
∗
f )
⊥ +Pker(B∗f )⊥Af A
∗
f Pker(B
∗
f )
⊥
= 2Af A
∗
f −
(
PAf A
∗
f +Af A
∗
f P
)
So, Af A
∗
f =
1
2
(
Pker(B∗f )
⊥Af A
∗
f +Af A
∗
f Pker(B
∗
f )
⊥
)
must hold if f satisfies a type II semitransversal-
ity condition at the origin. In the reverse direction, suppose Af A
∗
f =
1
2
(
PAf A
∗
f +Af A
∗
f P
)
holds.
Then, by the assumption that covf (0,0) > 0, observe that X = Jf
∣∣∣
(0,0)
Jf
∣∣∣
(0,0)
∗
is a positive definite,
symmetric matrix. Moreover, it is routine to verify that X is a solution to the following discrete
time Lyapunov equations for all c , 0
c2
(
I−Pker(B∗f )⊥
)
X
(
I−Pker(B∗f )⊥
)
−X+
1
2
((
Pker(B∗f )
⊥ Jf
∣∣∣
(0,0)
Jf
∣∣∣
(0,0)
∗
)
+
(
Pker(B∗f )
⊥ Jf
∣∣∣
(0,0)
Jf
∣∣∣
(0,0)
∗
)∗)
= 0.
Hence, it follows that the system xk+1 = c
(
I−Pker(B∗f )⊥
)
xk is globally asymptotically stable for
all c , 0. But, as a discrete-time linear system of the form xk+1 = Mxk is globally asymptotically
stable if and only if Λ(M) ⊆ {z ∈ C : |z| < 1}, it then must hold that c(I −Pker(B∗f )⊥) = 0 (apply, for
example, c = 2). Hence, Pker(B∗f )⊥ = I and Pker(B
∗
f )
⊥Af A
∗
f Pker(B
∗
f )
⊥ = IAf A
∗
f I = Af A
∗
f . Thus, f satisfies
a type II semitransversality condition at the origin if Af A
∗
f =
1
2
(
PAf A
∗
f +Af A
∗
f P
)
holds.
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Following Lemma 24, an immediate corollary arises from the global asymptotic stability of the
discrete-time dynamical system constructed in the proof. This reveals that the usually distinct
properties of type I and type II semitransversality coincide in the presence of linear openness and
are characterized by the rather restrictive row-rank condition imposed on Bf .
Lemma 25. Suppose f is of class C1 in a neighborhood U ×V ⊆ Rn ×Rm of the origin, and suppose
covf (0,0) > 0. Then the following are equivalent:
1. f satisfies a type I semitransversality condition at the origin
2. f satisfies a type II semitransversality condition at the origin
3. Bf has row-rank n.
Proof. Suppose f is of class C1 in a neighborhood U × V ⊆ Rn × Rm of the origin, and suppose
covf (0,0) > 0. Suppose f satisfies a type II semitransversality condition at the origin. Then,
Af A
∗
f =
1
2
(
Pker(B∗f )
⊥Af A
∗
f +Af A
∗
f Pker(B
∗
f )
⊥
)
holds by Lemma 24. Moreover, as in the proof of Lemma 24,
Pker(B∗f )
⊥ = I. So, as ker(B∗f )
⊥ = rge(Bf ), it then follows that Bf has row-rank n. Hence, B
+
f =
Bf
(
Bf B
∗
f
)−1
, and Bf B
+
f = I. So, clearly, Q = B
+
f Af is a transverse factor of f at the origin, and f
satisfies a type I semitransversality condition at the origin.
Thus, the type I and type II semitransversality conditions (ii) and (iii) of Definition 20 are
equivalent in the presence of linear openness. As such, we will say a linearly open system satisfies a
semitransversality condition when it satisfies either a type I or type II semitransversality condition.
While the conditions (i), (ii) and (iii) of Definiton 20 at the origin are sufficient for local expo-
nential stabilizability for systems which are linearly open at the origin, straightforward examples
such as f (x,u) = −x clearly show that it is not necessary. However, it is possible to construct a new
system–closely related to the original system–that clearly displays the connection between linear
openness, the conditions of Definition 20, and the stabilizing composition operator constructed
in Section 3. In the following theorem, we show that any linearly open system generates a family
of systems parameterized by C1(Rn,Rn), all of which are exponentially stabilizable and all of which
satisfy a transversality condition (i) at the origin. Moreover, we show that the composition opera-
tor given in Theorem 17 coincides with the stabilizing control of any system in this family whose
parameter in C1(Rn,Rn) is a constant function.
Theorem 26. Suppose f is of class C1 in a neighborhood U × V ⊆ Rn ×Rm of the origin, and let
the origin be an equilibrium point of f . Suppose covf (0,0) > 0. Let y ∈ Rn, let w =
[
y
u
]
, and
let G ∈ C1
(
R
n,Rn
)
. For c , 0, define F : Rn ×
(
R
n ×Rm
)
→ Rn by F(x,w) := G(x) −G(0) + cf (w).
Then, F satisfies a transversality condition at the origin, and the system
•
x = F(x,w) is exponentially
stabilizable by means of continuously differentiable stationary feedback laws. Moreover, if G is
constant and c = 1, then the controlw(x) stabilizing the system, as given in Theorem 21, Theorem 22,
or Theorem 23 satisfies
(
x,w(x)
)
=
(
x,h(x,0)
)
= H(x,0)
where h and H are as in (8) and (9) for f (x,u) and F(x,w), respectively.
Proof. Suppose f is of class C1 in a neighborhoodU×V ⊆ Rn×Rm of the origin, and let the origin be
an equilibrium point of f . Suppose covf (0,0) > 0. Let y ∈ Rn, let w =
[
y
u
]
, and let G ∈ C1
(
R
n,Rn
)
.
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For c , 0, define F : Rn ×
(
R
n ×Rm
)
→ Rn by F(x,w) := G(x)−G(0)+ cf (w). Then, clearly
•
x = F(x,w)
has an equilibrium at the origin, and
AF =
∂G
∂x
∣∣∣∣∣
0
, BF = cJf
∣∣∣
(0,0)
.
Correspondingly, BF has row-rank n and covF(0,0) > 0. So, by Lemma 24, F satisfies a semi-
transversality condition at the origin. The local exponential stabilizability of
•
x = F(x,w) then fol-
lows from Theorem 23. Moreover, if G is constant and c = 1 and h is as in (8) and (9) for f , it
follows from Theorem 17 that w(x) =
(
x,h(x,0)
)
is a stabilizing feedback law for this system, and
direct computation verifies that
(
x,w(x)
)
= H(x,0) =
(
x,h(x,0)
)
, where H is as in (8) and (9) for F
and w(x) is as in Theorem 21, Theorem 22, or Theorem 23.
So, the existence of a stabilizing composition operator for (1) as generated in Section 3 is equiv-
alent to the stabilizability of a modified class of systems induced by the vector field generating
the dynamics of (1). Theorem 26 provides additional lines of inquiry that will be discussed in
Section 5.
Next, we will show that the presence of linear openness and a semitransversality condition on
domain nearby the origin is sufficient for local exponential stability by continuous feedback laws,
allowing us to assess the stability of certain systems with both an equilibrium and a critical point
at the origin. But first, we need a lemma.
Lemma 27. Suppose f is of class C1 in a neighborhood U × V ⊆ Rn × Rm of the origin, and let
the origin be an equilibrium point of f . Suppose (x1,u1) ∈ U × V , covf (x1,u1) > 0, and suppose f
satisfies a semitransversality condition at (x1,u1). Define
F(x,u) := f (x + x1,u +u1)− f (x1,u1).
Then, the system
•
x = F(x,u) is locally exponentially stabilizable by means of continuously differen-
tiable, stationary feedback laws. Moreover, this stability is achieved by the linear feedback law
u(x) = −(B+FAFA
∗
F(B
+
F)
∗ + I)B∗F (AFA
∗
F + BFB
∗
F)
+ (I + AF)x.
Proof. Suppose f is of class C1 in a neighborhood U ×V ⊆ Rn ×Rm of the origin, and let the origin
be an equilibrium point of f . Suppose covf (x1,u1) > 0, and suppose f satisfies a semitransversality
condition condition at (x1,u1).
By the assertion that covf (x1,u1) > 0, we may conclude that Jf
∣∣∣
(x1,u1)
has full row-rank. Define
F(x,u) = f (x + x1,u + u1) − f (x1,u1). Then, clearly F(x,u) has the origin as an equilibrium, and
JF
∣∣∣
(0,0)
= Jf
∣∣∣
(x1,u1)
. So, covF(0,0) > 0 and
AFPker(B∗F)
⊥ =
∂f
∂x
∣∣∣∣∣
(x1,u1)
P
ker
(
∂f
∂u
∣∣∣∣
(x1 ,u1)
∗
)⊥ = P
ker
(
∂f
∂u
∣∣∣∣
(x1 ,u1)
∗
)⊥ ∂f
∂u
∣∣∣∣∣
(x1,u1)
= Pker(B∗F)
⊥BF.
Thus, F satisfies a semitransversality condition at the origin and by Theorem 23, it follows
that the system
•
x = F(x,u) is locally exponentially stabilizable by means of continuous stationary
feedback laws and that
u(x) = −(B+FAFA
∗
F(B
+
F)
∗ + I)B∗F (AFA
∗
F + BFB
∗
F)
+ (I + AF)x
is correspondingly a continuously differentiable, stationary stabilizing control.
Following this, wemay produce our aforementioned result, which we first give in the following
specific form. The presented characterizations of the local exponential stabilizability goes beyond
standard criteria by involving higher-order terms, while it requires the semitransversality condi-
tions, which are equivalent to the restrictive row-rank property of Bf due to Lemma 25 .
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Theorem 28. Suppose f is of class C1 in a neighborhood U ×V ⊆ Rn ×Rm of the origin, and let the
origin be an equilibrium point of f . Suppose O ⊆ U × V is a neighborhood of the origin such that
covf (x,u) > 0 for all (x,u) ∈ O \ {0}, and suppose f satisfies a semitransversality condition on O.
Then,
•
x = f (x,u) is locally exponentially stabilizable by means of continuous, stationary feedback
laws which are differentiable on a punctured neighborhood of the origin.
The proof we will give can be summarized in the following three steps: First, we use the semi-
transversality condition to exploit a family of locally exponentially stabilizable systems (as given
by Lemma 27) in such a manner as to produce a criteria under which a Lyapunov function for the
system exists if a certain stationary feedback law can be found. Then, we demonstrate that the
existence of such a feedback law is equivalent to a fixed point for a certain nonlinear mapping.
Finally, we show that this mapping does indeed have a fixed point, yielding the desired result.
To avoid excessive length, we present this argument via a series of relatively self-contained
lemmas. For convenience, let us also adopt the following notation for the remainder of this section:
For (y,v) ∈ O \ {(0,0)}, write f [y,v](x,u) = f (x+y,u +v)− f (y,v). For f satisfying the conditions
of Lemma 27) at (x1,u1) = (y,v), the systems
•
x = f [y,v](x,u) are locally exponentially stabilizable
by means of linear feedback laws. So, in such cases, let us write w[y,v](x) to denote this linear
feedback law. Similarly, write F[y,v](x) = f [y,v]
(
x,w[y,v](x)
)
.
Lemma 29. Suppose f satisfies the conditions of Theorem 28. Let N ⊆ U ∩O be a compact neigh-
borhood of the origin with nonempty interior. Then, if there exists a stationary control u(x) which is
continuous on N and differentiable onN \ {0} such that for all y ∈ N \ {0}
∂u
∂x
∣∣∣∣∣
y
=
(
∂f
∂u
∣∣∣∣∣
(y,u(y))
)+
∂f
∂u
∣∣∣∣∣
(y,u(y))
∂w[y,u(y)]
∂x
∣∣∣∣∣
0
, (11)
the system
•
x = f (x,u) is locally exponentially stabilizable by means of continuous, stationary feed-
back laws which are differentiable on a punctured neighborhood of the origin.
Proof. Observe that the linearity of w[y,v] and semitransversality of f on O imply
JF[y,v]
∣∣∣
0
=
∂f
∂x
∣∣∣∣∣
(y,v)
+
∂f
∂u
∣∣∣∣∣
(y,v)
∂w[y,v]
∂x
∣∣∣∣∣
0
=
∂f
∂u
∣∣∣∣∣
(y,v)
(
∂w[y,v]
∂x
∣∣∣∣∣
0
−Q
(
y,v
))
.
Moreover, as JF[y,v]
∣∣∣
0
= −I, it then follows that
I =
∂f
∂u
∣∣∣∣∣
(y,v)
(
Q
(
y,v
)
−
∂w[y,v]
∂x
∣∣∣∣∣
0
)
.
SupposeN ⊆ U∩O be a compact neighborhood of the origin with nonempty interior, and write
N0 =N \{0}. Suppose u(x) is a stationary control which is C
1 onN0 and continuous onN . Writing
Fu(x) = f
(
x,u(x)
)
, observe that we then similarly have
JFu
∣∣∣
x
=
∂f
∂x
∣∣∣∣∣
(x,u(x))
+
∂f
∂u
∣∣∣∣∣
(x,u(x))
∂u
∂x
∣∣∣∣∣
x
=
∂f
∂u
∣∣∣∣∣
(x,u(x))
(
∂u
∂x
∣∣∣∣∣
x
−Q
(
x,u(x)
))
.
Combining the above observations and setting v = u(y), it follows that
(
−JF[y,u(y)]
∣∣∣
0
+ JFu
∣∣∣
y
)
=
∂f
∂u
∣∣∣∣∣
(y,u(y))
(
Q
(
y,u(y)
)
−
∂w[y,u(y)]
∂x
∣∣∣∣∣
0
)
+
∂f
∂u
∣∣∣∣∣
(y,u(y))
(
∂u
∂x
∣∣∣∣∣
y
−Q
(
y,u(y)
))
I + JFu
∣∣∣
y
=
∂f
∂u
∣∣∣∣∣
(y,u(y))
(
∂u
∂x
∣∣∣∣∣
y
−
∂w[y,u(y)]
∂x
∣∣∣∣∣
0
)
. (12)
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Therefore, if there exists a control u(x) such that, for all y ∈ N0,
∂f
∂u
∣∣∣∣∣
(y,u(y))
∂u
∂x
∣∣∣∣∣
y
=
∂f
∂u
∣∣∣∣∣
(y,u(y))
∂w[y,u(y)]
∂x
∣∣∣∣∣
0
,
it then follows that JFu
∣∣∣
y
= JF[y,u(y)]
∣∣∣
0
= −I for all y , 0 inN0. Moreover, observe that
V(x) =
{
1
2Fu(x)
∗Fu(x) x , 0
0 x = 0
is then a Lyapunov function for
•
x = Fu(x), as
〈∇V(x),Fu(x)〉 = Fu(x)
∗JFu
∣∣∣
x
Fu(x) = −‖Fu(x)‖
2.
Finally, observe that for all y ∈ N0, semitransversality yields a right inverse for
∂f
∂u
∣∣∣∣
(y,u(y))
. Thus,
to yield a control u(x) that satisfies
∂f
∂u
∣∣∣∣∣
(y,u(y))
∂u
∂x
∣∣∣∣∣
y
=
∂f
∂u
∣∣∣∣∣
(y,u(y))
∂w[y,u(y)]
∂x
∣∣∣∣∣
0
for all y ∈ N \ {0}, we need to only solve
∂u
∂x
∣∣∣∣∣
y
=
(
∂f
∂u
∣∣∣∣∣
(y,u(y))
)+
∂f
∂u
∣∣∣∣∣
(y,u(y))
∂w[y,u(y)]
∂x
∣∣∣∣∣
0
.
The lemma above establishes that the existence of a control satisfying some differentiability
conditions and the equation (11) is sufficient to guarantee exponential stabilizability under the
conditions of Theorem 28. The next lemma will show that any such control satisfying (11) is a
fixed point of a certain continuous self-mapping of a Banach space.
Lemma 30. Suppose f satisfies the conditions of Theorem 28. LetN ⊆ U∩O be a compact neighbor-
hood of the origin with nonempty interior and letM = V∩O. Define the operator T for u ∈ C
(
N ,M
)
by the action below, where the integral is understood component-wise:
[Tu](x) =
∫ 1
0
−
∂f∂u
∣∣∣∣∣(
sx,u(sx)
)

+ I + ∂f∂x
∣∣∣∣∣(
sx,u(sx)
)
x ds.
Then, T is a continuous self-mapping of the Banach space C(N ,M) which satisfies
T
(
C(N ,M)
)
⊆ C1
(
N0,M
)
∩C
(
N ,M
)
.
Moreover, u(x) ∈ C1
(
N0,M
)
∩C
(
N ,M
)
is stationary and satisfies (11) if and only if u(x) is a fixed
point of T.
Proof. Suppose u(x) ∈ C1
(
N0,M
)
∩ C
(
N ,M
)
. We will first show that if u(x) is stationary and
satisfies (11), u(x) is a fixed point of T. Using Serge Lang’s vector-valued analogue of the mean
value theorem [12], observe that, for any x ∈ N0 and any integer k > 0, a solution u(x) to (11) must
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satisfy the following, where γ(s,k,x) = sx+ 1k (1−s)x and the integral is understood component-wise:
u(x)−u
(
(1/k)x
)
=
∫ 1
0
∂u
∂x
∣∣∣∣∣
γ(s,k,x)
ds
(
1−
1
k
)
x
=
(
k − 1
k
)∫ 1
0
∂f∂u
∣∣∣∣∣(
γ(s,k,x),u(γ(s,k,x))
)

+
∂f
∂u
∣∣∣∣∣(
γ(s,k,x),u(γ(s,k,x))
) ∂w[γ(s,k,x),u(γ(s,k,x))]
∂x
∣∣∣∣∣
0
ds x
= −
(
k − 1
k
)∫ 1
0
∂f∂u
∣∣∣∣∣(
γ(s,k,x),u(γ(s,k,x))
)

+ I + ∂f∂x
∣∣∣∣∣(
γ(s,k,x),u(γ(s,k,x))
)
ds x.
For notational convenience, let us set
U(x,y) = −
∂f∂u
∣∣∣∣∣(
x,u(x)
)

+ I + ∂f∂x
∣∣∣∣∣(
x,u(x)
)
y.
The continuity of U(x,y) on N ×N is immediate from the continuity of u and the continuous
differentiability of f on N . So, for any fixed s ∈ [0,1] and all ǫ > 0, there exits δǫ > 0 such that∥∥∥∥U(γ(s,k,x),x)−U(sx,x)
∥∥∥∥ < ǫ whenever
‖(γ(s,k,x),x)− (sx,x)‖ = ‖sx + (1/k)(1− s)x− sx‖ =
∥∥∥∥((1− s)/k)x
∥∥∥∥ < δǫ.
Write KN = sup
{
r > 0 : rBRn ⊆N
}
and KM = sup
{
r > 0 : rBRm ⊆M
}
. Then, choosing k ≥ δǫ/KN , it
follows that ‖1−sk x‖ < δǫ for any x ∈ N , and we have that
∥∥∥∥U(γ(s,k,x),x)−U(sx,x)
∥∥∥∥ < ǫ for k > δǫ/KN
and all x ∈ N . Thus, U(γ(s,k,x),x) converges to U(sx,x) uniformly on N , and yields that any
stationary solution u(x) ∈ C1
(
N0,M
)
∩C
(
N ,M
)
to (11) must satisfy
u(x) =
∫ 1
0
U(sx,x)ds +u(0) = [Tu](x).
Since the continuity of T is apparent, we will now show that T is a self-mapping of the Banach
space C
(
N ,M
)
satisfying T
(
C
(
N ,M
))
⊆ C1
(
N0,M
)
∩C
(
N ,M
)
. Without loss of generality, assume
sup

∥∥∥∥∥∥∥
∂f∂u
∣∣∣∣∣(
x,u
)

+ I + ∂f∂x
∣∣∣∣∣(
x,u
)

∥∥∥∥∥∥∥ : (x,u) ∈ O
 ≤
KM
KN
,
as we could instead consider cf (x,u) instead for some appropriate normalizing factor c > 0 (or
modify the norm in the above similarly) if this is not the case. So, for u ∈ C
(
N ,M
)
, it follows that
sup
{
‖[Tu](x)‖ : x ∈ N
}
≤ sup
{ KM
KN
‖x‖ : x ∈ N
}
= KM.
Thus, we may conclude T
(
C(N ,M)
)
⊆ C(N ,M). We show that T
(
C(N ,M)
)
⊆ C1
(
N0,M
)
∩
C
(
N ,M
)
by noting that for any u ∈ C(N ,M) and any x ∈ N0, we have
lim
‖h‖→0
‖[Tu](x+ h)− [Tu](x)−U(x,h)‖
‖h‖
= lim
‖h‖→0
∥∥∥∥∫ 10 U
(
s(x + h),x + h
)
ds −
∫ 1
0
U(sx,x)ds −U(x,h)
∥∥∥∥
‖h‖
= lim
‖h‖→0
∥∥∥∥∥∥
∫ x+h
0
∂U
∂y
∣∣∣∣(
y,0
)dy − ∫ x
0
∂U
∂y
∣∣∣∣(
y,0
)dy −U(x,h)
∥∥∥∥∥∥
‖h‖
= lim
‖h‖→0
∥∥∥∥∥∥
∫ x+h
x
∂U
∂y
∣∣∣∣(
y,0
)dy −U(x,h)
∥∥∥∥∥∥
‖h‖
= lim
‖h‖→0
‖U(x,h)−U(x,h)‖
‖h‖
= 0.
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Now, let us show that a fixed point of T is a stationary solution to (11). To do so, first note
that since [Tu](0) = 0, any fixed point of T is necessarily stationary. Then, let us note that the
manipulation above showing differentiability yields the following for any y ∈ N0:
∂[Tu]
∂x
∣∣∣∣∣
y
= −
∂f∂u
∣∣∣∣∣(
y,u(y)
)

+ I + ∂f∂x
∣∣∣∣∣(
y,u(y)
)
 .
Now, note that (12) gives that
I + JFu
∣∣∣
y
=
∂f
∂u
∣∣∣∣∣
(y,u(y))
(
∂u
∂x
∣∣∣∣∣
y
−
∂w[y,u(y)]
∂x
∣∣∣∣∣
0
)
I +
∂f
∂x
∣∣∣∣∣
(y,u(y))
+
∂f
∂u
∣∣∣∣∣
(y,u(y))
∂u
∂x
∣∣∣∣∣
y
=
∂f
∂u
∣∣∣∣∣
(y,u(y))
∂u
∂x
∣∣∣∣∣
y
−
∂f
∂u
∣∣∣∣∣
(y,u(y))
∂w[y,u(y)]
∂x
∣∣∣∣∣
0
I +
∂f
∂x
∣∣∣∣∣
(y,u(y))
= −
∂f
∂u
∣∣∣∣∣
(y,u(y))
∂w[y,u(y)]
∂x
∣∣∣∣∣
0
So, if u is a fixed point of T, then u must lie in C1
(
N0,M
)
∩C
(
N ,M
)
and correspondingly satisfy
the following for all y ∈ N0:
∂u
∂x
∣∣∣∣∣
y
=
∂[Tu]
∂x
∣∣∣∣∣
y
= −
∂f∂u
∣∣∣∣∣(
y,u(y)
)

+ I + ∂f∂x
∣∣∣∣∣(
y,u(y)
)

=
(
∂f
∂u
∣∣∣∣∣
(y,u(y))
)+
∂f
∂u
∣∣∣∣∣
(y,u(y))
∂w[y,u(y)]
∂x
∣∣∣∣∣
0
.
The lemma above establishes that solutions to (11) which satisfy the conditions of Lemma 29 are
fixed points of a continuous self-mapping of a Banach space and vice versa. Using these results
together, we can finally prove Theorem 28
Proof. By Lemma 30, a fixed point of T yields a solution u ∈ C1
(
N0,M
)
∩ C
(
N ,M
)
to (11). By
Lemma 29, a solution u ∈ C1
(
N0,M
)
∩C
(
N ,M
)
to (11) gives our desired result. So, we need only
show that T has a fixed point.
To that end, denote by Hk(Ω) the usual Sobolev space of functions q ∈ L2(Ω) with derivatives
Dαq ∈ L2(Ω) for each multi-index α with |α| ≤ k. Write X = C1
(
N0,M
)
∩C
(
N ,M
)
and for r > 0, set
BX(r) =
{
u ∈ X : ui ∈ H
1(N ), max
i∈[1,n]
‖ui‖H1(N ) ≤ r
}
.
To determine the closure ofBX(r) in C
(
N ,M
)
, note that the closure of
∏n
i=1 rBH1(N ) in
∏n
i=1 rBH0(N )
is simply
cl

n∏
i=1
rBH1(N )
 =
n∏
i=1
rBH0(N ),
where the product is understood as an n-fold Cartesian product and the closure is understood in
the resulting product topology. By the Rellich-Kondrachov theorem, this closure is compact, so
observe that X∩
∏n
i=1 rBH1(N ) is dense in
∏n
i=1 rBH1(N ), yielding
cl
(
BX(r)
)
=
n∏
i=1
rBH0(N ) ∩C
(
N ,M
)
.
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Hence, cl
(
BX(r)
)
is compact in C
(
N ,M
)
. Further, the inclusion T
(
C(N ,M)
)
⊆ X yields that
T
(
cl
(
BX(r)
))
⊆ BX(r), and it is routine to verify that s(u(x) + (1 − s)v(x) ∈ cl
(
BX(r)
)
for all s ∈ [0,1]
and all u,v ∈ cl
(
BX(r)
)
. Therefore, cl
(
BX(r)
)
is convex and compact, and T is a continuousmapping
which sends the nonempty, compact, convex subset of the Banach space C
(
N ,M
)
into itself. By
the Tychonoff fixed point theorem, the result then follows.
Thus we reveal that linear openness and semitransversality in a punctured neighborhood of equi-
librium point is sufficient to account for whatever deficiencies the linearization may present. The
obtained result tells us that, by strengthening the openness property in Brockett’s necessary con-
dition (Theorem 2) to the one with a linear rate, we achieve the local exponential stabilizability of
smooth control systems by means of continuous stationary feedback laws with only one additional
(minimally restrictive) assumption, in contrast to the previous result of [8] in Theorem 12.
5
Concluding Remarks
This paper reveals, by using the machinery of variational analysis, that a linear openness extension
of Brockett’s well-known openness necessary condition is sufficient for a system to be locally expo-
nentially stabilizable under the action of a composition operator induced by a local diffeomorphism.
This largely extends recent results of [8] obtained under restrictive spectral assumptions. Further,
it is shown in this paper that the local exponential stabilizability of the system under the action of
this composition operator can be related to both local exponential stabilizability and local asymptotic
stabilizability of the original system via the novel semitransversality condition, and that this condition
proves not only sufficient point-wise at an equilibrium, but locally near an equilibrium.
We see now some directions for further developments of the obtained results:
(i) Extending the established characterizations of local asymptotic and exponential stabilizabil-
ity of linearly open ODE systems to the case of nonsmooth vector fields. As mentioned in
Section 2, variational analysis achieves complete characterizations of linear openness for gen-
eral nonsmooth mappings, and the challenge is to implement them for the study of feedback
stabilizability.
(ii) Theorem 26 reveals that the existence of a feedback law locally exponentially stabilizing
a certain modified class of systems is equivalent to the existence of a stabilizing composi-
tion operator for (1). While this may be theoretically of interest, it also suggests possible
concrete, practical applications to Lyapunov theoretic approaches to stabilizability. Namely,
in the context of Theorem 26, suppose v ∈ Rk for any k ≥ 0. Write w =
[
x
v
]
, and sup-
pose g(x,v) is any system satisfying covg(0,0) > 0. Then, setting F(x,w) = f
(
x,u∗(x)
)
− cg(w)
for some continuously differentiable feedback law u∗(x) and some constant c > 0, the lo-
cally exponential stability of
•
x = F(x,w(x)) then yields the existence of a Lyapunov func-
tion VF satisfying
〈
∇VF(x),F
(
x,w(x)
)〉
< 0 for all x in a neighborhood of the origin. But
this then produces, by the construction of F, that
〈
∇VF(x), f
(
x,u(x)
)〉
<
〈
∇VF(x), cg
(
w(x)
)〉
.
So it then follows that if, for whatever reason, it can be shown that
•
x = cg
(
w(x)
)
is locally
asymptotically stable and a Lyapunov function Vg for cg
(
w(x)
)
can be constructed to satisfy〈
∇VF(x), cg
(
w(x)
)〉
<
〈
∇VF(x), cg
(
w(x)
)〉
for all x , 0 in some neighborhood of the origin, it then
follows that u(x) is a stabilizing control for
•
x = f (x,u). While this remains an observation at
present, the fact that
•
x = g(x,v) need only be stabilized by a composition operator w(x) instead
of the usual, more restrictive feedback law formulation suggests such an approach may be
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worthy of consideration. Particularly, since exponential stabilizability by C1 feedback laws
is already well understood (see [20]), such an approach may provide a route towards char-
acterizing the possible Lyapunov functions for a given system. However, further significant
progress in this direction requires an improvement of the row-rank condition on Bf imposed
in Lemma 25 to characterize semitranversality.
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