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1. INTRODUCTION 
My purpose in this paper is to describe two research projects that 
combine experimental psychology and behavioral ecology. The first employs 
the operant conditioning technology developed by psychologists to test 
hypotheses arising from ecological studies of foraging animals. The second 
uses concepts from natural history and ecology to explore the nature and 
evolution of spatial memory. These two projects demonstrate both the 
advantages and the challenges of interdisciplinary work. 
There are many advantages to combining psychological and biological 
perspectives on the behavior of animals. But truly interdisciplinary work 
is rare, mostly because it is so difficult to achieve meaningful 
integration across the boundaries that define different approaches. The 
ideas of kkatos (1) about the nature of science help illuminate this 
difficulty. According to Lakatos, scientists work within 'research 
programs'. A research program is characterized by a set of central 
assumptions which are not subjected to direct empirical test. This central 
core provides the overall framework within which specific hypotheses are 
generated. These hypotheses are then tested empirically. Different 
research programs, as well as different disciplines, differ in context and 
in which questions they consider most important. If these differences are 
not understood, appreciated and dealt with, truly interdisciplinary 
research is impossible. All too often, what passes for interdisciplinary 
research involves only superficial cross-disciplinary integration. 
Therefore, before discussing details of the research we have been doing, 
I will briefly outline the differences between the approaches of 
experimental psychology and behavioral ecology (more detailed discussions 
are available, see 2, 3). The particular branch of experimental psychology 
in which I am interested is the experimental analysis of animal learning. 
This area involves several traditions, particularly those of the Skinnerian 
(4) and of the associationist (5). Although these traditions differ in 
important ways, they do share a number of characteristics. They are both 
resolutely generalist in the sense that they assume that a relatively small 
set of principles will account for behavior in a wide variety of situations 
and a wide variety of species. They are also, as is most of psychology, 
heavily environmental and mechanistic. In terms of methodology, the 
emphasis is on automated, 'objective' laboratory studies of behavior under 
highly controlled laboratory conditions. Behavioral ecology is quite 
different in orientation (6). Where the psychologist's emphasis is on 
understanding behavior in the laboratory, the behavioral ecologist, even 
when engaged in laboratory studies of behavior, is primarily interested in 
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understanding behavior under natural conditions. Where the psychologist 
emphasizes a few general mechanistic principles (e.g., the law of effect 
or contiguity), the behavioral ecologist emphasizes functional principles, 
particularly the concept that behavior functions to maximize the 
representation of the individual's genes in succeeding generations. Where 
the psychologist tends to assume that principles are easily generalized 
across species, the behavioral ecologist tends to assume that species are 
different in many important ways. 
Despite these differences, the integration of certain aspects of animal 
learning psychology and behavioral ecology are highly desirable, if not 
inevitable, because of convergent developments in the two disciplines over 
the past 20 years. In psychology, one of these developments has been the 
recognition of so-called 'biological constraints' on learning. Phenomena 
such as automaintenance, taste-aversion learning and the importance of 
species-specific defense reactions in avoidance learning have forced 
psychologists to recognize that the ecology and natural history of animals 
has important effects on what and how animals learn (3). Another factor 
has been the emergence of a more decision-making, cognitive view of animal 
behavior. This is consistent with the view of behavioral ecologists of the 
animal as a decision maker. 
Behavioral ecology treats animals as decision makers. Most optimal 
foraging models regard the forager as being faced with several behavioral 
alternatives among which it chooses. The animal is assumed to possess 
considerable knowledge about these alternatives, knowledge which allows the 
animal to choose the option that will produce the best outcome. For 
example, even the earliest optimal foraging model of MacArthur 6 Pianka (7) 
assumed that animals know the energetic value of each prey type it 
encountered. Optimal foraging models generally do not consider how animals 
acquire or store Information. But these psychological questions can often 
have important ecological implications (as discussed below, see 8). 
One of the ~rajor tasks facing the scientist who attempts to combine 
experimental psychology and behavioral ecology is the task of integrating 
mechanistic and functional explanations of behavior. This issue has 
recently been addressed in several papers (e. g. , 2, 3, 9) . There are 
compelling reasons for believing that this integration will eventually be 
achieved. The most compelling is the simplest: there is a single set of 
phenomena that both mechanists and functionalists attempt to predict, the 
behavior of animals. Accomplishing integration between functional and 
mechanistic levels of explanation as well as across the disciplinary 
boundaries between psychology andorganismic biologywill be difficult, and 
will take time. The form of this integration is not clear. One of the 
crucial steps that must be taken is clear, however. We must begin to do 
research that pools the best from the different disciplines being brought 
together. The long-range goal of ethoexperimental analysis, combining 
psychology with ethology and behavioral ecology, must be to reconcile and 
integrate functional and mechanistic explanations of behavior. I believe 
that the value of research in this area should be judged by the extent to 
which it contributes towards reaching this goal. 
When disciplinary boundaries are broken, many new lines of research 
suggest themselves. One of the most straightforward and simple approaches 
to interdisciplinary work takes the research techniques from one discipline 
and applies them to the test of theoretical ideas of another. The 
application of the operant conditioning procedures developed by psychology 
to questions about foraging behavior is an example of this possibility. 
In the long run, such research will help us understand both the 
psychological mechanisms involved in the decisions of foraging behavior as 
well as their functional significance. 
2. USING OPERANT CONDITIONING PROCEDURES TO STUDY FORAGING BEHAVIOR 
During the last 25-30 years there has been a substantial change in the 
way in which ecologists think about and study foraging behavior (8, 10). 
A new body of theory, optimal foraging theory (Om) has emerged as a 
powerful way of attempting to understand foraging behavior. Optimal 
foraging theory has been an important development, but the change that has 
taken place is actually much broader. As Schoener (10) points out, not only 
is OFT new, but the phenomena that OFT attempts to explain were largely 
ignored or unknown before about 1970. For example, in his survey of pre- 
1970 ecology textbooks, Schoener finds that feeding behavior was often not 
even mentioned, except perhaps in methodological or community structure 
contexts. Today, many ecologists are closely examining the behavior of 
individual animals while foraging, both in the field under natural 
conditions as well as in the laboratory under more controlled conditions 
(see 11 for many examples). The resulting data are changing the way 
ecologists think about foraging behavior, as well as raising many 
interesting psychological questions in an important ecological context. 
2.1. Search Imaees 
One of the earliest studies to closely examine the foraging behavior 
of individual animals was the extensive project during which L. Tinbergen 
(12) and his associates (13) measured two variables in great detail, insect 
populations and predation by birds bringing insects to their nest. The 
field data showed a sigmoidal relationship between relative prey density 
and predation. At low levels of availability, a particular insect type 
would be preyed upon less than would be expected by chance. At some 
moderate levels of availability, the insect was taken much more than 
expected by chance. Then, at very high levels of availability, the insect 
again would be taken less than expected. But in the middle range of 
availabilities, small increases in density were often associated with large 
increases in predation. 
On the basis of these data, Tinbergen (12) proposed the search image 
hypothesis. According to this hypothesis, if a predator encounters the 
same prey type several times in a row, it then becomes more able to detect 
that prey type. Thus, Tinbergen argued, relatively small changes in 
density could result in the formation of a search image for that prey type, 
which in turn would produce a dramatic increase in predation on the type 
in question. 
Tinbergen (12) was very specific about the search image being based 
upon a change in the ability of the predator to detect the prey. Many 
authors have taken any evidence that predators will continue to select the 
prey type they have been selecting in the past as evidence of the search 
image (9, 14). However interesting such evidence may be in its own right, 
it is irrelevant to Tinbergen's hypothesis. 
Although Tinbergen postulated a particular mechanism, there are many 
alternative mechanistic explanations for the observed relationship between 
prey density and predation. The most important of these alternatives is 
based upon systematic patch exploitation. If different insect types are 
found in different areas, e.g., different microhabitats, then spatial 
learning could produce the sigmoidal prey density-predation relationship 
observed. The birds could start each day by systematically sampling each 
microhabitat, then concentrating their predation in that microhabitat (and 
upon that prey type) that was most abundant that day. This could also 
produce a nonlinear density-predation relationship. 
This discussion of alternative mechanisms demonstrates how mechanism 
and function can be closely related. If the Tinbergen search image 
hypothesis is correct, then the effect would be limited to cryptic, hard- 
to-find prey. Improvements in the ability to detect prey should only be 
important when detection is difficult. If the patch use hypothesis is 
correct, then crypticity should be irrelevant. Finally, it should be noted 
that these two hypotheses are not mutually exclusive. 
Critically evaluating Tinbergen's search image hypothesis presents 
substantial methodological difficulties. In order to test the hypothesis, 
experiments have to control the order in which prey types are encountered. 
Although there have been some clever and informative tests with animals in 
the field (15) and in open field environments in the laboratory (16), these 
attempts have been limited by an inability to control the exact order and 
timing of encounters with prey. This is a problem we have used operant 
techniques to overcome. 
The story of how we came to think of this technique may be of interest 
as a case study in how interdisciplinary ideas actually occur. In Spring, 
1973, my students and I were auditing a course on predator-prey 
interactions being taught by my colleague at University of Massachusetts, 
Ted Sargent. One of the major topics Ted covered was the search image 
concept and the data relevant to it. We felt that the idea was a 
fascinating one, but that the data collected to date was not definitive. 
We wanted to work on the idea, and felt that we had a really good predator- 
prey system available for studying search image. We had been working with 
blue jays (Cyanocitta cristata) , an omnivorous and highly visual predator, 
for some time. Anong the prey taken by these birds in nature are Catocala 
moths, highly cryptic, background matching animals (Figure 1). We had an 
interesting theoretical problem and a good predator-prey system for testing 
it; all we lacked was a good experimental procedure. 
Then one of those lucky coincidences took place. Richard Herrnstein 
came to campus to give a colloquium on his research on 'concept formation' 
in pigeons (17). In this research, many different slides are shown to 
pigeons. These slides can be divided into two classes based upon the 
presence or absence of a class of objects, e.g., trees. If an example of 
the concept (a tree) is present, the bird is occasionally reinforced for 
pecking at it. If no example is present, the pigeon is never reinforced 
for pecking. After training, the birds learn to peck at examples and not 
peck (or peck less) at non-examples, even when slides are shown that the 
bird has never seen before. The nature of the learning responsible for 
this ability to discriminate novel examples is still largely not understood 
(18). However, the technique itself offers many possibilities for research 
on interesting problems. 
As we sat listening to Herrnstein it occurred to us that his procedures 
were perfect for search image work. All we needed to do was substitute 
blue jays for pigeons and cryptic moths for trees. If the birds could 
learn to respond appropriately to the presence or absence of moths, we 
would then have a procedure with which we could precisely control the order 
of encounter with different prey types by controlling the order in which 
slides were shown to the jays. 
Figure 1. A close-up view of a Cacocala relicta moth on a birch tree. 
In our first study Pietrewicz and I (19) set out to determine if the 
jays would learn the concept of moth. We prepared a set of slides in which 
each of three Catocala species were photographed on three different 
backgrounds at various distances. For each picture of a moth, we also made 
an identical picture of the same scene without the moth. These slides were 
then presented to the birds in random order. Because we wanted the jays 
to give unambiguous responses to indicate whether or not they saw a moth 
in a slide, we used different response contingencies than Herrnstein had 
used. The slides were projected onto a large, rectangular pecking key. 
A small round pecking key was located below the rectangular one. The 
essence of the procedure was that the jay could say 'yes, I see a moth' by 
pecking at the rectangular key, or could say 'no I don't see a moth' by 
pecking at the round key. Correct yes responses produced a mealworm after 
a handling time requirement was satisfied. Incorrect yes responses 
produced the handling delay, but no mealworm. Correct no responses 
resulted in the next trial beginning within a few seconds (needed to allow 
the slide projector to advance). Incorrect no responses resulted in a 30 
sec penalty before the start of the next trial. 
All of the jays learned the task, performing with overall accuracy 
scores as high as 858, even when new slides they had never seen before were 
introduced. We were quite confident that the birds were actually detecting 
the moths. There was a slide without a moth (a negative) exactly identical 
to each slide with a moth (a positive) in the set. In addition, the 
performance of the birds was very orderly with respect to the visual 
characteristics of the moth. Performance declined as the moth-to- camera 
distance increased. Moths were detected less frequently when they were 
presented on their species-specific background which best matched the 
appearance of their forewings. Thus, for example, Catocala relicta, a 
white species with disruptive black colorationwas detected less oftenwhen 
presented on white birch than when presented on oak (19). 
Having demonstrated that these procedures produced orderly data on the 
detection of cryptic prey, we proceeded to test the search image hypothesis 
(20). Each day, each jay received a foraging session during which it 
responded to 24 slides. The crucial test occurred with slides 5-20. These 
16 slides always included 8 slides of moths and their 8 empty counterparts, 
in random order. During the experimental conditions, the 8 moths were of 
the same species. In the control condition, they included 4 of each of two 
species, in random order. If Tinbergen (12) was correct, then prey 
detection should improve during the experimental condition, as the jays 
encountered the same prey type several times in a row, but should not 
improve during the control condition. 
As shown in the top panel of Figure 2, this is exactly what happened. 
The probability of detecting a moth increased significantly after 3-4 
consecutive experiences with the same species. As shown in the bottom 
panel of Figure 2, the birds also became more accurate at correctly 
rejecting empty slides as search image formation took place. This pattern 
of improvement in accuracy on both types of images provides convincing 
evidence that the birds' ability to detect the moths improved when they 
encountered a run of the same prey type. 
Recently, Guilford and Dawkins (21) have suggested that a variety of 
experimental results, including those of Pietrewicz and Kamil (20), can be 
explained by changes in search speed rather than changes in the ability to 
detect prey. However, their arguments ignore, or attempt to sidestep, 
several aspects of the data of Pietrewicz 6 Kamil (20, 22). Two points 
seem particularly critical. First, Pietrewicz (22) recorded the speed with 
which the jays made each decision. She found that speed of response was 
actually faster during runs than non-runs, although the effect was not 
statistically significant. In view of these data, it is difficult to 
imagine how a slowing of search speed could account for the increase in 
prey detection observed. 
Second, the argument of Guilford and Dawkins depends, in part, on the 
two prey types being of differing difficulty. The data of Pietrewicz and 
Kamil do not seem to indicate any differences in detectability between the 
species of moth. Guilford and Dawkins (21) approach this problem by 
emphasizing the data from a different experiment, one conductedwith naive 
birds. They suggest that the data of Pietrewicz and Kamil (14) indicate 
that the two moth species did differ in detectability. However, these data 
were collected with during the acquisition of the ability to detect the 
moths, and with a somewhat different stimulus set. The most relevant data 
to the issue of relative detectability are presented in the original 
Pietrewicz and Kamil (20) search image paper. As shown in Figure 2, the 
detection rates for the two prey types were equal in this experiment. Thus 
although the interpretation of Guilford and Dawkins (21) is technically 
possible, in the absence of positive evidence for their hypothesis, it 
seems unlikely that their hypothesis accounts for our data on search image 
formation. 
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Figure 2. The results of the search image experiment. The top panel 
shows the the ability to detect moths improved in the runs condition. 
The bottom panel shows that the ability to correctly reject images without 
moths increased at the same time. 
Bond (23) has recently studied the ability of pigeons to detect cryptic 
grains, using operant techniques similar to those we have developed as well 
as situations in which the pigeons searched for grains on differing 
backgrounds. These studies have produced effects generally similar to 
those obtained with the jays. Most importantly, perhaps, improvements in 
detection by the pigeons were accompanied by increases in the speed of 
detection. This provides further evidence against the Guilford and Dawkins 
hypothesis (21). 
These procedures for studying cryptic prey detection are not limited 
to testing the search image hypothesis. For example, we have tested the 
application of a version of the marginal value theorem (24) to the cryptic 
prey detection situation (25) and the effects of increasing prey crypticity 
on detection (26). There are many fascinating biological problems 
surrounding the phenomenon of prey detection, including the evolution of 
polymorphisms and warning coloration, to which these techniques can be 
applied. This is particularly true with the development of computer 
equipment which can be used to capture digitized images from a TV camera, 
edit those images and display them to animals in high resolution with 
realistic color. We are currently beginning to use these capabilities to 
further investigate the search image question and test the Guilford and 
Dawkins (21) hypothesis. 
3. OPERANT STUDIES OF PREY DEPLETION 
In our operant studies of cryptic prey detection, the questions and 
hypotheses arise largely from ecology and natural history. Another 
important source of predictions about foraging behavior that are eminently 
testable through operant techniques is providedby optimal foraging theory. 
For example, one approach has been to adapt various schedules of 
reinforcement so that they simulate the situations modeled by various OFT 
models (27). Other researchers have used discrete trial procedures to test 
these models, particularly the diet selection model (28). 
In my own laboratory, we have been particularly interested in an issue 
that arises from OFT, but is not specific to any one OFT model. What 
'rules of thumb' do animals use to decide when to leave a depleting patch. 
This is a particularly appropriate area for interdisciplinary research 
because the question is of central interest to both behavioral ecologists 
and psychologists. To a psychologist, the question is one of stimulus 
control. That is, the psychologist asks what events (stimuli) control the 
patch departure decision. 
To behavioral ecologists, when to leave a depleting patch is one of the 
classic problems of OFT. It is the problem addressed by the marginal value 
theorem, and many other theoretical papers (8, 29). Most models of patch 
departure use complex mathematics to predict the optimal leaving time. It 
is well-recognized, however, that animals do not use calculus to make 
decisions. Therefore, there has been strong interest in identifying the 
simpler 'rules of thumb' that animals may use, and how well these rules 
approximate the optimal solutions to problems under various conditions (see 
8 for extensive discussion). 
Attention has focused largely upon two kinds of rule, which are often 
treated as mutually exclusive: number of prey obtained (or hunting by 
expectation (30), and runs-of-bad-luck (31). A simple number-of-prey rule 
would be to always leave after a certain, fixed number (or amount of) prey 
had been found. A simple run-of-bad-luck rule would be to always leave 
after a certain amount of time (or number of consecutive instances) without 
success. Because each rule would have different functional implications 
in different settings, this provides another interesting case of mechanism- 
function interaction. We decided to use operant procedures to study the 
patch departure decisions of blue jays. 
The basic idea behind the procedures we developed was to provide the 
jays with two patches. One patch always provided a constant but mediocre 
rate of return. The other patch was a depleting patch which produced a 
high rate of prey encounters at first, but then depleted suddenly. Before 
depletion it was better than the constant patch, but after depletion it was 
worse. Hopefully, the birds would learn to begin each foraging bout in the 
depleting patch, then switch to the nondepleting patch after depletion had 
occurred. If this behavior took place reliably, in bout after bout, we 
would have an excellent paradigm with which to study patch departure in the 
face of depletion. 
In order to implement this concept, we added a second patch to our prey 
detection paradigm, which could be considered a single patch procedure, by 
providing a second set of keys. Each of the two sets of pecking keys 
represented a patch, each containing a pair of pecking keys, one large and 
rectangular, the other small and round. Each rectangular key had a slide 
projector which could project images with or without moths onto the key. 
The two patches were placed on either side of a central food cup. Figure 
3 diagrams the arrangement and shows the events of each trial. Each trial 
began with the illumination of both round keys. The jay chose which patch 
to hunt in on that trial by pecking at one of the round keys, which made 
the other set of keys become dark and inoperative for the rest of the 
trial. The peck to the round key started a travel time requirement. When 
the travel time was over, the display on the round key changed and the next 
peck initiated the search stage. During this stage, a slide was projected 
onto the rectangular key which might or might not contain a noncryptic 
moth, and the round key was illuminated. As in our search image work, the 
jay could peck the rectangular key, which after handling time, produced a 
mealworm if a moth were present. Alternatively, the jay could peck the 
round key which ended the trial immediately whether or not a moth was 
present on the rectangular key. Because the moths were noncryptic, the 
jays rarely made errors. 
The major advantage of this procedure was that the quality of each 
patch could easily be controlled by the placement of slides in the 
projector slide trays. In all of our experiments to date, the depleting 
patch begins with a probability of prey being present on each trial of 
0.50, which declines to 0 in a single step at the depletion point. The 
nondepleting patch had a constant 0.25 probability of containing prey 
throughout the foraging bout, which consisted of 36 trials. 
Our first experiment (32) was designed to evaluate this approach to 
studying the patch departure problem. Four jays were trained with these 
procedures. Adapting a suggestion of Iwasa et al. ( 3 3 ) ,  we varied the 
point of depletion. For two of the jays, depletion always occurred after 
exactly 6 prey, but a variable number of trials (prey were in random 
order). For the other two jays, depletion always occurred after the 12th 
trial, but a variable number of prey. 
The jays responded in an orderly and sensible manner to these 
conditions. They learned to begin each foraging bout in the depleting 
patch and switch to the nondepleting patch soon after depletion had taken 
place. There were no differences between the birds receiving a constant 
number of prey and the birds receiving a constant number of trials before 
depletion. The birds were extremely efficient. At the end of the 
experiment they were obtaining a mean of 10.7 prey per session. An 
omniscient predator that always switched on the trial immediately following 
depletion would have obtained a mean of 12 prey per session. 
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Figure 3. This flow diagram summarizes the two-patch procedure used during 
our patch depletion experiments, as described in detail in the text. 
Although the data of this experiment did not allow a determination of 
the exact rule the birds were using to switch from the depleting to the 
nondepleting patch, there were two interesting pieces of evidence relevant 
to this issue. First, runs-of-bad-luck clearly played a role because 
switches out of the depleting patch were usually preceded by non-moth 
trials, and this tendency increased as the experiment proceeded. Second, 
different rules were used for switches in the two directions. While 
switches from the depleting to the depleting patch tended to be preceded 
by negative trials, the opposite was true for switches in the other 
direction. By the end of the experiment, over 80% of the switches from the 
nondepleting to the depleting patch were preceded by trials during which 
a prey was found. 
A second experiment (34)  was designed to more thoroughly investigate 
the rules underlying patch departure. Five jays were exposed to the same 
basic procedures as before. There were 4 stages of the experiment, during 
each of which the jays received fixed numbers of prey before depletion. 
During the first stage there were 9 prey in the depleting patch; during the 
second stage, 6 prey; during the third stage 3  prey; and during the last 
stage 9 prey again. Each of the first three stages continued for 120-150 
sessions to ensure that there was enough data available to carry out 
detailed analyses of the events preceding switches out of a patch. 
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Figure 4 .  Mean probability of choosing the depleted patch on all trials 
and on the first five trials after depletion during each condition of the 
experiment. 
The birds again behaved efficiently, adjusting their behavior to the 
changing conditions (Figure 4 ) .  For example, the critical switch trial 
(that switch after which at least 80% of subsequent choices were in the 
same patch) went from 23 when there were 9 prey before depletion to 13 when 
there were 6 prey, to 7 when there were 3  prey. The overall effects of 
changing the number of prey between conditions suggested that the birds 
were using neither a number expectation nor a run-of-bad-luck rule in 
isolation. If they were depending completely on a run-of-bad- luck rule 
then they should have adjusted immediately to decreases in the number of 
prey before depletion. For example, a bird that always left after 4 
negative trials in a row would have left four trials after the last prey 
the first time that the 6 or 3 prey condition was encountered. On the 
other hand, if they were using a strict number expectation, adjustment to 
the change from 3 to 9 prey at the end of the experiment should have been 
slow or nonexistent. The implication is that the birds may have been using 
both expectation and run-of-bad luck jointly. 
This implication received strong support from a detailed analysis of 
the events preceding switches out of the depleting patch (Figure 5). The 
conditional probability of patch departure was calculated for each 
combination of number of prey already found and run-of-bad-luck length for 
each condition of the experiment. Both number of prey and ROBL had highly 
significant effects, as did their interaction. Within any condition, patch 
departure was a joint function of the number of prey found and ROBL length. 
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Figure 5. The probability of leaving the depleting patch as a joint 
function of the number of prey already found and the length of the run- 
of -bad-luck throughout each of the first three conditions of the depletion 
experiment. 
From a psychological point of view, these results raise interesting 
questions about mechanism. The birds' behavior varied consistently as a 
function of the number of prey found and the number of consecutive negative 
experiences. Although there is no reason to suggest the birds were 
literally counting these two quantities, how these are monitored remains 
an interesting question. From an ecological, functional point of view, the 
birds' behavior suggests that they use a rule-of-thumb which is fairly 
efficient. The jays obtained over 90% of the prey available most of the 
time. This joint rule is not as simple as some authors seem to have 
suggested that rules of thumb ought to be. But this joint rule has the 
advantage of flexibility. It leaves the animal sensitive to changes in 
prey availability in both directions. These results provide another case 
in which the nature of the decision rule of the animal has important 
functional implications. 
A more recent experiment suggests that the jays are strongly committed, 
in some sense, to the joint rule. During this experiment ( 3 5 ) ,  depletion 
occurred after a randomly varying number of prey, so that number of prey 
obtained had very limited information value. Nonetheless, the birds 
continued to use both ROBL and number of prey, even though a simple ROBL 
rule would have produced more efficient foraging. These studies are 
beginning to reveal the mechanisms the birds use to make patch departure 
decisions. And the functional value of these mechanisms is also beginning 
to become clear. We plan a series of experiments that are designed to 
explore how different rules of thumb for patch departure function in the 
face of environmental change during the coming year. 
In summary, these experiments on prey detection and patch departure 
demonstrate how the operant techniques developed by psychologists can be 
used to investigate questions about the decisions of foraging animals. In 
the course of such studies, we can learn a great deal about the behavioral 
processes involved in foraging behavior. The results of such studies have 
important functional and mechanistic implications. 
4. SPATIAL MEMORY IN FOOD-CACHING BIRDS 
In the examples above, psychological techniques were applied to 
biological problems. In this section, I will discuss another area of 
research that is generated by interdisciplinary contact. In this case, 
information from natural history and ecology is used to select species for 
psychological study. 
The issue of species selection has been a sometimes heated and 
controversial one in psychology ( 3 6 )  . I do not intend to review that issue 
here. Instead, I will give an example of an approach that has not often 
been used by psychologists (see 3 for an extended discussion of the logic 
underlying this approach). The basic idea is to explicitly choose animals 
for study on the basis of their natural history and ecology. Psychologists 
have tended to avoid such selection in the past because they thought thzt 
the results of such experiments might be limited (37). However, there are 
advantages to this mode of species selection. Selecting species for 
comparative study on the basis of divergence in natural history can 
contribute to understanding the evolution of cognitive abilities. In 
addition, if we want to explore the limits of the abilities of animals, 
testing animals in the context of the demands placed upon them by their 
natural history should prove a valuable and important strategy. 
An excellent example of this approach is provided by research on 
spatial memory in food-storing birds ( 3 8 ) .  To date, research has 
concentrated upon two groups, the parids (39) and the corvids (40, 41). 
The parids tend to scatter-hoard, with cached food being retrieved within 
24-48 hr (42). In contrast, the food cached by corvids is often not 
recovered for many months. The most specialized corvids are the two 
species of the nutcracker genus, the Eurasian nutcracker (Nucifraga 
caryocatactes) and the Clark's nutcracker (N. columbiana). In a typical 
fall, a single Clark's nutcrackers will cache about 30,000 pine seeds in 
5-6,000 separate locations in the ground. These cached seeds are then 
recovered and eaten throughout the winter and spring, providing virtually 
all of the food of the parents and their young during the breeding season 
(43). There are several morphological specializations which support these 
behavioral ecological measures. For example, Clark's nutcrackers possess 
very long, stout beaks which allow them to open pine cones before they 
ripen. They also possess a sublingual pouch which allows them to carry as 
many as 80 pine seeds at a time. 
Tomback (44) collected data which gave an indirect estimate of the 
accuracy of the cache recovery of nutcrackers. When nutcrackers dig up 
their stored pine seeds, they often leave a conspicuous hole in the ground. 
If they have found seeds, they usually husk them on the spot. Therefore, 
Tomback was able to count the number of holes with and without husks next 
to them. She found that 35-65% of the holes has husks. This can be 
regarded as a minimum estimate of the recovery accuracy of nutcrackers in 
the field. It is a minimum estimate because sometimes rodents steal 
caches, and sometimes the birds fly away before husking the seeds. More 
recently, direct observations of nutcrackers recovering caches in the wild 
have produced similar results (45) to those reported by Tomback. It is 
hard to imagine how a randomly searching bird could have such high 
probabilities of coming up with seeds when it probed the ground. How does 
the nutcracker find its seeds? 
Evidence from three separate studies clearly demonstrates that memory 
plays an important role. Balda (40) was the first to study nutcracker 
cache recovery under controlled laboratory conditions. He studied a single 
Eurasian nutcracker in a dirt- floored room. The bird was allowed to store 
seeds, and then recover them 9-18 days later. The bird performed very 
well, recovering the cached seeds with accuracy far above anything that 
could be expected by chance. Then, in a critical control procedure, Balda 
allowed the bird to cache, carefully mapped the locations of the caches, 
removed all of the seeds and thoroughly raked the floor. This must have 
removed all cues possibly emanating directly from the seeds, especially 
odors. The bird accurately returned to cache locations under these 
conditions. 
Vander Wall (41) studied two Clark's nutcrackers in an outdoor aviary. 
He also found that they would cache under laboratory conditions and recover 
their caches seeds accurately. He extended Balda's findings in several 
important ways. First, he found that a nutcracker that was present when 
another bird cached was very poor at finding the seeds cached by another 
bird. Second, when two birds were allowed to cache in the aviary at 
different times, and then later allowed to recover (separately) with both 
sets of caches present, each bird only recovered the caches it had made. 
These findings offer strong support for the contention that memory is used. 
Finally, Vander Wall found that when he moved prominent landmarks in the 
aviary between caching and recovery, the birds ability to recover was 
disrupted. This indicates that spatial memory based on landmarks is used. 
Kamil 6 Balda (46) devised a technique that allows extensive control 
over the selection of cache sites. We built a room with a plywood floor 
with many small holes cut into it. Each hole could be equipped with a 
sand-filled cup, or capped with a wooden plug. The birds would readily 
cache and recover from the sand- filled cups. In several experiments, we 
have tested the cache recovery accuracy of nutcrackers after caching in 
holes largely selected by the experimenter ( 46 ,  47 ,  4 8 ) .  During these 
experiments, we allow nutcrackers to cache with only a few of the holes 
uncapped. Then during recovery sessions 7-10 days later, the birds re- 
enter the room for recovery with all of the holes open. The birds perform 
accurately. In two experiments ( 47 ,  48)  we have tested the same birds with 
both very few holes available during caching, and with many holes available 
during caching. The cache recovery accuracy of most nutcrackers (10/12) 
was completely unaffected by this manipulation. These results demonstrate 
that even when the birds are not allowed to express any general preferences 
or movement patterns during caching, they can still find their seeds 
successfully. 
The evidence for the use of spatial memory by nutcrackers recovering 
their seeds is quite convincing. This phenomenon raises many questions for 
both psychologists and biologists. The most basic question for biologists 
is why should the birds use memory? Does the use of memory have any 
functional advantage over alternative modes of cache recovery such as odor 
or systematic cache placement? The most likely answer is that the use of 
memory allows the bird to scatter its caches in an unpredictable way so as 
to minimize losses to inter- or intraspecific competitors. Again, the 
behavioral mechanism used has important functional implications. 
If these functional implications are correct, we might expect to find 
other cases in which memory plays a role in creating unpredictable food 
distributions that will be relatively immune to exploitation by 
competitors. Some nectar feeding birds feed from flowers that contain 
relatively small, slowly replenished supplies of nectar. In at least some 
cases ( 4 9 ) ,  these birds remember which flowers they have emptied. Direct 
measurements of efficiencyhave shown that the resident bird systematically 
avoids flowers that it has depleted, thus achieving higher rates of intake 
than intruders that have no information about nectar distribution. 
Although the manner in which the food distribution is created is quite 
different for the nectar feeding bird, the end result of using memory is 
the same as for the seed-caching bird - the creation of a food resource 
distribution that can be best exploited by the individual creating the 
distribution. 
The most important mechanistic question raised by the spatial memory 
ability of Clark's nutcrackers is whether or not this ability of 
nutcrackers is 'special'. The word special has two possible meanings in 
this context. First, it could mean special relative to other species. 
Because of their unusual natural history, with the tremendous premium 
placed on successful recovery of cached pine seeds, the spatial memory of 
nutcrackers may be systematically better in some way from that of other 
species. Second, it could mean special in the sense of specialized That 
is, the nutcrackers may possess a memory system for storing spatial 
locations that is used only for cache recovery, but not for other spatial 
memory tasks. In order to test these possibilities, it will be necessary 
to study the memory abilities of nutcrackers, and other species, in several 
different contexts. 
The specialization hypothesis will also require multiple tests of the 
memory abilities of nutcrackers in several different paradigms in order to 
determine if the characteristics of their memory vary across situations. 
The comparative hypothesis will similarly require several paradigms. If 
species differences are found with any one procedure, it is always possible 
that the differences are due, not to species differences in memory but to 
some 'contextual variable' specific to the paradigm (50, 3). However, if 
the results from several different procedures are congruent, no single 
contextual variable is likely to be responsible. 
We have begun the long process of testing these ideas. In our first 
comparative experiment (48) we selected three corvid species, all of which 
cache pine seeds, but which differ in the extent of their dependence upon 
and morphological specialization for caching food. Pinyon jays are also 
very specialized for pine seed caching and recovery. Individuals cache 
about 20,000 seeds per year, and they possess an expandable esophagus in 
which they can carry 25-30 seeds. Scrub jays are much less dependent upon 
cached food, caching only about 5,000 seeds per year. They also can only 
carry a few seeds at a time in their mouth and crop. Thus on the basis of 
degree of specialization on cached food, one would expect nutcrackers to 
perform best, pinyon jays a close second and scrub jays the worst. 
All three species were tested with the cache-recovery procedures we 
developed with nutcrackers, described above. We obtained relatively large 
and significant differences between species. The pinyon jays and 
nutcrackers consistently recovered their caches more accurately than did 
the scrub jays. Although this is largely consistent with the ecological 
differences among the species, it cannot be taken as providing conclusive 
evidence of differences in spatial memory ability. 
The problem is that the species differed in ways that could have 
affected the characteristics of the task as a test of memory per se. Two 
behavioral differences were particularly important, number of visits to a 
site and the use of space during caching sessions. (1) During caching 
sessions nutcrackers loaded their sublingual pouch with seeds and rarely 
visited any cache site more than once even though they placed multiple 
seeds in most sites. Pinyon jays and scrub jays, in contrast, only carried 
one seed at a time and frequently visited a cache site more than once. It 
is well-known in the operant literature that repeated responding at a 
stimulus improves memory for that stimulus (51). Therefore the memorial 
demands on the scrub and pinyon jays may have been reduced by their repeat 
visits to cache sites. (2) Pinyon jays tended to cluster their caches 
close together in space. This may have allowed the pinyon jays to use an 
area- restricted search during recovery which would improve their accuracy 
levels. 
These species need to be compared with other tests of spatial memory 
ability. One step in that direction has been taken by developing an open- 
field analog of the radial-arm maze for use with these species (52). In 
this experiment, we used 8 of the holes in the floor of our cache-recovery 
room, arranged in a circle. Many logs and bricks were placed between the 
holes to make it difficult for the birds to go directly between nearest 
neighbor holes. A trial consisted of two stages. During the information 
stage the bird was released into the room with 4 randomly chosen holes 
open. Each open holes contained a seed buried beneath the sand. After the 
bird removed the four seeds, the lights were turned off and the bird left 
the room for a retention interval. During the retention interval, the 
experimenters entered the room, cleaned up any signs of digging, opened all 
8 holes and placed a seed in each of the four holes that had not yet been 
visited. After the retention interval, the bird reentered the room. 
Correct responses were visits to holes that had not been visited earlier. 
This procedure is directly analogous to studies with rats (53) in radial 
arm mazes, and pigeons in open-field analogs of the radial arm maze (53) . 
The nutcrackers performedverywell, showing little retention loss even 
after 6 hr. This performance is much better than that of pigeons (54), and 
roughly equivalent to that reported for rats (53). It will be of particular 
interest to use this radial arm maze analog to compare nutcrackers, scrub 
jays and pinyon jays. 
While the radial maze performance of the nutcrackers was quite good 
compared to other species, it was quite poor when measured against another 
standard - the performance of nutcrackers during cache recovery tests of 
memory. There are two broad classes of explanation for this difference. 
First, it may be that the difference is due to the many methodological 
differences between radial arm and cache-recovery tests of memory. The 
most obvious is the difference in the opportunity for proactive 
interference to build up during radial maze testing. Second, the 
nutcrackers may be using different memory systems during the two tasks. 
These two possibilities can be differentiated by varying the parameters of 
the two test situations. We will soon begin a series of experiments that 
manipulate proactive interference during radial maze testing as a first 
step in this process. The results of such tests will contribute heavily 
to the resolution of the specialization issue. 
In order to further explore both the comparative and the specialization 
issues, we have also begun a series of experiments on performance in 
nutcrackers, scrub jays and pigeons in operant tests of spatial memory, 
using a spatial nonmatching-to-sample procedure. Nutcrackers have 
performed spectacularly well, easily tolerating delays of 80 secs and 
longer. Scrub jays and pigeons have performed much more poorly. Much more 
work remains to be done. But these preliminary data suggest that the 
nutcracker may perform better than scrub jays (and pigeons) in a wide 
variety of tests of spatial memory. If this pattern holds up after 
repeated tests, it will indicate that there are species differences in 
spatial memory that correlate with the degree of ecological dependence on, 
and morphological specialization for cached food. Furthermore, if 
nutcrackers consistently outperform other, less specialized species in 
noncaching tests of spatial memory, this will suggest that their spatial 
memory abilities are general, and not specialized for use during cache 
recovery alone. 
5. CONCLUSIONS 
The two research programs described in this paper clearly demonstrate 
the advantages of research strategies that combine concepts and methods 
from experimental psychology and behavioral ecology. In the first program, 
operant conditioning techniques developed by experimental psychologists 
were applied to hypotheses and theories originating in behavioral ecology. 
We were able to test the search image hypothesis in a particularly powerful 
way and the resulting data helped understand data generated from less 
controlled field experiments. In our research on patch departure we were 
able to demonstrate the use of mixed rules of thumb based on two 
environmental parameters, ROBL and number of prey obtained within the 
patch. This use of a mixed rule enables the forager to be efficient while 
maintaining sensitivity to potential environmental change. Our research 
on spatial memory in Clark's nutcrackers and other corvids raises two 
issues that challenge traditional psychological views. First, the cache 
recovery abilities of the nutcracker (and the caching parids, 39) are much 
greater than the spatial memory abilities of animals have been thought to 
be. The laboratory data, combined with the field data, indicate that these 
birds can remember thousands of locations for months at a time. Second, 
the preliminary findings that nutcrackers perform extremelywell in several 
different tests of spatial memory suggest that a specific adaptation may 
have affected a general cognitive ability. Further studies of the 
cognitive abilities of animals in which animals are rigorously tested for 
abilities that are highly significant in their natural environments will 
probably contribute to dramatic changes in how we conceive of the limits 
of the mental abilities of animals (3). 
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