We develop a simulated ML method for short-panel estimation of one or more dynamic linear equations, where the dependent variables are only partially observed through ordinal scales. We argue that this latent autoregression (LAR) model is often more appropriate than the usual state-dependence (SD) probit model for attitudinal and interval variables. We propose a score test for assisting in the treatment of initial conditions and a new simulation approach to calculate the required partial derivative matrices. An application to a model of households' perceptions of their financial well-being demonstrates the superior fit of the LAR model.
Introduction
In discrete data modelling there is an important distinction to be made between inherent and observational discreteness. Inherent discreteness refers to a case where the variables of interest are naturally discrete. For example, an individual is either employed or not employed; she has a university degree or not; she is married or not.
Observational discreteness arises when the variables of interest are naturally continuous, but the survey instrument used to observe them imposes discreteness via a pre-specified ordinal scale of allowable responses. This generally applies to attitudinal questions, which ask respondents to record their attitudes on a Likert scale. However, it may also apply to questions about more 'objective' entities like income, when respondents are required to place themselves within one of a number of given income ranges. The discreteness here is essentially artificial. For example, business surveys often ask about expectations of future sales or investment intentions. The respondent's expected value for sales or investment conditional on his information set is a continuous variable but the survey questions typically ask for a response graded as "up", "down" or "no change".
Most of the econometric literature dealing with discrete models for longitudinal data assumes inherent discreteness. The pioneering work of Heckman (1978, 1981a,b) centred on binary response models of the form: where 1(.) is the indicator function, x it is a vector of strictly exogenous covariates, u i is an unobserved individual effect uncorrelated with x it and ε it is a random residual uncorrelated across individuals and time. We refer to (1) as the state dependence (SD) model. It was developed primarily for applications in labour economics, where discreteness is inherent in the problem and where past outcomes of y it represent state dependence. In these applications, the latent variable * it y is essentially an artificial construct and there is no reason why observed indicator y it . In these cases, * 1 − it y rather than y it-1 , should carry the dynamic feedback if the dynamic equation is to be a description of behaviour.
The paper has four main objectives. Firstly, (above and in section 2) we make the case for using dynamics in * 1 − it y , rather than y it-1, in applications where the discreteness is observational rather than inherent; and then explore the interpretation of the model and its dynamic implications. The second objective, which is the subject of sections 3-4, is to consider identification and propose a practical method of estimation. The third aim is to set up a procedure for dealing with the initial conditions problem, using new specification tests which are proposed in section 5.
Fourthly, we propose a new simulation method of estimating the cross-derivative matrices required for these tests; this is described in the appendix. Section 6 of the paper presents an illustrative application to a panel data model of individuals' financial expectations and section 7 concludes.
2
The model
The statistical structure
We work with a behavioural model specified in terms of the 'natural' continuous variables as follows: 
We refer to this as the Latent Autoregression (LAR) model. The vector x it is assumed strictly exogenous and individuals are sampled independently from the underlying population. We make the standard assumption of Gaussian random effects so that the unobservables u i and ε it satisfy the following assumptions:
where X i = (x i0 , ..., x iT ). We only observe * it y according to a grading scale and thus:
where Γ 0 = -∞ and ∞ = Γ R . Note that the thresholds Γ r will be observable in the case of interval censoring (such as earnings models for grouped data) or specified as -3 -unknown parameters in the ordered probit case (such as Likert responses). In the latter case, the model is normalised by omitting the intercept from x it and setting var(ε it ) = 1, which is equivalent to dividing * it y , * 1 − it y , β, u i and ε i through by σ ε in (2). Note that α is not affected by this normalisation.
Interpretation of parameters
There are two cases to consider. In models where the discreteness arises through interval censoring of a dynamic regression (such as an earnings model applied to grouped earnings data), the grading thresholds Γ r are observed and thus the scale of y is unobserved and we estimate β/σ ε rather than β. Consequently, the estimated coefficients are interpretable as
. In many applications ('happiness', for example) this problem is more fundamental than a lack of identification induced by imperfect observation: there is a lack of natural units for 'happiness' or 'utility' which renders the scale of β inherently ambiguous. In some cases, where there are natural units of measurement for y * , we can fix σ ε at a reasonable hypothetical value. For example, for an analysis of survey responses to a question about expected inflation we might reasonably set σ ε at (say) half a percentage point to allow a rough but direct interpretation of the model in terms of the natural units. Note that α is identifiable independently of σ ε . As a consequence, we can estimate unambiguously the speed of adjustment. For example, following a shock, the proportion of disequilibrium which is eliminated within s periods is 1-α s and this is unaffected by normalisation.
Dynamics
The SD and LAR processes (1) and (2) imply different patterns of dynamic behaviour.
Consider the following artificial example:
-4 - With the LAR parameters chosen in this way, the distributions of run lengths in states 0 and 1 are identical for the two processes. However, the relationship between successive run lengths is not. This is reflected in the autocorrelation functions ( Figure   1 ). As we would expect, the LAR model has much higher autocorrelations than the SD model for * t y . For the observed y t , the ACF decays faster for the SD than the LAR process, despite the fact that they have the same 1st-order autocorrelation by construction. Thus, an LAR model will display greater persistence than an observationally similar SD model, in this quite subtle sense. 
Figure 1
ACFs for the SD and LAR models
The two models also differ in terms of the implied dynamic multiplier effects of x on y. To illustrate this, consider again the binary case and focus on two important features: the impact on Pr(y it =1 | y it-1 , X i , u i ) of switching the conditioning event from
y it-1 = 0 to y it-1 = 1; and the impact of the history of {x it } on the probability of a positive response, without conditioning on y it-1 .
For the former, the SD model is relatively simple:
where Φ(.) is the cdf of the N(0,1) distribution. For the LAR model, we have instead:
[ ] 
and therefore Pr(
where Φ * (.,.;α) is the bivariate standard normal cdf with correlation α and µ it is the
The important difference between (10) and (13) is that the former depends only on the current vector x it , whereas the latter depends on the entire history of x it .
Consider now the alternative summary measure, Pr(y it =1 | X i , u i ). The LAR process gives a relatively simple form:
implying that the lagged marginal response decays geometrically:
where φ(.) is the standard normal pdf.
For the state-dependence model, we can write: 
where:
Solving back to an arbitrary period 0:
where we use the convention 1
. On reasonable assumptions about the xprocess, solving back indefinitely leads to the following representation:
Thus: The profile of ∂ Pr(y it =1 | X i , u i )/ ∂x it-s is thus considerably more complicated than the geometric decay implied by the SD model (1).
Estimation

Initial conditions
In the SD model, there are two alternative approaches for dealing with the random effects u. Heckman (1981b) specifies an approximation to the distribution of y i0 | X i , u i , and then derives the distribution of y i1 ... y iT | y i0 , X i , u i using sequential conditioning. The random effects are then integrated out by numerical quadrature.
The alternative approach, used by Wooldridge (2000) is to specify instead the distribution of u i | y i0 , X i . A semi-parametric variant due to Arellano and Carrasco (2003) involves the sequence of conditional means
which are estimated as nuisance parameters. The latter approach has many advantages in models like (1) but is problematic in LAR models, where the lagged dependent variable is not observable and cannot be conditioned on. Conditioning on its observable counterpart complicates matters enormously. For this reason, we use the Heckman treatment of initial conditions, together with an explicit hypothesis testing procedure to control the bias induced by approximation error in the assumed
Assume that we observe y and x over a period t = 0 … T. The LAR process (2) implies the following distributed lag representation: 
This is a useful basis for estimation if either t is sufficiently large and α t decays sufficiently rapidly with t or if we can find a good empirical approximation for
Write this approximation to
where w i is a vector constructed from X i ; δ and γ are parameters and, in the ordered probit case, 0 r Γ may differ from Γ r . The random term η i satisfies the following assumptions:
In the case where the Γ r are not observable, we impose the normalisation σ ε = 1 and henceforth * it y , β and σ u are re-interpreted accordingly.
Note that, even in the ordered probit case, η is not normalised to have unit variance.
In principle, the vector w i may contain all distinct elements of {x i0 , X i }.
However, in practice it may be found that w i = x i0 is adequate, or that limited summaries, such as
, work well. This is essentially an empirical issue.
With approximation (22)- (23), equation (21) 
where
The model now consists of equation (22) and a set of equations (27) for any collection of periods t > 0. In practice, the initial conditions model (22) is only an approximation and is a potential source of specification error. However, if |α | < 1 so that α t → 0 as t → ∞, then the influence of the initial conditions declines as we consider later periods. There is, therefore, a case for leaving a gap (of S periods) between the initial period 0 and the subsequent periods used to estimate the LAR model. Consequently, we work with a system of (T-S+1) equations consisting of (22) and (27) for t = S+1…T. Data on {y i1 …y iS } are not used. The choice of S involves a trade-off between possible misspecification bias and efficiency, since increasing S reduces both the influence of initial conditions and the amount of data used for estimation. Increasing S also reduces the scale of the computational problem. This system is nonlinear in its parameters θ = {α, β, δ, γ, σ u , σ ε , σ η }, where σ ε = 1 in the case of observable interval boundaries.
Identification
Consider the model with unobserved grading thresholds. Partition the covariates into a common set of time-invariant variables ζ i and a sequence of timevarying covariates ξ it , so that x it = (ζ i , ξ it ). Assume a full specification of the initial condition (9), so that w i = (ζ i , ξ i1 ... ξ iT ). Make the further assumption that the matrix plim(n Consider equation (27), for any period, t > 0. Rewrite it in standardised form: 
Note that the covariates (ω i , ζ i , ξ i1 ... ξ it ) are (asymptotically) non-collinear. Thus, ordered probit estimation of (29) 
. Thus, the key behavioural parameters α and the direction of the vector β are essentially identifiable from only two waves of the panel.
The ratio, R t , of a t to α t gives the value v 0 /v t , thus:
The correlation between the random errors in equations (22) and (27), which can be estimated consistently by joint estimation or from the generalised residuals, is ρ 0t satisfying the following:
Equations (30) 
Note that the matrix 
The probability (35) is a (T-S+1)-dimensional rectangle probability. Under normality, probabilities of this kind can be calculated using the GHK simulator (Hajivassiliou and Ruud, 1994) , with antithetic acceleration used to improve simulation precision.
We construct the following simulated log-likelihood function:
is the predicted probability (35) for individual i, estimated using the GHK algorithm. The simulated likelihood is maximised numerically with respect to θ.
The extension to higher-order and multi-equation models
Most applications of the method proposed here will be to single-equation models.
However, there is no difficulty in the generalisation to a general J-dimensional system of the reduced-form equations 3 : 
System (42) is a special case of (40), with one nonstochastic equation and therefore a singular error covariance matrix. We return to this example below.
In matrix notation, the general system (40) becomes: The independence assumptions (3), (4), (24) and (25) are extended to the vector case and we assume:
The jth diagonal element of Σ ε is normalised to unity if y jit has unobservable thresholds.
The analogue of (27) where blocks (0, 0), (0, t) and (s, t) are respectively:
The probability (49) is a J(T-S+1)-dimensional rectangle probability, that can again be approximated by the GHK simulator in moderately-sized systems.
In the special case where multiple equations have arisen from an original model with dynamics of order higher than 1 there are redundancies among the set of inequalities defining the probability (49). For example, in the model (40), the event y 1it = r 1it implies the event y 2it = r 1it-1 ≡ r 2it with probability one. The T-S+1 redundancies of this kind halves the dimensionality of the probability (49).
Specification tests
How do we choose the number of panel waves, S, to skip? Considerations of estimation efficiency suggest a small value for S, while worries about misspecification bias introduced by the initial condition approximation suggests a large value. To resolve this issue, I suggest use of a test which examines the consistency of estimates based on the waves S+1 ... T with the observed outcomes in wave S. If no significant conflict is found for wave S, we then reduce the skip rate from S to S-1 waves and reestimate to improve efficiency. This can be done sequentially until a satisfactory point on the bias-efficiency tradeoff is reached. We consider an approach based on the score vector for wave S-1. with respect to the unknown wave-S parameter to give 2 τ . This is a lowdimensional (usually scalar) optimisation and relatively easy to perform. Expanding the first-order condition for 2 τ about (ψ, τ 2 ) gives:
with respect to ψ gives: 
where H(θ) is the Hessian matrix of the mean log-likelihood L/n; and l(θ) = ∑l i (θ) is the score vector. Using (53)- (55), the normed second-stage score vector for ψ is: 
where : [ ]
Here the subscript i denotes the score contribution of the ith observation and the tilde denotes derivatives evaluated at the point ) , ( 2 τ θ . The score test statistic is then:
which has a χ 2 distribution under H 0 with degrees of freedom equal to the dimension of ψ. This test can be viewed either as a specific test for the presence of bias induced by the initial conditions approximation or more generally as a test of the specified dynamic structure relating successive waves.
The main technical difficulty with the test is the computation of the second derivative matrices
. The last of these is particularly troublesome, owing to its high-dimensionality. These matrices are very complicated to calculate through analytical formulae and numerical approximations to large Hessian matrices tend to be very inaccurate. In the implementation described below, we have computed y , which we assume to be generated according to the panel autoregression (2). The respondent is then assumed to translate * it y into a response to the categorical survey question according to the rule (7).
The final parameter estimates for this LAR model are given in Table 1 .
Computation was done using the GHK simulator, using successive passes, initially with 50 replications (with antithetic variance reduction), rising to 500 once the neighbourhood of the optimum was reached. Following convergence, a single iteration was performed with 2000 replications as a check on convergence and the optimised likelihood value.
Following initial experimentation with alternative specifications, we used a subset of the x-variables from wave 0 for the initial conditions model. Estimation was then done sequentially, starting with S = 8, so that it initially involved only the yobservations from waves 0, 9 and 10. The skip rate S was then reduced sequentially while the score test remained insignificant. We encountered no rejection at any stage, so our final specification uses all available waves of data. Consequently, the rectangle probabilities involved in SML estimation are 11-dimensional.
The analogous SD model is: evaluated at the point x t = x t-1 = x t-2 ... = x and consider the scaled sequence δ * (s) = δ(s)/δ(1). We find δ * (1) = 0.331 and 0.279 for the LAR and SD models respectively, decaying to δ * (2) = 0.110 and 0.076 and δ * (3) = 0.036 and 0.021. These are substantial differences; for applications to data displaying greater persistence than is apparent here, the difference between SD-and LAR-estimated dynamics could be very important indeed. 
Conclusions
We have considered an alternative to the discrete state dependence (SD) model for dynamic modelling of ordinal variables from panel data. The alternative LAR model involves ordinal observation of a latent autoregression, rather than lagged feedback of the previous period's discrete outcome. It is argued that this specification is more appropriate for a range of applications involving observational, rather than inherent, discreteness. Examples include interval regressions and models of expectations, and satisfaction.
We have developed a simulated maximum likelihood estimator and an associated test procedure designed to assist in handling the initial conditions problem.
As part of this procedure, a novel simulation algorithm has been implemented for computing a required numerical Hessian matrix.
The method has been applied to a simple model of individual perceptions of financial well-being, applied to UK household panel data. The LAR model provides a robust description of the evolution of financial perceptions over time, with a significant role for lagged adjustment. The LAR model fits the data considerably better than the conventional SD model and has quite different equilibrium and dynamic properties. In particular, the SD model generally displays less persistence than the LAR model, and when misused to model highly-persistent data, the estimated variance of the individual effect is biased upwards to compensate. 
