






論 文 題 目
Two-dimensional MHD simulation of the piston-induced
rarefaction wave in the Earth's plasma sheet
 要　　旨
　オーロラが一瞬で飛躍的に強くなる現象をオーロラ爆発現象いう。このオーロラ爆発現象を説
明しようとするモデルの一つである Current Disruption モデルでは、地球のプラズマシートに発生
する希薄波によりプラズマシートが薄くなる特徴がある。
　Chao 達が提案した地球のプラズマシートの希薄の一次元モデルでは、プラズマシートは地球側
ではピストンで閉じられる。そのピストンが時間 t = 0 で地球方面に動きだし、その動きでプラズ









　また、一次元の ENO-Roe スキームを二次元に拡張し、二次元の Euler 方程式を実装した。最後に、
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Abstract
One of the identifying characteristics of the Current Disruption (CD)
model of the auroral breakup (a sudden increase in the strength of the aurora)
is the rarefaction wave in the Earth's plasma sheet and the resulting plasma
sheet thinning.
In the 1D model for thinning of the Earth's plasma sheet proposed by Chao
et al. [Planet. Space Sci. 25, 703 (1977)], the plasma sheet is assumed to be
terminated on the Earth side with a piston, which starts moving Earthward
at time t = 0. This movement generates a rarefaction wave similar to the
one proposed by the CD model. By running a numerical simulation of the 2D
version of this simplied model, it may be possible to simulate the CD model
and compare the predictions with the satellite data.
To simulate the model proposed by Chao, a robust numerical scheme ca-
pable of handling shocks and rarefaction waves needs to be applied to the
magnetohydrodynamics (MHD) equations describing the plasma sheet. In
my undergraduate thesis I have tested several schemes, and the ENO-Roe
scheme seemed to possess the required capabilities. The ENO-Roe scheme for
the two-dimensional MHD equations was implemented in several stages, with
extensive testing at every stage.
First, a one-dimensional system of Euler equations, which consists of three
linearly independent equations, was implemented. This scheme was then ex-
tended to a one-dimensional MHD system, which consists of seven equations.
Next, the 1D ENO-Roe scheme was adapted to two dimensions, and the
two-dimensional Euler system was implemented. Finally, the scheme was
again extended to two-dimensional MHD system. The implementation of the
2D MHD system used in this thesis treats the problem as two separate one-
dimensional problems, one in each direction. At each time step, the solutions
of the 1D problems are combined into the solution to a 2D problem.
The resulting 2D MHD code was tested on the plasma sheet piston prob-
lem, with limited success. While the results are reasonably accurate, there are
several problems with boundary conditions and calculations of the magnetic
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A sudden increase in the strength of the aurora during the magnetic storm is called
auroral breakup, or auroral explosion. The mechanisms behind auroral breakup
are not yet entirely understood. While it is known that the three main events in
this process are a) magnetotail reconnection, b) cross tail current reduction and c)
auroral breakup [1], their exact order is still a matter of some debate.
In the Near-Earth Neutral Line (NENL) model, the reconnection of the magnetic
eld lines in the magnetotail sends jets of plasma towards the Earth, which leads to
a cross tail current reduction and nally auroral breakup. The competing Current
Disruption (CD) model states that a current disruption instability reduces cross tail
current, which causes a rarefaction wave in the plasma sheet, inducing Earthward
plasma ow with the rarefaction wave propagating tailwards. The sudden inow of
plasma causes auroral breakup, while the rarefaction wave causes plasma thinning
in the magnetotail and eventually leads to magnetotail reconnection.
This thesis focuses on the CD model. The rarefaction wave, which is the most
telling characteristic of the CD model, causes a thinning of the plasma sheet, which
can be experimentally observed. If a numerical simulation of the rarefaction wave
and plasma sheet thinning agrees with the satellite observations, it may show that
the CD model still has merit. Therefore, an accurate way of simulating a rarefaction
wave is needed.
For simplicity, the rarefaction wave can be approximated by the following [2]:
we bound the plasma sheet on the Earthward end with a piston, and set it moving
towards Earth with a speed U . The piston movement generates a rarefaction wave,
which moves tailwards through the plasma sheet. Plasma sheet is also bounded on
top and bottom with a tangential discontinuity, caused by the pressure balance be-
tween the lobe's magnetic pressure and plasma sheet's plasma pressure and magnetic
pressure, and on the tail end by a reconnection line.
The main problem with simulating these events is that in addition to the rarefac-
tion wave, there are likely to be discontinuities (shocks) present in the plasma sheet,
and the plasma sheet itself is bounded by discontinuities. Running a numerical
simulation without taking those discontinuities into account creates non-physical,
oscillating solutions, known as Gibbs phenomena. A way to eliminate such oscilla-
tions and generate only physical solutions is needed.
In my undergraduate thesis, I have explored several numerical schemes on several
one-dimensional equations. Among those, the Essentially Non-Oscillatory (ENO)
scheme, specically the ENO-Roe version [3], has shown the best balance between
accuracy and computational cost. This thesis will focus on applying the ENO-
Roe scheme on several progressively more complicated systems of equations, with
the nal goal of applying it to the two-dimensional ideal magnetohydrodynamics
(MHD) system and solving the piston approximation.
The systems used are, in order of complexity, a) Euler system in one dimension,
b) ideal MHD system in one dimension, c) Euler system in two dimensions, and
nally d) ideal MHD system in two dimensions.
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Finally, after all the tests are cleared, the two-dimensional piston simulation of
the Earth's magnetotail will be simulated.
2 One-dimensional systems
In one-dimensional systems, we assume that physical properties vary only in the x
direction, while being homogeneous in y and z directions. This signicantly reduces
the complexity of the problem and allows us to considerably simplify the PDEs
describing it.
Conservation laws, which, when written in dierential form in full three dimen-













with state vector U = U(x; y; z; t) and uxes F = F(U);G = G(U);H = H(U) in
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If all of the eigenvalues of the Jacobian matrix A(U) are real and it has a complete
set of right eigenvectors, then we say that the system (4) is hyperbolic [4].
In this section, we describe the application of the Roe variant of the ENO scheme
for one-dimensional systems. In section 2.1, the basic version of the scheme as
applied to scalar equations is introduced. In section 2.2, this scheme is extended for
the systems of equations.
2.1 ENO-Roe scheme for scalar equations
The traditional computational schemes (e.g., central nite dierence), when applied
to conservation laws, reconstruct the numerical ux from a stencil xed in both
space and time. One of the problems with a xed stencil emerges when there exists
a shock (discontinuity) in the physical variables. In problems that include shocks,
xed stencils produce solutions with pronounced non-physical oscillations, known as
Gibbs phenomena.
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There are several ways of dealing with Gibbs phenomena. Among those, the
Essentially Non-Oscillatory (ENO) schemes for hyperbolic conservation laws intro-
duced by Harten et.al. [5] are among the most robust, with reasonably sharp shock
resolutions, on the order of several computational cells, and no discernible accuracy
penalty. Conversely, the relative diculty of implementation and computational
cost of the ENO schemes have to be considered before deciding on their use. Since
the goal of this research is to simulate the rarefaction wave in the Earth's plasma
sheet, there is a high probability that the positive sides of ENO scheme will be
necessary, thus the penalties are acceptable.
The general idea behind the ENO scheme is to shift the stencil so that it covers
the smoothest possible range. The smoothness is usually dened through the Newton
divided dierences, which can be replaced by undivided dierences if the points are
equidistant.
First, we construct the ENO scheme for scalar equations in one dimension, where
U(x; t) and F(U) each contain only a single element, respectively u = u(x; t) and
f = f(u). Discretized values of u and f at mesh points xi are denoted with ui and
fi.
2.1.1 ENO reconstruction
A piecewise polynomial approximation of some scalar function v(x) can be obtained
from point values vi at points xi with the following ENO reconstruction procedure.

















(reconstructed from the right cell, Ii+1) to the function
v(x) at all cell boundaries xi+ 1
2
.
For the purposes of this thesis, second order accuracy is sucient, therefore the
function v(x) is approximated from a two-point stencil, somewhat simplifying the
procedure presented by Shu in [6]. For each cell Ii, we compute the approximations
to v(x) on both edges, v+
i  1
2
on the left edge and v 
i+ 1
2
on the right edge.
To achieve second order accuracy, we need to approximate v(x) in the cell Ii with
a rst degree polynomial. We dene fvig as the cell average of v(x) inside Ii and
compute the second-degree undivided dierences Vi+ 1
2
of V (x), a primitive function
of v(x). These undivided dierences can be computed from cell averages as
Vi+ 1
2
= vi+1   vi: (6)
Finally, by comparing these undivided dierences we can determine the stencil and
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compute the approximations of v(x) at the cell boundaries as
if jVi  1
2
j < jVi+ 1
2
















j  jVi+ 1
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with coecients taken from [6]
2.1.2 ENO-Roe scheme





ui+1   ui (9)
to upwind the numerical ux. First, we set vi = f(ui) and use the ENO recon-






. Next, we calculate the Roe
speed ai+ 1
2
at all cell boundaries xi+ 1
2
. Finally, we obtain the approximation to the
















, if ai+ 1
2
 0: (10)
2.2 Extension of ENO-Roe scheme to systems
Systems of equations can be solved by applying the above scalar scheme for each
component separately, which gives an adequate approximation in most cases. The
problem with this approach is that for the ENO schemes to work correctly we require
enough points between shocks to construct a stencil, which can be violated when
shocks in dierent variables interact with each other [5]. To avoid this, we use the
characteristic decomposition to transform the problem into a set of k independent
equations, one for each wave, which can then be handled separately.
2.2.1 Characteristic decomposition
We dene the matrices  = (U) and R = R(U) as
(U) =
2641 0. . .
0 k
375 and R(U) = (R1; : : : ; Rk); (11)
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where j = j(U) are the eigenvalues and column vectors of k components Rj =
Rj(U) are the right eigenvectors of the system's Jacobian A = A(U) (j = 1; : : : ; k).
Since the system is assumed to be hyperbolic, all of the right eigenvectors are linearly
independent, and consequently the matrix R = R(U) is non-singular. Inverting the
matrix R, we get the matrix L = R 1,




where the row vectors of k components Lj = Lj(U) are the left eigenvectors of the
Jacobian matrix A.
Multiplying the Jacobian A from right and left with R and L, respectively, we
get
LAR = : (13)
If the matrices A, , R and L were constant, we could use the identity (13) to














where W = LU is a state vector of characteristic variables. It is immediately






= 0; (j = 1; : : : ; k) (15)
with eigenvalues j as wave speeds. We could solve these equations with the ENO-
Roe scheme described in the previous section, afterwards returning the characteristic
variables W back to physical variables U with
U = RW: (16)
Of course, the matrices A, , R and L are not constant, which would invalidate
the above analysis. We can, however, locally freeze those matrices to their values at
the boundary xi+ 1
2
A = A(Ui+ 1
2
);  = (Ui+ 1
2
); R = R(Ui+ 1
2
); L = L(Ui+ 1
2
) (17)
when performing the reconstruction at that boundary. Treating them as constant
allows us to perform the decomposition resulting in equation (14), which is then
used in the calculations for the numerical ux at xi+ 1
2
.
The half-point values Ui+ 1
2
that are used to locally freeze the matrices can be







or with some more complicated expression that has some useful properties. For
example, in the case of Euler equations Roe average [7] is often employed.
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2.2.2 ENO-Roe scheme for systems
When applying the ENO-Roe scheme to hyperbolic systems of PDEs using charac-




= F(Ui+1)  F(Ui) (19)
for all points xi. Then, at each boundary xi+ 1
2
, we calculate the half-point state
Ui+ 1
2
and the corresponding eigenvalues and eigenvectors according to (17). Next,
for all l lying in the potential stencils for xi+ 1
2
, we set
vl = L F(Ul); Vl+ 1
2
= L Vl+ 1
2
: (20)
With these values we perform the element-wise ENO reconstruction to obtain






. Analogous to the scalar case, but using the




; : : : ; vk;i+ 1
2
)














, if j;i+ 1
2
 0 (j = 1; : : : ; k): (21)
Finally, we return the obtained uxes to physical space with
Fi+ 1
2




All of the simulations were run with the optimal third order TVD Runge-Kutta
method [8]





















where Un and Un+1 are state vectors at time steps n and n + 1, and L(U) is a
discrete approximation of @U=@t calculated through ENO-Roe scheme.
The time step dt was calculated from maximum wave speeds at every time step,
halving or doubling the value as required to stay below the CFL number, which was
determined by trial and error for each problem.
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2.4 One-dimensional Fluid Equations
2.4.1 Formulation
Compressible Euler's equations of gas dynamics in one dimension can be expressed








where , u and e are respectively the density, velocity and total energy. In the case
of ideal gas, the pressure p is dened as
p = (   1)(e  1
2
u2) (25)
where  is the ratio of specic heats.
In order to apply the ENO-Roe scheme, we need the eigenvalues and the right and
left eigenvectors of the system's Jacobian A(U). Eigenvalues and right eigenvectors
are available in, e.g., Harten 1983 [9], while left eigenvectors can be easily obtained by
inverting the matrix of right eigenvectors. In non-decreasing order, the eigenvalues
are
1 = u  c; 2 = u; 3 = u+ c (26)





































































where  = (   1)=c2.
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The half-point values Ui+ 1
2
used to locally freeze the matrices are calculated






































We describe two test problems: (i) Sod's shock tube problem and (ii) piston problem.
Both tests were conducted with the ratio of specic heats  = 1:4.
(i) Sod's shock tube problem The rst test problem is the standard Sod's
shock tube problem [10], which is a Riemann problem with initial data
U(x; 0) =
(
UL if x < 0
UR if x  0:
(31)
The left and right states are UL = (L; LuL; eL) and UR = (R; RuR; eR) with the












The problem domain is x 2 [ 1; 1], with the initial discontinuity at x = 0. The
simulation was stopped before the disturbance reached the domain boundaries, so a
simple outow boundary condition was used.
The exact solution is calculated with a Riemann solver, adapted from [11].
(ii) Piston problem The second test problem is a variation on a piston boundary
condition. The problem is set up as a Riemann problem, but instead of removing
the membrane separating the gasses, we start moving it to the left. The membrane
leaves behind some amount of gas as it retreats, which allows us to avoid dealing
with vacuum. While probably not entirely physical in the case of gas, this approach
can be justied when the gas is replaced with plasma. This will be elaborated on in
the section on MHD simulation.
The initial data in the second test is identical to the one in the rst test, with

















































































Figure 1: Problem (i) for the 1D Euler equations solved with ENO-Roe scheme,
shown at t = 0:35
The left-side gas UL is what the piston leaves behind as it moves, while the right-
side gas UR is the initial condition on the right side of the piston. The problem
domain is x 2 [ 1; 1], with the initial piston location xp = 0. The test was run for
several dierent piston velocities up.
As in the previous problem, the simulation was stopped before the disturbance
reached the domain boundary. The boundary conditions were wall boundary condi-
tion on the piston side and outow boundary condition on the open side.
2.4.3 Results
(i) Sod's shock tube problem The shock tube problem was calculated for mesh
sizes of 64, 128, 256 and 512. The resulting density plots are shown in Fig. 1, with
additional velocity and pressure plots for the mesh size of 128 in Fig. 2. The
waves that can be observed in the density plots are, from left to right, a left-moving
rarefaction wave, a right-moving contact discontinuity and a right-moving shock
wave [4]. The shock wave was resolved quite sharply, in four or ve grid points.
The contact discontinuity required ten to fteen points, with the rarefaction wave




































Figure 2: Problem (i) for the 1D Euler equations solved with a 128 point ENO-Roe











































Figure 3: Problem (ii) for the 1D Euler equations, density and velocity proles for
various piston speeds, shown at t = 0:35
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(ii) Piston problem In the piston problem, we can observe dierent evolutions
of the solution depending on the piston velocity, plotted in Fig. 3. At very small
velocities, there is a series of waves travelling to the right. This happens because of
the discrete nature of the problem; piston can only move a whole number of points,
and for smaller velocities this means that the disturbance caused by the piston
movement has time to leave the immediate vicinity before the next disturbance
occurs.
Next, there are several successive plots with increasing piston velocities that show
the formation of the same features as in the shock tube problem, albeit somewhat
compressed. The shock wave seems to be moving at the piston velocity, with the
contact discontinuity following closely behind. As the piston velocity increases, the
plot starts to resemble the plot from the shock tube problem. With piston velocities
greater than the shock wave velocity, the plots are almost identical.
2.5 One-dimensional MHD System
2.5.1 Formulation
The magnetohydrodynamics (MHD) equations in one dimension consist of the Euler
equations coupled with Maxwell's equations. In contrast to the pure Euler equations,
where the velocity in the homogeneous directions can be dropped, in the case of MHD
equations we need to consider the entire 3-vector elds for both the velocity u =
(u; v; w) and magnetic eld B = (Bx; By; Bz). Since the problem is on-dimensional,
these 3-vector elds vary only in one dimension, x.
The normalized ideal MHD equations written as a hyperbolic system of conser-






















where  is the density, u = (u; v; w) is the velocity, B = (Bx; By; Bz) is the magnetic
eld and e is the total energy. Pressure p and total pressure ptotal are dened as
p = (   1)(e  1
2







with  as the ratio of specic heats. The Maxwell's equations also impose the
condition
r B = 0; (37)
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which in one-dimensional case reduces to Bx = const over the whole domain, in
both time and space.
Depending on the state vector, some eigenvalues of the one-dimensional ideal
MHD system may coincide. As a consequence, left and right eigenvectors have to
be renormalized [12] to avoid the singularities. In non-decreasing order, eigenvalues
of the MHD system are
1 = u  cf ; 2 = u  ca; 3 = u  cs; 4 = u;
5 = u+ cs; 6 = u+ ca; 7 = u+ cf (38)

































The sound speed c is the same as in the case of the Euler equations, dened in
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fv  syca sgn(Bx)
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Since f and s are singular when By = Bz = 0 and c = ca, we dene them at that
point as their limits
f = s = 1 if By = Bz = 0 and c = ca: (48)
Furthermore, when By = Bz = 0, y and z also become singular. Examining the
expressions for y and z, we can see that they are simply cosine and sine of the angle
between perpendicular component of the magnetic and y-axis. Therefore, when the
perpendicular magnetic eld is zero, we can assume an arbitrary angle and set y
and z accordingly. In [12], the angle is set as =4, and thus
y = z =
1p
2
if By = Bz = 0: (49)
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fcfc sgn(Bx) + 
2
scsca sgn(Bx): (55)
Since the Roe average of the MHD variables exists only for the special case of  =
2 [13], the half-point values Ui+ 1
2
required by the ENO procedure are calculated by
averaging left and right states of density, velocity, magnetic eld and total pressure.


































Figure 4: Problem (i) for the 1D MHD equations, comparison to the Euler equation
results, shown at t = 0:35
2.5.2 Test problems
We describe three test problems: (i) Sod's shock tube problem, (ii) Brio&Wu shock
tube problem and (iii) piston problem.
(i) Sod's shock tube problem As a rst test, the results of the MHD code
solution for Sod's shock tube are compared to those of the Euler code. This way we
can conrm that in the absence of the magnetic elds the MHD equations reduce
to Euler equations. Initial conditions are the same as in the section 2.4.2, with
B = (0; 0; 0) on both sides of the Riemann problem.
(ii) Brio&Wu shock tube problem The second test is the standard test for
MHD simulations, an adaptation of the Sod's shock tube with magnetic elds added



















with Bx = 0:75 and  = 2:0.
(iii) Piston problem The nal test is the piston problem, with Brio&Wu shock
tube initial conditions used analogously to the Sod's shock tube in section 2.4.2.
2.5.3 Results
(i) Sod's shock tube problem The comparison of the MHD and Euler solutions
to the Sod's shock tube for 128 grid points is shown in Fig. 4. The solutions are
almost exactly the same, with a small discrepancy across the shock wave. This
shows that the MHD simulation correctly handles the degenerate case where, out of



























































Figure 5: Problem (ii) for the 1D MHD equations, the Brio&Wu shock tube problem,
shown at t = 0:2
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(ii) Brio&Wu shock tube problem The results of the Brio&Wu shock tube
test for 128 grid points are shown in Fig. 5. From left, we have a fast rarefaction
wave and a slow compound wave moving to the left, while a contact discontinuity,
a slow shock, and a fast shock are moving to the right. The overall structure of the
solution agrees with the solution shown in [13], even when calculated with only 128
grid points.
(iii) Piston problem The piston problem using the Brio&Wu shock tube for the
initial conditions didn't perform well. There were major uctuations in the trans-
verse magnetic eld whenever piston moved to the next grid point, which eventually
resulted in non-physical solutions with negative pressure. Changing the size of the
jump failed to improve the situation, which seems to indicate that the piston should
be treated as being transparent to the magnetic eld.
3 Two-dimensional systems
In two-dimensional systems, we assume only one direction to be homogeneous. Con-










with U = U(x; y; t) and two uxes F = F(U) in x direction, and G = G(U) in











3.1 Adaptation of ENO-Roe scheme to two dimensions
When adapting the ENO-Roe scheme to higher dimensions, there are multiple pos-
sible approaches. In the simplest approach, we can treat each direction as a separate
one-dimensional problem, solving the uxes for each direction separately, and gen-
erate the total ux by simple addition. This approach was deemed sucient for the
purposes of this thesis.
3.2 Two-dimensional Fluid Equations
3.2.1 Formulation
In contrast to the one-dimensional case, the two-dimensional version of the Euler
equations has one additional variable v, the velocity in the y direction, with the
corresponding ux. Additionally, there is the ux vector for the y direction, G =
17
G(U), which can be obtained by permuting the x and y components of the ux F .




















with pressure p as
p = (   1)(e  1
2
u  u) (60)
where u = (u; v) and u  u = u2 + v2.
The eigenvalues of the Jacobian A(U) = @F=@U are [4], in non-decreasing order,
1 = u  c; 2 = u; 3 = u; 4 = u+ c (61)
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v;  

; (63b)
























with  = (   1)=c2.
The eigenvalues and eigenvectors for the Jacobian of the ux G can be obtained
by permuting the x and y directions, repeating the same calculation as for the ux
F , and nally permuting the x and y directions in the results.
The half-point values for ENO reconstruction are calculated by averaging the
left and right values, as in (18).
3.2.2 Test problems
We describe a single test problem: the explosion problem. This is a two-dimensional
equivalent of the shock tube problem, and is considered the standard problem for
two-dimensional uids [4].
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(d) Pressure cross section at y = 0
Figure 6: Explosion test calculated with 128 point ENO-Roe, shown at t = 0:2
To set up the explosion problem, we choose a circle with some radius r, and set
all of the points that are inside that circle to some initial value Uin, while setting
all of the points lying outside of it to some other initial value Uout. For example,












with ratio of specic heats  = 1:4, domain size of 2:0 2:0 and the initial radius of
the circular discontinuity r = 0:4.
3.2.3 Results
In Fig. 6 we can see the results of the explosion problem on the 128 point grid. The
rst two plots are the three dimensional plot and the contour plot of the density
distribution, while the following two plots show the cross-section of density and
pressure at y = 0. The cross section is plotted with 2048 point grid solution for
comparison, showing accuracy comparable to the one dimensional version.
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It can be observed that the solution prole is similar to the shock tube prole in
one dimension, with a shock wave and a contact discontinuity travelling outwards
and a rarefaction wave moving in the opposite direction. The dierences that can be
seen by comparing the 1D shock tube and the equivalent 2D explosion are the result
of extending to the second dimension. The same behaviour can also be achieved in






to the 1D Euler equations. Solving the modied Euler equations in one dimension
with a high number of grid points is the usual way of conrming the correctness of the
2D solution. Adding the source term to the ENO, however, would be prohibitively
time consuming for very little return, so a 2048 point 2D simulation was used instead.
Another point of interest in this solution is the appearance of small amplitude
waves on the surface of the contact discontinuity. These waves are not an error in
the calculation, they appear because the initial data is not perfectly circular, but
has a staircase conguration [4].
3.3 Two-dimensional MHD System
3.3.1 Formulation
Finally, we have the two-dimensional version of the ideal MHD system. There is only
one additional variable, Bx, with an additional ux G = G(U) in the y direction,
which can again be obtained by permuting the x and y components of the ux F .





































with total pressure ptotal dened as
ptotal = (   1)(e  1
2
u  u  1
2
B B) + 1
2
B B: (67)
There is an obvious problem with this system: the Jacobians are singular, which
means we cannot obtain the complete eigensystem required to construct a solution.
The usual approach is to, e.g., treat Bx as constant when calculating in the x
direction, reducing the system back to the one-dimensional variant. While there
are other, more involved approaches (e.g., adding a source term to the system,
which makes it slightly non-conservative but solvable [14]), they were deemed too
complicated for the scope of this thesis.
By using the one-dimensional solvers for two-dimensional MHD system, a new
problem is introduced. The condition r  B = 0 is not explicitly enforced, and
since x and y directions are calculated independently, some errors are likely to be
introduced. According to Powell [14], those errors accumulate exponentially.
The early testing conrmed the exponential growth in r B, which meant that
a r  B correction was needed. This correction was implemented by solving the
Poisson equation
r2+r B = 0 (68)
with a successive over-relaxation method and calculating the corrected magnetic
eld with
Bcorrected = B+r: (69)
3.3.2 Test problems
We describe two test problems: (i) explosion problem and (ii) Orsag-Tang vortex.
(i) Explosion problem First test problem is the explosion problem with the
same data as in the case of uid equations, with magnetic eld set to zero.
(ii) Orsag-Tang vortex The second test problem is the Orszag-Tang vortex [15],
which shows some very interesting features. The initial conditions for the compress-
ible Orszag-Tang vortex are [16]
(x; y; 0) = 2; p(x; y; 0) =  (70)
u(x; y; 0) =   sin y; v(x; y; 0) = sinx; w(x; y; 0) = 0;
Bx(x; y; 0) =   sin y; By(x; y; 0) = sin 2x; Bz(x; y; 0) = 0 (71)





































Figure 7: Comparison of Euler equations and MHD equations in two dimensions,
shown at t = 0:35
(a) 32 points (b) 64 points
Figure 8: Density contours for Orszag-Tang vortex, shown at t = 1:0
3.3.3 Results
(i) Explosion problem As can be seen from the cross-section through y = 0
shown in Fig. 7, the 128-point two-dimensional explosion test gave the same re-
sults for both Euler equations and MHD equations. This indicates that using one-
dimensional solvers can give accurate results for multidimensional problems.
(ii) Orsag-Tang vortex The Orszag-Tang vortex results were somewhat prob-
lematic. At low grid sizes (32 points and smaller) the solution seemed reasonably
correct, but with increasing the resolution there appeared areas of negative pressure.
The larger the grid size, the sooner these problems appeared, which combined with
the aforementioned stable solution for coarse grids indicates that the problem is with
the small-scale structures that are slower to develop in coarser grids, and don't exist
at all below a certain threshold. Fig. 8 and 9 show the comparison between the
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(a) 32 points (b) 64 points
Figure 9: Pressure contours for Orszag-Tang vortex, shown at t = 1:0
32 point and 64 point solutions before the problems manifest, while Fig. 10 and 11
show the results when the negative pressure was forced to zero and the calculation
continued.
Since the problems are connected to the appearance of negative pressure, which
is dicult to guard against in a non-linear nite dierence scheme such as ENO, the
best course of action seems to be to stop the simulation when negative pressure is
encountered.
4 Piston in the plasma sheet
In the previous sections, the initial conditions of the piston problem consisted of
completely uniform gas or plasma. To apply the piston problem to the plasma
sheet, we need to modify this physical picture to more accurately represent the
plasma sheet itself.
4.1 Simplied model of the plasma sheet
We consider the vertical cross-section of the plasma sheet. The high density, mag-
netically neutral plasma in the sheet is bordered on top and bottom by the low
density plasma with mutually opposite magnetic elds. The upper (north) layer
has the magnetic eld pointing Earthwards, while the lower (south) layer has the
magnetic eld pointing tailwards (Fig. 12). We assume that, initially, the plasma is
at rest.
There is obviously some kind of discontinuity between the plasma sheet and
the upper and lower layers. From the Rankine-Hugoniot conditions [17], the only
discontinuity where there is a jump in both density and tangential magnetic eld,
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(a) 32 points (b) 64 points
Figure 10: Density contours for Orszag-Tang vortex, shown at t = 1:5
(a) 32 points (b) 64 points
Figure 11: Density contours for Orszag-Tang vortex, shown at t = 2:0
Figure 12: Setup of the piston problem in the simplied plasma sheet
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but no density ux, is the tangential discontinuity. This imposes the aditional





has to be continuous across the discontinuity, i.e. ptotal = const. Since there is no
magnetic eld in the sheet itself, if we choose the pressures for both high and low
density areas, the magnetic elds in the border layers are also uniquely dened and
can be easily calculated.
4.2 Piston problem
We set the initial values for the top 25% of the grid to UU , and for the bottom 25%
to UD. These values are the same on both sides of the piston. In the center area,
which represents the plasma sheet, we put high density neutral plasma UR to the
right on the piston, with low density neutral plasma UL to the left, to be leaked
through with piston movement. The domain size is 16:0  2:0 with 128  32 grid
points. Piston velocity is vp =  1:0 in the x direction, with the initial position at
xp = 4:0.

























































































with the ratio of specic heats  = 1:4.
4.3 Results
Fig. 13 shows the time evolution of the piston problem in the plasma sheet. As
the piston moves to the left, the resulting low-density, low-pressure area pulls in
the plasma from the top and bottom layer, which in turn deforms the magnetic
eld. This magnetic eld deformation propagates to the right, causing plasma sheet
thinning and compressing the plasma it contains.
There can be seen a small rarefaction moving to the right, but this rarefaction is
quickly followed by the compression mentioned above. With these initial conditions,
the rarefaction wave does not seem to be a major feature of the piston model.
One major problem can be seen in the magnetic eld plots: there is a large
increase in the y-direction magnetic eld strength right next to the piston. This
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(h) t = 2:0, magnetic 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Figure 13: Time evolution of the plasma sheet problem
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causes the calculation to break down once the disturbance grows too much, which
means that only short simulations were viable. It is currently unclear whether this
disturbance stems from the lack of r  B correction or purely from the interaction
with the piston. Even without cleaning, the r  B didn't exhibit the exponential
growth it showed in other tests, instead oscillating between several relatively small
values. This seems to indicate that piston movement is the main culprit, but the
results are currently inconclusive.
Regardless of the cause, the problems with the magnetic eld in the vicinity
of the piston should not have large inuence on the plasma sheet thinning: from
the magnetic eld plots in Fig. 13, it seems that the disturbance is localized to
the immediate vicinity and doesn't propagate. This would indicate that even in
the current state the analysis of the plasma sheet behaviour can be assumed to be
reasonably accurate.
Due to the inability to run longer simulations, it is not clear how the plasma
compressed by the magnetic eld would behave afterwards. If the magnetic eld
is strong enough, it is possible that the thinning will propagate further tailwards,
with a further increase in plasma density. If the plasma sheet gets thin enough, it
can be reasonably assumed that the magnetic reconnection would follow, with the
compressed plasma forming jets in the horizontal direction. On the other hand, if
the magnetic eld is too weak to contain the compressed plasma, it may result in
an explosion, with the plasma sheet expanding into the top and bottom layers.
5 Conclusion
While plasma sheet thinning was observed in the simulations, it wasn't caused by the
rarefaction wave but by the deformation of the magnetic eld. While it is possible
that the rarefaction wave-induced thinning exists for some other initial conditions,
those conditions have not yet been found.
On the other hand, there are still several signicant problems with the code.
First, from the Orszag-Tang vortex tests, it seems that a modication of the
scheme to avoid negative pressure is required. Simply forcing the pressure to zero
didn't work, so a more involved approach needs to be developed.
Second, the rB correction using the SOR method fails to converge in some spe-
cic cases, including the plasma sheet problem. One way around that problem is to
implement a full two-dimensional MHD model instead of employing one-dimensional
solver, which would be the preferred solution. Alternatively, some other calculation
method for enforcing rB = 0 could be implemented, for example using fast Fourier
transforms [18].
Third, the behaviour of the magnetic eld around the piston seems to be prob-
lematic. The problem could be in either the boundary conditions on the piston,
or the piston movement itself; it is currently unclear which one. Further tests and
tweaks to piston handling are required.
The results are currently severely limited by the inability to run simulations
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for longer time periods. The resolution of the above problems should signicantly
increase the robustness and accuracy of the code, enabling more insight into the
long-term behaviour of the MHD system.
Nevertheless, some basic conclusions can be drawn even in the current state.
First, it seems that the plasma sheet behaviour depends more on the surrounding
magnetic eld than directly on the pull of the piston. This may be because the
neutral high-density plasma of the plasma sheet is much slower to react to the piston
movement than the magnetized low-density plasma in the surrounding layers.
Next, from Fig. 13 it appears that the most likely point for magnetic recon-
nection is not in the magnetotail after plasma thinning, but on the Earth (piston)
side, though this will probably change depending on the initial data. Similarly, the
strength of the rarefaction wave, which is almost absent in the current tests, can be
assumed to be heavily dependent on the initial data.
In conclusion, while the current results do not seem to support the initial premise
of the rarefaction-wave induced thinning of the plasma sheet, they are in no way
nal. There are signicant problems with the code which need to be xed to test
more realistic initial conditions, which could result in the predicted behaviour. There
is still a long road ahead before the nal verdict can be made.
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