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Au début de l’électronique, les différentes fonctions qui permettaient la réalisation d’un ordina-
teur étaient assurées par des technologies extrêmement différentes, et physiquement incompatibles
(mémoires à mercure, tubes à vide, ...). Or, l’intégration toujours plus poussée de toutes les fonc-
tions dans un espace de plus en plus réduit et technologiquement unifié a depuis largement favorisé
l’amélioration des performances, la diminution de l’encombrement mais aussi la baisse des coûts. À
l’heure actuelle, si la plupart des fonctions sont basées sur l’utilisation de champs électriques dans
le silicium et sur la fabrication par lithographie, la fonction de stockage reste toujours physiquement
et technologiquement séparée, et utilise principalement les champs magnétiques.
Nous assistons cependant depuis une vingtaine d’années au rapprochement des disciplines de
l’électronique et du magnétisme, qui forment une nouvelle technologie : l’électronique de spin, ou
spintronique. Son principe repose sur la manipulation non plus seulement de la charge des électrons,
mais aussi de leur spin. L’un de ses premiers succès a été l’invention à la fin des années 1980 des
vannes de spin, qui ont permis un saut technologique important et une multiplication considérable
de la capacité de stockage des disques durs. Albert Fert et Peter Grünberg se sont ainsi vu décerner
le prix Nobel de physique en 2007 pour leur découverte. Les dernières années ont par ailleurs
vu l’apparition des mémoires MRAM (Magnetic Random Access Memory), qui sont destinées à
remplacer les mémoires RAM actuelles à l’horizon de quelques années.
Cependant, si ce domaine en pleine expansion a déjà donné des technologies très puissantes,
sa véritable intégration dans l’électronique actuelle se heurte à l’absence de matériaux adéquat
pour polariser les courants dans le silicium, le semiconducteur utilisé largement industriellement.
Le concept de semi-conducteur magnétique dilué (DMS) a été envisagé comme réponse à ce pro-
blème, mais s’avère difficile à mettre en œuvre dans les semiconducteurs de type IV, dans lesquels
les atomes magnétiques sont très peu solubles. Il apparaît notamment dans les expériences sur le
système germanium dopé au manganèse de fortes inhomogénéités dans la concentration en manga-
nèse.
Ce travail théorique s’inscrit dans un effort de caractérisation des zones riches en manganèse,
et s’est déroulé parallèlement aux recherches expérimentales. Mais à l’opposé de ces dernières qui
partent des grandes échelles pour regarder de plus en plus dans le détail, notre approche théorique
nous fait partir des constituants atomiques pour remonter aux propriétés macroscopiques. Le ma-
nuscrit se concentrera sur les aspects structuraux et magnétiques, ainsi que sur les problèmes de
stabilité dans les systèmes GeMn. De plus, si les aspects théoriques sont prépondérants, certains
détails expérimentaux sont aussi abordés. Le travail est exposé en six chapitres.
Le premier chapitre est consacré à une présentation plus précise de la problématique, ainsi qu’à
un rappel de l’état de l’art expérimental. Un résumé complet des propriétés des zones riches en
xi
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manganèse est ensuite proposé. Enfin, les travaux théoriques pertinents sont passés en revue et mis
en perspective avec la problématique définie.
Le deuxième chapitre expose les différentes méthodes utilisées au cours de ce travail, en mettant
l’accent sur leurs limitations éventuelles. Sont ainsi décrites des méthodes basées sur de la Théorie
de la Fonctionnelle de la Densité (DFT), avec le calcul de l’énergie totale, puis les outils de simula-
tion du spectre d’absorption des rayons X, et enfin une technique d’évaluation de la température de
Curie.
Le troisième chapitre se concentre sur la génération des pseudopotentiels, avec une description
précise du processus et des paramètres importants, suivie de l’application au germanium et au man-
ganèse. Vient enfin un test approfondi des différents pseudopotentiels générés, et la justification du
choix de ceux qui seront utilisés par la suite.
Le quatrième chapitre consiste en une exploration fouillée du système GeMn, avec dans un
premier temps une revue des composés GeMn connus et une première analyse des tendances. Puis
les outils numériques sont appliqués, et les résultats comparés aux données connues. C’est tout
d’abord la DFT qui est employée pour une étude complète du diagramme de phase GeMn. Puis vient
la spectroscopie d’absorption de rayons X, dont le test est mis à profit pour familiariser le lecteur
avec cette technique, grâce à une approche pédagogique sur des cas simples. Enfin, la température
de Curie d’un système magnétique complexe est étudiée.
Le cinquième chapitre concerne l’étude approfondie du comportement du manganèse dans la
structure diamant du germanium, à diverses concentrations. C’est en fait une exploration de l’hy-
pothèse expérimentale concernant la structure atomique des précipités riches en manganèse. Une
méthode naturelle de calcul de l’énergie des défauts de manganèse est proposée, ainsi qu’un modèle
d’agrégation de ces défauts. Les propriétés énergétiques, magnétiques et structurales de tels agrégat
sont discutées. Enfin, l’analyse des spectres expérimentaux d’absorption des rayons X est présentée,
analysée, et comparée au modèle d’agrégation présenté.
Le sixième et dernier chapitre s’intéresse quant à lui à une hypothèse nouvelle de phase or-
donnée majoritairement germanium. Deux composés métastables sont présentés, avec une étude de
leurs propriétés. Puis les interfaces des composés définis avec le germanium diamant sont étudiées,
ce qui permet de donner une description énergétique complète du système. Enfin, les résultats ex-
périmentaux sont revus à la lumière des nouvelles informations, et deux nouvelles expériences sont
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Nous allons présenter dans cette partie les connaissances qui ont été le point de départ de la
thèse. Nous expliquerons tout d’abord pourquoi l’électronique de spin est un domaine si promet-
teur, et quelles sont les limitations qui freinent son développement. Nous verrons ensuite les travaux
expérimentaux effectués afin de contourner ces obstacles, et nous montrerons des résultats particu-
lièrement intéressants obtenus récemment. Ces résultats n’ayant pas été élucidés expérimentale-
ment, il a été fait appel à la simulation, et nous exposerons donc finalement les travaux, potentiel-
lement utiles pour notre problématique, déjà effectués en simulation tout en soulignant les grandes
difficultés posées par le système.
I 1 L’électronique de spin : électronique et magnétisme
L’électronique consiste à utiliser des charges électriques pour capter, transmettre et exploiter de
l’information. Dans les semiconducteurs, ces charges sont les électrons et les trous. Or ils portent, en
plus de leur charge, un moment magnétique intrinsèque, le spin. Cette caractéristique n’est pas uti-
lisée en électronique classique puisque les porteurs de charge ont un spin quelconque, ce qui donne
une moyenne nulle sur les courants. L’électronique de spin (ou spintronique) se propose d’utiliser
1
I. LA PROBLÉMATIQUE INITIALE
cette propriété supplémentaire afin de faire interagir le champ électrique, le champ magnétique, le
courant et la polarisation, par exemple en contrôlant le courant non plus avec un champ électrique,
mais avec un champ magnétique. Cela permet d’imaginer des dispositifs plus performants, que ce
soit au niveau des fonctions, de la rapidité ou de la consommation.
Les recherches ont débuté dans ce domaine il y a à peine 20 ans, et pourtant ce n’est déjà plus
simplement une curiosité de laboratoire. La spintronique est en effet à l’origine d’une révolution
dans le monde de l’informatique. En 1988, les équipes d’Albert Fert [19] et de Peter Grünberg
[27] découvrent la magnétorésistance géante (GMR), que l’on peut considérer comme le point de
départ du domaine (cela leur vaut le prix Nobel de physique 2007). À peine dix ans plus tard, IBM
commercialise le premier disque dur utilisant cette technologie, permettant un formidable bond en
avant en terme de capacité de stockage (multipliée par un facteur 1000 en trois ans).
I 1.1) Les applications
L’application de la spintronique la plus utilisée industriellement est ce que l’on appelle une
vanne de spin. C’est ce qui permet aux têtes de lecture des disques durs actuels d’être aussi per-
formantes. Ce dispositif utilise les propriétés de magnétorésistance géante de certains assemblages
de matériaux, et c’est un bon exemple de l’utilisation du spin des porteurs. Revenons donc au prin-
cipe de la magnétorésistance, décrit sur la figure I.1. On peut en première approximation considérer
qu’un courant est porté par deux canaux : un canal up et un canal down. Dans un matériau conduc-
teur classique, ces deux canaux sont équivalents. Dans un matériau ferromagnétique au contraire, il
peut y avoir une grande différence entre les deux, dépendant de la densité d’état au niveau de Fermi.
Ainsi, dans le cas extrême, la conduction peut n’être assurée que par un seul des deux canaux, l’autre
étant isolant. On parle alors de demi-métal.
FIG. I.1 – Le principe de fonctionnement de la magnétorésistance géante (GMR) (d’après Wikime-
dia Commons [9]). Selon que les deux couches magnétiques sont polarisées dans le même sens (à
gauche) ou dans des sens opposés (à droite), la résistance totale de l’empilement est différente. Ce
phénomène est exploité pour réaliser des vannes de spin utilisées dans les disques durs modernes.
Pour réaliser un dispositif à magnétorésistance géante, il faut empiler deux couches ferromagné-
tiques (FM) séparées par une couche non magnétique (NM) (FIG. I.1). En contrôlant la polarisation
2
I 1. L’ÉLECTRONIQUE DE SPIN : ÉLECTRONIQUE ET MAGNÉTISME
du matériau magnétique, on contrôle la résistance de chaque canal. Si par exemple le matériau
magnétique est polarisé vers le haut, la résistance du canal up sera faible et celle du canal down
sera forte1. Ainsi, si les deux matériaux ferromagnétiques du dispositif ont la même polarisation
magnétique, le canal up aura une résistance faible, et le canal down une résistance très forte. Si
au contraire ils ont une polarisation opposée, les deux canaux auront la même résistance, qui sera
forte. Une simple mesure de résistance permet donc de détecter si les deux matériaux sont polarisés
dans le même sens ou dans des sens opposés. Si maintenant on fixe la polarisation de l’une des
deux couche (en augmentant sa taille, en la couplant à un matériau antiferromagnétique, ...) cela
correspond à une détection de l’état de l’autre couche. Si l’autre couche est suffisamment fine pour
être polarisée par un champ extérieur, on obtient un dispositif nanométrique de détection de champ
magnétique. C’est ce qui est utilisé comme tête de lecture des domaines magnétiques (codant les 0
et les 1) de la surface d’un disque dur.
Cette application de la spintronique est actuellement la plus aboutie. Cependant, d’autres appli-
cations sont d’ores et déjà en voie d’industrialisation. La MRAM (pour Magnetic Random Access
Memory) par exemple, dont on estime qu’elle s’imposera à l’horizon 2010, permet de stocker de
l’information de manière non volatile grâce au même type d’empilement, mais en remplaçant la
couche non magnétique par une couche d’isolant. On obtient alors une jonction tunnel magnétique
dont l’état permet de stocker un bit d’information.
Les applications que nous venons de voir utilisent des métaux, tels que le fer ou le chrome.
L’étape suivante est naturellement l’intégration de la spintronique à la technologie des semiconduc-
teurs. Il s’ouvrira alors un champ de possibilités bien plus vaste, comme par exemple la réalisation
d’un transistor à spin (SPINFET, sur la figure I.2) comme décrit par Datta et Das [45]. Dans ce dis-
positif, les électrodes de source et de drain sont ferromagnétiques. Le courant est ainsi polarisé par
l’électrode de source, et le magnétisme de l’électrode de drain permet de mesurer la polarisation en
sortie de canal. Le champ électrique créé par la grille n’a plus alors pour but de peupler ou dépléter
le canal, mais de faire précesser le spin des porteurs de charge par couplage de Rashba-Bychkov.
On s’attend donc à observer une oscillation du courant passant en fonction de la tension de grille.
FIG. I.2 – Le principe du transistor à spin (SPINFET) de Datta et Das [45]. Le courant dans le
canal est polarisé en spin, et ce dernier précesse sous l’action du champ électrique créé par la grille
par couplage de Rashba-Bychkov. Ainsi, la quantité de courant qui traverse le transistor oscille en
fonction de la tension de grille.
Il y a bien d’autres applications imaginables lorsque l’on marie la spintronique à la technologie
des semiconducteurs. Malheureusement, plusieurs problèmes de taille ont jusqu’à présent empêché
cette union. Ce travail va tenter de contribuer à la résolution d’un de ces problèmes : l’injection
d’un courant polarisé dans un semiconducteur.
1ou l’inverse, ou aucun des deux : ceci dépend de la densité d’état au niveau de Fermi.
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I 1.2) Les difficultés de l’injection de spin
On sait depuis 40 ans polariser les porteurs de charges. La méthode connue, le pompage optique,
consiste à exciter les électrons de la bande de valence avec une lumière polarisée circulairement.
Dès 1968, G. Lampel a ainsi obtenu des résultats très convaincants dans le cas du silicium [104].
Cependant, l’injection optique n’est pas une solution si l’on souhaite créer des dispositifs efficaces
industrialisables. Il faut donc utiliser une injection directement électrique, c’est-à-dire utiliser un
matériau dans lequel le courant est fortement polarisé (type demi-métal) et injecter ce courant dans
un semiconducteur. Malheureusement, l’expérience a montré des rendements de polarisation extrê-
mement faible. Le problème se situe en fait dans le matériau qui possède un courant naturellement
polarisé. En effet, les matériaux connus ayant ce genre de propriété (essentiellement les alliages de
métaux de transitions) sont tous de très bons conducteurs. Or, il a été montré, notamment par Albert
Fert [56], que la grande différence de densité d’état au niveau de Fermi entre l’électrode d’injection
et le semiconducteur dans lequel on souhaite injecter les spins menait à une forte accumulation de
spins à l’interface, “tuant” ainsi la polarisation. Ainsi, l’efficacité de l’injection est directement liée
au rapport des “résistances” (au sens de la spintronique, voir [56]) des deux matériaux. Dans le cas
de l’interface cobalt sur arséniure de gallium par exemple, il y a 6 ordres de grandeurs de différence,
ce qui explique la polarisation quasi nulle du courant.
Deux solutions ont été envisagées pour contourner ce problème : séparer l’électrode et le semi-
conducteur, ou augmenter la résistance de l’électrode. La première consiste à insérer entre l’élec-
trode et le semiconducteur un isolant suffisamment fin pour créer une barrière tunnel, et ainsi laisser
passer un faible courant, polarisé. Cependant, même si des résultats encourageants ont été obtenus
récemment (35% de polarisation dans le silicium avec une barrière d’alumine [16, 83]), l’étape
d’épitaxie d’un amorphe ou d’un oxyde de quelques monocouches rend l’intégration industrielle de
cette solution très difficile.
La deuxième solution mène à l’utilisation d’oxydes ou de semiconducteurs magnétiques. Dans
ce dernier cas, l’intérêt évident est la possibilité d’épitaxie directe de l’électrode sur le semiconduc-
teur. Le problème est alors de trouver un semiconducteur magnétique dont la température de Curie
est suffisamment haute pour permettre son utilisation dans des conditions normales de température.
Ce problème a été l’objet de recherches particulièrement intenses au cours des 10 dernières années,
et c’est à cet effort que ce travail participe.
I 2 Les réalisations expérimentales de semiconducteurs magnétiques
Le semiconducteur magnétique “idéal” aurait une température de Curie (TC) élevée, une pola-
risation du courant de 100 % (demi-métal), et est directement épitaxiable sur le silicium. C’est vers
cela que l’on souhaite tendre, mais cela s’avère expérimentalement difficile. Ce genre de matériau
peut en effet être obtenu selon deux approches différentes : (i) en utilisant des alliages qui exhibent
ce genre de propriétés, comme par exemple les chalcogénures de chrome (CdCr2Se4, CuCr2S4)
ou d’europium (EuS, EuSe) et certains manganites, qui comptent une relativement forte concen-
tration d’atomes magnétiques ce qui en fait des semiconducteurs magnétiques concentrés (CMS :
Concentrated Magnetic Semiconductors), ou bien (ii) en partant de semiconducteurs classiques et
en remplaçant certains atomes par des atomes magnétiques, à savoir des métaux de transition ou
des terres rares et on parle alors de semiconducteurs magnétiques dilués (DMS : Diluted Magnetic
Semiconductors).
4
I 2. LES RÉALISATIONS EXPÉRIMENTALES DE SEMICONDUCTEURS MAGNÉTIQUES
La première catégorie est intéressante puisqu’elle propose des alliages stables aux propriétés
électriques et magnétiques avantageuses. Malheureusement, à l’image de la solution “barrière tun-
nel”, elle est difficilement intégrable à la filière des semiconducteurs actuels, largement basée sur
le silicium. La deuxième solution au contraire, assure par son principe même une intégration re-
lativement aisée, mais le problème vient cette fois-ci de la difficulté de conception ainsi que des
propriétés des matériaux envisagés. En effet, les dopants magnétiques que l’on souhaite incorporer
sont très peu solubles dans les semiconducteurs, ce qui donne des concentrations à l’équilibre négli-
geables, et des propriétés magnétiques quasiment inexistantes. C’est pour s’affranchir de ces limites
de solubilité très basse que les méthodes de croissance hors équilibre ont été utilisées, dans l’espoir
d’obtenir des concentrations significativement supérieures ainsi que les meilleures propriétés qui en
découleraient. C’est cette voie qui a été favorisée au cours des dernières années.
I 2.1) Méthodes hors équilibre
L’idée de base des méthodes hors équilibre est de ne pas laisser la possibilité au système d’at-
teindre son équilibre thermodynamique en se servant des barrières énergétiques entre un état méta-
stable que l’on souhaite obtenir et l’état de plus basse énergie. De manière générale, cela passe par
des procédés effectués à des températures relativement basses et à des vitesses de formation assez
faibles.
Il y a un grand nombre de méthodes hors équilibre potentiellement intéressantes pour la réali-
sation d’un semiconducteur magnétique dilué et on en citera trois parmi les plus utilisées :
– l’implantation consiste à bombarder le substrat de semiconducteur avec des atomes magné-
tiques ionisés dont l’énergie cinétique est contrôlée. Le gros avantage de cette méthode est le
contrôle total de la phase obtenue après implantation, qui est la même qu’avant implantation,
mais avec la concentration choisie en élément magnétique. Cependant, la brutalité de l’inser-
tion des atomes magnétiques génère quantité de défauts ponctuels, ce qui diminue fortement
la qualité du matériau. La solution pour éliminer ces défauts est une procédure de recuit, mais
celle-ci revient en fait à se rapprocher de l’équilibre thermodynamique, et malheureusement
à former localement des précipités intermétalliques.
– le dépôt chimique en phase vapeur (CVD pour Chemical Vapor Deposition), et notamment
par la méthode VLS (pour Vapor Liquid Solid), utilise des précurseurs chimiques pour amener
les composants désirés à la surface de l’échantillon, et permet d’obtenir des matériaux de
bonne qualité (sans trop de défauts). Sa particularité par rapport aux autres méthodes est de
ne pas nécessiter de vide et d’offrir des vitesses de formations relativement élevées. Elle est
principalement utilisée pour la réalisation de nanofils.
Lors de la croissance par épitaxie par jet moléculaire, un certain nombre de processus élémen-
taires entrent en jeux, comme indiqué sur la figure I.3. C’est au travers du contrôle de l’importance
de chacun de ces processus qu’il est possible de contrôler la croissance. Évidemment, le contrôle de
ces derniers ne se fait pas directement, mais via des paramètres de croissance comme par exemple :
– le flux relatif de chaque espèce chimique, qui règle la concentration relative des espèces dans
le matériau final ;
– le flux absolu d’atomes qui détermine la vitesse de croissance, et donc aussi la qualité du
matériau ;
– la température du substrat, déterminante dans tous les processus atomiques (diffusion, nu-
cléation, formation de défauts, ...) ;
– les propriétés du substrat (orientation cristallographique, paramètre de maille, symétrie, état
de surface, rugosité, ...), qui interviennent dans tous les processus.
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FIG. I.3 – Le principe de fonctionnement de l’épitaxie par jet moléculaire (tiré de [55]). Plusieurs
processus élémentaires sont décrits : la diffusion, la désorption, la nucléation et l’incorporation.
C’est l’importance relative de tous ces processus qui détermine le type et la vitesse de croissance,
et donc les propriétés du matériau final.
Comme nous le verrons, ces paramètres vont modifier le matériau final et le but va être pour les
expérimentateurs de les optimiser afin de réaliser le matériau présentant les meilleures propriétés.
Nous devrons donc interpréter les changements observés sur les matériaux en fonction des change-
ments de paramètres de croissance associés.
I 2.2) Premiers résultats
Nous allons développer ici les différents résultats obtenus pour les croissances de semiconduc-
teurs magnétiques dilués par épitaxie par jet moléculaire. On discutera alors séparément de deux
problématiques distinctes, même si elles sont liées dans les faits : la composition chimique des
couches fabriquées, et la qualité du matériau obtenu.
Différentes espèces chimiques
Comme on l’a vu, les semiconducteurs magnétiques dilués sont composés d’une part d’un se-
miconducteur, et d’autre part d’un élément magnétique en faible quantité. On peut remarquer que
dans une grande partie des expériences, l’élément magnétique choisi est le manganèse. La raison en
est simple : c’est le métal de transition qu’on peut considérer comme le plus magnétique. En effet,
sa couche 3d étant à moitié pleine, l’atome isolé porte un moment magnétique de 5 µB, le maximum
possible pour les métaux de transition. De ce fort moment magnétique découlent des interactions
d’échange fortes elles aussi, et une température de Curie élevée.
Quant aux semiconducteurs utilisés, les premiers travaux ont porté sur les semiconducteurs II-
VI [60]. En effet, dans ces derniers, les métaux de transition montrent de bonnes propriétés de
solubilité, notamment à cause de la valence identique entre les éléments de la colonne II et les
métaux de transition. Des valeurs de solubilité de l’ordre de 80% [84] ont même été prédites pour
le manganèse dans les composés ZnTe et CdTe (Mn remplaçant alors Zn et Cd). Cependant, même
si ces prédictions théoriques ont été confirmées expérimentalement, les propriétés magnétiques de
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ces matériaux se sont avérées très décevantes. Ils ne semblent plus être à l’heure actuelle de bons
candidats de semiconducteurs magnétiques dilués.
La recherche s’est ensuite orientée vers les semiconducteurs III-V (GaAs, InAs, GaN, AlN,... ),
dans lesquels les valeurs de solubilité des métaux de transition sont cependant beaucoup plus faibles.
Il y aurait donc d’importantes difficultés à obtenir des matériaux suffisamment concentrés pour avoir
des propriétés magnétiques intéressantes. Par ailleurs, un autre problème de ces semiconducteurs
est la stabilité d’alliages intermétalliques comme MnAs, qui se forment en précipités lors de la
croissance, empêchant la dilution des atomes magnétiques. Malgré cela, grâce à la maitrise des
croissances basse température, des alliages de quelques pour cent ont pu être réalisés [131]. Mais
même si les températures de mise en ordre sont bien supérieures aux alliages de II-VI (phénomène
que l’on attribue à une structure de bande mieux adaptée), elles restent en deçà de l’ambiante [184].
Enfin, c’est seulement assez récemment que le champ des investigations s’est étendu aux se-
miconducteurs de type IV (silicium, germanium). Cela semble paradoxal, puisque le but final est
idéalement de pouvoir intégrer ces matériaux dans l’industrie de la microélectronique, largement
basée sur le silicium. Mais la raison de ce retard est liée à un problème d’efficacité de l’émission
de lumière dans ces semiconducteurs IV. En effet, un moyen simple de détection de la polarisation
magnétique des porteurs de charge utilise la mesure de la polarisation de la lumière émise. Or, le
gap des semiconducteurs IV étant indirect, les processus radiatifs sont plus complexes, associés aux
phonons, et donc ont des rendements plus faibles et sont sujets à une plus forte dépolarisation. Quoi
qu’il en soit, ces semiconducteurs présentent trois avantages majeurs par rapport aux II-VI et aux
III-V :
– ils sont compatibles avec les technologies actuelles de la microélectronique ;
– ils sont composés d’un seul type d’atomes, ce qui rend tous les sites d’insertion des impure-
tés magnétiques équivalent, et qui interdit donc la formation d’anti-sites. C’est un avantage
puisque ces derniers tendent à faire baisser la polarisation moyenne ainsi que la température
de mise en ordre (même si la formations de paires antiferromagnétiques dans les semicon-
ducteurs de type IV pose un problème similaire) ;
– enfin ils proposent des temps de vie de polarisation très intéressants, notamment à cause du
faible couplage spin-orbite (surtout pour le silicium) et de la présence de symétrie d’inversion
[182].
Les nombreuses expériences effectuées sur le silicium et le germanium montrent que c’est le
second qui donne les meilleurs résultats. Il y a plusieurs raisons à cela. Tout d’abord, beaucoup
de composés SiMn s’avèrent être antiferromagnétiques ou non ferromagnétiques (Mn5Si3, Mn5Si2,
...) quand leurs pendants GeMn sont ferromagnétiques ou ferrimagnétiques (Mn5Ge3, Mn5Ge2, ...).
A cela s’ajoutent des différences dans les structures de bandes entre le silicium et le germanium
qui donnent au dernier seulement un caractère quasiment demi-métallique lorsqu’il est dopé au
manganèse. Nous parlerons donc dans la suite seulement du germanium. Les premiers résultats
concluants de films de GeMn remontent à 2002 lorsque Park et al. [136] montrent une relation
directe entre la concentration en Mn et la température de Curie (qui varie entre 25 K et 116 K)
dans des films créés par épitaxie par jet moléculaire. L’analyse de ces films montre qu’il s’agit bien
de semiconducteurs magnétiques dilués, tout en révélant la présence d’inhomogénéités chimiques
ainsi que de petits précipités, ce qui sera un problème récurrent dans ce système.
Dilution contre précipitation
Dans la foulée des expériences de Park et al. [136], de nombreux groupes se sont lancés dans la
réalisation de films de GeMn en essayant d’augmenter la concentration de manganèse, dans le but
évident de faire grimper la TC au-delà de l’ambiante. Malheureusement, il s’est avéré extrêmement
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difficile de diluer ne serait-ce que quelques pour cent de manganèse et, à quelques exceptions près
(croissances de nanofils [37]), la précipitation est devenue la règle. Cette grande difficulté de dilu-
tion est résumée par ce chiffre : 10−6 %, la limite de solubilité mesurée expérimentalement [188]
pour ce métal de transition dans le germanium. Les précipités observés sont cependant d’une grande
variété, tant en forme qu’en composition. Le diagramme de phase de l’alliage binaire GeMn (voir
figure I.4) devrait nous permettre de mieux comprendre les observations.
FIG. I.4 – Diagramme de phase de l’alliage binaire GeMn [121].
La première chose que l’on observe, c’est l’absence totale de composé stable dont la concen-
tration de manganèse est inférieure à 58%. Le composé le plus concentré en germanium est donc,
outre le germanium diamant bien sûr, le Mn11Ge8. Et c’est a priori un avantage à la dilution puisque
les composés intermétalliques habituellement problématiques n’existent pas ici, et ne risquent donc
pas de se former. Si maintenant on regarde toutes les phases présentes sur le diagramme, on en voit







et 5 autres stables à haute température :
– Mn2Ge (χ),
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Ainsi, lors des croissances faiblement concentrées en Mn pour réaliser des semiconducteurs
magnétiques dilués (moins de 20% de Mn), les précipités intermétalliques éventuellement formés
devraient être composés de Mn11Ge8. Et c’est en effet ce qui est observé dans plusieurs expériences
[137, 36, 24, 185]. Cependant, dans de nombreux cas, c’est la phase Mn5Ge3 [125, 134, 135, 26, 12,
87] qui est observée. Il semble donc que l’équilibre thermodynamique seul ne suffise pas à décrire
ces systèmes, mais qu’il faut aussi prendre en compte des effets élastiques ou d’interface. Ceci
n’est pas surprenant puisque toutes ces expériences ont été réalisées en utilisant des méthodes de
croissance hors équilibre et en épitaxie justement pour s’affranchir de l’équilibre thermodynamique.
Mais ces deux types de précipités ne sont pas les seuls. Il a été observé dans certains cas la phase
haute température Mn5Ge2 (ζ) [185] ou même des phases amorphes [163]. Mais les observations
les plus étonnantes sont celles de zones concentrées en manganèse et parfaitement cohérentes sur la
matrice de germanium [88, 48, 30, 111]. Parmi ces observations effectuées par plusieurs groupes à
partir de 2006, on doit une des plus intéressantes à M. Jamet et al. [88, 48] qui montre la croissance
cohérente de nanocolonnes riches en manganèse entourées d’une matrice de germanium quasi pure.
C’est à ce dernier type de précipité que ce travail est lié, puisque nous allons tenter d’en comprendre
la structure. Mais décrivons tout d’abord les résultats expérimentaux.
FIG. I.5 – Exemples de précipitations de phases connues de GeMn dans une matrice de germanium.
a) Le précipité “naturel” Mn11Ge8 (θ) (tiré de [185]). b) À une composition proche, le Mn5Ge3 (η)
est plus souvent obtenu (tiré de [108]). c) On a parfois formation du composé haute température
Mn5Ge2 (ζ) (tiré de [185]).
À retenir La spintronique est un domaine qui offre des possibilités extrêmement intéressantes pour
des dispositifs aux fonctionnalités nouvelles ou plus efficaces. Elle se propose pour cela d’utiliser
le spin des porteurs en plus de leur charge. Elle nécessite l’utilisation de matériaux magnétiques, et
leur intégration dans la filière des semiconducteurs actuelle basée sur le silicium est d’une grande
difficulté. La solution adoptée consiste à doper des semiconducteurs (préférentiellement de type IV)
en atomes magnétiques (des métaux de transition par exemple). Un couple semiconducteur-atome
magnétique particulièrement intéressant pour ses propriétés est le couple germanium-manganèse.
Cependant, il s’avère très difficile de diluer le métal de transition dans le semiconducteur, et l’ap-
parition de composés intermétalliques est problématique. De récentes expériences ont cependant
montré une séparation de phase d’un nouveau type, avec des zones riches en manganèse parfaite-
ment cohérentes sur la matrice diamant du germanium, et qui ne semblent correspondre à aucun
composé connu de l’alliage GeMn. Leur caractérisation plus poussée semble essentielle
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I 3 Des nanocolonnes riches en manganèse
Les expériences de M. Jamet et al. ont été effectuées grâce à la méthode d’épitaxie par jet mo-
léculaire (MBE pour Molecular Beam Epitaxy). L’épitaxie a été effectuée sur des substrats de ger-
manium dans la direction cristallographique [001]. Les températures de croissance sont très basses,
entre 100°C et 200°C. Les concentrations moyennes en manganèse varient entre 1% et 11% selon
les échantillons. La technique de croissance utilisée permet de s’affranchir de l’équilibre thermo-
dynamique et de former des composés métastables en les stabilisant via des énergies de barrières
infranchissables aux basses températures. Le but originel était d’obtenir un semiconducteur magné-
tique dilué. Cependant, comme fréquemment dans ces expériences avec le germanium et le manga-
nèse, ce dernier ne se diluant que très peu [117], il se forme des phases secondaires généralement
indésirables. Ce qui est intéressant ici c’est que, comme nous allons le voir, la phase secondaire
créée ne correspond à aucun composé connu, et l’organisation des zones riches en manganèse est
interessante.
Nous allons tout d’abord nous intéresser à la forme générale de ces zones riches en manganèse,
nous verrons ensuite la sensibilité de leur aspect (forme, taille, répartition) aux paramètres de crois-
sance, puis nous étudierons plus en détail leur structure cristalline, et enfin nous récapitulerons les
mesures magnétiques effectuées et les propriétés qu’elles décrivent. Toutes les informations don-
nées dans cette partie sont issues des publications et du manuscrit de thèse de Thibault Devillers
[88, 48, 47].
Les résultats présentés ici ont été obtenus par des techniques expérimentales parfois complexes,
que nous ne détaillerons que lorsque cela sera pertinent pour la compréhension des informations
obtenues.
I 3.1) Propriétés structurales
Nous allons dans un premier temps nous intéresser aux propriétés structurales des échantillons
de GeMn. Trois méthodes ont principalement été utilisées pour faire ces caractérisations : (i) la
diffraction de rayons X, (ii) la microscopie électronique en transmission et (iii) la spectroscopie
fine au seuil d’absorption. Nous verrons donc successivement les informations apportées par les
trois méthodes, dont nous préciserons les points fort et les limitations.
Diffraction
La première méthode utilisée pour la caractérisation structurale des échantillons élaborés est la
diffraction. En effet il y a, à l’intérieur même du bâti de croissance, un diffractomètre particulier, le
RHEED (pour Reflexion High Energy Electron Diffraction) qui permet de suivre l’évolution de la
surface de l’échantillon tout au long de la croissance. Les observations faites pendant les croissances
montrent invariablement une surface de germanium de bonne qualité, excluant la formation de
phases intermétalliques parasites (telles que Mn11Ge8 ou Mn5Ge3).
Une fois la croissance terminée, une deuxième analyse de diffraction est effectuée, cette fois-ci
non plus seulement sur la surface de l’échantillon, mais aussi en profondeur. Un résultat typique
est montré sur la figure I.6. Les raies observées sont celle du germanium diamant uniquement, et il
semble donc que non seulement la structure du diamant est conservée, mais qu’il n’y a pas non plus
présence de phases intermétalliques, ce qui confirme les conclusions des mesures RHEED.
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FIG. I.6 – Mesure de diffraction θ – 2θ d’un échantillon de GeMn élaboré à 100°C et contenant
6% de manganèse, ce qui correspond à des nanocolonnes relativement petites et avec une bonne
cristallinité. Seules les raies du germanium diamant apparaissent (tiré de [47]).
La microscopie électronique en transmission
C’est l’outil de base de cette étude de caractérisation puisqu’elle permet de “voir” les échan-
tillons avec des détails pouvant aller jusqu’à l’atome. La microscopie électronique en transmission
(TEM pour Transmission Electron Microscopy) permet aussi bien d’observer l’aspect global des
échantillons que le détail fin de la structure atomique. C’est donc un outil particulièrement puissant,
et on pourra être tenté de sur-interpréter les images. Mais il faut toujours garder à l’esprit que les
images fournies par le microscope ne sont pas issues des mêmes processus que celles que nous
voyons tous les jours : c’est la transmission des électrons au travers d’un échantillon spécialement
préparé qui est observé, et non pas l’interaction de la lumière avec la matière. Même si certains pro-
cessus sont assez semblables, d’autres peuvent tromper l’intuition. Nous y serons donc attentifs. Par
ailleurs, c’est une microscopie en transmission, ce qui signifie que l’image obtenue est la projection
de tout les atomes sur l’épaisseur de l’échantillon. L’image est donc une sorte de moyenne de tous
les plans atomiques traversés, supérieurs à la centaine même dans les meilleurs cas (amincissement
de bonne qualité).
Une nanostructuration étonnante C’est la microscopie qui fait apparaître dans les échantillons
les fortes inhomogénéités dans la concentration du manganèse. La figure I.7 est une image de mi-
croscopie électronique en transmission. L’image de gauche est une vue en coupe (transverse) de
l’échantillon, avec la direction de croissance vers le haut, alors que celle de droite est une vue “de
dessus” avec la direction de croissance vers l’observateur. On voit nettement le substrat de germa-
nium surmonté de la couche de GeMn épitaxiée. Les contrastes ne sont pas directement liés à la
concentration en manganèse, mais à des effets complexes de contrainte de structure. On peut donc
simplement d’après ces deux vues conclure à la présence de structures colonnaires, d’un diamètre
de l’ordre de 3 nm pour une longueur de 80 nm, séparées entre elles d’environ 6 nm, auxquelles
on va désormais faire référence par le terme de nanocolonnes, par opposition au reste du film pour
lequel on parlera de matrice. On a donc une assemblée de nanocolonnes noyées dans une matrice
homogène. On peut par ailleurs voir que certaines de ces nanocolonnes traversent toute la couche
de GeMn épitaxiée.
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FIG. I.7 – Clichés de microscopie en vue transverse (à gauche) et en vue plane (à droite) d’un
échantillon de GeMn épitaxié sur Ge(001), et contenant 11% de Mn (tiré de [47]).
Il est intéressant de noter que la direction des colonnes est identique à la direction de croissance.
Cela indiquerait une décomposition en surface, avec des effets de migration cantonnés aux couches
supérieures lors de la croissance, à l’opposé d’un mécanisme de ségrégation en volume, qui mène-
rait plutôt à des structures de type sphéroïde. Afin de vérifier cela, des expériences de croissance
ont été effectuées sur des substrats nanostructurés offrant une surface facettée de type [113] et non
plus une surface plate [001]. Un cliché de microscopie est montré sur la figure I.8. On voit que les
colonnes restent perpendiculaires à la surface, quelle que soit l’orientation de celle-ci. Cela signifie
donc qu’il y a bien diffusion du manganèse en surface et que la cohérence des colonnes de bas en
haut de la couche est assurée par une décomposition de type spinodale (voir ref. [47] pour plus de
détail). Par ailleurs, cela signifie que l’interface entre les nanocolonnes et le reste de la couche est
identique dans toutes les directions, ce qui restreint les possibilités pour la phase à l’intérieur des
colonnes à deux cas : elle est ou bien très proche du diamant ce qui permet une relation d’épitaxie
parfaite, ou bien amorphe et donc isotrope. Il ne semble en aucun cas pouvoir s’agir d’un composé
cristallin trop différent du diamant, comme le Mn5Ge3 par exemple.
Où est le manganèse ? Nous avons vu que le matériau GeMn s’organisait en nanocolonnes et non
pas en un film homogène où le manganèse serait uniformément dilué dans le germanium. Cepen-
dant, nous ne savons pas exactement où se situe le manganèse, ni ce qui différencie les nanocolonnes
du reste du film. Afin de répondre à ces questions, des mesures de microscopie électronique en trans-
mission filtrée en énergie (EFTEM pour Energy Filtered Transmission Electron Microscopy) ont
été effectuées. En se plaçant au seuil L du manganèse par exemple, on peut savoir si les électrons
d’une certaine zone de l’image ont rencontré des atomes de manganèses ou non. Les résultats sont
donnés par les figures I.9 et I.10, où les zones claires indiquent la présence de manganèse. La figure
I.9 montre une vue en coupe de la couche épitaxiée, tandis que la figure I.10 montre une vue “de
dessus”. Il apparaît clairement que le manganèse est concentré dans les colonnes, et que la matrice
qui les entoure est quasiment purement germanium. En effet, la limite de détection est de 1%, et on
peut donc affirmer que la matrice contient moins de 1% de manganèse.
Puisque tout le manganèse semble être dans les nanocolonnes, on peut remonter à sa concen-
tration dans les colonnes par des considérations géométriques (volume des colonnes, densité de
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FIG. I.8 – Cliché de TEM en vue transverse d’une couche de GeMn épitaxiée sur un substrat
pré-structuré. Les facettes observées ici sont des facettes [113] (tiré de [47]).
FIG. I.9 – Clichés de microscopie électronique en vue transverse d’un échantillon de GeMn conte-
nant 11% de Mn. L’image de gauche correspond à la microscopie électronique en transmission
classique (TEM) alors que celle de droite est issue de microscopie électronique en transmission
filtrée en énergie (EFTEM) au seuil L du manganèse. Les zones claires sont alors révélatrices de
la présence de manganèse (tiré de [47]).
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FIG. I.10 – Clichés de microscopie électronique en vue “de dessus” d’un échantillon de GeMn
contenant 6% de Mn. La technique utilisée est la microscopie électronique en transmission filtrée
en énergie (EFTEM) au seuil L du manganèse. Les zones claires sont alors révélatrices de la
présence de manganèse (tiré de [47]).
colonne par unité de surface) et en connaissant la concentration totale de manganèse dans l’échan-
tillon. Il apparaît que la concentration de manganèse dans les nanocolonnes varie entre 30% et 50%
selon les hypothèses (manganèse dans la matrice entourant les colonnes, erreur sur la mesure de
la taille des colonnes, leur densité, ... ). Cette mesure est partiellement confirmée par des mesures
EELS (pour Electron Energy Loss Spectroscopy) sur une colonne unique, qui permettent de quanti-
fier à la fois le germanium et le manganèse, et qui donnent une concentration aux alentours de 50%.
Ce dernier résultat est cependant à prendre avec précaution puisque, comme on le verra plus tard,
cette mesure a été faite sur une colonne particulièrement grosse, ce qui soulève des doutes quant
à sa structure cristalline. Quoi qu’il en soit, le composé qui constitue les nanocolonnes n’est pas
connu, puisque le composé le moins riche en manganèse en contient tout de même 58%, ce qui est
supérieur à la limite de 50% donnée par les mesures expérimentales. La question de la nature de ce
composé sera traitée plus loin, mais intéressons-nous d’abord à l’aspect général des nanocolonnes.
Dépendance aux conditions de croissance Nous savons maintenant que les nanocolonnes sont
des zones riches en manganèse. Mais la question est de savoir ce qui fixe le diamètre des nano-
colonnes (moyenne, écart type, ...) et leur nombre (par unité de surface). Pour cela, une étude ex-
haustive des propriétés morphologiques des nanocolonnes en fonction des conditions de croissance
(concentration totale en manganèse et température de croissance) a été menée. Quelques exemples
de clichés de microscopie sont présentés sur les figures I.11 et I.12, correspondant à des tempé-
ratures de croissances basse (100°C) et haute (150°C) respectivement. Pour des températures de
croissance supérieures à 200°C, il y a une plus forte formation de précipités intermétalliques tels
que montrés sur la figure I.5. Nous n’analyserons cependant pas plus avant les détails de ces der-
niers précipités, mais le lecteur pourra se reporter à la ref. [47]. Pour chaque température (100°C
et 150°C), trois différentes concentrations en manganèse sont rapportées. On peut observer sur les
images des variations assez large de la taille des colonnes ainsi que de leur nombre. Une analyse
systématique de nombreuses images de ce type a été effectuée afin d’extraire une statistique. Une
synthèse de ces résultats est présentée sur la figure I.13.
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FIG. I.11 – Clichés de microscopie électronique en vue “de dessus” de trois échantillons de GeMn
contenant 1.3%, 4.1% et 11.3% de manganèse, élaboré à 100°C (tiré de [47]).
FIG. I.12 – Clichés de microscopie électronique en vue “de dessus” de trois échantillons de GeMn
contenant 1.3%, 4.1% et 11.3% de manganèse, élaboré à 150°C (tiré de [47]).
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FIG. I.13 – Analyse de l’aspect des nanocolonnes selon les conditions de croissance (concentration
totale en manganèse et température de croissance). Les données sont obtenues par un traitement
automatisé de multiples images de microscopie. a) Évolution du diamètre des nanocolonnes. b) et
c) Variation de la densité de nanocolonnes (nombre de nanocolonnes par µm2) et de la fraction
volumique occupée par celles-ci respectivement, en fonction de la concentration en manganèse
dans l’échantillon, pour deux températures de croissance (100°C et 150°C).(tiré de [47])
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L’évolution de la morphologie des nanocolonnes en fonction de la concentration totale en man-
ganèse est différente selon que la croissance a été effectuée à basse ou à haute température (100°C
et 150°C respectivement). En effet, dans les échantillons épitaxiés à basse température, l’augmen-
tation de la quantité totale de manganèse a tendance à augmenter le nombre de colonnes (figure I.13
b) ), mais assez peu leur taille (figure I.13 a) ). A l’opposé, dans les échantillons “haute températu-
re”, le nombre de nanocolonnes reste assez faible (figure I.13 b) ), et c’est la taille des nanocolonnes
qui évolue (figure I.13 a) ). Dans les deux cas cependant, que le manganèse supplémentaire crée de
nouvelles colonnes (basses températures) ou fasse grossir les colonnes existantes (haute tempéra-
ture), la fraction volumique des nanocolonnes augmente linéairement avec la quantité de manganèse
contenu dans l’échantillon (figure I.13 c) ). Cette relation de proportionnalité entre fraction volu-
mique et quantité de manganèse indique que la concentration de manganèse dans les nanocolonnes
est globalement constante quelle que soit leur taille et leur distribution, à l’exception notable des
échantillons contenant 11.3% de manganèse. À partir de la pente de la droite, on peut déduire, dans
un modèle où les atomes de manganèse remplacent ceux de germanium, que la concentration en
manganèse dans les nanocolonnes est de l’ordre de 40 – 50%. En ce que qui concerne les échan-
tillons les plus concentrés en manganèse, la fraction volumique des colonnes est inférieure à ce qui
est attendu pour la quantité de manganèse (les points sont sous la droite du modèle précédent). On
peut donc s’attendre à ce que la concentration en manganèse y soit plus importante.
On peut tenter d’expliquer les différentes tendances que nous venons de décrire par des consi-
dérations de nucléation et de diffusion. En effet, rappelons que le manganèse étant très peu miscible
dans le germanium, il ne s’incorpore pas au cours de la croissance et il a tendance à “flotter” à la
surface du germanium (hypothèse confirmée par des observations de microscopie [198]). Lorsque
la quantité de manganèse accumulée dépasse localement un certain seuil, il y a incorporation d’un
atome de manganèse, et donc création d’un défaut. Une fois ce point d’ancrage créé, les autres
atomes de manganèse alentour viennent se greffer à ce défaut, et au fur et à mesure que la crois-
sance se poursuit, cet ilot riche en manganèse capte tous les atomes de manganèse qui migrent à
proximité. Dès lors, la température et la concentration totale en manganèse interagissent comme
suit :
– À basse température, le libre parcours moyen des atomes de manganèse est relativement court
puisque leur énergie limitée ne leur permet pas de franchir beaucoup de barrières rapidement.
De plus, lorsqu’un site de nucléation est créé, il ne peut pas être détruit, car la barrière éner-
gétique est trop haute. Ainsi, lorsque la quantité de manganèse déposé à chaque instant sur
la surface augmente, les atomes de manganèse en surplus nucléent d’autres zones riches,
captant le surplus d’atomes.
– À haute température au contraire, le libre parcours moyen des atomes de manganèse est
supérieur, et les zones de nucléation sont moins stables. L’augmentation de la quantité globale
de manganèse n’a donc pas tendance à augmenter le nombre de sites de nucléation, mais
plutôt à augmenter la taille des sites existants.
– À température encore supérieure, les zones de nucléation sont encore plus rares, mais l’ordre
apparent à l’intérieur des nanocolonnes disparaît au profit des phases stables du diagramme
de phase (notamment Mn5Ge3).
Une structure cristalline étonnante Puisque le composé constituant les nanocolonnes possède
une concentration en manganèse comprise entre 30% et 50%, ce ne peut pas être une phase connue
de l’alliage germanium-manganèse. La question se pose donc de sa nature exacte. Encore une fois,
la microscopie est un outil de choix pour répondre, ne serait-ce que partiellement, à cette question.
En effet, la résolution atomique peut être atteinte grâce à la microscopie électronique en transmis-
sion en haute résolution (HR-TEM). Trois images obtenues par cette technique sont montrées sur
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la figure I.14. Ces trois images correspondent à une vue de dessus de trois échantillons faits dans
des conditions de croissance différentes, qui donnent trois types de morphologies.
FIG. I.14 – Images de microscopie électronique en transmission en haute résolution (HR-TEM)
de trois types de colonnes différents : a) de petit diamètre, b) de diamètre moyen et c) de grand
diamètre. La structure interne des colonnes est visible (tiré de [47]).
L’image la plus révélatrice représente une nanocolonne de taille moyenne (figure I.14 b) ). On y
voit clairement que la structure interne de la nanocolonne est très proche, sinon identique, à celle de
la matrice de germanium voisine. On remarque aussi la présence de défauts, mais l’interface semble
malgré tout assez continue, sans défauts particuliers. Aux vues de ces informations, il semble donc
que la nanocolonne ne soit qu’une zone où le manganèse se concentre, mais tout en restant sur la
maille cubique du diamant.
Si l’on s’intéresse maintenant à la nanocolonne de petit diamètre sur la figure I.14 a), il semble
plus difficile de tirer des conclusions. On ne sait en effet pas bien si on arrive à distinguer l’intérieur
ou même si l’on peut clairement définir un intérieur. Mais quoi qu’il en soit, là encore, il ne semble
pas y avoir de discontinuité entre la nanocolonne et la matrice de germanium.
Enfin, en ce qui concerne la nanocolonne de grand diamètre qui est montrée sur la figure I.14
c), elle apparaît nettement différente des deux autres, en ce sens qu’il semble ne pas y avoir de
structure ordonnée à l’intérieur. Cela se rapprocherait plutôt d’un amorphe. La question peut alors
se poser de savoir si la préparation des échantillons (amincissement par voie chimique) n’a pas
un rôle dans cette différence, puisque du fait de sa taille, cette nanocolonne serait potentiellement
plus vulnérable2. Nous n’avons pas de réponse à l’heure actuelle, mais des expériences sont en cours
dans lesquelles l’amincissement est effectué par voie mécanique, et non plus chimique. Néanmoins,
la présence d’une structure différente, potentiellement amorphe, dans les nanocolonnes de grande
taille est compatible avec les considérations de concentration discutées précédemment, qui indi-
quaient déjà une telle différence.
En se basant sur d’autres clichés de microscopie, la tendance semble être pour les nanocolonnes
d’être d’autant plus contraintes et parfaites qu’elles sont petites, que la température est basse et
que la quantité de manganèse est faible. Ainsi, on observe une modification de la cristallinité de
l’intérieur des nanocolonnes pour des températures de l’ordre de 130 °C et des concentrations de 6%
de manganèse. La cristallinité se dégrade avec la température et la quantité de manganèse jusqu’à
perdre tout ordre apparent comme sur la figure I.14 c).
2Si l’alliage qui compose les nanocolonnes est moins résistant à l’attaque chimique, alors les petites nanocolonnes
seront plus protégées par la matrice se germanium que les grandes.
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En particulier si l’on regarde de plus près la figure I.14 b), on peut distinguer deux dislocations
coin à l’interface de la nanocolonne. La transformée de Fourier de l’image ainsi qu’un filtrage est
présenté figure I.15, et permet de mieux les voir. Les deux dislocations sont visibles dans la direction
(220), mais pas dans la direction (220). Elles sont en fait l’expression du plan atomique de type
[110] manquant à l’intérieur de la nanocolonne.
FIG. I.15 – Image de microscopie d’une nanocolonne de taille moyenne, avec sa transformée de
Fourier et le filtrage des piques (220) et (220). On voit deux dislocations dans la direction (220), ce
qui se traduit par un plan atomique [110] manquant à l’intérieur de la nanocolonne (tiré de [47]).
L’explication la plus naturelle à la présence de dislocations, et à l’absence d’un plan, est reliée au
paramètre de maille d’équilibre de la phase qui constitue les nanocolonnes. En effet, si le paramètre
de maille à l’intérieur est supérieur au paramètre de maille de la matrice de germanium, alors il est
énergétiquement favorable de retirer un plan afin de relaxer la contrainte. Une mesure du paramètre
de maille dans la direction (220) montre qu’il est supérieur de 4% à sa valeur dans la matrice de
germanium.
Une phase métastable Nous avons vu que la phase qui constitue les nanocolonnes devait être mé-
tastable, puisqu’elle n’existait pas dans le diagramme de phase GeMn (figure I.4). Afin de confirmer
cela, des échantillons exhibant des nanocolonnes ont été recuites à 450°C. Le résultat est montré
figure I.16. On voit très nettement les moirés qui révèlent les composés définis GeMn formés :
le Mn5Ge3, le Mn11Ge8 étant écarté par des mesures de diffraction. Ces observations sont confir-
mées par des mesures magnétiques qui portent la signature de cette phase. La phase constituant les
nanocolonnes est donc bien une phase métastable qui disparaît par l’utilisation d’un recuit.
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FIG. I.16 – Cliché de microscopie montrant les précipités Mn5Ge3 formés lors d’un recuit à 450°C
d’un échantillon comportant initialement des nanocolonnes (tiré de [47]).
Les expériences de spectrométrie d’absorption des rayons X
Afin de caractériser plus avant la structure atomique des nanocolonnes, des expériences de spec-
trométrie d’absorption des rayons X (EXAFS, XANES, ...) ont été effectuées sur les échantillons de
GeMn présentant des nanocolonnes. Ces méthodes permettent d’obtenir des informations concer-
nant l’ordre local autour d’une espèce chimique particulière, et l’attention s’est portée ici sur les
atomes de manganèse. Un résultat préliminaire est donné figure I.17. On y voit le spectre EXAFS
d’un échantillon réalisé à basse température (100°C) et contenant 6% de manganèse, ansi que sa
transformée de Fourier. On constate qu’un simple modèle à une seule couche de coordination per-
met d’ajuster la tendance principale des oscillations. Cela signifie a priori que la structure est très
désordonnée et que la seule distance relativement constante est la distance des premiers voisins des
atomes de manganèse. Par ailleurs, la fréquence et l’amplitude des oscillations nous renseignent sur
la distance, l’espèce chimique et le nombre moyen de voisins des manganèses. Dans cet échantillon,
la distance premier voisin est autour de 2.47Å (+1% par rapport à la distance germanium – germa-
nium), les premiers voisins sont des germaniums et ils sont environ 4 en moyenne. Ces résultats sont
donc cohérents avec les mesures de diffraction et les observations de microscopie : le manganèse
semble se substituer à des atomes de germanium dans la matrice diamant, tout en conservant celle-
ci. Cependant, l’absence de deuxième couche de coordination paraît étonnante puisqu’il y a dans la
structure diamant 4 premiers voisins à 2.45Å et 12 deuxièmes voisins à 4.0Å. Même si ces derniers
sont assez éloignés, leur nombre devrait les faire apparaître, comme c’est le cas dans GaMnAs par
exemple [25, 155].
Une campagne de mesures plus exhaustive de l’évolution des spectres EXAFS en fonction
des conditions de croissance a donc ensuite été effectuée. Nous n’en donnerons cependant pas la
conclusion ici puisque l’interprétation des spectres obtenus fait partie intégrante de ce travail (voir
chapitre V).
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FIG. I.17 – Spectre EXAFS et sa transformée de Fourier d’un échantillon réalisé à basse tempéra-
ture (100°C) et contenant 6% de manganèse. Les résultats expérimentaux (les points triangulaires)
sont ajustés par un modèle à une couche de coordination (tiré de [47]).
I 3.2) Propriétés magnétiques
Nous venons de décrire l’agencement global des atomes de manganèse ainsi que la structure
cristalline qu’ils adoptent, et nous avons vu que la démixtion entre le germanium et le manganèse
provoque la formation de nanocolonnes riches en manganèse dans une matrice de germanium quasi
pure. Nous allons maintenant nous intéresser aux propriétés magnétiques des échantillons, à savoir :
(i) le type de magnétisme et éventuellement la température de Curie, (ii) la taille magnétique des
objets observés et (iii) une éventuelle anisotropie magnétique. Comme nous le verrons, ces pro-
priétés vont, à l’image de la morphologie des nanocolonnes, fortement dépendre des conditions de
croissance. Nous décrirons dans un premier temps ces trois propriétés, comment elles sont mesu-
rées et des résultats préliminaires, et nous ferons ensuite une synthèse des résultats pour tous les
échantillons.
Magnétisme, température de Curie Afin d’étudier le magnétisme des échantillons fabriqués,
une étude des courbes d’aimantation à saturation en fonction de la température a été effectuée. Un
exemple de résultat est donné en figure I.18. Il apparaît que ces résultats peuvent être interprétés
comme la somme de deux contributions :
– une contribution paramagnétique, visible à basse température, qui est attribuée à des atomes
de manganèse dilués dans la matrice de germanium ;
– une contribution ferromagnétique attribuée aux nanocolonnes, avec une température de Curie
d’environ 200K.
On peut par ailleurs remonter au moment magnétique par atome de manganèse en normalisant le
signal magnétique total par le nombre d’atomes de manganèses présents dans l’échantillon.
Taille magnétique La taille magnétique est simplement la taille des objets magnétiques. Cette
donnée est importante puisque pour les objets ferromagnétiques de taille nanométrique apparaît le
phénomène de superparamagnétisme. Ce phénomène est lié au temps de mesure. Si au cours de
la mesure, l’orientation magnétique de l’objet s’inverse, alors la mesure indiquera un magnétisme
nul alors que ce n’est pas le cas. En étudiant la température de blocage, c’est-à-dire la température
à laquelle on “dégèle” les objets magnétiques, on peut remonter à leur taille. Cette température
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FIG. I.18 – Aimantation à saturation (en µB par atome de manganèse) en fonction de la température
pour 4 échantillons élaborés à 100°C avec différentes concentrations en manganèse. a) Données
brutes. b) Ajustement des valeurs expérimentales par un modèle à deux contributions : une contri-
bution paramagnétique (Brillouin 3/2) et une contribution ferromagnétique dont la température de
Curie est d’environ 200K (tiré de [47])
de blocage est mesurée par la méthode de ZFC-FC (pour Zero Field Cooled - Field Cooled). Un
exemple de mesure est donné figure I.19. L’interprétation des résultats donne dans ce cas-là une
taille magnétique 4 à 5 fois inférieure à la taille des nanocolonnes, ce qui signifie que les colonnes
ne se comportent pas comme des objets continus, mais comme des morceaux séparés.
Anisotropie magnétique L’anisotropie magnétique est la propension d’un matériau à être ai-
manté dans une direction de l’espace plutôt que dans une autre. Elle a deux origines :
– l’anisotropie magnétocristalline, via le couplage spin-orbite, qui est due à une brisure de
symétrie autour des atomes magnétiques, qui peut être causée par la symétrie du cristal, ou
par une contrainte uni- ou biaxiale ;
– l’anisotropie de forme, qui est la conséquence de la minimisation de l’énergie magnétique,
et donc de la fermeture des lignes de champ. Elle a tendance à aligner l’aimantation avec la
direction de plus grande dimension.
La procédure pour mesurer cette anisotropie est simplement de relever la susceptibilité magnétique
selon différentes directions de l’espace. Un exemple est donné figure I.20 où seulement deux di-
rections ont été testées, pour un échantillon de Mn5Ge3. Il apparaît dans ce cas-là que la direction
planaire est la direction de facile aimantation. A l’inverse de cet exemple, les nanocolonnes n’ex-
hibent pratiquement pas d’anisotropie magnétique, et ce malgré leur aspect très allongée qui ne doit
pas manquer de générer une forte anisotropie de forme. Une explication possible est une compen-
sation de l’anisotropie de forme par une anisotropie magnétocristalline. Néanmoins, seules deux
directions ont été testées, et il n’est pas exclu qu’une anisotropie puisse se manifester dans une
direction non sondée.
Les tendances Sans rentrer plus en détail dans l’analyse des résultats expérimentaux, une étude
de nombreux échantillons fabriqués dans diverses conditions de température et de concentration en
manganèse montre qu’il y a quatre types d’objets magnétiques dans les échantillons :
– la matrice de germanium qui contient entre 1% et 3% de manganèse dilués si on lui attribue
la totalité du signal paramagnétique et un moment par manganèse de 3 µB (valeur théorique
du manganèse substitutionnel [153]) ;
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FIG. I.19 – Mesure Zero Field Cooled - Field Cooled (ZFC-FC) d’un échantillon contenant des
précipités de Mn5Ge3, et schémas montrant l’état magnétique des nanoparticules en fonction de la
position sur la courbe (de [1] à [5]). La température de blocage apparaît être d’environ 250 K (tiré
de [47]).
FIG. I.20 – Cycle d’hystérésis d’un échantillon de Mn5Ge3 selon deux directions différentes du
champ magnétique appliqué. La pente à l’origine donne la susceptibilité magnétique. La valeur
différente pour les deux orientations indique un axe de facile aimantation dans le plan (tiré de
[47]).
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– des nanocolonnes dites “basse TC” dont la température de Curie ne dépasse pas 200K, le mo-
ment magnétique par manganèse étant inférieur à 1 µB. Ces nanocolonnes sont superparama-
gnétiques indiquant des tailles magnétiques 4 à 5 fois inférieures à la taille des nanocolonnes,
et qui n’exhibent pas d’anisotropie magnétique, potentiellement indiquant une anisotropie
magnétocristalline de la phase constituant les nanocolonnes. Elles sont présentes dans la plu-
part des échantillons, en quantité d’autant plus grande que la température et la quantité de
manganèse sont faibles ;
– des nanocolonnes dites “haute TC” dont la température de Curie dépasse les 400K (limite
haute de l’appareil de mesure), le moment magnétique par manganèse étant de 4.7 µB. Ces
nanocolonnes ne sont pas superparamagnétiques, et n’exhibent pas non plus d’anisotropie
magnétique. Elles semblent n’être formées que dans des conditions de croissance très pré-
cises : une température de croissance de 130°C et une concentration en manganèse de 6% ;
– des précipités de Mn5Ge3 dont la température de Curie est (connue) de 300K et qui sont
en partie superparamagnétiques. Ils semblent présents dans les échantillons élaborés à des
températures supérieures à 130°C, même si ni la diffraction, ni la microscopie ne les ont
repérés. Il coexistent donc avec les nanocolonnes.
Une phase extrêmement intéressante pour de possibles applications en spintronique semble donc
présente. Cependant, aucune corrélation ne peut être faite entre la morphologie des nanocolonnes,
leur structure cristalline et leurs propriétés magnétiques, et ce malgré une étude approfondie.
À retenir Nous venons de résumer les résultats de la croissance de film de germanium-manganèse
par la méthode d’épitaxie par jet moléculaire à basse température. Des observations de microsco-
pie montrent la formation de nanocolonnes riches en manganèse (entre 30% et 50%) entourées
d’une matrice de germanium quasi pure. Il a été montré que la taille et le nombre de ces nano-
colonnes pouvaient être contrôlés dans une certaine mesure via la température de croissance et la
quantité de manganèse déposée. De plus, la structure cristalline de l’intérieur des nanocolonnes
semble identique à celle du germanium diamant, soutenant l’hypothèse selon laquelle les atomes
de manganèse s’incorporent en substitution dans la matrice de germanium.
Des mesures de spectrométrie d’absorption des rayons X ne montrent cependant qu’une seule
couche de coordination autour des atomes de manganèse, alors que l’on pourrait s’attendre à ob-
server au moins la couche suivante. Une explication possible implique un fort désordre qui règnerait
à l’intérieur des nanocolonnes, mais cette hypothèse semble en contradiction avec les observations
de microscopie.
Enfin, une étude des propriétés magnétiques révèle que les nanocolonnes sont ferromagné-
tiques, exhibant une température de Curie inférieure à 200K dans le cas général, mais supérieure
à 400K dans des conditions particulières de croissance. Ces différentes propriétés magnétiques ne
semblent néanmoins pas attribuables à des variations de morphologie ou de structure cristalline,
puisqu’aucune différence manifeste n’a pu être repérée.
Ainsi, même si ce système a été très étudié expérimentalement, il subsiste des zones d’ombre
dont la principale concerne l’origine des propriétés magnétiques exceptionnelles des nanocolonnes
“haute TC”. Afin d’apporter un point de vue nouveau sur la question, il a été fait appel à l’outil de
simulation, et c’est tout l’objet de cette thèse de répondre à ces questions en suspens.
I 4 Les résultats ab initio connus
Nous venons de présenter les résultats expérimentaux concernant le système GeMn. Nous al-
lons maintenant nous intéresser aux connaissances accumulées en simulation sur ce système. En
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effet, à partir des années 2000, et encore plus après les expériences de Park [136], de plus en plus
d’études utilisant les méthodes premiers principes3 ont été menées pour expliquer ou prévoir les
propriétés des semiconducteurs magnétiques dilués à base de semiconducteurs de type IV. Nous
allons essayer de résumer ici les points les plus importants concernant ces systèmes. Nous verrons
dans un premier temps les recherches concernant les semiconducteurs magnétiques dilués et leurs
propriétés, puis les composés connus du diagramme de phase, les amas et enfin des simulations des
mécanismes potentiellement à l’œuvre dans les séparations de phase observées expérimentalement.
Certain résultats ont bien sûr été publiés pendant le déroulement de la thèse, mais dans la mesure
où ils n’ont eu que peu de conséquences sur notre recherche, nous ne ferons pas la distinction.
I 4.1) Étude des semiconducteurs magnétiques dilués
Comme nous l’avons vu au début de ce chapitre, de grands espoirs étaient placés dans les
semiconducteurs magnétiques dilués. Or ceux-ci sont constitués d’atomes magnétiques dilués dans
la matrice diamant du semiconducteur. La première étape a donc naturellement consisté à étudier les
défauts ponctuels d’éléments magnétiques dans les deux semi-conducteurs de type IV : le silicium
et le germanium. C’est par ailleurs le sujet de la plupart des papiers traitant du système GeMn.
Les défauts ponctuels On doit l’une des premières études des défauts de manganèse dans le ger-
manium à Schulthess et Butler en 2001 [153]. Ils montrent que le manganèse en substitution du ger-
manium ne possède pas un moment magnétique de 5µB comme lorsqu’il est isolé, mais un moment
de seulement 3µB à cause de l’hybridation de ses orbitales d avec les orbitales p des germaniums
voisins. De plus, ce défaut introduit deux trous dans la bande de valence.
Ces résultats sont confirmés par la suite, et notamment par Park et al. [136] qui montrent de
plus que la position interstitielle tétraédrique du manganèse dans le germanium diamant est moins
stable de 0.7 eV à la position substitutionnelle, elle-même moins stable de 0.08 eV à l’association
de deux manganèses substitutionnels premiers voisins (dimère). Une tendance à la ségrégation est
donc prédite.
Stroppa et al. montrent ensuite que l’application des forces calculées dans le cas de la substi-
tution d’un germanium par un manganèse provoque une contraction vers l’atome magnétique de
ses premiers voisins [162], et ce en utilisant deux types de fonctionnelles d’échange-corrélation
différentes (la LDA pour Local Density Approximation ou la GGA pour Generalized Gradient
Approximation ). Ces prédictions ont été confirmées numériquement depuis [40], mais plusieurs
expériences semblent indiquer un comportement opposé [136, 172, 36, 173, 86]. Ce point est en-
core sujet à débat.
L’extension de l’étude aux alliages germanium-silicium dopés manganèse montre que le com-
portement du manganèse dans le silicium pur est à l’inverse du germanium : la position interstitielle
y est en effet plus stable que la position substitutionnelle [43], et l’explication de cette différence
n’est pas dans des effets de volume et est donc bien chimique [43]. Par ailleurs, il semble possible
de stabiliser la position substitutionnelle dans les alliages Si1−xGex pour x>16% [43].
Une étude de la supersaturation du Mn dans Si et Ge [117] s’intéresse à la solubilité du manga-
nèse dans les semiconducteurs de type IV, et montre que si la solubilité à l’équilibre est bien estimée,
en conformité avec l’expérience, à des valeurs extrêmement faibles, c’est en fait la solubilité dy-
namique qui permet des solubilités de quelques pour cent comme observées expérimentalement.
3sauf précision du contraire, les résultats présentés ci-après ont été produit en utilisant la théorie de la fonctionnelle
de la densité ou DFT (pour Density Functional Theory, voir chapitre II).
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La clef du problème vient du potentiel chimique du manganèse, qui doit être pris égal à celui des
phases stables type SiMnB20 dans le premier cas, mais pas dans le second.
En effet, dans un processus de croissance couche par couche, l’énergie de référence pour chaque
atome doit être prise comme l’énergie de l’atome absorbé sur la surface de croissance. Or si pour
le germanium, elle est identique au matériau massif, le manganèse a au contraire une énergie beau-
coup plus haute, tout en restant plus basse que lorsqu’il est incorporé. Il en découle donc que le
manganèse a tendance à “flotter” à la surface du semiconducteur, et que l’incorporation, même
si elle est difficile, est possible à des concentrations non négligeables, dépendant de la différence
d’énergie entre Mn à la surface et Mn incorporé. Il est par ailleurs proposé une explication au com-
portement opposé des défauts de manganèse [117] (et de tous les métaux de transition [40]) selon le
semiconducteur utilisé. Elle fait intervenir le coût énergétique différent de la lacune dans les deux
semiconducteurs. Ainsi la lacune de germanium a une énergie de formation 1.4 eV inférieure à
celle de silicium. Par ailleurs, la différence de stabilité entre le manganèse substitutionnel dans le
germanium et le silicium est de 1.2 eV, l’interstitiel ayant une énergie proche dans les deux cas. Il
semble donc que l’hybridation entre métal de transition et semiconducteur soit identique quel que
soit ce dernier, et que ce sont les liaisons brisées du semiconducteur qui font la différence.
En 2004, Wenguang Zhu et al. mettent en évidence un effet sub-surfactant [200] des atomes de
manganèse lors de la croissance diluée dans le germanium. Ils montrent en particulier que, pour la
croissance dans la direction [100], la position la plus stable du manganèse est une position intersti-
tielle en sub-surface, et que les barrières d’énergie pour pénétrer plus profondément dans la couche
sont relativement hautes, montrant à nouveau le fait que les atomes de manganèse semblent “flot-
ter” à la surface sur germanium. De plus, ce mécanisme est changé dans l’orientation de croissance
[111] pour lequel le manganèse est préférentiellement en surface, mais peut diffuser plus facilement
dans le matériau massif par les sites interstitiels.
À partir de cette date, de plus en plus d’études montrent que le manganèse à tendance à se ras-
sembler pour former des complexes, mettant en jeu des atomes à la fois en substitutions et en inter-
stitiels, et ce aussi bien dans le germanium [39, 41] que dans le silicium [22, 113], sans pour autant
que des règles de stabilités claires ne se dégagent. De plus, les couplages entre atomes magnétiques
à l’intérieur de ces amas sont antiferromagnétiques, ce qui provoque une baisse du moment total, et
potentiellement de la TC. Des solutions sont donc recherchées pour empêcher ce phénomène, et le
codopage par d’autres éléments de transitions est étudié. Il est montré que les effets peuvent être à
la fois stabilisants énergétiquement et non pénalisants magnétiquement, notamment le codopage du
manganèse avec le cobalt [39, 40]. L’utilisation de dopants électroniques tels le phosphore, l’arse-
nic, l’antimoine, l’aluminium ou le gallium est aussi envisagée. En particulier les dopants de type
n permettraient, selon Zhu et al. en 2008, de faciliter l’incorporation du manganèse en substitu-
tion dans la matrice de germanium [201, 34], en abaissant à la fois les énergies de formation et les
barrières à la diffusion.
Parallèlement à ces études de stabilité de défauts et de comportement local des spins, les pro-
priétés électroniques et magnétiques globales de ces systèmes ont été largement explorées.
Des propriétés intéressantes Il a été montré assez tôt que chaque atome de manganèse en posi-
tion substitutionnelle introduisait deux trous dans la bande de valence du germanium [153]. De plus,
il semble que le couple germanium-manganèse produise un matériau demi-métallique [162, 40], ce
qui est particulièrement intéressant pour des applications en spintronique. Ceci n’est pas le cas par
exemple avec les autres métaux de transitions dans le germanium [40] (voir figure I.21), ou avec
le silicium [162] (sauf cas particulier [189]). Quant aux alliages de SixGe1−x , cela dépend de la
concentration x et de la présence éventuelle de germanium autour du manganèse [144].
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FIG. I.21 – Densité d’état totale du système TMxGe1−x pour différents métaux de transition (TM=V,
Cr, Mn, Fe, Co, et Ni) en position substitutionnelle dans la matrice de germanium. Le niveau de
Fermi est placé à 0 eV. Le manganèse est le seul dopant provoquant un caractère strictement demi-
métallique (tiré de [40])
Les calculs s’accordent par ailleurs à montrer un comportement de type RKKY (pour Ruderman-
Kittel-Kasuya-Yosida) pour l’interaction magnétique entre deux manganèses dilués dans le germa-
nium [49, 162, 102, 40]. L’interaction se ferait donc par les trous, et cela mène à une phase GeMn
ferromagnétique. Il est aussi mentionné des interactions de type super-échange [153] entre atomes
magnétiques deuxièmes voisins. Quoi qu’il en soit, le magnétisme de ces systèmes est complexe, et
très dépendant des positions exactes des atomes [35].
La température de Curie a aussi été abondamment étudiée. La méthode utilisée consiste toujours
à calculer dans un premier temps les constantes d’échange entre atomes de manganèse, puis à
appliquer un modèle de comportement à plus grande échelle pour évaluer la mise en ordre. Le
modèle le plus fréquemment utilisé est le modèle de champ moyen. Il montre que la TC augmente
quasi linéairement avec la concentration en manganèse [136], avec des valeurs pouvant atteindre
400K [49, 162, 102, 40]. Ces résultats sont cependant à prendre avec précaution, puisque la méthode
de champ moyen est connue pour ne pas rendre compte des phénomènes de percolation [138] et pour
surestimer la TC. Par ailleurs, la présence de défauts diminue fortement ces valeurs [102]. Enfin,
l’utilisation de la contrainte pour augmenter la TC est aussi envisagée [17].
I 4.2) Les autres systèmes GeMn étudiés
Les alliages Comme nous l’avons vu sur le diagramme de phase de l’alliage binaire germanium-
manganèse, il y a 7 alliages dont 4 sont stables à basse température. Parmi ces composés, le Mn5Ge3
a fait l’objet de plusieurs études par des méthodes premier principe [145, 161, 160]. Les composés
purs ont eux été plus largement étudiés. Et si le germanium a été simulé depuis longtemps, les phases
du manganèse l’ont été plus récemment [78, 71, 197], probablement à cause de leur complexité.
Deux des travaux [78, 71]sur les phases pures du manganèse ont pour but d’expliquer pourquoi
ce métal ne se comporte pas comme les autres métaux, et adopte une structure cristalline complexe.
Cela serait dû à une compétition entre la règle de Hund qui tend à maximiser le moment total
de spin, et l’hybridation des orbitales qui va dans le sens opposé. A cela s’ajoute une frustration
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antiferromagnétique triangulaire qui implique un magnétisme non colinéaire. Il apparaît alors que
les manganèses ne sont pas tous équivalents, mais qu’ils sont de quatre types différents dans Mnα, et
de deux types dans Mnβ, avec pour chaque type des moments magnétiques différents. Les valeurs
simulées des paramètres de mailles sont inférieures de 2.4% et 4.8% aux valeurs expérimentales
pour Mnα et Mnβ respectivement, ce qui est d’autant plus étonnant que la fonctionnelle d’échange-
corrélation utilisée (GGA) a plutôt tendance à surestimer le paramètre de maille (notamment pour
les autres métaux de transition).
L’une des études [145] portant sur la phase Mn5Ge3 s’attache à caractériser ses propriétés dans
le contexte d’une application en spintronique. Les positions atomiques ainsi que la maille sont
fixées aux valeurs expérimentales et ne sont pas relaxées. Les moments magnétiques, le caractère
métallique ainsi que le champ hyperfin sont en bon accord avec l’expérience, aussi bien en GGA
qu’en LDA. La polarisation des porteurs en régime de transport diffusif [122] est estimée à quasi-
ment 70% dans la direction de l’axe c, ce qui en ferait un bon candidat pour l’injection de spin, s’il
possedait une relation d’épitaxie avec le germanium [100].
L’autre étude du composé Mn5Ge3 s’intéresse à la possible non-colinéarité de son magnétisme
[161]. Elle montre en particulier que l’application d’une déformation dans le plan (a,b) lève la
dégénérescence entre l’état colinéaire et l’état légèrement non colinéaire.
Les amas Certains travaux ont été effectués sur les amas isolés d’atomes de manganèse [115,
123, 114, 70] (jusqu’à 7 atomes), ou sur les amas isolés d’atomes de germanium contenant un man-
ganèse [183] (jusqu’à 15 atomes). Il en ressort que la faible dimensionnalité de ces systèmes rend
le magnétisme extrêmement dépendant des détails des structures, et fréquemment non-colinéaire
[115, 123, 114, 70].
Des inhomogénéités de densité en atomes magnétiques : la décomposition spinodale Nous
avons vu que les impuretés magnétiques avaient tendance à se regrouper pour faire baisser leur
énergie. En déduisant par le calcul une énergie de paire fonction de la position des atomes, et en
appliquant un algorithme de Monte Carlo sur la base d’un modèle d’Ising, Sato et al. ont pu simuler
la décomposition spinodale qui a lieu lors de la croissance d’un semiconducteur magnétique dilué
(Ga,Mn)As et (Ga,Mn)N [152] ou (Zn,Cr)Te [59]. La température de Curie de tels systèmes est en-
suite évaluée grâce au calcul des interactions d’échange et à la méthode RPA (pour Random Phase
Approximation). Des TC relativement élevées sont obtenues, et ce même pour des modèles d’in-
teraction magnétique à courte portée. La formation de zones riches en atomes magnétiques semble
donc bénéfique à l’augmentation de la TC. D’autres simulations montrent une grande variabilité
dans la forme des zones enrichies [44].
I 4.3) Les problèmes théoriques posés par le système germanium-manganèse
Toutes les simulations que nous venons de présenter ont été réalisées en utilisant diverses mé-
thodes. Mais ce que nous n’avons pas dit, c’est que le système germanium-manganèse est très
difficile à traiter en simulation, et ce pour trois principales raisons :
1. À la fois le germanium et le manganèse sont des espèces qui posent problème en DFT. Le
problème vient des effets de corrélation des électrons 3d qui sont mal reproduits par les fonc-
tionnelles d’échange-corrélation locales ou quasi-locales telles que la LDA (pour Local Den-
sity Approximation) ou la GGA (pour Generalized Gradient Approximation). Dans le premier
cas, la conséquence est une réduction de la bande interdite du semi-conducteur à zéro, ce qui
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le rend quasi métallique, la densité d’état au niveau de Fermi restant cependant nulle. Dans
le second cas, les électrons 3d étant dans la valence, ils se délocalisent et s’hybrident trop
fortement, ce qui mène à une sous-estimation de la distance premier voisin et du moment
magnétique. Une méthode pour tenter de pallier ce problème sans pour autant trop alourdir le
calcul consiste à pénaliser la délocalisation des électrons par un potentiel “arbitraire” U (for-
malisme LDA+U ou GGA+U). Dans le cas du germanium, ce potentiel U est appliqué aux
électrons 3p du germanium [13, 42]. Dans le cas du manganèse, il est appliqué aux électrons
3d [40, 102]. Cette méthode n’est cependant pas satisfaisante pour deux raisons : (i) elle est
totalement empirique et (ii) la présence d’un potentiel supplémentaire ajustable nécessite par
définition un “ajustement” de la valeur de U , ajustement qui va dépendre du système modèle.
Par ailleurs, les énergies obtenues avec des U différents ne seront pas comparables.
2. Le manganèse est fortement magnétique, et le signe de ces interactions dépend fortement des
distances inter-atomiques. Or, on a vu que les distances étaient mal évaluées. De plus, les
interactions antiferromagnétiques sont fréquentes, et les frustrations géométriques mènent
souvent à un magnétisme fortement non colinéaire. La prise en compte de la non colinéarité
rend le calcul beaucoup plus long et difficile à cause de l’augmentation du nombre de va-
riables : le calcul est plus lourd, converge moins vite et il y a plus de minimums locaux. De
fait, les études se limitent souvent à l’approximation colinéaire.
3. Dans les semiconducteurs magnétiques dilués, les atomes magnétiques sont placés a priori au
hasard dans la matrice. Or il est très difficile de rendre compte de ce désordre. En effet, deux
approches sont possibles : (i) utiliser un système modèle constitué d’une supercellule de semi-
conducteur dans laquelle certains atomes sont remplacés par des atomes magnétiques, ou (ii)
utiliser la méthode CPA (pour Coherent Potential Approximation) qui permet de simuler un
système moyen dans lequel chaque atome est partiellement semiconducteur et partiellement
magnétique. Dans le premier cas, on ne peut étudier que des cas particuliers d’arrangements
d’atomes de manière périodiques. Dans le second on perd le détail des interactions, au risque
de relier artificiellement les impuretés entre elles. De plus la relaxation géométrique ne peut
pas être prise en compte, alors même que l’on sait qu’elle a des effets importants, notamment
sur le magnétisme.
À retenir Nous venons de voir dans cette partie les résultats de simulation disponibles dans la
littérature à propos du système germanium-manganèse. Il apparaît plusieurs choses :
– Les métaux de transition, et notamment le manganèse, sont préférentiellement en position
substitutionnelle (à la place d’un atome de semiconducteur) lorsqu’ils sont dilués dans le
germanium, et en position interstitielle (dans les trous du réseau) lorsqu’ils le sont dans le
silicium. cette différence de comportement est due à des effets chimiques.
– Le manganèse est le métal de transition le plus intéressant pour des applications en spintro-
nique à cause de son comportement demi-métallique lorsqu’il est dilué dans le germanium,
son fort moment magnétique et l’interaction globalement ferromagnétique qu’il a avec ses
voisins.
– L’interaction magnétique se fait par l’intermédiaire des trous, et obéit à une loi de type RKKY
oscillant avec la distance.
– La température de Curie d’un semiconducteur magnétique dilué GeMn augmente avec la
concentration en manganèse.
– Les défauts de métaux de transitions ont tendance à former des amas afin de faire baisser leur
énergie, et les interactions magnétiques à l’intérieur de ces amas sont complexes et souvent
frustrées.
– Parmi les 4 composés GeMn stables à basse température, un seul a fait l’objet d’une étude
par les méthodes premier principe.
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– Ce système présente de grosses difficultés à la simulation, et les études se font à la limite de
validité des modèles, ce qui impose une grande prudence dans l’interprétation.
I 5 Conclusion
La spintronique est une discipline qui ouvre un champ de possibilités très attractives pour des
applications novatrices et plus performantes. L’une des barrières technologiques actuelle concerne
l’injection de spin dans les semiconducteurs de type IV, et notamment dans le silicium. La voie
envisagée depuis une dizaine d’année fait intervenir des semiconducteurs magnétiques dilués. Il
s’avère cependant difficile de créer de tels matériaux, et notamment présentant de bonnes proprié-
tés magnétiques. Cela implique en effet une concentration en éléments magnétiques bien supérieure
à la limite de solubilité, ce qui mène souvent, malgré l’utilisation de techniques de croissance hors
équilibre, à la formation de précipités intermétalliques indésirables. Dans cette recherche du maté-
riau adéquat, le système germanium-manganèse semble particulièrement prometteur. Par ailleurs,
une classe particulière de précipités exhibe une structure apparemment cubique et cohérente avec
la matrice de germanium, lors de croissances à basse température dans lesquelles les atomes ma-
gnétiques se concentrent dans des zones enrichies, en forme de nanocolonnes. La concentration en
manganèse dans les zones riches ( entre 30% et 50%) ainsi que la structure observée (cubique) ne
correspondent à aucune phase GeMn connue. Il est néanmoins observé des propriétés magnétiques
extrêmement intéressantes, notamment concernant la température de Curie qui semble pouvoir dé-
passer 400K. Cependant, en dépit de nombreuses expériences de caractérisation, la structure ato-
mique de cette phase n’a pas été clairement identifié, et l’origine de ses propriétés particulières n’a
pas été comprise. C’est dans cette optique qu’il a été fait appel à la simulation : comprendre la struc-
ture atomique afin de mieux en contrôler la croissance, et éventuellement optimiser ses propriétés.
Les travaux de simulation publiés au début de la thèse, et même encore aujourd’hui, traitent
principalement des semiconducteurs magnétiques dilués. Ainsi, de nombreuses études se sont inté-
ressées aux défauts ponctuels de manganèse dans le germanium, et il a été montré d’une part que
le défaut de manganèse le plus stable était la substitution d’un atome de germanium par un manga-
nèse, et d’autre part que ces atomes de manganèse avaient tendance à se rassembler pour abaisser
leur énergie de formation. Cependant, aucune étude ne s’est réellement intéressée à des concen-
trations de plus de 10% en manganèse, et peu d’études ab initio se sont consacrées aux alliages
intermétalliques GeMn. Cela est notamment dû à la grande complexité qu’implique la simulation
des semiconducteurs magnétiques en général, et du système germanium-manganèse en particulier.
Nous nous proposons donc dans ce travail de combler ce vide dans les simulations, et de tenter
d’expliquer les observations expérimentales de phases cubiques riches en manganèse, compatibles
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L’objet de ce travail est de découvrir ce qui compose les nanocolonnes. Comme nous l’avons vu,
un grand nombre d’expériences et de mesures ont été effectuées, mais les conclusions ne sont pas
claires quant à la structure atomique de cette zone composée de manganèse entre 30% et 50%. Or,
l’approche expérimentale est par essence une méthode qui part des objets macroscopiques pour en
étudier les détails de plus en plus finement. Ce que nous nous proposons de faire ici est à l’opposé de
cette approche : nous souhaitons partir de simulations atomiques pour remonter à la structure d’ob-
jets micrométriques. Nous allons ainsi tenter de combler le fossé qui sépare les échelles accessibles
expérimentalement et les tailles de ce que nous pouvons simuler. Afin de faire cela, nous allons
utiliser plusieurs méthodes dont le point commun est de toujours partir de la structure atomique de
la matière et des lois de la mécanique quantique. Nous avons utilisé trois principales méthodes dans
l’étude de ce système :
– les méthodes de calcul de l’énergie totale pour simuler les propriétés structurales, électro-
niques et magnétiques de systèmes comportant jusqu’à quelques centaines d’atomes ;
– la simulation de la spectrométrie d’absorption des rayons X, afin de comparer la structure
atomique de nos modèles directement à l’expérience ;
– la simulation de la température de Curie, d’une part pour comparer aux données expérimen-
tales, et d’autre par pour évaluer l’intérêt de potentielles nouvelles phases.
Ces trois méthodes utilisent la théorie de la fonctionnelle de la densité (DFT pour Density
Functional Theory), ainsi que les approximations locales de l’énergie d’échange-corrélation. Nous
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décrirons donc dans trois parties les approximations et méthodes utilisées dans chaque simulation.
Bien évidemment, toutes ces méthodes de simulation ont leurs limites dans la reproduction de
l’expérience, et nous nous efforcerons de les préciser.
II 1 Les méthodes de calcul de l’énergie totale
À l’origine, on parle de méthodes ab initio (ab initio = depuis le début) puisqu’elles sont basées
simplement sur les équations de la mécanique quantique, et non sur des modèles empiriques et des
constantes expérimentales. Elle consistent à résoudre l’équation de Schrödinger indépendante du
temps
Hˆ|ψ〉= E|ψ〉 (II.1)
afin de calculer l’énergie totale d’un système constitué d’ions et d’électrons, par la seule connais-
sance du numéro atomique des noyaux et du nombre d’électrons. La connaissance de l’énergie
totale va permettre de déduire un grand nombre de grandeurs physiques, puisque la plupart d’entre
elles sont liées à l’énergie ou à ses dérivées, comme par exemple :
– le paramètre de maille d’équilibre d’un cristal, qui va simplement minimiser l’énergie totale
de la maille élémentaire ;
– le module de compressibilité de ce cristal, qui relie l’énergie totale de la maille élémentaire à
son volume ;
– les forces appliquées sur un atome, via la dérivée de l’énergie totale par rapport au déplace-
ment de l’atome ;
– l’ordre magnétique qui va lui aussi minimiser l’énergie totale.
Il suffit donc d’avoir un moyen de calculer cette énergie totale pour accéder à toutes ces quan-
tités. Mais si les équations sont relativement simples à formuler, elles sont impossibles à résoudre
en l’état, et il faut faire un certain nombre d’approximations pour espérer une solution numérique.
Ces approximations seront d’autant plus drastiques que l’on veut simuler des systèmes complexes,
avec de nombreux atomes. Pour l’étude structurale que nous envisageons, nous devrons pouvoir si-
muler jusqu’à la centaine d’atomes. Parmi toutes ces méthodes dites “premier principe”, nous nous
intéresserons donc à l’approximation la plus adaptée : la théorie de la fonctionnelle de la densité,
dans l’approximation de la fonctionnelle d’échange corrélation locale, ou quasi-locale, couplée à
l’utilisation de pseudo-potentiels.
Un certain nombre de codes de calculs implémentent cette approximation des méthodes ab
initio. Du fait des contraintes imposées par le système que nous souhaitons étudier, ces codes ne
sont pas tous équivalents. Au vue des ces contraintes, nous avons choisi d’utiliser ABINIT. Nous
justifierons ce choix à la fin de cette partie sur les méthodes ab initio. Quoi qu’il en soit, une partie
du travail effectué étant due au choix d’ABINIT, nous détaillerons les méthodes telles qu’elles y
sont implémentées.
Nous n’aurons pas l’ambition dans ce chapitre d’expliquer toute la théorie, ses approximations,
ses implémentations, ses subtilités... D’autres s’en sont chargé avec plus de talent que nous n’en
aurions, par exemple Yang et Parr [195] dans un livre dont la DFT est l’objet, ou Payne et al.
[139] dans une revue de 1992 sur les techniques itératives de calcul de l’énergie totale par ab initio.
Nous nous efforcerons néanmoins de faire passer au lecteur les grandes idées de ces théories, leurs
implications sur le travail de thèse, et les limites de leur validité.
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II 1.1) La théorie
La DFT
La DFT (Density Functional Theory : théorie de la fonctionnelle de la densité) est la théorie
qui a permis le fort développement que l’on connaît du calcul ab initio. Elle a été développée par
Hohenberg et Kohn en 1964 [79] puis Kohn et Sham en 1965 [96]. Elle permet en substance de
réduire le problème complexe d’un gaz d’électrons interagissants fortement (en présence de noyaux
atomiques), à savoir la description par la mécanique quantique des systèmes physiques réels (non
relativistes), au problème plus simple de l’évolution d’un seul électron circulant dans un potentiel
effectif non local. C’est le cas de la plupart des études actuelles par calculs premier principe.
Historiquement, Hohenberg et Kohn ont dans un premier temps prouvé que l’énergie totale est
une fonctionnelle unique de la densité électronique, que la densité électronique minimisant cette
énergie était l’état fondamental du système, et que cette densité était exactement celle de l’état
fondamental à une particule. En clair, la densité électronique, et non plus la fonction d’onde, suffit
à décrire l’état fondamental d’un système.
Par la suite, Kohn et Sham ont montré comment il était possible, formellement, de remplacer le
problème à plusieurs électrons interagissants par un système exact d’équations auto-cohérentes à un
électron. Cela permet de découpler tous les électrons au niveau de l’échange et de la corrélation. La
fonctionnelle de Kohn-Sham de l’énergie totale pour un système d’états électroniques doublement


















avec Eion l’énergie associée aux interactions entre les noyaux aux positions {~RI}, Vion le potentiel




et EXC[n(~r)] est la fonctionnelle d’échange-corrélation. C’est en fait dans ce terme que l’on met
toute la partie échange et corrélation électronique. Cependant, bien que formellement, seule la den-
sité électronique suffit à décrire le système, la fonctionnelle qui donne l’énergie cinétique à partir
de la seule densité n’a pas d’approximation satisfaisante à l’heure actuelle, et il faut repasser pour
ce terme par la description des fonctions d’ondes à un électron qui sont solutions des équations








avec ψi la fonction d’onde de l’état électronique i, εi la valeur propre de Kohn-Sham, et VH le







À ce stade du développement, seule la valeur minimale de la fonctionnelle de Kohn-Sham de
l’énergie totale a un réel sens physique, mais les équations de Kohn-Sham y sont une description
parfaitement exacte du problème. Ces équations ne sont toutefois pas solubles en l’état puisque le
potentiel d’échange-corrélation n’est pas connu. C’est en fait l’approximation de ce terme qui est à
la fois la plus pratique et la plus critique.
L’auto-cohérence
Elle est une conséquence directe de l’équation de Schrödinger (equ II.1). En effet, la résolu-
tion de cette équation consiste à trouver |ψ〉, valeur propre de Hˆ. Or Hˆ lui-même dépend de |ψ〉.
La méthode adoptée pour résoudre ce problème consiste à résoudre non plus Hˆ|ψ〉 = E|ψ〉 mais
Hˆ0|ψ1〉 = E0|ψ1〉, puis à réinjecter ψ1〉 dans Hˆ0 pour trouver un nouveau Hˆ1. On doit de nouveau
résoudre une équation Hˆ1|ψ2〉 = E1|ψ2〉, et ainsi de suite. C’est ce qu’on appelle un processus
auto-cohérent. Au bout d’un certain nombre d’itération, la différence entre |ψn〉 et |ψn+1〉 devient
suffisamment faible pour qu’on puisse dire que |ψn〉 ≈ |ψn+1〉. On a alors résolut l’équation puisque
Hˆn|ψn+1〉= En|ψn+1〉 devient Hˆn|ψn〉En|ψn〉.
La fonctionnelle de l’énergie d’échange-corrélation
Comme nous venons de le voir, la fonctionnelle de l’énergie d’échange-corrélation concentre ce
qui est le plus coûteux à calculer de manière exacte. Il faudrait en effet utiliser les fonctions d’onde
antisymétrique décomposées sur tous les déterminants de Slater possibles pour décrire correctement
la physique, mais c’est extrêmement coûteux en calculs. C’est la méthode utilisée pour les calculs
en interaction de configurations. Une première approximation consiste à n’utiliser qu’un seul déter-
minant de Slater, c’est l’approche dite Hartree-Fock. Cette approximation est encore assez lourde,
et surtout elle laisse de côté la corrélation électronique.
L’approximation que nous allons utiliser est encore plus drastique puisqu’elle consiste à évaluer
cette énergie d’échange-corrélation seulement à partir de la densité et non à partir des fonctions
d’onde. Elle décompose l’énergie en deux termes :
– le terme d’échange qui traduit le fait que les électrons sont des fermions indiscernables ;
– le terme de corrélation qui est le reste de l’interaction coulombienne entre chaque électron
après avoir enlevé le terme de Hartree et le terme d’échange.
εxc = εx+ εc
Deux grand types de fonctionnelles s’inscrivent dans cette approche : la LDA (pour Local
Density Approximation, approximation de la densité locale) et la GGA (Generalized gradient ap-
proximation, approximation du gradient généralisé). Nous les détaillons ci-dessous.
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La LDA pour Local Density Approximation L’approximation la plus simple, la LDA (Local
Density Approximation, approximation de la densité locale), évalue l’énergie en fonction seulement




Elle est basée sur le modèle du gaz d’électron uniforme. La partie échange est calculée via la











La partie corrélation est quant à elle tirée de calculs de Monte Carlo quantique : c’est en fait une
paramétrisation de ces résultats via des règles de sommes et des comportements aux limites. Il en
existe de nombreuses, comme par exemple celles de Hedin-Lundqvist [75], Perdew-Zunger [143]
ou Volko-Wilkes-Nusair [181].
La GGA pour Generalized Gradient Approximation On utilise pour la LDA le modèle du gaz
d’électron uniforme. Cependant, de manière générale la densité n’est pas uniforme, et on peut intro-
duire une prise en compte de ces variations en utilisant les méthodes dites GGA (pour Generalized
Gradient Approximation, approximation du gradient généralisé). On considère alors un gaz d’élec-





La partie échange est calculée sur la même base que pour la LDA, mais en ajoutant un facteur
d’amélioration f (ζ) dépendant du gradient :
EGGAx [n] =
Z









La partie corrélation reprend la paramétrisation de la LDA en ajoutant :
– soit une nouvelle paramétrisation pour le gradient. C’est le cas des fonctionnelles B (Becke88)
[21], PW (Perdew-Wang) [140] ou bien encore mPW [11] (modified Perdew-Wang) ;
– soit un terme plus théorique n’utilisant que des constantes fondamentales, comme la fonc-
tionnelle PBE (Perdew-Burke-Ernzerhof) [141].
Les GGA semi-empiriques obtiennent de très bon résultats pour les systèmes particuliers comme
les petites molécules, mais échouent dans ce cas-là à reproduire le comportement des électrons dé-
localisés d’un gaz d’électron homogène (comme par exemple dans un métal). La deuxième méthode
est moins spécialisée mais plus robuste. C’est la GGA-PBE que nous utiliserons dans nos calculs.
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Le magnétisme Le magnétisme à l’échelle atomique provient du moment cinétique des particules
chargées. En effet, on peut associer à une particule de charge q, de masse m et de moment cinétique





Le rapport γ= q2m est appelé rapport gyromagnétique. Ainsi, pour l’électron, les moments orbital et
de spin contribuent au moment magnétique :
~µL = γ~L
~µS = gγ~S
où g est un nombre pur, appelé facteur de Landé. Ce nombre prend la valeur 2 dans le cas de
l’électron (5.586 pour le proton, −3.826 pour le neutron). Par ailleurs, le spin d’un électron vaut
s = h¯2 , et le magnéton de Bohr µB =
e h¯
2me
. Donc chaque électron possède un moment magnétique de
1µB.
Le moment orbital de l’électron est directement influencé par la géométrie du système, contrai-
rement au spin. Ce dernier n’est relié à l’espace réel qu’indirectement via le couplage spin-orbite
et le moment orbital. Les moment orbitaux des électrons des couches supérieures et l’interaction
spin-orbite sont d’autant plus forts que le numéro atomique de l’élément est grand. Cet effet est
par exemple mis à profit dans les alliages de lanthanides (numéros atomiques 57 - 71) comme le
néodyme-fer-bore (Nd2Fe14B). Le moment magnétique y est créé en grande partie par le moment
orbital des électrons des orbitales f (donc à fort moment orbital) du néodyme, et ces moments
magnétiques orbitaux individuels sont couplés entre eux via le spin des électrons et l’interaction
d’échange. Dans le système que nous étudions, l’élément magnétique est le manganèse (numéro
atomique 25). Le moment orbital des électrons et l’interaction spin-orbite y étant faibles, les mo-
ments faibles orbitaux se compensent de manière statistique. Ainsi, le moment magnétique total se
réduit essentiellement à la contribution des moments de spin. Expérimentalement, on observe dans
Mn5Ge3 une contribution du moment orbital au magnétisme de l’ordre de 0.1µB contre 3µB pour les
spins [46].
Nous voyons donc que la répartition des électrons selon leurs spin va nous permettre de déduire
le moment magnétique des systèmes que nous étudions. Le magnétisme est donc directement lié à
l’énergie d’échange-corrélation puisque c’est le seul terme sensible au spin des électrons. La prise
en compte explicite du spin dans l’énergie d’échange est introduite par la LSDA (Local Spin Density
Approximation, approximation de la densité locale de spin) :
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où nα et nβ sont les densités de spin up et down. Le cas le plus simple est de considérer nα
et nβ comme de simples réels. Cela correspond à définir simplement deux familles de spins, les
spins up et les spins down. On parle alors de magnétisme colinéaire. Le calcul est simplement deux
fois plus lourd qu’un calcul sans magnétisme. Cependant, ce n’est qu’une approximation, puisque
dans la théorie, nα et nβ ne sont pas des réels mais les deux composantes complexe d’un spineur. On
accède alors au magnétisme non-colinéaire par l’intermédiaire des matrices de Pauli, qui permettent
de passer du spineur aux quatre composantes de la densité polarisée : la densité électronique et les
trois composantes du moment magnétique. Le calcul est dans ce cas quatre fois plus lourd qu’un
calcul sans magnétisme1.
Comparaison aux expérience et limites Malgré l’apparente brutalité des approximations vient
de voir, les calculs effectués en utilisant la LDA ou la GGA donnent des résultats généralement en
bon accord avec l’expérience. Des explications ont été proposées [73, 69, 106], qui font intervenir
une compensation d’erreur entre énergie d’échange et de corrélation, mais nous ne nous y attarde-
rons pas. Il est intéressant de noter que l’erreur des deux fonctionnelles par rapport à l’expérience
suit quelques tendances que nous résumons dans le tableau II.1. On peut de plus remarquer que la
différence de résultat entre ces deux méthodes dépend de la grandeur physique étudiée, mais que
leur position relative est relativement peu changée quel que soit le système : le paramètre de maille
prédit en LDA sera par exemple toujours inférieur de quelques pour cent à celui prédit en GGA,
comme on peut le voir sur la figure II.1.
LDA GGA
paramètre de maille sous-estime (<10%) surestime (<5%)
module de compressibilité surestime sous-estime
gap / homo-lumo sous-estime sous-estime
TAB. II.1 – Tendance des fonctionnelles d’échange-corrélation GGA et LDA pour différentes
grandeurs physiques. Il est observé que la différence relative entre les résultats des deux fonction-
nelles est à peu près constante quel que soit le système.
Concernant le magnétisme, nous avons pu constater que les deux fonctionnelles donnaient les
mêmes résultats pour des géométries identiques. Cependant, nous savons aussi que le magnétisme
est très dépendant de la géométrie. Ainsi, à l’équilibre respectif de chaque méthode, les résultats
seront différents, mais simplement dus aux géométries différentes. C’est le cas par exemple du fer
dans la maille cubique centré BCC qui est antiferromagnétique en LDA et ferromagnétique en
GGA. La LDA sous-estimant le paramètre de maille, la distance fer-fer est trop courte et l’interac-
tion d’échange change de signe. On ne peut donc pas dire dans ce cas-là que la GGA soit meilleure
que la LDA, c’est simplement un effet secondaire de l’erreur sur le paramètre de maille. Si l’on veut
reproduire les propriétés magnétiques d’un matériau, il faudra donc utiliser une géométrie issue de
l’expérience [145].
Parmi les grandeurs physiques que l’on souhaite reproduire, le gap dans les semi-conducteurs
ou le gap HOMO-LUMO dans les molécules pose problème. En effet, ces approximations vont le
sous-estimer, et cela aura pour effet par exemple de rendre le germanium quasiment métallique. Un
certain nombre d’artefacts vont en découler et nous y serons attentifs.
1Nous nous bornerons dans ce travail au magnétisme colinéaire puisque l’implémentation en PAW (pour Projector
Augmented-Wave) du magnétisme non colinéaire dans ABINIT est récente et sujette à quelques problèmes. Par ailleurs,






























FIG. II.1 – Erreur sur le paramètre de maille pour différents éléments (métaux de transitions,
carbone et silicium). Les données numériques [174] sont celles fournies pour les pseudo-potentiels
PAW proposés pour ABINIT et générés avec ATOMPAW. Le manganèse n’a pas été simulé dans
sa phase stable et le germanium n’est pas disponible. Nous complèterons ce graphique à la fin du
chapitre III. Les données expérimentales sont tirées de Binary Alloys Phase Diagram [120].
Enfin, il est à noter que les interaction non locales (type van der Waals, ...) ne sont pas repro-
duites par ces approximations locales.
Hypothèse de Born-Oppenheimer
Dans les simulations que nous considérons, on veut en général trouver l’état d’équilibre des
électrons, mais aussi celui des noyaux atomiques. Leur position d’équilibre va en effet minimiser
l’énergie totale. On peut donc a priori penser qu’il y a un mouvement simultané des électrons et
des noyaux atomiques. Cependant, la masse des noyaux atomiques étant largement supérieure à
celle des électrons, on considère que leurs mouvements sont découplés. En clair, on fait l’hypothèse
que les électrons se déplacent dans un paysage où les noyaux sont fixes. On parle aussi de l’hypo-
thèse adiabatique. Cela simplifie grandement le calcul et nous nous placerons toujours dans cette
approximation.
II 1.2) Des équations au calcul
La base des fonctions d’ondes
Du fait de la manipulation numérique des fonctions d’onde, il faut une base de fonctions ma-
thématiques pour exprimer celles-ci. Deux grandes classes de fonctions sont possibles :
– les bases localisées (fonctions gaussiennes, orbitales atomiques, orbitales de type Slater, ...)
sont des bases adaptées à la physique du système étudié. Elles sont proches de la forme réelle
des fonctions d’ondes. Elles ont l’avantage de la rapidité de calcul (un petit nombre d’entre
elles suffit à exprimer les caractéristiques principales d’une fonction d’onde). Elles ont l’in-
convénient de ne pas être raffinables simplement (bases non complètes ou sur-complètes), et
d’être très dépendantes du système étudié.
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– les bases systématiques (ondes planes, ondelettes, ...) sont des bases qui ne sont pas spécifi-
quement adaptées aux fonctions d’ondes. Elles sont indépendantes de la position des atomes,
et pourraient décrire n’importe quoi. Elle sont plus lourdes numériquement (il en faut beau-
coup pour décrire une fonction d’onde) mais permettent d’ajuster la précision avec un seul
paramètre.
Le code que nous avons choisi (ABINIT) utilise les ondes planes. Le paramètre qui contrôle la
précision est dans ce cas l’énergie de coupure. Cette grandeur est l’énergie maximale que peut avoir
une onde plane pour faire partie de la base. Ainsi, une augmentation de cette énergie de coupure va
se traduire par une augmentation du nombre d’ondes planes dans la base, et donc de la précision
et de la lourdeur du calcul. Nous serons donc attentifs par la suite à choisir une énergie de coupure
suffisamment grande pour bien décrire le système, et la plus faible possible pour alléger le calcul.
Les pseudo-potentiels
Les atomes qui composent un cristal ou une molécule sont entourés de plusieurs couches élec-
troniques. Les électrons des couches les plus proches du noyau sont très peu influencés par l’envi-
ronnement extérieur. À l’inverse, les électrons des couches externes y sont très sensibles. Ainsi, pour
simuler le comportement d’un atome, il suffit de simuler le comportement des électrons externes
en considérant que les électrons des couches internes ne sont pas influencés par l’environnement.
C’est l’idée des pseudo-potentiels [76, 38, 196]. On parle alors d’électrons “de valence” pour les
électrons des couches externes qui seront explicitement simulés dans le calcul, et des électrons “de
cœur” pour les électrons figés dans le pseudo-potentiel.
Ces électrons de cœur ne sont pas affectés par l’environnement, mais influent ce dernier. Ils ont
deux principaux effets :
– écranter la charge du noyau : loin du noyau, dans les couches supérieures, la charge apparente
du noyau est la somme de la charge des protons et des électrons de cœur ;
– provoquer de fortes oscillations sur les fonctions d’onde des électrons des couches supé-
rieures : les fonctions d’ondes électroniques doivent être orthogonales entre elles pour satis-
faire le principe d’exclusion de Pauli. Plus les électrons sont dans des couches supérieures,
plus le nombre de nœuds de leurs fonctions d’ondes sera grand.
Les pseudo-potentiels doivent donc mimer l’effet des électrons de cœur (charge écrantée, éner-
gies des états propres, propriétés de diffusion, ... ) tout en ayant un potentiel effectif le plus doux
possible, comme on le voit sur la figure II.2. De plus, au-delà d’un rayon de coupure rc défini
lors de la création du pseudo-potentiel, les quantités “tout électrons” et “pseudisées” doivent être
identiques. Grâce à l’utilisation de pseudo-potentiels le calcul sera plus rapide car :
– il y a moins d’électrons à traiter, le calcul est donc moins lourd. Par exemple pour une boîte
de 64 atomes de germanium, on a 1024 orbitales en “tout électrons” contre 128 en utilisant
les pseudo-potentiels ;
– il y a moins de degrés de liberté (les électrons de cœur étant “gelés”), donc l’algorithme de
convergence est plus efficace, et la convergence plus rapide ;
– l’énergie de coupure, directement reliée au nombre d’ondes planes nécessaires au calcul, est
grandement diminuée du fait que l’orthogonalisation des états de valence avec les états de
cœur n’est plus nécessaire, donc les nœuds des fonctions d’ondes disparaissent ;
– l’énergie de coupure est aussi diminuée puisque le potentiel électrostatique effectif du noyau
est doux ;
– les effets relativistes sur les électrons de cœur peuvent être pris en compte, et c’est fait lors
de la génération du pseudo-potentiel.
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FIG. II.2 – Le principe du pseudo-potentiel [139]. En trait plein une fonction d’onde de valence et le
potentiel atomique “tout électron”, en pointillés la même fonction d’onde et le potentiel atomique
obtenus avec l’utilisation d’un pseudo-potentiel pour les électrons de cœur. On parle de pseudo-
fonction d’ondes. Les valeurs sont données en fonction du rayon r à partir du noyau. Les deux
méthodes donnent le même résultat au-delà d’un rayon de coupure rc défini lors de la création du
pseudo-potentiel.
Il y a plusieurs formalismes possibles pour mettre en œuvre les pseudo-potentiels. Nous décri-
rons tout d’abord le formalisme “norme conservée” qui est le formalisme classiquement utilisé, puis
le formalisme Projector Augmented Wave (PAW) qui est apparu dans les années 1990 et combine
les avantages de plusieurs évolutions majeures de la théorie.
Le formalisme “norme conservée”
L’introduction des pseudo-potentiels à norme conservée a été une étape importante vers le traite-
ment efficace des électrons de cœur. L’approche fut développée à la fin des années 70 parallèlement
par Hamann, Schlüter et Chiang [72] et par Kerker [93]. La norme qui doit être conservée est la
charge à l’intérieur du rayon de coupure rc. En effet, afin d’assurer un potentiel diffuseur équivalent
au calcul “tout électron”, il faut que la charge à l’intérieur du rayon de coupure rc soit la même pour
une fonction d’onde “tout électron” et celle “pseudisée” (Equ. II 1.2)). De plus, les deux fonctions











Ψ∗pseudo(r)Ψpseudo(r) dr = 1
(II.3)
Cette méthode qui permet de manière générale une forte réduction de l’énergie de coupure
connaît ses limites lorsqu’il s’agit de traiter les éléments de la première colonne, ou bien les sys-
tèmes avec des électrons d ou f. Cela est dû à la contrainte de conservation de la norme. Par ailleurs,
lorsque l’on veut inclure les électrons de semi-cœur, la contrainte d’orthogonalisation impose des
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nœuds dans les états de valence ce qui là aussi impose à son tour des énergies de coupure prohibi-
tives. Enfin, il est à noter que les fonctions d’onde de valence à l’intérieur du rayon de coupure rc
sont fausses, et que les fonctions d’onde des électrons de cœur ne sont pas accessibles.
Le formalisme PAW, pour Projector Augmented Wave
Le formalisme PAW a pour objet de combler les lacunes laissées par le formalisme “norme
conservée”, à la fois au niveau de la rapidité (faire baisser l’énergie de coupure dans les cas patho-
logiques) et de la précision (prendre en compte tous les électrons explicitement). Il a été développé
par Peter E. Blöchl au milieu des années 1990 [28]. Il peut être vu comme une fusion des approches
LAPW (pour Linear Augmented-Plane-Wave) inventée par Slater dans les années 1930 [157] et des
méthodes pseudo-potentiel classiques et Ultrasoft (Ultradoux) de Vanderbilt [178, 179]. Il est im-
plémenté notamment dans VASP grâce à Georg Kresse [101] et dans ABINIT grâce à Marc Torrent
et al. [171].
Le principe de ce formalisme repose sur un opérateur linéaire T qui permet de transformer la
pseudo-fonction d’onde |ψ˜〉 exprimée sur une base d’ondes planes relativement lâche en fonction
d’onde “tout électron” |ψ〉 que l’on obtiendrait sans l’utilisation de pseudo-potentiels. Cela permet
d’une part de relâcher la contrainte de la norme, comme dans la méthode Ultrasoft, et d’autre part
d’utiliser une base d’ondes planes plus réduite de la même manière que dans les méthodes FP-
LAPW (pour Full Potential Linear Augmented-Plane-Wave) dans lesquelles l’espace est divisé en
deux parties :
– la partie proche des noyaux atomiques que l’on définit par une sphère de rayon rc centrée
sur le noyau et que l’on nomme la région d’augmentation. Cette partie est décrite par des
fonctions d’ondes à symétrie centrale et les harmoniques sphériques.
– l’espace entre ces sphères qui est décrit par des ondes planes.
Cependant, à la différence des méthodes FP-LAPW, c’est en enlevant la contribution des ondes
planes à l’intérieur des sphères que l’on permet l’utilisation simultanée des deux bases (Fig. II.3), et
non pas en assurant la continuité des fonctions aux frontières des deux zones. Cette subtilité permet
de simplifier grandement les calculs.
FIG. II.3 – Le principe du formalisme PAW : la fonction d’onde “tout électron” est obtenue en
remplaçant la partie pseudisée “molle” autour des noyaux par la fonction réelle.
La théorie La démarche est clairement décrite dans l’article original de Peter E. Blöchl [28] et
nous la reprendrons succinctement ici. Dans les équations que nous allons présenter, les quantités
pseudisées (non “tout électrons”) seront identifiées par un tilde.
Comme nous venons de le voir, l’espace est divisé en deux parties : la région d’augmentation,
et l’espace interstitiel. Dans la région d’augmentation, la fonction d’onde pseudisée |ψ˜〉 décrite sur
la base des ondes planes, peut aussi être décrite sur une base complète de pseudo-fonctions d’ondes






Il est important de noter que les coefficients ci ne sont pas des variables supplémentaires, mais
sont obtenus grâce au produit scalaire de |ψ˜〉 et du projecteur 〈p˜i| :
ci = 〈p˜i|ψ˜〉
avec comme propriété supplémentaire
〈p˜i|φ˜ j〉= δi j
Il existe un projecteur par fonction d’onde partielle, dont la forme est représenté sur la figure
II.5. Par ailleurs, à chaque pseudo-fonction d’onde partielle |φ˜i〉 est associée son équivalent “tout
électron” |φi〉 lors de la génération du pseudo-potentiel, comme montré sur la figure II.4. On a donc,




À l’extérieur de la région d’augmentation, de la même manière qu’avec les pseudo-potentiels
classiques, on a égalité des fonctions d’onde pseudisées et “tout électron” : |ψ〉 = |ψ˜〉. On a donc

























On voit ainsi apparaître la transformation linéaire T qui permet de passer de la pseudo-fonction
d’onde de Kohn-Sham |ψ˜〉 à la fonction d’onde “tout électron” de Kohn-Sham |ψ〉. Grâce à cette
transformation, il est possible de retrouver les quantités “tout électron” à partir des seules pseudo-
fonctions d’ondes :
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〈A〉 = 〈ψ|A|ψ〉
= 〈ψ˜|T †AT |ψ˜〉
= 〈ψ˜|A˜|ψ˜〉
avec
A˜ = T †AT
Le formalisme PAW va donc disparaître dans les opérateurs et va permettre, pour un coût de
calcul à peine supérieur au formalisme Ultrasoft d’obtenir des résultats de la qualité d’un calcul
“tout électron”. Par exemple, les corrections non linéaires à l’énergie d’échange corrélation [116]
pour les électrons de cœur, qui peuvent être importantes dans le cas de polarisation magnétique,
























4s :              Onde partielle
Pseudo onde partielle
3d :              Onde partielle
Pseudo onde partielle
FIG. II.4 – Comparaison des ondes partielles tout électron et pseudisées dans le cas du germanium.
On voit trois choses importantes : (i) au-delà de rc, les quantités pseudisées et “tout électron”
sont égales, (ii) en deçà de rc, les pseudo-ondes partielles sont bien plus lisses, ce qui permet
une description correcte par peu d’ondes planes, (iii) on voit bien pour l’orbital 3d que la norme
n’est pas conservée, et que la contrainte de conservation de la norme (entre fonction d’onde “tout
électron” et pseudo-fonction d’onde) ne permettrait pas une telle régularité de la fonction.
Les Approximations Nous avons vu que selon la région de l’espace considérée, la base utilisée
était différente. Nous avons aussi vu que le nombre d’ondes planes définissait la précision de la
base dans la région interstitielle. De la même manière, dans la région augmentée, c’est le nombre
d’ondes partielles qui va déterminer la précision de la base. On constate dans la pratique que deux
ondes partielles par moment angulaire et un développement en moment angulaire tronqué à L ou
L+ 1 ( L étant le moment de la dernière orbitale occupée) est souvent suffisant pour bien décrire
les fonctions d’onde. Par ailleurs, le calcul de l’énergie d’échange-corrélation se fait sur une seule
grille uniforme qui couvre tout l’espace et sur laquelle est projeté la densité issue des ondes planes
et des ondes partielles. La précision de cette grille devra être suffisante pour bien reproduire les
variations de la densité, qui peuvent être assez fortes proche des noyaux atomiques. Il faudra donc





















FIG. II.5 – Une onde partielle tout électron |φ〉, son pendant pseudisée |φ˜〉, ainsi que le projecteur
associé 〈p˜i|, pour la couche 3d du germanium. On peut remarquer que la forme du projecteur n’est
pas physique, et présente une discontinuité de sa dérivée au rayon de coupure.
En résumé, cette méthode introduit comme seule approximation le fait que les électrons de cœur
ne sont pas influencés par l’environnement des atomes. On parle de l’approximation de cœur gelé.
Cette approximation peut provoquer des erreurs non négligeables dans le cas de calcul d’énergie
avec extraction d’un électron de cœur. Même s’il est possible à partir du formalisme PAW de
prendre en compte la relaxation des électrons de cœur, comme l’ont montré M. Marsman et G.
Kresse en 2006 [119], cela ne sera pas utile dans notre cas puisque dans nos systèmes les électrons
de cœur seront toujours proches de la configuration atome isolé.
PAW : une méthode beaucoup moins coûteuse Comme nous venons de le voir dans la partie
théorique, le formalisme PAW permet, outre le gain de précision, de diminuer fortement le nombre
d’ondes planes nécessaire à la bonne description des fonctions d’onde grâce à l’utilisation d’une
base adaptée proche des noyaux atomiques. Pour évaluer ce gain en nombre d’ondes planes, nous
avons étudié la convergence de deux grandeurs physiques en fonction de l’énergie de coupure,
qui fixe le nombre d’ondes planes (voir la partie II 1.2)). Nous nous sommes intéressés au cas du
germanium et du manganèse. Nous avons testé d’une part les pseudo-potentiels norme conservée
de type Hartwigsen-Goedecker-Hutter générés par Krack (HGH-Krack) [100] et d’autre part les
pseudo-potentiels PAW que nous avons générés. Nous avons étudié le cas du germanium contenant
les électrons 4s et 4p en valence (dit germanium sans semi-cœur), le manganèse contenant les élec-
trons 4s et 3d en valence (dit manganèse sans semi-cœur) et le manganèse contenant les électrons
3s, 3p, 4s et 3d en valence (dit manganèse avec semi-cœur).
Nous avons choisi de simuler le germanium dans la phase diamant, et le manganèse dans la
phase γ, qui est une phase compacte à cubique faces centrées FCC stable à haute température (voir
chapitre IV). Les grandeurs physiques étudiées sont l’énergie totale par atome et le paramètre de
maille de la phase condensée. Nous avons tracé les erreurs à la convergence sur ces deux paramètres
en figures II.6, II.7 et II.8. On peut voir que ces erreurs diminuent beaucoup plus rapidement en
PAW qu’en norme conservée. La différence est nette pour le germanium semi-cœur (fig. II.6), plus
marquée pour le manganèse sans semi-cœur (fig. II.7), et extrême pour le manganèse avec semi-
cœur (fig. II.8). Nous avons arrêté le test de convergence à 2721 eV (200Ry). Cependant, afin de
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tester les propriétés de ce pseudo-potentiel, nous avons effectué un calcul à 4082 eV (300Ry) et
nous avons pu voir que si le paramètre de maille était convergé à 0.02% et l’énergie à 0.2 eV, le
module de compressibilité restait faux de 8%. Ce cas (manganèse avec semi-cœurs en valence) est

























































Énergie de coupure (eV)
PAW :              énergie
       parametre de maille
HGH :              énergie
       parametre de maille
FIG. II.6 – Germanium sans semi-cœur : convergence de l’énergie par atome et du paramètre de
maille, dans la phase diamant, en fonction de l’énergie de coupure. La différence de convergence
entre la méthode PAW (pseudo-potentiel que nous avons généré) et la méthode norme conservée

























































Énergie de coupure (eV)
PAW :              énergie
       parametre de maille
HGH :              énergie
       parametre de maille
FIG. II.7 – Manganèse sans semi-cœur : convergence de l’énergie par atome et du paramètre
de maille, dans la phase Mnγ, en fonction de l’énergie de coupure. La différence de convergence
entre la méthode PAW (pseudo-potentiel que nous avons généré) et la méthode norme conservée
(pseudo-potentiel HGH-Krack [100]) est plus marquée.
L’utilisation de super-cellules
Nous avons vu qu’il était possible de réduire le problème de plusieurs électrons interagissants
à un problème à un électron dans un potentiel effectif (voir II 1.1)). Cependant, malgré cette sim-



























































Énergie de coupure (eV)
PAW :              énergie
       parametre de maille
HGH :              énergie
       parametre de maille
FIG. II.8 – Manganèse avec semi-cœur : convergence de l’énergie par atome et du paramètre
de maille, dans la phase Mnγ, en fonction de l’énergie de coupure. La différence de convergence
entre la méthode PAW (pseudo-potentiel que nous avons généré) et la méthode norme conservée
(pseudo-potentiel HGH-Krack [100]) est extrême.
simuler le comportement indépendant du millier ou plus d’atomes qui le composent. On peut sur-
monter ce problème en effectuant les calculs sur un système périodique, qui serait donc virtuelle-
ment infini. On utilise pour cela notamment le théorème de Bloch.
Le théorème de Bloch Le théorème de Bloch [18] (EQU II.4) stipule que dans un solide cristallin
(périodique), chaque fonction d’onde électronique peut être écrite comme le produit d’une partie
qui a la périodicité du réseau et d’une phase,
ψi(~r) = ei
~k·~r fi(~r) (II.4)
Ainsi dans le calcul on peut ne simuler qu’une période de fi(~r) et la multiplier par ei
~k·~r pout obtenir
tous les états. C’est ce que l’on fait avec les points k.
Les point-k Prendre en compte la partie ei~k·~r de la fonction d’onde équivaut à ne plus considérer
uniquement les électrons qui sont au centre de la première zone de Brillouin (point Γ,~k = (0 ; 0 ; 0)
), mais à utiliser dans le cas d’un cristal infini tous les électrons de la première zone de Brillouin.
Le vecteur~k d’un électron défini la position de cet électron dans la première zone de Brillouin, et
donc sa périodicité. Ainsi, on parlera de “point-k” pour un électron que l’on considère avec une
certaine périodicité. Pour simuler le comportement de tous les électrons, on va en choisir quelques
uns, que l’on considère comme représentatifs, dans la zone de Brillouin et calculer leurs propriétés.
Cet échantillonnage en point-k peut être vu de deux manières :
– comme un moyen d’autoriser les électrons à sortir de la cellule élémentaire de simulation,
dans le sens où ils peuvent avoir une périodicité plus grande que celle de la cellule unité,
– comme une méthode d’intégration appliquée à la relation de dispersion des électrons dans la
première zone de Brillouin.
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Plus on va augmenter le nombre de ces point-k, plus on va raffiner le maillage de l’espace réciproque
et plus les propriétés physiques du cristal seront proches du cristal infini. Par ailleurs, plus une
cellule sera grande, moins il faudra considérer de point-k différents. En effet, dans la première
approche cela consiste à dire que les électrons sont déjà étendus puisque la boîte est grande. Dans
la deuxième approche, la zone de Brillouin sera plus petite et l’intégration sera déjà partiellement
effectuée, comme c’est illustré sur les figures II.9 et II.10.
FIG. II.9 – a) Intégration des états dans la première zone de Brillouin b) Sommation sur 2 point-k
c) Sommation sur 4 point-k.
FIG. II.10 – a) Sommation sur un point-k (noté Γ) d’une boîte aux dimensions 4 fois plus grandes
b) Sommation sur 4 point-k (Γ) d’une boîte de dimension de la maille élémentaire.
Le temps de calcul est directement proportionnel au nombre de point-k que l’on considère.
On va donc essayer de réduire au maximum ce nombre. Pour choisir les point-k à calculer, on
utilise un maillage de type Monkhorst-Pack [124] qui consiste simplement a prendre les points
d’une grille dans l’espace réciproque. On peut tout d’abord jouer sur la finesse de la grille pour
réduire le nombre de point-k. Mais si la grille est trop lâche, l’intégration sera fausse et donc le
calcul aussi. Pour perdre moins en qualité d’intégration on peut se servir des point-k “spéciaux”. Ce
sont des points qui décrivent particulièrement bien le système, soit parce qu’ils sont associés à un
phénomène physique important, soit parce qu’ils permettent des compensations d’erreur. Ils vont
être différents suivant que la maille a une symétrie cubique, hexagonale... Pour inclure ces point-k
“spéciaux”, on va changer l’origine du maillage dans l’espace réciproque. Par défaut, le maillage à
son origine en centre de zone de Brillouin qu’on appelle le point Γ (coordonnées (0,0,0) ). On va
lui appliquer un ou plusieurs déplacements (“shift” en anglais) et cela va produire un ensemble de
nouveaux point-k.
Si le système possède des symétries, alors les électrons possèdent ces mêmes symétries, et
plusieurs point-k peuvent être vus comme un seul, par symétrie. On pourra donc s’abstenir d’en
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calculer certains puisque le résultat sera le même que pour le point-k symétrique, auquel on donnera
un poids plus important. Cela veut donc dire qu’à taille égale, les systèmes très peu symétriques
seront plus longs à calculer.
Un problème se pose si on veut comparer l’énergie de deux systèmes dont les cellules sont
différentes. Il faut en effet s’assurer de la bonne convergence de l’énergie en fonction des point-k.
Or, on ne peut pas comparer directement le nombre de point-k d’un système par rapport à un autre
puisque les cellules sont différentes. On peut donc procéder à une étude de convergence. Cependant,
cela peut s’avérer coûteux dans certains cas. On peut alors regarder le plus petit vecteur de l’espace
réel issu de la transformée de Fourier inverse du maillage en point-k. Cela donne une idée de la
précision absolue du maillage : plus la longueur est petite, plus le maillage est grossier. On se
servira donc de cet indicateur simple pour évaluer a priori la finesse du maillage.
Enfin, on peut signaler le travail de Makov et collaborateurs [118] qui montrent comment limiter
l’interaction entre défauts images par une utilisation habile des point-k. Un maillage lâche permet
notamment de ne pas prendre en compte les interactions chimiques à longue distance qui sont
caractérisées par une structure de bande très dispersive. On s’attachera donc à prendre en compte
ce genre de considérations lors du calcul de défauts qui doivent être isolés.
Minimisation de géométrie
Nous serons amenés au cours de notre étude à rechercher des géométries atomiques qui mini-
misent l’énergie totale d’un système. Les degrés de liberté à optimiser seront d’une part les libertés
internes de la cellule, et on parlera de relaxations internes, et parfois d’autre part la cellule elle-
même, et on parlera de relaxation de la cellule. Le premier cas sera traité par un algorithme de
Broyden-Fletcher-Goldfarb-Shanno (BFGS) [154] et ne pose pas de problème particulier concer-
nant l’énergie de coupure. Le deuxième cas va être plus compliqué. En effet, nous avons vu que
l’énergie de coupure définissait l’énergie maximum des ondes planes qui figurent dans la base. Et
par ailleurs, plus la base d’ondes planes s’étend haut en énergie, plus l’énergie totale de la cellule
va baisser, puisque les fonctions d’ondes se rapprochent de la forme optimale. C’est le principe
variationnel. Or, ces ondes planes ont une période qui divise exactement la taille de la cellule, donc
une variation de cette dernière aura un effet sur l’énergie des ondes planes. Il y a donc deux consé-
quences. D’une part, la cellule peut changer suffisamment de taille pour faire sortir (ou rentrer) une
onde plane du critère d’énergie. La base devient donc brutalement moins (plus) précise, et l’énergie
subit une discontinuité. D’autre part à nombre d’ondes planes constant, la finesse de la base aug-
mente lorsque la taille de la cellule diminue. Or, lorsque la finesse de la base augmente, l’énergie
totale diminue. On a donc une variation de l’énergie totale en fonction de la taille de la cellule. C’est
une pression, mais qui est due seulement à la base, et non pas à la physique du système. Ces deux
effets sont montrés sur la figure II.11. Plus la base d’ondes planes sera complète, moins ces effets
vont se faire ressentir, mais les éliminer complètement nécessiterait des énergies de coupures pro-
hibitives. Afin de s’affranchir de ce problème, on ne va plus considérer seulement les ondes planes
strictement inférieures à l’énergie de coupure, mais prendre aussi celles qui sont un peu supérieures,
en leur donnant une pénalité d’autant plus forte qu’elles sont hautes en énergie (voir la ref. [23]).
On parle en anglais de “smearing”. Cela va permettre d’avoir une précision effective constante.
Les phonons
Les phonons sont les excitations quantifiées d’un réseau cristallin. On peut les voir comme des
vibrations collectives des atomes. Il est possible d’avoir accès à ces phonons par les méthodes de
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FIG. II.11 – Variation de l’énergie totale en fonction de la taille de la boîte, pour différentes éner-
gies de coupure. Le premier effet dû au changement du nombre d’ondes planes est signalé par les
discontinuités de l’énergie totale. Le deuxième effet qui concerne le raffinement de la base avec la
diminution de la taille de la cellule est montré par la pente ascendante des créneaux. Le calcul avec
“smearing” n’a plus ces discontinuités.
calcul de l’énergie totale en passant par la matrice dynamique de la cellule élémentaire, à savoir la
matrice des dérivées secondes de l’énergie totale par rapport aux positions atomiques. En diagona-
lisant cette matrice, on trouve les valeurs propres qui correspondent aux fréquences des phonons et
des vecteurs propres qui sont les déplacements individuels des atomes (voir la ref. [91] pour plus de
détail). Le formalisme PAW tel qu’il est implémenté dans l’outil numérique que nous avons utilisé
(le logiciel ABINIT) ne permet pas à ce jour de calculer la matrice dynamique. Nous avons donc
dû utiliser le formalisme “norme conservée” afin de calculer les spectres de phonons, au prix d’un
temps de calcul extrêmement long. Nous y reviendrons le moment venu. Par ailleurs, la visualisation
des phonons grâce à l’outil v_sim a été développée pour ce travail.
II 1.3) Le choix du code de calcul
Nous avons parcouru rapidement la théorie qui sous-tend les calculs “premier principe” tels que
nous les avons utilisés. Ces méthodes ont été implémentées sous des formes diverses, et beaucoup
de codes de calculs permettent de les utiliser de manière plus ou moins simple. Nous avons listé ces
codes et leur principales caractéristiques (telles que nous les avons perçu à l’époque) de manière
non exhaustive dans le tableau II.2.
Nous avons choisi ABINIT [66, 67, 109] pour plusieurs raisons :
– il utilise une base systématique, ce qui assure une bonne transférabilité ;
– il peut simuler les métaux de transition avec un coût de calcul raisonnable grâce au forma-
lisme PAW ;
– au début de la thèse, un gros travail de parallélisation [29] était en cours pour pouvoir simuler
sur des serveurs de calculs des systèmes contenant de nombreux atomes ;
– la communauté est très active et ouverte, ce qui assure de ne jamais être bloqué longtemps ;
– il est gratuit.
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ABINITa CPMDb PWscfc SIESTAd VASPe WIEN2kf
Ondes planes ++ ++ ++ ++ +
PAW/Ultrasoft ++ ++ ++ LAPWg
Rapideh ++ ++ +
massivement parallèle +(+) ++ ++ ++
pseudo-potentiels Ge / Mn (+) ++ ++ ++ + “tout électrons”
Communauté active (GPLi) ++ +
TAB. II.2 – Liste non exhaustive des différents codes existants implémentant la DFT et comparai-
son de leurs fonctionnalités. Nous avons choisi ABINIT [66, 67, 109].
aABINIT : http://www.abinit.org
bCPMD : Car-Parinello Molecular Dynamic, http://www.cpmd.org
cPWscf : Plane-Wave Self-Consistent Field, http://www.pwscf.org
dSIESTA : Spanish Initiative for Electronic Simulations with Thousands of Atoms,
http://www.uam.es/departamentos/ciencias/fismateriac/siesta/
eVASP : Vienna Abinitio Simulation Package, http://cms.mpi.univie.ac.at/vasp/
fWIEN2k : http ://www.wien2k.at
gLAPW : Linearized Augmented Plane-Wave.
hperception de l’utilisateur
iGPL : General Public Licence, http://www.gnu.org/licenses/gpl.html.
Par ailleurs, beaucoup de formalismes et méthodes sont implémentés, comme la LDA+U, la TD-
DFT, la méthode GW, la réponse linéaire (récemment seulement en PAW)... C’est une boîte à outil
extrêmement complète qui permet de traiter un grand nombre de problèmes. De plus sa licence libre
stimule un développement intense par de multiples groupes ce qui en fait une valeur assez sûre pour
l’avenir. Cette richesse de méthodes ne va pas sans une certaine complexité à l’utilisation, puisqu’un
calcul classique de minimisation de géométrie peut souvent nécessiter plus de 60 mots clefs dans le
fichier d’entrée. Cela peut donc sembler au premier abord assez complexe et difficile à manier. Il y a
tout de même un coté positif, puisqu’il faut maîtriser tous ces paramètres pour faire une simulation,
et cela force l’utilisateur à se poser des questions, et à réellement comprendre le calcul. Il y est
aidé par les nombreux tutoriels proposés sur le site et le forum qui permet de trouver des réponses
à ses questions. ABINIT n’est alors plus vraiment une boîte noire, et il y a moins de risque de
simuler “n’importe quoi”. J’ai fait l’expérience de cette évolution, et je me suis peu à peu intégré à
cette communauté jusqu’à répondre à mon tour aux questions d’autres utilisateurs débutants, ce qui
m’amène aujourd’hui à faire partie des modérateurs du forum ABINIT. Par ailleurs, ABINIT étant
en constant développement, il y a parfois quelques “bug”. Cela nous est arrivé et nous avons, par
nos tests et nos investigations dans le code, participé à améliorer cet outil de simulation. Enfin, nos
besoins spécifiques nous ont amené à participer à l’ajout de fonctionnalités comme le magnétisme
non colinéaire en PAW, même si le surcoût numérique n’a pas permis une exploitation aussi intense
que nous l’aurions souhaité.
À retenir Les méthodes ab initio telles que nous les utilisons sont basées sur plusieurs approxi-
mations. Certaines sont des approximations “douces”, soit parce qu’elles sont très raisonnables,
soit parce que l’on peut en vérifier la validité. C’est le cas de :
– l’utilisation des ondes planes ;
– l’approximation de Born-Oppenheimer ;
– l’approximation de cœur gelé dans les pseudo-potentiels, et notamment en PAW ;
– l’utilisation de supercellules pour les phases et le maillage en point-k.
D’autre par contre sont plus contraignantes en ce sens qu’elles ne sont pas vérifiables, soit parce
que la vérification numérique est possible mais trop coûteuse, soit parce que l’approximation est
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obligatoire. Ces approximations sont (classées de la plus faible à la plus forte) :
– l’utilisation de supercellules pour les défauts (interactions entre défauts images, concentra-
tions irréalistes) ;
– l’utilisation du spin colinéaire pour le magnétisme ;
– la simulation à température nulle (pas de prise en compte de l’entropie, propriétés à 0K, ...) ;
– l’approximation locale de l’énergie d’échange-corrélation.
Cette dernière approximation est simultanément la plus forte et la moins vérifiable. Elle impose
des limitations à ce que l’on peut simuler, puisqu’elle ne reproduit pas la force de Van der Vaals,
mal la bande interdite dans les semi-conducteurs, et fait des erreurs notables sur le module de
compressibilité et le paramètre de maille des phases condensées. Par ailleurs, du fait de l’utilisation
de fonctionnelles paramétrées, la méthode telle que nous l’avons utilisée n’est pas réellement ab
initio. Cependant, ces méthodes ab initio ont la grande force de ne pas nécessiter une connaissance
a priori des systèmes étudiés. Elles sont donc particulièrement indiquées pour notre recherche sur
un système germanium-manganèse inconnu.
Nous venons de décrire la théorie et les méthodes utilisées pour effectuer les calculs d’énergie
totale. Leur utilisation constitue la plus grande partie de ce travail de thèse. Nous avons néanmoins
aussi utilisé d’autres méthodes de simulations basées sur la DFT, notamment deux que nous allons
maintenant détailler :
– La simulation de la spectrométrie d’absorption des rayons X ;
– L’évaluation de la température de Curie.
II 2 Simulation de la spectrométrie d’absorption des rayons X
La spectrométrie d’absorption des rayons X est une technique expérimentale qui consiste à
mesurer l’absorption des rayons X par un matériau en fonction de leur énergie. On voit sur la figure
II.12 le spectre d’absorption sur une large gamme d’énergie, avec les trois principaux mécanismes
mis en jeu : l’absorption, la diffusion de Rayleigh et la diffusion Compton. Nous sommes intéressés
à la première, mais c’est la somme des trois qui est mesurée. Nous nous intéressons ici au détail
des pics d’absorptions, et c’est la structuration de ces pics qui donne des informations locales aussi
bien chimiques que structurales.
Le dispositif expérimental consiste en une source de rayonnement X suivie d’un monochroma-
teur pour sélectionner une énergie précise, puis un détecteur pour mesurer le flux incident et un
détecteur pour mesurer l’absorption. Cette dernière mesure peut être effectuée en mesurant soit le
flux transmis, soit la fluorescence, soit le courant des électrons éjectés du matériau. La source de
rayonnement X est en général un synchrotron. Cette méthode a plusieurs avantages :
– elle peut être appliquée à des solides, cristallins ou amorphes, des liquides ou des gaz ;
– elle est sensible à la nature chimique des atomes ;
– elle permet d’étudier des systèmes hautement dilués grâce à sa grande sensibilité ;
– elle est non destructive.
Des expérimentations utilisant cette technique ont été réalisées parallèlement à cette thèse par
Mauro Rovezzi sous la supervision de Francesco d’Acapito à l’ESRF (European Synchrotron Ra-
diation Facility). Les résultats obtenus étant difficilement interprétables seuls, nous avons pris le
parti de simuler les résultats que donneraient nos modèles atomiques et de les comparer aux ré-
sultats expérimentaux. Cela a été un support important à l’évaluation de nos modèles. Nous allons
donc décrire le principe physique de cette méthode et la manière d’en simuler les résultats.
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FIG. II.12 – Section efficace d’absorption en fonction de l’énergie des photons et des processus
mis en jeu (tiré de [170]). Les trois principaux mécanismes mis en jeu sont la “vraie” absorption,
la diffusion de Rayleigh et la diffusion Compton. On notera que les deux axes sont en coordonnées
logarithmiques.
II 2.1) Le principe physique
La première explication correcte du phénomène est donnée par Stern en 1974, puis Lee et
Pendry en 1975. Lorsqu’un photon arrive sur un atome, il peut transmettre son énergie à un électron
en l’excitant. C’est l’effet photo-électrique. Si l’énergie du photon incident est supérieure à l’énergie
de liaison d’un électron de cœur, ce qui le place dans la gamme des rayons X, alors cet électron est
expulsé du noyau (Fig. II.13). Ainsi, les seuils observés sur l’absorption notés K, L et M sur la figure
II.12 correspondent à l’énergie minimum qu’il faut fournir pour éjecter un électron respectivement
des première (1s), deuxième (2s, 2p) et troisième (3s, 3p, 3d) couches électroniques.
FIG. II.13 – Excitation d’un électron de cœur vers un niveau du continuum par un photon X (tiré
de [4]).
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L’électron expulsé du noyau, que l’on appelle photo-électron, va alors s’éloigner du noyau ab-
sorbeur en se propageant comme une onde sphérique centrée sur son atome d’origine. Après dif-
fusion sur un ou plusieurs atomes, une partie de la fonction d’onde de l’électron va revenir à son
point de départ et interférer avec elle-même. Or, la probabilité qu’un photon X soit absorbé par un




|〈 f |dε|i〉|2δ(ε f − εi−h¯ω) (II.5)
avec |i〉 et 〈 f | les états initiaux et finaux, ε les énergies et dε l’opérateur dipôle. Ainsi, les pro-
cessus qui peuvent potentiellement se produire après excitation d’un électron de cœur vont influer
sur la probabilité d’excitation elle-même (contrafactualité). Intéressons nous à l’origine de ces in-
terférences et à leur lien avec la géométrie du système. L’énergie cinétique du photo-électron est
déterminée par la différence entre l’énergie du photon incident et l’énergie de liaison de l’électron






avec me la masse de l’électron, Eν l’énergie du photon et E0 l’énergie de liaison de l’électron
de cœur. La longueur d’onde de Broglie de l’électron va donc diminuer quand l’énergie du photon
augmente. Ainsi, le caractère constructif ou destructif des interférences va dépendre de la distance
parcourue par le photo-électron et de la longueur d’onde électronique. On va pouvoir ainsi remonter
aux distances en mesurant les interférences sur le coefficient d’absorption en fonction de l’énergie
des photons incidents. Le XAFS (X-ray Absorption Fine Structure) sonde cette dépendance en
énergie du coefficient d’absorption.
Ces mécanismes sont résumés sur la figure II.14 qui est un zoom du seuil K du spectre d’absorp-
tion. Les bosses du spectre correspondent aux cas dans lesquels les interférences sont constructives,
et les creux aux cas dans lesquels les interférences sont destructives. Dans la partie gauche du gra-
phique, autour du seuil, c’est la partie que l’on appelle le XANES (X-ray Absorption Near Edge
Structure) où le photo-électron subit des diffusions multiples. Dans la partie droite, quelques di-
zaines d’eV au-delà du seuil, c’est la partie EXAFS (Extended X-Ray Absorption Fine Structure)
dans laquelle le photo-électron n’est rétrodiffusé qu’une fois avant d’interférer avec lui-même. Ces
deux parties permettent d’accéder à des informations différentes.
Le XANES (X-ray Absorption Near Edge Structure) Dans cette partie du spectre, le photo-
électron a une énergie basse (de -10 à +40 eV autour du seuil) et donc une grande longueur d’onde.
Le signal n’est donc pas sensible au détail précis de la position des atomes, mais à l’agencement
global, et à l’environnement chimique. La fonction d’onde du photo-électron va subir des diffusions
multiples avant d’interférer avec elle-même (mécanisme a) de la figure II.14).
On va avoir potentiellement accès à la symétrie locale, aux transferts de charges, aux moments
magnétiques. C’est en étudiant la forme de l’absorption autour du seuil, et en la comparant à des
systèmes de référence appropriés que l’on va pouvoir tirer des conclusions. Cette analyse demande
donc une bonne connaissance de la zoologie des formes de seuils pour tirer le maximum d’infor-
mations des données expérimentales.
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FIG. II.14 – Zoom sur le seuil K du spectre d’absorption (seuil qui correspond à l’expulsion
d’un électron 1s). Les mécanismes qui engendrent les oscillations de l’absorption sont détaillés.
a) Pour des énergies proches du seuil, le photo-électron est diffusé plusieurs fois avant de revenir
sur l’atome absorbeur. b) À plus haute énergie, le photo-électron n’est diffusé qu’une fois (il fait un
aller-retour). c) et d) Les interférences entre les parties diffusées et rétrodiffusées du photo-électron
sont alternativement destructives et constructives. Cela donne lieu respectivement à des minimums
et des maximums du coefficient d’absorption. (inspiré de [3])
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L’EXAFS (Extended X-ray Absorption Fine Structure) Pour le signal aux énergies supérieures
à +40 eV après le seuil, le photo-électron a une haute énergie et est sensible à la position précise
des atomes et à leur nombre, mais inversement perd la sensibilité à la chimie locale (charge, magné-
tisme, symétrie...). La fonction d’onde du photo-électron fait de simples aller-retour (mécanisme b)
de la figure II.14). Le signal doit cette fois-ci être traité avant de pouvoir être analysé. Il faut enlever
le fond qui correspond à la forme générale du seuil et normaliser par rapport à la hauteur du seuil
(χ(E) = µ(E)−µ0(E)µ0(E) ), puis transformer l’axe des abscisses en utilisant l’équation II.6. On peut enfin
faire la transformée de Fourier du signal obtenu, ce qui donne une idée de la contribution de chaque
distance de diffusion dans le signal final. La procédure est décrite sur la figure II.15.
FIG. II.15 – Procédure pour passer du spectre d’absorption mesuré à l’analyse EXAFS. On com-
mence par enlever le fond moyen du seuil et normaliser le résultat par rapport à la hauteur du seuil,
puis on exprime le résultat en fonction du vecteur d’onde k et non plus de l’énergie, et enfin on peut
faire une transformée de Fourier pour voir directement les contributions de chaque distance.
Les données accessibles sont essentiellement structurales. Selon le caractère plus ou moins
ordonné du matériau, on peut extraire la distance précise des différentes couches atomiques autour
de l’atome absorbeur, le nombre d’atomes dans chaque couche et même leur espèce chimique. On a
par contre peu d’informations sur leur agencement à l’intérieur des couches. On peut avoir une idée
des deux premières données en regardant directement la transformée de Fourier. Par exemple sur la
figure II.15, le dernier graphique montre 4 grosses bosses, à 2.2, 3.6, 4.5 et 5.5 Å. On peut donc en
déduire qu’autour de l’atome absorbeur il y a quatre couches de voisins à environ ces distances (à
corriger selon le type d’atome rétrodiffuseur). On peut aussi voir que la deuxième couche contient
moins d’atomes que la troisième (à nombre égal d’atomes par couche, les bosses devraient décroître
en amplitude de manière exponentielle).
II 2.2) La simulation des spectres d’absorption
Afin d’aller plus loin dans l’analyse du XAS, il peut être intéressant de simuler le spectre
que génèrerait une configuration connue, aussi bien dans la partie EXAFS que XANES. Cela
permet d’effectuer des ajustements (fit) pour avoir accès à des valeurs plus précises dans l’analyse
de l’EXAFS, ou bien de reconnaitre la signature d’une symétrie particulière en XANES.
La théorie générale Les processus mis en jeu dans l’absorption des rayons X sont des proces-
sus électroniques et leur simulation passe naturellement par des méthodes de type ab initio, et plus
précisément DFT. En fait, le principe est de partir d’une densité électronique et d’appliquer un for-
malisme de fonction de Green à un seul électron pour simuler la propagation du photo-électron. La
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théorie est expliquée notamment dans un papier de 1992 de Tyson [176]. Plusieurs codes permettent
de telles simulations de l’absorption de rayon-X avec plus ou moins de détails physiques pris en
compte. Nous avons utilisé principalement le lociciel FEFF [15, 149] dans sa version 8, qui fait
référence en la matière. Nous détaillerons ci-dessous les approximations faites dans ce programme
développé à l’université de Washington par John J. Rehr et collaborateurs.
Un calcul permet de simuler le spectre d’absorption d’un atome absorbeur avec son environne-
ment particulier. Si on veut simuler une phase avec plusieurs atomes absorbeurs de même espèce,
mais dont les environnements sont différents, il faudra faire une simulation par environnement et
mélanger les contributions avec les poids appropriés. Chaque calcul est effectué sur un morceau de
matière (agrégat) d’une centaine d’atomes, avec l’atome diffuseur au centre. L’énergie d’échange-
corrélation est calculée en LDA par le modèle de Hedin-Lundqvist. Le programme utilise l’ap-
proximation “muffin-tin”, c’est-à-dire que les équations sont résolues en symétrie sphérique autour
des atomes, et le potentiel est constant entre les sphères des atomes. Nous avons vu que selon la
partie du spectre (proche du seuil, ou hautes énergies), les mécanismes mis en jeu n’étaient pas
les mêmes. Cela va se retrouver dans la simulation, puisqu’on va effectuer le calcul différemment,
selon que l’on souhaite le spectre EXAFS (noté χ(k)) ou le seuil en XANES (noté µ(E)).
La simulation de l’EXAFS La densité électronique totale est obtenue ici en suivant la prescrip-
tion de Mattheiss : c’est simplement la somme des densités des atomes libres. Cette approximation,
même si elle semble forte, est justifiée pour l’EXAFS car tous les détails du potentiel sont inutiles
si le photo-électron a une énergie supérieure à 20 eV. On calcule ici directement les interférences
dans la propagation du photo-électron, et non pas le seuil d’absorption totale. Ainsi, la structure fine
de l’absorption peut être écrite comme la somme sur les chemins de diffusion Γ (ref. [176]) :
χ(k,~ε) =∑
Γ
S20 fe f f (k,~ε,Γ)e




avec e−σ2Γk2/2 le facteur Debye-Waller qui prend en compte un désordre gaussien thermique
ou structural, e−RΓ/λe f f qui est l’effet du libre parcours moyen du photo-électron et eikRΓ qui est
simplement le déphasage dû à la distance parcourue par la fonction d’onde du photo-électron lors de
sa diffusion. On voit que plus le chemin sera long, moins il contribuera au signal à cause du facteur
e−RΓ/λe f f . On ne va alors considérer que les chemins les plus courts, et on parlera alors de méthode
par diffusions multiples (Multiple Scattering ou MS). Le programme doit donc essentiellement
calculer la section efficace d’absorption fe f f , ce qu’il fait en utilisant le formalisme de fonction de
Green à un électron appliqué au potentiel obtenu à partir de la densité électronique.
La simulation du XANES Le photo-électron ayant une énergie basse dans cette zone, on ne peut
plus négliger les détails du potentiel. On va alors utiliser un cycle auto-cohérent pour le calcul de
ce dernier, afin d’estimer les transferts de charge et le niveau de Fermi de manière plus précise. Par
ailleurs, la méthode par diffusions multiples (MS) peut éprouver quelques difficultés à converger.
Ainsi, on va utiliser la méthode par diffusions multiples complète (Full Multiple Scattering ou FMS,
décrite en ref. [148]). Toutes les diffusions à l’intérieur de l’amas seront alors prises en compte, et
un formalisme particulier des fonctions de Green permet de les calculer en un temps raisonnable.
Le calcul est d’autant plus long que l’énergie du photo-électron est grande, donc ce type de calcul
est limité à des énergies inférieures à 60 eV au-dessus du seuil.
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Les limitations La simulation des spectres telle que nous venons de la présenter se heurte à
quelques limitations. Il y a tout d’abord les limites imposées par les approximations faites lors
du calcul. En effet, comme pour toutes les méthodes DFT, la simulation des processus multi-
électroniques pose ici aussi problème. Ils sont mal décrits par les fonctionnelles d’échange-corrélation
locale, et celle de Hedin-Lundqvist n’échappe pas à la règle. Cela va avoir pour conséquence de
rendre la simulation du spectre très proche du seuil assez difficile, comme nous le verrons dans
le chapitre IV. Par ailleurs, la convergence du cycle auto-cohérent pour la détermination du po-
tentiel pourra s’avérer difficile pour certains systèmes au magnétisme complexe. Enfin, l’approche
“muffin-tin” fait deux approximations : i) le potentiel est à symétrie sphérique autour des atomes,
et ii) le potentiel entre les sphères est constant. Cette dernière approximation semble pouvoir poser
problème dans un système non compact comme le diamant. Nous avons évalué l’impact de ces deux
approximation en utilisant un méthode de type élément fini, comme le propose par exemple le pro-
gramme FDMNES [90] développé par Yves Joly à l’Institut Néel. On montre alors que le raffinement
apporté par cette solution n’est pas indispensable dans notre cas puisque les tendances que nous
voulons observer sont d’amplitudes supérieures. Par ailleurs, cela implique un surcoût de calcul
prohibitif. Bien d’autres approximations sont faites, et on pourra se référer à la thèse d’Alexei An-
koudinov [14] pour en avoir une idée plus précise, mais là encore elles ont un impact relativement
faible pour les systèmes qui nous intéressent.
L’autre type de limitation est inhérent au mode de simulation lui-même. En effet, nous avons
vu qu’il fallait effectuer une simulation par environnement différent de l’atome diffuseur. Ce n’est
pas réellement une limitation dans le cas d’un matériau cristallin puisque tous les types d’envi-
ronnements sont contenus dans la maille élémentaire. Mais si on souhaite simuler le spectre d’un
matériau polycristallin, et surtout s’il y a des interfaces dans lesquelles l’ordre local est complexe, il
va être difficile de prendre en compte la diversité des environnements locaux. Un moyen simple de
pallier en partie ce problème est d’utiliser un facteur de Debye-Waller important, bien supérieur à la
seule contribution thermique. Ce n’est cependant pas satisfaisant, puisque la distribution supposée
des distances est alors gaussienne ce qui n’a pas de fondement physique a priori.
L’utilisation d’ajustements (fit) L’utilisation d’ajustements sur le signal EXAFS est particuliè-
rement efficace pour déterminer les valeurs précises des distances des couches de voisin, le nombre
d’atomes dans ces couches et le type d’atome qui les peuplent. Cependant, cela suppose un si-
gnal très structuré, comme par exemple celui de la figure II.15. En effet, la procédure d’ajustement
consiste à optimiser plusieurs paramètres pour minimiser l’écart entre expérience et simulation.
Si le signal n’est pas assez structuré, c’est-à-dire qu’il comprend peu de composantes, et que son
amplitude est plutôt faible, l’utilisation d’une procédure d’ajustement va se heurter à une forte cor-
rélation des paramètres que l’on veut ajuster. Cela signifie que deux paramètres pourront bouger
conjointement sans faire varier le signal résultant. Il est fréquent par exemple que le facteur de
Debye-Waller et le nombre de coordination soient corrélés. Il faut alors impérativement fixer l’un
des deux à une valeur déterminée par ailleurs pour pouvoir évaluer l’autre.
À retenir La spectrométrie d’absorption des rayons X provient de la diffraction d’un photo-électron
éjecté du cœur d’un atome. Cela en fait une méthode hybride de diffraction mesurée par spectro-
scopie. Elle combine plusieurs avantages :
– elle permet l’analyse de l’ordre local autour d’une espèce chimique particulière,
– elle peut être appliquée à n’importe quel matériau, même à très faible concentration de
l’espèce concernée,
– elle est non destructive.
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Le spectre mesuré peut être divisé en deux partie : (i) la partie XANES qui est la partie proche du
seuil, dans laquelle les processus dominant sont les diffusions multiples du photo-électron, et qui
est sensible à la chimie, la symétrie locale, la charge, ... (ii) la partie EXAFS pour des énergies
supérieures à 40 eV au-dessus du seuil, où les diffusions simples sont majoritaires, et qui renseigne
sur la géométrie, la distance des voisins, leur nombre de coordination, ...
Afin d’analyser les expériences plus minutieusement et potentiellement les comparer à nos ré-
sultats numériques, nous utiliserons un outil de simulation des spectres d’absorption des rayons
X. C’est le logiciel FEFF 8.01 [15], qui est à la pointe dans le domaine. Son formalisme utili-
sant les fonctions de Green permet de concilier précision et rapidité. Cependant, la base DFT du
calcul implique des erreurs dans les processus multi-électroniques, donc les conséquences seront
perceptibles sur le spectre à des énergies proches du seuil.
Le spectre d’absorption mesuré étant la somme de la contribution de nombreux atomes à la
configuration potentiellement différente, il sera difficile d’en tenir compte lors de la simulation si
la variabilité des configurations est trop grande. On pourra soit simuler le spectre de nombreuses
configurations différentes, soit utiliser un fort facteur de Debye-Waller, pour reproduire un arrange-
ment gaussien des positions des voisins, mais ce sera moins correct. Quoi qu’il en soit, il sera alors
difficile d’effectuer des ajustements de paramètres pour reproduire les données expérimentales.
Enfin, nous nous intéresserons dans notre étude au seuil K du manganèse, qui correspond aux
processus d’éjection d’un électron 1s du cœur d’un atome de manganèse. Nous aurons donc des in-
formations sur l’ordre local autour des atomes de manganèse. Le germanium étant essentiellement
en phase diamant, le signal mesuré à son seuil serait largement celui du germanium diamant, et il
serait difficile d’extraire de l’information qui nous intéresse.
II 3 Évaluation de la température de Curie (TC)
La température de Curie est une grandeur macroscopique relativement facile d’accès expéri-
mentalement. Sa mesure ne nécessite pas d’instrument complexe et onéreux tel que le synchrotron.
Dans notre recherche de la phase qui constitue les nanocolonnes de germanium-manganèse, c’est
donc une information importante que l’on veut pouvoir comparer pour nos modèles théoriques. En
fait, c’est une grandeur d’autant plus importante que le but de cette recherche est la découverte
d’une phase germanium-manganèse riche en germanium et à haute température de Curie (TC). Il
semble donc indispensable de pouvoir l’évaluer numériquement pour n’importe quelle phase sim-
plement à partir des atomes qui la constituent et de sa maille élémentaire. Voyons donc comment
on peut numériquement évaluer cette grandeur.
II 3.1) Le principe
L’idée de base est d’évaluer le moment magnétique moyen d’un morceau de matériau (amas
d’atomes) en fonction de la température et, à la manière de l’expérience, d’en déduire la température
de Curie. On utilise pour ce faire le modele classique de Heisenberg [94] qui décompose l’énergie
d’échange Eex comme :
Eex =−∑
i> j
Ji j~mi · ~m j (II.8)
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Dans ce modèle, les moments magnétiques (~mi et ~m j) sont considérés comme des vecteurs à trois
dimensions localisés sur des sites (i et j). Ils interagissent par paires via des constantes d’échange
(Ji j). Seuls les atomes magnétiques (le manganèse dans notre cas), et non les autres espèces (le
germanium dans notre cas), sont pris en compte. Le moment magnétique total est la somme de
tous les moments individuels, et sera déterminé par la compétition entre minimisation de l’énergie
magnétique (Equ. II.8) et maximisation de l’entropie. Cela suppose donc d’une part de connaître les
constantes d’échange pour le système étudié, et d’autre part de pouvoir simuler l’effet de l’entropie
en fonction de la température. Le calcul va donc s’effectuer en deux parties : la première va consister
à déterminer les Ji j pour toutes les paires de sites i et j qui nous intéressent, et la deuxième va
être la simulation, pour différentes températures, de l’état d’équilibre magnétique d’un agrégat de
plusieurs milliers de sites atomiques interagissant via ces Ji j. C’est en analysant le comportement
du magnétisme de l’agrégat en fonction de la température que l’on pourra connaître la température
de Curie.
II 3.2) Évaluation des constantes d’échange Ji j
On va à nouveau faire appel à la DFT pour calculer ces constantes. Nous allons décrire deux
méthodes : l’une est extrêmement simple mais ne permet pas facilement d’obtenir les constantes
d’échange à grande distance, et l’autre possède un formalisme plus évolué qui permet de dépasser
cette limitation. Les calculs présentés dans ce travail ont été effectués par Ivetta SLIPUKHINA en
utilisant cette deuxième méthode. Quoi qu’il en soit, les deux méthodes partent du même principe :
simuler plusieurs configurations magnétiques particulières, extraire les différences sur l’énergie to-
tale, et en déduire les Ji j en identifiant un modèle d’hamiltonien de Heisenberg (Equ. II.8). Pour
cette partie, tous les atomes sont pris en compte, mais seules les interactions entre atomes magné-
tiques sont calculées, puisque les interactions incluant des atomes non magnétiques sont générale-
ment négligeables.
Nous allons maintenant expliquer les deux méthode grâce à un modèle simple à une dimension
et un seul site d’atome, ce qui permet de renommer les interactions de paire Ji j en simplement Ji.
Par les méthodes classiques de calcul de l’énergie totale Cette méthode consiste simplement
à simuler des configurations magnétiques différentes dans l’approximation du spin colinéaire, puis
à identifier avec le modèle de Heisenberg. On obtient alors un système qu’il suffit de résoudre. La
procédure est illustrée sur la figure II.16.
Les variables que l’on cherche à évaluer sont les Ji. En effectuant un seul calcul, on a simplement
accès à une évaluation de l’énergie électronique de base E0. En faisant deux calculs, on obtient une
valeur plus précise de E0 et une évaluation de J1. Avec trois calculs, on raffine E0 et J1, et on évalue
J2, etc...
Cette méthode est simple et efficace si les constantes d’échange sont à courte distance. Dans le
cas contraire en effet vont se poser plusieurs problèmes. Tout d’abord, on voit qu’il faut n+1 cal-
culs pour obtenir les n premières constantes d’échange (J1...Jn). Or, chaque calcul supplémentaire
est plus lourd que le précédent puisque la cellule de simulation est plus grande. Or la complexité
des calculs DFT est en N3 (avec N le nombre d’atomes), et il semble donc infaisable d’extraire les
Ji j à grande distance. Ensuite, chaque nouveau calcul modifie tous les Ji j, et selon le système la
convergence des valeurs pourra être très lente, comme c’est le cas pour le fer cubique à face centré
par exemple. Enfin, la taille des boîtes de simulation change à chaque calcul, et il peut s’avérer dif-
ficile de trouver un maillage en points k qui soit compatible pour toutes les boîtes. Il faut alors faire
tous les calculs sur la plus grande boite de simulation, ou bien utiliser un maillage très fortement
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FIG. II.16 – Modèle unidimensionnel avec un seul type d’atome illustrant le calcul des constantes
d’échange Ji j par la méthode de l’énergie totale. On calcule l’énergie totale de différentes configu-
rations magnétiques dans l’approximation du spin colinéaire. Le rectangle foncé est la cellule de
simulation. La première inconnue est l’énergie E0 d’une maille sans les interactions magnétiques.
Ainsi, pour calculer J1 en plus de E0, il faut deux calculs. Trois pour avoir en plus J2, ... et ainsi de
suite. La taille des calculs les rend par ailleurs rapidement difficiles à effectuer.
convergé 2, et les temps de calculs sont d’autant plus longs. On voit donc que cette méthode n’est
pas viable pour le calcul de constantes d’échange à grande distance comme on peut en attendre dans
les systèmes comportant des éléments de type métalloïdes où les électrons sont très délocalisés.
Une évolution remarquable de cette méthode consiste non plus à simuler des configurations
colinéaires, mais un arrangement des spins en spirale qui assure la périodicité de la cellule de simu-
lation. C’est l’approximation dite de Frozen Magnon. Le principe est cependant identique, et revient
à résoudre un jeu d’équations à plusieurs inconnues. Cette méthode, implémentée notamment dans
FLEUR [103], a l’avantage de permettre le calcul de plusieurs constantes d’échanges pour une seule
taille de boite de simulation en faisant varier la longueur d’onde de la spirale. Les quelques essais
qui ont été effectués en utilisant cette méthode ont donné des résultats sensiblement identiques à
la méthode suivante, pour des temps de calculs relativement plus long, et une stabilité de calculs
inférieure. Nous ne détaillerons donc pas d’avantage cette méthode.
Par la méthode KKR L’autre solution pour calculer les constantes d’échange utilise aussi la
DFT, mais avec un formalisme de type fonctions de Green. C’est la méthode KKR introduite dans
les années 50 par Korringa [99] d’une part, et Kohn et Rostoker [95] d’autre part. Elle a été im-
plémentée [50] par Hubert Ebert de l’Université technologique de Munich (Technische Universität
München, TUM) et Richard Zeller du centre de recherche de Juliers (Forschungszentrum Jülich)
dans le code que nous utilisons. Le principe est illustré sur la figure II.17. Il consiste tout d’abord à
faire un calcul auto-cohérent périodique pour évaluer le potentiel diffuseur V 0 (sous la forme d’une
matrice de diffusion) dans l’état fondamental colinéaire. Le potentiel obtenu est alors utilisé pour
2Les énergies en jeu sont très faibles
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générer un agrégat de plus grande taille, et ainsi calculer la variation d’énergie induite par de petites
rotations du spin d’un site particulier (sans la contrainte de colinéarité), via la propagation de sa
fonction d’onde dans le potentiel. On a alors accès, via la formule de Lichtenstein [112] (Equ. II.9),






dE Im(Tr(L)) (t−1↑ − t−1↓ )2T i j↑ −T i j↓ (II.9)
avec TrL la trace sur les orbitales, t les matrices de diffusion à un site et T l’opérateur du
chemin de diffusion (voir la ref. [112] pour plus de détails). Cette méthode est plus légère puisqu’il
n’est plus besoin de calculer de grandes supercellules de manière auto-cohérente. Par ailleurs, la
méthode CPA pour Coherent Potential Approximation permet de traiter des systèmes moyennés
dans lesquels certains sites sont occupés par plusieurs types d’atomes, avec un poids différent. Cela
permet la prise en compte d’un désordre chimique, ce qui n’est pas possible simplement avec la
méthode de l’énergie totale.
FIG. II.17 – Modèle unidimensionnel avec un seul type d’atome illustrant le calcul des constantes
d’échange Ji j par la méthode KKR. Un premier calcul auto-cohérent périodique permet d’évaluer
le potentiel diffuseur V 0 dans l’état fondamental. Ce potentiel est ensuite utilisé pour générer un
agrégat dans lequel on va mesurer les variations de l’énergie totale en fonction de petites rotations
des spins autour de leur état d’équilibre. Chaque calcul permet d’évaluer un Ji j. Un formalisme de
type fonction de Green, plus léger, est utilisé.
Le principal problème posé par ce formalisme est sa forte dépendance dans le calcul de l’état
fondamental. En effet, ce dernier détermine le potentiel diffuseur et donc tous les résultats. Si l’état
fondamental qui génère le potentiel n’est pas bon, alors les constantes d’échanges extraites ont
toutes les chances de ne pas être bonnes non plus. Quant au calcul utilisant la méthode CPA, il faut
être attentif à la relaxation induite par la chimie des éléments. En effet, cette méthode se base sur
une géométrie fixe qui ne reproduit pas ce degré de liberté, alors que l’on sait la grande dépendance
à la distance de l’interaction d’échange.
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Comparaison des deux méthodes Les valeurs obtenues pour un cas test par ces deux méthodes
sont données sur la figure II.18, qui représente les constantes d’échange en fonction de la distance
entre les sites. Cinq calculs ont été effectués pour évaluer les 4 premières constantes d’échange par
la méthode de l’énergie totale. Ainsi, les résultats sont de moins en moins convergés à mesure que
l’on s’intéresse à des sites éloignés. La première constante d’échange est quasiment identique selon
les deux méthodes. Les deux constantes suivantes ont le bon signe et des amplitudes proches. La
dernière constante évaluée n’a pas le même signe. On voit donc que ces deux méthodes donnent
des résultats similaires, mais que l’approche KKR permet d’obtenir toutes les constantes d’un coup,
quand l’approche de l’énergie totale requiert un effort calculatoire important.
FIG. II.18 – Constantes d’échange (Ji j en milli-Rydberg) en fonction de la distance (en unités
réduites) dans un composé test riche en germanium (Ge2Mn C16). Les résultats sont obtenus par
la méthode de l’énergie totale d’une part et la méthode KKR d’autre part. On voit que la première
constante d’échange est quasiment identique selon les deux approches, alors que les suivantes sont
de plus en plus fausses, la quatrième n’ayant pas le même signe. Cinq calculs ont été effectués pour
la méthode de l’énergie totale, et les résultats ne sont donc pas bien convergés.
II 3.3) Simulation Monte Carlo
Une fois obtenues les constantes d’échange, il faut simuler l’état d’équilibre d’un ensemble de
spins interagissants en fonction de la température. Une manière efficace de faire cela est d’utiliser
la méthode de Monte Carlo. Nous allons la décrire brièvement, et le lecteur est invité à se reporter
à l’ouvrage de référence de Landau et Binder [105] pour plus de détails. Par ailleurs, l’utilisation
de la méthode de Monte Carlo dans ce cas précis est explicitée dans la thèse de Marjana Lezaic
[110], au chapitre 8. Le code que nous utilisons a été développé par Phivos Mavropoulos à Juliers
(Forschungszentrum Jülich).
Dans la méthode de Monte Carlo, les taux de transition w d’un état a vers un état b doivent
remplir la condition :
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avec kB la constante de Boltzmann, T la température, et E(a) et E(b) les énergies des états a et
b. Le principe de l’algorithme de Monte Carlo va être de faire évoluer le système d’états en états, en
contrôlant le processus de transition. Le but est de trouver l’état macroscopique d’équilibre, c’est-à-
dire celui vers lequel le système converge au bout d’un temps infini. À température finie, ce ne sera
donc pas un seul état au sens strict, mais un ensemble d’états qui ont des propriétés macroscopiques
similaires.
Le cas qui nous intéresse est l’étude de l’état magnétique d’un système dont l’énergie est donnée
par un modèle de Heisenberg (Equ. II.8), et dont on connait les constantes d’échange. Le système
simulé est un agrégat de plusieurs milliers d’atomes qui est issue d’une périodisation de la maille
élémentaire. Seuls les atomes magnétiques sont présents. Les spins sont représentés par des vecteurs
à trois dimensions, dont la norme est déterminée par le calcul DFT. Dans l’état initial, tous les spins
sont orientés dans la même direction, et le système est ferromagnétique. Cet état initial, d’énergie
Ea, va ensuite évoluer selon le schéma suivant :
– un site (un atome) de l’agrégat est choisi au hasard ;
– une nouvelle orientation du spin est choisie au hasard (φ et θ en polaire) ;
– l’énergie Eb de ce nouvel état est évaluée grâce à l’hamiltonien de Heisenberg ;











Cette succession d’actions est ce qu’on appelle un “pas” de Monte Carlo. La simulation va
s’effectuer en deux phases : dans un premier temps, il faut relaxer l’état initial du système afin de
ne pas être affecté par celui-ci pour l’évaluation des grandeurs macroscopiques. De nombreux pas
sont donc effectués jusqu’à ce que l’équilibre soit atteint. Dans un deuxième temps, on laisse le
système évoluer et on relève les grandeurs macroscopiques qui nous intéressent, en l’occurrence
dans notre cas le moment magnétique total. On effectue en fait un échantillonnage tous les n pas
afin de ne pas avoir de résultats corrélés. Enfin, lorsqu’on a suffisamment de valeurs pour atteindre
la limite thermodynamique, on fait la moyenne et on obtient le moment magnétique moyen par site
magnétique pour la température de simulation.
Cette simulation est reproduite à diverses températures. On obtient le moment magnétique
moyen par site en fonction de la température. On pourrait identifier le résultat à une loi de Curie
pour en extraire la température, mais du fait de la taille finie de la cellule de simulation, la courbe
n’est pas aussi marquée, et l’identification est difficile. On va donc plutôt se fier à la susceptibilité







FIG. II.19 – Évolution du moment magnétique moyen et de la susceptibilité en fonction de la
température. La température de Curie est indiquée par le pic de susceptibilité.
où ~M est le moment porté par un site et où la moyenne est effectuée sur tous les sites magnétiques.
La susceptibilité mesure donc la fluctuation des moments magnétiques. Or, à la température de
Curie, elle doit diverger. Encore une fois, la taille finie du système utilisé pour nos simulations
fait que l’on n’observe pas à proprement parler de divergence mais seulement un pic, mais c’est
suffisant. Un exemple de résultat est donné sur la figure II.19.
On obtient donc deux informations grâce à ce calcul de Monte Carlo : la température de Curie
bien sûr, mais aussi l’état magnétique fondamental du système à basse température. Il faudra alors
vérifier que cet état fondamental est bien celui qui a été choisi pour calculer les constantes d’échange
Ji j. Si ce n’est pas le cas, il faudra recalculer les constantes d’échange dans ce nouvel état.
Par ailleurs, les différentes constantes d’échange du système vont la plupart du temps avoir
des influences contradictoires sur l’orientation des spins, et le système sera pratiquement toujours
frustré. Si cette frustration est trop grande, cela peut mener à un magnétisme non colinéaire dans
l’état fondamental, ce qui n’est pas sans poser des problèmes comme nous le verrons par la suite.
Une dernière chose importante concerne l’utilisation du modèle de Heisenberg. Les constantes
d’échange Ji j traduisent l’interaction entre les moments magnétiques de deux sites i et j. Mais rien
ne dit que la distance entre les sites i et j doit être finie. Or dans le calcul, on devra nécessairement
“couper” les interactions à une certaine longueur afin de pouvoir effectuer le calcul. Il faudra donc
vérifier que les résultats sont convergés en fonction de cette distance de coupure. L’expérience
montre qu’une distance de 20 Å est généralement suffisante.
II 3.4) Limitations
La première limitation vient de ce que l’on suppose que l’on peut utiliser un hamiltonien de
Heisenberg pour modéliser l’énergie du système, c’est-à-dire que les constantes d’échange Ji j ne
dépendent pas de la configuration magnétique. Or cette hypothèse est connue pour être inexacte
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dans certains cas, notamment dans celui du magnétisme itinérant. On peut avoir une idée de la vali-
dité du modèle en calculant l’amplitude des moments magnétiques pour différentes configurations
magnétiques (ferromagnétique, antiferromagnétique, ferrimagnétique,...). Si les moments magné-
tiques localisés sur les atomes ont une norme très variable selon la configuration, c’est un signe
que le modèle de Heisenberg est mis en défaut. Dans notre cas cependant, l’élément magnétique est
minoritaire. On peut donc espérer que les atomes magnétiques ne sont pas trop proches les uns des
autres et que les moments sont suffisamment découplés.
La deuxième limitation provient du fait que l’on utilise la DFT pour calculer les constantes
d’échange. On a donc tous les problèmes inhérents à cette méthode et la fonctionnelle d’échange
corrélation est toujours le point le plus critique, même si ce n’est pas le seul. Par ailleurs, le code
KKR utilisé ne propose que la LDA. Or, dans notre recherche, nous serons amenés à minimiser
des structures atomiques en GGA. Cette utilisation successive de deux types de fonctionnelles n’est
cependant pas un réel problème puisque nous avons pu voir que leur description du magnétisme était
sensiblement identique, et que dans la détermination des constantes d’échange, ce sont les propriétés
magnétiques et non structurales qui sont concernées. Outre ce problème d’échange-corrélation, il
faut savoir que l’état fondamental est calculé dans l’approximation du spin colinéaire, et que le
couplage spin-orbite n’est pas pris en compte. Cela a deux conséquences : d’une part le terme
d’anisotropie magnétocristalline n’est pas présent, et d’autre part, s’il s’avère que la configuration
d’équilibre trouvée par le calcul Monté Carlo est non colinéaire, il sera impossible de calculer les
constantes d’échange dans l’état fondamental. Il est donc nécessaire de vérifier que ces constantes
d’échange ne sont pas trop dépendantes de la configuration magnétique choisie pour le calcul afin
de pouvoir tirer de quelconques conclusions.
À retenir Évaluer la température de Curie d’un système avec la seule connaissance de sa maille
élémentaire s’avère être une tâche difficile. La méthode que nous avons présenté est basée sur un
hamiltonien de Heisenberg (EQU II.8), et considère les spins comme des vecteurs à trois dimen-
sions, localisés sur les atomes magnétiques, et dont la norme est constante. Le calcul s’effectue en
deux parties :
– Un premier calcul permet de déterminer les constantes d’échanges qui traduisent l’interac-
tion entre les spins des différents atomes magnétiques. Il est effectué par des méthodes DFT
avec toutes les approximations que cela suppose.
– Un deuxième calcul de type Monte Carlo utilise ces constantes d’échanges pour évaluer,
à différentes températures, l’état magnétique d’un système composé de plusieurs milliers
d’atomes.
On a alors accès au moment magnétique moyen et à la susceptibilité magnétique en fonction de la
température. On peut donc en déduire la température de Curie du système.
Les résultats produits par cette méthode peuvent s’écarter significativement de la “réalité” pour
deux principales raisons : d’une part le modèle de Heisenberg qui doit être valide pour le système
étudié, et d’autre part les approximations inhérentes à la DFT (DFT, fonctionnelle d’échange-
corrélation, spins colinéaires, ...) impliquent des erreurs dans le calcul des constantes d’échanges.
II 4 Conclusion
Nous avons passé en revue les méthodes à notre disposition pour répondre à la question de
la structure interne des nanocolonnes.Nous avons choisi trois axes de simulation qui vont nous
permettre de multiplier les points de comparaison avec l’expérience :
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1. les méthodes de calcul de l’énergie totale, que nous appellerons desormais methode ab initio
par abus de language ;
2. la simulation de la spectroscopie de rayon X ;
3. la simulation de la température de Curie.
Les méthodes de calcul de l’énergie totale sont les plus importantes pour nous parce qu’elles
remplissent deux rôles majeurs : (i) prédire la stabilité, la géométrie, l’ordre magnétique, les proprié-
tés électroniques... de configurations nouvelles et (ii) fournir aux deux autres méthodes les données
indispensables de structure atomique.
Les deux autres méthodes de simulation permettent quant à elle d’adresser au mieux la pro-
blématique en se connectant directement aux expériences et aux grandeurs mesurées les plus perti-
nentes.
Par ailleurs, nous avons été dans ce chapitre particulièrement attentifs aux domaines de validité
des méthodes, à leurs défauts, à leur approximations. Il est en effet indispensable de bien connaitre
le cadre d’application des théories avant de pouvoir s’appuyer sur leurs résultats. Il est apparu que
les trois méthodes envisagées pour cette étude étaient a priori compatibles avec le système que nous
souhaitons étudier. Nous allons néanmoins les tester en explorant le système GeMn comme décrit
dans le chapitre IV.
Enfin, comme indiqué dans le tableau II.2, les pseudo-potentiels ABINIT pour le germanium et
le manganèse en PAW n’étaient pas disponibles à l’époque. Nous allons donc maintenant présenter
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Comme nous l’avons vu dans le chapitre précédent (partie II 1.2)), l’utilisation du formalisme
PAW serait un atout majeur dans notre étude de ce système. Il permet en effet par rapport au
formalisme “norme conservée” une réduction drastique du coût des calculs simultanément à une
amélioration de la qualité physique de la simulation. Cependant, ce formalisme étant relativement
récent, il n’y avait pas au début de la thèse de pseudo-potentiel PAW (ou Ultrasoft puisque les for-
malismes sont proches) mis a disposition de la communauté pour le germanium ou le manganèse
(comme mentionné en II 1.1)). Nous avons donc dû générer les pseudo-potentiels nous-mêmes.
Nous avons utilisé pour ce faire le logiciel ATOMPAW développé par Natalie Holzwarth et collabo-
rateurs [81, 80], et modifié puis maintenu en collaboration avec Marc Torrent. Aujourd’hui encore,
seul un pseudo-potentiel du manganèse contenant les électrons de semi-cœur est proposé en PAW
pour ABINIT [1], et ce pseudo-potentiel n’est pas optimisé pour la rapidité. Aucun pseudo-potentiel
n’est proposé pour le germanium. Par ailleurs, les tables de pseudo-potentiels Ultrasoft [2, 6, 5]
actuelles proposent rarement un quelconque pseudo-potentiel pour le germanium ou le manganèse.
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III 1 La méthode
III 1.1) Le principe
La génération d’un pseudo-potentiel s’effectue en deux étapes : tout d’abord un calcul “tout
électron” de l’atome seul dans une configuration atomique de référence, en général l’état fonda-
mental, puis la pseudisation des fonctions d’ondes “tout-électron” obtenues, afin de générer les
paramètres du pseudo-potentiel. Lors de ce dernier processus, un certain nombre de conditions sont
vérifiées :
– les énergies des états propres “tout électron” et “pseudisés” sont égales ;
– les fonctions d’ondes “tout électron” et “pseudisés” sont identiques au-delà du rayon de cou-
pure rc ;
– les dérivées logarithmiques 1 des fonctions d’onde “tout électron” et “pseudisés” calculées
en rc sont égales pour les énergies des états propres.
Le calcul “tout électron” est effectué dans le formalisme DFT, en utilisant une fonctionnelle
d’échange-corrélation (LDA ou GGA), et de manière relativiste [165] ou non. Le calcul étant à
symétrie centrale, la résolution se fait sur une grille radiale. Il faut donc spécifier pour cette partie
plusieurs paramètres :
– le numéro atomique de l’atome, est fixé par l’atome ;
– la fonctionnelle d’échange-corrélation, doit être en accord avec le calcul effectué par la suite ;
– calcul relativiste ou non, dépend du numéro atomique de l’atome ;
– la précision de la grille radiale, donne la précision du calcul, mais a peu d’impact sur la
rapidité du pseudo-potentiel ;
– la configuration électronique de référence, est en général l’état fondamental non polarisé.
On voit donc que ces paramètres ne sont en fait pas vraiment libres, puisqu’ils dépendent essen-
tiellement de l’espèce atomique dont on souhaite créer le pseudo-potentiel. Ainsi au cours de la
génération, ces paramètres sont pratiquement inchangés, et nous ne nous y attarderons pas ici.
Le processus de pseudisation consiste quant à lui à choisir les électrons de cœur (dont la confi-
guration est gelée) et de valence, puis à déterminer les ondes partielles |φi〉 qui permettent la dé-
composition des fonctions d’onde “tout électron” |ψ〉 à l’intérieur du rayon de coupure rc pour
ces électrons. Vient ensuite la phase de pseudisation de ces ondes partielles |φi〉 pour générer les
pseudo-ondes partielles |φ˜i〉 et les projecteurs 〈p˜i| associés. Enfin, une charge de compensation de
forme analytique est créée afin de retirer la charge totale des atomes et ainsi résoudre plus facilement
l’équation de poisson. Il faut donc fournir plusieurs paramètres :
– les électrons à geler dans le cœur et ceux à mettre en valences ;
– le rayon de coupure rc ;
– le moment maximum des ondes partielles Lmax ;
– le nombre d’ondes partielles par moment Nl et leurs énergies de référence El ;
– le type de processus de pseudisation des ondes partielles |φn,l〉 ;
– le type d’orthogonalisation des projecteurs 〈p˜n,l| avec les pseudo-ondes partielles |φn,l〉.
Nous allons décrire tous ces paramètres et leur influence dans la partie suivante.







III 1. LA MÉTHODE
III 1.2) Les paramètres à choisir
Choix de la fonctionnelle Le choix de la fonctionnelle n’est en fait pas important pour la gé-
nération des pseudo-potentiels. En effet, il suffit d’utiliser les mêmes paramètres en changeant la
fonctionnelle et on obtient un pseudo-potentiel ayant sensiblement les mêmes qualités. Nous utili-
serons donc nos paramètres avec les deux fonctionnelles possibles (LDA-PW et GGA-PBE) pour
comparer aux pseudo-potentiels existants et à l’expérience.
Choix des électrons en valence Comme nous l’avons vu précédemment, on a intérêt à geler le
plus d’électrons possible dans le pseudo-potentiel puisque cela va d’une part alléger le calcul et
d’autre part améliorer la vitesse de convergence en réduisant le nombre de degrés de liberté. Nous
ne voulons garder en valence que les électrons qui vont être modifiés par l’environnement. Or de
manière générale, plus les électrons sont “profonds”, c’est-à-dire qu’ils ont une énergie basse, moins
ils sont influencés. Nous avons donc étudié l’énergie des derniers états occupés dans le germanium
et le manganèse (FIG. III.1), et nous avons décidé d’essayer deux configurations pour chacun de
nos pseudo-potentiels :
– une configuration dite “sans semi-cœur”, qui place en valence seulement les électrons des
couches les plus externes, à moins de 15 eV du niveau HOMO (Highest Occupied Molecular
Orbital pour plus haute orbitale moléculaire occupée) ;
– une configuration dite “avec semi-cœur”, qui place en valence, en plus des couches externes,
une ou deux couches électroniques plus profondes, jusqu’à 80 eV du niveau HOMO.
Dans la configuration “sans semi-cœur”, les électrons de semi-cœur ne sont pas pris en compte
dans le cycle auto-cohérent, contrairement à la configuration “avec semi-cœur”. Ainsi, la première
configuration sera moins précise, mais plus rapide, et inversement pour la deuxième. Nous avons
finalement fait un choix en comparant gain en rapidité et perte en précision.
Le rayons de la sphère PAW Le rayon rc de la sphère PAW fixe la taille de l’espace “augmenté”,
et donc aussi de l’espace interstitiel. Plus l’espace “augmenté” sera grand, plus les variation forte
des fonctions d’ondes seront décrites par les ondes partielles, moins il sera nécessaire d’utiliser
d’ondes planes dans l’espace interstitiel. Ce paramètre va donc en partie piloter l’énergie de coupure
nécessaire au pseudo-potentiel (voir FIG. III.2). Par ailleurs, il est important de noter que ce rayon
n’a aucune influence sur la précision absolue du pseudo-potentiel, dans la mesure où la base d’ondes
partielles est complète. Il faut donc que ce rayon soit le plus grand possible. La seule limite va être
la distance minimale entre deux atomes puisqu’il ne faut pas que les sphères PAW se chevauchent2.
Ce rayon sera donc fixé en fonction des géométries que l’on souhaite simuler.
Choix des ondes partielles : moment maximum, nombre d’ondes partielles par moment et
énergies de référence Le choix des ondes partielles est la partie la plus critique du processus de
pseudisation. En effet, ce sont elles qui vont assurer (ou non !) la complétude de la base à l’intérieur
de la région augmentée, et donc la validité du calcul. La structure de cette base est calquée sur celle
des orbitales atomiques. Chaque onde partielle peut être vue comme une sorte d’orbitale atomique
de l’atome, dont la population va être déterminée par le produit du projecteur et de la pseudo-
fonction d’onde 〈p˜i|ψ˜n,l〉. Les ondes partielles sont caractérisées par deux nombres : un moment
angulaire et une énergie de référence. Le moment angulaire des ondes partielles a le même sens que
le nombre quantique secondaire (ou orbital) l, et l’énergie de référence peut être associée au nombre
quantique principal n. Pour chaque orbitale atomique naturelle du calcul “tout électron” non gelée
2Dans la pratique, une correction au premier ordre est prévue qui permet un petit recouvrement sans perte de précision.
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FIG. III.1 – Les états électroniques des couches externes des atomes de germanium et de manganèse
dans le vide, dans l’état fondamental. Les données sont obtenues par calcul ab initio. Le niveau
HOMO est arbitrairement mis à zéro. Les points bleus sont les états de spin up et les rouges les
états de spin down. Les triangles représentent les états dont le nombre quantique principal n est 3
(3s,3p,3d), les carrés pour n = 4 (4s,4p,4d), et les pentagones pour n = 5 (5s). Les points pleins
sont les états peuplés par un électron, alors que les points vides sont les états non peuplés. Les
état de type s (moment orbital 0) ne sont pas dégénérés, les états de type p (moment orbital 1)
sont dégénérés 3 fois et les états de type d (moment orbital 2) sont dégénérés 5 fois. Les points
semi-pleins sont partiellement occupés ( 23 )
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FIG. III.2 – Convergence de l’énergie par atome en fonction de l’énergie de coupure, dans le
germanium, selon le rayon de la sphère PAW (en Å). On voit qu’à précision donnée, plus le rayon
PAW est grand, plus l’énergie de coupure est faible et donc moins il faut d’ondes planes pour le
calcul.
dans le cœur, il sera automatiquement créé une onde partielle de même moment angulaire et dont
l’énergie de référence sera l’énergie de l’orbitale. Afin de compléter la base , on peut rajouter des
ondes partielles à des énergies différentes de celles des orbitales naturelles de l’atome.
Pour le germanium sans semi-cœur par exemple, qui contient les couches 4s2 et 4p2 en valence,
la base minimale est constituée de deux ondes partielles : une onde partielle de moment orbital 0
(type s), et une de moment orbital 1 (type p) aux énergies des états 4s et 4p. Pour le manganèse sans
semi-cœur, qui contient les couches 4s2 et 3d5 en valence, la base minimum est aussi constituée de
deux ondes partielles : une onde partielle de moment 0 (type s), et une de moment 2 (type d) aux
énergies des états 4s et 3d. Ces bases minimales sont une première approximation qui peut donner
des résultats corrects. Cependant, on peut rajouter une ou plusieurs ondes partielles par moment
pour améliorer la précision. C’est ce que nous avons choisi de faire pour nos pseudo-potentiels.
De manière générale, il y a beaucoup moins d’ondes partielles que d’ondes planes, mais elles
sont plus coûteuses à traiter puisqu’il faut effectuer un produit scalaire pour appliquer un opérateur.
Il ne faut donc pas inclure trop d’ondes partielles dans le pseudo-potentiel. Lors d’un calcul, chaque
fonction d’onde va être décomposée sur la base suivante :
– les ondes planes, dont le nombre est déterminé par la taille de la cellule et par l’énergie de
coupure ;
– les ondes partielles, dont le nombre est le produit du nombre d’atomes fois le nombre d’ondes
partielles par pseudo-potentiel.
Ainsi, si on souhaite simuler un système compact, on aura plutôt intérêt à réduire le nombre d’ondes
partielles dans les pseudo-potentiels quitte à augmenter l’énergie de coupure. Si à l’inverse on sou-
haite simuler des systèmes plus creux, on préfèrera augmenter le nombre d’ondes partielles pour
faire baisser l’énergie de coupure, et donc le nombre d’ondes planes. Cela sera toujours coordonné
avec une modification du rayon de la sphère PAW.
Processus de pseudisation et orthogonalisation des projecteurs Le processus de pseudisation
consiste à générer les ondes partielles “pseudisées” 〈φ˜n,l| et les projecteurs associés 〈p˜n,l| à partir
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des ondes partielles “tout électron” |φn,l〉. Il existe ainsi trois schémas de pseudisation possibles
dans ATOMPAW :
– le schéma de Blöchl [28] utilise des fonctions sinus cardinale et une orthogonalisation Gram-
Schmidt. Il permet de générer simplement un pseudo-potentiel aux propriétés physiques cor-
rectes, mais au détriment de l’efficacité numérique ;
– le schéma de Vanderbilt [179] utilise des polynômes et une orthogonalisation particulière. Il
est plus efficace numériquement, mais peut avoir tendance à générer des pseudo-potentiels
instables numériquement (voir III 1.2)) ;
– le schéma de Rappe-Rabe-Kaxiras-Joannopoulos (RRKJ) [146] utilise des fonctions de Bes-
sel. Il est le plus paramétrable, et donc le plus difficile à maitriser, mais permet de donner les
meilleurs résultats. Il permet d’éviter les problèmes que peuvent rencontrer les deux autres
schémas tout en fabriquant un pseudo-potentiel efficace.
Dans le cas du germanium et du manganèse, les deux premiers schéma ne donnent pas des résultats
satisfaisants. Nous avons donc utilisé principalement le schéma RRKJ pour nos pseudo-potentiels.
Évaluation de la qualité du pseudo-potentiel Afin d’obtenir une première évaluation de la qua-
lité du pseudo-potentiel, on peut regarder la dérivée logarithmique de la fonction d’onde de moment








Cette grandeur donne une idée de la forme de la fonction d’onde au niveau du rayon PAW rc en
fonction de l’énergie de l’état considéré. Ainsi, les énergies basses vont être les état liés, tandis que
les énergies hautes seront des états non liés. On peut alors comparer cette grandeur pour le calcul
exact (sur la grille) et pour le calcul PAW (sur la base des ondes partielles) et avoir une première
idée de la qualité de la base PAW selon le type d’état considéré. S’il y a des électrons en valence qui
ont un moment orbital l, alors par construction, la dérivée logarithmique à l’énergie de ces électrons
va être la même pour le calcul exact et PAW, puisque l’onde partielle sera parfaitement adaptée à
cette énergie. Cependant, les états d’énergies différentes ne seront pas forcement bien décrits (voir
FIG. III.3). On pourra alors rajouter une onde partielle adaptée à une autre énergie pour améliorer
la description.
La forme générale des dérivées logarithmiques contient souvent une ou plusieurs discontinui-
tés dans la gamme d’énergie de −5 à +5 Rydberg. Elle sont le signe d’un changement de forme
de fonction d’onde à cette énergie, et donc de la présence d’un état propre. Si on veut pouvoir
orthogonaliser facilement les ondes partielles et les projecteurs d’énergies différentes, il peut être
intéressant de les placer de part et d’autre de ces discontinuités.
Un problème que l’on peut rencontrer est ce que l’on appelle les états fantômes (ghost states
en anglais). Il s’agit de discontinuités qui apparaissent lors du calcul PAW mais qui n’existent pas
dans le calcul exact. Cela vient en général du processus de pseudisation, et il est souvent nécessaire
d’en changer pour régler le problème.
Les dérivées logarithmiques doivent être en bon accord avec les énergies accessibles par les
électrons. Ainsi, les hautes énergies ne seront jamais sollicitées lors d’un calcul de l’état fondamen-
tal, et les basses énergies ne sont peuplées que si l’on prend en compte les électrons de semi-cœur
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Calcul PAW : 1 o.p.
2 o.p.
FIG. III.3 – Exemple de dérivées logarithmiques calculées pour une fonction d’onde de moment
0 (type s). On voit que la dérivée logarithmique calculée sur la base PAW avec une seule onde
partielle (1 o.p.) n’est pas en bon accord avec le calcul exact sur une large gamme d’énergie. Si on
rajoute une autre onde partielle d’énergie de référence 1.5 Rydberg (2 o.p.), on obtient un très bon
accord.
dans le calcul. Quoi qu’il en soit, si les dérivées logarithmiques sont en mauvais accord à certaines
énergies, il faudra vérifier dans le calcul qu’il n’y a pas d’électrons à ces énergies.
Enfin, la meilleure façon d’améliorer la dérivée logarithmique sur une certaine plage d’énergie
n’est pas forcément de mettre un projecteur au milieu de cette plage d’énergie. Il arrive en effet
souvent que la dérivée soit bonne à l’énergie de référence (par définition) mais mauvaise juste à
coté. Dans ces cas-là, l’ajout d’un projecteur placé judicieusement par rapport aux discontinuités
des dérivées logarithmiques peut être une solution, même si cela implique une énergie de référence
très différente (plusieurs Rydberg).
L’obtention de bonnes dérivées logarithmiques est un prérequis à un calcul correct, mais la seule
manière de s’assurer de la qualité d’un pseudo-potentiel est de tester les propriétés physiques qu’il
reproduit. Cependant, les pseudo-potentiels n’étant pas la seule approximation que nous utilisons,
et surtout pas la plus importante, il peut être difficile de juger de la qualité d’un pseudo-potentiel
en se comparant directement à l’expérience. Ainsi, nous avons préféré nous comparer dans un pre-
mier temps à des résultats obtenus dans les mêmes conditions en changeant seulement le pseudo-
potentiel. Nous avons choisi comme point de comparaison les pseudo-potentiels de Krack sur une
base HGH [100] puisqu’ils sont réputés pour leur qualité physique. Par ailleurs, ils utilisent les
mêmes fonctionnelles d’échange-corrélation (LDA-PW [142] et GGA-PBE [141]). Nous ne com-
parerons pas dans cette partie nos résultats avec d’autres résultats numériques de la bibliographie
puisque les conditions de calculs sont potentiellement différentes. Par ailleurs, nous limiterons la
comparaison à l’expérience au strict minimum. La comparaison aux expériences sera abordée dans
le chapitre suivant (CHAP. IV).
Nous sommes intéressés dans notre cas principalement par les propriétés structurales et magné-
tiques. Nous avons donc utilisé quatre grandeurs pour comparer les pseudo-potentiels :
– le paramètre de maille d’une phase condensée ;
– le module de compressibilité de cette phase condensée ;
– l’énergie de cohésion, qui est l’énergie qui lie les atomes dans cette phase condensée ;
– le moment magnétique porté par l’atome quand c’est le cas.
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Afin de déterminer le paramètre de maille et le module de compressibilité, nous avons calculé
l’énergie totale à différents paramètres de mailles. Nous avons ensuite gardé les résultats pour les-
quels l’énergie par atome ne dépassait pas 8 meV par rapport à l’énergie de l’état fondamental.
Nous avons enfin ajusté cette dizaine de points par une loi d’état de Murnaghan [126] :













On obtient ainsi le volume d’équilibre V (donc le paramètre de maille) et le module de com-
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FIG. III.4 – Énergie totale en fonction du volume pour le germanium diamant, ajustés par une loi
de Murnaghan [126] (EQU III.1).
La détermination numérique de l’énergie de cohésion est simplement la différence d’énergie
entre l’atome dans la phase condensée et l’atome seul. Pour calculer cette dernière énergie, nous
avons simulé les atomes dans des boîtes de 12 Å de coté, ce qui assure une convergence sur l’énergie
totale de l’ordre du meV. La valeur expérimentale de cette énergie de cohésion est obtenue en
sommant l’énergie de fusion et l’énergie de vaporisation.
Le moment magnétique est obtenu en faisant la différence entre la population des électrons de
spin up et des électrons de spin down. En multipliant ce nombre d’électrons par le moment porté
par chaque électron, soit un magnéton de Bohr (µB), on a directement le moment magnétique en µB.
Cette différence peut être effectuée sur toute la cellule ou à l’intérieur d’une sphère centrée sur un
atome particulier. Dans les tests présentés dans ce chapitre, nous ne comparerons que les moments
totaux portés par les cellules entières.
Problèmes de convergence numérique Si générer un pseudo-potentiel avec de bonnes proprié-
tés physiques peut sembler relativement simple, il en est tout autre d’un pseudo-potentiel alliant ces
bonnes propriétés physiques à la stabilité numérique. En effet, il ne faut pas oublier que les pro-
jecteurs 〈p˜i| doivent être orthogonaux aux pseudo-ondes partielles |φ˜ j〉, et vérifient donc la relation
〈p˜i|φ˜ j〉= δi j. Or, lorsque deux ondes partielles de même moment sont associées à des énergies trop
proches par exemple, cette condition d’orthogonalisation impose une grand disparité de normes
entre les deux fonctions. Ainsi, si la première fonction a une norme raisonnable (FIG III.5 a) ), la
deuxième aura une norme très grande (ou très petite) et le projecteur associé aura une norme très
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petite (très grande) (FIG III.5 b) ) afin de compenser lors de la projection 〈p˜i|ψ˜〉. Mathématique-
ment, cela ne pose pas de problème, mais numériquement, la sommation de très petits et très grands
nombres va provoquer des instabilités dans le processus auto-cohérent, qui mènent en général à une
divergence du calcul, et à des pseudo-potentiels inutilisables.
FIG. III.5 – Les ondes partielles, pseudo-ondes partielles et projecteurs associés à deux énergies
proches, pour le même moment d’un atome. On voit que le premier projecteur a une norme com-
parable à l’onde partielle associée, ce qui n’est pas le cas du second. A noter aussi la différence
d’échelle de l’axe des ordonnées entre les deux graphiques. On est amené dans ce genre de cas à
jouer sur les paramètres du pseudo-potentiel pour rétablir un meilleur équilibre.
Ce genre de phénomène peut être lié à la proximité des énergies de référence, mais aussi à un
état de cœur trop proche, ou à une particularité atomique... Pour éviter ces différences de norme
entre une onde partielle et le projecteur, on est amené à jouer sur l’énergie des ondes partielles, le
rayon PAW rc, les rayons des projecteurs, les schémas de pseudisation... Ces ajustements vont fré-
quemment dans le sens d’une dégradation des qualités physiques du pseudo-potentiel. C’est donc un
ajustement délicat. Un certain nombre de règles générales sont données dans le manuel d’ATOMPAW
[174] et sur la page web d’ABINIT dédiée à la génération de pseudo-potentiels [1], mais la zoologie
des problèmes est si vaste qu’un grand nombre d’essais est souvent nécessaire à la résolution de
ce genre de problème. Avec la pratique et l’expérience vient la capacité à trouver un paramétrage
optimal du pseudo-potentiel.
Enfin, lorsque tous les paramètres nécessaires à la génération du pseudo-potentiel ont été déter-
minés, il faut procéder à une étude de convergence des paramètres physiques reproduits en fonction
de l’énergie de coupure afin de déterminer celle qui devra être utilisée pour le calcul. Si celle-ci est
trop importante, il faudra recommencer la génération du pseudo-potentiel.
À retenir La génération de pseudo-potentiels consiste donc à trouver les paramètres qui satisfont
à la fois exactitude physique et rapidité numérique. La difficulté réside dans les nombreux para-
mètres ajustables et des aller-retour nécessaires entre génération et simulation. Cela peut s’appa-
renter à une démarche heuristique sous-tendue par des principes généraux émanant de la théorie.
Le lecteur voulant s’initier à la génération de pseudo-potentiel avec ATOMPAW est invité à consul-
ter le manuel d’ATOMPAW [174] et le très bon tutoriel dédié à la génération de pseudo-potentiel
proposé sur le site web d’ABINIT [1].
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III 2 Détermination des paramètres
III 2.1) Le germanium
Nous allons maintenant nous intéresser spécifiquement à la génération d’un pseudo-potentiel
PAW pour le germanium. Cet élément a le numéro atomique 32. Sa configuration électronique est
[Ar]3d104s24p2. Nous avons représenté les états des couches externes de l’atome dans le vide sur
la figure III.6, pour les électrons de spin up et down. En effet, dans le vide, l’atome neutre porte un
moment magnétique de 2 µB.
FIG. III.6 – Les états des couches externes de l’atome de germanium dans le vide : 3d 4s 4p 5s 4d.
Les données sont obtenues par calcul ab initio. Le niveau HOMO est arbitrairement mis à zéro. Les
points semi-pleins sont partiellement occupés ( 23 )
Pour le calcul de référence “tout électron”, nous avons utilisé une grille de 2000 points (valeur
classique), et nous avons choisi de prendre en compte les effets relativistes pour les électrons de
cœur. La configuration électronique de référence est la configuration non polarisée en spin de plus
basse énergie de l’atome neutre.
La première étape est de choisir les électrons qui seront figés dans le cœur, et ceux qui seront
“en valence”. Deux alternatives sont possibles : mettre en valence les électrons de semi-cœur 3d,
ce qui fait 14 électrons de valence (3d104s24p2), ou ne mettre que les deux couches externes ce
qui ne fait plus que 4 électrons de valence (4s24p2). Les électrons de semi-cœur ne sont pas extrê-
mement profonds (25 eV pour les 3d), et même si la couche 3d est complète, elle est polarisable.
Cet effet est non négligeable, notamment pour le calcul de la structure de bandes électronique du
germanium diamant. Cependant, les pseudo-potentiels proposés pour le germanium ne les incluent
généralement pas en valence. En effet, ce sont les couches 4s et 4p qui font la chimie de cet élément,
notamment via l’hybridation sp3 dans la structure diamant. Mais surtout, passer de 4 à 14 électrons
représente une augmentation significative du coût de calcul, tant au niveau des degrés de liberté que
du nombre d’orbitales ou de l’énergie de coupure (pour les pseudo-potentiels à norme conservée
notamment). De tels pseudo-potentiels seraient donc virtuellement inutilisables pour les calculs de
défauts dans une matrice de germanium, et c’est là la raison principale de leur absence. Afin de
nous assurer qu’ils ne sont pas indispensables pour les propriétés qui nous intéressent, nous avons
généré les deux pseudo-potentiels et les avons comparés.
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Nous allons donc présenter les résultats pour les dérivées logarithmiques et les amplitudes des
ondes partielles et des projecteurs. Nous évaluerons ensuite l’énergie de coupure requise pour ob-
tenir la convergence des propriétés physiques. Nous comparerons enfin les caractéristiques de nos
pseudo-potentiels aux pseudo-potentiels existants HGH-KRACK [100] et aux données expérimen-
tales. Nous utiliserons pour ce faire l’atome isolé et l’atome dans la phase diamant III.7.
FIG. III.7 – La maille élémentaire du germanium en phase diamant. Elle contient deux atomes.
Germanium avec semi-cœur en valence (3d4s4p) Nous avons choisi un rayon PAW de 1.16 Å
(2.2 Bohr) puisque la distance interatomique dans le germanium diamant est de 2.45 Å expérimen-
talement (2.5 Å en GGA). Le moment maximum des ondes partielles est 2 (orbitale type d). Nous
avons utilisé pour ce pseudo-potentiel deux ondes partielles par moment angulaire, ce qui fait un
total de 6 ondes partielles. Il y a pour chaque moment une onde partielle associée (via l’énergie) à
un état peuplé, et une onde partielle à une énergie que nous avons fixée. Le schéma choisi est RRKJ
[146] avec une orthogonalisation de type Gram-Schmidt. On peut voir sur la figure III.8 que les
dérivées logarithmiques du calcul PAW sont en bon accord avec le calcul exact, et que les projec-
teurs sont de mêmes amplitudes que les ondes partielles. C’est donc, a priori, un pseudo-potentiel
de qualité qui ne va pas être instable.
Germanium sans semi-cœur en valence (4s4p) Nous avons choisi un rayon PAW de 1.22 Å (2.3
Bohr) pour des raisons de stabilité numérique. Ce rayon est un peu plus grand que pour le pseudo-
potentiel sans semi-cœur, mais toujours inférieur à la moitié de la distance entre deux atomes de
germanium dans le diamant. Le moment maximum des ondes partielles est toujours 2 (orbitale type
d). Il y a aussi deux ondes partielles par moment angulaire, mais à la différence du pseudo-potentiel
sans semi-cœur, aucune des deux ondes partielles de l’orbitale type d n’est associée à un état peuplé
du calcul exact puisque les électrons 3d sont figés dans le cœur. Le schéma choisi est toujours
RRKJ [146] mais avec une orthogonalisation de type Vanderbilt. On peut ainsi voir sur la figure
III.9 que les dérivées logarithmiques du calcul PAW sont en bon accord avec le calcul exact pour
les orbitales de type s et p. Concernant les dérivées logarithmiques de l’orbitale de type d, on peut
voir une différence à basse énergie (-2 Rydberg) dans la zone où se situent les électrons 3d. Cela ne
pose pas de problème puisque les électrons dans nos calculs sans semi-cœur ne descendent jamais en
dessous de -0.6 Rydberg, énergie à laquelle les dérivées sont bonnes. On peut quand même préciser
que la génération des deux ondes partielles de type d a été problématique, et ce du fait qu’elles ne
sont pas peuplées en électrons de valence lors de la génération. C’est ce problème qui nous a forcé
à augmenter le rayon PAW. Concernant les projecteurs, ils sont là encore de même amplitude que
les ondes partielles. C’est donc aussi, a priori, un pseudo-potentiel aux bonnes propriétés physiques
qui ne sera pas instable.
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FIG. III.8 – Germanium avec semi-cœur : dérivées logarithmiques, ondes partielles et projecteurs
pour les moments 0 (orbitale type s), 1 (orbitale type p) et 2 (orbitale type d). Les disques sur les
dérivées logarithmiques (à gauche) montrent l’énergie de référence des ondes partielles (à droite).
Ils sont pleins lorsque les états sont occupés dans la configuration électronique de référence.
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FIG. III.9 – Germanium sans semi-cœur : dérivées logarithmiques, ondes partielles et projecteurs
pour les moments 0 (orbitale type s), 1 (orbitale type p) et 2 (orbitale type d). Les disques sur les
dérivées logarithmiques (à gauche) montrent l’énergie de référence des ondes partielles (à droite).
Ils sont pleins lorsque les états sont occupés dans la configuration électronique de référence.
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Énergie de coupure des pseudo-potentiels Pour évaluer l’énergie de coupure requise par ces
deux pseudo-potentiels, il faut étudier la convergence des paramètres qui nous intéressent en fonc-
tion de cette énergie (FIG III.10, III.12 et III.10). On voit tout d’abord que les grandeurs physiques
convergent moins vite pour le pseudo-potentiel avec semi-cœur que pour celui sans. On voit ensuite
que le paramètre de maille est assez rapidement convergé (0.1% d’erreur pour des énergies de cou-
pures de 100 eV et 300 eV selon le pseudo-potentiel), alors que le module de compressibilité est
plus exigeant (énergies de coupures de 270 eV et presque 500 eV pour la même précision). On peut
expliquer cela par le fait que le paramètre de maille est issu d’une dérivée simple de l’énergie, alors
que le module de compressibilité l’est d’une dérivée seconde par rapport à l’énergie. Elle est donc
plus sensible à la précision. On peut donc en conclure que pour avoir des résultats avec une préci-
sion suffisante, on utilisera une énergie de coupures de 108 eV (8Rydberg) pour le pseudo-potentiel
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FIG. III.11 – Convergence du paramètre de maille en fonction de l’énergie de coupure selon le
pseudo-potentiel.
III 2.2) Le manganèse
Passons à la génération d’un pseudo-potentiel PAW pour le manganèse. Cet élément a le numéro
atomique 25. Sa configuration électronique est [Ar]3d54s2. Nous avons représenté les états des
couches externes de l’atome dans le vide sur la figure III.13, pour les électrons de spin up et down.
Les règles de Hund sont bien vérifiées et l’atome neutre porte un moment magnétique de 5 µB.
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FIG. III.12 – Convergence du module de compressibilité en fonction de l’énergie de coupure selon
le pseudo-potentiel.
FIG. III.13 – Les états des couches externes de l’atome de manganèse dans le vide : 3s 3p 3d 4s
4p 5s. Les données sont obtenues par calcul ab initio. Le niveau HOMO est arbitrairement mis à
zéro.
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De la même manière que pour le manganèse, nous avons utilisé pour le calcul de référence “tout
électron” un grille radiale de 2000 points, et nous avons choisi de prendre en compte les effets re-
lativistes pour les électrons de cœur. La configuration électronique de référence est la configuration
non polarisée en spin de plus basse énergie de l’atome neutre.
Concernant les électrons qui seront “en valence”, là encore deux alternatives sont possibles :
mettre en valence les électrons de semi-cœur 3s et 3p, ce qui fait 15 électrons en valence (3s23p63d54s2),
ou ne mettre que les deux couches externes ce qui ne fait plus que 7 électrons en valence (3d54s2).
Ici, à l’opposé du germanium, bien que les électrons de semi-cœur soient assez profonds (50 eV
pour les 3p, 80 eV pour les 3s), les pseudo-potentiels proposés pour le manganèse les incluent en
général en valence. Cela est sans doute dû à la difficulté à générer un pseudo-potentiel viable sans
les électrons de semi-cœur.
Comme pour le germanium, nous allons présenter les résultats pour les dérivées logarithmiques
et les amplitudes des ondes partielles et des projecteurs, puis nous évaluerons l’énergie de coupure
et nous comparerons enfin les caractéristiques de nos pseudo-potentiels aux pseudo-potentiels exis-
tants HGH-KRACK [100] et aux données expérimentales. Concernant les données expérimentales,
la phase condensée du manganèse stable à basse température est la phase Mnα qui comprend 56
atomes dans sa maille élémentaire, et dont le magnétisme est non-colinéaire [121, 78]. Il paraît
donc difficile d’utiliser cette phase pour faire des expériences de convergence. Au dessus de 980K,
c’est la phase Mnβ [121, 71] qui est stable. Là encore, la maille élémentaire contient 20 atomes, et le
magnétisme est non-colinéaire. Puis au dessus de 1350K, c’est la phase Mn γ [121, 58] qui devient
stable. Cette fois-ci c’est une phase cubique à face centrée FCC qui contient donc un seul atome
dans sa maille élémentaire (voir FIG. III.14). Nous avons donc choisi cette phase pour comparer
tous les pseudo-potentiels. La comparaison directe à l’expérience sera difficile puisque la valeur
expérimentale du paramètre de maille a été mesurée à 1100°C. Néanmoins, nous nous contenterons
dans ce chapitre de comparer les pseudo-potentiels entre eux. Nous comparerons plus profondément
simulation et expérience dans le chapitre suivant (CHAP. IV).
FIG. III.14 – La maille élémentaire du manganèse Mn γ, une phase compacte CFC stable à haute
température (> 1200 K). Nous l’avons utilisée pour comparer les pseudo-potentiels entre eux.
Manganèse avec semi-cœur en valence (3s3p3d4s) Au début de la thèse, aucun pseudo-potentiel
du manganèse n’était proposé pour ABINIT. Nous avons donc généré notre propre pseudo-potentiel.
Récemment cependant, N. Holzwarth et collaborateurs proposent sur le site d’ATOMPAW un pseudo-
potentiel avec les électrons de semi-cœur. Nous allons donc présenter les deux pseudo-potentiels et
en profiter pour les comparer. Nous parlerons dans le premier cas de “notre pseudo-potentiel”, par
opposition au “pseudo-potentiel proposé pour ABINIT”.
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Concernant notre pseudo-potentiel, nous avons choisi un rayon PAW de 1.16 Å (2.2 Bohr) pour
être compatible avec la simulation dans le germanium diamant tout en ayant une énergie de coupure
la plus basse possible. Le moment maximum des ondes partielles est 2 (orbitale type d). Nous avons
utilisé pour ce pseudo-potentiel 2 ondes partielles pour les moments angulaires 0 (type s) et 2 (type
d), et 3 ondes partielles pour le moment angulaire 1 (type p). Cela fait donc 7 ondes partielles au
total. Les deux ondes partielles de type s sont associées aux états peuplés 3s et 4s. Sur les trois ondes
partielles de type p, la première est associée à l’état peuplé 3p, la deuxième est associée à l’état vide
4p et la troisième est fixée à une énergie plus haute que nous avons choisie. Quant aux deux ondes
partielles de type d, l’une est associée à l’état peuplé 3d et l’autre à une énergie supérieure. Le
schéma de pseudisation est celui de Blöchl [28].
Le pseudo-potentiel proposé sur le site diffère sur 4 points :
– le rayon PAW est de 1.0 Å (1.9 Bohr) ;
– il n’y a que deux ondes partielles pour le moment angulaire 1 (type p), et ce sont les mêmes
que les deux premières du nôtre ;
– l’énergie de référence de l’onde partielle de type d non associée à l’état 3d est plus haute de
0.5 Rydberg ;
– le schéma de pseudisation est celui de Vanderbilt [179].
En terme d’efficacité numérique, cette différence dans les paramètres va avoir une conséquence
majeure : le rayon étant plus petit, l’énergie de coupure sera plus grande, donc les calculs seront
plus lourds, notamment pour les grands systèmes contenant peu d’atomes de manganèse. Le pseudo-
potentiel proposé n’est donc pas adapté à l’étude des défauts isolés dans une matrice de germanium,
comme nous souhaitons le faire dans un premier temps.
Comparons maintenant l’effet de ces paramètres sur les dérivées logarithmiques et les ampli-
tudes des ondes partielles et des projecteurs (figures III.15 et III.16). On peut tout d’abord remarquer
que la réduction du rayon PAW a pour principal effet de repousser les discontinuités des dérivées lo-
garithmiques associées à des états non liés à de plus hautes énergies. En conséquence, la troisième
onde partielle pour les orbitales de type p devient inutile dans le pseudo-potentiel proposé pour
ABINIT. Les dérivées logarithmiques sont dans les deux pseudo-potentiels en bon accord avec le
calcul exact. En ce qui concerne les amplitudes des projecteurs et les ondes partielles, on remarque
qu’elles sont plus proches pour notre pseudo-potentiel que pour celui proposé. Ce comportement
est dû à l’utilisation du schéma de Blöchl dans notre cas, contre celui de Vanderbilt dans l’autre.
Quoi qu’il en soit, les ordres de grandeur ne sont pas assez différents pour causer des problèmes
numériques. Les deux pseudo-potentiels semblent donc assez proches en terme de qualité physique.
Manganèse sans semi-cœur en valence (3d4s) Les paramètres sont assez proches de notre pseudo-
potentiel avec semi-cœurs. Les deux grandes différences sont d’une part l’absence des ondes par-
tielles associées aux orbitales 3s et 3p, et d’autre part le schéma de pseudisation qui est cette fois
RRKJ [146]. Il en découle plusieurs conséquences comme on le voit sur la figure III.17 : (i) il faut
rajouter une onde partielle d’énergie de référence 1.5 Rydberg pour bien décrire l’orbitale de type
s, (ii) la discontinuité de la dérivées logarithmique de l’orbitale type p à -4 Rydberg n’est pas re-
produite par le calcul PAW, mais de même que pour le germanium sans semi-cœur, ce n’est pas un
problème puisque cette basse énergie n’est jamais atteinte dans les calculs, et (iii) une seule onde
partielle d’énergie de référence -0.5 Rydberg est suffisante pour assurer une bonne similitude de la
dérivée logarithmique de l’orbitale type p sur une large gamme d’énergie, de -3 à +1 Rydberg, ce
qui couvre la gamme utile pour nos calculs. En fait, l’ajout d’une autre onde partielle pour améliorer
le calcul PAW pose des problèmes d’orthogonalisation. Nous avons cependant pu vérifier dans le
cas du manganèse substitutionnel que l’amélioration de la dérivée logarithmique de l’orbitale type
p n’avait pas d’effet notable (différence sur l’énergie de formation inférieure à quelques meV). Ce
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FIG. III.15 – Manganèse avec semi-cœur, notre pseudo-potentiel : dérivées logarithmiques, ondes
partielles et projecteurs pour les moments 0 (orbitale type s), 1 (orbitale type p) et 2 (orbitale
type d). Les disques sur les dérivées logarithmiques (à gauche) montrent l’énergie de référence
des ondes partielles (à droite). Ils sont pleins lorsque les états sont occupés dans la configuration
électronique de référence. 84
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FIG. III.16 – Manganèse avec semi-cœur proposé pour ABINIT [174] : dérivées logarithmiques,
ondes partielles et projecteurs pour les moments 0 (orbitale type s), 1 (orbitale type p) et 2 (orbitale
type d). Les disques sur les dérivées logarithmiques (à gauche) montrent l’énergie de référence
des ondes partielles (à droite). Ils sont pleins lorsque les états sont occupés dans la configuration
électronique de référence. 85
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cas est le plus critique, puisque l’hybridation sp3 est impliquée et donc les orbitales p doivent être
bien décrites. Les données de l’orbitale de type d sont quant à elles pratiquement inchangées. Enfin,
les amplitudes des projecteurs et des ondes partielles sont proches, ce qui est bon pour la stabilité
numérique.
Énergie de coupure des pseudo-potentiels Nous avons étudié la convergence des paramètres
qui nous intéressent (énergie, paramètre de maille et module de compressibilité) en fonction de
l’énergie de coupure pour les trois pseudo-potentiels (FIG III.10, III.12 et III.10). Comme dans le
cas du germanium, le pseudo-potentiel sans semi-cœurs en valence converge plus vite que les deux
autres. Par ailleurs, notre pseudo-potentiel est plus efficace que celui proposé pour ABINIT comme
on s’y attendait. Et si cette différence ne semble pas si grande, c’est parce que nous utilisons le
schéma de Blöchl, alors que le pseudo-potentiel proposé utilise celui de Vanderbilt. Et comme on le
sait, le premier est moins efficace que le second. Cependant, si on s’intéresse à l’énergie de coupure
requise pour la double grille (qui permet d’exprimer la densité pour le calcul de l’énergie d’échange
corrélation) on s’aperçoit que le pseudo-potentiel proposé est beaucoup plus gourmand que le nôtre,
puisqu’il requiert 80 Rydberg pour cette grille, contre 60 Rydberg pour le nôtre et 40 Rydberg pour
le pseudo-potentiel sans semi-cœurs. Finalement, à la vue de ces résultats, on utilisera une énergie
de coupures de 272 eV (20Rydberg) pour le pseudo-potentiel sans semi-cœur, 480 eV (35 Rydberg)
pour notre pseudo-potentiel avec semi-cœur et 540 eV (40 Rydberg) pour le pseudo-potentiel avec
semi-cœur proposé depuis le site d’ABINIT.
À retenir Nous venons de générer quatre pseudo-potentiels : pour le germanium et le manganèse,
avec ou sans les électrons de semi-cœur. Nous avons pu constater que le gel des électrons de semi-
cœur, notamment dans le cas du manganèse, permettait de diviser l’énergie de coupure requise par
deux, ce qui se traduit directement en temps de calcul et en empreinte mémoire.
Nous allons maintenant évaluer la qualité physique de ces pseudo-potentiels.
III 3 Différents pseudo-potentiels, différentes physiques ?
Nous allons maintenant comparer les pseudo-potentiels et voir dans quelle mesure ils repro-
duisent une physique identique, comme il devraient. Nous utiliserons bien sûr ce que nous avons
créés ou trouvés sur le site d’ATOMPAW mais aussi les pseudo-potentiels norme conservée HGH-
KRACK. Nous testerons aussi, quand c’est possible, les deux fonctionnelles d’échange-corrélation
classiques : la LDA et la GGA.
III 3.1) Évaluation de la qualité physique des pseudo-potentiels générés
Nous nous intéresserons dans un premier temps indépendamment aux pseudo-potentiels de ger-
manium, puis à ceux de manganèse. Nous avons pour cela utilisé deux systèmes distincts. Un pre-
mier point de comparaison est l’atome isolé, pour lequel on peut confronter les énergies des états
pour les différents pseudo-potentiels. Les calculs sont alors effectués dans des cellules de 12 Å de
coté, ce qui assure une convergence sur l’énergie totale de l’ordre du meV.
Nous avons ensuite calculé les propriétés des phases condensées (germanium diamant et man-
ganèse γ), et plus spécifiquement :
– le paramètre de maille d’équilibre ;
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FIG. III.17 – Manganèse sans semi-cœur : dérivées logarithmiques, ondes partielles et projecteurs
pour les moments 0 (orbitale type s), 1 (orbitale type p) et 2 (orbitale type d). Les disques sur les
dérivées logarithmiques (à gauche) montrent l’énergie de référence des ondes partielles (à droite).
Ils sont pleins lorsque les états sont occupés dans la configuration électronique de référence.
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Énergie de coupure (eV)
(a) Mn avec semi−coeur
Mn avec semi−coeur
Mn sans semi−coeur
FIG. III.18 – Convergence de l’énergie par atome en fonction de l’énergie de coupure selon le





























Énergie de coupure (eV)
(a) Mn avec semi−coeur
Mn avec semi−coeur
Mn sans semi−coeur
FIG. III.19 – Convergence du paramètre de maille en fonction de l’énergie de coupure selon le
































Énergie de coupure (eV)
(a) Mn avec semi−coeur
Mn avec semi−coeur
Mn sans semi−coeur
FIG. III.20 – Convergence du module de compressibilité en fonction de l’énergie de coupure selon
le pseudo-potentiel. Le pseudo-potentiel (a) est celui proposé depuis le site d’ABINIT.
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– le module de compressibilité ;
– l’énergie de cohésion du cristal.
Les simulations ont été effectuées en utilisant des énergies de coupures qui assurent une précision
de quelques meV sur l’énergie absolue, inférieure à 0.01% sur le paramètre de maille et inférieure
à 0.1% sur le module de compressibilité. Les résultats sont issus d’un ajustement par une loi d’état
de Murnaghan (voir III 1.2)).
Le germanium Nous allons comparer les deux pseudo-potentiels que nous venons de créer et le
HGH-KRACK sans semi-cœur [100], pour lequel l’énergie de coupure utilisée est de 816 eV (60
Rydberg)).
Les énergies des états de l’atome isolé calculées pour les différents pseudo-potentiels sont pré-
sentées sur la figure III.21. La fonctionnelle utilisée est la GGA-PBE, mais l’utilisation de la LDA
ne fait que peu de différence ici, seulement un shift rigide. La levée de dégénérescence des orbitales
d est due à la symétrie cubique de la boîte et est inférieure au meV pour les états occupés 3d10, et
de quelques dizaines de meV pour les états vides 4d0. On voit que les trois pseudo-potentiels ont
des états semblables.
FIG. III.21 – Niveaux d’énergie de l’atome de germanium isolé selon le pseudo-potentiel en GGA.
On voit que tous les pseudo-potentiels sont très proches.
Voyons maintenant les résultats pour la phase condensée du germanium. Les valeurs expérimen-
tales sont issues du Landolt-Bornstein [20]. On peut noter que la valeur expérimentale du module de
compressibilité est sujette à controverse, puisque nous avons trouvé les valeurs de 76.0 GPa dans le
Landolt-Bornstein [20], 73.9 GPA sur le site web de Goodfellow Cambridge Limited [7], 69.8 GPA
dans Binary Alloys Phase Diagram [120] ou 68.3 GPa sur le site web de l’IOFFE Institut [8]. Ces
grandes différences entre valeurs expérimentales viennent de la diversité des méthodes possibles
pour mesurer le module de compressibilité, et du fait qu’elles ne sont pas équivalentes. La valeur
expérimentale de l’énergie de cohésion est obtenue en sommant l’énergie de fusion et l’énergie de
vaporisation. Les résultats sont présentés dans le tableau III.1.
Si on compare les résultats numériques entre eux, on voit tout d’abord que le type de fonc-
tionnelle d’échange-corrélation a un effet fort sur les résultats. Comme on s’y attendait, la GGA
surestime le paramètre de maille alors que la LDA le sous-estime, et les tendances sont inver-
sées (ou presque) en ce qui concerne le module de compressibilité. Si maintenant on compare les
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Pseudo Exc a (Å) Err./Exp. B (GPa) Err./Exp. Ecoh (eV) Err./Exp.
Expe [20] 5.6575 76.0 3.81
PAW s-c GGA 5.763 +1.9 % 58.2 -23.5 % 3.68 -0.13
PAW GGA 5.765 +1.9 % 60.4 -20.5 % 3.72 -0.09
HGH GGA 5.772 +2.0 % 58.2 -23.4 % 3.64 -0.17
PAW s-c LDA 5.634 -0.4 % 72.4 -4.7 % 4.50 +0.69
PAW LDA 5.616 -0.7 % 73.0 -4.0 % 4.57 +0.76
HGH LDA 5.583 -1.3 % 73.6 -3.2 % 4.51 +0.70
TAB. III.1 – Paramètre de maille, module de compressibilité et énergie de liaison du germanium
diamant. Les valeurs expérimentales sont issues du Landolt-Bornstein [20]. Les valeurs numériques
sont obtenues par calculs ab initio en utilisant les pseudo-potentiels que nous avons générés et les
pseudo-potentiels HGH-KRACK [100], pour les deux fonctionnelles LDA-PW et GGA-PBE.
pseudo-potentiels à même fonctionnelle, on voit qu’il y a un assez bon accord puisque le paramètre
de maille est semblable à moins de 1%, le module de compressibilité à 3% et l’énergie de cohésion
à moins de 0.1 eV. Par ailleurs, le fait de prendre en compte les électrons de semi-cœur dans le cycle
auto-cohérent ne semble pas avoir d’effet majeur sur les propriétés structurales. On peut donc en
conclure que nos pseudo-potentiels donnent des résultats semblables aux pseudo-potentiels actuels
parmi les meilleurs.
Si maintenant on s’intéresse à l’erreur par rapport à l’expérience, on peut remarquer que les
deux types de fonctionnelles sous-estiment le module de compressibilité, et même fortement pour
la GGA, comme cela a déjà été observé [62]. L’ajout des semi-cœur n’y change rien. De la même
manière, le paramètre de maille est “moins faux” en LDA. Par contre, l’énergie de cohésion est
plus proche par le calcul GGA. Ainsi, si on devait choisir une fonctionnelle pour faire des calculs
dans le germanium, on serait tenté d’utiliser la LDA.
Le manganèse Nous avons comparé sur la figure III.21 l’énergie des états de l’atome isolé entre
quatre différents pseudo-potentiels : les deux que nous venons de créés en PAW et les deux pseudo-
potentiels HGH-KRACK [100] disponibles en LDA3. L’énergie de coupure utilisée est de 4082 eV
(300 Rydberg) pour les pseudo-potentiels HGH-KRACK avec semi-cœur et 2720 eV (200 Ryd-
berg) pour ceux sans semi-cœur. Nous avons donc pour chaque formalisme un pseudo-potentiel
avec semi-cœur et un sans. La levée de dégénérescence des orbitales d due à la symétrie cubique de
la boîte est inférieure au meV pour les états 3d5↑ . Nous n’avons pas ajouté les données du pseudo-
potentiel PAW proposé depuis le site d’ABINIT puisque les résultats sont strictement identiques à
notre pseudo-potentiel avec semi-cœur. On peut voir que les résultats sont globalement identiques
entre tous les pseudo-potentiels à l’exception notable des états vides du pseudo-potentiel HGH-
KRACK sans semi-cœurs pour lesquels la dégénérescence n’est pas bonne, et ce malgré une conver-
gence des fonctions d’onde inférieure à 10−9Ha pour le résidu maximal des fonctions d’onde. On
ne peut pas en dire plus à ce stade.
Les propriétés simulées de la phase condensée Mn γ sont présentées dans le tableau III.2. Les
valeurs expérimentales sont issues du Binary Alloy Phase Diagrams [120]. Nous n’avons pas trouvé
de valeur expérimentale pour le module de compressibilité de cette phase, mais seulement celui de
la phase Mnα qui est 120 GPa. Quoi qu’il en soit, on s’attend à des résultats faux puisque dans nos
simulations, le paramètre de maille est faux et l’effet du magnétisme n’est pas pris en compte, mais
cela sera discuté plus en détail dans le chapitre suivant (CHAP. IV).
3en GGA, seul le pseudo-potentiel avec semi-cœur est proposé
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FIG. III.22 – Niveaux d’énergie de l’atome de manganèse isolé selon le pseudo-potentiel en LDA.
On voit que le pseudo-potentiel HGH-KRACK [100] sans les électrons de semi-cœur (HGH Q7)
n’est pas bon : les niveau excités n’ont pas la bonne dégénérescence.
Pseudo Exc a (Å) Err./Exp. B (GPa) Err./Ref. Ecoh (eV) Err./Exp.
Expe [190] 3.73 300a 2.92
PAW s-cb GGA 3.525 -5.5 % 259.8 -13.4 % 3.72 +0.80
PAW s-c GGA 3.524 -5.5 % 257.3 -14.3 % 3.70 +0.78
PAW GGA 3.514 -5.8 % 274.4 -8.4 % 3.75 +0.83
HGH s-c GGA 3.506 -6.0 % 279.2 -6.9 % 3.34 +0.42
PAW s-cb LDA 3.444 -7.7 % 323.1 +6.8 % 5.30 +2.38
PAW s-c LDA 3.447 -7.6 % 320.5 +7.7 % 5.27 +2.35
PAW LDA 3.441 -7.8 % 321.7 +7.2 % 5.28 +2.36
HGH s-c LDA 3.436 -8.0 % 327.1 +9.0 % 4.67 +1.75
HGH LDA 3.431 -7.9 % 322.0 +7.3 % -1.23 -4.15
TAB. III.2 – Paramètre de maille, module de compressibilité et énergie de liaison du manganèse
cubique à faces centrées FCC Mn γ. Les valeurs expérimentales sont issues de Cristal Structure,
Volume 1 [190]. Les valeurs numériques sont obtenues par calculs ab initio en utilisant les pseudo-
potentiels que nous avons générés et les pseudo-potentiels HGH-KRACK [100], pour les deux
fonctionnelles LDA-PW et GGA-PBE.
aréférence arbitraire
bproposé sur le site d’ATOMPAW
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Notons tout d’abord que notre pseudo-potentiel avec semi-cœur donne des résultats similaires
à celui proposé depuis le site d’ABINIT, tout en étant plus efficace numériquement. Nous ne ferons
donc par la suite plus de différence entre ces deux pseudo-potentiels, et nous parlerons simple-
ment du pseudo-potentiel PAW avec semi-cœur. Ensuite, ce qui frappe c’est l’énergie de cohésion
négative produite par le pseudo-potentiel HGH-KRACK en LDA, alors qu’il y a bien un minium
local qui définit un paramètre de maille. En fait, l’erreur que fait ce pseudo-potentiel peut être vue
comme une tendance à maximiser son moment magnétique. Or, du fait de la non prise en compte
du magnétisme dans le calcul de la phase Mn γ, cet effet est occulté. Nous verrons plus loin ce qu’il
en est pour les calculs polarisés en spin.
Oublions donc pour l’instant le pseudo-potentiel HGH sans semi-cœur et comparons les autres
résultats. On peut voir encore une fois que le type de fonctionnelle a toujours un effet important.
La LDA donne un paramètre de maille inférieur de 2% à la GGA et inversement, un module de
compressibilité entre 15% et 20% supérieur. L’énergie de cohésion est toujours plus importante
en LDA. Si on compare les pseudo-potentiels à même fonctionnelle, l’écart entre eux est un peu
plus important que dans le cas du germanium, mais reste faible : inférieur à 0.5% sur le paramètre
de maille, inférieur à 10% sur le module de compressibilité et inférieur à 0.2 eV pour l’énergie
de cohésion. Donc d’une part l’influence des électrons de semi-cœur semble négligeable dans le
manganèse, et d’autre part nos pseudo-potentiels donnent des résultats comparables aux méthodes
existantes, pour un coût beaucoup plus réduit.
Concernant l’erreur par rapport à l’expérience, elle sera discutée plus en détail dans le chapitre
suivant et on ne peut pas à ce stade se prononcer en faveur d’une fonctionnelle ou d’une autre pour
reproduire au mieux la réalité.
Les systèmes mixtes germanium-manganèse Nous avons testé un défaut substitutionnel de
manganèse dans la maille diamant du germanium (FIG III.23 a)). La cellule de simulation contient





2 ). Nous avons comparé l’énergie de formation du défaut, la longueur de liaison germanium-
manganèse et le magnétisme. L’énergie de formation est obtenue en faisant la différence entre
l’énergie du manganèse en position substitutionnelle et l’énergie d’un manganèse seul. Nous obte-
nons des résultats globalement similaires pour tous les pseudo-potentiels, à l’exception du pseudo-
potentiel HGH-KRACK sans semi-cœur. En effet, le comportement général est une énergie de for-
mation d’environ -2.2 eV, la distance de la liaison germanium-manganèse est environ 0.8% infé-
rieure à la distance germanium-germanium dans le germanium pur, il y a donc contraction autour
du manganèse, et le magnétisme est de 3 µB. Le pseudo-potentiel HGH-KRACK sans semi-cœur
donne quant à lui des résultats tout autres : une énergie de formation de -0.5 eV, une longueur de
liaison germanium-manganèse 2.6% supérieur à la distance germanium-germanium dans le germa-
nium pur (il y a donc dilatation), et un magnétisme de 4.5 µB. Ceci est par ailleurs en contradiction
avec toute la bibliographie. Quoi qu’il en soit, l’énergie de cohésion négative du manganèse γ nous
permet d’affirmer que ce pseudo-potentiel n’est pas bon.
Enfin, nous avons comparé les paramètres de maille et magnétisme du composé Mn5Ge3, qui
est un alliage “classique” du germanium et du manganèse, entre les méthodes PAW et HGH. Nous
trouvons un accord de mieux que 0.1% en ce qui concerne le paramètre de maille, et 0.1 µB/atome
pour le magnétisme.
Ainsi, les résultats PAW et HGH sont là encore suffisamment proches pour valider nos pseudo-
potentiels. Nous avons donc pu vérifier sur les systèmes germanium pur, manganèse pur et germanium-
manganèse que nos pseudo-potentiels avaient un comportement similaire aux pseudo-potentiels
existants considérés comme étant de bonne qualité, même si le pseudo-potentiel HGH-KRACK du
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FIG. III.23 – a) Un manganèse en position substitutionnelle, b) un manganèse en position inter-
stitielle tétraédrique dans la maille diamant du germanium. La cellule élémentaire contient 8 ou 9
atomes pour a) et b) respectivement.
manganèse sans semi-cœur semble faux. Nous avons par ailleurs refait les calculs en utilisant les
pseudo-potentiels HGH originels [74] et nous avons pu constater un comportement en tout point
similaire. Les différences de résultats entre ces deux méthodes doivent venir des formalismes eux
même, puisque plusieurs pseudo-potentiels PAW générés différemment donnent des résultats très
proches. Par ailleurs, le formalisme PAW étant par essence plus exact puisqu’il se rapproche d’un
calcul tout électron, on peut penser que nos résultats sont plus proches de la description exacte des
systèmes, dans l’approximation de l’énergie d’échange-corrélation considérée bien sûr.
III 3.2) L’effet des semi-cœurs dans les composés germanium-manganèse
Reste à savoir si les électrons de semi-cœurs doivent être pris en compte ou pas. La question se
pose autant pour le germanium que pour le manganèse. Nous avons quelques éléments de réponse
pour les composés purs germanium diamant (Gediam) et manganèse en phase γ. Afin d’avoir une
idée plus complète de l’effet de ces semi-cœurs sur les systèmes que l’on va étudier, nous avons
testé 4 cas supplémentaires :
– la phase manganèse β (Mnβ), une phase magnétique comportant 20 atomes dans la maille
élémentaire ;
– un atome de manganèse en position substitutionnelle dans la maille diamant du germanium
(GeMnS, FIG III.23 a)) ;
– un atome de manganèse en position interstitielle dans la maille diamant du germanium (GeMnT ,
FIG III.23 b)) ;
– le composé Mn5Ge3, un alliage “classique” du germanium et du manganèse.
Les calculs ont été effectués en GGA avec des énergies de coupures assurant une bonne conver-
gence. Les résultats “avec semi-cœurs” on été obtenus en en utilisant les pseudo-potentiels avec
semi-cœur à la fois pour le germanium et le manganèse. A l’inverse, les résultats “sans semi-cœur”
ont été obtenus en utilisant les pseudo-potentiels sans semi-cœur pour les deux. Plusieurs grandeurs
physiques ont été relevées :
– a (Å) et c (Å) sont les paramètres de maille du cristal ;
– B(GPa) est le module de compressibilité du cristal ;
– ecoh(eV ) est l’énergie de cohésion du cristal ;
– Magntot(µB) est le moment magnétique total de la cellule de simulation ;
– EF(eV ) est l’énergie de formation du défaut par apport à l’atome seul ;
– dEFda (eV/%) est la variation de cette énergie de formation en fonction de la déformation ap-
pliquée à la matrice de germanium ;
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– dGe−Mn/dGe−Ge(%) est la comparaison des distances premiers voisins autour du défaut de
manganèse par rapport aux distances parfaites du cristal ;
– x(red) est une coordonnée réduite d’un atome qui traduit la relaxation interne à la cellule de
simulation.
Les résultats sont compilés dans le tableau III.3. Globalement, ils sont très proches entre les cal-
culs avec et sans semi-cœur, sans qu’il ne se dessine de tendance claire due à cette différence. Les
modules de compressibilité sont identiques à moins de 7%, les paramètres de mailles à 0.6%, les
énergies à 40 meV et le magnétisme à 0.1 µB/atome. Les phénomènes sont toujours identiques, que
ce soit la relaxation autour d’un défaut, ou la dépendance de l’énergie de formation à la déforma-
tion. Concernant les défauts ponctuels de manganèse dans le germanium diamant, la différence de
relaxation n’est pas un effet de taille du pseudo-potentiel, mais réellement un effet électronique. Les
électrons de semi-cœur sont censés jouer un rôle notamment dans le cas de fortes pressions. On peut
comprendre qu’un manganèse en position substitutionnelle, et encore plus en position interstitielle,
dans la maille diamant du germanium subit de fortes contraintes de la part de la matrice. C’est une
manière d’expliquer l’importance de ceux-ci. Par ailleurs, pour des faibles pressions dans la ma-
trice de germanium, ce sont seulement les électrons de semi-cœur du manganèse qui sont sollicités,
mais assez rapidement, à partir de quelques GPa, les électrons de semi-cœur du germanium sont
aussi mis à contribution autour du défaut. Enfin, la plus forte différence apparaît pour le composé
Mn5Ge3 qui exhibe un paramètre de maille jusqu’à 0.6% inférieur sans les électrons de semi-cœur,
alors même que le germanium pur et le manganèse pur sont identiques à moins de 0.1%. Cepen-
dant, la relaxation interne des atomes est quasiment identique dans les deux cas, et différente de
l’expérience.
III 3.3) Choix des paramètres de simulation
Nous devons maintenant faire un choix en ce qui concerne les pseudo-potentiels que nous allons
utiliser. Nous devrons en effet utiliser les mêmes tout au long de ce travail puisque nous souhaitons
comparer entre eux les différents calculs, et notamment leur énergie. La première question concerne
la fonctionnelle, et la deuxième la prise en compte des électrons de semi-cœur et l’énergie de cou-
pure associée.
La fonctionnelle d’échange-corrélation Maintenant que nous avons des pseudo-potentiels pour
le manganèse et le germanium, nous pouvons compléter la figure II.1 qui montrait l’erreur sur le pa-
ramètre de maille selon les éléments, en LDA ou GGA. Le résultat est la figure III.24. Les données
ont été obtenues en utilisant nos pseudo-potentiels sans électrons de semi-cœur. L’erreur commise
pour le germanium est inférieure à 0.1%. Le manganèse a été simulé dans la phase Mnα, qui est la
phase stable à basse température. La cellule élémentaire contient 58 atomes, ce qui explique le choix
du pseudo-potentiel sans semi-cœurs. Elle est topologiquement et magnétiquement assez proche de
la phase Mnβ et on peut s’attendre au même genre d’erreur entre calcul avec et sans les électrons
de semi-cœur. Or, l’erreur commise pour Mnβ est inférieure à 0.1%. On peut donc penser que la
forte différence avec le paramètre de maille expérimental n’est pas causée par le gel des électrons
de semi-cœur.
Si on s’intéresse au carbone, silicium et germanium, on voit tout d’abord que l’écart entre LDA
et GGA est de plus en plus grand. Il est de 1.1% pour le carbone, 1.3% pour le silicium et 2.6%
pour le germanium. On voit aussi que la LDA semble être la meilleure méthode pour les simuler.
En ce qui concerne les métaux de transition par contre, les deux méthodes semblent sous-estimer le
paramètre de maille pour la plupart d’entre eux. Une certaine continuité dans l’erreur est apparente,
à l’exception notable du manganèse, puisqu’il est décalé de 2% vers les valeurs négatives. Ce n’est
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avec semi-cœur sans semi-cœur différence
Gediam
a (Å) 5.763 5.765 +0.03%
B(GPa) 58.2 60.4 +3.6 %
ecoh(eV ) 3.74 3.77 +36 meV
Mn γ
a (Å) 3.525 3.514 -0.3%
B(GPa) 259 274 +5.9%
ecoh(eV ) 3.76 3.72 -42 meV
Mn β
a (Å) 6.047 6.035 -0.2%
B(GPa) 272 251 -7.7 %
ecoh(eV ) 3.78 3.77 -9 meV
Magntot(µB) 3.4 4.0 +0.03 µB/atome
GeMnS
dGe−Mn/dGe−Ge -0.77% -0.93% -0.16%
EF(eV ) -2.25 -2.24 +11 meV
dEF
da (eV/%) -0.002 0.006
Magntot(µB) 3.00 µB 3.00 µB -
GeMnT
dGe−Mn/dGe−Ge +1.67% +1.45% -0.21%
EF(eV ) -1.61 -1.58 +25 meV
dEF
da (eV/%) -0.171 -0.163
Magntot(µB) 3.69 µB 3.70 µB +0.01 µB
Mn5Ge3
a (Å) 7.189 7.145 -0.61%
c (Å) 5.005 4.986 -0.38%
x(red) 0.2444 0.2445 -
ecoh(eV ) 3.95 3.91 -39 meV
Magntot(µB) 27.7 26.7 -0.08 µB/atome
TAB. III.3 – Comparaison des résultats pour différents systèmes en “tout semi-cœur” (les semi-
cœurs sont en valence pour le germanium et le manganèse, calculs notés “avec semi-cœur”) ou
“tout sans semi-cœur” (les semi-cœurs sont gelés dans le cœur pour le germanium et le manganèse,
calculs notés “sans semi-cœur”). Les calculs ont été effectués en GGA-PBE.
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FIG. III.24 – Erreur sur le paramètre de maille pour différents éléments (métaux de transitions, car-
bone, silicium et germanium). Les données numériques [174] sont celles fournies pour les pseudo-
potentiels PAW proposés pour ABINIT et générés avec ATOMPAW, sauf pour le manganèse et le
germanium. Ceux-ci sont en effet issus de nos simulations, en utilisant les pseudo-potentiels sans
semi-cœur. Les erreurs dues à ce choix sont négligeables. Les données expérimentales sont tirées
de Binary Alloys Phase Diagram [120].
pas une erreur dans nos calculs puisque ces valeurs sont retrouvées dans la littérature (voir ref. [78]).
Par ailleurs, ce comportement du manganèse est confirmé par la simulation du composé Mn5Ge3
dont le paramètre de maille numérique en GGA est légèrement inférieur à la valeur expérimentale,
alors que la LDA mène à une grossière sous-estimation, avec les conséquences attendues sur le
magnétisme. Ce comportement atypique du manganèse est souligné par sa maille élémentaire non
compacte et son magnétisme non colinéaire. Connaissant la forte dépendance du magnétisme aux
distances inter-atomiques, il semble obligatoire de se rapprocher le plus possible du paramètre de
maille expérimental, et donc de choisir la GGA dans nos calculs.
Les électrons de semi-cœur et l’énergie de coupure En ce qui concerne les électrons de semi-
cœur, nous avons vu que le fait de les geler engendrait une erreur perceptible, mais relativement
faible comparée à l’erreur de la méthode elle-même. Par ailleurs, la prise en compte de ces degrés
de liberté supplémentaires ne nous rapproche pas toujours des valeurs expérimentales, et nous en
éloignent parfois. L’intérêt n’est donc pas incontestable. À cela il faut opposer le coût d’une telle
prise en compte des électrons de semi-cœur. Le nombre de degrés de liberté augmente d’un fac-
teur 2 pour le manganèse et 3.5 pour le germanium. Il y a aussi la difficulté accrue à atteindre la
convergence, et l’énergie de coupure supérieure requise par les pseudo-potentiels. Au final le temps
de calcul est multiplié par 6 à 10. Et ne prendre en compte les électrons de semi-cœur que pour le
manganèse pour alléger le calcul semble n’être pas suffisant dans certains cas. Il semble donc que le
gain de précision induit par la prise en compte des électrons de semi-cœur ne justifie par le surcoût
en temps de calcul, d’autant que certains gros systèmes seraient véritablement incalculables. Nous
avons donc choisi d’utiliser les pseudo-potentiels sans les électrons de semi-cœur en valence pour le
germanium et le manganèse. Nous utiliserons une énergie de coupure de 272 eV (20 Rydberg). La
convergence pour le germanium est très bonne, puisqu’elle est de 0.02% pour le paramètre de maille
et 0.1% pour le module de compressibilité. Pour le manganèse, c’est un peu moins bon puisqu’elle
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est assurée à 0.2 % pour les paramètres de maille, à 0.1 % pour les distances interatomiques et à
10 % pour les modules de compressibilité, par rapport au calcul convergé. Par ailleurs, les énergies
des défauts mixtes sont précises à 10 meV. Cette erreur faible est due à des compensations d’erreur
entre le calcul du défaut et le calcul de la référence, car les erreur dues à l’énergie de coupure sont
quasiment systématiques.
III 4 Conclusion
Nous avons généré dans ce chapitre les pseudo-potentiels utilisés pour ce travail. Nous avons
été amenés à jouer sur tous les paramètres afin d’obtenir de bonnes propriétés à la fois physiques et
numériques. Ce travail nous a permis de comprendre en partie la rareté des pseudo-potentiels pour
le manganèse ou le germanium, puisqu’ils posent des problèmes que nous n’avons pas rencontrés
pour d’autres éléments (silicium, arsenic, bore, azote, aluminium, fer, ...). Les optimisations ont
été orientées vers une diminution de l’énergie de coupure, et non vers un réduction du nombre de
projecteurs, ceci afin de pouvoir simuler de grands systèmes non compacts (comme le germanium
diamant). Ainsi, nous avons 2 projecteurs par moment (à l’exception de l’orbitale p du manganèse)
ce qui peut être considéré comme assez prudent.
Nous avons ensuite procédé au test exhaustif de nos pseudo-potentiels. Cela nous a permis
de valider notre méthode de génération en les comparant aux pseudo-potentiels fournis sur le site
d’ATOMPAW [174], ainsi qu’aux pseudo-potentiels HGH ([74] et [100]). L’efficacité de nos pseudo-
potentiels, notamment sans semi-cœurs, a été montrée. Le test a aussi révélé que l’un des pseudo-
potentiels de type HGH (le manganèse sans les électrons de semi-cœurs en valence) était ma-
nifestement faux. Nous avons d’autre part montré que les différences de résultats entre HGH et
PAW étaient la conséquence du formalisme différent, et que les données les plus proches du calcul
“tout électron” étaient les données PAW. Enfin, l’importance des semi-cœurs dans les systèmes
germanium-manganèse a pu être évaluée, et nous en avons conclu que le faible gain en précision ne
justifiait pas des temps de calculs 10 fois plus longs.
Quant à la fonctionnelle d’échange-corrélation, nous avons choisi d’utiliser la GGA-PBE [141]
pour ne pas trop nous éloigner des valeurs expérimentales concernant le paramètre de maille, et ainsi
assurer une description convenable du magnétisme.
Nous avons choisi d’utiliser pour notre étude les deux pseudo-potentiels sans les électrons de
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Comme nous l’avons déjà dit, l’objectif de la thèse est de comprendre ce qui constitue les
nanocolonnes. Mais avant de partir vers l’inconnu, nous allons nous familiariser avec ce qui est
connu du système germanium-manganèse, et en explorer les détails. Cela nous permettra d’une part
de tirer des tendances, de comprendre le comportement des deux espèces chimiques, de “sentir”
la physique... et d’autre part de tester notre méthodologie, et de voir si elle est à même de simuler
correctement ce système.
Nous allons donc dans un premier temps décrire les alliages GeMn connus, puis les étudier
grâce à l’outil DFT tel qu’il est implémenté dans ABINIT1. Nous nous familiariserons ensuite avec
la spectroscopie d’absorption de rayons X sur des exemples simples, et sur un composé stable
1Nous parlerons à partir de maintenant des méthodes ou calculs DFT, par abus de langage.
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connu. Enfin, nous nous concentrerons sur l’évaluation de la température de Curie, dans un pre-
mier temps pour un composé connu, puis de manière plus prospective. Nous comparerons bien sûr
systématiquement nos résultats à l’expérience quand cela sera possible.
IV 1 Les composés GeMn connus
IV 1.1) Des phases différentes selon les conditions thermodynamiques
La première étape va consister à étudier le diagramme de phase GeMn (reproduit sur la figure
IV.1). Comme nous l’avons déjà mentionné précédemment, il présente 12 composés définis, dont 6
sont stables à basse température :
– Ge diamant ;
– Mn11Ge8 (θ) ;
– Mn5Ge3 (η) ;
– Mn5Ge2 (κ) ;
– Mn3Ge (ε1) ;
– Mnα ;
et 6 autres n’apparaissent qu’à haute température :
– Mn2Ge (χ) ;
– Mn5Ge2 (ζ) ;




Mais le diagramme de phase de la figure IV.1 est le diagramme (T,x) de l’alliage GexMn1−x.
Une autre variable thermodynamique peut être modifiée, qui fait apparaître de nouvelles phases ;
il s’agit de la pression. Ainsi, au cours des 20 dernières années, des recherches ont été effectuées
pour explorer la partie haute pression du diagramme de phase GeMn. L’équipe de Takizawa a réussi
à synthétiser 4 nouvelles phases haute pression grâce à des techniques de croissance à partir d’un





Les 16 composés que nous venons d’énumérer sont décrits plus précisément sur le tableau
IV.1, et présentés sur la figure IV.2. Nous présenterons dans un premier temps les composés stables
dans les conditions normales de température et de pression (CNTP), puis ceux stables à haute
température (HT), et enfin ceux qui n’apparaissent qu’à haute pression (HP).
IV 1.2) Description des phases
Nous allons maintenant décrire brièvement les caractéristiques notables de toutes les phases
que nous avons l’intention de simuler, en commençant par les phases dans les conditions normales
de température et de pression (CNTP), puis les phases haute température (HT) et enfin les phases
haute pression (HP).
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FIG. IV.1 – Diagramme de phase (T,[Mn]) de l’alliage binaire GeMn [121] (identique à I.4).
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FIG. IV.2 – Les différents composés définis GeMn pour des concentrations de manganèse allant
de 0% à 100%. Sont représentées les mailles cristallines, avec à gauche les phases stables dans
les conditions normales de température et de pression (CNTP), et à droite les phases haute tempé-
rature (HT) et haute pression (HP). La zone rouge représente l’estimation de la concentration en
manganèse dans les nanocolonnes.
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Composé [Mn] Symbole de Space Notation Prototype Ordre Natome





Ge diamant 0 % cF8 Fd3¯m A4 C(diam) NM 2
Mn11Ge8 (θ) 57.9 % oP76 Pnma Mn11Cr8 NC 76
Mn5Ge3 (η) 62.5 % hP16 P63/mcm D88 Mn5Si3 FM 16
Mn5Ge2 (κ) 71.4 % oI28 Ibam Mn5Ge2 FiM 28
Mn3Ge (ε1) 75 % tI8 I4/mmm D022 Al3Ti FiM 4







Mn2Ge (χ) 66.7 % hP6 P63/mmc D82 Ni2In FiM 6
Mn5Ge2 (ζ) 71.4 % hp128 P3c1 AF 42
Mn3Ge (ε) 75 % hP8 P63/mmc D019 Ni3Sn NC 6
Mnβ 100 % cP20 P4132 A13 βMn NC 20
Mnγ 100 % cF4 Fm3¯m A1 Cu - 1
Mnδ 100 % cI2 Im3¯m A2 W - 2






s. MnGe4 18.0 % cI10 I432 Hg4Ptb F 39
Mn3Ge5 37.5 % oPc D82d - 32
c
MnGe 50 % cP8 P213 B20 FeSi AF 8
Mn3Ge 75 % cP4 Pm3¯m L12 Cu3Au F 4
TAB. IV.1 – Les différentes phases de l’alliage binaire GeMn. La plupart des données sont tirées
de [180] et [65].
aMnγ−δ est la forme basse température de Mnγ et Mnδ.
bLe composé MnGe4 est constitué de briques de Hg4Pt fautées.
cDéduit de nos simulations, les coordonées atomiques n’étant pas connus expérimentalement.
Dans les conditions normales de température et de pression (CNTP)
Ge diamant La phase stable du germanium est la phase diamant. Ses propriétés sont relativement
bien connues, et la littérature à son sujet est abondante.
Le germanium se place dans la continuité des éléments de la colonne IV après le carbone et le
silicium, et possède comme eux une structure diamant. Le caractère sp2 et sp3 des éléments de la
colonne IV est de moins en moins prononcé avec l’augmentation de Z. Ainsi, l’élément en dessous
du germanium dans le tableau périodique, l’étain, n’établit plus de liaisons covalentes aussi fortes,
mais est métallique. Le germanium se trouve juste avant cette transition.
La structure diamant peut être vue comme l’assemblage de deux réseaux cubiques face centrée
translatés l’un par rapport à l’autre d’une distance inter atomique dans la direction [111], et la cellule
unité contient donc deux atomes.
Mn11Ge8 (θ) Le composé Mn11Ge8 (parfois noté Mn3Ge2 pour des raisons historiques) est l’al-
liage le plus concentré en germanium dans les conditions normales, même s’il en contient moins
de la moitié. C’est celui qui doit apparaître lors de la séparation de phase des composés faiblement
concentrés en manganèse. Il a été identifié en 1974 comme étant isostructural à Mn11Cr8 [85].
La cellule unité comprend 76 atomes, mais malgré la complexité apparente de la structure,
on peut la comprendre en faisant une analogie avec Mn5Ge3. Les deux composés sont en effet
construits à partir de la même brique de base, notée a sur la figure IV.3. La différence vient de la
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brique b, qui comporte 6 atomes de manganèse dans Mn5Ge3 contre 7 manganèses et 2 germaniums
dans Mn11Ge8. De fait, les briques a sont organisées en hexagones dans le composé η et en “hari-
cots” dans le composé θ. Toujours par analogie au Mn5Ge3, on peut définir deux sous-réseaux de
manganèse : les MnI (au centre des briques a) et les MnII (qui composent les briques b).
Le magnétisme de ce composé est particulier, puisqu’il passe d’un état antiferromagnétique non
colinéaire à basse température à un ordre ferromagnétique au-delà de 150K, puis paramagnétique
à partir de 274K [193]. L’arrangement précis des moments magnétiques localisés n’est pas connu.
Il faut cependant noter que, dans la configuration antiferromagnétique, les moments sont non co-
linéaires dans le plan ac, et que l’ordre ferromagnétique se manifeste par un moment de 0.05 µB
par manganèse dans la direction c. Or le moment par atome atteint 3.26 µB dans l’état paramagné-
tique. Le ferromagnétisme est donc probablement dû à une faible composante hors du plan ac des
moments magnétiques, dans un état proche de l’état antiferromagnétique. Quoi qu’il en soit, ne
connaissant pas le détail des moments magnétiques, nous ne pourrons pas vérifier les résultats de
simulation sur ce point.
Mn5Ge3 (η) La structure de ce composé est identique à celle du Mn5Si3 [33], mais à la diffé-
rence de ce dernier, il est ferromagnétique avec une température de Curie de l’ordre de 300K (et
nous verrons plus loin comment aller au-delà). Il a une symétrie hexagonale, et peut être épitaxié
dans la direction [111] du germanium. Il possède un ordre local très similaire au Mn11Ge8, et une
concentration en manganèse légèrement supérieure.
La cellule unité comprend 16 atomes : 2 types de manganèse, MnI et MnII , de moments magné-
tiques 1.9µB et 3.3µB respectivement [57], et un seul type de germanium.
Mn5Ge2 (κ) La structure atomique de ce composé a été définitivement fixée en 1984 [129], même
s’il est encore appelé Mn7Ge3 en 1990 [65]. On peut la voir comme un agencement de 4x2x2
mailles cubiques centrées desquelles 4 atomes auraient été enlevés. La cellule unité se compose de
28 atomes : 3 types de manganèses et un type de germanium.
Le composé est ferrimagnétique avec des températures de compensation et de Curie de 395K
et 710K respectivement [192, 191]. Les différents types de manganèse portent des moments de
2.18µB, 2.02µB et -2.96µB [192, 191].
Mn3Ge (ε1) Ce composé de type tétragonal face centrée FCT est isostructural à Al3Ti [92]. Il a
plus précisément la stœchiométrie Mn3.25Ge [132], qui s’explique par le fait que le site 2a est à 6%
Mn et 94% Ge [191]. Il est aussi parfois nommé Mn3.4Ge selon la préparation [65]. Nous allons
cependant dans nos calculs faire l’approximation d’un site 2a peuplé à 100% Ge pour des raisons
évidentes de taille de boite de simulation. Dans cette approximation, la boite élémentaire contient 4
atomes.
Le composé est ferrimagnétique [191], avec un sous-réseau à 1.9µB et un à -3µB, et une tempé-
rature de Curie supérieure à la température de changement de phase.
Mnα La phase stable du manganèse pur est complexe, contrairement à celles des autres métaux
de transition qui sont compactes (FCC, HCP ou BCC). 58 atomes, répartis en 6 sous-réseaux,
composent sa cellule unité [107]. Cette complexité viendrait de la compétition entre la règle de
Hund qui tend à maximiser le moment total de spin, et l’hybridation des orbitales qui va dans le
sens opposé, avec en sus une frustration antiferromagnétique triangulaire [78].
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FIG. IV.3 – Comparaison des structures du Mn5Ge3 (η) et Mn11Ge8 (θ), vues selon l’axe c. Les
traits rouges définissent la cellule unité. La brique de base a est commune aux deux structures, alors
que la brique de base b fait la différence. On peut aussi le voir comme une organisation particulière
des briques a dans chaque composé : les traits noirs relient les manganèses de type 1, qui sont aux
centres des briques a.
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Les phases haute température de l’alliage GeMn
Il y a trois composés définis GeMn, et 3 composés allotropiques du manganèse stables à haute
température.
Mn2Ge (χ) Ce composé n’a pas d’équivalent à basse température, mais se décompose en Mn5Ge3
(η) et Mn5Ge2 (κ) après recuit. Le prototype de la structure est Ni2In [54]. La cellule unité compte 6
atomes, avec deux types de manganèses, mais les moments locaux n’ont pas, à notre connaissance,
été mesurés expérimentalement.
Mn5Ge2 (ζ) C’est le composé haute température du Mn5Ge2 (κ), en réalité constitué de deux
phases : Mn5.11Ge2 ζ1 [98] et Mn5Ge2 ζ2 [128]. Les deux phases sont de type Mn2Ge (χ) fauté
[132, 97], mais leurs cellules élémentaires comptent environ 130 et 40 atomes respectivement. Pour
des raisons de taille de système, nous ne simulerons que la cellule la plus petite du Mn5Ge2 ζ2. La
stœchiometrie de la phase ζ est par ailleurs plus proche de Mn5.11Ge2 que strictement Mn5Ge2. Le
magnétisme semble être dans tous les cas de type antiferromagnétique [132], sans plus de précision.
Mn3Ge (ε) C’est ici la phase haute température du composé Mn3Ge (ε1). Il est aussi noté Mn3.4Ge
[65], ce qui signifie que certains sites germanium sont aussi partiellement peuplés par des atomes
de manganèses, à l’image de la phase ε1. La cellule élémentaire comporte 6 atomes.
Le magnétisme est de type non colinéaire, avec une interaction antiferromagnétique triangulaire
[191]. Un faible ferromagnétisme (TC= 365K) est provoqué par l’axe de facile aimantation hors du
plan [191].
Mn β La phase β du manganèse est proche de la phase α, simplement en plus ordonnée, ce
que l’on peut interpréter comme des brisures de symétries annulées par la température. Elle est
constituée de 20 atomes de 2 sous-réseaux [156]. Le magnétisme est de type antiferromagnétique
non colinéaire [71].
Mn γ La phase compacte du manganèse n’apparaît qu’à partir de 1100°C [65]. Elle a une structure
cubique face centrée FCC et contient un atome par maille. Elle est paramagnétique à ces tempéra-
tures, avec un moment par atome de 2.3µB [82, 68].
Mn δ Au-delà de 1140°C et en deçà du point de fusion apparaît la phase Mnδ de type cubique
centré BCC [65]. Là encore, le magnétisme est inconnu.
Mn γ− δ Les phases Mn γ et Mn δ ne sont stables qu’à haute température. Un recuit ne les fige
pas, mais elles relaxent vers une phase tétragonal à faces centrées FCT [51], que l’on nommera Mn
γ−δ.
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Les phases haute pression de l’alliage GeMn
MnGe4 Cette phase se forme pour des pressions supérieures à 5.5 GPa 2 et des températures
de 600–700°C. La maille élémentaire est une superstructure de la maille cubique Hg4Pt [166], et
en comporte 4, sans plus de précision. Sa stœchiométrie est plus proche de Mn0.875Ge4, ce qui
correspond à un atome de manganèse en moins dans la cellule unité à 40 atomes, comme suggéré
dans l’étude expérimentale du composé. La formule devient donc Mn7Ge32. Nous avons dans nos
simulations enlevé un atome de manganèse (n’importe lequel, puisqu’ils sont tous équivalents). Par
ailleurs, la phase est métastable dans les CNTP, et se décompose en Mn5Ge3 et Ge à 300°C. Elle
est ferromagnétique jusqu’à 340K avec un moment magnétique de 1.2 µB pas atome.
Mn3Ge5 Elle apparaît à partir 4 GPa à des températures comprises entre 600°C et 1000°C. Sa
structure est proche du composé Mn4Si7 ou Mn11Si19, et plus généralement des composés MGe2
avec M=V, Cr, Mo, Ru, Rh [167], mais n’est pas précisément définie. Nous avons donc dû nous
inspirer des composés MGe2 pour faire l’hypothèse d’une structure, qui s’est avérée tout à fait
satisfaisante énergétiquement, et compatible avec la stœchiométrie et les paramètres de maille an-
noncés. Ce composé est intéressant pour notre étude, car sa concentration est compatible avec les
observations. Ses propriétés magnétiques n’ont cependant pas été étudiées.
MnGe Dans les mêmes gammes de température et de pression (4–5.5 GPa, 600–1000°C) se forme
le composé stœchiométrique MnGe cubique B20 [168], qui existe aussi dans les alliages FeGe,
CrGe et FeSi, son prototype. Cette phase est aussi intéressante pour sa concentration de 50% qua-
siment compatible avec les observations. Les mesures expérimentales montrent un comportement
antiferromagnétique, sans plus de précision.
Mn3Ge Cette phase a été identifiée en 2002 [169]. Elle est stable à une pression de 6.2 GPa et
une température de 1000°C. C’est une phase cubique face centré de type L12 (prototype Cu3Au).
Elle peut être vue comme une moitié de Mn3Ge (ε1). Le moment magnétique à saturation atteint
0.87 µB/Mn et la température de Curie 400K.
IV 1.3) Tendances de l’alliages GeMn
Nous venons de voir tous les composés connus définis du diagramme de phase (x,T,P) de
GexMn1−x. De toutes les phases que nous avons décrites, deux retiennent plus particulièrement
notre attention à cause de leurs concentrations en manganèse situées dans la fourchette 30%–50%
donnée par les expérimentateurs :
– Mn3Ge5 comprend 37.5% de manganèse. Le paramètre a est 1.6% supérieur à celui du germa-
nium, et la maille dans la direction c peut être vue comme un empilement de pseudo-cellules
tétragonales [167] dont le paramètre c est 18% inférieur à celui du germanium. Toute relation
d’épitaxie simple est donc proscrite, contrairement à l’interface cohérente observée. De plus,
l’arrangement des atomes est très différent du germanium, ce qui ne manquerait pas d’être
observable en microscopie.
2Voir partie V 1.2) pour une correspondance entre pression et paramètre de maille dans le germanium.
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– MnGe comprend 50% de manganèse. Cette phase cubique possède un paramètre de maille
15% inférieur à celui du germanium [168], là encore non compatible avec l’épitaxie sur
germanium, ou la possibilité d’une interface cohérente. De plus, l’arrangement interne des
atomes est bien identifiable. Enfin, le composé est antiferromagnétique, alors que les nano-
colonnes semblent ferromagnétiques.
Les données de ces deux composés semblent donc totalement incompatibles avec les mesures de
diffraction, les observations de microscopie ainsi que les mesures magnétiques. La formation des
nanocolonnes ne peut donc pas être expliquée simplement par la formation de l’une de ces deux
phases.
Une autre tendance intéressante est de remarquer que plusieurs phases GeMn ont une structure
identique à des composés dont la chimie est proche :
– Mn5Si3 et Mn5Ge3 ;
– Mn11Cr8 et Mn11Ge8 ;
– Mn3Ge5 et Mn4Si7 ;
– GeMn et FeGe/CrGe/SiMn/FeSi/...
Il pourra donc être intéressant de s’inspirer de systèmes voisins connus pour trouver de potentielles
nouvelles phases GeMn métastables.
Enfin, arrêtons-nous un instant pour essayer de comprendre le comportement des atomes de
germanium et de manganèse, car cela pourra nous permettre de mieux comprendre leurs alliages.
Dans le germanium pur, la cohésion du solide est assurée par des liaisons covalentes (sp3), alors
que dans le manganèse pur c’est un comportement métallique, perturbé par de fortes interactions
magnétiques, qui “colle” les atomes entre eux. Le premier recherche donc à faire des hybridations
fortes avec 4 voisins, alors que le second préfère être lié plus faiblement avec le plus de voisins
possible. Ces deux comportements opposés sont difficiles à concilier, et chaque composé stable est
un équilibre particulier de ces deux contraintes. On peut par ailleurs remarquer que ces deux com-
portements opposés ont un effet fort sur ce qu’on peut décrire comme la “compacité” des phases,
à savoir le nombre d’atomes (Mn ou Ge) par unité de volume. En effet, la maille diamant est une
maille “creuse”, alors que la phase Mnα est “compacte” [78]. Ainsi, si on s’intéresse à l’évolution
de cette “compacité” en fonction de la concentration en manganèse, on observe une forte corréla-
tion, comme indiqué sur la figure IV.4. Le rayon atomique du manganèse étant supérieur à celui
du germanium (1.4 Å contre 1.23 Å), l’explication ne vient pas de là. Ce sont la cristallographie et
la manière dont les atomes s’arrangent qui en sont la cause. Ainsi, si on se base sur un modèle de
diamant fauté pour expliquer les nanocolonnes, on pourra supposer la présence d’interstitiels pour
augmenter la compacité et s’inscrire dans la continuité des phases connues.
Les deux composés pur manganèse qui se détachent nettement de la courbe (compacité infé-
rieure à 1.6 pour concentration de 100% en manganèse) sont les Mn γ et δ. Cette différence vient de
ce que le paramètre de maille est mesuré à haute température (1100°C et 1140°C respectivement,
contre température ambiante pour les autres composés), et c’est donc la dilatation thermique que
l’on observe.
IV 2 Étude ab initio des composés GeMn
Nous venons de décrire les composés connus du diagramme de phase (x,T,P) de l’alliage
GexMn1−x, et nous avons extrait quelques tendances. Afin d’évaluer notre outil de calcul et de
valider les choix effectués dans le chapitre précédent, nous souhaitons vérifier que les grandeurs
telles que le paramètre de maille, le magnétisme, la stabilité, ... sont bien reproduites. Nous avons
donc simulé tous les composés avec les pseudo-potentiels créés dans le chapitre précédent, dans
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FIG. IV.4 – Évolution de la “compacité” (nombre d’atome par unité de volume, normalisé à 1
pour le germanium) en fonction de la concentration en manganèse. Les disques sont les composés
présents dans les conditions normales de température de pression. Les croix représentent les autres
composés, haute température ou haute pression. La courbe est un ajustement “à la main” pour
souligner la forte corrélation entre la “compacité” et concentration en manganèse.
l’approximation GGA de l’énergie d’échange-corrélation. Comme nous l’avons déjà expliqué, ce
travail étant a priori exploratoire, nous souhaitons utiliser les pseudo-potentiels sans semi-cœur.
Cependant, à la vue des erreurs induites par cette approximation montrée dans le chapitre III,
nous avons aussi simulé les composés avec les pseudo-potentiels avec semi-cœur, à l’exception
du Mn5Ge2 (ζ) pour lequel le calcul est très coûteux et sans réel intérêt, du MnGe4 que nous avons
remplacé par la maille NiHg4, et du manganèse α et du Mn3Ge5 pour lesquel seule l’énergie a pu
être évaluée avec suffisamment de précisions3. Nous ne préciserons les pseudo-potentiels utilisés
que lorsqu’il s’agira des pseudo-potentiels avec semi-cœur, tous les autres étant issus de calculs
sans semi-cœur.
Nous commencerons par donner les détails des paramètres de simulation, puis nous discuterons
des résultats comparés à l’expérience pour la structure, le magnétisme et la stabilité.
IV 2.1) Les paramètres de simulation
Nous allons maintenant décrire plus précisément les paramètres utilisés dans la simulation de
ces composés, et comment les résultats ont été obtenus. Nous parlerons donc des configurations
magnétiques, des point-k et des critères de convergence.
Le magnétisme L’une des grandes difficultés de la simulation concerne le magnétisme des com-
posés, et plus précisément l’ordre magnétique. En effet, nous souhaitons être à même de reproduire
l’état magnétique expérimental : ferromagnétique, antiferromagnétique, ferrimagnétique ou non
magnétique. Un problème pratique se pose cependant. Même si la convergence électronique laisse
3Une relaxation complète et précise avec les électrons de semi-cœur aurait été trop coûteuse.
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en principe une liberté totale de variation des moments locaux, il s’avère que la configuration ma-
gnétique initiale4 est souvent conservée au cours de la minimisation, même si ce n’est pas celle
de plus basse énergie. En effet, à cause de la contrainte de colinéarité imposée par la méthode, le
retournement d’un spin localisé passe forcément par son annulation à un certain moment dans la
convergence. Or, la règle de Hund fait payer très cher en énergie de tels états non magnétiques pour
le manganèse, ce qui se traduit par une haute barrière à la transition dans l’espace des configurations
magnétiques. Il faudra donc tester plusieurs configurations et prendre celle dont l’énergie est la plus
basse.
Nous avons testé pour chaque composé (excepté pour le Mnα et le Mn5Ge2 (ζ), à cause de la
combinatoire et du temps de calcul important) différents ordres possibles, et notamment toujours
l’ordre ferromagnétique et un antiferromagnétique, en relaxant simultanément les positions ato-
miques et la cellule. Même si nous ne pouvons pas être certains d’avoir trouvé l’état fondamental
de chaque phase, nous avons systématiquement choisi la configuration d’énergie minimale pour
extraire les données à comparer à l’expérience. En effet, si l’utilisation des paramètres expérimen-
taux est souvent préférable, nous avons souhaité nous mettre dans les mêmes conditions que celles
du problème à résoudre, dans lequel nous ne pourrons nous fier qu’aux données numériques par
manque d’informations expérimentales.
Les point-k Nous avons utilisé dans nos simulations un maillage en point-k tel que l’erreur sur
l’énergie totale soit inférieure à 0.1 meV/atome. Nous avons pour cela employé la méthode du
“smearing” qui permet de faire notablement baisser le nombre de point-k à convergence équiva-
lente. Elle consiste à utiliser une fonction d’occupation non entière et dépendant de l’énergie, de
type Fermi-Dirac avec une température de 300K dans notre cas. Cette méthode faisant légèrement
baisser l’énergie totale, il faut l’utiliser pour tous les composés pour être à même de comparer les
résultats. Or, cette technique n’est pas conseillée pour le germanium diamant. En effet, le germa-
nium diamant est expérimentalement un semiconducteur à gap indirect, mais du fait de la mauvaise
prise en compte des effets d’échange et de corrélation, la DFT dans l’approximation de la densité
locale (LDA, ou quasi local GGA) trouve un composé quasiment métallique : la bande interdite
observée expérimentalement n’est pas présente, même si la densité d’état au niveau de Fermi est
quasi nulle. Ainsi, pour reproduire au mieux ses propriétés, il est conseillé d’utiliser une occupation
entière des niveaux d’énergie (les états propres du système). Quoi qu’il en soit, dans les faits, la
différence entre ces deux traitements est relativement faible : 0.01% sur le paramètre de maille, 1%
sur le module de compressibilité et 0.02 meV sur l’énergie par atome.
Les critères de convergence Les coordonnées internes ainsi que les paramètres de maille ont été
minimisés simultanément pour tous les composés, avec comme critère de convergence 10−4 Hartree
Bohr−1 sur les forces et 10−3 GPa sur les pressions. Notre expérience montre que cela correspond
à une précision inférieure à 0.1 meV/atome sur l’énergie, 0.005 Å sur les distances interatomiques
et 0.01% sur les paramètres de maille.
Comparons maintenant nos résultats numériques aux données expérimentales.
4Il faut briser la symétrie up / down pour faire apparaître le magnétisme, et donc donner une configuration magnétique
initiale. Dans le cas contraire, la configuration reste non magnétique.
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IV 2.2) La structure : paramètre de maille et relaxation interne
Nous avons reporté les paramètres de maille expérimentaux et simulés dans le tableau IV.2.
Nous avons par ailleurs calculé la moyenne de l’erreur sur le paramètre de maille Errtot 5 afin
d’évaluer l’erreur globale commise pour chaque phase. Nous avons ensuite tracé sur la figure IV.5
l’évolution de cette erreur moyenne en fonction de la concentration en manganèse.
Les valeurs de simulation effectuées dans les mêmes approximations (DFT-GGA) disponibles
dans la littérature sont très proches des nôtres. Les différences sont inférieures à 0.2% pour le
germanium diamant [200], le Mn5Ge3 [160] et le manganèse α [78] et 0.6% pour le manganèse
β [71]. Les tendances que nous allons montrer sont donc générales (dans cette méthode) et non
particulières à nos calculs.




































































































































































































































































































































































































































































































































































































































































IV 2. ÉTUDE AB INITIO DES COMPOSÉS GEMN
On peut noter que la simulation ne donne pas Mn3Ge L12 cubique comme l’expérience, mais
induit une tétragonalisation. Cela vient de l’ordre antiferromagnétique utilisé, qui brise la symétrie
de la cellule.
FIG. IV.5 – Évolution de l’erreur sur le paramètre de maille en fonction de la concentration en
manganèse. Les disques sont les composés présents dans les conditions normales de température et
de pression. Les croix représentent les autres composés, haute température ou haute pression. La
droite rejoint le germanium diamant et le manganèse α.
La première chose que l’on remarque sur la figure IV.5 est une forte corrélation entre l’erreur
moyenne sur le paramètre de maille et la concentration en manganèse. Si on trace une droite entre le
germanium diamant et le manganèse α, on voit que les autres composés stables dans les conditions
normales de température et de pression s’y alignent très bien. Il semble donc que l’erreur observée
en simulation soit très prévisible. La vision la plus simple est de considérer que la GGA fait une
erreur de +2% sur le germanium et -3% sur le manganèse, et que l’erreur sur les composés intermé-
diaires est simplement une combinaison linéaire des deux contributions. Cependant, si l’on regarde
la répartition de cette erreur selon les directions, il apparaît qu’elle n’est pas du tout uniforme. Et
en effet, elle dépend du détail de la structure et de la position des atomes de germanium et de man-
ganèse dans la maille. Ce détail a aussi un impact sur la relaxation des degrés de liberté interne, et
il est difficile d’extraire une tendance nette.
Cette loi quasi-linéaire est un peu moins bien respectée pour les phases métastables (haute
température et/ou haute pression). On peut l’attribuer à trois problèmes : (i) la simulation ne respecte
pas la stœchiométrie exacte des alliages (Mn3.4Ge (ε), Mn5.11Ge2 (ζ) ), (ii) certains composés ne
sont pas complètement définis, que ce soit au niveau de la structure ou du magnétisme (MnGe4,
Mn3Ge5, Mn3Ge ε) et (iii) nous n’avons pas pris en compte la température et ses effets dans nos
simulations. Par ailleurs, le cas particulier de Mnγ et Mnδ vient de ce que leurs paramètres de mailles
ont été mesurés à haute température. Enfin, le composé MnGe4 sort notablement de la courbe avec
une erreur atteignant 2.6% (2.9% avec les électrons de semi-cœur). Nous l’expliquons par le fait
que la structure n’est pas précisément résolue expérimentalement, et que l’hypothèse que nous
avons faite n’est peut être pas la meilleure, même si elle est la plus évidente et que nous n’avons
pas trouvé d’autre solution.
On peut néanmoins tenter d’extrapoler l’erreur sur le paramètre de maille observée sur les com-
posés stables aux concentrations qui nous intéressent (30% à 50% de manganèse). On estime alors
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qu’elle sera comprise entre -1% et +2%. Cette fourchette indicative nous incitera à comparer les
résultats de paramètre de maille directement à l’expérience. Nous garderons toutefois en tête que
l’erreur peut être importante sur les résultats individuels de paramètre de maille dans chaque direc-
tion ainsi que sur les coordonnées internes.
Cette corrélation entre l’erreur sur le paramètre de maille et la concentration en manganèse a
aussi pour conséquence de rendre difficile l’étude de l’évolution des paramètres géométriques d’une
phase en fonction de sa concentration en manganèse, notamment dans les systèmes désordonnés.
Nous serons donc contraints de limiter les interprétations dans ce genre de situation.
La question se pose maintenant de l’origine de cette erreur. Nous l’attribuons à l’approxima-
tion faite sur l’énergie d’échange-corrélation. En effet, même si la présence des électrons de semi-
cœur se fait ressentir, et plus fortement sur les composés GeMn que sur les corps purs (jusqu’à
0.5% d’écart contre moins de 0.1% respectivement), elle ne change pas la tendance générale, ni la
relaxation particulière des coordonnées internes. À l’inverse, changer la fonctionnelle d’échange-
corrélation modifie grandement les résultats. L’utilisation de la LDA par exemple a les effets sui-
vants :
– plus forte sous-estimation du paramètre de maille : -4.3% pour le Mn5Ge3, -6% pour Mnbeta
(contre -0.8% et -4.2% en GGA) ;
– coordonnées internes encore plus éloignées de l’expérience : dans Mn5Ge3, la position des
MnII et fixée par un paramètre qui vaut 0.240 dans l’expérience, 0.244 en GGA et 0.253 en
LDA.
Ce sont donc bien les phénomènes d’échange et de corrélation électronique, particulièrement im-
portants dans ce système très magnétique avec une couche d demi-pleine, qui posent problème.
Cela confirme au passage la supériorité de la GGA sur la LDA pour traiter ce système.
IV 2.3) Le magnétisme
Le magnétisme est une donnée essentielle de notre étude, et nos simulations doivent être à
même de le reproduire convenablement. Les valeurs expérimentales et simulées sont rassemblées
dans le tableau IV.3. Les moments simulés sont calculés comme la différence de densité up et down
intégrée sur la sphère PAW, de rayon 1.17 Å. Rappelons que ces données sont issues des simulations
où les coordonnées internes ainsi que les cellules sont minimisées, et dans l’ordre magnétique de
plus basse énergie. Là encore, les valeurs de chaque moment obtenu ici diffèrent à moins de 0.2µB
des études numériques publiées [160, 78, 71].
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Le premier point positif concerne les configurations d’énergies minimales trouvées en simula-
tion, qui sont celles observées expérimentalement (sauf pour les configurations non colinéaires ou
inconnues, voir ci-après). Cela concerne 4 des 6 phases stables à basse température. Notons ensuite
que l’amplitude des moments magnétiques atomiques est relativement bien reproduite, puisque l’er-
reur moyenne ne dépasse pas 0.3µB pour les composés stables à basse température. Concernant les
composés haute température il apparaît que l’erreur sur le moment magnétique est due à la mau-
vaise reproduction du paramètre de maille, et à une forte dépendance de l’amplitude des moments
locaux envers les distances inter-atomiques, et l’utilisation des paramètres expérimentaux permet
de corriger l’erreur [71]. Par ailleurs, concernant les phases Mnγ et Mnδ, les valeurs numériques
de moment magnétique ont été mesurées dans le régime paramagnétique, à un paramètre de maille
bien supérieur.
Concernant les 8 configurations magnétiques non colinéaires ou inconnues, nous avons trouvé
les résultats suivants :
– le Mn11Ge8 (θ) est expérimentalement antiferromagnétique non colinéaire [193]. Nous avons
testé 4 configurations : (i) une ferromagnétique, (ii) une ferrimagnétique (où par analogie au
Mn5Si3, les Mn1 sont up et les Mn2 sont down) et (iii) deux antiferromagnétiques, dans
lesquelles l’alignement parallèle est conservé à l’intérieur des briques b décrites sur la figure
IV.3 (nous verrons dans la partie IV 4.2) pourquoi). Les briques sont antiferromagnétiques
entre elles selon des critères de symétrie. Cela provoque un magnétisme de couches alternées
up et down, comme envisagé expérimentalement [31]. La configuration ferrimagnétique est la
moins stable, avec une énergie quasiment 20 meV supérieure aux trois autres configurations,
lesquelles sont dégénérées à quelques meV. Nous avons choisi comme état fondamental pour
nos résultats la configuration antiferromagnétique de plus basse énergie.
– les Mnα et Mnβ sont expérimentalement antiferromagnétiques frustrés par la géométrie, donc
non-colinéaires. Nous les avons considérés ferrimagnétiques colinéaires en utilisant les pa-
ramètres décrits dans les ref. [78] et [71] qui permettent de s’approcher au mieux de l’ordre
réel.
– Mn2Ge (χ) est ferrimagnétique dans sa configuration la plus stable, avec un alignement fer-
romagnétique à l’intérieur de chaque sous-réseau.
– Mn5Ge2 (ζ) n’a été simulé que dans une configuration de type ferrimagnétique local proche
de Mn2Ge (χ), puisque les deux structures sont apparentées [97], mais dont le moment total
est quasi nul par le jeu des différents variants.
– Mn3.4Ge (ε) est expérimentalement antiferromagnétique non colinéaire, avec un arrangement
de spin en triangle. Nos simulations trouvent comme configuration d’énergie minimale un
ordre antiferromagnétique qui conserve la symétrie de la cellule unité, à savoir un triangle
de manganèse ferromagnétique up et l’autre down. C’est en fait équivalent à la configuration
antiferromagnétique triangulaire frustrée (par un simple changement de cellule unité).
– Mnγ semble antiferromagnétique de type AuCu, comme trouvé par Hobbs et al. [71]. Les
configurations ferromagnétique, antiferromagnétique par plan [111] et non magnétique ont
en effet une énergie supérieure.
– Mnδ est trouvé ferromagnétique avec un moment très faible, donc pratiquement non magné-
tique.
– Mn3Ge5 est le plus stable dans une configuration ferrimagnétique, par rapport à la configura-
tion ferromagnétique, antiferromagnétique par colonnes et par plans.
Le composé Mn3Ge L12 est trouvé ferrimagnétique en simulation, alors qu’il est décrit comme
ferromagnétique expérimentalement. Cependant, il y a une forte différence entre le moment ma-
gnétique mesuré à saturation et celui dans le régime paramagnétique (0.9 µB contre 1.7 µB). Cette
différence est attribuée au type de magnétisme, qui est ici itinérant. Il est aussi possible que le com-
posé soit en fait antiferromagnétique non colinéaire (frustré à cause des triangles de manganèse),
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mais qu’une forte anisotropie magnétocristalline oriente les moments dans une direction perpendi-
culaire aux triangles de manganèse (de manière similaire à Mn11Ge8).
Le composé MnGe B20 est trouvé ferromagnétique, alors que l’expérience le voit antiferroma-
gnétique, et que nous avons testé toutes les configurations magnétiques possibles à l’intérieur de la
boite élémentaire, plus une s’étendant sur le cellules unités. Il y a trois explications possibles à ce
problème :
1. nous n’avons pas trouvé la configuration magnétique d’énergie minimale, soit parce qu’elle
est non colinéaire, soit parce que sa périodicité est plus grande que la cellule élémentaire. On
peut penser notamment à un ordre antiferromagnétique spirale ;
2. les relaxations induites par la méthode changent le signe des interactions entre manganèses ;
3. la méthode de simulation (et plus particulièrement la fonctionnelle d’échange-corrélation)
n’est pas adaptée au problème et donne un mauvais résultat.
Dans tous les cas que nous avons choisis comme état fondamental, les convergences électro-
niques ont été très rapides (peu de pas de convergence), ce qui est le signe d’un ordre magnétique
relativement naturel. Dans le cas inverse en effet, la convergence est toujours longue et difficile,
avec de fortes oscillations du moment total, d’éventuels changements de la configuration magné-
tique, voire l’impossibilité d’atteindre la convergence.
Enfin, concernant l’impact des électrons de semi-cœur, en utilisant les configurations magné-
tiques trouvées précédemment, nous observons des variations de l’amplitude des moments magné-
tiques inférieures à 0.1µB.
IV 2.4) Énergie et stabilité
C’est le point clef de notre étude, puisque nous avons l’intention de faire de l’énergie un critère
majeur dans la recherche de la structure des nanocolonnes. Nous allons être amenés à comparer
l’énergie de composés GexMn1−x de concentrations différentes. Le but est de pouvoir dire lesquels
sont stables, et lesquels ne le sont pas, et de quelle énergie. Nous pourrons alors éventuellement
montrer la stabilité des phases CNTP, et l’instabilité des phases HT et HP, c’est-à-dire reproduire
le diagramme de phase GeMn. Nous pourrons alors utiliser nos simulations pour évaluer différentes
hypothèses concernant l’intérieur des nanocolonnes.
Mais la comparaison directe de l’énergie par atome n’est pas possible, et il faut utiliser une
méthode thermodynamique que nous décrirons dans un premier temps. Puis nous donnerons les
résultats avant de les discuter.
Une méthode thermodynamique Il n’est pas possible dans les alliages de comparer directement
l’énergie par atome comme dans un corps pur : en effet, il y a un degré de liberté dans la répartition
de l’énergie entre chaque espèce chimique. Ce degré de liberté a en fait un sens physique, qui
correspond à la richesse relative de chaque espèce chimique. Voyons comment nous pouvons mettre
ce concept en équation.
Nous allons utiliser le grand potentiel défini comme
ΦG = E−T S−∑
i
µiNi (IV.1)
avec E l’énergie, T la température du système, S l’entropie, N le nombre d’atomes et µ potentiel
chimique. Dans notre cas, E est l’énergie totale ab initio, la température T est nulle, N est le nombre
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d’atomes dans la boite de simulation et µ est inconnu. Par ailleurs, la somme se fait sur les différentes
espèces chimiques du système, dans notre cas seulement deux. Afin de se libérer de la dépendance
de l’énergie à la taille de la cellule élémentaire, divisons cette équation par le nombre total d’atomes





avec CGe et CMn les concentrations de Ge et Mn respectivement. Mais ces deux variables sont reliées
par la relation CGe+CMn = 1 et on peut donc introduire la concentration relative C de Mn et de Ge














avec ∆µ = µMn−µGe la différence de potentiel chimique entre les atomes de manganèse et de ger-
manium et 〈µGe,Mn〉 la moyenne de µMn et de µGe. Cette dernière équation définit une droite pour
chaque composé dans l’espace (φphaseG ,∆µ). On peut ainsi évaluer l’énergie d’une phase en fonc-
tion de la richesse relative du système en germanium et manganèse, indiquée par ∆µ. Plus il y a de
germanium, plus le potentiel chimique du germanium (µGe) est élevé, et donc plus ∆µ sera faible.
Et inversement pour le manganèse. On va donc avoir à gauche du graphique la zone riche en ger-
manium, et à droite la zone riche en manganèse. Ainsi pour savoir quelle phase est stable dans un
certain domaine, il suffit de regarder quelle est la droite qui propose l’énergie la plus basse à un
certain ∆µ.
Puisque seules les différences d’énergie ab initio comptent, on peut ajouter à ∆µ et 〈µGe,Mn〉
n’importe quelle constante. Nous avons donc choisi de mettre l’origine du graphique sur l’intersec-
tion des droites correspondant au germanium pur et au Mn11Ge8. Cela fixe en abscisse une valeur
proche de la différence de potentiel chimique qui règne dans les échantillons (puisque le germa-
nium diamant et le Mn11Ge8 sont formés simultanément), et en ordonnée l’énergie de formation
par rapport à la décomposition germanium diamant et le Mn11Ge8, qui est celle qui nous intéresse.
Les résultats Nous avons maintenant une méthode pour comparer différents composés binaires
entre eux. Nous l’avons appliquée au cas des alliages GeMn que nous venons de simuler. Les
résultats pour les composés stables dans les conditions normales de températures et de pressions
(CNTP) sont présentés sur la figure IV.6 a). Les résultats des phases métastables haute température
(HT) et haute pression (HP) sont présentés sur les figures IV.6 b) et IV.6 c) respectivement.
Notons tout d’abord que nos résultats sont en accord avec le peu de données présentes dans la
littérature, notamment pour la décomposition du Mn5Ge3 ⇀ Gediam + Mnγ, pour laquelle Picozzi
et al. donnent 105 meV/atom [145], et pour laquelle nous trouvons 166 meV/atom.
On s’attend pour les composés dans les CNTP à avoir un domaine de stabilité pour chaque
phase. Or, comme on le voit sur la figure IV.6 a), c’est vrai seulement si l’on omet le composé
Mn3Ge ε1 qui semble être 40 meV trop bas.
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FIG. IV.6 – Évolution de l’énergie libre φG en fonction de la différence de potentiel chimique
∆µMn−µGe entre le manganèse et le germanium (equ. IV.3). Chaque droite est un composé. Le com-
posé stable à un ∆µMn−µGe donné est celui qui a l’énergie libre la plus basse. a) Phases stables dans
les conditions normales de températures et de pressions (CNTP). b) Phases haute température
(HT). c) Phases haute pression (HP).
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Si on regarde maintenant les composés métastables (haute température HT et haute pression
HP), on voudrait cette fois-ci les voir au-dessus des phases stables dans les CNTP. C’est le cas
pour les phases HT (figure IV.6 b) ) qui se trouvent toutes à des énergies supérieures, mais pas
pour les phases phases HP (figure IV.6 c)) où cette fois-ci deux composés sont “trop” bas en éner-
gie. Les phases MnGe B20 et Mn3Ge5 semblent trop stables de 30 meV/atome et 20 meV/atome
respectivement.
Ainsi, pour le système GeMn, parmi les 18 composés connus que nous avons testé, 3 ne se
comportent pas comme on peut s’y attendre. La question est de savoir pourquoi. Nous avons vu
dans le chapitre précédent que la présence des électrons de semi-cœur avait une influence non
négligeable sur l’énergie, de l’ordre de 40 meV. Nous avons donc tracé sur la figure IV.7 les mêmes
graphiques que sur la figure IV.6, mais pour les calculs avec les électrons de semi-cœur en valence.
On peut voir sur la figure IV.6 que la prise en compte des électrons de semi-cœur ne résout pas
le problème : les trois composés Mn3Ge ε1, MnGe B20 et Mn3Ge5 restent trop bas de 40 meV, 25
meV et 15 meV respectivement, contre 40 meV, 30 meV et 20 meV précédemment. Nous voyons
donc trois origines possibles à cette observation :
1. l’approximation colinéaire du magnétisme, et la non-prise en compte du couplage spin-
orbite ;
2. l’approximation sur la fonctionnelle d’échange-corrélation ;
3. la non prise en compte de l’entropie (température nulle dans l’équation IV.1).
L’approximation colinéaire ne peut pas expliquer les résultats dans la mesure où la prise en compte
de la non-colinéarité ne peut que faire baisser l’énergie du composé MnGe B20, et pas celle du
Mn5Ge3 (puisqu’il est colinéaire). Son effet sera donc dans tous les cas aggravant.
La fonctionnelle d’échange-corrélation peut être la cause de ces inversions de stabilité. Une
possibilité pour tester cette hypothèse serait d’utiliser des fonctionnelles hybrides, ou le formalisme
LDA+U. La première solution a déjà été appliquée à l’étude du dimère de manganèse [194], et
il apparaît que l’utilisation de termes d’échange incluant une partie de Hatree-Fock améliore les
résultats. Cependant, si l’échange est primordial dans les molécules, la corrélation est plus forte
dans les matériaux massifs, et notamment les métaux. Rien ne prouve donc que ce qui marche pour
le dimère marchera pour nos composés. De plus, les deux méthodes que nous avons citées sont en
partie phénoménologiques, en ce sens qu’elles ont des paramètres qu’il faut “ajuster” pour chaque
système (proportion d’échange, paramètre U, ...). Cela implique donc de retester les différentes
approches avec différents paramètres, sachant que la transférabilité n’est pas du tout assurée, et
que la comparaison de différents systèmes est plus difficile (notamment de l’énergie avec des U
différents). Tout cela mis en balance avec un gain de précision plus qu’éventuel nous a dissuadé de
prendre cette voie.
La troisième explication possible à ces problèmes est un effet de l’entropie. En effet, il a été
montré pour le composé Al2Cu que l’entropie inverse la stabilité énergétique des allotropes C1
et C16 en compensant 15 meV/atome d’énergie pour les températures supérieures à 200°C [187].
Or dans notre cas, les phases GeMn se forment à la température de fusion de l’alliage, c’est-à-
dire aux alentours de 700°C. Une entropie qui diffère 40 meV/atome selon la phase est donc tout
à fait possible. Mais là encore il semble difficile de tester cette hypothèse dans la mesure où le
calcul du spectre de phonons6 est inenvisageable pour des cellules aussi importantes que Mn11Ge8,
qui comporte 76 atomes, et ce d’autant plus qu’il faudrait utiliser le formalisme norme conservée,
beaucoup trop lourd.
6La densité d’état des phonons permet d’évaluer l’entropie vibrationnelle, qui est une contribution majeure à l’entropie
totale.
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FIG. IV.7 – Évolution de l’énergie libre Φ en fonction de la différence de potentiel chimique
∆µMn−µGe entre le manganèse et le germanium (equ. IV.3). Les calculs ont ici été effectués en prenant
les électrons de semi-cœur en valence. a) Phases stables dans les conditions normales de tempéra-
tures et de pressions (CNTP). b) Phases haute température (HT). c) Phases haute pression (HP).
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Nous avons donc deux approximations qui peuvent expliquer ce phénomène, mais si la déter-
mination de la part de chacune est évidemment intéressante, le travail que cela suppose n’est pas
compatible avec notre objectif premier, qui est l’explication de la structure des nanocolonnes. Nous
ne pousserons donc pas plus loin la réflexion sur ce sujet.
IV 2.5) Synthèse sur les électrons de semi-cœur
Afin d’estimer plus précisément l’impact de l’approximation semi-cœurs gelés, nous avons tracé
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FIG. IV.8 – Erreur sur l’énergie due à la non-prise en compte des électrons de semi-cœur en
valence en fonction de la concentration en manganèse. Les disques sont les composés présents dans
les conditions normales de température et de pression. Les croix représentent les autres composés,
haute température ou haute pression.
L’erreur sur l’énergie est globalement inférieure à 20 meV/atome, à l’exception de Mn5Ge3
pour lequel elle atteint 26 meV par atome (fig. IV.8). On peut d’ailleurs voir que l’erreur est plus
forte pour les composés autour de 60 % de manganèse. Le comportement du paramètre de maille
est similaire, avec une différence maximum de -0.5%, localisée dans la même gamme de concentra-
tion (fig. IV.9). Nous ne savons malheureusement pas expliquer ces tendances dans le détail. Nous
pouvons simplement supposer que la polarisabilité des électrons de semi-cœur doit jouer un rôle
non négligeable pour les systèmes présentant les moments magnétiques les plus forts (Mn5Ge3 et
Mn11Ge8, avec un moment moyen par atome supérieur à 2.5 µB).
L’approximation semi-cœur gelés, qui induit une erreur de 20 meV/atome, est donc moins péna-
lisante pour nos résultats que l’approximation sur la fonctionnelle d’échange-corrélation, ou que la
non prise en compte de l’entropie. Cependant, dans les cas où une meilleure précision sera requise,
il pourra être intéressant de dégeler les électrons de semi-cœur pour un calcul de vérification. En
effet, leur prise en compte dans nos calculs exploratoires n’est pas envisageable, car les temps de
rendu sont environ 10 fois plus longs que sans semi-cœur7. Il faut de plus compter avec le surplus
de mémoire qui interdit l’utilisation des machines locales, la convergence beaucoup plus aléatoire
qui demande un plus grand suivi, et la nécessité de relancer les travaux lorsqu’ils dépassent le temps
maximum autorisé sur les calculateurs centralisés (GENCI, CCRT, ...).
72.5 fois plus de bandes, énergie de coupure 2 fois plus grande, 2 fois plus de pas pour atteindre la convergence.
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FIG. IV.9 – Erreur sur le paramètre de maille due à la non-prise en compte des électrons de semi-
cœur en valence en fonction de la concentration en manganèse. Les disques sont les composés
présents dans les conditions normales de température et de pression. Les croix représentent les
autres composés, haute température ou haute pression. La courbe est un ajustement “à la main”
pour souligner la tendance.
Quant à la solution intermédiaire qui consiste à n’utiliser que les électrons de semi-cœur de
l’une des espèces (le manganèse ou le germanium), elle pose deux problèmes :
– elle permet de faire baisser le surcoût de temps de calcul d’un facteur 10 à un facteur 6
seulement ;
– la physique n’est pas franchement améliorée, comme on le voit sur le tableau IV.4.
Ainsi, tous les électrons de semi-cœur (que ce soient ceux du germanium ou du manganèse) semblent
également importants.
Ge Mn a c Erra Errc
Expe 7.184 5.053
7.148 4.985 -0.5% -1.3%
s-c 7.163 4.987 -0.3% -1.3%
s-c 7.155 4.989 -0.4% -1.3%
s-c s-c 7.186 5.009 0.0% -0.9%
TAB. IV.4 – Erreur sur le paramètre de maille induite par le gel des électrons de semi-cœur pour
le composé Mn5Ge3. L’abréviation s-c marque la prise en compte des électrons de semi-cœur en
valence.
À retenir Nous venons de faire une exploration exhaustive de l’alliage GeMn, et nous avons si-
mulé les 18 composés connus à ce jour. Deux d’entre eux possèdent une concentration compatible
avec les observations de la phase des nanocolonnes, mais leurs caractéristiques structurales et
magnétiques les disqualifient.
Nous avons observé une corrélation forte entre la compacité des alliages GeMn et leur com-
position : l’alliage est d’autant plus compact qu’il est riche en manganèse, avec quasi doublement
pour le manganèse pur par rapport au germanium pur.
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Concernant l’évaluation de la méthode, nous avons tiré les informations suivantes :
– L’erreur commise par la méthode sur le paramètre est linéairement corrélée à la concentra-
tion en manganèse, et va de +2.0% pour le germanium pur à -2.4% pour le manganèse pur.
L’erreur attendue pour les composés à 30%–50% de manganèse est comprise entre -1% et
+2%..
– Le magnétisme des composés (état fondamental, moments magnétiques) est bien reproduit
par la méthode, même sur les paramètres de maille simulés.
– L’approche thermodynamique présentée dans la partie IV 2.4) permet de bien reproduire le
diagramme de phase GeMn, à trois exceptions près (à moins de 40meV/atome), que nous
expliquons par l’erreur sur l’énergie d’échange-corrélation ou la non-prise en compte de
l’entropie.
– Le gel des électrons de semi-cœur dans le pseudo-potentiel cause une erreur inférieure à
0.5% sur le paramètre de maille, 0.1 µB/Mn sur les moments magnétiques et 20 meV sur
l’énergie par atome. Pour des raisons de temps de calcul, nous ne les dégèlerons que pour
des vérifications ponctuelles.
L’explication détaillée de chacune de ces observations est un sujet à part entière, et sa recherche
nous emmènerait trop loin du cadre de notre étude.
En conclusion, la DFT dans l’approximation quasi locale de l’énergie d’échange-corrélation
(GGA) ainsi que les pseudo-potentiels que nous avons générés reproduisent relativement bien
toutes les phases connues de l’alliage GeMn. Notre outil principal est donc validé, même si nous
devrons être attentif à la précision permise par cette méthode : entre -1% et +2% sur le paramètre
de maille moyen, ± 0.5 µB pour les moments magnétiques locaux et 50 meV/atome pour l’énergie.
IV 3 La spectroscopie d’absorption de rayons-X et sa simulation en
quelques exemples
Nous allons dans cette partie tenter de familiariser le lecteur avec la spectroscopie d’absorption
de rayons-X en étudiant quelques exemples simples, puis nous vérifierons que la méthode que nous
utilisons (décrite dans la partie II 2) est adaptée à notre système et reproduit bien l’expérience.
Nous tenons à préciser que le but de cette partie est uniquement de simplifier la discussions des
résultats présentés dans les parties suivantes, qui est très complexe sans un minimum de notions de
base. Le caractère volontairement pédagogique nous amènera forcement à des simplifications que le
lecteur averti pourra trouver abusives. Nous n’avons malheureusement pas réussi à faire autrement.
IV 3.1) Étude de cas simples
Comme nous l’avons déjà mentionné, le signal XAS (EXAFS et XANES) mesuré est la
somme de la contribution locale de chaque atome absorbeur (dans notre cas le manganèse). Il
est donc intéressant de se familiariser avec la signature de certaines briques de base pour mieux
comprendre les mesures. Ces techniques sont sensibles à plusieurs paramètres géométriques dont
nous allons voir les plus importants. Chaque paragraphe sera dédié à un paramètre géométrique
auquel nous montrerons la dépendance du signal XANES, EXAFS et sa transformée de Fourier
(EXAFS-TF).
Il est habituellement recommandé, notamment pour le XANES, d’utiliser au préalable un cycle
auto-cohérent (SCF) afin de tenir compte des éventuels transferts de charge et ainsi d’améliorer le
124
IV 3. LA SPECTROSCOPIE D’ABSORPTION DE RAYONS-X ET SA SIMULATION EN
QUELQUES EXEMPLES
potentiel diffuseur. Nous ne le ferons pas ici puisque nous souhaitons seulement avoir les tendances
de cas simples.
Dans les 5 cas que nous allons présenter, l’atome central sera un manganèse et sera entouré
d’une (ou deux) couche(s) d’atomes situés à 2.5 Å (ou à distance précisée), que l’on appellera les
voisins.
CAS 1 : La distance des atomes voisins Dans les trois exemples simulés ici, l’atome central de
manganèse est entouré de 4 atomes de germanium en positions tétraédriques. Nous avons fait varier
la distance manganèse-germanium de 2.4 Å à 2.6 Å. Les résultats de simulations sont présentés sur
la figure IV.10.
FIG. IV.10 – Évolution des signaux XANES et EXAFS en fonction de la distance des voisins.
On voit que le signal XANES (hauteur et forme générale du premier pic) est assez peu modifié
par la distance. Le signal EXAFS au contraire est beaucoup influencé : la distance des voisins fixe
la fréquence des oscillations, ce que l’on voit mieux dans l’espace de Fourier. Le signal est par
ailleurs d’autant plus fort que les distances sont courtes.
CAS 2 : Le nombre et l’arrangement des atomes voisins Dans les 5 exemples présentés ici,
les atomes de germanium sont à une distance fixe de 2.5Å de l’atome absorbeur (le manganèse), et
c’est leur nombre (on parle de coordination des voisins) et la manière dont ils sont disposés autour
du manganèse qui varie. Les 5 configurations sont montrées sur la figure IV.11, et sont constituées
d’un manganèse entouré de :
1. 1 atome seul ;
2. 2 atomes diamétralement opposés ;
3. 4 atomes en tétraèdre ;
4. 6 atomes en octaèdre ;
5. 8 atomes en cube.
Les résultats reproduits sur la figure IV.11 montrent une forte dépendance du signal XANES à
la symétrie des voisins. En effet, le pic est maximal quand les atomes de germanium sont organisés
en octaèdre. De plus, le nombre de voisins n’est pas le critère déterminant, puisque la configuration
tétraédrique (4 voisins) est semblable à la configuration hexaédrique (8 voisins). Au contraire, le
signal EXAFS n’est pas sensible à l’arrangement des voisins, mais seulement à leur distance et à
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FIG. IV.11 – Évolution des signaux XANES et EXAFS en fonction du nombre de l’arrangement des
voisins. Les signaux EXAFS sont normalisés par le nombre de voisins (contrairement au XANES).
leur nombre8. Ceci est vrai à l’exception des diffusions multiples qui ont lieu dans les configurations
6 et 8 voisins, et qui se traduisent par la bosse à 4.5 Å sur la transformée de Fourier du signal
EXAFS.
CAS 3 : L’additivité Dans cet exemple nous avons testé s’il était possible de décomposer le signal
créé par l’environnement d’un atome absorbeur en la somme de contribution de chaque voisins. Pour
cela, nous avons pris deux environnements, un octaédrique avec les atomes de germanium à 2.5 Å,
et un hexaédrique avec les atomes à 3.5 Å. Nous avons testé chaque configuration séparément, puis
la configuration avec tous les atomes simultanément. Cette fois-ci, les signaux EXAFS ne sont pas
normalisés par le nombre de voisins.
On peut voir que le signal XANES reproduit sur la figure IV.12 est influencé par les voisins
même très éloignés. Cependant, comme on l’a vu dans le cas précédent, le signal n’est pas simple-
ment la somme de la contribution de chaque voisin.En EXAFS au contraire la mesure est totalement
additive, et chaque couche de voisins (chaque atome même) contribue identiquement, qu’elle soit
seule ou non.
CAS 4 : Le type des atomes voisins Pour cet exemple nous voulons voir la différence entre un
atome voisin germanium et un manganèse. Nous avons donc simulé trois cas test :
1. 4 voisins germanium à 2.5 Å de l’atome absorbeur ;
2. 4 voisins manganèse à 2.5 Å ;
3. 2 voisins germanium et 2 voisins manganèse, tous à 2.5 Å ;
8Les signaux EXAFS de la figure IV.11 sont normalisés par le nombre de voisins.
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FIG. IV.12 – Évaluation de l’additivité des signaux XANES et EXAFS : en rose le signal de la
configuration à 6 atomes disposés en octaèdre à 2.5Å, en bleu celui issu de la configuration à 8
atomes en hexaèdre à 3.5Å et en violet la simulation de la configuration où tous les atomes sont
présents simultanément.
Les résultats donnés sur la figure IV.13 sont issus du seul manganèse central, et non d’une éventuelle
contribution à l’absorption des manganèses voisins.
FIG. IV.13 – Effet de l’espèce chimique des voisins sur les signaux XANES et EXAFS.
On voit apparaître sur le XANES une différence lorsque les atomes voisins sont des manga-
nèses, mais qui s’estompe dès qu’il y a mélange. Il n’est donc possible de faire la distinction qu’entre
un environnement tout manganèse et un environnement mixte. La partie EXAFS au contraire, es-
sentiellement dans l’espace des k, permet de distinguer le type des voisins grâce à l’enveloppe des
oscillations qui est caractéristique. Son maximum est à k=6 pour le manganèse, contre k=8 pour
le germanium. Il semble par ailleurs qu’à distance égale le manganèse fasse des oscillations plus
rapprochées, et paraisse donc plus proche 9.
CAS 5 : Le désordre dans les distances Nous n’avons jusqu’à maintenant testé que des configu-
rations “parfaites” où toutes les distances étaient strictement égales et les symétries parfaites. Mais
ce n’est certainement pas le cas dans les expériences. Nous avons donc souhaité évaluer l’impact
9Ceci est dû au déphasage différent que provoquent le germanium et le manganèse.
127
IV. EXPLORATION DU SYSTÈME AVEC L’OUTIL NUMÉRIQUE
du désordre à courte distance 10 sur les résultats expérimentaux. Nous avons donc pris une configu-
ration constituée de 6 voisins germanium disposés en octaèdres, avec trois niveaux d’étalement des
distances :
1. les 6 voisins sont à 2.5 Å ;
2. les distances s’échelonnent régulièrement de 2.45 Å et 2.55 Å, soit±2% autour de la position
moyenne ;
3. les distances s’échelonnent régulièrement de 2.4 Å et 2.5 Å, soit ±4% autour de la position
moyenne.
FIG. IV.14 – Évolution des signaux XANES et EXAFS en fonction de l’étalement des distances des
voisins.
Le désordre structural à courte distance ne semble pas avoir d’impact fort sur le XANES si l’on
en croit la figure IV.14. Le pic important généré par la symétrie octaédrique est en effet toujours
présent, même avec un désordre de ±4% sur les distances. L’EXAFS en revanche apparaît très
affecté par l’étalement des distances, et notamment l’amplitude des oscillations dans l’espace k,
ce qui se répercute dans sa transformée de Fourier. Il sera donc difficile de déterminer le nombre
de voisins s’il y a du désordre structural à courte distance, puisque la coordination est directement
déterminée par l’amplitude des oscillations. De plus les diffusions multiples à 4.5Å disparaissent,
car les nombreux chemins de diffusion multiples tous strictement identiques devienent légèrement
différents et n’interfèrent plus de manière constructive. L’EXAFS semble donc très efficace pour
l’analyse de structures localement ordonnées, comme les cristaux, les amorphes avec un fort ordre
local, les défauts bien définis,... mais bien moins lorsqu’il s’agit de structures présentant une forte
proportion de défauts, où les distances sont très variables.
Conclusion Des 5 exemples que nous venons de voir, nous pouvons déduire trois choses :
– le XANES va nous donner des informations sur la symétrie locale, même si les positions
atomiques ne sont pas parfaites ;
– l’EXAFS devrait nous permettre de trouver le nombre, la distance et le type de tous les
voisins des atomes manganèse notamment par l’utilisation d’ajustements avec minimisation
de l’erreur ;
– la présence de désordre à courte distance va très fortement limiter les capacités de l’EXAFS,
qui ne nous permettra alors de voir que les premières couches de coordination, avec une
détermination encore possible du type d’atomes, mais très difficile de leur nombre.
10Le désordre à courte distance ne doit pas être confondu avec le désordre à longue distance présent dans les amorphes
par exemple.
128
IV 3. LA SPECTROSCOPIE D’ABSORPTION DE RAYONS-X ET SA SIMULATION EN
QUELQUES EXEMPLES
IV 3.2) Un exemple de comparaison à l’expérience : le Mn5Ge3
Nous allons maintenant tester notre méthode sur un exemple de phase définie : le Mn5Ge3.
Une couche du composé a été produite expérimentalement sur un substrat de germanium orienté
[111]. La diffraction a confirmé la bonne qualité cristallographique du matériau. Le spectre XAS
a été mesuré à l’ESRF dans des conditions semblables à l’étude sur les nanocolonnes. Nous avons
effectué la simulation de deux configurations : la première utilise les coordonnées atomiques et
paramètres structuraux expérimentaux, et la seconde utilise la structure complètement relaxée en
utilisant les pseudo-potentiels sans semi-cœur. Par ailleurs, nous avons aussi souhaité voir l’impact
de l’utilisation d’un cycle auto-cohérent (SCF) pour affiner le potentiel diffusant du cristal. Les
résultats sont présentés sur la figure IV.15, et comportent donc 4 signaux :
1. la simulation à partir des paramètres simulés, sans utilisation préalable d’un cycle SCF ;
2. la simulation à partir des paramètres simulés, avec utilisation préalable d’un cycle SCF ;
3. la simulation à partir des paramètres expérimentaux, avec utilisation préalable d’un cycle
SCF ;
4. la mesure expérimentale.
FIG. IV.15 – Les signaux XANES et EXAFS produits par la phase Mn5Ge3. Les 4 courbes sont
obtenues : en simulant la maille relaxée sans utilisation préalable d’un cycle auto-cohérent (SCF),
la même avec un cycle SCF, en simulant la maille expérimentale avec un cycle SCF et directement
expérimentalement. Les courbes ont été décalées en ordonnée pour faciliter la comparaison.
On voit que le XANES et l’EXAFS sont plutôt bien reproduits par la simulation, même si les
mesures expérimentales sont beaucoup moins nettes que les simulations11. Une explication possible
serait liée à l’utilisation d’un rayonnement polarisé dans les expériences, ou bien à la présence de
désordre dans l’échantillon.
Par ailleurs, les erreurs induites par la simulation sur le paramètre de maille et la relaxation
interne semblent modifier essentiellement la valeur des fréquences comme on pouvait s’y attendre,
et ne changent que peu le XANES.
Enfin, on note que l’utilisation d’un cycle SCF est indispensable dans le cas du XANES, afin
d’obtenir la bonne valeur du seuil.
À retenir Nous venons de tester notre méthode de simulation de la spectroscopie d’absorption de
rayons-X, et nous pouvons en tirer plusieurs conclusions :
11nous avons sur la figure IV.15 renormalisé l’amplitude des oscillations EXAFS, qui sont en effet expérimentalement
deux fois moins importantes que dans la simulation, et ce malgré l’utilisation d’un facteur de Debye-Waller.
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– la simulation reproduit assez bien l’expérience, et la méthode est donc validée pour notre
système ;
– le XANES donne des indications sur la symétrie locale autour des atomes diffuseurs, dans
notre cas les atomes de manganèse dans les échantillons ;
– l’EXAFS permet en principe de remonter à plusieurs informations : le nombre de couches
de voisins, leur distance, ainsi que le nombre et le type des atomes dans chaque couche.
Cependant, lorsque le système contient une grande proportion de défauts, ce qui se traduit
pas un ordre local différent pour chaque atome diffuseur, il semble que les informations
accessibles se limitent alors à la distance des premières couches atomiques et à l’espèce
chimique qui les compose. Les informations concernant la coordination et les couches à plus
grande distance semblent beaucoup plus difficiles à extraire.
IV 4 La Température de Curie
Dans cette dernière partie, nous allons nous intéresser à la simulation de la température de
Curie (TC), comme décrite dans la partie II 3. Nous commencerons par le cas du Mn5Ge3 puis nous
verrons dans quelle mesure le dopage au carbone peut augmenter la TC, et comment nos résultats se
comparent à l’expérience. Comme nous l’avons déjà mentionné, tous les calculs de TC à proprement
parler ont été effectués par le Dr. Ivetta SLIPUKHINA durant son Post-Doc au L_Sim. Notre travail
a consisté à créer les pseudo-potentiels (notamment un pour le carbone, puisque celui fourni sur le
site d’ATOMPAW est trop dur), à minimiser les structures dopées, à étudier les énergies de défauts
et à faire l’interprétation des résultats, aussi bien énergétiques et structuraux que magnétiques. Une
partie de ce travail a été publiée (voir ref. [158]).
IV 4.1) Le Mn5Ge3
De la même manière que pour la spectroscopie d’absorption de rayons-X, nous nous sommes
tout d’abord intéressé à la validité de la méthode sur les paramètres expérimentaux. Les constantes
d’échanges Ji j ont donc été calculées, et utilisées dans un calcul Monte Carlo. On peut noter qu’il
a été nécessaire, pour trouver la bonne TC, de prendre en compte des interactions d’échange avec
des voisins aussi éloignés que deux paramètres de maille. Les interactions d’échange aux voisins
les plus proches ne sont donc pas du tout suffisantes pour décrire le magnétisme dans ce système
métallique. La TC calculée atteint 320 K, ce qui est en assez bon accord avec les 304 K mesurés
expérimentalement [57]. Les moments magnétiques sont par ailleurs proches. Si maintenant on fait
relaxer la structure, que ce soit en fixant la maille aux valeurs expérimentales ou en la laissant
libre, la TC atteint environ 400 K dans les deux cas. Les distances inter-atomiques varient pourtant
de moins de 0.04 Å dans le premier cas. Il semble donc que les interactions magnétiques soient
particulièrement sensibles à la géométrie12. Mais cela n’est pas compatible avec l’erreur provoquée
par notre méthode de simulation, qui peut atteindre quelques pourcents. La détermination de la TC
de composés inconnus nécessitera donc de tester la variabilité induite par d’éventuelles erreurs dans
les paramètres structuraux.
12Comme en atteste la transition ferromagnétique-antiferromagnétique à 118 K causée par des déplacements atomiques
inférieurs à 0.02 Å (0.8 % de la distance premier voisin) dans le Mn11Ge8 [130].
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IV 4.2) Le Mn5Ge3 dopé au carbone : Mn5Ge3Cx
Le dopage par des éléments légers fait partie des voies de recherche destinées à trouver un com-
posé ferromagnétique haute température (> 400 K) compatible avec les semiconducteurs de type IV
(voir le chapitre I), nécessaire à l’essor de la spintronique. En effet, devant les grandes difficultés
rencontrées dans la fabrication de DMS haute TC, la possibilité d’augmenter celle de composés
déjà connus, notamment par dopage au carbone, a été envisagée. Des expériences dans ce sens ont
montré dès 2000 que la TC du Mn5Ge3 dopé au carbone pouvait atteindre 450 K [164]. Ce résultat a
été confirmé en 2008 [164], avec l’information supplémentaire que le Mn5Si3 antiferromagnétique
avec une température de Néel de 98 K devenait ferromagnétique avec une TC de 350 K. Dans les
deux cas, une variation du volume était observée, une contraction pour le Mn5Ge3Cx, et une dilata-
tion pour Mn5Si3Cx. Nous avons donc souhaité comprendre l’origine de l’élévation de la TC dans
le composé de germanium.
Augmentation de la TC Le dopage au carbone a été relativement bien caractérisé, puisqu’il a été
montré expérimentalement [61] que le carbone se plaçait dans les sites interstitiels octaédriques de
MnII , comme sur la figure IV.16. Nous avons ainsi utilisé cette hypothèse pour placer les atomes
de carbone dans la maille de Mn5Ge3. Les calculs de minimisation de géométrie montrent une
contraction de 0.4% (pour x = 0.5), contre 0.8% expérimentalement (pour x = 0.75). Afin de ré-
duire l’erreur induite par la minimisation de géométrie, nous avons utilisé les paramètres de maille
expérimentaux de Mn5Ge3C0.75 [61]. Pour calculer la TC du composé en fonction du dopage, nous
avons utilisé deux approches : (i) placer zéro, un ou deux atomes de carbone dans la maille élé-
mentaire du Mn5Ge3 (Mn5Ge3Cx avec x = 0, x = 0.5 et x = 1 respectivement) en faisant relaxer
ou non les coordonnées internes, ou (ii) utiliser la méthode CPA qui permet de peupler de manière
fractionnaire les sites, cette fois-ci seulement sur les coordonnées internes non relaxées du Mn5Ge3.
FIG. IV.16 – La maille élémentaire du Mn5Ge3 avec les sites interstitiels qu’occupent les atomes
de carbone. Lorsqu’ils sont tous remplis, la formule devient Mn5Ge3C. Les atomes de germanium
sont représentés en gris, les MnI et MnII en bleu foncé et clair respectivement (voir description des
phases en partie IV 1.2)). Les paramètres d’échange importants sont indiqués par la notation Ji.
Les résultats sont présentés sur la figure IV.17, avec une comparaison à l’expérience (ref. [61]).
Nous observons bien une augmentation de la TC, qui passe de 320 K pour x = 0 à 430 K pour
x = 1, avec un maximum à 560 K pour x = 0.62. Cependant, la tendance à la saturation observée
expérimentalement n’est pas reproduite, et ce quelle que soit la méthode de calcul (CPA ou non,
relaxé ou pas).
Avant d’essayer de comprendre cette semi-réussite de la simulation, essayons d’expliquer la
variation de la TC. Il semble que la présence d’un atome de carbone dans l’octaèdre de MnII mo-
difie fortement les interactions d’échange J3, J4 et J6 (voir figure IV.16) par un mécanisme de type
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FIG. IV.17 – Évolution de la TC en fonction de la concentration en carbone x dans le composé
Mn5Ge3Cx. Les carrés noirs sont les valeurs expérimentales tirées de [61], et les disques sont les
valeurs de simulation sur les paramètres de maille expérimentaux : rouge pour la méthode CPA,
bleu et vert pour la méthode classique avec coordonnées internes fixes ou relaxées respectivement.
On voit que la simulation trouve bien une augmentation de la TC, mais ne reproduit pas bien la
saturation observée expérimentalement.
Goodenough-Anderson-Kanamori [10]13. Les interactions J3 et J4 par exemple augmentent régu-
lièrement avec x jusqu’à x = 0.5, puis diminuent sans revenir à leur valeur de x = 0. Les autres Ji
sont beaucoup moins modifiés par la présence des carbones. Ainsi, c’est le renforcement du ferro-
magnétisme des MnII qui serait à l’origine de l’augmentation de la TC 14.
Par ailleurs, nous avons calculé la TC du composé Mn5Ge3 sans carbone, mais sur le paramètre
de maille expérimental du Mn5Ge3C0.75. La TC n’augmente alors pas, mais au contraire l’ordre
ferromagnétique est déstabilisé, ce qui confirme l’origine chimique, et non seulement structurale,
du phénomène.
On peut maintenant tenter d’expliquer la différence de 100 K entre théorie et expérience. Il suffit
pour cela de noter que les positions atomiques ne sont pas les bonnes, et que cela peut induire une
erreur de l’ordre de 100 K, comme pour le composé pur Mn5Ge3. Cependant, le fait que la tendance
aussi soit mauvaise est plus préoccupant. Nous allons donc essayer de voir ce qui pourrait expliquer
cette erreur sur la tendance, et nous verrons que la simulation de la TC n’est pas forcement en cause.
IV 4.3) Saturation de la TC dans Mn5Ge3Cx : un mécanisme indirect
Nous somme partis de l’hypothèse (basée sur l’expérience) que les atomes de carbone remplis-
saient les sites interstitiels à l’intérieur des octaèdres de MnII . Or, les expériences ont été menées
pour des concentrations de carbone équivalentes à x variant de 0 à 3 (voir la figure IV.17), alors que
13se reporter à la référence [158] pour plus de détail.
14Le mécanisme de type Goodenough-Anderson-Kanamori peut aussi bien être appliqué dans le cas de l’inclusion
d’un atome de germanium dans les octaèdres de MnII , ce qui est le cas dans Mn11Ge8, d’où notre choix de garder les
briques b ferromagnétiques dans la partie IV 2.3).
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les sites interstitiels sont déjà complètement remplis à x=1. Ainsi, pour x> 1, les atomes de carbone
ne peuvent plus se placer dans les sites interstitiels de MnII , et ils ont 4 possibilités :
1. s’insérer à d’autres endroits dans la maille du Mn5Ge3 ;
2. former une phase avec le germanium ;
3. former une phase avec le manganèse ;
4. précipiter en carbone seul, a priori sous forme de graphite.
Nous allons donc évaluer énergétiquement ces quatre hypothèses grâce à la méthode décrite dans la
partie IV 2.4). Nous commencerons par étudier les différentes phases éventuellement formées dans
les expériences, puis nous verrons plus en détail les défauts ponctuels de carbone dans Mn5Ge3.
Le système ternaire GeMnC Afin de connaître les composés des trois éléments Ge, Mn et C,
nous avons reporté les diagrammes de phase (T,x) des alliages GexC1−x et MnxC1−x sur la figure
IV.18. On peut y constater l’absence de tout composé GexC1−x, ce qui signifie que le carbone et le
germanium ne sont pas miscibles, et qu’ils ne vont pas former de composé ensemble. Le carbone et
le manganèse au contraire présentent un certain nombre de composés définis. Il s’agit des composés
Mn7C3, Mn5C2 et Mn23C6. Quant au carbone seul, il peut former la phase graphite dans les CNTP,
et la phase diamant à HP. Enfin, s’agissant des éventuels composés ternaires GeMnC, nous n’avons
pas trouvé d’information les concernant.
FIG. IV.18 – Diagrammes de phase (T,x) des alliages binaires GexC1−x et MnxC1−x (tirés de [121]).
Nous avons simulé les composés mentionnés précédemment, à l’exception du Mn23C6, et en
ajoutant la zinc-blende de germanium-carbone. Les résultats ont été traités par la méthode thermo-
dynamique de la partie IV 2.4), et sont présentés sur la figure IV.19.
On voit tout d’abord que la stabilité des phases est bien reproduite, puisque seuls la zinc-blende
de germanium-manganèse et le carbone diamant ne possèdent pas de domaine de stabilité, en accord
avec l’expérience. Le graphite est par ailleurs trouvé plus stable que le diamant de 150 meV/atome,
ce qui est proche des 144 meV/atome trouvés par Janotti et al. [89] en utilisant une méthode simi-
laire (GGA+PAW).
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FIG. IV.19 – Évolution de l’énergie libreΦ en fonction des différences de potentiel chimique ∆C−Mnµ
et ∆C−Geµ pour les composés GeC et MnC. L’origine est placée par rappot aux potentiels chimiques
du manganèse et du germanium dans Mn5Ge3.
La détermination des potentiels chimiques Les résultat semblant être bons, il faut maintenant
trouver la phase qui peut être formée parallèlement à Mn5Ge3Cx. Pour cela, il faut arriver à trouver
les ∆Mn−Cµ et ∆Ge−Cµ qui règnent dans les expériences, ce qui permettra de désigner la phase la
plus basse en énergie. Considérons donc que le carbone est en quantité minoritaire (x = 1 fait une
concentration en carbone de 11%). Nous allons déterminer les µGe et µMn qui règnent dans les
expériences. La procédure est illustrée sur la figure IV.20.
Le principe est de se placer à l’équilibre thermodynamique entre deux phases. En effet, il y a
alors égalité du potentiel chimique µ de chaque espèce dans les deux phases. Cela se traduit pour













avec N et µ le nombre d’atomes et le potentiel chimique de chaque espèce, et Etot l’énergie totale
de la simulation. Les deux inconnues sont µGe et µMn, et il y a deux équations, donc une solution15.
Dans notre cas, Mn5Ge3 est toujours formé. Le système est donc à l’équilibre thermodynamique
avec Mn11Ge8 ou avec Mn5Ge2 (Mn11Ge8 ⇀↽ Mn5Ge3 ou Mn5Ge3 ⇀↽ Mn5Ge2 16). On a donc deux
couples solutions pour µGe et µMn, donc les valeurs sont identiques à quelques meV. On prend la
moyenne des deux17 et on a fixé µGe et µMn.
On peut maintenant remonter à ∆Ge−Cµ et ∆Mn−Cµ par la procédure inverse. En utilisant un gra-
phique identique à la figure IV.20 a) dans chaque système, on voit que la connaissance de µGe dans
15Les deux phases α et β doivent avoir des concentrations relatives en germanium et manganèse différentes pour
qu’une solution existe.
16Des traces de Mn5Ge2 ont été détectées par diffraction dans les échantillons de la ref. [61].
17Cette approximation se justifie, car l’utilisation de l’une ou l’autre des références a un impact mineur (< 10 meV)
sur l’énergie de formation des défauts.
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FIG. IV.20 – a) Variation du potentiel chimique du germanium et du manganèse (µGe et µMn) en
fonction de la phase formée. Les potentiels sont normalisés à 0 pour les composés purs. b) Évo-
lution de l’énergie libre Φ en fonction de la différence de potentiel chimique ∆Ge−Mnµ . La phase
Mn3Ge a été retirée par souci de clarté. Les intersections de droite les plus basses sont autant
d’équilibres thermodynamiques. Pour chaque intersection, on peut déterminer µGe et µMn en résol-
vant une équation du type de l’Equ. IV.4. Les trois composés entourés en rouge sont potentiellement
formés simultanément (Mn5Ge3 + un autre). On en déduit deux couples solutions pour µMn et µGe.
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l’un et µMn dans l’autre permet de trouver ∆Ge−Cµ et ∆Mn−Cµ . C’est ce que nous avons fait sur la
figure IV.19, où les origines ont été placées grâce aux potentiels chimiques µMn et µGe déduits pour
le système Mn5Ge3Cx. On voit alors que dans les deux cas (GexC1−x et MnxC1−x), la phase la plus
stable est le carbone graphite. Ainsi, lorsque le carbone ne peut plus s’insérer dans le Mn5Ge3, il va
précipiter sous forme de graphite.
L’incorporation du carbone dans Mn5Ge3 Nous venons de montrer que parmi tous les com-
posés GexC1−x et MnxC1−x, le carbone préférait précipiter sous forme de graphite. Nous allons
maintenant voir si cette précipitation est énergétiquement favorable par rapport à l’incorporation
des atomes de carbone dans Mn5Ge3. Nous avons tous les potentiels chimiques (µMn, µGe et µC) et
il suffit donc de calculer les énergies de formation des différents défauts. C’est ce que nous avons
fait pour les défauts suivants :
– I0.25 : un atome de carbone en interstitiel octaédrique dans deux mailles de Mn5Ge3 (x=0.25)
(cette configuration possède 2 variants : on peut en effet doubler la maille selon a ou bien
selon c) ;
– I0.5 : un atome de carbone en interstitiel octaédrique dans une maille de Mn5Ge3 (x=0.5) ;
– I1/I0.5 : un atome de carbone en interstitiel octaédrique sachant qu’il y en avait déjà un dans
la maille de Mn5Ge3 (x=0.5→ x=1) ;
– SGe : un atome de carbone en substitution d’un atome de germanium ;
– SGe/SGe : un atome de carbone en substitution d’un atome de germanium, sachant qu’il y en
avait déjà un en substitution (cette configuration possède 3 variants) ;
– SGe/I0.5 : un atome de carbone en substitution d’un atome de germanium, sachant qu’il y en
avait déjà un en interstitiel octaédrique ;
– SMnI : un atome de carbone en substitution d’un atome de manganèse de type MnI ;
– SMnII : un atome de carbone en substitution d’un atome de manganèse de type MnII .
Les résultats d’énergies de formation de tous ces défauts sont donnés sur la figure IV.21, et ont été
calculés sur le paramètre expérimental du Mn5Ge3C0.75 (ref. [61]), en faisant relaxer les coordon-
nées internes. Les énergies proposées sont les énergies des défauts : c’est l’énergie qu’il en coûte
pour créer chaque défaut individuellement (dans la cellule). À titre d’exemple, l’énergie du défaut
I1/I0.5 est calculée comme :
EI1/I0.5 = Etot −NMn.µMn−NGe.µGe−NC.µC−EI0.5 (IV.5)
On voit tout d’abord que deux défauts ont une énergie de formation négative, ce qui signifie
qu’ils sont stables par rapport à la décomposition Mn5Ge3Cx ⇀ Mn5Ge3 + Cgraphite. Il s’agit des
interstitiels octaédriques de carbone pour des concentrations inférieures à x=0.5. Au-delà de cette
valeur en effet, il devient énergétiquement favorable de former des précipités de carbone pur plutôt
que de continuer à remplir les sites interstitiels.
La substitution d’un atome de germanium par un atome de carbone coûte pratiquement 3 eV,
même si la présence préalable d’un autre défaut (SGe ou I0.5) fait légèrement baisser cette énergie à
2.4 eV.
Enfin, la substitution d’un atome de manganèse semble être la configuration la plus défavorable,
puisque le substitution d’un MnI coûte 5 eV, et celle d’un MnII n’est pas possible, le carbone
préférant se placer en position interstitielle tout en créant une lacune de manganèse de type MnII .
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FIG. IV.21 – Énergies de formation des défauts ponctuels de carbone dans Mn5Ge3. La référence
pour le carbone est le graphite. La configuration SMnII est instable, et relaxe vers une lacune de
manganèse et un interstitiel octaédrique de carbone.
Conclusion Nous venons d’étudier les différentes possibilités offertes au carbone lorsqu’il est
introduit dans l’alliage Mn5Ge3. L’incorporation de cet atome léger se fait donc de deux manières,
selon sa concentration :
– pour les concentrations en carbone inférieures à 5.6% (x = 0.5), les atomes de carbones
remplissent petit à petit les sites octaédriques de MnII dans le composé Mn5Ge3, sans en
modifier profondément la structure ;
– une fois que la moitié des sites octaédriques sont remplis, il devient énergétiquement favo-
rable pour les atomes de carbone de précipiter sous forme de graphite plutôt que de remplir
les sites restants. Chaque nouvel interstitiel coûte en effet plus de 1 eV.
Ainsi, la saturation nette de la TC observée sur la figure IV.17 pour x > 0.5 n’est pas liée à une
évolution des Ji, mais simplement à l’arrêt de l’insertion des atomes de carbone dans la maille du
Mn5Ge3. Les atomes de carbone supplémentaires ne font que précipiter sous forme de graphite, ce
qui ne modifie en rien les propriétés magnétiques du composé. Cependant, il doit être possible de
peupler au-delà de la moitié les sites interstitiels en utilisant des méthodes hors équilibre. C’est ainsi
que x semble pouvoir atteindre 0.8 par implantation, contre seulement 0.5 par pulvérisation 18. Les
tendances esquissées par nos calculs montrent cependant que l’effet sur la TC n’est pas favorable.
Un autre indice en faveur de notre hypothèse de saturation des sites interstitiels est donné par le
paramètre de maille expérimental de Mn5Ge3Cx. En effet, nous avons dit qu’une contraction était
observée avec le dopage au carbone. Or, numériquement, cette contraction apparaît pour x = 0.5
mais s’annule pour x = 119.
Enfin, on peut noter que la prise en compte de la relaxation des cellules lors du calcul de l’éner-
gie des défauts ne change pas la tendance des résultats. Par ailleurs se pose alors le problème de
l’interaction des défauts image par paramètre de maille interposée.
À retenir La méthode de calcul de la température de Curie présentée dans la partie II 3 semble
être capable de reproduire les mesures expérimentales à quelques dizaines de K près, pour peu que
l’on connaisse assez précisément les coordonnées atomiques. Il apparaît de plus que la prise en
18valeur déduites de l’évolution de la TC dans les ref. [164] et [61] respectivement.
19En fait le volume redevient celui du composé pur mais le rapport c/a a changé.
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compte des interactions d’échange à longue portée (de l’ordre de deux fois la taille de la cellule)
est indispensable à la bonne reproduction du comportement magnétique des composés.
L’évaluation de la TC pour des composés à la structure inconnue semble au contraire difficile.
En effet, les interactions d’échange sont extrêmement sensibles aux distances interatomiques. Or,
notre méthode de relaxation de géométrie commet une erreur non compatible avec la précision
requise, qui in fine peut modifier la TC calculée de plus de 100 K (cas du Mn5Ge3 ou du Mn5Ge3C0.5
par exemple).
Enfin, une connaissance approfondie de l’énergétique d’un système peut permettre de mieux
comprendre ses propriétés magnétiques, bien plus qu’une étude exhaustive aveugle de l’évolution
des propriétés magnétique.
IV 5 Conclusion
Nous avons effectué dans ce chapitre une exploration du système GeMn avec nos trois princi-
paux outils numériques. Nous avons au préalable identifié les 18 composés GeMn connus, parmi
lesquels deux sont compatibles avec les concentrations mesurées dans les nanocolonnes, mais pas
avec la microscopie, la diffraction ou les mesures magnétiques. Cette revue de tous les composés
GeMn nous a notamment montré une corrélation forte entre la compacité des alliages GeMn et leur
concentration en manganèse. Nous l’avons expliqué par le comportement chimique très différent
des deux espèces : le germanium est covalent et le manganèse est métallique.
En simulant grâce à la DFT les 18 composés connus, nous avons pu observer une corrélation
quasi linéaire entre l’erreur de la méthode sur le paramètre de maille et la concentration en man-
ganèse. Nous avons interprété ce résultat comme une simple combinaison linéaire des erreur de la
méthode sur chaque espèce prise séparément. Le magnétisme des composés (ordre, moments) est
cependant bien reproduit, ainsi que la stabilité en utilisant une méthode thermodynamique simple.
Nous attribuons les quelques erreurs à la mauvaise prise en compte de l’énergie d’échange cor-
rélation dans nos calculs, ainsi qu’a la non-prise en compte de l’entropie. Par ailleurs, le gel des
électrons de semi-cœur permet de gagner un facteur 10 sur le temps de calcul, au prix d’une légère
augmentation des erreurs, qui atteignent alors quelques pour cent sur le paramètre de maille moyen,
±0.5µB/Mn sur les moments magnétiques locaux et 40 meV/atome sur l’énergie. Enfin, nous avons
pu apporter quelques éléments de réponse concernant les composés non complètement définis ex-
périmentalement, que ce soit au niveau structural (Mn3Ge5, MnGe4), ou magnétique (Mn11Ge8,
Mn2Ge, Mn5Ge2, Mnγ−δ, Mn3Ge5).
Nous nous sommes ensuite familiarisé avec la spectroscopie d’absorption de rayons-X (XAS)
grâce à l’étude de cas simples. Nous avons expliqué que l’EXAFS permet de remonter à la dis-
tance des premières couches de voisins, au nombre de coordination de ces couches ainsi qu’au type
d’atome qui les peuple (via une procédure d’ajustement), alors que le XANES est plus sensible à
la symétrie locale autour de l’atome absorbeur. Nous avons cependant nuancé ces affirmations en
précisant que la présence d’une forte concentration de défauts rendait l’analyse de l’EXAFS beau-
coup plus complexe. Par ailleurs, nous avons comparé à l’expérience les résultats de notre méthode
de simulation pour le composé Mn5Ge3, et avons obtenu un reproduction relativement fidèle.
Enfin, la simulation de température de Curie a été appliquée au composé Mn5Ge3 et à ses déri-
vés carbonés. De bons résultats ont été obtenus pour les composés aux coordonnées définis expéri-
mentalement, mais nous avons malheureusement constaté une incompatibilité de l’erreur DFT sur
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les positions atomiques, avec l’extrême sensibilité des interactions magnétiques. Nous avons néan-
moins pu expliquer l’augmentation de la TC des composés Mn5Ge3Cx, et montré qu’une évolution
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Si la nature précise des nanocolonnes n’a pas encore été révélée, une hypothèse a été proposée
pour expliquer les observations expérimentales. Rappelons que le but original était d’obtenir un
semiconducteur magnétique dilué, dans lequel les atomes de manganèse sont sous forme de défauts
sur le réseau diamant. La première idée a été tout simplement de considérer que les défauts de
manganèse s’étaient regroupés pour former les nanocolonnes. Plusieurs résultats pointent en effet
dans cette direction (voir la partie I 3) :
– la microscopie électronique ne montre quasiment pas de différence entre la matrice de germa-
nium et l’intérieur des nanocolonnes, et révèle notamment une conservation de la périodicité
des colonnes atomiques et l’apparente absence d’interface ;
– la diffraction de rayon X n’indique aucune nouvelle phase (à l’exception du Mn5Ge3 lorsqu’il
se forme en amas), ne montre aucune surstructure, et confirme la présence exclusive de la
maille diamant ;
– les mesures magnétiques ne révèlent pas la signature d’une quelconque phase connue (là
aussi à l’exception du Mn5Ge3 lorsqu’il se forme en amas) ;
– les simulations confirment que les défauts de métaux de transition dans les semiconducteurs
de type IV tendent à s’agglomérer pour faire baisser leur énergie [39, 41], ce qui semble
compatible avec l’idée d’une décomposition spinodale ;
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– la spectroscopie d’absorption de rayons X paraît compatible avec un modèle de manganèse
en position substitutionnelle ou interstitielle (voir partie I 3.1)), qui sont les deux défauts
trouvés les plus stables numériquement.
Le principal problème de cette hypothèse est qu’elle n’a jamais été vraiment explorée, au-delà de
trois atomes de manganèse. Ainsi, les propriétés physiques d’une phase telle que décrite précé-
demment ne sont absolument pas connues, que ce soit au niveau du magnétisme, de l’organisation
structurelle ou des mécanismes précis qui en sont à l’origine. Nous nous proposons donc de voir
plus en détail ce modèle de phase basé sur le manganèse dans la structure diamant du germanium.
Nous commencerons donc par étudier les défauts simples, puis nous verrons comment il est pos-
sible d’atteindre à partir de ces défauts des concentrations en manganèse de l’ordre de 30% à 50%.
Enfin, nous étudierons plus en détail les mesures de spectroscopie d’absorption de rayons X, et leurs
pendants numériques.
V 1 Les défauts simples
L’étude des défauts simples va se faire en trois étapes : nous commencerons par décrire les dé-
fauts que nous avons envisagés, puis nous détaillerons les paramètres importants de nos simulations
et nous finirons par les résultats de simulation.
V 1.1) Description des défauts
Les défauts de la structure diamant ont été assez largement étudiés, notamment les défauts
intrinsèques dans le silicium, et en appliquant ces connaissances au cas d’un atome de manganèse,
on peut trouver six configurations simples possibles pour un atome du métal de transition dans la
maille diamant :
– MnS : la position substitutionnelle, qui consiste simplement à remplacer un atome de germa-
nium par un atome de manganèse ;
– MnT : la position interstitielle tétraédrique, pour laquelle l’atome de manganèse est dans le
trou le plus évident de la maille diamant ;
– MnH : la position interstitielle hexagonale, où l’atome de manganèse se trouve au centre des
hexagones de germanium ;
– MnV : la lacune dissociée, qui est la position stable d’un atome substitutionnel voisin d’une
lacune de germanium ;
– MnD : la position interstitielle “dumbbell” dans laquelle un dimère Mn-Ge se place sur un
site substitutionnel ;
– MnFFCD : la position FFCD (pour Fourfold Coordinated Point Defect [64]), qui est un défaut
qui conserve le nombre d’atomes et la coordination de chacun. Dans notre cas, l’un des deux
atomes est un manganèse.
Nous nous réfèrerons désormais à ces défauts par les notations données ci-dessus.
Il y a donc trois catégories de défauts : les défauts pour lesquels le nombre d’atomes total est
conservé (MnS, MnFFCD), ceux pour lesquels il est diminué de un (MnV ), et ceux pour lesquels il
augmente de un (MnT , MnH , MnD). Les quatre premiers défauts sont représentés sur la figure V.1,
puisque, comme nous le verrons plus loin, les deux derniers sont instables.
Parmi tous ces défauts, deux sont compatibles avec la microscopie, c’est-à-dire qu’ils ne sortent
pas de la maille diamant lorsque l’on regarde dans la direction [100], comme en microscopie : il
s’agit de MnS et MnT .
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FIG. V.1 – Les défauts ponctuels de manganèse dans le germanium diamant. Seules les configura-
tions stables ont été représentées.
V 1.2) Les paramètres de simulation
Attardons nous un instant sur le détail des paramètres que nous allons utiliser, puisque la si-
mulation de défauts ponctuels n’est pas tout à fait semblable à la simulation de composés définis.
Nous commencerons avec une subtilité concernant le maillage en point-k, puis nous évoquerons
le problème du paramètre de maille de simulation, et nous finirons en exposant notre méthode de
calcul de l’énergie de formation.
Cellule de simulation et maillage en point-k Lorsque l’on étudie un défaut ponctuel, on sou-
haite connaître ses propriétés comme objet isolé. Or, du fait de la méthode employée, la cellule
de simulation est périodiquement répétée dans les trois directions de l’espace. Ainsi, ce n’est pas
un défaut isolé que l’on va simuler, mais un réseau de défauts. Il faut donc choisir une cellule de
simulation suffisamment grande pour que l’interaction du défaut et de ses images ne soit pas trop
importante. Nous avons choisi dans notre étude d’utiliser une boîte cubique qui correspond à 64
atomes de germanium en maille diamant. Les défauts images les plus proches seront donc situés à
environ 11.5Å.
Cette grande distance assure a priori une indépendance assez bonne de chaque défaut, du moins
concernant le champ de déformation. En effet, il faut se rappeler que le germanium est quasi mé-
tallique en DFT, et que d’éventuels états électroniques créés par le défaut, qui devraient être dans
le gap et donc localisés, vont se retrouver au niveau de la bande de conduction du germanium et
risquent de se délocaliser. Afin d’isoler de manière encore plus forte les défauts, il faut aller à l’en-
contre de ce que l’on cherche dans le cas des composés définis, c’est-à-dire essayer de réduire au
maximum la densité du maillage en point-k (pour ne pas tenir compte de la dispersion de la bande
de défaut), et utiliser les point-k spéciaux [118]. Il faut donc faire un compromis entre précision du
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calcul et nombre de point-k. Nous avons choisi pour nos simulations un maillage qui assure une
erreur inférieure à 5 meV/atome sur l’énergie et 0.05% sur le paramètre de maille du germanium.
Ce maillage se traduit par seulement 4 point-k sur la cellule de 64 atomes (un seul point-k inéqui-
valent par symétries). Ce maillage est équivalent, pour la cellule unité à deux atomes du germanium
diamant, à une grille de Monkhorst-Pack [124] de 4×4×4 avec les 4 décalages conseillés pour la
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Nous avons évalué l’impact du choix des point-k en faisant des simulations avec un maillage
plus dense : 6× 6× 6 avec les 4 décalages. Il apparaît que l’erreur principale est observée sur
le moment magnétique porté par les défauts, puisque celui-ci est entier pour le maillage grossier,
mais devient fractionnaire ici. Or, cela ne semble pas possible pour un défaut isolé. Cette baisse
du moment magnétique est due à une hybridation avec les défauts images, qui a par ailleurs pour
conséquence de faire baisser l’énergie de formation d’environ 0.2 eV, et de modifier la distance
Ge-Mn de 0.1% à 0.4%. Ces résultats confirment l’importance de ce point de méthode dans les
calculs.
Paramètre de maille et contrainte Comme nous l’avons vu dans la partie IV 2.2), le paramètre
de maille d’équilibre du germanium calculé par DFT est quasiment 2% supérieur à sa valeur expé-
rimentale. La question se pose donc de la valeur à utiliser pour calculer les propriétés des défauts.
En effet, nous avons vu que pour les propriétés magnétiques par exemple, il était préférable d’uti-
liser les valeurs expérimentales. Si on s’intéresse aux déformations et aux énergies élastiques au
contraire, il semble plus indiqué de se placer à l’équilibre de la méthode. C’est le choix que nous
avons fait, car nous souhaitons connaître la variation des propriétés des défauts avec la contrainte.
Nous avons utilisé la valeur de 5.767 Å pour le paramètre de maille de simulation à l’équilibre.
Nous avons effectué pour chaque défaut 5 calculs à 5 paramètres de maille différents :
– -4% (∼ +10 GPa) ;
– -2% (∼ +4 GPa) ;
– 0% (∼ 0 GPa) ;
– +2% (∼ -3 GPa) ;
– +4% (∼ -5 GPa) ;
Ces 5 simulations vont nous permettre d’évaluer la variabilité de nos résultats en fonction de la
contrainte, et donc par la même l’erreur éventuellement induite par le problème du paramètre de
maille. Ces valeurs ne sont toutefois pas vraiment représentatives de potentielles contraintes appli-
quées au substrat. On voit bien qu’une déformation isotrope en tension de -5 GPa n’est pas réalisable
expérimentalement. De même, les déformations rencontrées dans les systèmes expérimentaux sont
souvent uni- ou biaxiales alors que nous n’utilisons ici que des déformations isotropes. Nous nous
bornerons donc à tirer des tendances générales sur l’effet des contraintes, sans entrer excessivement
dans des détails.
Le calcul de l’énergie de formation L’une des valeurs les plus importantes pour notre étude
est bien sûr l’énergie de formation des défauts. Nous allons la calculer de la manière (classique)
suivante :
EF = Etot −NMn.µMn−NGe.µGe (V.1)
avec EF l’énergie de formation du défaut, Etot l’énergie totale de la cellule, NMn et NGe le nombre
d’atomes de manganèse et germanium respectivement, et µGe le potentiel chimique du germanium
dans le système, calculé à partir de l’énergie de la même boîte sur le même paramètre de maille mais
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sans le défaut (µGe = E64tot /64). Reste alors à définir µMn. Mais plusieurs configurations de référence
du manganèse sont utilisées dans la littérature :
– l’atome isolé ;
– le manganèse en position substitutionnelle [200, 17] ;
– la structure GeMn zinc-blende ;
– la phase haute température Mn γ [40] ;
– la phase haute pression GeMn B20 [117, 43].
Certains auteurs [201, 34] font même le choix de ne pas prendre de référence, et ne donnent que
des différences d’énergies de formation. Ces nombreuses références, illustrées sur la figure V.2,
montrent bien le caractère délicat de ce problème.
FIG. V.2 – Le choix de l’énergie de référence pour le manganèse : beaucoup de possibilités ont été
utilisées, une seule semble naturelle.
Nous n’avons en fait utilisé aucune de ces solutions. Nous sommes simplement partis du prin-
cipe que l’énergie de formation devait être calculée par rapport à la configuration la plus stable
utilisant les mêmes atomes. Or, si on dilue un peu de manganèse dans le germanium et que l’on
fait un recuit, on finit toujours par obtenir du germanium diamant avec des inclusions de Mn11Ge8.
Dans ce système à l’équilibre (Gediam ⇀↽ Mn11Ge8), on peut alors déterminer le potentiel chimique
du germanium et du manganèse (voir Equ. IV.4 et Fig. IV.20). Il suffit pour cela de prendre l’in-
tersection entre la droite du Gediam et celle du Mn11Ge8 sur le diagramme de phase de simulation
représenté sur la figure IV.6. Nous avons décrit une procédure similaire dans la partie IV 4.3).
Nous ne savons pas vraiment pourquoi cette référence, qui semble pourtant être la plus naturelle,
n’a pas été utilisée jusqu’à présent. Cela est peut-être dû à la taille trop importante de la cellule
élémentaire du composé Mn11Ge8 pour certaines méthodes, ou pour certains moyens de calculs.
Cependant, la solution la plus proche serait simplement d’utiliser le composé Mn5Ge3, qui est bien
plus petit et facile à simuler. L’erreur ne serait alors d’une dizaine de meV, contre plusieurs eV pour
certaines références proposées.
V 1.3) Les résultats
Nous allons maintenant détailler les résultats énergétiques, structuraux et magnétiques obtenus
pour les défauts simples MnS, MnT , MnH et MnV . En effet, les défauts MnD et MnFFCD sont in-
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stables, et le germanium du dimère se replace toujours sur son site du réseau diamant. On obtient
dans le premier cas MnT et dans le deuxième MnS.
L’énergie de formation La caractéristique la plus importante des défauts est bien sûr leur énergie,
puisqu’elle va déterminer ceux dont on peut penser qu’ils existent, et à quelle concentration. Les
valeurs reportées sur le tableau V.1 montrent que la position la plus stable pour un atome de man-
ganèse dans la maille diamant est la position substitutionnelle (MnS), suivie des deux interstitiels
MnT et MnH , et de la lacune dissociée MnV qui a l’énergie de formation la plus haute. Concernant
l’ordre de stabilité que nous venons de donner, nous avons déjà mentionné dans le chapitre I qu’il
n’était pas tant dû à une variation de l’affinité du manganèse avec le germanium, qu’à un effet de
l’énergie de liaison interne au semiconducteur [117]. Quoi qu’il en soit, ces énergies sont grandes,
puisque la valeur minimale atteint 1.5 eV. Les valeur disponibles dans la littératures (Tab.V.1) ont
été calculées avec des maillages en point-k beaucoup plus fins, ce qui a pour conséquence, comme
nous l’avons nous-mêmes observé, d’augmenter sensiblement l’énergie de formation.
Défaut ∆N EF (eV)
Ce travail Ref.[117]a Ref.[40]a
MnS 0 1.5 1.6 2.0
MnT +1 2.0 2.3 3.0
MnH +1 2.3
MnV -1 2.8
TAB. V.1 – Les énergies de formation des défauts simples de manganèse dans une matrice diamant
de germanium, calculées sur le paramètre de maille d’équilibre de la méthode. ∆N est la variation
du nombre d’atomes induite par le défaut par rapport au germanium diamant.
aLes résultats présentés ont été retraités pour corriger la différence de référence.
Si on s’intéresse maintenant à l’évolution de ces énergies de formation avec la contrainte, on ob-
tient des variations sensibles qui sont illustrées sur la figure V.3. On peut voir que le comportement
des défauts est très différent selon leur type : i) les interstitiels sont stabilisés par l’augmentation
du paramètre de maille, ii) les lacunes le sont inversement par compression de la maille, et iii)
la substitution ne semble pas affectée. Tout cela semble assez logique : la contrainte créée par le
défaut se répercute sur la matrice, et vient compenser ou aggraver la déformation, faisant baisser
ou monter l’énergie élastique. Cette forte dépendance au paramètre de maille de la matrice a de
grandes conséquences. En effet, si le défaut le plus stable en l’absence de contrainte est la position
substitutionnelle (MnS), l’application d’une déformation isotrope de +2% sur le paramètre de maille
(pression de -3GPa) suffit à stabiliser l’interstitiel tétraédrique (MnT ). De même, une compression
isotrope de -2.3% (+5 GPa) favorise la formation de la lacune dissociée.
Le manganèse substitutionnel porte, aujourd’hui encore, beaucoup d’espoirs, puisque sa dilu-
tion dans la matrice de germanium donne numériquement des propriétés électroniques [153, 162,
40] et magnétiques [153, 136, 49, 162, 102, 40, 35] remarquables. Mais les difficultés expérimen-
tales à diluer le manganèse en quantité suffisante ont vite poussé les théoriciens à rechercher des
solutions pour favoriser ce défaut. Il a ainsi été proposé d’utiliser un substrat de paramètre de maille
inférieur au germanium pour faire croître la couche de GeMn, afin de stabiliser la position substitu-
tionnelle. Le substrat proposé était le silicium, dont le paramètre de maille est environ 4% inférieurs
à celui du germanium. On se rend compte avec la figure V.3 que cette solution risque de ne pas être
aussi efficace qu’escomptée. En effet, si dans une telle expérience la contrainte n’est évidemment
pas isotrope comme dans nos calculs, et n’atteint certainement pas 3%, la tendance a tout de même
de grandes chances d’être identique, à savoir que :
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FIG. V.3 – Évolution de l’énergie de formation en fonction de la déformation appliquée au germa-
nium, pour les différents défauts ponctuels de manganèse. L’énergie de la lacune de germanium a
été ajoutée pour comparaison.
1. la position substitutionnelle du manganèse n’est pas stabilisée par la contrainte, puisque son
énergie reste identique ;
2. si une compression favorise la substitution par rapport à l’interstitiel, elle la défavorise par
rapport à la lacune dissociée.
Quoi qu’il en soit, il faudrait faire des calculs de déformations biaxiales pour pouvoir tirer des
conclusions plus définitives.
Nous allons maintenant retourner le problème de l’énergie de formation, et parler de l’énergie de
cohésion. Cette énergie est calculée en mesurant l’énergie gagnée par un atome dans une structure
donnée en partant de l’atome isolé. Nous avons calculé l’énergie de cohésion du manganèse dans les
composés Mn11Ge8 et Mn α, ainsi que pour les quatre défauts. Les résultats sont représentés sous
forme d’histogramme sur la figure V.4. On voit tout de suite la grande différence de cohésion qu’il
y a entre les composés définis et les défauts. Ce que nous souhaitons montrer ici est le caractère tout
à fait instable des défauts ponctuels de manganèse.
Évaluation de la solubilité Nous venons de calculer l’énergie de formation de différents dé-
fauts créés par un atome de manganèse dans la matrice de germanium. Nous pouvons donc mainte-
nant évaluer la concentration à l’équilibre de ces défauts, et donc la solubilité du manganèse dans
le germanium. Des expériences pour mesurer cette concentration ont été réalisées dans les années
1950 [188]. Elles consistaient à extraire un cristal de germanium à partir d’un bain de germanium
liquide dans lequel se trouvait environ 1% de manganèse [175]. La température de l’expérience était
la température de fusion du germanium, soit 938°C.
Nous allons utiliser un modèle thermodynamique simple [117], dans lequel chaque site peut
prendre deux états :
– le site est peuplé par un germanium, et l’énergie est 0 ;
– le site est peuplé par un manganèse, et l’énergie vaut EF ;
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FIG. V.4 – Énergie de cohésion du manganèse dans différents composés.
Nous n’avons considéré que le défaut MnS, puisque les autres ont des énergies de formation bien
supérieures, ce qui se traduirait par une proportion négligeable devant celle de MnS. Le modèle
thermodynamique mis en équation donne la solubilité du manganèse (qui est la probabilité qu’un









avec EF l’énergie de formation du défaut, kB la constante de Boltzmann et T la température.
En prenant comme valeurs numériques EF=1.5 eV et T=1211 K (938°C), on obtient S=6x10−7, à
comparer à la valeur expérimentale 1x10−8 [188]. Nos calculs trouvent une solubilité du manganèse
très faible en accord avec les expériences, mais dont la valeur est différente de pratiquement deux
ordres de grandeur. Si on inverse la formule V.2, on trouve alors une énergie de formation effective
de 1.9 eV dans les expériences. On peut attribuer cette erreur bien sûr à notre méthode de calcul
DFT, ou à la non prise en compte de l’agitation thermique dans le calcul de l’énergie, mais aussi à de
potentiels effets dynamiques dans l’expérience, puisqu’il y est observé une variation de la solubilité
avec la vitesse d’extraction du cristal de germanium. Quoi qu’il en soit, ce résultat expérimental
n’est pas en contradiction avec notre évaluation, au contraire.
Le magnétisme Le but des DMS est, rappelons-le, de doper les semiconducteur avec des impu-
retés magnétiques. Le moment est donc une valeur importante pour d’éventuelles applications. Les
propriétés calculées sont rassemblées dans le tableau V.2. Le manganèse en position substitution-
nelle porte un moment de 3µB, en accord avec les travaux théoriques antérieurs [153, 136, 162]. Les
deux interstitiels portent un moment de 5µB, alors que certaines études [162] donnent la valeur de
4µB. Il s’avère que ces études ont utilisé un maillage en point-k trop fin, ce qui a pour conséquence
de relier les défauts image. L’utilisation d’une boîte de simulation plus grande confirmerait la valeur
de 5µB. Enfin, le moment de la lacune dissociée atteint 4µB.
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Grâce au moment magnétique, on peut avoir une idée de l’hybridation des orbitales 3d du
manganèse. Ainsi, pour le manganèse substitutionnel, la valeur de 3µB correspond à l’utilisation
de 2 électrons de la couche 3d pour faire une hybridation sp3 entre les orbitales 4s et 4p, et leur
équivalent chez les 4 atomes de germanium voisin. Pour les interstitiels au contraire, il semble que la
couche 3d du manganèse ne soit que peu influencée par l’environnement cristallin. L’interprétation
de la valeur du moment de la lacune dissociée est difficile dans la mesure où nous ne voyons pas de
modèle simple pour l’expliquer.
La sensibilité du magnétisme aux déformations du germanium est illustrée sur la figure V.5. Le
manganèse substitutionnel n’est là encore pas influencé par la contrainte. Pour les autres défauts
au contraire, l’augmentation du paramètre de maille se traduit par une augmentation du moment






















FIG. V.5 – Évolution du moment magnétique des défauts en fonction de la déformation appliquée
au germanium, pour les différents défauts ponctuels de manganèse.
Défaut ∆N EF Moment DMn−Ge(déf.)
(eV) (µB) (Å)
MnS 0 1.5 3 2.453 (-1.8%)
MnT +1 2.0 5 2.586 (+3.6%)
MnH +1 2.3 5(4.8) 2.518 (+5.2%)
MnV -1 2.8 4(4.2) 2.761 (-12.1%)
TAB. V.2 – Les propriétés des défauts simples de manganèse dans une matrice diamant de germa-
nium, calculées sur le paramètre de maille d’équilibre de la méthode. ∆N est la variation du nombre
d’atomes induite par le défaut par rapport au germanium diamant. La déformation est calculée par
rapport aux distances avant relaxation. Le moment est calculé sur toute la cellule de simulation. Les
valeurs de moment fractionnaires entre parenthèses ont été calculées en utilisant un “smearing” de
300K.
Les résultats structuraux Les défauts ponctuels ont un impact fort sur la structure locale du
cristal. Les interstitiels ont tendance à écarter les premiers voisins, tandis que la lacune les attire.
Le substitutionnel attire lui aussi ses quatre premiers voisins, mais plus faiblement. Les résultats,
en accord avec la littérature lorsqu’elle existe, sont là aussi rassemblés sur le tableau V.2.
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Le comportement des défauts avec la contrainte est illustré par la figure V.6. On remarque que,
mis à part pour MnV , les courbes sont quasiment parallèles, ce qui signifie que la contrainte a
peu d’effet sur l’arrangement des atomes autour des défauts. Cela montre aussi que le choix du
paramètre de maille d’équilibre n’est pas très important pour les trois premiers défauts. Concernant
MnV , il semble que la liaison qui se crée entre le manganèse et les atomes de germanium voisins





























FIG. V.6 – Évolution de la distance 1er voisin en fonction de la déformation appliquée au germa-
nium, pour les différents défauts ponctuels de manganèse. La ligne en pointillés marque la distance
Ge-Ge dans le diamant.
Nous avons vu dans la partie I 3.1) que les mesures XAS trouvaient une distance Mn-Ge supé-
rieure à la distance Ge-Ge. Il semblerait donc que l’hypothèse de défauts simplement substitution-
nels ne soit pas compatible. Cependant, nous avons vu que le paramètre de maille du germanium
était surestimé à +1.9% par la GGA, alors que celui du manganèse était sous-estimé à -2.4%. Dans
ces conditions, on peut se demander si la contraction observée autour du manganèse en position
substitutionnelle (MnS) n’est pas un simple effet de la méthode. Et en effet, l’utilisation du for-
malisme LDA+U donne un résultat différent, avec une distance Ge-Mn qui augmente avec U et
dépasse rapidement la distance Ge-Ge. Cependant, cela s’accompagne d’une augmentation du mo-
ment magnétique au-delà de 3µB. Or, la GGA donne un moment de 3µB même pour des distances
Mn-Ge grandes (voir le paragraphe précédent concernant le magnétisme), et on sait qu’elle donne
des résultats plutôt fiables lorsque les paramètres structuraux sont bons, ce qui doit être le cas pour
une valeur de la gamme. Donc le moment magnétique du manganèse substitutionnel est 3µB, et
comme la LDA+U trouve autre chose, elle doit se tromper et elle n’est donc pas la bonne solution.
Quoi qu’il en soit, si cette contraction trouvée numériquement est abondamment documentée,
nous n’avons trouvé aucune étude qui parvienne à s’affranchir suffisamment de ce problème de
fonctionnelle pour affirmer un résultat. Quant aux mesures expérimentales, certaines trouvent une
contraction [37, 177], d’autres une dilatation [133, 136, 172, 36, 173, 86], le tout rendu plus com-
plexe par la présence éventuelle de précipités. Ce problème reste donc à ce jour ouvert.
À retenir Nous venons d’étudier les défauts isolés simples créés par un atome de manganèse dans
la matrice de germanium. Il apparaît que le défaut le plus stable est le substitutionnel (MnS), avec
une énergie de formation de l’ordre de 1.5 eV, qu’il porte un moment magnétique de 3µB, et que
ses caractéristiques sont peu influencées par la contrainte. La contraction des premiers voisins
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observée numériquement autour du manganèse substitutionnel ne peut pas être confirmée à cause
du problème d’échange corrélation que pose la méthode. Les résultats énergétiques et magnétiques
sont cependant plus certains.
Le deuxième défaut le plus stable est l’interstitiel tétraédrique, avec une énergie de formation
d’environ 2eV et un moment magnétique de 5µB. L’éloignement des premiers voisins de ce défaut
est dans ce cas certain, même si son amplitude reste difficile à estimer.
V 2 Une assemblée de défauts dans la maille diamant
Nous venons d’étudier les défauts isolés de manganèse dans le germanium. Cependant, l’hypo-
thèse que nous souhaitons tester propose une concentration de manganèse supérieure à 30% dans
les nanocolonnes. Nous allons donc voir ce qui se passe lorsqu’on augmente la concentration des
défauts pour atteindre ces valeurs.
V 2.1) Augmenter la concentration des défauts simples
Commençons par voir le comportement des défauts simples que nous avons étudiés avec l’aug-
mentation de leur concentration. Pour faire cette étude, nous avons réduit la cellule de simulation, en
gardant toujours un seul atome de manganèse à l’intérieur. Nous avons utilisé 7 tailles de cellules,
qui sont représentées sur la figure V.7, et qui nous ont permis de faire varier la concentration en
manganèse de 0.5% à 50% (la zinc-blende). Nous avons choisi ces cellules aux formes non triviales
pour éloigner le plus possible les défauts de leurs images, dans toutes les directions, afin de simuler
un mélange le plus uniforme possible.
FIG. V.7 – Les boîtes de simulation utilisées pour augmenter la concentration des défauts. Sont
aussi reportés le nombre d’atomes dans la boîte de simulation (Natomes, la concentration en man-
ganèse dans le cas du défaut substitutionnel ( [Mn] ) et la distance minimale entre le défaut et ses
images (dMn−Mn).
Grâce à ces simulations, nous avons pu voir l’évolution de l’énergie de formation des défauts
en fonction de leur concentration, ce qui est représenté sur la figure V.8. Nous n’avons fait que deux
points pour la lacune dissociée, car l’encombrement du défaut empêche d’augmenter sa concen-
tration au-delà de 5% sans détruire le réseau diamant. On remarque que tous les défauts ont un
comportement analogue, à savoir que leur énergie de formation augmente avec leur concentration
pour atteindre un maximum autour de 10%, puis diminue pour retrouver sa valeur initiale aux plus
hautes concentrations. Cela est dû à des effets électroniques, et non élastiques, et on peut penser par
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exemple aux interactions magnétiques avec les nombreux défauts image. Quoi qu’il en soit, on en
déduit que les défauts ont tendance à se repousser lorsqu’ils sont concentrés à moins de 10 %, et à
s’attirer au-delà. Il n’y a donc pas de tendance à la ségrégation entre défauts de même nature.
On note par ailleurs que le passage d’une boîte de 64 atomes à une boîte de 216 atomes ne
change pas significativement l’énergie de formation pour MnS, ce qui nous a dissuadé de simuler
les autres défauts avec une si grande boîte. Quoi qu’il en soit, la partie qui nous intéresse ici se























FIG. V.8 – Évolution de l’énergie de formation en fonction de la concentration des défauts de
manganèse.
Si on s’intéresse maintenant à l’évolution du moment magnétique porté par les impuretés, on
observe une rapide diminution avec la concentration (voir Fig. V.9) que l’on explique par l’hybri-
dation des défauts avec leurs images. Encore une fois, on remarque que MnS est le moins influencé,





















FIG. V.9 – Évolution du moment magnétique des défauts en fonction de la concentration des défauts
de manganèse.
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Le moment à l’intérieur des nanocolonnes ne semble donc pas pouvoir atteindre 5µB par atome
selon ce modèle, mais devrait atteindre au maximum 3µB par atome.
V 2.2) Coupler deux défauts : les dimères
Nous venons de voir qu’il n’était pas énergétiquement favorable pour les défauts identiques
de se rassembler en zone plus concentrées. Nous n’avons cependant pas envisagé deux défauts qui
s’agglomèrent directement. C’est ce que nous allons faire ici, en évaluant l’énergie et le magnétisme
de dimères de manganèse, c’est-à-dire deux atomes de manganèse premiers voisins. Il en existe
plusieurs types, selon la position dans la maille de chaque atome de manganèse :
– Mn2S : deux substitutionnels ;
– Mn2T : deux interstitiels ;
– MnST : un substitutionnel et un interstitiel ;
– MnD : les deux atomes du dumbbell sont des manganèses ;
– MnFFCD : les deux atomes du FFCD sont des manganèses.
Les dimères MnV +MnT et MnS+MnH sont instables, et relaxent vers Mn2S et MnST respectivement.
Nous avons testé pour chaque dimère la configuration ferromagnétique et antiferromagnétique. Les
calculs ont été fais dans des boîtes de 32 atomes. Les résultats sont rassemblés dans le tableau V.3.
Défaut ∆N EF ∆ f−a f Mtot DMn−Mn(déf.)
(eV/Mn) (eV) (µB) (Å)
MnSa 0 1.7 - 3 -
Mn2S 0 1.7 -0.8 0 2.00 (-20.0%)
Mn2T +2 2.2 0.2 7 2.52 (+0.1%)
MnST +1 1.3 -0.3 0.3 2.45 (-2.0%)
MnD +1 2.4 -0.1 0 2.31 (-7.4%)
MnFFCD +0 1.9 -0.6 0 2.34 (-6.5%)
TAB. V.3 – Les propriétés de différents dimères de manganèse dans une matrice diamant de germa-
nium, calculées sur le paramètre de maille d’équilibre de la méthode. ∆N est la variation du nombre
d’atomes induite par le défaut par rapport au germanium diamant. L’énergie de formation EF est
l’énergie de la configuration magnétique la plus stable. ∆ f−a f est la différence d’énergie entre la
configuration ferromagnétique et antiferromagnétique. Mtot est le moment total du dimère, calculé
sur toute la cellule de simulation.
aSimulé dans une cellule de 32 atomes.
Trois points sont importants. Tout d’abord, il apparaît possible de faire baisser l’énergie de for-
mation en mettant côte à côte un manganèse en position substitutionnelle et un en position intersti-
tielle, ce qui a déjà été montré [136, 39, 41]. La baisse est sensible puisqu’elle atteint 0.4 eV/atome
(énergies à comparer avec les boîtes de 32 atomes). Ensuite, les dimères sont globalement tous an-
tiferromagnétiques, ce qui se traduit par un moment total nul ou quasiment, sauf Mn2T qui exhibe
un moment magnétique total de 7µB (3.5µB / Mn). Mais ce défaut a une énergie de formation très
haute. La contribution du magnétisme à l’énergie totale est par ailleurs importante puisqu’elle at-
teint 0.8 eV pour Mn2S. L’impact sur la distance Mn-Mn est aussi très importante, puisque celle-ci
varie de près de 30% entre les deux configurations magnétiques pour MnFFCD. Enfin, la distance
entre manganèses dans les dimères antiferromagnétiques est toujours plus courte que la distance
Ge-Ge dans le diamant, et les amplitudes observées (entre -2% et -20%) impliquent que ça ne peut
pas simplement être une erreur de la méthode. Il y a bien un fort rapprochement des atomes de
manganèse premiers voisins lorsqu’ils portent des spins antiparallèles.
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L’évolution des énergies de formation des dimères en fonction de la déformation du substrat
(Fig. V.10) ne montre rien de particulier, si ce n’est des comportements là encore dictés par des
effets élastiques, comme proposé précédemment pour les défauts simples. On peut tout de même





















FIG. V.10 – Évolution de l’énergie de formation par manganèse en fonction de la déformation
appliquée au germanium, pour les différents dimères de manganèse. Les lignes pleines et pointillées
sont les configurations antiferromagnétiques et ferromagnétiques respectivement.
V 2.3) Des amas encore plus gros ?
Nous avons essayé de rassembler 3, 4, 5, ... atomes de manganèse pour former des super-défauts.
Nous ne décrirons pas en détail ces calculs, car nous avons rapidement vu apparaître une règle très
simple : plus le super-défaut rassemble d’atomes de manganèse, plus l’énergie de formation par
atome baisse. On peut le voir de deux façons. Les défauts ont naturellement tendance à s’agglomérer
pour faire baisser leur énergie, comme par exemple les lacunes dans le silicium[32]. On peut aussi
voir ce phénomène comme une séparation de phase entre le germanium diamant et le manganèse
métallique. En effet, lorsque l’on rassemble de plus en plus d’atomes de manganèse, on crée un
noyau de manganèse métallique. On a vu en effet qu’il existait plusieurs phases du manganèse
métal (α, β, γ, δ, γ− δ), qui ont des arrangements atomiques bien différents, mais des énergies de
cohésions assez proches (à 0.2 eV près). Ainsi, un amas désordonné d’atomes de manganèse va-t-il
avoir une énergie peut-être quelques dixièmes d’eV plus haute que les composés stables, mais cela
reste environ 1 eV plus bas que les défauts simples (voir Fig.V.4). Il est donc inutile de chercher un
arrangement particulier, ou une taille limite, qui donnerait une énergie minimale : cela n’existe pas.
La limite posée à la concentration dans cette hypothèse doit donc venir des effets dynamiques de
la croissance, qui empêchent la formation de gros défauts simplement en recouvrant en continu les
défauts avec du germanium.
V 2.4) Une phase de défauts simples
Puisque nous n’avons pas trouvé de défaut particulièrement stable qui pourrait servir de brique
de base à une assemblée de défauts dont la concentration en manganèse dépasse 30%, nous allons
tenter de fabriquer une phase à l’aide des défauts les moins instables, à savoir MnS et MnT (et
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donc MnST ), qui sont par ailleurs les défauts compatibles avec les observations de microscopie
électronique en transmission haute résolution dans la direction [100]. Nous avons pour cela adopté
une approche qui se veut exhaustive, puisque l’intuition n’a pas donné jusqu’à présent de très bons
résultats, et que l’étude sans fin de cas particuliers risque de nous noyer dans des détails inutiles.
Une étude exhaustive, mais limitée L’étude est exhaustive, car nous avons :
– étudié toutes les combinaisons possibles d’interstitiels et de substitutionnels, placés sur dif-
férents sites du réseau diamant, et nous avons nommé ces configurations nT mS ;
– considéré des concentrations en manganèse entre 10% et 50% ;
– relaxé les coordonnées internes ;
– fait les calcule d’abord sur le paramètre de maille expérimental du germanium, puis en lais-
sant relaxer les cellules.
Mais afin de pouvoir réaliser cette étude avec nos moyens de calculs locaux, nous avons dû nous
fixer certaines limites :
– nous avons utilisé des boîtes cubiques de 5.567 Å de côté, qui peuvent contenir 8 atomes de
germanium en phase diamant ;
– nous n’avons peuplé qu’un seul sous-réseau d’interstitiels pour éviter les configurations en
amas ;
– nous n’avons simulé qu’une seule configuration magnétique pour chaque système, que nous
avons définie antiferromagnétique, puisque cela semble être favorable ;
– et bien sûr nous avons gardé une base germanium diamant, c’est-à-dire que nous n’avons pas
essayé les configurations avec des interstitiels de germanium.
Cela nous donne, les doublons symétriques retirés, 27 configurations différentes. Nous avons cette
fois-ci augmenté le maillage en point-k puisque nous ne cherchons plus à isoler les défauts, et nous
sommes passé d’un maillage 4×4×4 à un maillage 6×6×6.
Les résultats Les résultats d’énergie de formation par atome de manganèse en fonction de la
concentration sont présentés sur la figure V.11, où sont aussi rappelés les résultats des défauts
simples pour comparaison.
On peut tirer trois informations de ces résultats :
– l’énergie de formation par atome de manganèse diminue avec la concentration en manganèse ;
– cette énergie est plus basse dans une phase type nT mS que pour des défauts isolés à la même
concentration, et passe en dessous de 1 eV/Mn à 40% ;
– la contribution de l’énergie élastique à l’énergie de formation peut atteindre 0.3 eV/Mn, ce
qui est important, et qui est pénalisant dans le cas d’une croissance contrainte.
nTmS : des configurations intéressantes Si on s’intéresse de plus près aux configurations d’éner-
gie minimale, on observe qu’elles ont deux points communs : i) elles contiennent un peu moins de
substitutionnels que d’interstitiels et ii) les substitutionnels sont premiers voisins des interstitiels,
comme pour former des dimères MnST . On peut décrire le principe structural de ces configurations
grâce aux sous-réseaux du diamant. La maille diamant est en effet un assemblage de deux réseaux




4 ]. Il y a ainsi deux sous-réseaux occupés par des
atomes de germanium, et deux sous-réseaux vides qui sont les sites interstitiels tétraédriques. Les
phases nTmS dont nous parlons consistent à partiellement remplir l’un des sous-réseaux d’intersti-
tiel, et à remplacer partiellement les atomes de germanium de l’un des sous-réseaux du diamant.
Les deux sous-réseaux sont choisis de telle sorte que les manganèses substitutionnels et interstitiels
sont premiers voisins. Il est alors possible de plus ou moins remplir chaque sous-réseau, ce qui
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FIG. V.11 – Évolution de l’énergie de formation en fonction de la concentration des défauts de
manganèse. Les résultats notés aGe sont calculés sur le paramètre de maille expérimental du ger-
manium, alors que les points alibre sont issus de calculs où la cellule est également relaxée. Dans le
cas d’une croissance contrainte, ce sont les résultats aGe qui importent.
FIG. V.12 – a) Le positionnement des atomes de manganèse dans la maille diamant, pour la confi-
guration 4T2S (4 MnT , 2 MnS), cas particulier de nTmS. Les cubes représentent les atomes de man-
ganèse en positions interstitielles tétraédriques. b) Le moment magnétique porté par les atomes de
manganèse.
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donne des configurations du type 3T1S, 3T2S, 4T2S, 4T3S. La configuration 4T2S (4 MnT , 2 MnS,
concentration en manganèse de 50%) est représentée sur la figure V.12 a).
Revenons aux propriétés de ces phases nTmS. La présence d’interstitiels provoque un augmen-
tation du paramètre de maille entre +3% et +4% selon les configurations. Une étude plus appro-
fondie du magnétisme de la configuration de la figure V.12 a) nous apprend que le magnétisme est
déterminé par l’interaction antiferromagnétique entre les manganèses substitutionnels et les manga-
nèses interstitiels, comme dans le dimère MnST . De fait, les substitutionnels sont ferromagnétiques
entre eux, de même que les interstitiels, comme indiqué sur la figure V.12 b). Or, les seconds étant
plus nombreux que les premiers, il en résulte un moment moyen de 1 µB/Mn. Ce caractère ferrima-
gnétique est partagé par les configurations similaires.
Ces composés étant magnétiques, nous avons essayé d’en évaluer la température de Curie. La
première approche a consisté à simplement utiliser des configurations particulières (comme par
exemple la maille 4T2S) pour trouve une température de Curie. Le résultat a été pour tous nos cal-
cul un magnétisme fortement non colinéaire, et ce quels que soient les paramètres choisis (maille,
relaxation interne, chimie, ...). Cependant, il est très difficile d’appliquer notre méthode qui exige
des coordonnées précises à un composé fluctuant à la fois en structure et en chimie. Par ailleurs,
étudier la variabilité des résultats s’est avéré très difficile à cause du trop grand nombre de degrés
de liberté de la structure. Nous avons donc par la suite choisi de simuler un environnement moyen
à l’aide de la méthode CPA (voir la partie II 3), en peuplant tous les sites interstitiels avec du man-
ganèse (comme sur la figure V.12 a) ) et en peuplant tous les sites substitutionnels du sous-réseau
de premiers voisins avec un mélange de manganèse et de germanium. Par des considérations de sy-
métrie, les coordonnées atomiques sont celles du cubique à faces centrées FCC parfait. Nous avons
obtenu pour cette simulation une température de Curie d’environ 800K. Ce résultat est évidement à
relativiser, ne serait-ce qu’à cause des problèmes de percolation que notre méthode ne prend pas en
compte. Quoi qu’il en soit, les deux résultats obtenus sont assez opposés, et il est difficile de tirer
de conclusion claire. On peut supposer que la vérité se trouve entre les deux, à savoir un matériau
ferrimagnétique avec une température de Curie de plusieurs centaines de K.
V 2.5) Conclusion sur les phases à base de défauts
Des propriétés compatibles avec les expériences La famille de phase la plus intéressante semble
être nT mS, qui possède des propriétés chimiques, structurales et magnétiques qui rappellent les
données expérimentales :
– la gamme de concentration est en accord avec les valeurs expérimentales de 30% à 50% ;
– la présence d’interstitiels fait augmenter la compacité comme envisagé dans la partie IV 1.3) ;
– la position des atomes dans la maille ainsi que le désordre chimique lié à toutes les configura-
tions nTmS la rendent trop proche du germanium diamant (voir Fig.V.13) pour être détectée
en microscopie ou en diffraction1 ;
– l’augmentation du paramètre de maille due à la présence d’interstitiels est compatible avec
la dilatation de 4% observée expérimentalement et la création de dislocations pour relaxer la
contrainte ;
– la spectroscopie de rayon X semble aussi compatible (nous y reviendrons dans la partie sui-
vante) ;
– la phase est magnétique alors que les interactions Mn-Mn sont antiferromagnétiques. Le mo-
ment moyen de 1 µB et la température de mise en ordre de 200 K sont en bon accord avec les
mesures.
1La diffraction a été effectuée en incidence rasante pour maximiser la contribution de la couche GeMn (par rapport
au substrat), mais cela limite les résultats au plan [HK0], ce qui revient à projeter tous les atomes dans le plan [001].
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Bref, il semble que l’hypothèse d’une phase obtenue par assemblage de défauts simples soit la
bonne.
FIG. V.13 – Comparaison des mailles du germanium pur et de 4T2S vues selon la direction de
croissance [001]. Il n’y a pas de grande différence, ce qui explique, avec le désordre chimique lié à
nTmS, que la microscopie ou la diffraction ne décèlent rien de particulier.
Des résultats énergétiques en contradiction Il y a néanmoins un problème concernant l’énergie.
En effet, si on reprend les résultats d’énergie de formation par manganèse, et qu’on trace cette fois
l’énergie de formation du système, c’est-à-dire simplement le coût énergétique de la phase créée (et
non plus des défauts de manganèse), on obtient le graphique V.14.
FIG. V.14 – Évolution de l’énergie de formation du système en fonction de la concentration en
manganèse.
Les trois hypothèses que nous venons d’étudier sont représentées sur la figure V.14. On constate
qu’à basse concentration, l’énergie du système augmente linéairement avec la concentration en
manganèse. C’est naturel, puisque chaque atome de manganèse coûte une certaine énergie qui varie
peu. On entre ensuite dans les configurations nTmS, pour lesquelles l’énergie du système atteint
un maximum à 400 meV/atome entre 30% et 40%, puis diminue pour revenir aux alentours de 300
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meV/atome pour des concentrations de 50%. Il faut bien comprendre ce que cela signifie : cette
phase à base de défauts de manganèse est métastable de plus de 300 meV/atome par rapport à la
décomposition en Gediam + Mn11Ge8. C’est une énergie énorme. Par comparaison, la décomposition
la plus brutale en Gediam + Mnγ, c’est à dire séparer le atomes pour former deux corps purs, coûte
moins de la moitié.
Un autre problème se pose. La concentration dans les nanocolonnes semble être à peu près
constante quelle que soit leur taille (sauf les colonnes amorphes, voir partie I 3). Cela signifie donc
a priori qu’il y a une concentration pour laquelle l’énergie du système présente un minium, au moins
local, comme le suppose la théorie de la décomposition spinodale (voir [47]). Sinon, il n’y aurait pas
de raison de “s’arrêter” à cette concentration. Or, on ne voit pas un tel minimum sur la figure V.142.
Au contraire même, la plage de concentration expérimentale semble être située sur le maximum de
l’énergie du système. Les résultats énergétiques ne sont donc pas compatibles avec la formation de
nanocolonnes de concentration relativement fixe entre 30% et 50%.
À retenir Nous avons étudié l’hypothèse d’une phase formée à partir de défauts ponctuels concen-
trés, et il apparaît que l’énergie de formation d’une telle phase est inférieure à celle d’un système
où les atomes de manganèse sont dilués dans la matrice. Cela justifie donc la formation de zones
riches en manganèse. Il semble de plus que les propriétés physiques d’un telle phase sont compa-
tibles avec les mesures expérimentales, que ce soit au niveau de la structure ou du magnétisme.
Cependant, une étude plus poussée de l’énergie totale du système révèle un problème de cohérence
avec les expériences, qui empêche de comprendre la saturation de la concentration en manganèse
des nanocolonnes, et interdit un processus de décomposition spinodale.
V 3 Analyse des données de spectroscopie d’absorption de rayons X
Nous avons déjà évoqué dans la partie I 3.1) des résultats de spectroscopie d’absorption de
rayons X (XAS), mais il s’agissait de résultats préliminaires, et une nouvelle campagne de mesure
au seuil K du manganèse a été réalisée pendant le déroulement de la thèse. Nous allons tout d’abord
présenter ces résultats, puis nous les comparerons aux simulations des défauts et des phases que
nous avons envisagées dans ce chapitre.
V 3.1) Les résultats expérimentaux
Les expériences ont été réalisées sur la ligne “GILDA” du CRG (Italian Collaborating Research
Group) à l’ESRF (European Synchrotron Radiation Facility) à Grenoble, par Mauro Rovezzi et
Francesco d’Acapito, en collaboration avec Thibaut Devillers, André Barski et Matthieu Jamet. Les
expériences et les résultats présentés ici sont décrits de manière plus précise et plus complète dans
la thèse de Mauro Rovezzi [150]. Par ailleurs, une partie de ces résultats a été publiée [151].
L’idée de ces expériences était d’étudier l’évolution de l’ordre local autour du manganèse en
fonction des conditions de croissance. Ainsi, 6 échantillons contenant 6% de manganèse ont été
produits avec pour chacun une température de croissance différente, variant de 120°C à 150°C3.
Parallèlement, 3 autres échantillons ont été fabriqués à 125°C, en utilisant des concentrations de
manganèse allant de 0.1% à 20%. Ils ont ensuite été analysés par spectroscopie d’absorption de
2L’énergie continue de diminuer pour les concentrations supérieures à 50%.
3La température est une estimation faite à partir du courant envoyé dans la résistance de chauffage du support de
croissance. Les valeurs absolues sont donc sujettes à caution.
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rayons X (XAS), qui est un outil de choix pour ce genre d’étude. Les spectres EXAFS extraits sont
présentés sur la figure V.15.
FIG. V.15 – Les spectres EXAFS des échantillons selon leurs conditions de croissance (tiré de
[150]). Le spectre du Mn5Ge3 a été ajouté pour comparaison. Les 4 lignes en pointillés soulignent
la modification progressive du signal à bas k.
Les spectres montrés sur la figure V.15 semblent tous assez proches les uns des autres, et seule
l’apparition d’une double bosse à bas k, dont l’un des sommets grandit avec la température de
croissance, paraît être le signe d’une évolution notable. Nous voyons deux explications possibles à
ce phénomène :
1. la bosse qui “pousse” signale l’apparition du composé Mn5Ge3, puisque le spectre de ce
dernier présente lui-même une bosse à cet endroit. Il a en effet été montré grâce à des mesures
magnétiques (rappelées dans la partie I 3.2)) que des précipités de Mn5Ge3 se formaient
dès 130°C, en quantité d’autant plus grande que la température de croissance était élevée.
Cette double bosse pourrait donc simplement être la signature de l’apparition progressive du
composé Mn5Ge3 ;
2. la modification du signal serait due à une modification du rapport surface sur volume des
nanocolonnes en fonction de la température de croissance (l’augmentation de la température
a pour effet de faire grossir les nanocolonnes (voir partie I 3.1)). Ainsi, si le signal des atomes
de manganèse de l’intérieur des nanocolonnes est différent de celui des atomes de manganèse
de l’interface, on devrait observer une modification du signal, sans pour autant avoir une
modification de l’ordre local autour des manganèses.
Nous nous pouvons pas savoir à ce stade de l’étude quelle l’hypothèse est la bonne, mais nous y
reviendrons.
Pour aller plus loin dans l’analyse de ces résultats, les spectres ont été utilisés pour procéder à
des ajustements de modèles de voisins. Notons que des paramètres identiques ont été utilisés pour
faire tous les ajustements (cf Ref. [150] pour plus de détails). Les résultats obtenus sur la distance
des voisins, leur type et leur nombre sont présentés dans le tableau V.4.
On peut tirer plusieurs informations de ces résultats :
– l’utilisation d’une seule couche de voisins ne suffit pas à reproduire les spectres expérimen-
taux ;
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Échantillon Distance (Å) / Coordination
d2 d3 d4 d5
TG = 125 ◦C :
GeMn(0.1%) 2.47(1) 4.2(5)a – – – – 3.57(2) 1.2(4)a
GeMn(1%) 2.48(1) 4.0(5)a – – – – 3.60(4) 0.8(5)a
GeMn(6%) 2.49(1) 4.0(5)a 2.82(4) 0.8(4)c 3.09(4) 0.8(4)c – –
GeMn(20%) 2.49(1) 4.0(5)a 2.82(2) 1.6(2)b 3.10(2) 1.4(3)b – –
Mn 6 % :
GeMn(120◦C) 2.48(1) 4.2(5)a – – – – 3.57(4) 0.7(3)a
GeMn(130◦C) 2.49(1) 4.0(5)a 2.86(5) 1.2(4)c 3.10(5) 1.3(4)c – –
GeMn(135◦C) 2.49(1) 4.0(5)a 2.80(2) 1.0(2)c 3.07(2) 1.2(2)b – –
GeMn(140◦C) 2.49(1) 4.0(5)a 2.80(2) 1.4(2)c 3.06(2) 1.1(3)b – –
GeMn(150◦C) 2.49(1) 4.0(5)a 2.81(2) 3.7(7)b 3.01(2) 2.2(4)b – –
Échantillon de référence :
Ge3Mn5 2.52(1) 5.0(5)d 2.70(5) 1.2(4)a 3.04(5) 8.4(5)b – –
Espèce des atomes voisins : a Ge ; b Mn ; c Ge ou Mn ; d Ge et Mn.
TAB. V.4 – Résultats des ajustements effectués sur les données de la figure V.15. Sont présentés
la distance interatomique, le nombre et l’espèce chimique des atomes voisins. Une couche de 0.2
atome manganèse à une distance de 2.11Å est par ailleurs trouvée, notamment pour l’échantillon à
130°C. Ce tableau est directement tiré de la thèse de Mauro Rovezzi[150].
– on observe toujours une couche principale de 4 voisins à environ 2.49Å, à savoir 1.6% de plus
que la distance Ge-Ge dans le diamant. Cela pourrait correspondre aux 4 premiers voisins du
substitutionnel ou de l’interstitiel tétraédrique ;
– une couche d’environ 1 voisin est aussi présente à 2.82 Å, ce qui correspond à la distance
second voisin de l’interstitiel tétraédrique.
– une couche plus proche de Mn à 2.11Å (non présentée, voir [150]) est trouvée avec une
coordination de 0.2. Cela pourrait correspondre assez bien à la distance Mn-Mn du dimère
Mn2S (voir partie V 2.2)).
– deux autres couches de coordination apparaissent plus ou moins selon les échantillons, à
environ 3.1Å et 3.6Å, que nous attribuons au tétraèdres qui constituent une brique de base du
composé Mn5Ge3 [151].
Il semble donc a priori que ces résultats soient compatibles avec notre modèle nTmS. Cepen-
dant, il se pose plusieurs problèmes. Le premier concerne le nombre de coordination des atomes à
2.5Å. Dans notre modèle 4T2S par exemple, les atomes de manganèse interstitiels ont bien 4 voi-
sins, mais les substitutionnels en ont 8. Ce qui fait une moyenne pondérée de 5.3 voisins. Dans le
modèle 3T2S, on reste à 5.2 voisins. le deuxième problème est lié à l’espèce des atomes premiers
voisins. Car, toujours dans l’exemple 4T2S, les manganèses interstitiels sont entourés de 2 voisins
germanium et 2 voisins manganèse, et les manganèses substitutionnels le sont eux de 4 atomes de
germanium, et 4 atomes de manganèse. La première couche de voisins devrait donc être trouvée
moitié Ge, moitié Mn, et non pas seulement Ge.
On peut cependant noter que le Debye-Waller utilisé (σ21=0.010(3) Å2) est la marque d’un
désordre local assez fort. Or, nous avons déjà mentionné que la prise en compte d’un désordre
structural par une approche thermique harmonique telle que le Debye-Waller risquait de poser pro-
blème, notamment pour l’évaluation du nombre de coordination. Cela pourrait donc peut-être ex-
pliquer partiellement le problème du nombre de voisins. Pour l’espèce chimique cependant, nous
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n’avons pas d’explication.
À retenir Nous venons de voir les résultats expérimentaux de spectroscopie d’absorption de rayons
X, dans leur partie EXAFS. Grâce à des méthodes d’ajustement de modèle, nos collègues expé-
rimentateurs ont pu faire une image assez précise de l’environnement des atomes de manganèse.
Les informations obtenues sont globalement compatibles avec notre modèle nTmS d’assemblage
de défauts interstitiels et substitutionnels. Il reste cependant un problème concernant la première
couche de voisins qui ne sont expérimentalement pas assez nombreux et de type incompatible.
V 3.2) Simulation des composés
Nous allons maintenant adopter la démarche opposée de celle que nous venons de décrire. Nous
allons partir des structures atomiques que nous avons trouvées et en simuler le spectre pour le com-
parer directement à l’expérience. Nous ne serons donc pas quantitatifs, mais seulement qualitatifs.
Nous avons choisi de n’utiliser qu’un seul spectre expérimental pour simplifier la comparaison. Il
s’agit de celui de l’échantillon contenant 6% de manganèse et fabriqué à 135°C, qui est assez re-
présentatif de tous les autres. Nous commencerons par les défauts simples, puis nous testerons le
modèle nTmS.
Les défauts simples Nous avons simulé les spectres XAS des 4 défauts présentés au début de ce
chapitre : MnS, MnT , MnH et MnV . Nous avons utilisé un cycle auto-cohérent préalable au calcul
pour évaluer la partie XANES. Les fenêtres utilisées pour la transformée de Fourier sont identiques
entre l’expérience et les simulations (k=[2 ;13] Å−1]. Nous avons considéré les voisins jusqu’à 6Å.
Ces paramètres seront les mêmes pour toutes les simulations que nous présenterons, et nous ne les
rappellerons donc plus. Les résultats des simulations sont donnés sur la figure V.16.
FIG. V.16 – Les signaux XANES et EXAFS produits par les 4 défauts simples étudiés en début de
chapitre, comparés aux mesures expérimentales. Afin de faciliter la comparaison, l’amplitude des
mesures expérimentales a été augmentée, et les résultats de simulation ont été décalés en ordonnée.
Commençons par le XANES. On note pour les 4 défauts la présence d’un pré-pic4 plus ou
moins prononcé, absent dans les expériences. Par ailleurs, la forme du seuil n’est reproduite que par
MnH , et de façon très approximative. Enfin, les premières oscillations ne sont pas du tout semblables
à l’expérience. En bref, aucun spectre simulé ne ressemble aux données expérimentales.
4Un pré-pic est un pic situé juste avant le seuil d’absorption, dans la monté au premier (vrai) pic.
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Si on regarde maintenant l’EXAFS, les signaux en k sont tous assez différents. Quant à leur
transformée de Fourier, si certains (MnS et MnH) ont une fréquence d’oscillation semblable à l’ex-
périence, ils montrent tous des harmoniques de fortes amplitudes au-delà de 3Å qui sont totalement
absentes des mesures. Là aussi donc, les ressemblances sont faibles.
Nous pouvons donc, à la vue de ces simulations du spectre XAS des défauts simples, exclure
une incorporation majoritaire du manganèse dans la matrice, du moins sous forme de défauts isolés.
Ce résultat ne nous étonne guère, puisque les expériences montraient une concentration en manga-
nèse dans la matrice de germanium inférieure à 1%
Le composé nTmS Pour étudier le spectre du composé nTmS, nous avons simulé deux configu-
rations :
– la configuration 4T2S aux coordonnées internes relaxées, sur le paramètre de maille expéri-
mental du germanium, et qui tient donc dans une cellule de (5.658Å)3 ;
– une configuration mixte de type 4T2S-3T2S (avec donc du désordre chimique) dans une boîte
pour 64 atomes de germanium diamant de taille (2×5.658Å)3, comme illustré sur la figure
V.17. Nous nous sommes efforcé de ne pas remplir les sites de manière symétrique. Les
coordonnées internes ont été relaxées, et le magnétisme est tel que nous l’avons décrit dans
la partie V 2.4).
FIG. V.17 – A gauche, comparaison des mailles du germanium pur et nTmS selon la direction
[001]. A droite, une image en perspective de la boîte utilisée dans la simulation du XAS du nTmS.
Les cubes représentent les interstitiels tétraédriques.
Le choix d’une cellule aussi grande s’est imposé à cause des atomes images induits par la
cellule de (5.658Å)3. En effet, puisque nous considérons des voisins jusqu’à 6Å, nous prenons
automatiquement en compte les 6 atomes images de l’atome diffuseur. Or, cela introduit un artefact
non négligeable dans les calculs. De plus, une cellule aussi petite que (5.658Å)3 ne permet pas de
rendre compte du désordre structural que l’on peut imaginer dans ce type de composé, car beaucoup
de degrés de liberté de déplacement sont bloqués par symétrie. Par ailleurs, nous souhaitions aussi
confirmer que ce modèle était bien compatible avec la microscopie et la diffraction. C’est le cas
pour certaines simulations, comme montré par exemple sur la figure V.17, mais pas pour d’autres
pour lesquelles un effondrement de la structure vers une structure plus désordonnée est observée,
alors même que les calculs sont effectués à température nulle. Nous avons interprété cela comme
une forte métastabilité de la phase constituée de défauts.
Le spectre XAS présenté sur la figure V.18 est obtenu en faisant la moyenne des spectres de
chaque atome de manganèse de la cellule. Il y en a 6 dans la boîte 4T2S, et 46 dans la boîte nTmS.
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FIG. V.18 – Les signaux XANES et EXAFS produits par les phases 4T2S (un cas particulier) et
nTmS (un assemblage de 4T2S et 3T2S avec du désordre chimique), comparés aux mesures expéri-
mentales. Afin de faciliter la comparaison, l’amplitude des mesures expérimentales a été augmen-
tée, et les résultats de simulation ont été décalés en ordonnée.
La partie XANES présente toujours des pré-pics, mais beaucoup moins importants que pour les
défauts seuls. Cependant, ni le seuil d’absorption, ni les premières oscillations ne sont satisfaisants,
même si ces dernières se sont améliorées.
L’EXAFS est quant à lui beaucoup plus intéressant, puisque entre la petite cellule (4T2S) et la
grande cellule (nTmS), les harmoniques à grand R ont pratiquement disparu. C’est d’ailleurs tout à
fait visible dans l’espace k, où l’on n’observe pratiquement qu’une seule fréquence dans le signal
de nTmS. Les données de simulation sont cette fois-ci plus directement comparables à l’expérience,
et accréditent l’hypothèse nTmS.
À retenir La simulation du spectre XAS des défauts isolés montre que ces derniers ne sont pas
la forme majoritaire du manganèse dans les échantillons. L’hypothèse nTmS semble quant à elle
plausible à cause de son spectre EXAFS, mais reste incompatible avec les expériences dans la
partie XANES. Enfin, le désordre a bien l’effet escompté, c’est-à-dire qu’il fait disparaitre les
harmoniques à grande distante du spectre EXAFS.
V 4 Conclusion
Nous avons étudié dans ce chapitre les différentes façons d’incorporer le manganèse dans la
structure diamant du germanium. D’abord en faibles quantités, comme défauts isolés, puis en aug-
mentant leur concentration et en les combinant, et enfin en créant une véritable phase à partir des
défauts substitutionnels et interstitiels.
Nous avons déterminé une façon d’agencer les défauts qui permet de retrouver une grande
partie des propriétés expérimentalement identifiées, tant chimiques (gamme de concentration) que
structurales (compacité, identification à la maille diamant, dilatation du paramètre de maille, spectre
interprété et simulé de l’EXAFS) ou magnétiques (moment magnétique, TC).
Cependant, certains détails semblent montrer que l’hypothèse de l’assemblage de défaut n’est
pas compatible avec les expériences. L’analyse des spectres EXAFS expérimentaux montre par
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exemple une première couche de voisins purement germanium et le spectre simulé de la partie
XANES n’est pas vraiment compatible. Mais c’est l’énergie de formation de la phase qui pose
le plus problème. En effet, non seulement elle est extrêmement haute (jusqu’à rendre la structure
instable), mais surtout son évolution en fonction de la concentration ne présente pas de minimum
autour de 30% – 50% (au contraire), alors que cette caractéristique est indispensable pour mener à
une décomposition spinodale.
Ayant épuisé toutes les possibilité de ce modèle, nous sommes contraints d’explorer d’autres
voies, et nous allons donc dans le chapitre suivant abandonner l’hypothèse de la conservation de la
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Le chapitre précédent était consacré à l’étude de l’intégration du manganèse sous forme de
défauts dans la matrice diamant du germanium. Nous avons cependant poussé cette étude bien au-
delà de ses limites habituelles en terme de concentration en manganèse, portant celle-ci à 50%. Mais
l’énergie de formation extrêmement importante des phases composées de défauts, et surtout l’évolu-
tion de cette énergie en fonction de la concentration en manganèse ne nous semblent pas compatible
avec le modèle de décomposition spinodale utilisé pour expliquer les données expérimentales. Nous
allons donc maintenant nous affranchir de cette hypothèse d’origine expérimentale, et montrer en
quoi des phases ordonnées complètement différentes du germanium diamant peuvent avoir des pro-
priétés énergétiques, structurales, spectroscopiques et magnétiques encore plus compatibles avec
les expériences. Nous poursuivrons avec l’étude des interfaces de ces nouveaux composés avec le
germanium diamant, et nous montrerons comment elles pilotent le système. Nous reviendrons en-
fin sur les résultats expérimentaux que nous expliquerons plus complètement à la lumière de ces
nouvelles données.
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VI 1 De nouveaux composés GeMn riches en germanium
Nous avons jusqu’à présent piloté notre étude par la comparaison aux expériences. Nous allons
maintenant changer d’optique en nous fiant d’avantage aux simulations, et notamment à la valeur
l’énergie, non directement accessible expérimentalement. Nous ferons donc dans cette partie la
sélection des configurations intéressantes sur le critère de l’énergie, puis nous vérifierons dans un
deuxième temps seulement leur compatibilité avec les données expérimentales.
VI 1.1) Exploration des composés possibles
Puisque nous avons abandonné l’hypothèse de la maille diamant, nous devons choisir une nou-
velle stratégie pour explorer le système. Plusieurs possibilités s’offrent à nous :
– adopter une approche exhaustive, à l’image de ce que nous avons fait pour les défauts dans
la partie V 2.4). Prenons le modèle d’exploration le plus simple : une cellule de (5.658Å)3,
les 16 sites substitutionnels et interstitiels, 3 façons de peupler chaque site (vide, Ge ou Mn).
On obtient 43046721 possibilités. En retirant les cellules identiques par translation, par sy-
métries, dont la concentration en manganèse n’est pas comprise entre 20% et 50%, qui sont
trop ou trop peu compactes, il reste environ 2000 configurations, ce qui représente 200000
heures de calcul en prenant en compte la basse symétrie de la plupart de ces configurations.
Il faut par ailleurs calculer les différents ordres magnétiques, éventuellement faire relaxer les
cellules, vérifier les calculs... Bref, c’est difficilement réalisable, pour un résultats par ailleurs
incertain.
– utiliser un algorithme comme USPEX [63], qui permet d’explorer les arrangements atomiques
d’un composé pour déterminer le plus stable. Mais nous ne connaissons ni la stœchimétrie
exacte, ni le nombre d’atomes par cellule unité, ni la taille de la cellule, ni le groupe de
symétrie. A cela s’ajoute aussi le problème des différentes configurations magnétiques. Cela
rendrait au final la recherche extrêmement hasardeuse.
– faire l’exploration des composés ayant une concentration compatible en nous basant sur nos
connaissances du système. Cela permet de ne tester qu’un nombre relativement restreint de
configurations, au prix d’un effort de selection plus important.
Devant l’impossibilité des deux premières solutions, nous avons utilisé la dernière. Pour nous guider
dans cette exploration, nous nous sommes intéressé plus particulièrement aux composés :
– de type AB2 (pour MnGe2), identifiés par la lettre C en notation Strukturbereich ;
– de germanium avec les autres métaux de transition ;
– de silicium avec le manganèse, mais aussi d’autres métaux de transition ;
– d’éléments chimiques des colonnes 21 et 28. Malheureusement, l’élément juste en dessous
du manganèse est le technétium et n’existe pas à l’état naturel.
– d’alliages qui présentent des structures communes avec GeMn, par exemple MnCr (Mn11Cr8
est isostructural à Mn11Ge8, voir IV.1)
– dérivés des phases stables GeMn.
Nous avons ainsi simulé plusieurs dizaines de composés dont nous avons minimisé les coordon-
nées internes, la cellule d’équilibre et trouvé l’ordre magnétique de plus basse énergie (en calculant
plusieurs configurations, parfois à l’aide de supercellules). Nous avons extrait pour chaque composé
l’énergie de formation par rapport à la décomposition Ge + Mn11Ge8, et les avons comparés. Les
résultats pour 17 d’entre eux sont présentés sur la figure VI.1.
Nous ne rentrerons pas dans le détail de tous ces composés puisque seuls les plus stables ont po-
tentiellement un sens physique. Nous allons nous concentrer sur les trois composés les plus stables
dont la concentration est supérieure à 30% et inférieure à 50%. Il s’agit de MnGe2 C16, MnGe2 α
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FIG. VI.1 – Énergie de formation de différents composés que nous avons testés, en fonction de la
concentration en manganèse. La gamme d’énergie des composés trouvés pour l’hypothèse diamant
est aussi représentée.
(à ne pas confondre avec Mn α) et Mn4Ge7. Nous mentionnons aussi le composé hexe, car nous en
reparlerons par la suite. Nous avons représenté ces 4 quatre composés sur le diagramme de phase
GeMn (Fig. VI.2) afin de mieux représenter leur métastabilité.
Le composé Mn4Ge7 est isostructural à Mn4Si7. Il est en fait construit de la même manière
que Mn3Ge5 ou Mn11Si19, et plus généralement que les composés MGe2 avec M=V, Cr, Mo, Ru,
Rh [167], comme nous l’avons déjà mentionné dans la partie IV 1.2). Mn4Ge7 est composé de 4
pseudocellules tétragonales, que nous avons extraites, ce qui nous a donné le composé MnGe2 E11
(dont l’énergie de formation atteint 150 meV/atom). C’est à partir de l’empilement de 3 briques de
ce composé de base que nous avons pu reconstruire la maille de Mn3Ge51. Il s’avère que le composé
Mn4Ge7 a les mêmes défauts que Mn3Ge5, à savoir un paramètre c quasiment 20% inférieur à
celui du germanium et un arrangement interne des atomes trop différent du germanium, pour être
compatible avec la microscopie. Nous ne l’étudierons donc pas davantage.
Le composé MnGe2 C16 est très intéressant, car c’est le plus stable que nous ayons trouvé, avec
une énergie de formation quasi nulle. Nous l’étudierons plus en détail dans la partie suivante.
Enfin, le MnGe2 α est le plus remarquable puisqu’il possède des propriétés structurales tout à
fait compatibles avec le germanium diamant. Son étude complète clora cette partie.
VI 1.2) Le MnGe2 C16 : le fer frère du manganèse
Ce composé est a priori le plus intéressant de tous ceux que nous avons testés, puisqu’il a l’éner-
gie de formation la plus basse, qui n’est que de quelques meV. Nous avons vérifié cette valeur en
1La structure atomique de Mn3Ge5 n’est en effet pas connue expérimentalement.
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FIG. VI.2 – Évolution de l’énergie libre φG en fonction de la différence de potentiel chimique
∆µMn−µGe entre le manganèse et le germanium (equ. IV.3). Les traits pleins bleus ciel sont les 6
composés stables GeMn, et les 4 phases métastables intéressantes sont en pointillés.
faisant la simulation avec les électrons de semi-cœur, et nous avons trouvé une énergie de formation
légèrement plus haute, atteignant 22 meV, ce qui reste toutefois très faible.
Nous avons découvert cette phase en étudiant les travaux de Regan et al. [147] sur la transition
métal-isolant dans les alliages métal-semiconducteur contenant quelques pour cent de métal. Les
expériences décrites consistaient codéposer un amorphe de métal et un amorphe de semiconduc-
teur, puis à effectuer un recuit. Il était observé une séparation de phase entre des zones de formes
colonnaires riches en métal et une matrice en étant dépourvues. Les alliages étudiés étaient MoGe,
FeGe et FeSi, et les zones riches en métal prenaient les compositions MoGe3, FeGe2 et FeSi2. Cette
similitude avec les expériences de Jamet et al. est frappante. Il apparaît cependant que contrairement
à MnGe2, FeGe2 est un composé stable, dont la structure est C16. Nous avons donc tout simplement
décidé de simuler la structure C16 dans laquelle le manganèse remplace le fer.
La structure La maille cristalline relaxée par DFT en utilisant les électrons de semi-cœur est
représentée sur la figure VI.3. Le prototype est Al2Cu. La maille élémentaire contient 6 atomes,
mais nous avons utilisé cette maille à 12 atomes qui est plus facile à manipuler et qui permet
de tester 4 configurations magnétiques différentes. La cellule est tétragonale, et les paramètres de
maille a = 5.98Å et c = 4.92Å sont 5.7% plus grand et 13.0% plus petit que ceux du germanium,
respectivement. Les atomes de manganèse sont disposés sur des colonnes le long de l’axe c. Les
atomes de germanium sont quant à eux disposés en carré dans le plan ab, pivotés selon l’axe c.
Leur position est fixée par le paramètre x, qui prend la valeur 0.157 en coordonnées réduites. La
compacité du composé est 1.5 fois supérieure à celle du germanium, ce qui est une valeur attendue
pour cette concentration (voir Fig.IV.4). Le module de compressibilité calculé pour ce composé est
de 114 GPa, bien supérieur aux 76 GPa du germanium.
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FIG. VI.3 – La cellule cristalline du MnGe2 C16 obtenue par le calcul (avec prise en compte des
électrons de semi-cœur). Elle comporte 4 atomes de manganèse et 8 atomes de germanium (2 et
4 pour la maille élémentaire). Les atomes de manganèse en bord de boîte ont été périodisés pour
faciliter la visualisation.
Les phonons Nous avons montré grâce à l’étude complète du diagramme de phase effectuée dans
la partie IV 2.4) que le composé MnGe2 C16 était légèrement métastable par rapport aux composés
connus du diagramme de phase GeMn. Cependant, nous ne somme pas certains que cette structure
cristalline soit stable localement. Afin de vérifier cela, nous avons souhaité étudier le spectre de
phonons du cristal, et vérifier l’absence de fréquences négatives. Cependant, le formalisme DFPT
(pour Density Functional Perturbation Theory) n’étant pas implémenté en PAW, nous avons été
forcé de revenir aux pseudo-potentiels “norme conservée”. Nous avons alors utilisé la maille élé-
mentaire à 6 atomes (complètement relaxée en “norme conservée”), une énergie de coupure à 150
Ry et un maillage en point-k de 5× 5× 12, qui résulte en 75 point-k et 90 point-q inéquivalents.
Ces paramètres ont été déterminés au plus juste pour que le calcul soit possible. Le résultat nous
a surpris, puisque de larges portions du spectre montrent des branches de phonons acoustiques à
des énergies négatives (voir Fig.VI.4). Afin de comprendre ce résultat, nous avons utilisé des su-
percellules dont la taille permet de reprendre la périodicité de point-q correspondant à des valeurs
négative particuliers, comme [ 13 ;
1
3 ;0] ou [
1
5 ;0 ;0] (voir Fig.VI.5). Nous avons ensuite appliqué le
déplacement atomique du phonon concerné grâce au vecteur propre de celui-ci et au vecteur d’onde,
et nous avons effectué une minimisation de géométrie avec nos pseudo-potentiels PAW. Toutes nos
simulations ont montré un retour à la position et à l’énergie d’équilibre. L’application initiale d’un
simple déplacement aléatoire sur les positions atomiques donne le même résultat.
Pour comprendre cette incohérence, nous avons dû étudier plus finement l’évolution de l’énergie
en fonction de la déformation de la cellule de simulation. Il s’avère que l’énergie totale subit une
discontinuité de quelques centièmes de mRy lorsqu’on applique un cisaillement dans le plan ab.
On peut relier ceci à la présence de discontinuités dans le spectre de phonons, avec les branches
négatives qui redeviennent positives pour une valeur sur les points de symétrie. Les branches de
phonons hors du plan kxky sont par ailleurs toutes positives. Nous pensons donc que ce problème
est dû à une énergie de coupure qui n’est pas suffisante (2000 eV sur la figure II.8), et qu’il faudrait
augmenter sensiblement pour faire ce calcul de phonons. Il est aussi possible qu’il faille augmenter
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FIG. VI.4 – La première zone de Brillouin, et le spectre de phonon calculé. Deux des trois bandes
acoustiques on des branches négatives. Les points-q marqués signalent les vérifications effectuées
à l’aide de supercellules (voir Fig.VI.5).
FIG. VI.5 – Les deux supecellules utilisée pour vérifier les résultats des phonons. Nous avons ef-
fectué une minimisation de géométrie dans plusieurs configurations de départ : en applicant les
oscillations isssues des vecteurs propres de déplacement et du vecteur d’onde, ou bien simplement
en applicant un petit déplacement aléatoire sur chaque atome. Toutes convergent vers la configura-
tion de la cellule unité.
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le nombre de point-k. Cependant, le premier calcul ayant consommé 80000 heures de temps de
processeur (CPU), il semble déraisonnable de vouloir refaire le calcul de manière plus precise,
d’autant plus que le formalisme DFPT en PAW devrait être intégré d’ici peu à ABINIT2.
Nous tenons par ailleurs à rappeller que les problèmes que nous venons de décrire ne concerent
que ce calcul de phonon utilisant les pseudopotentiels HGH, et que notre étude principale est menée
grâce aux pseudopotentiels PAW que nous avons générés dans le chapitre III.
Les propriétés magnétiques Pour connaître la configuration magnétique du composé, nous avons
testé les 4 configurations magnétiques différentes de la cellule à 12 atomes, et 2 autres configura-
tions dans des cellules à 24 atomes. Il s’avère que la configuration la plus stable est l’ordre ferro-
magnétique, 30 meV plus stables que la première configuration antiferromagnétique. Le moment
magnétique atteint alors 1.5µB/Mn. Nous avons par la suite voulu déterminer la température de Cu-
rie du matériau. Cependant, comme nous l’avons déjà indiqué, la valeur de la TC est extrêmement
dépendante de la structure, et les erreurs que nous faisons en DFT sont déjà trop importante. Il
y a dans cette structure 3 degrés de liberté géométriques : a, c et x. Nous avons donc exploré les
variations possibles de ces trois paramètres autour de la position d’équilibre ab initio. Les résultats
sont présentés sur la figure VI.6.
FIG. VI.6 – Graphiques principaux : interactions d’échange Ji j en fonction de la distance. Enca-
drés : TC en fonction du volume, ou des coordonnées internes. Nous avons simulé trois variations
différentes : a) Calcul pour différentes compressions biaxiales (+0.3% – -4.6%) dans le plan ab (x
change très peu). b) Mêmes paramètres, mais en augmentant le paramètre c de 1.6%. c) Taille de
cellule constante, mais modification de x (-2.5% – +2.5%). Cette figure a été réalisée par Ivetta
Slipukhina.
Nous n’avons pas fait varier indépendamment chaque paramètre, car nous voulions aussi voir
l’effet d’une contraction biaxiale, induite par exemple par un substrat de type germanium. Nous
avons donc étudié trois cas :
2Le formalisme DFPT en PAW dans ABINIT est en cours de finalisation grâce à Marc Torrent.
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– l’application d’une compression biaxiale dans le plan ab, d’une amplitude de +0.3% à -4.6%
(calcul effectué sans les électrons de semi-cœur). Il apparaît que x est peu modifé ;
– les mêmes cellules, mais avec le paramètre c augmenté de 1.6% ;
– une cellule fixe (a= 5.9Å et c= 5.046Å) pour laquelle on fait varier x entre -2.5% et +2.5%.
La température de Curie du composé aux paramètres ab initio d’équilibre se situe aux alentours
de 230K, et l’application d’une compression biaxiale de -4.5% provoque une augmentation de la
TC inférieure à 30K. Cependant, une erreur de 1.6% sur le paramètre c modifie la TC de 50K. Mais
le paramètre le plus important semble être la relaxation interne qui, à cellule identique, fait passer
la TC de 180K à 300K pour une variation de ±2.5%.
Pour compléter ces résultats et nous aider dans leur interprétation, nous avons effectué la simu-
lation du composé FeGe2 C16 connu expérimentalement, et avons pu constater que :
– la simulation de sa température de Curie à l’aide des paramètres expérimentaux permet de
retrouver le comportement non colinéaire de son magnétisme ;
– la simulation du composé par la DFT en magnétisme colinéaire donnait deux configura-
tions magnétiques quasiment dégénérées : une antiferromagnétique et la ferromagnétique
9meV/atome moins stable ;
– le paramètre de maille d’équilibre en DFT est surestimé d’environ 0.8% ;
– la relaxation interne trouve une valeur de 0.155, contre 0.158 expérimentalement, soit une
sous-estimation de 1.7%.
On peut conclure grâce à ces données que la température de Curie du composé doit être com-
prise entre 200K et 320K, en tenant compte du cumul des erreurs entre a, c et x. Nous reviendrons
plus tard aux conséquences de ces valeurs.
Polarisabilité Une autre donnée importante du matériau pour des applications en spintronique est
sa polarisation de spin, à savoir le taux de polarisation des électrons. Il y a plusieurs manières de
calculer ce taux, selon le type d’expérience que l’on souhaite réaliser. Mazin a montré en 1999 [122]
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Nous avons donc commencé par calculer la densité d’état du composé, qui est représentée sur
la figure VI.7. Cela nous permet d’évaluer une polarisation P0 de -14%, ce qui est assez faible.
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FIG. VI.7 – Densité d’état du composé MnGe2 C16. La contribution projetée sur chaque type
d’atome a été tracée.
Le calcul des vitesses de Fermi a été effectué par Andrey Titov en utilisant le code de calcul
WIEN2k3. Seule la valeur de v2F a pu être obtenue facilement, celle-ci étant proportionnelle à la
fréquence de plasmon au carré. Cela nous donne la valeur P2=+8%, qui est elle aussi faible.
La spectroscopie d’absorption de rayon-X De par la forme de sa maille cristallographique et
la position des atomes qui la composent, le composé MnGe2 ne semble pas compatible avec une
croissance cohérente dans les nanocolonnes, ni avec les observations de microscopie. Nous avons
tout de même souhaité simuler son spectre XAS pour le comparer aux expériences. Les paramètres
de simulation utilisés sont les mêmes que ceux précisés dans la partie V 3.2). Les résultats sont
montrés sur la figure VI.8.
FIG. VI.8 – Les signaux XANES et EXAFS produits par la phase MnGe2 C16, comparés aux
mesures expérimentales. Afin de faciliter la comparaison, l’amplitude des mesures expérimentales
a été augmentée, et les résultats de simulation ont été décalés en ordonnée.
3WIEN2k : http ://www.wien2k.at
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Si la partie XANES est assez différente de l’expérience (prépic, forme du seuil, premières os-
cillations), l’EXAFS montre une intéressante absence de voisins au-delà de 3Å, en accord avec
l’expérience. On voit cependant, grâce à la transformée de Fourier du signal, que la distance pre-
miers voisins est plus grande dans le MnGe2 C16 que dans les nanocolonnes (1.6Å contre 1.5Å).
Un composé potentiellement intéressant Ainsi, le composé MnGe2 C16 semble posséder une
polarisabilité médiocre, et montre une importante différence de paramètre de maille avec le germa-
nium dans la direction c. Cependant sa température de Curie peut atteindre l’ambiante, et il est le
seul à pouvoir être potentiellement épitaxié dans la direction [100] des semiconducteurs en maille
diamant, grâce à sa base carrée. Par ailleurs, il semble possible de modifier sa température de Cu-
rie par l’application d’une contrainte. C’est donc un candidat potentiellement intéressant pour la
spintronique.
Nous allons donc maintenant proposer un moyen de stabiliser le composé MnGe2 C16 expé-
rimentalement. Afin de faire apparaître ce composé métastable, il faut empêcher la formation des
autres phases stables comme Mn11Ge8 ou Mn5Ge3, qui sont observées dans les expériences. Nous
proposons donc l’utilisation d’une méthode de croissance hors équilibre, comme la MBE. L’idée
est de tirer parti des énergies élastiques et d’interfaces, qui sont déterminantes au cours d’une crois-
sance couche par couche. En effet, d’un côté le MnGe2 C16 a une base carrée dont le côté fait
environ 6.0Å (+5.7% par rapport au germanium diamant), alors que d’un autre côté Mn5Ge3 et
Mn11Ge8 ont des symétries hexagonale et orthorhombique respectivement, sans aucune relation
d’épitaxie directe avec le Ge [100]. Comme nous le verrons plus loins, cela mène à une énergie
d’interface de 60 meV/Å2 dans le premier cas, contre presque 90 meV/Å2 dans le cas du Mn5Ge3.
Nous préconisons donc l’utilisation d’un substrat diamant orienté [100] de paramètre de maille entre
5.9Å et 6Å (par exemple GeSn, InAs, GaSb, AlSb), qui devrait favoriser la croissance cohérente du
composé MnGe2 C16 à celle des composés plus stables que sont Mn11Ge8 ou Mn5Ge3. La diffé-
rence d’énergie de formation serait alors compensée par les énergies élastiques et d’interfaces. Un
tel mécanisme doit par ailleurs être à l’oeuvre pour favoriser l’apparition du composé Mn5Ge3 par
rapport au composé Mn11Ge8 [125, 135, 26, 48] qui doit être plus stable thermodynamiquement.
À retenir Le composé MnGe2 C16 est le plus stable des composés à 33% de manganèse. Si ses
propriétés structurales ne lui permettent pas d’expliquer la structure des nanocolonnes, sa symetrie
et ses propriétés magnétiques semblent intéressantes et méritent une étude expérimentale. Un moyen
de stabiliser la phase, par l’utilisation d’un substrat au paramètre de maille autour de 6Å, est
proposé à cette fin.
VI 1.3) MnGe2 α : un air de famille
Le second composé GeMn intéressant que nous avons découvert possède lui aussi la stœchio-
métrie MnGe2. Nous l’avons nommé MnGe2 α, car il est isostructural à FeSi2 α. Son énergie de
formation est de 49 meV/atome, corrigée à 62 meV/atome en prenant en compte les électrons de
semi-cœur.
La maille La cellule unité du composé MnGe2 α relaxée par DFT en utilisant les électrons de
semi-cœur est représentée sur la figure VI.9. La maille élémentaire, qui contient un atome de man-
ganèse et deux atomes de germanium, est tétragonale. Afin de la comparer au diamant, il faut
multiplier la cellule unité par deux dans les directions [100] et [010]. Pour être plus précis, et dans
l’idée de mettre en contact les deux critaux, on peut noter qu’il y a quatre façons d’aligner le cristal
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avec la maille diamant. Deux variants viennent de la façon de placer le germanium cubique simple
par rapport au diamant (sur le premier ou bien sur le deuxième sous-réseau cubique à faces centrées
FCC du diamant), et deux autres viennent du choix du plan occupé par les atomes de manganèse.
Cela donne donc en tout 4 variants, et ce sera important par la suite. Si on revient aux paramètres
de maille de la phase α, on voit qu’ils sont 2.7% plus grands (a = 2.90Å) et 3.7% plus petits
(c = 5.45Å) que ceux du germanium. Cela résulte en un volume de maille 1.6% supérieur à celui
du germanium diamant. Les atomes de germanium forment un réseau cubique simple, légèrement
déformé par le paramètre z qui prend la valeur 0.544 en coordonnées réduites. Les atomes de man-
ganèse se placent eux en interstitiels au centre d’un cube de germanium sur deux. La compacité du
composé est là aussi 1.5 fois supérieure à celle du germanium, toujours compatible avec ce qui peut
être estimé pour cette concentration à partir de la figure IV.4.
Il semble donc que ce composé soit directement intégrable (et non plus seulement épitaxiable
comme le MnGe2 C16) dans le germanium, et qu’une interface de bonne qualité doit être possible
entre les deux matériaux. Nous verrons plus loin quelle peut être cette interface.
FIG. VI.9 – La cellule unité du MnGe2 α, avec ses paramètres de maille obtenus par le calcul
(avec prise en compte des électrons de semi-cœur). Elle comporte un atome de manganèse et deux
atomes de germanium. Les atomes de germanium en bord de boîte ont été périodisés pour faciliter
la visualisation.
Les propriétés magnétiques Nous avons essayé plusieurs configurations magnétiques en prenant
des supercellules étendues dans les directions [100], [110] et [001]. Nous avons pu constater que
l’état fondamental était toujours ferromagnétique, que ce soit sur le paramètre de maille expéri-
mental du germanium, ou bien pour les cellules complètement relaxées. Cependant, la différence
d’énergie entre la configuration ferromagnétique et les configurations antiferromagnétiques est de
l’ordre de 10meV/atome, ce qui est assez peu. Le moment magnétique est par ailleurs d’environ
1µB/Mn.
Concernant la température de Curie, il semble que le résultat soit très sensible aux détails de
la simulation, comme la présence de sphères vides pour compenser l’erreur de l’approximation
“muffin-tin”. Quoi qu’il en soit, en tenant compte d’éventuelles erreurs sur les paramètres géo-
métriques, on obtient une TC comprise entre 50K et 70K. Nous n’avons pas poussé plus loin les
investigations, car, comme nous allons le voir, ce système n’est pas aussi simple que nous venons
de le décrire. Nous mettrons alors ces valeurs en perspective avec les autres résultats.
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Polarisabilité Nous avons évalué pour ce composé les polarisations de spin P0 et P2 (voir partie
VI 1.2)) qui correspondent rappelons-le à une expérience de photo-émission et à un courant diffusif,
respectivement. Grâce au calcul de la densité d’état du composé MnGe2 α reproduit sur la figure
VI.10, nous obtenons un résultat bien différent du cas MnGe2 C16 puisque P0 et P1 atteignent -80%
et -83% respectivement. Le composé serait donc quasiment demi-métallique, ce qui est extrême-























FIG. VI.10 – Densité d’état du composé MnGe2 α. La contribution projetée sur chaque type
d’atome a été tracée.
Une famille de composés En réalité, le composé MnGe2 α n’est qu’un membre d’une vaste fa-
mille dont le point commun et d’être constitué d’un réseau cubique simple d’atomes de germanium,
dans lequel des atomes de manganèse se placent en position interstitielle. La différence entre les
composés vient de la manière dont le métal de transition occupe les cubes de germanium. Dans le
composé MnGe2 α en effet, les atomes de manganèse occupent les sites interstitiels d’un plan sur
deux, les autres restant vides. Nous avons exploré de manière extensive les configurations possibles
des atomes de manganèse (peupler tous les plans, ou seulement un plan sur trois, ou quatre,..., en
damier, en colonnes, en spirales, au hasard...) et il s’avère que cette configuration est la plus stable.
On peut citer plusieurs composés remarquables de la même famille, qui sont illustrés sur la
figure VI.11) :
– les composés basés sur le MnGe2 α dans lesquels on enlève jusqu’à la moitié des atomes de
manganèse dans chaque plan, ce qui fait baisser la concentration jusqu’à 20%.
– les composés de la famille hex∗ (par exemple MnGe3 hexe que nous avons mentionné en
début de partie, qui a une concentration en manganèse de 25%). Ces composés sont en fait
à symétrie hexagonale, et sont obtenus à partir du Mn5Ge3. Ils sont fabriqués à partir des
germaniums et des manganèses de type MnI , en retirant les MnII .
– le composé stable à haute pression MnGe4, pour lequel les atomes de manganèse occupent
les deux cubes opposés de la maille à 8 germaniums du cubique simple (prototype Hg4Pt).
– le composé MnGe2 C16∗, qui est le composé MnGe2 C16 décrit précédemment dans lequel
le paramètre x prend la valeur 0.25, mais dont l’énergie de formation atteint 240 meV/atome.
Parmi tous ces composés, nous allons nous intéresser là encore aux plus stables que sont les
dérivés du composé MnGe2 α, que l’on désignera comme les “phases α”. Nous avons reporté leur
énergie de formation en fonction de leur concentration sur la figure VI.12. Nous avons calculé ces
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FIG. VI.11 – Les différents composés qui partagent avec le MnGe2 α les deux briques élémentaires
que sont le germanium cubique simple et le manganèse en position interstitielle au centre du cube.
énergies sur le paramètre de maille du germanium expérimental, afin d’inclure dans l’énergie de for-
mation l’énergie élastique d’adaptation à la maille du germanium. À titre d’exemple, la différence
pour le composé MnGe2 α est d’environ 10 meV/atome.
On remarque tout d’abord sur la figure VI.12 que l’énergie de formation des phases α montre
un minimum autour de 70 meV/atome dans une large gamme de concentration, comprise entre 17%
et 35%. De plus, les composés de type α apparaissent plus stables que ceux à base de défauts dès
les concentrations supérieures à 10%, la différence d’énergie atteignant même 330 meV/atome pour
33% de manganèse. Ils sont par ailleurs plus stables que MnGe4 pourtant produits expérimentale-
ment. Nous attribuons ceci à des effets de pression et de température, ainsi qu’éventuellement au
manque d’information concernant cette phase (problème déjà soulevé dans la partie IV 2.2)).
Si on s’intéresse aux phases α dans le détail, les points situés entre 0% et 20% ont été faits en
partant du germanium cubique simple sans manganèse. Celui-ci a un paramètre de maille d’équi-
libre 6.2% inférieur au germanium diamant (comparaison directe des valeurs simulées) et son éner-
gie de formation est alors de 208 meV/atome (279 meV/atome sur le paramètre de maille du germa-
nium diamant). Nous avons ensuite rempli de plus en plus de sites interstitiels avec des atomes de
manganèse, jusqu’à la concentration de 20% qui marque le début du plateau d’énergie 4. Au-delà
de 20% nous avons complété en manganèse pour remplir complètement un plan sur deux et arriver
à MnGe2 α . Et pour des concentrations supérieures à 33%, les atomes de manganèse supplémen-
taires ont été placés dans les plans vides restants, ce qui peut être vu comme autant de défauts, dont
nous avons estimé l’énergie entre 0.7 eV et 1.2 eV suivant la configuration locale (type de phase α).
4Les configurations du plateau d’énergie sont celles montrées dans la catégorie MnGe2 α sur la figure VI.11.
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FIG. VI.12 – Énergie de formation des composés en fonction de la concentration en manganèse.
Les points rouges sont les composés dérivés du MnGe2 α (phases α). Les tendances pour les com-
posés à base de défauts sont aussi indiquées. L’énergie des phases α a été calculée sur le paramètre
de maille du germanium diamant afin de prendre en compte l’énergie élastique induite par la co-
hérence avec la matrice de germanium. On remarque la présence d’un domaine de stabilité assez
étendu entre 18% et 35% de manganèse, décalé en concentration par rapport au domaine trouvé
expérimentalement (segment rouge sur l’axe des abscisses entre 30% et 50%).
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Si on regarde l’évolution globale du minimum de l’énergie de formation en fonction de la
concentration en manganèse sur la figure VI.11, on voit apparaître deux zones de stabilités (autour
de 0% et entre 20% et 33%) séparées par une zone d’instabilité (à 10%). Or, cette configuration est
un élément déterminant pour la décomposition spinodale, comme précisé dans la thèse de Thibaut
Devillers [47].
Il est par ailleurs intéressant de noter que le paramètre de maille d’équilibre de ces phases
augmente avec le nombre d’interstitiels de manganèse, et donc la concentration en manganèse, ce
qui paraît assez naturel. De -4.4% pour le germanium cubique simple pur, l’écart moyen avec le
paramètre de maille expérimental passe à -1.1% pour 20% de manganèse, +0.2% pour 33% de
manganèse et +4.1% pour 39% de manganèse5.
Enfin, le moment magnétique des phases α diminue avec la concentration en manganèse, puis-
qu’il passe de 2.2µB/Mn pour la phase concentré à 20% à 0.9µB/Mn pour la phase à 33%.
La spectroscopie d’absorption de rayon-X Nous avons vu que les propriétés structurales, chi-
miques, énergétiques et éventuellement magnétiques des phases α pouvaient être compatibles avec
l’expérience. Nous allons donc poursuivre la comparaison, et voir ce qu’il en est du spectre XAS.
Avant de donner les résultats de simulation du spectre XAS des phases α, on peut faire une
première comparaison directe des valeurs expérimentales trouvées dans la partie V 3.1) pour l’ordre
local autour des atomes de manganèse. Parmi les couches trouvées :
– la couche de voisins purement germanium à 2.5 Å est compatible avec les phases α, même sur
le paramètre expérimental du germanium, grâce à z qui a pour effet d’augmenter la distance
Mn-Ge. La coordination 4 proposée ne semble cependant pas compatible avec les 8 voisins
de notre modèle ;
– les voisins germanium ou manganèse suivant à 2.83 Å correspondent parfaitement aux man-
ganèses interstitiels dans un plan du MnGe2 α. Et là encore, la coordination donnée expéri-
mentalement varie entre 1 et 2 alors que les phases α en possèdent entre 2 et 4 selon la phase
α.
– les couches de voisin suivantes ne trouvent pas d’explication directe en utilisant simplement
la cellule élémentaire du composé MnGe2 α. Il faut alors considérer la contribution d’éven-
tuelles zones non parfaitement cristallines, comme les interfaces.
Nous avons bien sûr commencé par simuler le spectre de la phase parfaite MnGe2 α. Cepen-
dant, dans le chapitre précédent, l’étude des phases nTmS avait révélé l’importance du désordre
structural, notamment en ce qui concerne la partie EXAFS. Or, dans le cas des phases α, il y a un
large domaine de stabilité (entre 17% et 35% de manganèse) qui se traduit par différentes phases, à
l’ordre local légèrement différent, mais ayant sensiblement la même énergie (voir Fig.VI.12). Ainsi,
afin de rendre compte du désordre imaginé pour l’intérieur des nanocolonnes, nous avons de nou-
veau simulé une cellule de grande taille, avec un ensemble de configurations différentes et quelques
défauts, le tout à une concentration totale en manganèse proche de 30%. Nous avons représenté
sur la figure VI.13 une vue en perspective de cette cellule, ainsi qu’une vue de dessus (direction
[001]) du germanium diamant et de la cellule. Cette dernière vue nous permet de constater que les
deux matériaux semblent identiques, à condition d’ignorer l’espèce chimique des atomes et leur
quantité dans chaque colonne atomique. Cela semble donc a priori incompatible tel quel avec les
observations de microscopie.
Les spectres simulés à partir des données structurales sont représentés sur la figure VI.14. On
note tout d’abord que contrairement aux autres composés (nTmS et MnGe2 C16), le seuil simulé
(partie XANES) ressemble qualitativement beaucoup aux mesures expérimentales, tant au niveau
5Calculs effectués sans les électrons de semi-cœur.
181
VI. UNE PHASE MÉTASTABLE DANS LES NANOCOLONNES
FIG. VI.13 – À gauche : comparaison des mailles du germanium pur et d’un exemple de phase α
fautée (∼30% de manganèse), dans la direction [001] d’observation en microscopie. Une colonne
atomique sur deux est alternativement toute germanium et toute manganèse dans la phase α, alors
que les colonnes sont toutes germanium dans le diamant. La périodicité n’est donc pas la même.
À droite : un exemple de phase α contenant trois défauts, vu en perspective. Les sphères grises et
bleues sont les atomes de germanium et de manganèse, respectivement.
FIG. VI.14 – Les signaux XANES et EXAFS produits par le composé MnGe2 α et par un exemple
de phase α (α∗), comparés aux mesures expérimentales. Afin de faciliter la comparaison, l’ampli-
tude des mesures expérimentales a été augmentée, et les résultats de simulation ont été décalés en
ordonnée.
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de la montée (pas de prépic) que du seuil lui-même, et même que des premières oscillations. Ceci
est valable dans le cas du composé parfait (α) aussi bien que dans l’exemple de phase α (α∗). Dans
la zone EXAFS, le spectre simulé α∗ montre encore un trop fort ordre, puisque l’amplitude des
oscillation reste grande jusqu’à k=12, contrairement à l’expérience. Nous expliquons cela par la non
pris en compte des interfaces, grandes génératrices de désordre. On peut cependant noter la bonne
reproduction de la double bosse à bas k, telle qu’elle apparaît à basse température de croissance.
De plus, la transformée de Fourier du signal montre une répartition spectrale remarquablement
proche de l’expérience. La largeur de la bosse à 2.2Å sur la figure VI.14 est attribuée à la distance
premiers voisins qui est très variables, et dépendante de l’occupation locale des sites. La simulation
de la configuration parfaite ne donne pas des résultats aussi bons, principalement à cause d’une
surreprésentation des distances très symétriques comme celle à 2.83 Å. Il faut donc bien considérer
le désordre structural pour être réaliste.
À retenir Le composé MnGe2 α présente des caractéristiques structurales compatibles avec le
germanium diamant, et une énergie de formation relativement basse. Il semble de plus compatible
avec les mesures XAS. Enfin, ses propriétés électriques semblent intéressantes pour des applica-
tions en spintronique.
VI 1.4) Conclusion
Nous venons de décrire deux composés intéressants dans notre recherche de la structure ato-
mique des nanocolonnes, puisqu’ils vont nous permettre de proposer une alternative plus crédible
que l’hypothèse présentée dans le chapitre précédent.
Le composé MnGe2 C16 est remarquable pour son énergie de formation très basse. De plus, s’il
ne semble pas, de par ses propriétés structurales, pouvoir être le constituant direct des nanocolonnes
contraintes sur la matrice de germanium, ses propriétés magnétiques et d’épitaxie justifient une
étude expérimentale plus poussée. Nous avons à cette fin proposé un procédé destiné à favoriser sa
croissance.
Le second composé, ou plutôt la famille des phases α dont MnGe2 α n’est qu’un membre,
est des plus intéressant puisque sa structure est directement compatible avec la maille diamant du
germanium. Les résultats aussi bien structuraux que magnétiques ou spectroscopiques semblent en
accord avec les données expérimentales, même si certains détails restent problématiques, comme la
présence de deux sous-réseaux, la plage de concentration qui semble différente de l’expérience, ou
la température de Curie comprise entre 50K et 70K.
Nous venons donc de parler de deux nouvelles phases GeMn. Puisque ces phases sont suppo-
sées cohabiter avec le germanium diamant, l’étude de leurs interfaces semble indispensable à la
compréhension du système. C’est ce que nous allons faire maintenant.
VI 2 Le rôle des interfaces
Nous avons identifié le composé MnGe2 α comme étant un candidat très prometteur à l’expli-
cation des nanocolonnes riches en manganèse dans une matrice de germanium. Or ce composé reste
tout de même 60 meV plus haut en énergie que le Mn11Ge8 ou même le Mn5Ge3. Nous pensons
que sa stabilisation est due aux interfaces, omniprésentes dans ce système formé de nanocolonnes.
Le rapport surface sur volume des nanocolonnes dans un échantillon typique (voir partie I 3) est
en effet estimé à 2.0 nm−1, contre 0.9 nm−1 si on remplace chaque nanocolonne par une sphère de
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même volume, et 0.4 nm−1 si on fusionne toutes les nanocolonnes en une seule couche enterrée6.
Nous allons donc étudier les interfaces des différents composés avec le germanium afin de vérifier
notre hypothèse.
Le modèle énergétique Afin de mieux connaître les interfaces et leur impact énergétique, nous
avons modélisé le système comme décrit sur la figure VI.15. Nous y avons identifiés trois types
d’énergie :
1. L’énergie chimique (εchem), dont nous avons abondamment discuté jusqu’à maintenant en
parlant d’énergie de formation. Elle vaut environ 60 meV/atome.
2. L’énergie élastique (εel), qui correspond à la contrainte appliquée par les nanocolonnes sur la
matrice et réciproquement. Nous l’avons déjà mentionnée dans la partie VI 1.3) lorsque nous
avons calculé l’énergie de formation sur le paramètre de maille du germanium (voir figure
VI.12).
3. L’énergie d’interface (εint) que nous n’avons pas encore abordée.
FIG. VI.15 – Le modèle énergétique utilisé dans cette étude. Les trois contributions à l’énergie
totale sont les énergies chimique, élastique et d’interface. Nous avons simplifié le problème de
l’énergie élastique en la concentrant à l’intérieur des nanocolonnes, ce qui a pour conséquence de
la majorer.
Nous avons de plus simplifié le problème pour ne pas calculer l’énergie élastique répartie dans la
matrice de germanium. La contrainte a été concentrée dans la phase MnGe2 α (illustré sur la figure
VI.15) en calculant son énergie de formation sur le paramètre de maille expérimental du germanium.
Nous avons donc une énergie élastique qui est majorée, et qui vaut environ 20 meV/atome.
Nous allons donc dans cette partie calculer l’énergie d’interface, ce qui nous permettra d’étudier
le système global formé de nanocolonnes de MnGe2 α dans une matrice de germanium diamant.
VI 2.1) Calcul des énergies d’interface
Pour estimer cette énergie , nous allons simplement calculer l’énergie totale de cellules conte-
nant deux phases dont on souhaite étudier l’interface (voir Fig.VI.16). En retranchant l’énergie chi-
mique et élastique à l’énergie totale, on va naturellement retomber sur l’énergie d’interface, qu’il
faudra alors simplement diviser par la surface totale des deux interfaces (par périodicité).
6Application numérique sur une couche de GeMn de 50 nm d’épaisseur.
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FIG. VI.16 – Le principe de calcul de l’énergie d’interface, avec les trois contributions chimique
(εchem), élastique (εel) et d’interface(εint).
Nous avons étudié les interfaces de 4 systèmes (voir Fig.VI.17) :
1. MnGe2 C16 sur germanium diamant, dans la direction de croissance [001] ;
2. MnGe2 α sur germanium diamant, dans les trois directions [100], [110] et [001] ;
3. Mn5Ge3 sur germanium diamant, dans plusieurs directions et pour plusieurs orientations de
Mn5Ge3, et notamment Mn5Ge3 [001] sur germanium diamant [001] comme cela semble être
le cas expérimentalement [26] ;
4. MnGe2 α sur MnGe2 α, c’est-à-dire une interface à l’intérieur de la phase α, qui permet de
changer de variant (paroi d’antiphase).
Nous n’avons pas étudié l’interface Mn11Ge8 sur germanium diamant car le calcul le plus petit
nécessite l’utilisation d’une cellule de plusieurs centaines d’atomes.
Plusieurs détails doivent cependant être précisés :
– les différentes phases dont nous étudions l’interface avec le diamant n’ont pas la même maille
que ce dernier. Or, il faut les faire “rentrer” dans la même cellule pour effectuer la simulation.
L’un des deux matériaux va inévitablement devoir “s’adapter” à la cellule de l’autre, et sera
donc sous contrainte. Nous avons décidé de ne pas contraindre le germanium diamant afin
de simuler le plus correctement possible la matrice. Le paramètre de maille utilisé est donc
5.767Å. De plus, s’il est facile de trouver une cellule commune pour mettre ensemble le
germanium diamant avec la phase α ou la phase C16, cela s’avère beaucoup plus difficile
dans le cas du Mn5Ge3. Surtout, cela implique d’utiliser des cellules beaucoup plus grande
afin de trouver une périodicité commune avec le germanium. Ce dernier point nous a empêché
de mener une exploration aussi complète que nous l’aurions souhaité de l’interface entre
Mn5Ge3 et germanium diamant. Quoi qu’il en soit, lors de la minimisation de géométrie, les
paramètres de maille dans le plan de l’interface sont fixés, mais la taille de la cellule dans la
direction perpendiculaire à l’interface est laissée libre, ce qui permet de relaxer les contraintes
au niveau de l’interface, mais aussi une partie des contraintes dans le composé GeMn.
– puisque les phases ne sont pas toutes simulées sur leur paramètre de maille d’équilibre, et
que la direction perpendiculaire à l’interface est laissée libre, il faut utiliser une référence
différente pour chaque calcul. La référence utilisée pour la phase GeMn est celle de la phase
contrainte dans le plan de l’interface et libre dans la direction perpendiculaire. Elle comporte
donc une part d’énergie élastique. L’obtention des potentiels chimiques nécessaires au calcul
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de l’énergie d’interface passe par une simple résolution de système comme expliqué dans
le partie IV 4.3), où les deux composés sont à l’équilibre thermodynamique. Dans le cas
particulier de l’interface à l’intérieur de MnGe2 α, la deuxième équation a été donnée en
fixant ∆µMn−Ge à sa valeur pour l’équilibre Gediam ⇀↽ Mn11Ge8.
– il faut que la taille des phases simulées soit suffisamment grande pour que leurs proprié-
tés soient identiques à celles du matériau massif, au moins pour le germanium. Nous avons
donc étudié la variabilité des résultats avec la taille de chaque phase, et avons obtenu une
convergence meilleurs que 2 meV/Å2 (sauf pour les deux calculs les plus long mettant en jeu
Mn5Ge3, que nous n’avons pas pu vérifier). De plus, dans nos calculs, l’épaisseur de chaque
composé est supérieure à 1.5 nm, ce qui est proche des 2 nm des nanocolonnes.
– dans le même souci de simuler des phases au comportement massif, le maillage en point-k
est relativement dense dans les directions de l’interface, mais nul dans la direction perpendi-
culaire, afin de limiter au maximum les interactions entre surfaces images.
– il y a plusieurs arrangements atomiques possibles à l’interface entre deux phases, et nous
avons essayé de les tester tous dans le cas du composé MnGe2 α. En ce qui concerne le
Mn5Ge3 au contraire, nous avons dû limiter notre recherche à cause des temps de calculs
prohibitif de nombreuses interfaces.
Examinons de plus près les résultats présentés sur la figure VI.17. Les énergies d’interface sont
toutes inférieures à 100 meV/Å2. Nous n’avons étudié l’interface MnGe2 C16 // Ge que dans la
direction [001], puisque les paramètres de mailles sont trop différents dans les autres directions.
Nous trouvons une énergie minimum de 60 meV/Å2, qui correspond à l’interface représentée.
En ce qui concerne l’interface entre MnGe2 α et la matrice de germanium diamant, il apparaît
que les interfaces perpendiculaires aux plans de manganèse (directions [100] et [110]) sont de plus
basse énergie, atteignant environ 35 meV/Å2, que les interfaces parallèles (direction [001]) qui sont
à plus de 60 meV/Å2. Si on s’attarde sur le détail de ces interfaces (la plus stable de chaque direc-
tion), on remarque qu’elles se font toujours grâce aux atomes de manganèse, et que les germanium
des deux phases sont peu en contact direct. On peut interpréter cela comme une plus grande rigidité
des liaisons du germanium due à son caractère covalent, et qui s’accommodent donc moins bien
des environnements perturbés. Il apparaît aussi que les interfaces d’énergie minimales sont celles
qui sont les plus fines, c’est à dire celles qui maximisent l’étendue de chaque phase. Au contraire,
l’utilisation de manganèses en position substitutionnelle (de défaut ponctuel de plus basse énergie)
pour faire la liaison n’est pas recommandée. Enfin, on remarque que les atomes des interfaces ont
un moment magnétique plus fort que ceux de la phase α, autour de 3µB pour les premiers contre
1µB pour les seconds. Cela s’explique pas l’hybridation plus faible que subissent les atomes de
l’interface.
Dans le cas du Mn5Ge3, l’interface Mn5Ge3 [0001] // Ge [111] est la plus basse de toutes les
énergies que nous avons calculées, avec 33 meV/Å2. Ceci est en accord avec les expériences de
croissance du composé Mn5Ge3 sur un substrat Ge [111]. Cependant, elle présente une relation
d’épitaxie particulièrement favorable, puisque la symétrie est la même entre les deux composés et
la différence de paramètre de maille n’est que de quelques pour cent. Au contraire l’interface “de
côté” a, dans cette même orientation des cristaux, une énergie beaucoup plus haute qui atteint 80
meV/Å2. Quoi qu’il en soit, il est observé expérimentalement que l’axe c du Mn5Ge3 est orienté
dans la direction [001] du germanium diamant lors des croissances sur substrat de germanium [001]
[26, 12]. Or l’interface Mn5Ge3 [0001] // Ge [001] montre une énergie importante de 89 meV/Å2.
Il semble donc difficile d’épitaxier directement du Mn5Ge3 sur du germanium [001]. Nous n’avons
malheureusement pas pu étudier de manière plus exhaustive les détails de cette interface à cause
de la grande taille requise pour les simulations. Le calcul de l’interface Mn5Ge3 [0001] // Ge [001]
présenté a par exemple nécessité plus de 5000 heures de calcul (162 atomes, aucune symétrie,
longue convergence géométrique).
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FIG. VI.17 – Visualisation des interfaces étudiées, dans la position relaxées, et les énergies asso-
ciées. Les halos montrent les énergies importantes. Seules les cellules les plus petites sont présentes
(afin de faciliter la visualisation), mais les énergies correspondent aux calculs convergés.
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Enfin, une interface intéressante est la paroi d’antiphase qui peut exister à l’intérieur du com-
posé MnGe2 α. Elle permet en effet de changer le variant de la phase, c’est-à-dire de permuter les
colonnes de germanium et de manganèse lorsqu’on regarde dans la direction [001]. La paroi d’an-
tiphase latérale a une énergie supérieure à l’interface entre MnGe2 α et le germanium diamant, et
n’est donc pas très probable. Au contraire, l’interface dans la direction [001] présente une confi-
guration d’énergie très basse, trop basse même puisqu’elle est négative à -3 meV/Å2. Cela signifie
que le composé MnGe2 α ne serait pas le plus stable, et que l’introduction d’une double couche de
manganèse à la place de la couche couche simple donnerait un composé à l’énergie de formation
inférieure. Nous avons donc simulé un tel composé, et il est en effet 2.5 meV/atome plus stable que
le composé MnGe2 α. Cependant, l’ordre local des atomes à l’interface n’est pas sans rappeler celui
du composé Mn3Ge (ε1), dont on sait que l’énergie est sous-estimée par la DFT, et particulièrement
lorsque les électrons de semi-cœur ne sont pas utilisés. Nous avons donc refait le calcul avec ces
derniers, et nous trouvons cette fois une énergie de formation supérieure de 0.05 meV/atome au
composé MnGe2 α. En extrapolant cette erreur à l’énergie de l’interface, nous trouvons alors +0.06
meV/Å2 pour cette interface α // α. En extrapolant à nouveau, mais à partir de l’erreur de la DFT (et
non plus seulement des semi-cœur), nous l’estimons à une valeur positive inférieure à 10 meV/Å2.
Quoi qu’il en soit, le changement de variant est donc énergétiquement facile.
À retenir Du fait de l’absence de relation d’épitaxie simple entre la maille du Mn5Ge3 et le germa-
nium diamant, l’énergie de l’interface qu’ils forment expérimentalement est très haute (87 meV/Å2).
Au contraire, l’interface entre MnGe2 α est beaucoup plus basse (35 meV/Å2).
L’énergie des interfaces entre le MnGe2 α et germanium diamant, est assez différente selon leur
direction : autour de 35 meV/Å2 pour les interfaces verticales (direction [100] et [110]), contre plus
de 60 meV/Å2 pour l’interface horizontale.
La parois d’antiphase, qui permet de changer de variant dans le composé MnGe2 α, possède
une énergie particulièrement faible dans la direction [100], comprise entre 0 et 10 meV/Å2
VI 2.2) Conséquences
Grâce à la connaissance des énergies d’interface, nous allons pouvoir tirer quelque conclusions
simples, puis voir l’impact de ces valeurs sur la forme des nanocolonnes, et enfin étudier l’énergie
du système dans son ensemble.
Premières déductions directes L’énergie d’une interface peut être en partie anticipée simplement
en étudiant la compatibilité cristalline des composés jointifs. Cependant, il s’avère que le détail des
positions atomiques à l’interface est important. On constate en effet que les énergie de la même
interface peuvent différer de plus de 60 meV/Å2 simplement à cause de l’arrangement de atomes
(Mn5Ge3 [0001] // Ge [111], α // α).
Concernant les valeurs obtenues, l’interface MnGe2 C16 // Ge dans la direction [001] (∼60
meV/Å2) est plus basse que l’interface Mn5Ge3 [0001] // Ge [001] (∼87 meV/Å2). Notre méthode
de stabilisation d’une couche de MnGe2 C16 sur un substrat dilaté (discuté dans la partie VI 1.2))
est donc validée.
Intéressons-nous maintenant plus en détail à la croissance couche par couche des échantillons
de GeMn. On constate que le composé MnGe2 α possède une interface avec le germanium diamant
dont l’énergie est d’environ 35 meV/Å2 dans les directions [100] et [110], et 60 meV/Å2 dans la
direction [001]. Au contraire, le composé Mn5Ge3 semble avoir avec le germanium diamant des
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interfaces à l’énergie plus haute, autour de 80 meV/Å2. Ainsi, lors de la nucléation de précipités,
alors que ces derniers sont de petite taille, l’énergie de formation supérieure du composé MnGe2 α
est compensé par son énergie d’interface inférieure. C’est ce qui explique la croissance des nano-
colonnes plutôt que la précipitation sous forme de Mn5Ge3.
On constate que l’énergie des interfaces entre le composé MnGe2 α et le germanium diamant
est différente selon leur direction. Elle est presque deux fois plus importante dans la direction [001]
que dans les autres. On s’attend donc à ce que l’axe c de la phase MnGe2 α soit confondu avec l’axe
de la nanocolonnes, ceci afin de minimiser l’énergie d’interface globale.
Enfin, la parois d’antiphase est importante puisqu’elle possède une énergie très basse, et est
donc susceptible d’être assez fréquente dans les nanocolonnes. On ne doit cependant pas oublier
que le coût total d’une telle interface dans une nanocolonne de 2nm de diamètre peut atteindre
plusieurs eV7. Quoi qu’il en soit, elle provoque une permutation des sous-réseaux de la phase α,
ce qui se traduit, pour la projection perpendiculaire à l’interface, par l’obtention d’un cristal moyen
qui perd sa différence de période avec le germanium, et donc sa capacité à en être distingué
Forme des nanocolonnes En s’intéressant de plus près à l’énergie des interfaces entre le composé
MnGe2 α et le germanium diamant, on remarque que les deux interfaces qui doivent intervenir dans
la surface des nanocolonnes (les interfaces selon les directions [100] et [110]) ont une énergie
légèrement différente, d’environ 2.7 meV/Å2. Même si cela est inférieur à l’erreur de nos calculs,
nous allons néanmoins voir l’impact que peut avoir une telle différence sur la forme des colonnes.
Nous avons pour cela calculé l’énergie d’interface en fonction de la forme de la section d’une
nanocolonne. Cette dernière est de forme octogonale, et la taille respective de chaque face ([100]
ou [110]) peut varier, comme illustré en abscisse de la figure VI.18. Nous avons fixé la surface de
l’octogone, constante quelle que soit sa forme, égale à la surface d’un disque de diamètre 2 nm.
La forme d’énergie minimale est alors le résultat d’une compétition entre la minimisation de la
surface de la nanocolonne (le périmètre de l’octogone) et une maximisation de la surface de plus
basse énergie. La première tend à créer un octogone régulier, et la seconde un carré orienté selon la
surface de plus basse énergie.
FIG. VI.18 – Impact de l’énergie des interfaces sur la forme des nanocolonnes. L’énergie de l’in-
terface [100] est 8% (2.7 meV/Å2) supérieure à celle de l’interface [110]. En pointillé l’énergie
totale pour une valeur égale des énergies [100] et [110].
7En prenant 5meV/Å2, on obtient 3.1 eV sur l’interface complète.
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Comme on le voit sur la figure VI.18, même une différence aussi faible (8%) entre l’énergie
des deux interfaces a un impact visible sur la forme de la section. Or les images de microscopies
ne montrent pas d’octogones très déformés. Il en résulte que la différence d’énergie entre les deux
interfaces ne doit pas être plus importante que ce que nous avons calculé. De plus, le périmètre de
l’octogone d’équilibre est seulement 3% plus grand que celui d’un disque de même surface. Nous
ferons donc désormais l’approximation de nanocolonnes cylindriques, avec une énergie d’interface
moyenne.
L’énergie totale du système Nous allons maintenant calculer l’énergie totale du système consti-
tué des nanocolonnes et de la matrice de germanium, en fonction de la concentration totale en man-
ganèse. Nous avons besoin pour cela de connaître le nombre d’atomes dans les nanocolonnes et la
surface totale des interfaces entre nanocolonnes et matrice. La première information est accessible
directement en utilisant la concentration globale de manganèse. La deuxième est plus complexe,
puisqu’elle fait intervenir la compacité des deux phases, mais surtout le nombre de nanocolonnes.
En effet, plus elles sont nombreuses (à concentration de manganèse égale), plus le rayon de chacune
est petit et plus la surface des interfaces est grande. Or, la détermination par le calcul du nombre de
nanocolonnes est inenvisageable à ce stade, car elle met en jeu des effets thermiques et dynamiques
qui sont bien au-delà du sujet de cette étude. Nous avons donc utilisé les données expérimentales
de densité de nanocolonnes, et nous avons fait le calcul pour deux cas extrêmes : 13000 et 36000
nanocolonnes/µm2 (voir figure I.13).
Notre modèle est le suivant :
– tout le manganèse est inclus dans les nanocolonnes ;
– les nanocolonnes sont constituées de phase α à 33% de manganèse ; dont la compacité est
1.5 fois celle du germanium ;
– le diamètre de toutes les nanocolonnes est identique ;
– le nombre de nanocolonnes est fixé par les expériences ;
Nous obtenons la formule suivante pour l’énergie totale du système :





avec NMn la concentration totale en manganèse, a le paramètre de maille du germanium et NNC
la densité de nanocolonnes. Rappelons aussi que les énergies chimique (εchem), élastique (εel ) et
d’interface (εint) prennent les valeurs 60 meV/atome, 20 meV/atome et 35 meV/Å2 respectivement.
La première partie de l’équation VI.4 est la contribution des énergies chimique et élastique, et la
deuxième est la contribution de l’énergie d’interface.
Les résultats sont exposés sur la figure VI.19. Trois modes de croissance y sont montrés : i)
la dilution totale du manganèse sous forme de défauts simples (MnS en l’occurrence) dans la ma-
trice diamant du germanium, ii) la formation de nanocolonnes de défauts assemblés (nTmS) où la
concentration en manganèse est comprise entre 30% et 40% et pour lesquelles on considère une
énergie d’interface nulle, et iii) la formation de nanocolonnes du composé MnGe2 α, en tenant
compte des énergies d’interface (ce qui implique la dépendence au nombre de nanocolonnes). On
peut voir que, malgré l’énergie perdue aux interfaces, la formation de la phase α est favorable par
rapport à la dilution dès les très faibles concentrations de manganèse, en accord avec les expé-
riences. Elle apparaît aussi favorable à la formation de nanocolonnes de défauts assemblés (nTmS).
Il apparaît donc clairement ici que l’hypothèse d’une rassemblement des défauts sous forme de
nanocolonnes n’est pas viable du point de vue énergétique.
190
VI 2. LE RÔLE DES INTERFACES
FIG. VI.19 – Énergie de formation par atome pour tout le système en fonction de la concentra-
tion globale en manganèse, pour différentes hypothèses : la dilution du manganèse sous forme
de défauts ponctuels dans la matrice, la formation de nanocolonne de défauts assemblés (nTmS)
de concentration en manganèse comprise entre 30% et 40%, et la formation de nanocolonne de
phase α à 33%. Les points de données expérimentales sont placés grâce à leur concentration en
manganèse et la densité de nanocolonnes.
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Afin de mieux comprendre l’évolution de l’énergie, et par là même la mécanique du système,
nous allons nous interesser de plus près à la contribution de chaque terme (εchem,εel et εint) à l’éner-
gie de formation totale du système (Fig.VI.20). On voit que toutes ces énergies n’ont pas le même
comportement. En effet, les énergies chimique et élastique sont proportionnelles au volume, et donc
au nombre de manganèse puisque la concentration en manganèse est fixe (33%). De fait, l’énergie
par manganèse est constante. Au contraire, les énergies d’interface sont proportionnelle à la surface
des colonnes, et donc à la racine carrée du nombre de manganèse. Il en découle que la contri-
bution des interfaces est largement majoritaire aux faibles concentrations, et reste supérieure à la
somme des deux autres jusqu’à environ 15% de manganèse (pour une densité de nanocolonnes de
36000 µm−2). L’énergie élastique est la plus faible, même si nous l’avons majorée en concentrant
la contrainte dans les nanocolonnes. Il est donc normal que les nancolonnes soient cohérentes avec
la matrice diamant. L’énergie chimique est trois fois plus importante, mais reste de second plan jus-
qu’à 5% de manganèse. Ainsi, la métastabilité de la phase α ne commence à poser problème qu’aux
plus fortes concentrations, pour lesquelles les nanocolonnes montrent un diamètre plus important.


















FIG. VI.20 – Répartition de l’énergie de formation par atome entre les énergies chimique (εchem),
élastique (εel ) et d’interface (εint), pour une densité de nanocolonnes de 36000 µm−2.
VI 2.3) Conclusion
Jusqu’à cette partie, nous avions considéré seulement l’énergie de formation, et nous avons
montré dans cette optique en quoi les phases à base de défauts étaient beaucoup plus instables que
beaucoup de composés définis. L’hypothèse des phases α a permis de diviser l’énergie de formation
des phases de manganèse par 5, ce qui a relégué cette énergie de formation au second plan. Nous
nous sommes donc intéressé à une autre contribution à l’énergie totale : l’énergie des interfaces. Le
système des nanocolonnes présente en effet une grande quantité d’interfaces comme en témoigne
son rapport surface sur volume important. Nous avons donc calculé ces énergies pour différentes in-
terfaces, et avons montré que celles de la phase α avec le germanium diamant sont particulièrement
basses par rapport au Mn5Ge3. Nous avons expliqué que cela favorisait la nucléation de la phase
α dans un processus de croissance couche par couche hors équilibre, l’énergie de formation étant
compensée par l’énergie d’interface faible. Nous avons ensuite confirmé quantitativement que le
modèle de nanocolonnes formées de phase α est énergétiquement favorable, d’une part à la dilution
des atomes de manganèse sous forme de défauts, dès que la concentration de manganèse dépasse
quelques dixièmes de pour cent, et d’autre part à la formation de nanocolonnes riches en défauts,
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sur un modèle nTmS dont la concentration en manganèse est comprise entre 30% et 40%. Enfin, le
détail de la contribution de chaque énergie à l’énergie de formation (dans l’hypothèse des phases
α) a révélé que les interfaces sont quasiment l’unique pilote du système pour des concentrations
globales inférieures à 5% (correspondant aux nanocolonnes de diamètre inférieur à 3 nm), ce qui
explique la croisance d’une phase métastable, en l’occurence les phases α.
VI 3 Retour sur les expériences
L’hypothèse que nous avons développée dans ce chapitre met en jeu la croissance d’une phase
métastable riche en manganèse (la phase MnGe2 α) sous forme de nanocolonnes. Nous l’avons
étudiée sur le plan de l’énergie (de formation, élastique, d’interface avec le germanium), de la
structure, du magnétisme, ... Nous avons fait les comparaisons à l’expérience indispensables à la
progression de notre recherche, et nous avons trouvé des points d’accord, et d’autres de désaccord.
Parmi ces derniers, on peut noter la gamme de concentration, la microscopie, la diffraction, une
partie du XAS, la température de Curie. Nous allons donc maintenant revenir plus en détail sur
chacune des données expérimentales, et montrer comment le changement d’hypothèse concernant
la structure des nanocolonnes a en fait un effet sur l’interprétation des mesures, et même les mesures
elles-mêmes, et comment les résultats expérimentaux apparaissent maintenant compatibles avec nos
résultats.
VI 3.1) La concentration en manganèse dans les nanocolonnes
Nous avons reporté dans le premier chapitre l’estimation expérimentale de la concentration en
manganèse, qui est comprise entre 30% et 50%. Or nos calculs montrent que la concentration ne
peut pas dépasser 33% (dans l’hypothèse des phases α, voir Fig.VI.12). De deux choses l’une : ou
bien notre modèle est faux, ou bien ce sont les concentrations trouvées expérimentalement.
Nous avons donc voulu comprendre comment était estimée expérimentalement la concentra-
tion en manganèse. Les valeurs fournies sont en fait calculées par un raisonnement géométrique.
À partir de la taille des nanocolonnes et de leur nombre, les expérimentateurs ont pu remonter à la
faction volumique du composé riche en manganèse. En comparant cette valeur à la concentration
totale en manganèse, ils ont pu déterminer la concentration de manganèse dans le composé GeMn
par une simple règle de trois. Mais il y a là un problème, car ce n’est justement pas si simple ! Ce
n’est pas la concentration de manganèse que l’on peut déterminer par les données géométriques,
mais seulement le nombre de manganèse par unité de volume à l’intérieur des nanocolonnes. La
concentration dépend aussi du nombre de germanium. Or en faisant cette règle de trois, on suppose
implicitement que chaque atome de manganèse remplace un atome de germanium, c’est-à-dire que
l’alliage GeMn a la compacité du germanium diamant. Mais nous l’avons vu, les alliages de type
MnGe2 sont entre 30% et 60% plus compacts que le germanium diamant (voir Fig.IV.4). En clair,
dans les nanocolonnes, il y a autant de germanium que dans la matrice, mais avec du manganèse en
plus. Ainsi, pour la même quantité de manganèse estimée, la seule prise en compte du germanium
suplémentaire (dû à une compacité 50% supérieure) fait passer la concentration de 50% à 33%.
Nous avons donc réévalué la concentration en prenant un modèle de compacité basé sur le germa-
nium cubique simple contenant des interstitiels de manganèse, qui s’applique de fait à la phase α. Il
s’avère compatible avec la tendance que nous avions extraite à la partie IV 1.3), comme le montre
la figure VI.21.
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FIG. VI.21 – Évolution de la compacité (nombre d’atome par unité de volume, normalisé à 1
pour le germanium) en fonction de la concentration en manganèse. Les disques sont les composés
présents dans les conditions normales de température de pression. Les croix représentent les autres
composés, haute température ou haute pression. Les carrés sont la compacité dans le modèle de la
phase α (valable pour tout germanium cubique simple avec interstitiels de manganèse). La courbe
de tendance en bleu ciel est un ajustement “à la main” pour souligner la forte corrélation entre la
compacité et concentration en manganèse. (Reprise de la figure IV.4)
Par ailleurs, une autre donnée importante est la concentration de manganèse dilué dans la ma-
trice de germanium. Les mesures EELS montrent qu’il y en a moins de 1%, ce qui paraît négli-
geable. Mais entre 0% et 1% de manganèse dans la matrice, lorque l’échantillon en contient 1.3%
au total, cela fait une grande différence.
Nous avons donc refait les calculs à partir des données expérimentales (figure I.13), dans les
deux hypothèses, et les résultats sont présentés sur la figure VI.22. On voit sur la figure de gauche
(modèle ou chaque nouvel atome de manganèse remplace un germanium) que la concentration est
bien comprise entre 30% et 50%, à l’exception des échantillons à 11.3% dont la concentration est
plus importante, mais qui correspondent a priori à une structure amorphe. Lorsqu’on considère un
modèle de compacité basé sur la phase α au contraire, on obtient un résultat différent, à droite, dans
lequel la concentration est estimée entre 15% et 35%, ce qui est cette fois tout à fait compatible
avec notre modèle de phases α (voir Fig.VI.12). La barre d’erreur montre la grande variabilité du
calcul de la concentration en fonction de la quantité de manganèse dans la matrice. Le bas de la
barre est le cas où la concentration de manganèse dans la matrice est de 0.5%, et le haut est le cas
où la matrice est purement germanium8.
On voit de plus que la concentration en manganèse dans les nanocolonnes augmente avec la
quantité totale de manganèse, puis sature autour de 33%, ce qui est en total accord avec nos calculs.
En effet, les phases α ont une énergie quasiment identique entre 20% et 33%. Cependant, la phase
à 33% est favorisée car elle permet, à quantité identique de manganèse, de minimiser la taille de la
nanocolonne, et donc l’énergie d’interface. On peut par ailleurs remarquer que la saturation à 33%
est observée aussi bien pour les croissances à 100°C qu’à 150°C, ce qui semble montrer dans les
deux cas une composition identique des nanocolonnes, malgré une morpholgie très différente (voir
partie I 3.1)).
8La Ref.[198] montre une dilution de 0.25% dans un échantillon de GeMn fait par MBE à basse température.
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FIG. VI.22 – Estimation de la concentration en manganèse dans les nanocolonnes en fonction des
échantillons, et selon le modèle de calcul utilisé. La barre d’erreur correspond à la différence de
résultat entre 0% et 0.5% de manganèse dilué dans la matrice. Le trait gris pointillé représente la
concentration 33%.
Enfin, la concentration en manganèse dans les nanocolonnes “amorphes” est révisée à un peu
plus de 40%, en se basant cette fois sur une compacité fixe de 1.5. Cette valeur est intéressante, car
le diagramme de phase GeMn (Fig.I.4) montre un point eutectique à 43%, ce qui est généralement
le signe d’un amorphe particulièrement stable [77].
VI 3.2) Une phase invisible
Nous venons de montrer que la concentration en manganèse dans les nanocolonnes était en fait
en parfait accord avec nos calculs. Cependant, la phase que nous envisageons n’étant pas identique
au germanium diamant, il est étonnant qu’aucune expérience ne l’ait observée, que ce soit la micro-
scopie, la diffraction ou même l’EXAFS. Nous allons donc montrer ce qui a empêché cette phase
d’être détectée par les méthodes utilisées.
La microscopie Nous avons montré que la maille de la phase α était composée d’un réseau de
germanium cubique simple dans lequel étaient insérés des atomes de manganèse en position intersti-
tielle au centre de certain cubes. Nous avons de plus montré grâce au calcul des énergies d’interfaces
(partie VI 2.1)) que l’axe c de la maille représentée sur la figure VI.9 devait être aligné avec l’axe
des nanocolonnes pour minimiser l’énergie d’interface globale. Or, si on on regarde cette phase
α dans la direction [001], comme montré sur la figure VI.13, on voit que la moitié des colonnes
atomiques sont composées uniquement de germanium, et les autres uniquement de manganèse, en
quantité deux fois moindre. Ce genre de détail de devrait pas manquer d’apparaître très clairement
en microscopie. Cependant, nous avons vu en étudiant les interfaces que la parois d’antiphase per-
met de changer de variant, c’est-à-dire de faire passer les atomes de germanium à la position des
manganèses (et inversement), et que cette interface possède une énergie particulièrement faible.
Nous pensons donc que de telles interfaces doivent être présentes en nombre non négligeable dans
les nanocolonnes, et que la phase α à l’intérieur des nanocolonnes est interrompue régulièrement
par une parois d’antiphase, qui cause un changement de variant. Ceci est d’autant plus crédible
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que si la phase α a un volume de maille plus grand de 1.7% et un rapport ca plus petit de 6.2%
comparé au germanium, la phase constituée de ces interfaces montre des caractéristiques inverses,
avec un volume de maille plus petit de 3.0% et un rapport ca plus grand de 0.9% comparé au ger-
manium9. Un effet élastique est donc une cause envisageable à ce changement de variant régulier.
Enfin, il est intéressant de constater que les analyses magnétiques, plus précisément les mesures de
ZFC-FC (partie I 3.2)), montrent que les nanocolonnes ne sont pas constituées d’un seul bloc, mais
sont coupées en 4 ou 5 parties magnétiquement séparées, ce qui va encore dans le sens de notre
hypothèse.
Or, la microscopie TEM effectue une projection de tous les plans atomiques (voir partie I 3.1))
et ne permet de voir qu’une sorte de moyenne sur l’épaisseur du matériau, et donc une moyenne
de chaque colonne atomique. Donc si plusieurs variants sont superposés comme nous l’imaginons,
il est normal de ne rien voir de particulier, et cette phase semble alors “invisible” dans les vue “de
dessus” [001] des échantillons.
Concernant les vue “de côté” [110], le problème vient cette fois-ci du ratio de matière entre
le germanium diamant et la nanocolonne. En effet, pour faire une observation en TEM, il faut
amincir les échantillons pour ne pas faire une moyenne sur “trop” de couches atomiques. Mais il est
difficile d’amincir les échantillons en dessous de quelques dizaines de nm (20nm dans le meilleurs
des cas). Or les nanocolonnes font typiquement 2 nm de diamètre. Ainsi, si en vue “de dessus”,
cela ne pose pas de problème puisque la nanocolonne s’étend sur toute l’épaisseur de l’échantillon,
en vu “de côté” on va avoir dans le signal 90% qui vient du germanium diamant, et 10% qui vient
de la colonne, avec dans cette dernière seulement la moitié des atomes qui ne se superposent pas
au germanium diamant. On cherche donc, dans le meilleur cas, une contribution de 5% dans le
signal. Au final, comme le montrent les simulations10 de la figure VI.23, il est très difficile de faire
la distinction entre matrice et nanocolonne, et encore plus de répérer la surstructure causée par le
germanium cubique simple.
FIG. VI.23 – Vues TEM “de côté” (direction [110]) d’un échantillon contenant des nanocolonnes.
a) Vue de toute la couche b) Zoom sur le bord d’une nanocolonne. c) En haut, les positions ato-
miques parfaites utilisées pour faire les simulations des deux images suivantes, qui utilisent des
défocalisations différentes. (Simulations TEM réalisées par Eric PRESTAT)
Enfin, il y a un dernier détail d’importance dans les observations de microscopie. Nous avons
mentionné la présence d’un plan manquant dans les nanocolonnes, visible sur la figure I.15. Or,
9Valeurs calculées avec prise en compte des électrons de semi-cœur
10Simlations réalisées par Eric PRESTAT sur une cellule contenant une nanocolonnes de 2nm non relaxée, et 15 nm
de matrice de germanium diamant.
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enlever un tel plan dans la maille diamant est extrêmement difficile car la période réelle est quatre
fois plus grande que celle des positions atomiques projetées. La conséquence est une déformation
d’une demi-maille à l’endroit du plan manquant pour rattraper le défaut. Or une faute d’une telle
amplitude devrait être visible en microscopie. La phase α au contraire possède une période seule-
ment deux fois plus grande que celle des positions atomiques projetées, et le rattrapage du défaut
ne provoque donc qu’une déformation d’un quart de maille, ce qui le rend beaucoup moins visible
et coûteux en énergie.
Diffraction La diffraction montre deux résultats à des échelles différentes. Dune part, la position
des pics de Bragg indique que le cristal est de type diamant, et ne contient pas de phases secondaires
à la structure cristalline différente. D’autre part, en regardant plus en détail chaque pic, on peut
constater la présence d’anneaux de corrélation. L’hypothèse du champ de déformation autour des
nanocolonnes comme origine de ces anneaux a rapidement été émise, et afin de la vérifier, nous
avons décidé de faire la simulation de plusieurs dizaines de nanocolonnes appliquant une contrainte
sur la matrice, en utilisant des potentiels empiriques. La méthode a consisté à relaxer les positions
atomiques d’un échantillon numérique, puis à en simuler la diffraction, et à comparer le résultat à
l’expérience. Dans les faits, les calculs ont été faits sur 20 boîtes (pour la statistique) de 100 par 100
mailles de côté (160000 atomes), contenant une quarantaine de nanocolonnes (ce qui correspond
à 13000 nanocolonnes/µm−2), comme illustré sur la figure VI.24a). Des potentiels empiriques ont
été utilisé pour relaxer les positions atomiques : Stillinger-Weber[159] pour le germanium de la
matrice, et différent potentiels ad-hoc pour la phase des nanocolonnes. Frédéric Lançon (potentiels
empiriques) a effectué cette étude en collaboration avec Vincent Favre-Nicolin (simulation de la
diffraction).
FIG. VI.24 – a) Une cellule de simulation type contenant 42 nanocolonnes. Les points bleus et
rouges sont les atomes de germanium et manganèse des nanocolonnes. Le brouillard est la matrice
de germanium. La relaxation des positions atomiques est effectuée à l’aide de potentiels empiriques.
b) Simulation de la diffraction de 20 cellules contenant différents variants de la phase α. On ne voit
pratiquement pas les taches de surstructure dues au germanium cubique simple. Elle disparaissent
complètement si on réduit l’amplitude des détails à ce qui peut être vu expérimentalement. (Images
réalisées par Frédéric Lançon)
Dans un premier temps, les colonnes ont été remplies simplement avec des potentiels de ger-
manium arbitrairement “gonflés” de quelques pour cent. Cela a permis de montrer que les anneaux
observés en diffraction étaient la conséquence de la corrélation des champs de déformation autour
des nanocolonnes (voir Fig.VI.25b) ). Dans un second temps, grâce à notre modèle de la struc-
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ture des nanocolonnes, de nouveaux potentiels empiriques permettant de mimer la phase α ont été
réalisés. Différentes configurations ont été testées (voir Fig.VI.26), et nous avons pu montrer que :
– la présence de dislocations dans les nanocolonnes (Fig.VI.26b) ) donne des caractéristiques
supplémentaires qui permettent de s’approcher encore plus des données expérimentales (Fig.VI.25c)
et d) ) ;
– la superposition des variants masque complètement les différences entre la maille diamant et
les phases α (Fig.VI.24b) ).
– la présence d’amorphe à l’intérieur des nanocolonnes (Fig.VI.26c) ) permet de reproduire un
anneau diffus présent dans certaines mesures.
Cette étude est toujours en cours.
FIG. VI.25 – Comparaison des images de microscopie et des simulations de relaxation en utilisant
des potentiels empiriques simulant la phase α (simple visualisation, et non pas simulation TEM).
a) Nanocolonnes de 2.0 nm de diamètre sans dislocation. b) Nanocolonnes de 3.2 nm de diamètre
avec dislocation. c) Nanocolonnes de 3.6 nm de diamètre remplies d’amorphe. (Images réalisées
par Frédéric Lançon)
FIG. VI.26 – Zoom sur le pic (220) des clichés de diffraction. a) Mesure expérimentale. Les autres
images sont le résultat de simulations de la diffraction sur 20 cellules de 42 nanocolonnes, d’une
densité de 13000/µm−2 b) Diamètre de ∼3.2 nm, remplies de germanium gonflé. c) Diamètre∼3.2
nm, remplies de phase α avec dislocation. d) Diamètre∼2.0 nm, remplies de phase α sans disloca-
tion. (Images réalisées par Vincent Favre-Nicolin)
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La spectroscopie d’absorption de rayon-X Concernant les spectres XAS, nous avons constaté
dans la première partie de ce chapitre que les résultats de simulation d’un exemple de phase α collent
assez bien aux mesures expérimentales (voir Fig.VI.14). Nous avons aussi vu que les distances et
les types d’atomes trouvés grâce aux ajustements des mesures expérimentales (partie V 3.1)) sont
compatibles avec la phase α, à l’exception des deux distances les plus lointaines. Cependant, le
vrai problème vient du nombre de coordination de chaque couche, puisque l’expérience trouve 4
premiers voisins, et 1 à 2 second voisins, alors que la phase α en a 8 premiers, et 2 à 4 seconds.
Nous expliquons cela par le fait que le matériau est partiellement désordonné, non pas comme un
amorphe qui n’aurait pas d’ordre à longue distance, mais comme un matériau très fauté dont la
distance premiers voisins est très variable selon les configurations locales. En effet, les phases α ont
presque la même énergie, qu’elles contiennent 20% ou 33% de manganèse. Cela veut simplement
dire que le défaut que constitue une lacune de manganèse a une énergie quasiment nulle, et doit
donc être présent en relativement grand nombre. D’autre part, dans une colonne de 2 nm, on compte
environ 40 atomes de manganèse par plan. Et sur ces 40 atomes de manganèse, il y en a environ 18
qui se situent en fait à l’interface avec le germanium diamant, ce qui représente 45% des manganèse.
Ainsi, l’environnement local des atomes de manganèse n’est pas du tout identique pour tous, et le
distances des voisins peuvent varier beaucoup. Ce grand étalement des distances ne peut cependant
pas être reproduit par l’utilisation d’un facteur de Debye-Waller important (répartition gaussienne
des distances), puisque pour de telles amplitudes, le potentiel devient fortement anharmonique. Le
signal XAS est donc la somme de contributions relativement différentes qui interfèrent de manière
plus ou moins destructives comme nous en avons donné un exemple dans la partie IV 3. Nous en
déduisons donc que l’analyse par ajustement ne permet pas de remonter à une valeur correcte du
nombre de voisins dans ce système complexe.
Pour montrer qu’il ne peut pas n’y avoir que 4 premiers voisins autour des atomes de manga-
nèse dans les nanocolonnes, nous allons faire un raisonnement par l’absurde, seulement sur les va-
leurs expérimentales. L’idée est de s’intéresser à l’évolution du nombre de voisins dans la première
couche (à 2.5Å) en fonction de la température de croissance. L’analyse des données expérimentales
montre en effet toujours 4 voisins germaniums autour de chaque manganèse, et ce quelle que soit la
température de croissance. Or, quand cette température augmente, deux phénomènes interviennent
qui devraient modifier le nombre de voisins mesuré :
– les nanocolonnes augmentent en taille, donc le poids des interface (où les atomes de manga-
nèse sont dans des environnement moins ordonnés) diminue.
– il y a apparition de précipités de Mn5Ge3, dans lesquels les atomes de manganèse sont par-
faitement ordonnés, et qui ont plus de 6 premiers voisins.
Donc s’il y a en effet 4 premiers voisins autour des atomes de manganèse dans les nanocolonnes,
les deux mécanismes présentés tendent à faire augmenter sensiblement le nombre de voisins me-
suré. Or ce n’est pas le cas. Et dans l’hypothèse au contraire où il y a 8 premiers voisins dans la
phase des nanocolonnes, le deuxième mécanisme tend à faire baisser la coordination apparente,
et vient contrebalancer le premier, ce qui expliquerait la constance du nombre de voisins observé
expérimentalement
Nous avons donc un doute sur la fiabilité de l’information qui donne 4 premiers voisins dans la
phase des nanocolonnes. Nous pensons qu’il faut se contenter de comparaisons qualitatives à des
modèles, telles que présentées dans ce travail.
VI 3.3) Le magnétisme
Nous avons vu que le moment magnétique des phases α était en bon accord avec les estimations
expérimentales, autour de 1µB. Le problème se situe en fait au niveau de la température de Curie, qui
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atteint 200K expérimentalement, contre moins de 70K dans nos simulations. Cependant, du fait de
la grande variabilité des phases α (concentration en manganèse, remplissage des sites interstitiels,
distances interatomiques, paramètre de maille, influence des interfaces, ...), il s’avère extrêmement
difficile d’en étudier le magnétisme de manière réaliste. Cependant, en nous basant sur le composé
MnGe4 qui exhibe expérimentalement une TC de 340K, et qui est constitué de manière similaire à
la phase α, nous pensons que les phases α ont des TC très variables en fonction des environnement,
comme observé expérimentalement.
Par ailleurs, concernant les nanocolonnes à haute TC (>400K) dont le moment magnétique
atteint 5µB, nous ne voyons pas d’explication aux mesures expérimentales. Nous avons en effet
constaté que le moment magnétique moyen des composés GeMn ne dépassait jamais 3µB/Mn. Il est
cependant possible qu’une phase particulière de la famille α, un dérivé de MnGe4 (qui est stabilisé
par la pression, et dont la TC atteint 340K avec un moment magnétique de 1.2µB), ou un composé
tel que Mn3Ge5, soient à l’origine de ces propriétés remarquables, mais nous n’en savons pas assez
à ce stade pour nous prononcer.
VI 4 Synthèse
L’hypothèse que nous avons présentée tout au long de ce chapitre est non seulement la plus
crédible sur le plan de la simulation, mais semble aussi pouvoir expliquer toutes les observations
expérimentales. L’analyse numérique complète du système, que nous avons réalisée, nous permet
par ailleurs de comprendre les mécanismes qui mènent à la formation de nanocolonnes. Nous allons
maintenant les décrire plus en détail.
VI 4.1) Le scénario de croissance proposé
Nous allons maintenant décrire notre scénario de croissance et d’évolution des nanocolonnes,
des premiers stades de nucléation de la phase α à l’amorphisation des nanocolonnes.
Nucléation de la phase α Lors du processus de croissance par MBE, des atomes de manganèse
tombent sur la surface [001] du germanium. Or, il a été montré dès 2004 par Zhu et al. [200] que le
métal de transition se positionnait préférentiellement en position interstitielle dite de “subsurface”.
Ces prédictions théoriques ont par ailleurs été confirmées expérimentalement en 2008[198]. Or, il
est possible de former très simplement la phase α à partir du germanium diamant et d’interstitiels
de manganèse. Nous montrons un exemple simple sur la figure VI.27, dans lequel on part d’une
configuration à 2 manganèses interstitiels dans une cellule de 8 germaniums diamant, qui se trans-
forme en phase α par des déplacements continus d’atomes, en passant dans les “trous” de la maille
diamant. Le gain total d’énergie entre la première et la seconde configuration est de 4.5 eV. Cette
valeur est bien sûr à relativiser par la non prise en compte de la surface, puisque c’est là que les
manganèses interstitiels se trouvent. Par ailleurs, nous n’avons pas étudié l’énergie de col de cette
transformation (par NEB par exemple), et le mécanisme concerté à 4 atomes semble difficile.
Croissance sous forme de nanocolonnes Une fois le premier germe de nanocolonne créé, il y a
compétition entre trois actions :
– créer un nouveau germe de colonne ;
– s’incorporer aux germes de colonne existants ;
– s’incorporer sous forme de défaut ponctuel (MnS) dans la matrice diamant de germanium.
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FIG. VI.27 – Transformation du germanium diamant en phase α. Dans l’état initial, il y a deux
atomes de manganèse en position interstitielle. Dans l’état final, on obtient la phase de la famille α
la moins concentrée en manganèse, à 20%.
La compétition entre les deux premières solutions est dirigée par deux facteurs : (i) le coût de
la création d’une nouvelle colonne (5 eV en énergie d’interface pour une colonne de 1 nm de
diamètre), et (ii) le libre parcours moyen des atomes de manganèse à la surface. On comprend
donc bien que la température ait tendance à diminuer le nombre de colonne au profit de leur taille
(Fig.I.13).
Pour comparer les deux dernières possibilité, nous avons reporté sur la figure VI.28 l’énergie de
cohésion du manganèse en fonction de l’environnement dans lequel il se trouve. On constate que la
phase α est un environnement beaucoup plus favorable au manganèse, avec une énergie de cohésion
de 3.81 eV, contre 2.38 eV pour le défaut le plus stable (MnS), soit une différence de plus de 1.4
eV. Les nanocolonnes constituent donc des pièges pour les atomes de manganèse qui migrent sur la
surface.
FIG. VI.28 – Énergies de cohésion du manganèse en fonction de son environnement. L’incorpora-
tion du manganèse en phase α est très favorable par rapport à la formation de défauts ponctuels.
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Enfin, pour étudier la compétition entre le premier mécanisme et le troisième, il faudrait évaluer
l’énergie de germes de phases α en surface, et la comparer à l’incorporation de manganèse en
substitution. Nous n’avons pas fait cette étude, mais les résultats expérimentaux semblent montrer
que la création de germe est favorable.
La structure interne des nanocolonnes Comme nous l’avons déjà expliqué, la concentration en
manganèse dans les nanocolonnes tend vers 33% afin de minimiser la taille de la nanocolonne,
et donc l’énergie d’interface. Cependant les observations de microscopie montrent trois types de
phases à l’intérieur des nanocolonnes (voir Fig.I.14) : (i) une phase parfaitement contrainte, (ii) une
phase présentant des dislocations à l’interface, et (iii) une phase amorphe. Nous allons expliquer
cette évolution simplement en étudiant les différentes contributions à l’énergie de formation totale
en fonction du diamètre d’une nanocolonne constituée de phase α. Nous avons tracé sur la figure
VI.29 l’évolution de :
– εVchem : l’énergie chimique par rapport aux composés plus stables comme Mn11Ge8 : 60
meV/atome ;
– εVel : l’énergie élastique de la contrainte provoquée par le germanium diamant : 20 meV/atome ;
– εSα−Ge : l’énergie d’interface entre la phase α et le germanium diamant : 36 meV/Å
2 ;
– εS∀−Ge : l’énergie d’interface entre un composé quelconque et le germanium diamant : fixée
arbitrairement à 80 meV/Å2, c’est-à-dire proche d’une interface pas du tout optimale comme
Mn5Ge3 // germanium diamant.
Ces énergies sont qualifiées de volumique (εV ) ou surfacique (εS), ce qui va déterminer leur évolu-
tion en fonction du diamètre de la colonne : constantes pour les premières, décroissantes pour les
secondes.
FIG. VI.29 – Évolution des différentes contributions à l’énergie de formation, en fonction du dia-
mètre d’une nanocolonne constituée de phase α.
Regardons tout d’abord les énergies élastique εVel et d’interface ε
S
α−Ge. Pour les petites nano-
colonnes, l’énergie d’interface εSα−Ge est la plus grande, mais au fur et à mesure que la colonne
grossit, elle devient de moins en moins importante. Ainsi, il arrive un certain diamètre où il devient
intéressant de relaxer la contrainte afin de gagner sur l’énergie élastique εVel , quitte à perdre un peu
sur l’énergie d’interface εSα−Ge. C’est à ce moment là qu’apparaissent les dislocations.
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Il en va de même pour les énergies chimiques εVchem et d’interface quelconque ε
S
∀−Ge. Si pour
les faibles diamètres de nanocolonne il est favorable de former une phase métastable pour s’assurer
des interfaces à basse énergie, il vient une taille de colonne où il est préférable de former une phase
plus stable (comme MnGeC162 , ou Mn3Ge5 ou MnGe
B20) quitte à payer en énergie d’interface. Si on




∀−Ge, le diamètre du changement se situe autour de 6 nm.
Enfin, nous expliquons la formation d’un amorphe plutôt que d’une phase définie (comme
MnGeC162 , ou Mn3Ge5 ou MnGe
B20) par la basse température de croissance. En effet, nous pen-
sons que l’amorphisation des nanocolonnes passe par la phase C16 qui se crée localement à partir
de la base de germanium cubique simple. Les germes de C16 créent alors des défauts à cause de
leur paramètre de maille trop différent (-13% selon c comparé au germanium diamant), et brisent
l’équilibre entre énergie chimique forte et énergie d’interface faible. La nanocolonne n’est alors
plus cohérente avec la matrice de germanium, et les diférents germes locaux de phases GeMn ne
peuvent pas s’unifier. Cette compétition entre énergie d’interface, énergie élastique et énergie chi-
mique mène à une impasse christallographique. Devant les hautes énergies de barrière permettant
de former un composé définie, les atomes qui sont déposés par la suite forment un amorphe re-
lativement stable11, comme en témoigne l’eutectique présent à 43% sur le diagramme de phase
(Fig.I.4).
On voit donc que les interfaces sont la clef du système, et que le diamètre des nanocolonnes, via
le rapport surface sur volume, détermine leur composition. On comprend aussi que les grosses na-
nocolonnes sont forcement amorphes, et que la formation de la phase α en “pleine plaque” apparaît
difficile.
Recuit et formation de précipités Grace au données que nous avons calculées, nous nous propo-
sons d’évaluer l’énergie totale d’une nanocolonne au cours d’un recuit, et d’en valider le mécanisme
associé. Dans l’état initial, les atomes de manganèse sont inclus dans une nanocolonne de phase α,
de diamètre 2 nm et de hauteur 80 nm. Apres recuit, nous considérons que les mêmes manganèses
sont cette fois répartis dans 4 amas sphériques de Mn5Ge3. Il y a donc deux transformations qui
s’oppèrent pour passer de l’un à l’autre : un changement de forme, et un changement de phase. Se-
lon l’ordre de ses changements, l’étape intermédiaire entre état initial et état final va être différent.
Nous avons donc considéré les deux mécanismes suivants :
1. avec l’augmentation de la température, la diffusion en volume des atomes devient possible.
Ainsi, les nanocolonnes se scindent pour former des precipités moins allongés (idéalement
sphériques), au rapport surface sur volume plus faible, pour minimiser leur énergie d’inter-
face. Lorsque ces sphéroïdes sont formés, il y a transformation de phase du composé α méta-
stable, en composé Mn5Ge3, accompagné d’une diminution du volume des sphères (densité
de manganèse supérieure dans Mn5Ge3 comparé à la phase α). L’étape intermédiaire est donc
composée de 4 précipités sphèriques de phase α.
2. avec l’augmentation de la température, la phase alpha se transforme en Mn5Ge3 en gardant
sa forme nanocolonnaire, puis se scinde en 4 précipités sphèriques. L’étape intermédiaire est
donc ici une seule nanocolonne de Mn5Ge3.
Nous avons reproduit dans le tableau VI.1 l’évolution de différentes grandeurs physiques au
cours de la transformation. Il s’agit du volume totale de la phase GeMn, de la surface de son inter-
face avec le germanium, ainsi que les énergies d’interface (Eint), chimique (Echem) et totale (Etot).
Pour l’énergie d’interface, nous avons pris 36 meV/Å2 pour germanium et phase α, et 80 meV/Å2
pour germanium et Mn5Ge3. L’énergie chimique est de 60 meV/atome pour la phase α, et nulle pour
11Un comportement similaire est observé pour la croissance de Mn5Ge3 sur germanium [111], qui forme un amorphe
pour des températures de croissance inférieures à 500°C (100°C pour les nanocolonnes contrainte).
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le Mn5Ge3. Nous avons négligé l’énergie élastique car elle est faible devant l’énergie chimique et
se comporte par ailleur de manière quasiment identique.
État Forme du Phase Vtot Stot Echem Eint Etot
précipité GeMn (nm3) (nm2) (eV) (eV) (eV)
Initial 1 nanocolonne phase α 251 503 1000 1810 2809
Intermédiaire 1 4 sphères phase α 251 306 1000 1101 2100
Intermédiaire 2 1 nanocolonne Mn5Ge3 125 355 0 2841 2841
Final 4 sphères Mn5Ge3 125 192 0 1539 1539
TAB. VI.1 – Evolution de différents paramètre au cours du recuit d’une nanocolonne de phase α,
selon le scénario.
On constate que l’énergie de l’étape intermédiaire 1 (2100 eV) est inférieure à celle de l’état ini-
tial (2809 eV), mais supérieure à celle de l’état final (1539 eV). L’étape intermédiaire 2 au contraire
ne semble pas être un chemin de transformation viable à cause de son énergie (2841 eV)supérieure
à celle de l’état initial (2809 eV). On en conclu donc que le changement de forme doit précéder la
transformation de phase, ce que l’on comprend bien par la simple considération des différentes éner-
gies d’interfaces. Cependant, nous tennons à tempérer cette conclusion, en rappellant que les deux
étapes de transformation ne sont sans doute pas aussi séparées dans le temps, et qu’elles doivent se
chevaucher largement.
À retenir En résumé, le scénario de croissance est le suivant : Mn interstitiels en subsurface→
GeMn2T → MnGe2 α.
A partir du moment où suffisamment de germes de nanocolonne ont été créés (ceci est fixé par le
libre parcours moyen des atomes de manganèse à la surface, donc par la température du substrat),
les atomes de manganèse se font piéger sur les nanocolonnes.
La concentration en manganèse dans les nanocolonnes augmente jusqu’à 33% afin de minimi-
ser l’énergie d’interface.
Lorsque les nanocolonnes deviennent trop grosses (en diamètre), il devient énergétiquement
favorable de relaxer l’intérieur pour gagner en énergie chimique et élastique, quitte à perdre en
énergie d’interface. Le désordre ainsi créé couplé à la basse température de la croissance fait
pousser un amorphe relativement stable.
En ce qui concerne le recuit, nos calculs semblent montrer que l’étape de changement de forme
(de nanocolonnes en précipités sphériques) précède le changement de phase (passage de la phase
α au composé Mn5Ge3).
VI 4.2) Des expériences pour révéler la phase α
Nous avons montré pourquoi les techniques expérimentales utilisées avaient échoué dans l’iden-
tification de la phase α, et nous n’avons donc pas à l’heure actuelle de preuve direct qui confirme
notre hypothèse. Or sa confirmation ne pourra venir que de l’expérience. Il faut donc, maintenant
que l’on sait ce que l’on doit chercher, trouver un moyen de détecter cette phase. Nous en proposons
ici deux : la microscopie en champ sombre et la canalisation.
Afin d’optimiser les chances de réussite et la clarté des résultats, nous pensons qu’il faut faire
les expériences sur les petites nanocolonnes parfaitement cristallines, et dans les échantillons où
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elles sont en grand nombre, ceci afin de maximiser la force du signal recherché. Nous proposons
un échantillon de concentration totale en manganèse de 7% et de température de croissance de
100°C. Les nanocolonnes y occuperaient une fraction volumique de 14%, ce qui reste faible mais
détectable.
Microscopie en champ sombre L’idée est ici de repérer dans les nanocolonnes le réseau cubique
simple du germanium qui forme la phase α. Il a en effet un paramètre de maille deux fois plus grand
que le germanium diamant en projection. Comme nous l’avons dit, la diffraction ne montre rien car
l’échantillon est observé dans son ensemble, avec tous les variants de la phase α superposés. La mi-
croscopie électronique en transmission (TEM) au contraire permet de cibler une zone particulière.
Or de par le principe du (TEM), le faisceau d’électrons forme à la sortie de l’échantillon un dia-
gramme de diffraction, avant d’être focalisé pour former une image dans l’espace réel. La technique
du champ sombre consiste à ne laisser passer qu’un pic du diagramme de diffraction, et à observer
l’image réelle formée. On voit alors la contribution de chaque pic de diffraction à l’image réelle.
Par exemple la sélection d’un pic du réseau cubique simple va montrer en clair les cubiques, et les
zones non cubiques seront sombres.
Une telle expérience a déjà été effectuée par Ahlers et al. [30, 12] sur un échantillon GeMn
réalisé par MBE à basse température, et contenant 5% de manganèse. Il est observé dans cet échan-
tillon la formation de précipités s’approchant des nanocolonnes, mais qui ne sont pas jointifs de bout
en bout de la croissance (voir Fig.VI.30(a) ). La technique de microscopie en champ sombre montre
la présence de précipités de Mn5Ge3 (Fig.VI.30(b) ) en sélectionnant une raie de diffraction carac-
téristique du Mn5Ge3. Lorsque c’est la raie (002) qui est choisie, les précipités riches en manganèse
apparaissent plus clairs que le germanium diamant (Fig.VI.30(d) ). Or la raie (002) est interdite en
diffraction dans le diamant, mais elle est présente en microscopie à cause des diffusions multiples.
Cependant, les zones riches en manganèse sont plus claires. Cela signifie donc ou bien qu’il y a plus
de matière dans les précipités, ou bien que la (002) n’est pas une raie de diffusion multiple dans les
nanocolonnes (d’où sa plus forte intensité), ce qui prouverait la présence d’une structure cubique
simple de paramètre de maille deux fois plus grand que celui du germanium diamant.
Les résultats de Ahlers ne semblent pas avoir été interprétés dans ce sens, probablement parce
que les auteurs n’envisageaient pas à un tel résultat. Il n’en sont pas moins encourageants, même si
une étude plus complète ayant pour but de trouver la phase α semble indispensable.
La spectroscopie de rétrodiffusion de Rutherford, ou RBS Un tout autre type d’expérience
serait intéressant pour confirmer la présence de phase α et par là même invalider l’hypothèse des
phases de défauts. Il s’agit de la spectroscopie de rétrodiffusion de Rutherford (RBS pour Ruther-
ford backscattering spectrometry). L’expérience consiste à projeter un faisceau parallèle de noyaux
d’hélium sur un cristal, et à étudier la rétrodiffusion de ces derniers par les atomes du cristal en
fonction de l’orientation du faisceau. En effet, lorsque le faisceau d’ions est désorienté par rapport
au cristal, tous les ions projetés finissent par rencontrer un noyau du cristal, et sont rétrodiffusés.
On a alors un signal de rétrodiffusion maximal. Au contraire, lorsque le faisceau d’ions est aligné
avec une direction cristallographique, les atomes du cristal sont alignés les uns derrière les autres,
ce qui réduit leur section efficace globale, et la rétrodiffusion diminue fortement. On parle alors de
canalisation, comme montré sur la figure VI.31.
Le but est de détecter les atomes qui ne sont pas alignés sur le réseau cristallin, donc notamment
les interstitiels. En étudiant la canalisation dans plusieurs directions cristallographiques bien choi-
sies, on peut remonter à la position des impuretés dans la maille. En effet, dans la maille diamant
par exemple, l’interstitiel tétraédrique est visible dans la direction [110] mais pas dans la direction
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FIG. VI.30 – Images TEM dans la direction [110] d’un échantillon réalisé par MBE à basse
température, et contenant 5% de manganèse. (a) Image TEM d’ensemble. Les flèches montent
les précipités de Mn5Ge3. (b) Image en champ sombre en sélectionnant une raie de diffraction
caractéristique du Mn5Ge3. (c) Image HR-TEM d’un précipité de Mn5Ge3. (d) Image en champ
sombre en sélectionnant la raie (002) interdite du germanium diamant. (e) Image HR-TEM des
précipité riches en manganèse. Figure tirée de [12].
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FIG. VI.31 – Mesure de canalisation dans la direction [100] d’un échantillon contenant 10% de
manganèse, réalisé par MBE à basse température. Figure tirée de [111].
[100]. Au contraire, un interstitiel hexagonal est visible dans les deux directions, et un substitution-
nel n’est visible dans aucune. De plus, en mesurant l’énergie des ions rétrodiffusés, on a accès à la
masse des noyaux diffuseurs, et donc à leur espèce chimique.
Dans le cas de la maille α, une signature caractéristique est la présence d’atomes de germanium
en position interstitielle tétraédrique (voir la figure VI.23). Il faudrait donc pour les voir effectuer
plusieurs mesures, dans les directions [100], [110] voire même si possible [112]. Or, des mesures
présentées par Li et al. [111] ont été réalisées sur un système qui semble similaire : une couche
de GeMn contenant 10% de manganèse, réalisé par MBE à basse température, avec présence de
précipités cohérents sur la matrice. Malheureusement, ces mesures ont été faites dans l’idée de dé-
montrer la présence d’un DMS inhomogène, et les paramètres expérimentaux choisis ne permettent
pas de tirer de conclusion concernant notre hypothèse. La figure VI.31 ne montre par ailleurs la ca-
nalisation que dans la direction [100]. Quoi qu’il en soit, les résultats qu’ils présentent ne valident
pas l’hypothèse d’un DMS inhomogène.
De plus, dans la phase α, les atomes de germanium ne sont pas exactement positionnés sur le
réseau diamant, mais sont décalés de 0.25 Å vers le haut (paramètre z sur la figure VI.9). Il sera
donc nécessaire de coupler les mesures expérimentales avec des simulations de canalisation (de
type Monte Carlo) pour s’assurer une bonne interprétation des résultats, à la manière de ce que
nous avons fait pour la spectroscopie d’absorption de rayon-X
VI 5 Conclusion
Ce dernier chapitre était consacré à la présentation de notre hypothèse de la structure interne
des nanocolonnes. Nous l’avons débuté avec une exploration sélective de différentes structure cris-
tallines guidée par des considérations à la fois chimiques et structurales. Cela nous a permis de
mettre à jour deux nouveaux composés GeMn métastables riches en germanium, à des énergies de
formation relativement faibles. Le composé le plus stable, MnGe2 C16 (isostructural à FeGe2), ne
semble pas compatible avec les données expérimentales de par sa structure. Sa maille cristalline
présente en effet un désaccord de paramètre de maille de -13% avec le germanium diamant. Ses
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FIG. VI.32 – Vue du cristal diamant contenant une nanocolonne horizontale de phase α selon
trois orientations cristallines différentes. On voit que dans la direction [100], les atomes de la
nanocolonne sont cachés par les atomes du réseau, contrairement aux deux autres orientations,
où des atomes de germanium et de manganèse apparaissent. Une expérience de spectroscopie de
rétrodiffusion de Rutherford (RBS) devrait permettre de retrouver ces caractéristiques dans les
échantillons, et donc de valider la phase α.
propriétés magnétiques sont cependant intressantes, puisque sa température de Curie simulée est
comprise entre 200K et 320K. Le second composé, MnGe2 α (isostructural à FeSi2), est plus per-
tinent pour les nanocolonnes puisqu’il présente un désaccord de maille inférieur à quelque pour
cent dans toutes les directions, et un volume de maille seulement 1.7% supérieur au germanium
diamant. Il fait partie d’une famille de composés basée sur le germanium en maille cubique simple,
dans lequel les atomes de manganèse se placent en position interstitielle au centre de certains cubes.
L’exploration de différentes occupations des cubes de germanium nous a montré qu’ils devaient se
ranger par plan, en occupant un sur deux. De plus, le peuplement de chacun de ces plans pouvait
varier de 50% à 100% tout en conservant la même énergie de formation, conférant aux phases α
un domaine de stabilité pratiquement uniforme entre 20% et 33% de manganèse. Enfin, une étude
des propriétés de spectroscopie d’absorption de rayon-X montre le bon accord avec les mesures
expérimentales, tant simulées qu’ajustées.
L’étape suivante a naturellement consisté à étudier en détail l’interface de cette phase MnGe2
α avec le germanium diamant, et ses conséquences sur le système. Nous avons pu montrer que le
composé forme avec le germanium diamant une interface d’énergie relativement faible (35 meV/Å2)
contrairement au Mn5Ge3 (plus de 80 meV/Å2). Nous en avons conclu que cela favorisait la for-
mation du composé riche en germanium dans les précipités de petite taille. De plus, la différence
d’énergie selon l’orientation de l’interface nous permet de supposer que l’axe c de la phase α est
aligné avec l’axe des nanocolonnes, et la direction de croissance. Nous avons enfin trouvé une inter-
face à énergie quasi nulle qui permet de changer le variant de la phase α par rapport au germanium
diamant.
Nous sommes ensuite revenu sur les résultats expérimentaux, et avons montré que le chan-
gement de modèle influait sur les résultats de mesure. La concentration en manganèse dans les
nanocolonnes a ainsi été ramenée à l’intervalle 15% – 35%, c’est-à-dire en parfait accord avec les
phases α. Puis nous avons proposé une explication à l’echec des mesures expérimentales à détecter
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cette phase, en faisant intervenir une parois d’antiphase à faible énergie dans la phase α. Enfin,
nous avons proposé un scénario de croissance des nanocolonnes, qui est cohérent à la fois avec les
calculs et les données expérimentales.
Nous avons conclu par la proposition de deux nouvelles expériences qui devraient permettre de
mettre à jour expérimentalement la phase α : la microscopie en champ sombre et la spectroscopie de
rétrodiffusion de Rutherford, ou RBS. Elles ont toute deux déjà été réalisé sur des systèmes proches.
Le résultat de l’une d’elles semble confirmer notre hypothèse, alors que les paramètres non adaptés
de l’autre ne permettent pas de tirer de conclusion, et nous encouragent à refaire l’expérience.
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Cette thèse a porté sur l’étude de semiconducteurs magnétiques dilués à base de germanium et
de manganèse, dans lesquels sont observées de fortes inhomogénéités de la concentration du métal
de transition. En effet, des expériences de croissance de couches Ge1−xMnx réalisées en 2006 ont
mis en évidence la formation de nanocolonnes riches en manganèse (entre 30% et 50%) entourées
d’une matrice de germanium diamant, dont les propriétés magnétiques semblaient pour certaines
remarquables. Cependant, malgré de nombreuses caractérisations effectuées, les propriétés struc-
turales de ces nanocolonnes n’ont pu être révélées par des méthodes purement expérimentales. En
effet, le paradoxe de ce système vient du caractère très ordonné observé en microscopie, qui s’op-
pose au désordre évident constaté en spectroscopie d’absorption de rayon-X et en diffraction. Il a
ainsi été fait appel à la simulation pour apporter un éclairage nouveau sur le système. Du fait de
la grande complexité du problème, nous avons donc dès le départ pris le parti d’une approche ex-
trêmement multicritère dans notre recherche, en nous basant sur plusieurs méthodes de simulation
pour multiplier les points de comparaison à l’expérience. Nous avons ainsi travaillé en collabora-
tion étroite avec les équipes de croissance12, de mesures de XAS13, de mesures de XMCD et de
diffraction14, et des expériences de microscopie15.
Nous avons dans ce manuscrit commencé par mettre en place les outils de simulation, puis
continué par une étude approfondie du système afin de mieux l’appréhender, qui nous a aussi permis
de tester nos méthodes, et nous avons terminé avec la recherche à proprement parler de la structure
cristalline des nanocolonnes, en étroite collaboration avec la recherche expérimentale.
Une étude complète Grâce à une description précise de toutes les méthodes numériques à notre
disposition, nous montrons que l’utilisation du formalisme PAW est un atout majeur dans l’étude
du système GeMn. Nous expliquons ensuite comment générer des pseudopotentiels efficaces pour
le germanium et le manganèse, puis nous montrons que le choix de la GGA comme fonctionnelle
d’échange-corrélation est le plus indiqué pour le système GeMn. Nous mettons enfin à jour un com-
portement non physique des pseudopotentiels HGH ([74, 100]) du manganèse sans les électrons de
semi-cœur.
Une fois les outils de simulation mis en place, nous pouvons procéder à une première explora-
tion du système avec nos outils numériques. L’identification et l’analyse préalables des composés
GeMn connus nous permettent de montrer une corrélation directe entre la compacité et la concen-
tration en manganèse, que nous attribuons au comportement chimique différent des deux espèces.
12T. Devillers et M. Jamet (DSM/INAC/SP2M/NM), C. Porret, A. Jain et A. Barski (DSM/INAC/SP2M/SINAPS)
13M. Rovezzi et F. d’Acapito (BM08/ESRF)
14S. Tardif (Institut Néel), V. Favre-Nicolin (UJF), S. Cherifi, J. Cibert (Institut Néel)
15E. Prestat, P. Bayle-Guillemaud (DSM/INAC/SP2M/LEMMA)
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L’utilisation de la DFT sur ce système pathologique se révèle efficace, puisqu’elle décrit correc-
tement les données structurales, magnétiques et énergétiques des composés connus. On observe
toutefois une erreur engendrée par la méthode sur les paramètres physiques : ±3% sur le paramètre
de maille moyen,±0.5µB/Mn sur les moments magnétiques et 40 meV/atome sur l’énergie. De plus,
les calculs montrent que l’utilisation des électrons de semi-cœur n’est pas indispensable, et n’a de
sens que si elle est appliquée aux deux espèces chimiques. Nous présentons un modèle thermody-
namique simple qui permet de comparer l’énergie de n’importe quelle phase GeMn, et ainsi d’en
étudier la stabilité. Il permet par ailleurs de donner une réponse naturelle à la question de l’éner-
gie de référence du manganèse pour le calcul de défauts ponctuels : il faut prendre les composés
Mn11Ge8 et germanium diamant comme référence. Enfin, dans le système ternaire Mn5Ge3Cx, ce
modèle autorise une comparaison de l’énergie de formation de n’importe quel défaut, qui montre
finalement que la saturation de la TC a une origine énergétique, avec une augmentation de l’énergie
de formation des interstitiels de carbone.
Concernant la problématique principale de la thèse, c’est-à-dire la détermination de la structure
atomique des nanocolonnes, nous étudions dans un premier temps l’hypothèse expérimentale. Elle
repose sur les observations de microscopie et de diffraction, et consiste simplement à considérer
la maille diamant du germanium, présentant localement une agglomération de défauts ponctuels.
Nous montrons tout d’abord que les défauts isolés de manganèse ont une énergie de formation su-
périeure à 1.5 eV/Mn. Ensuite, grâce à une exploration exhaustive des arrangements atomiques,
nous proposons une phase à base de défauts interstitiels tétraédriques et substitutionnels (que nous
nommons nTmS), qui est particulièrement basse en énergie parmi tous nos calculs. En effet, les
défauts se combinent et font baisser l’énergie de formation moyenne jusqu’à 1eV/Mn. Cela reste
élevé, puisque certaines simulations de grande taille montrent un effondrement de la structure. Le
plus problématique pour cette hypothèse vient de l’évolution de l’énergie de formation en fonction
de la température qui ne présente pas de minimum autour de 30% – 50%, alors que cette caractéris-
tique est indispensable à toute décomposition spinodale.
D’un autre coté, nous proposons une nouvelle hypothèse selon laquelle les nanocolonnes sont
constituées d’un composé métastable MnGe2, non basé sur le germanium diamant. Il est isostruc-
tural à FeSi2 α, et sa maille est très proche de celle du diamant. Nous montrons qu’il existe en fait
toute une famille de composés basés sur le germanium cubique simple, dans lesquels les atomes
de manganèse occupent partiellement les sites interstitiels au centre des cubes. Leur énergie de for-
mation est par ailleurs constante autour de 60 meV/atome sur une gamme de concentration allant
de 20% à 33%, ce qui satisfait aux hypothèses d’une décomposition spinodale. Grâce à une étude
systématique, nous trouvons une énergie d’interface avec le germanium diamant de 35 meV/Å2, à
comparer avec les 80 meV/Å2 dans le cas du Mn5Ge3. Nous en déduisons tout d’abord que des
nanocolonnes de MnGe2 sont beaucoup plus stables qu’un semiconducteur magnétique dilué, dès
que les concentrations en manganèse dépassent quelques dixièmes de pour cent. Ces précipités
de MnGe2 s’avèrent par ailleurs bien plus stables que de simples assemblages de défauts. Nous
montrons enfin que les nanocolonnes de MnGe2 sont favorisées par rapport aux composés connus
(Mn11Ge8 ou Mn5Ge3) à cause de leur fort rapport surface sur volume (∼2nm−1), qui compense
leur caractère métastable par une énergie d’interface avec le germanium bien inférieure.
Concernant les propriétés magnétiques des matériaux, nous obtenons de bons résultats avec
notre méthode d’évaluation de la température de Curie, puisque nous arrivons à reproduire l’aug-
mentation de la TC du composé Mn5Ge3Cx. Nous constatons cependant que l’erreur sur les coor-
données atomiques induite par les calculs DFT est incompatible avec l’extrême sensibilité aux dis-
tances des interactions magnétiques. Nous estimons néanmoins la température de Curie du composé
ferrimagnétique nTmS à quelques centaines de K, et celle du composé ferromagnétique MnGe2 à
moins d’une centaine de K, avec des moments magnétiques moyens proches dans les deux cas
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de 1µB/Mn. Ces résultats sont compatibles avec les valeurs expérimentales des nanocolonnes dites
“basse-TC”. Concernant les nanocolonnes “haute-TC”, nous ne parvenons pas à expliquer leur com-
portement, dans la mesure où le moment de 5µB/Mn mesuré (valeur maximale pour le manganèse)
n’est observé dans aucun des composés GeMn que nous avons étudiés.
Enfin, nous montrons que la spectroscopie d’absorption de rayons X (XAS) au seuil K du man-
ganèse est très perturbée par la présence de nombreux défauts et interfaces (dans certains échan-
tillons, jusqu’à 50% des atomes de manganèse se situent à la surface d’une nanocolonne). Cepen-
dant, malgré ces difficultés, l’analyse directe des mesures expérimentales, ainsi que la comparaison
des simulations aux données brutes semblent confirmer la présence de la phase MnGe2 α et infirmer
celle d’un composé de défaut, notamment dans la partie XANES.
À la lumière de ces différents résultats, nous pouvons réinterpréter certaines données expéri-
mentales, telles que la concentration en manganèse dans les nanocolonnes. Elle est en effet rééva-
luée en tenant compte de la compacité, et tombe à 15%–35%, soit en parfait accord avec la gamme
de stabilité des phases de type MnGe2 α. De même, en faisant intervenir une interface qui joue le
rôle de paroi d’antiphase dans le composé MnGe2 α, il devient possible d’expliquer la non-détection
de la phase malgré les multiples expériences de caractérisation effectuées.
Nous montrons donc que l’hypothèse expérimentale originale de concentration de défauts sur
le réseau diamant est peu probable, et que la présence de la phase MnGe2 α semble au contraire
cohérente avec les résultats expérimentaux. Cependant, nous n’avons pas de preuve positive de
la présence du composé MnGe2 α dans les échantillons, et une confirmation expérimentale reste
à trouver. Nous proposons pour cela deux voies, que sont la microscopie en champ sombre et la
spectroscopie de rétrodiffusion de Rutherford (RBS). Dans le premier cas, il faudrait être en vue
110, et se placer sur la raie [002], interdite dans le diamant, mais pas dans le germanium cubique
simple. Cette expérience a déjà été effectuée par un autre groupe [12] et semble confirmer nos
résultats, bien que cela n’ait pas été remarqué par les auteurs. L’autre voie a aussi été explorée
[111], mais seul le résultat de canalisation dans une direction a été publié, ce qui empêche toute
application à notre cas. Une étude plus approfondie reste donc nécessaire dans les deux cas.
Perspectives Nous avons mentionné dans le dernier chapitre une étude en cours16 concernant la
simulation de grandes cellules, contenant plusieurs dizaines de nanocolonnes, et des centaines de
milliers d’atomes. En effet, un certain nombre d’expériences sont couplées à des méthodes de simu-
lation qui nécessitent comme donnée d’entrée la position des atomes, et des cellules de simulation
aussi grosses que possible. Or, nos méthodes ab initio se limitent à la centaine d’atomes. La pos-
sibilité de relaxer la structure d’une ou plusieurs nanocolonnes pourrait notamment permettre de
réaliser des simulations de TEM et de diffraction en prenant en compte l’effet des contraintes, des
simulations de spectre XAS d’une nanocolonne entière, de canalisation RBS... Cela sera possible
puisque nous avons un modèle de la structure atomique des nanocolonnes, et que des potentiels
empiriques ont été créés pour mimer son comportement. Ce travail va être poursuivi afin de raffiner
encore les potentiels, pour pouvoir fournir des coordonnées atomiques plus fidèles à la réalité, ou
du moins aux calculs ab initio, et ainsi améliorer la qualité des comparaisons théorie – expérience.
En ce qui concerne les suites à donner à la thématique de cette thèse, nous voyons encore
plusieurs axes à explorer en utilisant les mêmes outils. En premier lieu, il semble indispensable
de procéder à une étude plus complète de la température de Curie des phases α, avec prise en
compte du désordre et des variants. Nous pensons aussi à l’étude de la nucléation des germes de
phases α, à l’exploration de défauts nouveaux mettant en jeux des interstitiels de germanium et au
calcul d’énergie des barrières à l’aide d’outils type NEB. Cela pourrait permettre de comprendre
16Étude menée par F. Lançon (CEA/INAC/SP2M/L_Sim).
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pourquoi certaines expériences font état de nanocolonnes [88, 48] quand d’autres n’obtiennent que
des précipités de forme allongée non continus [30, 12, 111].
On peut aussi penser à la simulation directe d’une nanocolonne en ab initio, puisqu’un calcul
en prenant un diamètre de 1nm avec une distance de 2.3 nm entre nanocolonnes peut être réalisé
avec seulement 108 atomes. Cela permettrait notamment de vérifier le modèle de l’énergie chimique
(εchem) et de l’énergie d’interface (εint).
Enfin, il semble indispensable de vérifier l’applicabilité de nos découvertes aux autres métaux de
transition, ainsi qu’au silicium. En effet, deux études expérimentales du système SiMn montrant des
précipités riches en manganèse donnent des caractéristiques qui ne sont pas sans rappeler les phases
α : 8 premiers voisins atour des atomes de manganèse et une forme de seuil remarquable dans une
étude seulement XAS [186], une quantité de silicium constante et un surplus de manganèse dans
les précipités (par EELS et ADF) ainsi qu’une canalisation parfaite dans la direction [100] dans
une étude plus complète [199]. Le système SiMn est d’autant plus intéressant que le composé FeSi2
est stable et que les interstitiels sont les défauts de plus basse énergie.
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Étude théorique de la structure et de la stabilité des alliages GeMn dans le cadre de la
spintronique. Un prototype de semiconducteur magnétique confronté aux résultats expéri-
mentaux.
Résumé La spintronique a déjà permis plusieurs avancées majeures mais le problème de l’in-
jection de spin s’oppose encore à son utilisation généralisée en microélectronique. Le concept de
semi-conducteur magnétique dilué (DMS) a été envisagé comme solution, mais s’avère difficile
à appliquer aux semi-conducteurs de type IV, dans lesquels les atomes magnétiques sont très peu
solubles et forment des précipités. Nous nous sommes intéressé dans ce travail au système germa-
nium manganèse, et à la structure de certains précipités particuliers, qui semblent cohérents avec la
matrice de Ge, et dont les caractéristiques magnétiques, chimiques et structurales ne correspondent
à aucun composé connu.
Nous avons utilisé dans ce travail des outils simulation de type ab initio par l’approche DFT
avec utilisation de pseudopotentiels PAW. Nous générons dans un premier temps des pseudopo-
tentiels nécessaires pour le Ge et le Mn. Puis nous montrons grâce à une étude thermodynamique
que les méthodes premier principe permettent de reproduire le diagramme de phase (x,T=0) du sys-
tème GexMn1−x. Nous étudions ensuite les défauts ponctuels de Mn dans la matrice de Ge et leur
possibles agglomérations, et montrons qu’une “condensation” de défauts sur le réseau diamant ne
peut pas expliquer les observations expérimentales. Enfin, nous montrons que certains composés
ordonnés dérivés de systèmes proches sont métastables dans GeMn, et cette fois compatibles avec
les mesures. Grâce à une étude complète des interfaces avec le Ge diamant, nous parvenons à expli-
quer la stabilité de nanocolonnes riches en Mn (33%) dans une matrice de Ge pur. Nous comparons
par ailleurs les propriétés simulées de nos composés à l’expérience : température de Curie, spectre
XAS, mais aussi diffraction de rayon X et microscopie électronique en transmission (TEM).
Mots clés Spintronique, ab initio, manganèse, germanium, alliage, metastabilité.
Theoretical study of the structure and stability of GeMn alloys in the context of spintro-
nics. A prototype magnetic semiconductor confronted with experimental result.
Abstract Spintronics has allowed many major breakthroughs but the remaining issue of spin
injection prevents its wider spread to microelectronics. Diluted Magnetic Semiconductors (DMS)
have been suggested as a possible workaround, but it appears difficult to apply to IV-type Semicon-
ductors, because of the low solubility of transition metals, that tend to clusterize. In this work, we
concentrate on the germanium manganese system, and on the atomic structure of precipitates which
seem coherent with the Ge matrix, and which magnetic, chemical ans structural properties don’t
match those of any known compound.
We have used in this work ab initio simulation methods in the DFT approach, along with pseu-
dopotential PAW formalism. First, we generate needed pseudopotentials for Ge and Mn. Then we
show using a thermodynamic study that first principle methods are able to reproduce the (x,T=0)
phase diagram of the GexMn1−x system. Next we study simple defects of Mn in the Ge matrix,
along with their possible clusterisation, and show that a defect concentration on the diamond lat-
tice cannot account for experimental observations. Finally, we show that some ordered compounds
derived from neighbour systems are metastable in GeMn, and compatible with experimental obser-
vations. Thanks to a complete study of interfaces with diamond Ge, we can explain the stability of
Mn-rich (33%) nanocolumns embedded in a pure Ge matrix. Besides, we compare the simulated
properties of the proposed compounds with experimental measurements for : Curie temperature,
XAS spectra, but also X-ray diffraction and transmission electron microscopy (TEM).
Keywords Spintronic, ab initio, manganese, germanium, alloy, metastability.
