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The Differential Evolution (DE), which is the population-based optimization technique, is one of the global
optimizers for the continuous design variables such as the Particle Swarm Optimization (PSO). In the
traditional DE, due to the mutation in the algorithm, the rounding-off and truncating are often employed to
handle the discrete and integer variables. In this paper, the Discrete Differential Evolution (DDE) to handle
the discrete or integer design variables is proposed. In the proposed DDE, the mutation is considered as
the exchange possibility between two particles. By considering the mutation as the exchange possibility, it
is easy and possible to handle the discrete and integer variables. In addition, the initialization of the
population are also introduced in the proposed DE. It is possible to escape from local minimum by
introducing the initialization of the population. The algorithm of the proposed DDE is very simple, and can
be easily extend to the Mixed-Discrete Nonlinear Problems (MDNLPs). The proposed DDE can be
applied to a variety of discrete and integer optimization problems. The validity is examined through typical
benchmark problems.
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Fig.1 Nature of the discrete design variable problems
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て， i 番目の探索点の設計変数ベクトルを kix と表記
し，設計変数の数を nとする．
(STEP1)探索点数 maxd と最大探索回数 maxk を設定．初
期探索集団をランダムに生成．突然変異確率 F ，交叉














rx を選ぶ．ただし 1 2 3d r r r≠ ≠ ≠ ．
(STEP2-2)突然変異によって，新たな探索点 kdv を以下
の式により生成する．
1 2 3( )k k k kd r r rF= + −v x x x (1)
である．ここで， Fは突然変異確率を表す．






























(STEP2-4)目的関数 ( )f x の評価をし，探索点の位置を
更新．
( ) ( ) :
( ) ( ) :
k k k k
d d d d
k k k k
d d d d
f f
f f
≤ → = > → = 
u x x u
u x x x
(2)



























1 1k k k
d d d
+ += +x x v (3)
1
1 1 2 2( ) ( )k k k k k kd d d d g dw c r c r+ = + − + −v v p x p x (4)
　式(4)において， wは慣性項と呼ばれる係数， 1 2,c c










= +a b c (5)










≤=  > (6)
ベクトル bの c差(式(5)の右辺第2項と第3項の中の差
に利用)：
= −a b c (7)






















≤=  > (10)
　特に，ベクトル bが










≤=  > (12)
(23)
となる ．DPSOでは，探索点の速度を制御すること







vd,2k vd,3k vd,4k vd,5k vd,6k vd,7k vd,8k
xkd xd,1k xd,2k xd,3k xd,4k xd,5k xd,6k xd,7k xd,8k



















2 3( )k k kr rF= −D x x (13)
を導入すると，




kD の i 番目の成分を kiD と表記する















 ≤=  > (15)
となる．また式(14)において，
k













































Fig.3 The algorithm of Discrete Differential Evolution
Initialization of the agents
Calculation of the standard deviation STD of objective
Set the parameter F and Cr. count=0
Selection of three agents, where d ≠ r1 ≠ r2≠ r3
Crossover for all design variables, and generation of udk
f (udk) < f (xdk)
k≦ kmax
Selection of the minimum objective among xGi (i=1,2,…,count)
d = 1
for the discrete design variables
for the continuous design variablesMutation
d ≦ dmaxd = d + 1 xdk : = udk





ル x が連続変数ベクトル Cx と離散変数ベクトル Dx か
ら構成されているとする．すなわち，




















いて，突然変異確率を 0.6F = ，交叉確率を 0.5Cr = ，






に，4つの歯車 , , ,D B A F があり，それらの歯数（離散







x xf x x
 = − →  
x
(18)








(19,16,43,49)D Topt =x (20)
(19,16,49,43)D Topt =x (21)












の最適設計問題が挙げられる．設計変数は半径 1( )R x=
と長さ 2( )L x= （共に連続変数）と，圧力器の厚さ

























Standard deviation of objective
Iteration
Objective
Standard deviation of objective
Fig.5 History of objective and standard deviation of objective
Sandgren (24) Loh (25) Zhang (26) Wu (27) Lin (28) Guo (29) Proposed DDE
x 1 18 19 30 19 19 16 16
x 2 22 16 15 16 16 19 19
x 3 45 42 52 43 49 43 43
x 4 60 50 60 49 43 49 49
obj. 5.70E-06 2.33E-07 2.36E-09 2.70E-12 2.70E-12 2.70E-12 2.70E-12
Table 1 Comparison of the results on the gear train problem
3( )Ts x= と 4( )Th x= （共に離散変数）であり，離散値 3x
と 4x の間隔は共に 0.0625 である．この問題の定式化
は，文献(16)の表記に合わせると次のようになる．
2
1 2 3 1 4( ) 0.6224 1.7781f x x x x x= +x
2 2
















3( ) 1 0240













= − ≤x (27)
1 210 , 200x x≤ ≤ (28)























{0,1}i jx ∈ （ 1, 2, ,8i = ⋯ , 1, 2,3j = ）を導入し，学生の
Lab.1 Lab.2 Lab.3
student1 1 2 3
student2 3 1 2
student3 2 1 3
student4 3 2 1
student5 3 1 2
student6 2 1 3
student7 1 3 2
student8 3 1 2
Capacity 3 2 3


















Standard deviation of objective
Objective
Standard deviation of objective
Iteration




Fig.6 Optimum design of the pressure vessel
Sandgren (24) Zhang (26) Wu (27) Lin (28) Guo (29) Proposed Method He (30) Kitayama (16)
x 1 ( R [inch] ) 47.0000 N/A 58.1978 N/A 58.2900 45.3368 42.0980 42.3710
x 2 ( L [inch] ) 117.7010 N/A 44.2930 N/A 43.7000 140.2539 176.6360 173.4170
x 3 ( Ts [inch] ) 1.1250 N/A 1.1250 N/A 1.1250 0.8750 0.8125 0.8125
x 4 ( Th [inch] ) 0.6250 N/A 0.6250 N/A 0.6250 0.5000 0.4375 0.4375
g 1 (x ) -0.1937 N/A -0.0016 N/A 0.0000 0.0000 0.0000 0.0000
g 2 (x ) -0.2826 N/A -0.1117 N/A -0.0689 -0.1350 -0.0820 -0.0760
g 3 (x ) -0.5096 N/A -0.8154 N/A -0.8179 -0.4156 -0.2640 -0.2770
g 4 (x ) 0.0542 N/A -0.0021 N/A -0.0001 0.0000 0.0000 0.0000
Objective[$] 8129.8000 7197.9000 7207.7748 7197.7000 7198.3058 6318.9492 6059.7143 6029.8740
Table 2 Comparison of the results on the pressure vessel
希望を行列 c（行列の要素を ,i jc とする），研究室の定
員を jb ( 1, 2,3j = )と表記すれば，研究室配属問題は次
のように定式化される．
8 3
, ,1 1 mini j i ji j c x= = →∑ ∑ (30)
8
,1 i j ji x b= =∑  1, 2,3j = (31)3
,1 1i jj x= =∑  1, 2, ,5i = ⋯ (32)
　 1,1 1x x= , 1,2 2x x= などとおくと，24変数問題となる．
この問題は等式制約条件となるため，求解は比較的困
難となる．最小化する目的関数を ( )f x ，等式制約条件
を ( )jh x ( 1,2, ,j m= ⋯ )と表記すれば，次の拡大目的関
数 ( )F x を最小化する問題へ変換する．
1( ) ( ) ( ) min
m
j jjF f r h== + →∑x x x (33)
　ここで jr ( 1,2, ,j m= ⋯ )はペナルティ係数であり，


























































1 2 3 1 2 2 3( ) 7 6 8 6 4f x x x x x x x= + + − +x
1 2 315.8 93.2 63 500 minx x x− − − + →
1 1 2 3( ) 142 172 118 1992 0g x x x= + + − ≤x
2 1 2 3( ) 98 114 44 1162 0g x x x= + + − ≤x
3 1 2 3( ) 40 72 34 703 0g x x x= + + − ≤x
1 2 30 , , 10x x x≤ ≤
1 2 3, , : intx x x
(2,7,3)TG =x , ( ) 69Gf =x
(P2)文献(33)より引用．
2 2 2
2 1 1( ) 100( ) (1 ) minf x x x= − + − →x
1 20.55 , 4.95x x− ≤ ≤
1 2,x x の間隔は0.55.
(1.65, 2.75)TG =x , ( ) 0.498125Gf =x
(P3)文献(34)より引用．
2
1 1 2 1 2( ) 9 10 50 8 460 minf x x x x x= − + − + + →x
2
1 1 2 2( ) (0.2768 0.235 3.718) 0g x x x= − − + ≤x
3 2
2 1 2 2( ) 0.019 0.446g x x x= + −x
23.98 15.854 0x+ − ≤
1 20 , 10x x≤ ≤
1 2, : intx x
(5,3)TG =x , ( ) 159Gf =x
(P4)文献(35)より引用．
2 2
1 2( ) minf x x= + →x
1 1 2( ) 1 1 2 0g x x= + − ≤x
1 {0.3,0.7,0.8,1.2,1.5,1.8}x ∈
2 {0.4,0.8,1.1,1.4,1.6}x ∈
(0.8,1.4)TG =x , ( ) 2.6Gf =x
(P5)文献(36)より引用．
1 2 3 4( ) 5 10 13 4f x x x x= − − − −x
5 6 73 11 13 minx x x− − − →
1 1 2 3 4( ) 2 5 18 3g x x x x= + + +x
5 6 72 5 10 21 0x x x+ + + − ≤
{0,1}jx ∈  1,2, ,7j = ⋯
(0,1,0,0,0,1,1)TG =x , ( ) 34Gf = −x
(P6) 文献(36)より引用．
1 2 3 4 5( ) 5 2 6 3 8 minf x x x x x= − − − − − →x
1 1 2 3 4 5( ) 8 3 9 4 2 2 0g x x x x x= − − + + + ≤x
2 1 2 3 4 5( ) 6 4 3 2 5 10 0g x x x x x= + + + + − ≤x
{0,1}jx ∈  1,2, ,5j = ⋯
(0,0,1,1,1)TG =x , ( ) 17Gf = −x
(P7) 文献(37)より引用．
2 2 2 2
1 2 3 4( ) ( 1) ( 2) ( 3) ( 1)f x x x x= − + − + − + −x
2 2
5 6 7( 2) ( 1) ln( 1) minx x x+ − + − − + →
1 1 2 3 4 5 6( ) 5 0g x x x x x x= + + + + + − ≤x
2 2 2 2
2 1 2 3 6( ) 5.5 0g x x x x= + + + − ≤x
3 1 4( ) 1.2 0g x x= + − ≤x
4 2 5( ) 1.8 0g x x= + − ≤x
5 3 6( ) 2.5 0g x x= + − ≤x
6 1 7( ) 1.2 0g x x= + − ≤x
2 2
7 2 5( ) 1.64 0g x x= + − ≤x
2 2
8 3 6( ) 4.25 0g x x= + − ≤x
2 2
9 3 5( ) 4.64 0g x x= + − ≤x
0 3ix≤ ≤  1, 2,3i = (continuous)
{0,1}jx ∈  4,5j =  (integer)
(0.2,0.8,1.908,1,1,0,1)TG =x , ( ) 4.5796Gf =x
(P8) 文献(38)より引用．
1 2 3( ) 2 2 minf x x x= + + →x
2 3
1
1 2 2 3 1 3
3 1.932( ) 1 01.5 2 1.319
x xg







1 2 2 3 1 3
0.634 2.828( ) 1 01.5 2 1.319
x xg







1 2 2 3 1 3
0.5 2( ) 1 01.5 2 1.319
x xg







1 2 2 3 1 3
0.5 2( ) 1 01.5 2 1.319
x xg
x x x x x x
−




(1.2,0.5,0.1)TG =x , ( ) 3.0414Gf =x
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