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Abstract In this paper we give a method for obtaining the adjacency matrix of a simple
polarity graph Gq from a projective plane PG(2, q), where q is a prime power. Denote by
ex(n; C4) the maximum number of edges of a graph on n vertices and free of squares C4. We
use the constructed graphs Gq to obtain lower bounds on the extremal function ex(n; C4),
for some n < q2 + q + 1. In particular, we construct a C4-free graph on n = q2 − √q
vertices and 12 q(q
2 − 1) − 12
√q(q − 1) edges, for a square prime power q .
Keywords Adjacency · Matrix · Polarity · Size
Mathematics Subject Classification (2000) 05C50 · 05C35 · 51A45
1 Introduction
For notation and terminology not explicitly stated, we refer to the books [3,6,12].
Let  be a finite projective plane, and let π be a polarity of  (a one-to-one mapping of
points onto lines such that p′ ∈ π(p) whenever p ∈ π(p′)). The polarity graph G(, π) is
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the graph whose vertex set is the set of points of  and whose edge set is {pp′ : p ∈ π(p′)}.
It has diameter two and no 4–circuits, i.e. it is a C4-free graph, since in a projective plane any
two lines meet at exactly one point. If  has order k, then G(, π) has k2 + k + 1 vertices.
Those vertices of G(, π) which are absolute points of π (points p such that p ∈ π(p))
have a loop, and by a theorem of Baer [1], the number of vertices having a loop in G(, π)
is at least k + 1. The polarities of  containing exactly k + 1 absolute points are called
orthogonal. Baer [1] also proved that the absolute points of an orthogonal polarity are the
points of an oval if the order of the plane is odd, or the points of a line if it is even (cf. Remark
2.4). Polarity graphs and their adjacency matrices were also studied by Kantor [13] in terms
of involutions acting on Moore geometries.
Recall that ex(n; C4) denotes the maximum number of edges in simple graphs without
4-circuits. Polarity graphs from orthogonal polarities (with precisely k + 1 vertices having
a loop) were first constructed by Brown [5] and Erdo˝s, Rényi and Sós [8] as examples of
graphs with no 4–circuits but many edges. As a general result, these authors proved that
ex(n; C4) ∼ 12 n3/2. The exact values of ex(n; C4) are known for all n ≤ 21, see [7].
This analysis was extended to n ≤ 31 by Yuansheng and Rowlinson [16] by an extensive
computer search. Moreover in [7] and [16] all extremal graphs with n ≤ 31 are found.
The most important contribution to this problem has been given by Furedi who proved that
ex(q2 + q + 1; C4) = 12 q(q + 1)2 where q is either a power of 2 [10] or a prime power
exceeding 13 [11].
In this work we furnish a simpler method for explicitly obtaining an adjacency matrix of
a polarity graph ̂Gq from an incidence matrix of a projective plane PG(2, q), where q is a
prime power (cf. Sect. 2) that reprove the standard construction of PG(2, q) and of one of
its polarities. In Theorem 3.1, we show that every simple polarity graph Gq contains G2 as
a subgraph and that all simple polarity graphs Gq , for q = ph and p prime, contain G p as
a subgraph. Moreover, in the case h = 2t , we prove that the graph G p2t contains G pt as a
subgraph corresponding to a Baer subplane of PG(2, q). In the main result, Theorem 3.2, we
delete, from Gq , the subgraphs obtained in Theorem 3.1, in order to construct graphs which
provide lower bounds for the extremal function of ex(n; C4), for some n < q2 + q + 1. In
particular, we exhibit a C4-free graph on n = q2 −√q vertices and 12 q(q2 −1)− 12
√q(q −1)
edges. These bounds might turn out to be optimal.
Finally, we give a simpler construction for those extremal graphs used in [7,16] to find
ex(n; C4) for n ≤ 31 by applying our results to simple polarity graphs Gq , with q = 3, 4 and
5. Note that these optimal graphs were known, together with all other small extremal graphs,
from [7,16]. We would also like to mention that the optimal graphs obtained for n ≤ 31
show a special case of McCuaig’s conjecture: Every optimal graph is an induced subgraph
of some polarity graph.
2 Adjacency matrix of a polarity graph
In this section we construct the adjacency matrix of a polarity graph of an orthogonal polar-
ity in a desarguesian projective plane PG(2, q), for q a prime power. We introduce some
preliminary terminology which was already used in [2].
Let S denote a set of symbols and let A be a matrix whose elements are subsets of S.
Given x ∈ S, the position matrix of the symbol Px (A) of x in A is defined as a (0, 1)-matrix
of the same dimension as A which satisfies
(Px (A))i j = 1 if and only if x ∈ Ai j .
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Let S = {0, x1, . . . , xn}, we define the position matrix P(A) of A to be the (0, 1)-matrix
[P(A)] = [Px1(A) · · · Pxn (A)]
obtained from the concatenation of the position matrices of all the symbols in A different
from 0. Let {A1, A2, . . . , Ar } be a family of matrices of the same number of columns whose
elements are subsets of S. The (0, 1)-matrix spanned by the position matrices of all of them
⎛
⎜
⎜
⎜
⎝
P(A1)
P(A2)
...
P(Ar )
⎞
⎟
⎟
⎟
⎠
=
⎛
⎜
⎜
⎜
⎝
Px1(A1) · · · Pxn (A1)
Px1(A2) · · · Pxn (A2)
...
Px1(Ar ) · · · Pxn (Ar )
⎞
⎟
⎟
⎟
⎠
, (1)
is said to be the position matrix of the family F = {A1, A2, . . . , Ar }. Below in (2), we show
an example of the position matrix of a family F = {A1, A2} of two matrices of order 2 whose
elements are subsets of {a, b}. We use the matrices A1 and A2 as row headers and the values
of the symbol x as column headers, in such a way that the (0, 1)-position matrix of F has
Px j (Ai ) as its (i, j)th block. From now on, when it is clear from the context, 1-sets will be
indicated as integers, and sets of higher cardinality will be written without curly brackets.
In other examples of position matrices we will omit the column headers, but will keep the
explicit expression of the members of the family F as row headers.
a b
A1 = a, b 0 1 0 1 0
0 a, b 0 1 0 1
A2 = b a 0 1 1 0
a b 1 0 0 1
(2)
Note that the position matrix shown in (2) has no J2 submatrix, where J2 is a matrix of order
2 all of whose entries are 1. We will say that a family of matrices is C4-free if its position
matrix is J2-free.
Throughout this work, let [[n]] denote the set of non negative integers {0, 1, . . . , n} and
(n]] = [[n]] \ {0}. Let Mn be a permutation matrix of order n and denote by SMn the matrix
obtained from Mn replacing each 1 with a subset S of (n]]. Example (2) above, is a particular
case of the following.
Lemma 2.1 Let A be any C4-free matrix with n columns, whose entries are 1–sets of [[n]],
and S a subset of (n]]. Then for any permutation matrix Mn of order n the set {SMn, A} is
C4-free.
Proof Note that position matrix of any symbol x in S is Px (SMn) = Mn . Therefore, the
position matrix of the set {SMn, A} is J2-free since the entries of A are 1-sets. unionsq
Let us call array of r symbols and n columns the matrix of order r × n
Or,n =
⎛
⎜
⎜
⎜
⎝
1 · · · 1
2 · · · 2
...
...
...
r · · · r
⎞
⎟
⎟
⎟
⎠
,
when r = n the array is denoted by On . It is easy to see that Or,n is a C4-free matrix defined
on (r ]]. The position matrix of Or,n will play an important role in what follows, and it will
be denoted by [P(Or,n)].
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In [2] the position matrices of a certain family of Latin squares were proved to be the
adjacency matrix of a projective plane. More precisely the following theorem was proved.
Theorem 2.2 [2] Let q be a prime power and G F(q) a finite Galois field of q elements.
Let us consider the Latin squares (u)i, j = u(i + j) with u, i, j ∈ G F(q), u = 0, and
the Latin squares uq obtained from u replacing 0 with q. Then the position matrix A of
{1q , 2q , . . . , q−1q , (q]]Iq , Oq} is the incidence matrix of an affine plane of order q.
Let jq+1 be the row-matrix of order 1 × (q + 1) full of ones. The following (0, 1)-matrix
A◦ := A P(Oq+1,q)

0 · · · 0 jq+1 (3)
is the incidence matrix of a projective plane of order q.
It was also observed in [2] that the matrices u used in Theorem 2.2 are the (1, 3) conju-
gate of a complete set of Mutually Orthogonal Latin Squares (MOLS), i.e. the Latin squares
obtained from the MOLS by interchanging the roles of rows and symbols. This highlights the
connection between projective planes constructed from MOLS and their incidence matrices
given in (3).
Theorem 2.3 Let q be a prime power and G F(q) a finite Galois field of q elements. Let us
consider the Latin squares (u)i, j = u(i + j) with u, i, j ∈ Fq , u = 0, and the Latin squares
uq obtained from u replacing 0 with q. Let P0 be the position matrix of the element 0 in
1 and M the position matrix of the ordered set
(
1q , 
2−1
q , . . . , 
(q−1)−1
q , (q]]P0, Oq
)
and
jq+1 be the row-matrix of order 1 × (q + 1) all of whose entries are 1. Then, the following
assertions hold:
(i) The position matrix M is similar to the position matrix A of
{1q , 2q , . . . , q−1q , (q]]Iq , Oq}, and M is an incidence matrix of the affine plane
AG(2, q).
(ii) The matrix M◦ :=
(
M P(Oq+1,q)

0 · · · 0 jq+1
)
is symmetric and is an incidence matrix
of the projective plane PG(2, q).
(iii) The matrix M◦ is an adjacency matrix of a polarity graph ̂Gq on q2 + q + 1 vertices
having q + 1 loops.
Proof (i) The position matrices A and M are similar since they are obtained from one
another interchanging some rows. Therefore, there exists a permutation matrix Q such
that Q A = M . Since A is an incidence matrix of the affine plane AG(2, q), so is M .
(ii) It is enough to show that the position matrix M ′ of the ordered set
(
1q , 
2−1
q , . . . , 
(q−1)−1
q , (q]]P0
)
is symmetric. Let Px (u−1q ) be the position ma-
trix of the element x = 0 in u−1q whose rows and columns are labelled from 0 to
q − 1. For 1 ≤ x, u ≤ q − 1,Px (u−1q ) = Pu(x−1q )
, since Px (u−1q )a,b = 1 if
and only if x = u−1(a + b) which is equivalent to u = x−1(b + a) and hence to
Pu(x−1q )
b,a = 1. Hence, each Px (u
−1
q ) is symmetric. The last row of blocks of M ′
is the position matrix of (q]]P0, and therefore, all blocks in the last row of blocks of M ′
are equal to P0 = P0(1). As before, for each u ∈ (q]],Pq(u−1q ) = P0(1)
 since
Pq(u−1q )a,b = 1 if and only if q = u−1(a + b) which is equivalent to 0 = 1(b + a)
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and hence to P0(1)
b,a = 1. Therefore M◦ is symmetric. Note that M◦ is similar to
A◦ and hence is also a symmetric incidence matrix of the projective plane PG(2, q).
(iii) Let M be the matrix obtained from M◦ by deleting all the entries 1 in the main diago-
nal. By construction, the graph Gq with adjacency matrix M, is simple, has diameter
two, maximum degree q +1 and triangles but no 4–circuit. Therefore, by [4, Theorem
p. 22], Gq must be a polarity graph without loops. Thus the graph ̂Gq is the polarity
graph with q2 + q + 1 vertices, q + 1 loops, and adjacency matrix M◦. unionsq
Remark 2.4 (a) The matrix M◦ obtained in Theorem 2.3(i i) coincides with the standard
construction of PG(2, q).
(b) Let Q be as in the proof of Theorem 2.3(i). The matrix
Q′ :=
( Q 0
0 Iq+1
)
is a permutation matrix of order q2 + q + 1 which defines an orthogonal polarity π
such that ̂Gq := G(PG(2, q), π). This also corresponds to the standard construction
of a polarity in PG(2, q).
(c) The absolute points of the polarity π (vertices with a loop in the graph), appear as entries
1 in the main diagonal of the matrix M◦ and are distributed as follows:
For all q , the matrix M◦, has an entry 1 in the very last position of the last row.
For q even, all the other 1’s in the main diagonal lie on the block corresponding to
Pq(P0), since (P0(1))i,i = 1 if and only if 2i = 0, which is true for all i ∈ G F(q),
when q is even. This highlights the fact that the absolute points of π are on a line, as
proved by Baer [1].
For q odd, all the other entries 1 in the main diagonal are distributed one in each block
of the main diagonal of blocks, since (Px (x
−1
))i,i = 1 if and only if 2i = x2, and this
equation has exactly one solution i for each x ∈ G F(q), when q is odd. This underlines
the fact that the absolute points of π form an oval [1].
(d) Recall that the incidence graph of a projective plane of order q is a minimal (q + 1, 6)-
cage, i.e. a (q + 1)-regular bipartite graph with girth 6 and minimum possible number
of vertices, attaining Moore’s bound n0(q + 1, 6) [9,15]. Therefore, the matrix M◦ is
also the incidence matrix of a minimal (q + 1, 6)-cage since it is the adjacency matrix
of a projective plane of order q .
Examples
To illustrate the method described in Theorem 2.3, we write the adjacency matrix M◦
of the polarity graph ̂Gq , for q = 2, 3 in Table 1, and for q = 4 in Table 2. As
previously stated, we write no column headers for these matrices, but the row headers
(
1q , 
2−1
q , . . . , 
(q−1)−1
q , (q]]P0, Oq
)
are explicitly written. Figure 1 shows the polarity
graph ̂G2 on 7 vertices (left) and the polarity graph ̂G3 on 13 vertices (right) with adjacency
matrices in Table 1.
Figure 2 shows the polarity graph ̂G4 on 21 vertices with adjacency matrix in Table 2
below.
Note that, by Remark 2.4, the matrices in Table 1 and in Table 2 are also the incidence
matrices for the (3, 6)–cage i.e. the Heawood graph, the Wong’s (4, 6)–cage and the (5, 6)–
cage, respectively. These examples will be used at the end of the next section in order to
obtain extremal graphs for ex(n; C4) with n ≤ 21, and size matching the results from [7].
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Table 1 Adjacency matrices of the polarity graphs ̂G2 and ̂G3
Fig. 1 The polarity graphs ̂G2 and ̂G3
2
17
3
14
16
4
18
1
12
7
6
8
10
5
19
21
13
9
15
11
20
Fig. 2 The polarity graph ̂G4
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Table 2 Adjacency matrix of the polarity graph ̂G4
14 =
4 1 2 3 0 1 0 0 0 0 1 0 0 0 0 1 1 0 0 0 1 0 0 0 0
1 4 3 2 1 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0 0
2 3 4 1 0 0 0 1 1 0 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0
3 2 1 4 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0
34 =
4 3 1 2 0 0 1 0 0 0 0 1 0 1 0 0 1 0 0 0 0 1 0 0 0
3 4 2 1 0 0 0 1 0 0 1 0 1 0 0 0 0 1 0 0 0 1 0 0 0
1 2 4 3 1 0 0 0 0 1 0 0 0 0 0 1 0 0 1 0 0 1 0 0 0
2 1 3 4 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 1 0 0 0
24 =
4 2 3 1 0 0 0 1 0 1 0 0 0 0 1 0 1 0 0 0 0 0 1 0 0
2 4 1 3 0 0 1 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 1 0 0
3 1 4 2 0 1 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 1 0 0
1 3 2 4 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 1 0 0
(4]]I4 =
1,2,3,4 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0
0 1,2,3,4 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0
0 0 1,2,3,4 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 1 0
0 0 0 1,2,3,4 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0
O5 =
1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
2 2 2 2 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1
3 3 3 3 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 1
4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1
3 Extremal C4-free graphs
For each prime power q , let Gq be the simple graph having adjacency matrix M, obtained
from M◦ deleting all the entries 1 in the main diagonal. In this section, we construct ex-
tremal C4–free graphs from Gq , removing some of its subgraphs. The simple graph Gq
has q2 + q + 1 vertices, q + 1 vertices have degree q , and all other vertices have degree
q + 1, The size of Gq is 12 q(q + 1)2, it has triangles, but no 4-circuit and it has diameter
two.
Let A ∈ Mm,n(K), let 1 ≤ i1, i2, . . . , ir ≤ m and 1 ≤ j1, j2, . . . , js ≤ n be r and s
distinct integers, respectively. We define A(i1, . . . , ir | j1, . . . , js) ∈ Mr,s(K) to be the subm-
atrix of A obtained by choosing those r rows it and s columns ju from A. When r = s and
it = jt for t = 1, . . . , r we denote A(i1, . . . , ir ) ∈ Mr (K) for short. We use N (x) to denote
the neighbors of a vertex x in G and N [x] = {x} ∪ N (x) stands for the closed neighborhood
of x [6].
Theorem 3.1 For q = ph ≥ 3 and p prime, fix the labelling (0, 1, . . . , p − 1, . . . , q − 1)
for the elements of G F(q). Let M be the adjacency matrix of the simple polarity graph Gq.
Label the vertices of Gq from 1 to q2 + q + 1 according to the rows or columns of M. Then
the following hold:
(i) The graph G2 is a subgraph of Gq having adjacency matrix
M((q − 1)2, q2 − q + 1, q2 + q − 1, q2 + q, q2 + q + 1, v1, v2)
where v1 ∈ N (q2 + q − 1) ∩ N ((q − 1)2), v2 ∈ N (q2 + q) ∩ N (v1).
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Fig. 3 The polarity graph G2 on
7 vertices contained in every
polarity graph
(ii) The graph G p is a subgraph of Gq having adjacency matrix M(I) where I =
{tq + 1, q2 − q + i, q2 + j : t = 0, . . . , p − 1, i = 1, . . . , p, j = 1, . . . , p − 1} ∪
{q2 + q, q2 + q + 1}.
(iii) Let t be an integer which divides h and fix the labelling (0, 1, . . . , pt − 1, . . . , q − 1)
for the elements of G F(q). The graph G pt is a subgraph of Gq having adjacency
matrix M(I) where I = {tq + 1, q2 − q + i, q2 + j : t = 0, . . . , pt − 1, i =
1, . . . , pt , j = 1, . . . , pt − 1} ∪ {q2 + q, q2 + q + 1}. In the case h = 2t, M(I) is
also an incidence matrix of the Baer subplane PG(2,√q) of PG(2, q).
Proof (i) Since, by definition, Gq has diameter two and no 4-circuits, for any pair of
distinct non-adjacent vertices x and y of Gq it follows |N (x) ∩ N (y)| = 1. Suppose
that xyz are three vertices forming a triangle in Gq . Then the three vertices x, y, z
have degree q + 1, because otherwise if for example x has degree q , then in ̂Gq we
will have x, z ∈ N
̂Gq (x)∩ N̂Gq (y) and the adjacency matrix M◦ of ̂Gq would contain
a submatrix J2, a contradiction. For the same reason two vertices with degree q must
be at distance at least two, and in fact the distance is exactly two, because the diameter
of Gq is 2.
On the other hand, according to the definition of the adjacency matrix M of
Gq , N (q2 + q) = {q2 − q + 1, . . . , q2} ∪ {q2 + q + 1}, i.e., the vertex q2 + q
is adjacent to vertex q2 + q + 1 and to vertex q2 − q + 1 both with degree q
for all q (even and odd). Besides, q2 + q + 1 is also adjacent to q2 + q − 1 and
N (q2 + q − 1) = {(q − 1)2, . . . , q2 − q} ∪ {q2 + q + 1} as shown by the third last
row (or third last column) of M. For all even and odd q , the first row (q]]P0 is the
same because the labeling of 1 starts with 0. Therefore the corresponding row in M
gives N (q2 −q +1) = {1, 1+q, 1+2q, . . . , 1+ (q −2)q, 1+ (q −1)q}∪ {q2 +q}.
Thus, N (q2 + q − 1) ∩ N (q2 − q + 1) = {(q − 1)2}. The end vertices of the edge
{q2 + q − 1, (q − 1)2} have degree q + 1 because both are adjacent to vertices with
degree q and, as we stated before, the vertices of degree q must be at distance 2.
Therefore there exists a vertex v1 ∈ N ((q − 1)2) ∩ N (q2 + q − 1). Finally, take the
vertex v2 ∈ N (v1) ∩ N (q2 + q) (see Fig. 3). These seven vertices induce the polarity
graph G2 on 7 vertices and 9 edges. Hence (i) holds.
(ii) Since G F(p) is a subfield of G F(q), for u = {1, 2−1, . . . , (p − 1)−1}, each Latin
square (u)i, j = u(i + j) contains a Latin subsquare Lu := u(0, . . . , p − 1) on the
set of symbols [[p−1]]. Let Luq be the Latin square obtained from Lu replacing 0 with
q . Now, the entries of this Latin square are in G F∗(p) ∪ {q}. Moreover, considering
the set S = (p]] ∪ {q} the matrix L0 := S P0(L1) is contained in (q]]P0(1); the
matrix O ′ := Oq(1, . . . , p − 1, q) is contained in Oq , and finally the row-matrix
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j ′ := jq+1(1|1, . . . , p − 1, q, q + 1) of order 1 × (p + 1) is contained in jq+1.
Let L be the position matrix of (L1, L2−1 . . . , L(p−1)−1 , L0, O ′), then the submatrix
L◦ :=
(
L P(Op+1,p)

0 · · · 0 j ′
)
of M◦ is an adjacency matrix for ̂G p . Deleting the
entries 1 in the main diagonal of L◦ we get the adjacency matrix of G p , which by
construction is also M(I) with I = {tq + 1, q2 − q + i : t = 0, . . . , p − 1, i =
1, . . . , p} ∪ {q2 + i : i = 1, . . . , p − 1} ∪{q2 + q, q2 + q + 1}.
(iii) From results on finite fields it is well known (cf. [14, Theorem 5.5 p. 247]) that for
integers t, h ≥ 1, G F(pt ) is contained in G F(ph) if and only if t divides h. If that
is the case, then G F(ph) is normal and separable over G F(pt ), and the automor-
phism group of G F(ph) over G F(pt ) is cyclic spanned by ϕt , where ϕ(x) = x p is
the Frobenius application. Consequently, G F(pt ) is closed under sum and product
in G F(q), q = ph . Thus reasoning as in (i i), but changing p for pt , we prove the
statement. Moreover, when h = 2t , by construction, M(I) is also an incidence matrix
of the Baer subplane PG(2,√q) of PG(2, q). unionsq
As a consequence of the above theorem we obtain the following result which gives lower
bounds to ex(n; C4) for certain values of n ≤ q2 + q + 1, exhibiting graphs that attain the
given bound.
Theorem 3.2 Let M be the adjacency matrix of the simple polarity graph Gq, with q ≥ 3.
Label the vertices of Gq from 1 to q2 + q + 1 according to the rows or columns of M. Then
the following hold:
(i) There exist C4-free graphs on q2 + q + 1 − h vertices, h = 1, 2, . . . , 7 and sizes as
follows:
ex(q2 + q + 1 − h; C4) ≥
1
2 q(q + 1)2 − hq h = 1, 2 every q
1
2 q(q + 1)2 − 3q + 1 h = 3 every q
1
2 q(q + 1)2 − 4q + 1 h=4 odd q
1
2 q(q + 1)2 − 4q + 2 even q
1
2 q(q + 1)2 − hq + h − 3 h=5,6 odd q
1
2 q(q + 1)2 − hq + h − 2 even q
1
2 q(q + 1)2 − 7q + 4 h=7 odd q or q = 4
1
2 q(q + 1)2 − 7q + 5 even q, q > 4
(ii) Let p be a prime, q = ph, q ≥ 4 and let t be an integer which divides h. Fix the
labelling
(
0, 1, . . . , pt − 1, . . . , q − 1) for the elements of G F(q). Then there exists
a C4-free graph  on q2 + q − p2t − pt vertices, size |E()|, and
ex(q2 + q − p2t − pt ; C4) ≥ 12 q(q + 1)
2 − 1
2
pt (pt + 1)2
−(p2t + pt + 1)(q − pt ) = |E()|.
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Fig. 4 Induced subgraphs of a polarity graph
(iii) Let p be a prime, t an integer and q = p2t , q ≥ 4 Fix the labelling
(
0, 1, . . . ,√q − 1, . . . , q − 1) for the elements of G F(q). Then there exists a C4-
free graph  on q2 − √q vertices, size |E()|, and
ex(q2 − √q; C4) ≥ 12 q(q
2 − 1) − 1
2
√
q(q − 1) = |E()|.
(iv) A C4-free graph on q2 − q − 2 vertices is obtained deleting the set S = N [q2 + q] ∪
N [q2 + q − 1] of rows and columns from Mand
ex(q2 − q − 2; C4) ≥
{
( 12 q − 1)(q2 − 1) if q is odd;1
2 q
3 − q2 if q is even.
Proof (i) The values in the first four rows of table in item (i) are obtained removing the
vertices of G2 (cf. Theorem 3.1(i)) from Gq in the following order: (q2 +q +1, q2 +
q, q2 − q + 1, q2 + q − 1, (q − 1)2, v1 ∈ N (q2 + q − 1) ∩ N ((q − 1)2), v2 ∈
N (q2 + q) ∩ N (v1)). In the even case, taking into account that all the neighbors of
vertex q2 + q have degree q , we obtain the result deleting all the neighbors of this
vertex. For q = 4, this last procedure applies only up to h = 6, therefore we have to
proceed as in the odd case to obtain the value for h = 7.
(i i) and (i i i) Let H be the graph having adjacency matrix M(I) as in Theorem 3.1 (i i i)
and define  := Gq − V (H). Since |E[Gq − V (H), H ]| = (p2t + pt + 1)(q −
pt ), the result follows by performing some calculations on the order and size
of .
(iv) Let S = N [q2 + q] ∪ N [q2 + q − 1] be a vertex subset of Gq and define the induced
subgraph H := Gq [S]. The order of H is 2q +3 and its size is |E(H)| = 4q +1, if q is
odd, and 7q2 +2, if q is even, since there is a matching joining the vertices of N (q2 +q)
and N (q2 +q −1) (see Fig. 4 p. 14). The number of edges joining H and Gq − V (H)
is |E[Gq − V (H), V (H)]| = (q − 2)(2q + 1) for q odd and even. Hence the graph
Gq −V (H) has q2−q−2 vertices and 12 q(q+1)2−|E[Gq −V (H), V (H)]|−|E(H)|
edges and therefore the result follows. 
We conjecture that the bounds in Theorem 3.2(iii) and (iv) are optimal.
Applications
As we mentioned in the Sect. 1, all the exact values for the extremal function ex(n; C4) are
known for n ≤ 31 and all extremal graphs on these number of vertices are found in [7,16].
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Table 3 Exact values for ex(n; C4), 7 ≤ n ≤ 13
Removed vertex from G3 13 12 7 11 4 5
|V (G)| = n 13 12 11 10 9 8 7
Size of G = ex(n; C4) 24 21 18 16 13 11 9
Table 4 Exact values for ex(n; C4), 14 ≤ n ≤ 22
Removed vertex from G4 21 20 13 14 15 16 A={21,20,13,19,9,11,15}
Added vertex to G4 w
|V (G)| = n 22 21 20 19 18 17 16 15 14
Size of G = ex(n; C4) 52 50 46 42 39 36 33 30 27
Further, Füredi proved that ex(q2 + q + 1; C4) = 12 q(q + 1)2 where q is either a power of 2
[10] or a prime power exceeding 13 [11]. We will apply Theorem 3.2 to Gq for q = 3, 4, 5
in order to obtain graphs that have the exact values of ex(n; C4) for n ≤ 31. Note that these
graphs were already known from [7,16] and as mentioned in the Sect. 1 the optimal graphs
obtained for n ≤ 31 show a special case of McCuaig’s conjecture: Every optimal graph is
an induced subgraph of some polarity graph.
As in Theorem 3.2, we will label the vertices of ̂Gq from 1 to q2 + q + 1 as the columns
of M◦ from left to right. The removal of vertices of least degree will keep the size of the
graphs as large as possible, while decreasing the number of vertices.
Consider the adjacency matrix of ̂G3 given in Table 1 . The simple graph G3 (without the
entries 1 in the main diagonal) is extremal on 13 vertices and 24 edges. Recall that the vertices
which correspond to columns which had an entry 1 in the main diagonal, have degree 3 in
G3, while all other vertices have degree 4. The first column of Table 3 shows the parameters
of G3, while all other columns contain the parameters of the graphs G obtained removing,
one by one, vertices of least degree from G3, as in Theorem 3.2(i).
Now consider the adjacency matrix of the polarity graph ̂G4 from Table 2 and the simple
graph G4. An extremal C4–free graph on 22 vertices and 52 edges can be obtained from G4,
by choosing a vertex u of degree 4, a vertex v of degree 5, adjacent to u, and adding a vertex
w joined to u and v. The first column of Table 4 shows the parameters of this extended graph,
the second column corresponds to G4, and all other columns, except the last, contain the
parameters of the graphs G obtained removing, one by one, vertices of least degree from G4,
as in Theorem 3.2(i). As explained in the proof of Theorem 3.2(i), all neighbours of vertex
20 should be removed to get extremal graphs on q2 + q + 1 − h vertices for h = 1, . . . , 6.
But for h = 7 the graph of largest size is obtained by removing the subgraph G2 contained
in G4, shown in the last column of Table 4.
Table 5 contains the adjacency matrix of the polarity graph ̂G5 constructed as in Theorem
2.3. The simple graph G5 on 31 vertices, is shown in Fig. 5 partitioned into an extremal
graph H on 24 vertices and 59 edges, and the polarity graph G2 induced by the vertices
(31, 30, 21, 29, 16, 17, 25) as in Theorem 3.2(i).
The first column of Table 6 contains the parameters of G5. Columns 2 through 8 of Table 6
are obtained removing from G5 the vertices (31, 30, 21, 29, 16, 17, 25), one by one and in
the given order, as in Theorem 3.2(i). To obtain a graph on 23 vertices and 55 edges, as in
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Table 5 Adjacency matrix of the polarity graph ̂G5
5 1 2 3 4 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 1 0 0 0 0 0
1 2 3 4 5 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0
15 = 2 3 4 5 1 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0
3 4 5 1 2 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0
4 5 1 2 3 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0
5 3 1 4 2 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 0 0 0
3 1 4 2 5 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0
35 = 1 4 2 5 3 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0
4 2 5 3 1 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0
2 5 3 1 4 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0
5 2 4 1 3 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0
2 4 1 3 5 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0
25 = 4 1 3 5 2 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0
1 3 5 2 4 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0
3 5 2 4 1 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 0
5 4 3 2 1 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0
4 3 2 1 5 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0
45 = 3 2 1 5 4 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0
2 1 5 4 3 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0
1 5 4 3 2 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0
(5]] 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0
0 0 0 0 (5]] 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0
(5]]P0 = 0 0 0 (5]] 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0
0 0 (5]] 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0
0 (5]] 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0
O5 =
1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
2 2 2 2 2 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
3 3 3 3 3 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
4 4 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1
5 5 5 5 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1
Table 6 Exact values for ex(n; C4), 23 ≤ n ≤ 31
Removed vertex from G5 31 30 21 29 16 17 25 22
|V (G)| = n 31 30 29 28 27 26 25 24 23
Size of G = ex(n; C4) 90 85 80 76 71 67 63 59 55
the last column of Table 6, it is enough to delete a vertex of least degree from G5 − G2, for
example vertex 22.
All the graphs shown in Tables 3, 4 and 6 are extremal because their sizes attain the exact
values of ex(n; C4) from [7,16], for n ≤ 31.
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Fig. 5 The polarity graph G5 partitioned into H and G2
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