Understanding gas transport characteristics in micro and nanoscale geometries is critical in a variety of gas storage and sensors applications. This paper presents flow predictions through microchannels and compares them with reported literature. The experimental measurements of gas flow through a 10nm polycarbonate membrane document an order of magnitude higher data than the Knudsen prediction. We simulate the Poiseuille gas flow using a slip wall hydrodynamic model and determine the surface transport characteristics for Argon and Oxygen gas in such nanostructures. A new non-dimensional friction coefficient has been defined at the position of minimum fluid-solid potential. Results suggest that it is possible to successfully extend hydrodynamic models into the nanoscale transport regime. 
Understanding gas transport characteristics in micro and nanoscale geometries is critical in a variety of gas storage and sensors applications. This paper presents flow predictions through microchannels and compares them with reported literature. The experimental measurements of gas flow through a 10nm polycarbonate membrane document an order of magnitude higher data than the Knudsen prediction. We simulate the Poiseuille gas flow using a slip wall hydrodynamic model and determine the surface transport characteristics for Argon and Oxygen gas in such nanostructures. A new non-dimensional friction coefficient has been defined at the position of minimum fluid-solid potential. Results suggest that it is possible to successfully extend hydrodynamic models into the nanoscale transport regime. Traditionally, it has been argued 3,4 that the hydrodynamic model based on Navier-Stokes equation is valid only for low Knudsen numbers (0 < Kn <0.1) and fails beyond an upper limit of slip flow. For example, the microchannel Poiseuille flow analysis 4 for Reynolds number between 1 and 400 used a finite volume based numerical model and assumed a tangential momentum accommodation coefficient (TMAC) value of unity; the model did not recover Knudsen diffusion regime and could not predict the hydrodynamic development length beyond Kn =0.1. Recently, it has been shown 5 that for silica pores of radius 1.919nm with diffusely reflecting walls, the viscous flow is dominant at high density and a significant degree of slip controls the flow at low densities. The analysis also showed that for this confined cylindrical geometry at low densities (<4 nm -3 ) the transport properties of single component subcritical Lennard-Jones (LJ) flow could be explained by hydrodynamic mechanisms alone. The constancy of the friction coefficient at the nanopore wall is noted 5 as an indicator of the dominance of slip flow. Thus, contrary to the reported limitation of hydrodynamic model 3, 4 , TMAC of unity should be able to successfully resolve the Knudsen flow solution, as will be shown here. In recent papers 6, 7 it has been shown that accurate imposition of wall slip condition can extend the hydrodynamic model beyond the transitional flow regime.
Nomenclature
A combined experimental and hydrodynamic modeling approach was presented in Ref. [6, 7] to successfully characterize the significant deviation from diffuse scattering for various gas transports in nanopores and nanotubules. Argon transport in an anodic alumina membrane with a 200 nm diameter pore was successfully modeled 6 by describing the gas-wall interactions with a diffusive TMAC of σ v = 1. The wall reflection becomes 8 have shown significant deviation from diffuse scattering for pore sizes 20Å to 100Å, with the TMAC depending on the solid lattice and the fluid-solid interaction parameters. Further size reduction of the transport carrier may result in incorrect modeling of the shear stress and nonequilibrium processes. In such a case one can significantly alter predicted flow properties by controlling the nature of the pore surfaces 7 and possibly by modifying the bulk viscosity 9 and adding the quantum effect 10 . If the viscous effects are negligible, a comparison between equilibrium and nonequilibrium molecular dynamics (EMD/NEMD) analysis with dual control volume grand canonical molecular dynamics (DCV-GCMD) 11 shows that all three methods calculate the same transport coefficient in micropores. This paper presents experimental measurements and hydrodynamic prediction of the characteristic behavior of gas flow through polycarbonate membranes (PCM) with pores of 10 nm diameter and infinitely thick walls. To our knowledge, this is the first time such results have been reported. Here, as in our prior work, only the first order wall-gas interactions are used as control parameters and a TMAC significantly less than unity is found to effectively identify the transport properties of a single component gas flow through these pores. Although the focus of this paper is nanoscale transport, for completeness, we also include representative results for flow simulation through microscale geometries.
II. Wall Slip Hydrodynamics
The following two-dimensional, compressible Navier-Stokes (NS) form with constant viscosity is used to analyze the gas flow through microchannels and nanopores, ( )
where for 1 , q is the state variable, f is the kinetic flux vector, f i ≤ ≤ v the dissipative flux vector and s is the source term; u is the fluid velocity component, ρ  is the gas density, T is the gas temperature, t is the time, P is the gas pressure, R is the specific gas constant, and
A. First Order Slip
The "no-slip" wall condition in the usual continuum context is defined as having all components of the velocity vanish at the solid wall. However, as the macroscopic length scale becomes comparable to the fluid mean free path, the description becomes fuzzy and the walls "move". At this stage, streaming velocity at the wall can be described comprising of the streaming velocity of incident particles and that of the scattered particles. The boundary condition then can be interpreted as the flux or Neumann condition from the macroscopic point of view. We use the following first order slip relation for dilute, monatomic gas based on Maxwell 12 and Chapman-Enskog result, 
, u gas and T gas are the velocity and temperature of the gas adjacent to the wall, while u wall and T wall are the wall velocity and wall temperature, respectively, and the subscript w denotes wall condition. Also the streamwise temperature gradient of the fluid (thermal creep) is neglected near the wall. The tangential-momentum accommodation coefficient, σ V and the thermal accommodation coefficient, σ T at the walls indicate the molecular fraction reflected diffusively from the walls. Based on the experimental data, Arkilic et al. 14 8 and Cooper et al. 5 have successfully utilized the first-order boundary condition to predict the gaseous flow through the micro-and nano-geometries for Kn beyond 7. Here, in nanoscale flows, we would try to test the formulation for inlet Kn ~ 10.
B. Wall Friction Coefficient ψ
To examine the slip, we introduce a non-dimensional wall friction coefficient ψ using the local density ρ 0, and slip velocity u 0 determined at the wall (r = r 0 ) where the fluid-solid potential is minimum as:
This dimensionless friction coefficient represents the balance of volume specific kinetic energy of the fluid at minimum potential with the shear due to wall slip. It differs from the friction coefficient in Ref. [5] which has an inertia imbedded within it. We have chosen this coefficient to reflect that the slip is limited by the kinetic energy (not the flux) of the fluid near the wall. The kinetic energy loss due to the diffuse momentum transfer at the slip wall can be described as , where . We note that this is an important relation that may help identify flow characteristics in micro and nanoscale flows. One may also utilize the Navier slip condition into equation (3) and show that
where L S is the shear rate dependent slip length and λ is the fluid mean free path. The theoretical approach is a finite element based hydrodynamic model augmenting Navier-Stokes equations with a first order slip boundary condition implemented for efficient prediction of bulk flow characteristics.
III. Numerical Method
Using any admissible test function w, the variational integral yields the weak statement for equation (1) . Thereafter, the domain Ω and integrated variables q are spatially discretised to Ω e and Q using Lagrange basis functions N k complete to the degree k.
The superscript h denotes discretization. S e symbolizes the "assembly operator" carrying local (element e) matrix coefficients into the global arrays. The weak statement naturally yields the surface integrals via application of Green-Gauss theorem in equation (4b) equations. Initially β is set to a sufficiently high value so as to generate a diffused but stable convergence to steady state solution. Progressive reduction of β is carried out till the final steady state solution with β → 0 is achieved.
The computational geometry for all cases is discretised using two-dimensional 9-noded biquadratic finite elements. The continuity and equation of state are solved for density and pressure respectively using the four corner nodes of the element. However, all nine nodes are used for velocity and temperature calculations.
IV. Microscale Flow Simulation
We present flow predictions through two different microchannel geometries. First is the subsonic nitrogen gas flow through a microcolumn with two 90° bends as shown in Figure 1a . Next is the supersonic helium gas flow through a straight channel shown in Figure 1b . The details of these results are presented elsewhere. 18, 19 We are referring to them for completeness of the capability demonstration for the present discussion. The selected mesh is 28×20 biquadratic elements with 2337 nodes. We utilized Richardson's extrapolation to determine the mesh independence of the solution on this mesh. Using a second order accurate interpolation, Figure 2 plots the solution L 1 (one-) and L ∝ (max-) norms. 
Raju and Roy
18 presented the nitrogen gas flow solution through a serpentine microcolumn with dimensions A = 999.4µm, B = 1000µm, H = 1.2µm and L = 3000µm. The inlet and wall temperature are maintained at 314K and σ V = σ T ≈1.0 is assumed, implying that the channel surface is rough. The pressure at the outlet, P 0 is maintained at 100.8 kPa while the inlet pressure, P i is specified based on the pressure ratio. Figure 3a plots the pressure distribution and Figure 3b compares the x-component of the velocity distribution between the slip and no-slip solutions through the serpentine channel for five different pressure ratios. Figures 3c and 3d . While the predictions for the straight channel in Figure 3c is within 4% of the reported experimental data (see Fig. 6 in Ref. [6] ), Figure 3d shows upto 2.4 times more massflow rate for slip flows than for the no-slip flows due to lower shear stress on the walls resulting in less momentum exchange. The nitrogen massflow through the micro-column is approximately 0.4 times than that of the straight microchannel due to relatively higher shear stress induced at the bends. Next we show the hydrodynamic predictions 19 for high speed helium gas flow through a microchannel for which DSMC results are documented. 20 The wall and inlet temperatures are maintained at 298K while the inlet Mach number is 5 and the Knudsen number is 0.14. For L = 6µm and H = 1.2 µm, the Mach number and temperature contours computed using the hydrodynamic slip model for this channel are shown in Figures 4a and 4b , respectively. The results are then compared with the DSMC solution. 20 Figure 4c plots the centerline Mach number distribution showing a good comparison in the upstream and downstream region with the DSMC results. In the mid-region, the observed deviation could be due to the difference in the specification of the location of back pressure as described in Ref. [19] . The temperature profiles in Figure 4d 
V. Nanoscale Experiment
The experimental setup and theoretical approach for nanoscale flow characterization have been explained in a previous publication. 6 Experimental characterization is performed in a flow tube shown in Figure 5 where pressure drop across the membrane is monitored versus a controlled flow rate. The membranes studied in this work are 6 mm thick commercially available polycarbonate membranes (Poretics) with 10 nm diameter pores at a density of 6.0 x 10 12 /m 2 , giving a membrane porosity of 4.1 x 10 -4 . Figure 6 shows scanning electron micrograph (SEM) images of the membrane surface. In our previous experiments, uncertainty in the membrane porosity was the largest source of error in comparing the overall flow through the membrane to the simulation of transport through a single pore. For these membranes, the manufacturer reports a ± 15% tolerance on pore density and +0,-20% tolerance on pore diameter, giving an uncertainty of +15%,-55% on the experimental flux. In the manometric setup, the PCM is clamped between two Teflon showerheads and the pressure drop across the membrane is measured versus flow rate with an MKS differential pressure gauge and a Mass Flow Controller. The pressure drop due to the showerhead is only a few percent of that caused by the PCM. Figure 7 shows the experimental data obtained for argon and oxygen gas flow rate against maintained pressure drop. The data is fit with a Knudsen-Smoluchoski model and yields similar TMAC for both argon and oxygen. 
VI. Nanoscale Flow Simulation Results
The measured molar flux data is compared with the computed value in Figure 8 . A single parameter, the TMAC (0.15≤σ v ≤1.0), is adjusted to match the behavior observed experimentally for both argon and oxygen. The experimental uncertainty is shown on every fourth data point for clarity. The theoretical Knudsen relationship for transport through these pores will be at σ v = 1.0. Figure 8a benchmarks the numerical prediction for oxygen gas flux through the 10 nm membrane with experimental data. The model was run for four different pressure drops of ∆p = 106, 340, 630 and 1121 torr. Consideration of rough wall with diffused reflection, i.e. σ v =1.0, has produced very low values and is shown as a reference dotted line at the bottom of the picture. Decreasing the slip coefficient dramatically increases the flux. For example, for ∆p = 106 torr, the mass flux is 1.9 mols/m 2 s with σ v =1.0 while for σ v = 0.15 it is 23.5 mols/m 2 s. This is expected, as a low resistance is generated near the wall due to near specular reflection of the fluid particles. We estimate the wall accommodation coefficient to be 0.28 for the closest match with the data. This number is comparable to that obtained in the Knudsen-Smoluchowski approximation, albeit slightly larger. Qualitatively, all three of the model, experiment, and Knudsen-Smoluchowski give linear pressureflow relationships. A similar trend is observed for argon gas in Figure 8b As representative data, Figure 9a plots the essentially one-dimensional streamwise steady flow characteristics across the pore for oxygen gas with ∆p = 1121 torr. At the pore entrance, where flow is in the transition regime (Kn < 10), viscous effects are visible and the velocity profile is slightly parabolic. Near the end of the channel, where Knudsen number is large, the profile is flat (radially independent) indicating that viscous effects are not impacting the flow in this range. One concern with using the continuum model is that the concept of viscosity loses any physical meaning under a rarified flow regime. The absence of significant viscous effects in the solution in this regime minimizes this problem. The corresponding crosswise velocity is radially antisymmetric and small (~10 Figure 9b remains flat at about 2 m/s across the pore before shooting up beyond the midsection from 2 m/s to 33 m/s. This is due to the rapid increase in flow Knudsen number making the flow range from transition to free-molecule as the density reduces across the pore as seen in Figure 9c . Computed flow Reynolds number across the pore holds nearly a constant 0.001 confirming mass conservation. To our surprise, the hydrodynamic model with first order slip wall predicts the measured molar flux even in this low density regime. However, we caution that this only shows a specific case and detailed study is necessary to understand the underlying reason for this apparent success. It is important to note that the inlet Kn shows transitional flow. The distribution of ψ at 29 equidistant points along the streamwise direction as shown in Figure 10 depicts a constant slope in friction factor for this very low density. In the inset we plot the dimensional friction coefficient 5 , which remains constant below and above a critical density but shows discontinuity at about 0.0085 nm 
VII. Conclusion
We have used experimental data and theoretical modeling to estimate the slip coefficient for 10nm PCM. The slip coefficient was found to be as low as 0.25, which allows for a much higher throughput through the pore than would be predicted by a classical rarified diffusion or hydrodynamic flow case with no-slip boundaries. This number is somewhat lower than that found for 170 nm diameter pores with amorphous carbon coating on the surface. 7 In contrast, the MD results of Skoulidas, et al., 2 for 8 and 13 nm diameter carbon nanotubes estimate diffusivities that are about two orders of magnitude higher than Knudsen diffusivities, implying their slip coefficient would have to be significantly less than that estimated in this work. A new non-dimensional friction coefficient has been defined at the position of minimum fluid-solid potential. Interestingly, in the regime of our study (< 0.04 nm -3 ) this friction coefficient decreases linearly with the local density where the fluid-solid potential is minimum. The fact that the experimental data is well described by the hydrodynamic model while conventional rarified gas models fail suggests that it is possible to successfully extend continuum models into the nanoscale transport regime.
