In a partitioned probe graph the vertex set is partitioned into probes and non-probes, such that the set of non-probes is an independent set. A probe proper interval graph is the intersection graph of a set of intervals on the line such that every vertex is mapped to an interval, no interval contains another, and two vertices are adjacent if and only if the corresponding intervals intersect and at least one of them is a probe. We present the first linear-time algorithm that determines whether an input partitioned probe graph is a probe proper interval graph, and if the answer is positive then the algorithm constructs a corresponding set of intervals.
Similarly, a probe graph is a probe proper interval graph if it has a proper interval model and a probe unit interval graph if it has a unit interval model. 1 Golumbic and Lipshteyn [13] showed that a probe graph is a probe proper interval graph if and only if it is a probe unit interval graph.
Let G be a probe proper interval graph, with a proper interval model M. The model M is an interval model for some proper interval graph G ′ (which is not a probe graph); we say that the graph G ′ is a completion of G. The vertex set of G ′ is the same as that of G, but the intersection data between vertices of N is not missing from the edge set of G ′ . Note that a completion of a probe interval graph is not necessarily unique.
Let U ⊆ V ; we denote by G[U] the subgraph of G induced by U. If G is a probe (proper, unit) interval graph then G[P] is a (resp. proper, unit) interval graph.
Next we present some definitions from Dell et al. [10] and Hell et al. [15] for a graph G ′ without a partition of the vertex set into probes and non-probes.
For block B is adjacent to itself. Let v be a vertex that we add to G ′ with a set of incident edges; we say that v and B are adjacent if v is adjacent to some b ∈ B; we say that v and B are fully adjacent if v is adjacent to every b ∈ B; if v is adjacent to B, but not fully adjacent to B, then v is partly adjacent to B.
A straight enumeration is a linear ordering Φ of blocks of V ′ such that for every vertex v, the blocks containing the vertices of N [v] are consecutive (recall that v ∈ N [v] ). We view Φ as a left-to-right ordering of the blocks such that the minimum block is the leftmost block and the maximum block is the rightmost block. The leftmost and rightmost blocks of Φ are endblocks. We denote by B i the block of Φ with i − 1 blocks preceding it in Φ. Let Φ and Ψ be two straight enumerations of disjoint sets of blocks of V ′ ; we denote by Φ ≺ Ψ the straight enumeration that we get by concatenating Φ and Ψ such that the blocks of Φ are to the left of the blocks of Ψ , while retaining the order among the blocks of Φ and among the blocks of Ψ . For a block B, we denote by B also the straight enumeration that contains only B. This notation allows us to use ≺ to describe the order of consecutive blocks within a straight enumeration.
A connected proper interval graph has a unique straight enumeration, up to reversal, which defines a proper interval model for the graph [10] . Such a straight enumeration of a connected proper interval graph is also called by Hell et al. [15] a contig, a name originating from the biological application. To produce a proper interval model from a straight enumeration we assign for every b ∈ B i the interval [i, j+1−1/i], where B j is the rightmost block adjacent to B i [10, 15] . Note that intervals of vertices of a single block are identical to each other. A straight enumeration representation, or simply a representation, R of a proper interval graph G ′ is a set of straight enumerations, one for each connected component of G ′ . We define a completion representation, or a representation for short, of a probe proper interval graph G to be a straight enumeration representation of any completion of G. Since the completion of G is not necessarily unique, the completion representation of G is also not necessarily unique. Note that we can use the procedure above that produces a model from a straight enumeration only if we know the adjacencies between the blocks, so this procedure is not applicable to a completion representation of a probe proper interval graph. We describe a similar procedure that produces a model from a completion representation of a probe proper interval graph in Section 4.
Incremental algorithms for proper interval graphs
Our algorithm is based on the incremental algorithm of Hell, Shamir and Sharan [15] for recognizing proper interval graphs, which in turn is based on the algorithm of Deng, Hell and Huang [10] for the same problem. The algorithm of [10] is also incremental, but it works only for connected graphs. The algorithm of [15] extends the algorithm of [10] to graphs that have more than one connected component. In this section, we briefly describe these incremental recognition algorithms. For a complete description of the algorithms refer to [10, 15] . In this section we assume that the graph G is not partitioned into probes and non-probes, or equivalently N = ∅ and P = V .
These algorithms construct a straight enumeration representation for the input graph, adding the vertices one by one.
Let v be the next vertex that we add to the representation, and let U be the set of vertices that we have added so far. [15, Lemma 3.3] [v] belong to a single straight enumeration Φ then the algorithm of [15] applies that of [10] , which inserts v into Φ as follows. First note that if v is fully adjacent to some blocks of Φ, then by Lemma 3.1(1) these blocks are consecutive, and v may be partly adjacent only to the block preceding them and to the block following them. We split each block B that is partly adjacent to v, if any, into B ∩ N U [v] and B \ N U [v] such that B ∩ N U [v] remains consecutive to the other blocks that are adjacent to v, if any. Then, we either insert v into one of the blocks that it is adjacent to, if there is a block to which v belongs, or we create a new block {v} next to one of these blocks. Specifically, the algorithm of [10] applies one of the following cases, based on the position in Φ of the blocks fully adjacent to v, if any. Let B p be the rightmost block of Φ.
We begin with the cases where v is fully adjacent to some blocks of Φ; let B ℓ be the leftmost block fully adjacent to v, and let B r the rightmost block fully adjacent to v. The first case is that where 1 < ℓ < r < p. Let a = ℓ − 1 and c = r + 1.
The blocks B a and B c are not adjacent by Lemma 3.1 (2) . Let b be the largest index such that B b is adjacent to B a , and d be the smallest index such that B d is adjacent to B c . From these definitions, a < b < c and a < d < c. It is shown in [10] The case where 1 = ℓ < r < p is similar to the previous case, where we take b = ℓ = 1, except for the possibility that d = b = 1, in which case we insert {v} before B 1 . The case where 1 < ℓ < r = p is symmetric.
In the case where 1 = ℓ < r = p, we let w be the largest index such that B w is adjacent to B 1 and let u be the smallest index such that B u is adjacent to B p . If u = w then we insert v into B u and if u > w we insert {v} before B u . It is not possible that u < w. The proof of correctness for this case is similar to the proof of correctness of the first case.
In the case where 1 = ℓ = r = p, Φ has only one block B 1 which is fully adjacent to v, so we add v to B 1 .
In the case where 1 = ℓ = r < p we add the new block {v} before B 1 , and if B 2 is partly adjacent to v we split this block and replace it by
The case where 1 < ℓ = r < p is impossible by Lemma 3.1(3). The last case of the algorithm of [10] is that where v is not fully adjacent to any block of Φ. [10] . For the proof of correctness and more details see [10] .
When v is adjacent to more than one connected component of G, the algorithm of [15] cannot apply the algorithm of [10] . In such a case, v is adjacent to at most two connected components, because otherwise G[U + v] contains an induced claw. Let C , D denote these two components, with straight enumerations Φ and Ψ , respectively. The blocks of C and D that are adjacent to v must be consecutive in Φ and Ψ , respectively, and must contain exactly one end-block of each straight enumeration by Lemma 3.2(1), (3), (4) . Without loss of generality assume that these two end-blocks are the right end-block of Φ and the left end-block of Ψ . If this is not the case then we can reverse Φ or Ψ . We concatenate Φ and Ψ , together with a new block for v, into a single straight enumeration Φ ≺ {v} ≺ Ψ . In addition, by Lemma 3.2(4) there is at most one block in C and at most one block in D that are partly adjacent to v; we split these blocks, if they exist, as before.
Hell et al. [15] presented a data structure that can keep the set of straight enumerations of G [U] , and insert v into them in O(N U [v] ) time.
The algorithm for probe proper interval graphs
We start with a high-level intuitive description of our algorithm. The incremental algorithms of [10, 15] add a single vertex v into a representation R of a proper interval graph. Assume that R is a representation of some probe proper interval graph. We cannot insert v into R if v is a non-probe and R already contains another non-probe, since we do not know whether v and the other non-probe intersect. On the other hand, if R contains only probes, then we can use the algorithms of [10, 15] proper interval graph if G is a probe proper interval graph. In order to exploit this property, we start with R 0 , a representation of G [P] , and for every non-probe v we perform the changes that the algorithms of [10, 15] perform on the representation when adding v, without inserting the non-probe v itself. These changes include splitting blocks and concatenating straight enumerations. We must process the non-probes in a specific order to ensure that the changes are consistent. When we are done, we get a refined representation of G[P] into which we can embed the non-probes without any other change in the representation. After we embed all the non-probes, we construct a model of G from the representation, if G is indeed a probe proper interval graph. Next we describe the details of our linear-time algorithm for recognizing probe proper interval graphs. We give a pseudocode of this algorithm in Algorithm 1; the step numbers below refer to the pseudo-code. In Section 5 we give a simple example of an execution of the algorithm.
Algorithm 1 Probe proper interval graph recognition and construction of a model

Input: A probe graph G = (P, N, E).
Output: A proper interval model of G, or false if such a model does not exist.
1. Find a representation R 0 of G[P] using the algorithm of [15] .
If such a representation does not exist return false; Otherwise, let R Determine which end-blocks of Φ P and Ψ P are adjacent to v. If there is not exactly one such end-block from Φ P and one from Ψ P then return false.
Fix Φ P and Ψ P such that v is adjacent to the rightmost block of Φ P and to the leftmost block of Ψ P , by reversing Ψ P and Φ P if
(d) Determine which blocks of R P are adjacent to v, and which are partly adjacent to v. Otherwise return M.
Constructing a probe restriction of a representation. Let M ⊆ N, and let R be a representation of G[P ∪ M]. The probe restriction
of R is obtained from R by removing the vertices of M from the blocks of R, and removing any block that contained only vertices of M from the straight enumerations of R. We denote the probe restriction of R by R P , for every straight enumeration Φ in R we denote its probe restriction by Φ P , and for every block B in R we denote the set B ∩ P by B P . The end-blocks of Φ P are the leftmost block and the rightmost block of Φ P ; note that the end-blocks of Φ P are not necessarily probe restrictions of the end-blocks of Φ, since it is possible that an end-block of Φ contains only non-probes. Instead of constructing a representation for G directly, we begin by constructing a probe restriction of such a representation. Let G ′ be a minimal completion of G, that is, we cannot get another completion of G by removing edges from G ′ . Note that if G has a completion then it must also have a minimal completion. Our algorithm constructs a probe restriction R P of the representation R of G ′ . In fact, R P would be the probe restriction of every representation of a minimal completion of G. Since G ′ is a completion of G, R P is a probe restriction of a representation of G.
In
Step 1 of the algorithm we construct a representation R 0 for G[P] = G ′ [P] using the algorithm of [15] ; if G[P] is not a proper interval graph, then G is not a probe proper interval graph. Next, we insert the vertices of N into R 0 one by one.
Step 2 we determine the order in which we insert the non-probes. Specifically we split N into two sets N 1 and N 2 such that we insert the vertices of N 2 before we insert the vertices of N 1 . Then, in Step 3 we insert the non-probes. At any time we denote by U the set of vertices that we have inserted so far (after Step 1, U = P, and at the end of Step 3, U = V ).
We maintain a probe restriction of the representation of G Assume that the insertion of v into R concatenates two straight enumerations Φ and Ψ of R (with {v} between them). In this case, v has neighbors in blocks of Φ and in blocks of Ψ . The following lemma shows that from the minimality of G ′ , we get that there is a member of N P [v] Without loss of generality we may assume that the right endpoint of u is inside the interval of v and that the left endpoint of v is inside the interval of u; let I be the interval on the line between these two endpoints. Every endpoint in I belongs to a non-probe; this is because if a probe w has an endpoint in I then w
, and therefore w is in Φ (recall that any connected component is represented by a single straight enumeration). This contradicts our assumption since in this case w is a probe and is adjacent to v. Even though the last lemma shows that we know which straight enumerations to concatenate, the direction of concatenation (which end-block of Φ should be next to which end-block of Ψ ) cannot always be determined by examining only N P [v] . According to Lemma 3.2(3), (4), v is adjacent to exactly one end-block of Φ and one end-block of Ψ ; when we concatenate the two straight enumerations we make the two end-blocks that are adjacent to v consecutive. Because of Lemma 3.2(1), v is adjacent to at least one end-block of Φ P and at least one end-block of Ψ P (note that these two end-blocks of Φ P and Ψ P are not necessarily probe restrictions of end-blocks of Φ and Ψ , since Φ and Ψ may contain some blocks consisting only of non-probes). However, it may be possible that v is adjacent to two end-blocks of Φ P (at least one of the two end-blocks is a probe restriction B P of a block B which is not an end-block of Φ), or to two end-blocks of Ψ P . We want to avoid such a case, because this is the only case where we do not know the direction of concatenation of Φ P and Ψ P . We show an example for such a case in Section 5.1.
For this purpose, in Step 2 we split the set of non-probes N into two disjoint subsets N 1 and N 2 , so that in Step 3 we can insert the non-probes in an order which avoids the problematic case. The set N 1 contains every non-probe v ∈ N such that there is a block B in R 0 with N P [v] ⊆ B (these are the simplicial non-probes) and the set N 2 is N \ N 1 . When we insert the vertices of N into R in Step 3, we first insert the vertices of N 2 , and then we insert the vertices of N 1 . 3(a)-(c) .
The second change that the insertion of v imposes on R is splitting blocks. We conclude that we can also split blocks in R P by examining only edges of G, such that we can maintain the invariant . Therefore, at the end of this step R P is a probe restriction of a completion representation of G.
Lemma 4.4. If G is a probe proper interval graph then after Step 3, R
P is a probe restriction of a representation of G.
Determining where to insert the non-probes. Now, we integrate the non-probes of N into R P to get a completion representation R ′ of G (note that R ′ is not necessarily a representation of a minimal completion of G). We begin with R P which is a probe restriction of some (unknown) representation R of G (Step 4). Then, in Step 5 we determine for every non-probe v into which block or between which blocks of R P we should insert v to construct a representation of G. The simple case is that where we decide to insert a non-probe into a block that already contains some probes. The more involved case, which we handle in Step 6, is that where we insert two or more non-probes into the same place between blocks of probes, and then we split this set of non-probes into blocks and order the blocks in the correct way.
For every block B of R 0 , all the blocks of R P that are subsets of B (subblocks of B) are consecutive in R P . For two blocks B and B ′ that are next to each other in R 0 , the blocks of R P that are subsets of B are consecutive to the blocks that are subsets of B ′ .
In
Step 5 we decide into where in R ′ we insert a non-probe v using the incremental algorithm of [15] that inserts v into R 0 . However we do not modify R 0 , that is we do not actually insert v into the representation. For every non-probe v, the algorithm of [15] can decide to insert v into R 0 in one of the following four ways.
In the first case, the algorithm of [15] In the second case, the algorithm of [15] inserts {v} as a new block between two straight enumerations Φ and Ψ of R 0 . We put v in a block between the blocks of Φ and Ψ as well. The non-probe v is adjacent to one end-block B Φ of Φ and to one end-block B Ψ of Ψ , so in R P we concatenated Φ and Ψ into one straight enumeration such that the subblocks of B Φ are next to the subblocks of B Ψ . There is a single subblock of B Φ that is next to a subblock of B Ψ in R P . The vertex v must be in the unique place between these two subblocks of B Φ and of B Ψ , because otherwise either the blocks adjacent to a probe in B Φ or the blocks adjacent to a probe in B Ψ would not be consecutive, in contradiction with the definition of straight enumeration. 
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In the third case, the algorithm of [15] inserts {v} as a new block between two blocks B a and B b of the same straight enumeration Φ of R 0 . In this case v is adjacent only to blocks in Φ. The embedding of v into Φ is then unique [10] . Therefore, we must put v between the subblocks of B a and the subblocks of B b in R P . There is only one pair of blocks in R P that are next to each other such that one is subset of B a and the other is subset of B b ; we put v in a block between them.
The last case is that where the algorithm of [15] inserts {v} as a new end-block to a straight enumeration Φ of R 0 , next to a former end-block B a . We must insert v next to subblocks B a and not between them and other vertices of Φ. Note that in this case B a is not the only block of Φ, since if there is a single block in Φ then when we insert v we must split it. There is a We conclude that after Step 5 we have the probe restricted representation R P , and for every non-probe we know where to embed it into the representation, relative to the blocks of R P . For a non-probe that we decided to insert into a block of R P we are done, but we still have to split into blocks each set of non-probes that we put in the same place relative to the blocks of R P . This is done in Step 6. We can put two non-probes v and v ′ in the same block only if
case it is possible to assign to the two vertices the same interval.
Let Φ P be a straight enumeration of R P with blocks B P 1 , . . . , B P p . For every non-probe v adjacent to blocks in Φ P , let ℓ(v) be the index of the leftmost block of Φ P adjacent to v, and let r(v) be the index of the rightmost such block. Let S be a set of non-probes that we decided to put in the same place relative to blocks of Φ P . We sort S with r(v) as primary key and ℓ(v) as secondary key, using radix sort. Then, every set of non-probes in S that belong to the same block is consecutive in the sorted order of S. We split S into blocks by traversing the members of S from left to right. If the current vertex v has the same values of ℓ(v) and r(v) as the previous vertex, then the two vertices are in the same block; otherwise we start a new block.
Lemma 4.5. If G is a probe proper interval graph then R
′ is a representation of G.
Proof. If G is a probe proper interval graph then it must have some completion representation. We show that we construct R ′ in a way that is consistent with a representation of G.
From Lemma 4.4 we know that R
P is a probe restriction of a representation of G; we get R Constructing the model. We have found R ′ , a completion representation of G, if G is indeed a probe proper interval graph. The last step is to construct an interval model from the representation. As we described in Section 2, the algorithms of [10, 15] construct a model from a straight enumeration representation of a proper interval graph by assigning for b ∈ B i the interval [i, j +1−1/i] where j is the index of the rightmost block adjacent to B i . We cannot use this construction in our case, since we do not have the adjacency information between two blocks that contain only non-probes. We already saw in Section 1 that it is possible that a block B i which contains only non-probes is forced to be adjacent to some other block of non-probes in every completion of G, to prevent interval containment. Since R ′ is a completion representation of G, then it is also a straight enumeration representation of some completion of G. Therefore we know that we can place the left endpoint of b ∈ B i at i, and it remains only to determine where the right endpoint of b ∈ B i is.
An interval model is a proper interval model if and only if the left-to-right order of the left endpoints is identical to the left-to-right order of the corresponding right endpoints [18] . We perform the following procedure to get a proper interval model. We scan the blocks of every straight enumeration from left to right starting at B 1 . Let i be the index of the current block and let j be the index of the rightmost block adjacent to it. We keep the index j M of the maximum value of j that we have encountered so far (including the current value). We assign to the vertices of B i the interval [i, j M + 1 − 1/i]. Let M be the model that we obtain this way. By our construction, M is a proper interval model, and all the adjacencies of G are realized by this model.
We have to make sure that we did not create in M any intersection that should not exist, between two intervals. Let B i be the current block, let B j be, as before, the rightmost block adjacent to B i , and recall that j M keeps the maximum value of j In conclusion, in Step 7 we always construct a proper interval model M. It is a model of G if and only if j < j M only when the block B i and the blocks B k with j < k ≤ j M contain only non-probes. Constructing M takes O(m + n) time; it is also possible to validate whether M is a model of G within the same time bound, if we find for each block B i the index of the leftmost block that contains a probe that is to the right side of B i .
This completes the description of our algorithm.
Step 1 and Step 5 of Algorithm 1 are implemented in O(m + n) time using [15] . The other steps iterate over all the non-probes and for each non-probe scan its neighborhood, so they also take O(m + n) time. 
A simple example of the algorithm
In this section we give a simple example of an execution of our algorithm. Consider the following input graph G:
where the set of probes (in dots) is P = {w, x, y, z} and the set of non-probes (in circles) is N = {p, q, r, s}. Note that G is not a proper interval graph; for example it contains the induced claw {x, p, q, w}.
The graph G[P] is
In Step 1, we find a representation R 0 of G[P] using the algorithm of [15] . The representation is made of two straight enumerations, each of which has a single block:
{w, x}; {y, z}.
This corresponds to the following proper interval model:
In Step 2 we split N into N 1 and N 2 . The non-probes q, s and r go into the set N 1 since N P [q] , N P [s] ⊆ {w, x} and N P [r] ⊆ {y, z}, and the non-probe p goes into N 2 since it has neighbors in both blocks.
Therefore, in Step 3 we process p first. In Steps 3(a)-(c) we find that both straight enumerations of the representation contain neighbors of p, so we concatenate them. The two straight enumerations contain one block each, so the direction of concatenation does not matter. The probe restricted representation R P is now {w, x} ≺ {y, z}. This is symmetric to the other possible direction of concatenation {y, z} ≺ {w, x}. In Steps 3(d), (e) we find that {w, x} is partly adjacent to p, so we split it into {w} and {x} such that {x} remains consecutive to {y, z}, which is also adjacent to p: {w} ≺ {x} ≺ {y, z}.
Processing q in Step 3 does not change R P , since in the current state of R P , q is adjacent only to {x}, and is fully adjacent to this block. The non-probe r is adjacent to a single block {y, z} and is partly adjacent to this block, so we split the block into {y} and {z} such that {z} remains an end-block, since it is adjacent to r. The non-probe s does not change R P . The probe restricted model R P at the end of Step 3 is {w} ≺ {x} ≺ {y} ≺ {z}.
Step 4 initializes R ′ to be R P . In
Step 5 we simulate the insertion of p into R 0 using the algorithm of [15] . When we insert p into R 0 , we get the representation {w} ≺ {x} ≺ {p} ≺ {y, z} (p causes concatenation of the straight enumerations {w, x} and {y, z} and splitting of the block {w, x} such that {p} is between {x} and {y, z}). The block {p} is inserted between {w} and {y, z}, so in R ′ we insert p between the blocks {x} and {y}. Now we simulate the insertion of q into R 0 . When we insert q into R 0 , we get the representation {w} ≺ {x} ≺ {q}; {y, z} (q splits {w, x} and we put {q} next to {x} since the two vertices are adjacent). The block {q} is inserted as an end-block next to {x}, so in R ′ we insert q between the blocks {x} and {y}. Note that we insert p and q between the same blocks of R ′ . Next, we simulate the insertion of r into R 0 . When we insert r into R 0 , we get the representation {w, x}; {y} ≺ {z} ≺ {r} (similar to the insertion of q). The block {r} is inserted as an end-block next to {z}, so in R ′ we also insert r to the right of {z}. between these two subblocks of {w, x}; both options are possible, but each of them will lead to a different model at the end of the algorithm. Assume that we insert s into {w}.
In Step 6 we insert the vertices of S = {p, q} into their places between {x} and {y}, in the correct order. The leftmost block that the two non-probes are adjacent to is {x} so ℓ(p) = ℓ(q). The non-probe p is adjacent to {z}, but q is not, so r(q) < r(p). Therefore, we split S into {q} ≺ {p}. The non-probe r is the only non-probe that we insert to the right of {z}.
The representation R ′ is now {w, s} ≺ {x} ≺ {q} ≺ {p} ≺ {y} ≺ {z} ≺ {r}.
Finally, in Step 7, we construct a model of G from the representation. We scan the blocks in the single straight enumeration of R ′ , starting at B 1 = {w, s} and going right, to assign intervals to the vertices of the graph. The rightmost block adjacent to w is {x} so the interval of w and s is [ 6 7 ]. We have found a proper interval model M of G, so G is a probe proper interval graph. The model is (note that the exact locations of the endpoints on the line are not important, only their order; the degenerate case where the right endpoint of w and s shares its location with the left endpoint of x is easy to resolve) This model represents the following proper interval graph which is a completion of G:
If in
Step 5 we choose to insert s into {x} instead of {w} then we get a different proper interval model for G. In this model, the interval of s is identical to the interval of x. In the completion of G that corresponds to this model, there are also edges between s and p, and s and q.
The necessity of Step 2
Here we demonstrate what would happen if we did not split N into N 1 and N 2 in Step 2, on the same input graph G. We show that in this case we might violate the invariant that R P is a probe restriction of the representation of G
′ [U].
At the beginning of Step 3, R P is {w, x}; {y, z}. Since we skipped Step 2, it is possible that in Step 3 we process r before p. When we insert r, we split {y, z} into {y} ≺ {z}. The two end-blocks of {y} ≺ {z} are end-blocks of this probe restricted straight enumeration in R P . However, {y} ≺ {z} is actually the probe restriction of the straight enumeration {y} ≺ {z} ≺ {r} in R, and {z} is not an end-block in this straight enumeration (recall that we do not know R, since we do not know the completion G ′ of G which R represents).
Next, we insert p. We concatenate the two straight enumerations {w, x} and {y} ≺ {z}. Since p is adjacent to both endblocks of {y} ≺ {z}, we can concatenate the straight enumerations either into {w, x} ≺ {y} ≺ {z} or into {w, x} ≺ {z} ≺ {y} (when we concatenate two straight enumerations we may reverse them so that the end-blocks adjacent to the non-probe that we insert would be consecutive). We have no way to distinguish between the two options by examining only N P [p] . Assume that we choose {w, x} ≺ {z} ≺ {y}. Then, we split {w, x} and get the probe restricted model {w} ≺ {x} ≺ {z} ≺ {y}. [U] with U = P ∪ {r, p}. Consider the positions of the non-probes r and p in the representation R. The non-probe r must be in a block next to {z}, and it cannot be between {z} and {y}, since then the neighborhood of y would not be consecutive, so r should be between {x} and {z}. The non-probe p should also be between {x} and {z}, since this is the only place where we can put p and keep the neighborhoods of x, y and z consecutive. The two non-probes p and r cannot be in the same block since N P [p] ̸ = N P [r] . If p is to the left of r then the neighborhood of y is not consecutive, since y and r are disjoint, and if p is to the right of r then the neighborhood of x is not consecutive, since x and r are disjoint. Therefore, there is no possible way to place r and p in R such that R represents G 
Conclusions
In this paper, we presented a linear-time recognition algorithm for partitioned probe proper interval graphs. The algorithm has three basic stages: first it determines whether the probes of the input graph induce a proper interval graph, second it refines the representation of this proper interval graph so that every non-probe can be inserted without further modification, and third it adds the non-probes. We were able to implement these three steps in linear time since we followed the linear-time incremental algorithm of Hell et al. [15] for proper interval graph recognition.
A similar approach was used for probe cographs by Le and de Ridder [17] , using the incremental algorithm for cograph recognition of Corneil et al. [9] . It might be possible to find similar algorithms for more probe versions of graph classes that have incremental recognition algorithms.
The problem of recognizing unpartitioned probe proper interval graphs remains open.
