The aim of this paper is a characterization of great antipodal sets of complex Grassmannian manifolds as certain designs with the smallest cardinalities.
Introduction
The aim of this paper is a characterization of great antipodal sets of complex Grassmannian manifolds as certain designs with the smallest cardinalities in Theorem 3.9. Note that great antipodal sets are researched in the area of differential geometry. On the other hand, the theory of designs is related to algebraic combinatorics or representation theory.
In 1973, Delsarte [10] unified the theories of codes and designs on association schemes, and gave the upper bounds for codes and the lower bound for designs by applying linear programming for polynomials associated with metric or cometric association schemes. After his work, the theory of spherical designs was introduced by Delsarte-Goethals-Seidel [12] as an analogy of Delsarte technique. The essential tool in their works is the addition formula 2010 Mathematics Subject Classification: 05B30 (Primary), 53C35 (Secondary).
for polynomials; polynomials associated with metric or cometric association schemes, or the Gegenbauer polynomials with spheres.
In general, the theory of designs can be given on the Delsarte spaces (See Neumaier [25] , Godsil [14] ) or the polynomial spaces (See Levenshtein [21, 22, 20] ), which are metric spaces with "good" polynomials, such as the polynomials associated with metric or cometric association schemes, or the Gegenbauer polynomials. For instance, compact symmetric spaces of rank one are natural and significant examples of the Delsarte spaces or the polynomial spaces for continuous metric spaces. Note that spheres and projective spaces are compact symmetric spaces of rank one. The theory of designs on compact symmetric spaces of rank one was studied in details by Hoggar [16] . Moreover, the classification problems of "tight designs", which is a design whose cardinality is equal to the known natural lower bound, were developed by Bannai-Hoggar [5, 6] , Hoggar [17, 18] and Lyubich [23] , and others.
Unfortunately, it is not easy to consider similar theories in the framework of compact symmetric spaces of higher rank. Nevertheless, there are some developments in the theory of designs on Grassmannian manifolds, which are natural examples of compact symmetric spaces of higher rank (See BachocCoulangeon-Nebe [1] , Bachoc-Bannai-Coulangeon [2] and Roy [27] ). We refer the readers to the survey by Bannai-Bannai [4] for more information of the history of generalizations of the theory of designs.
In this paper, our interested is to give a generalization of the following well known fact: a pair of antipodal points of a sphere, which is purely differential geometric notion, can be characterized by a tight 1-design, which is purely algebraic combinatorial notion.
The concept of the antipodal points in spheres is generalized to antipodal sets in symmetric spaces by Chen-Nagano [9] . An antipodal set whose cardinality is maximal in the set of antipodal sets is called a great antipodal set. Since it is known that any antipodal set is finite, a great antipodal set is a finite set. If our space is a symmetric R-space, then any two great antipodal sets are congruent. Thus, a great antipodal set is unique in the sense of congruent (See Tanaka-Tasaki [33] ).
Complex Grassmannian manifolds are important examples of symmetric R-spaces. Here the complex Grassmannian manifold G C m,n is defined to be the set of m-dimensional subspaces in the n-dimensional complex vector space C n . A great antipodal set S on G C m,n consists of n m points. S is unique up to the action of the unitary group U(n). In this paper, we are interested in the following question:
(Q) Great antipodal sets of the complex Grassmannian manifolds can be considered as "good" designs?
The concept of designs on G C m,n was introduced by Roy in 2009. In this paper, to capture the feature of great antipodal sets in terms of designs, we modify Roy's definition of designs on G C m,n to more suitable one by using indexes of irreducible representations of unitary groups in Section 3. To be more detail, we define a T -design on G C m,n for a subset T of P m := { (µ 1 , . . . , µ m ) ∈ Z m | µ 1 ≥ · · · ≥ µ m ≥ 0 }.
As a main result of this paper, we show that a great antipodal set is a E ∪ F -design, where We also give the lower bound for the cardinality of a E-design X as follows:
|X| ≥
n m (See Theorem 3.8). In particular, any E ∪F -design also satisfies the inequality above. Remark that this lower bounds is attained by a great antipodal set. In addition, we show that a E ∪ F -design X satisfying |X| = n m must be a great antipodal set. In other words, the property of E ∪ F -designs with the smallest cardinalities gives a characterization of great antipodal sets (See Theorem 3.9).
The outline of this paper is as follows. In Section 2, we recall the definition and some properties of great antipodal sets of the complex Grassmannian manifolds. In Section 3, we give a definition of designs on the complex Grassmannian manifolds and describe our main results. In Section 4, in order to prove Theorem 3.8 and 3.9, we recall zonal orthogonal polynomials and show some properties of them. In Section 5, we give proofs of our results. As an appendix, we give a lower bound for 1-designs on G C m,n in Appendix A, which the concept of t-designs on G C m,n was introduced by Roy [27] . In particular, we determine 1-designs on G C m,n with the smallest cardinalities when n is divided by m. Finally, in Appendix B, we show an example of E-design with the smallest cardinality which is not a great antipodal set of G C m,n .
Preliminary for antipodal sets

Notation for complex Grassmannian manifolds
We set up notation for complex Grassmannian manifolds in this subsection.
We fix positive integers n and m with m < n. Let us consider the ndimensional complex vector space C n equipped with the standard Hermitian inner product. We denote the complex Grassmannian manifold of rank m by
The complex Grassmaniann manifold G C m,n is a compact Riemannian symmetric space. In fact, G C m,n can be represented as a homogeneous space G/K by a compact symmetric pair (G, K) defined as follows. Let us put
where g * denotes the conjugate transpose of the complex matrix g. Note that G = U(n) is a compact Lie group. The natural representation of G = U(n) on C n induces a transitive G-action on G C m,n . We write {e 1 , . . . , e n } for the standard orthonormal basis of C n , and take a 0 := C-span{e 1 , . . . , e m } ∈ G C m,n . Then the isotropy subgroup K at a 0 ∈ G C m,n can be written by
Therefore, G C m,n can be represented as G/K ≃ U(n)/U(m) ×U(n−m). Here, we define an involutive automorphism τ on U(n) by
Then we can observe that the subgroup K of G consisted of all fixed points of τ , i.e.
Therefore, (G, K) is a compact symmetric pair, and hence, G C m,n ≃ G/K is a compact Riemannian symmetric space.
Antipodal sets on a symmetric R-space
Let Ω be a connected compact Riemannian symmetric space. For each point x of Ω, we denote s x : Ω → Ω the geodesic symmetry at x. A subset S of Ω is said to be antipodal if s x (y) = y for any x, y ∈ S. Since Ω is compact and each x ∈ Ω is an isolated fixed point of the symmetry s x , any antipodal set S must be finite. Chen-Nagano [9] defined the 2-number of Ω by
and an antipodal set S is said to be great if |S| = ♯ 2 Ω.
Our interesting in this paper is in the case where Ω is the complex Grass-
It is well known that G C m,n is a Hermitian symmetric space, and hence, a symmetric R-space (See [13, §II.1 in Part II] for the definition of symmetric R-spaces).
We recall fundamental results for antipodal sets on a symmetric R-space Ω = G/K as follows:
Fact 2.1 (Takeuchi [30] ). Let Ω be a symmetric R-space. Then
where H * (Ω, Z 2 ) is the homology group of Ω with coefficient Z 2 . [28] , Tanaka-Tasaki [33] ). Let Ω ≃ G/K be a symmetric R-space. Then the following holds:
Fact 2.2 (Sánchez
(i) Any maximal antipodal set on Ω is great. That is, for any antipodal set S 0 of Ω, there exists a great antipodal set S of Ω such that S 0 ⊂ S.
(ii) A great antipodal set of Ω is unique up to the conjugation of G-action. That is, for any two great antipodal sets S and S ′ , there exists g ∈ G such that S ′ = gS.
Antipodal sets on a complex Grassmannian manifold
We go back to the case where Ω is a complex Grassmannian manifold G C m,n . To notice antipodal sets on G C m,n , we recall the geodesic symmetry s a on G C m,n for each a ∈ G C m,n as follows. Let us fix a ∈ G C m,n . Since C n is decomposed as the orthogonal direct sum C n = a ⊕ a ⊥ , for each vector v ∈ C n , there uniquely exist v a ∈ a and v a ⊥ ∈ a ⊥ with v = v a + v a ⊥ . Let us consider the involutive operators a on C n acts on a as the identity and acts on a ⊥ as −1. That is,s
The involutive operators a on C n induces an involutive isometry s a on G 
We give an example of antipodal set as follows. Recall that {e 1 , . . . , e n } denotes the standard orthonormal basis of C n . For each m-subset I of { 1, . . . , n }, we put a I := C-span{ e i | i ∈ I } ∈ G C m,n . Then, for any msubsets I and I ′ of { 1, . . . , n }, one can easily observe that a I ′ is decomposed as the orthogonal direct sum
. Hence, we have s a I (a I ′ ) = a I ′ . Therefore, the finite subset
is an antipodal set of G . One can observe that S is a maximal antipodal set on G C m,n . Thus, by Fact 2.2, the antipodal set S on G C m,n is great and any great antipodal set S ′ on G C m,n is congruent to S by the U(n)-action. In particular, the following holds:
Remark that a great antipodal set S carries a metric and cometric association scheme. For detail of association schemes, see Bannai-Ito [3] and Brouwer-Cohen-Neumaier [7] .
Main results
It is known that for any 1-design X on the (n − 1)-dimensional complex projective space, the inequality |X| ≥ n holds, and X is said to be tight if |X| = n (See Hogger [16] for more details). It is also known, but implicitly, that for a complex projective space, great antipodal sets can be characterized by tight 1-designs. That is, the following fact holds: (i) S is a great antipodal set, i.e., a ⊥ b for any a, b ∈ S with a = b and |S| = n.
(ii) S is a tight 1-design, i.e., S is an 1-design with |S| = n.
In this section, we define designs on G C m,n by using some basic facts for harmonic analysis, and give a kind of generalization of Fact 3.1 to complex Grassmannian manifolds G C m,n .
Harmonic analysis on
In this subsection, we briefly recall some basic facts for harmonic analysis on G C m,n and set up our notation. A detailed summary of harmonic analysis on G C m,n can be found in Roy [27] .
Let us put C 0 (G 
, where g and f · g denotes the complex conjugation of the function g and the product of f and g, respectively. Since ν is U(n)-invariant,
. By the highest weight theory, a complex irreducible unitary representation of a connected compact Lie group is determined by its highest weight, up to isomorphisms. For the unitary group U(n), the set U(n) of the complex irreducible unitary representations of U(n), up to isomorphisms, can be regarded as Bump [8, Theorem 38.3] . Throughout this paper, for each λ ∈ U(n), we fix an irreducible unitary representation (ρ λ , V λ ) of U(n) corresponding to λ.
We also put
and define the map φ :
Then it is known that dim V K φ(µ) = 1 for any µ ∈ P m , where
Throughout this paper, we use the following notation for elements of P m : 
as representations of U(n).
where g a is an element g a ∈ U(n) with g a · a 0 = a and ·, · φ(µ) denotes the Hermitian inner product of V φ(µ) . Then Φ µ (v ⊗ w)(a) is well-defined and Φ µ can be extended to a C-linear map
We put
Then H µ is a finite dimensional subspace of C 0 (G C m,n ). Example 3.3. For the case where µ = (0) ∈ P m , the functional space H (0) is consited of all constant functions on G C m,n , see (6) for the notation of (0) ∈ P m . In particular, dim H (0) = 1.
By the Peter-Weyl theorem for compact symmetric spaces, which can be found in Takeuchi 
. It is known that the dimension of the irreducible representation of a compact Lie group can be computed by Weyl's dimension formula (cf. Sepanski [29, Theorem 7.32] ). In the case of U(n), the dimension of an irreducible representation V λ is
This formula yields the following:
dim
see (5), (6) and (7) for the notation of (1 i ), (i) and (2, 1 i−1 ).
Designs on
For a finite subset T of P m , we put
For the case where T = ∅, then we put
We give a definition of T -designs on G C m,n as follows:
Definition 3.5. Let X be a non-empty finite subset of G C m,n , and T be a finite subset of P m . We say that X is a T -design if
Here are three easy observations for designs on G C m,n as follows:
Observation 3.6. Let T , T ′ be finite subsets in P m . Then the following holds:
• If X ⊂ G C m,n is both a T -design and a T ′ -design. Then X is also a T ∪ T ′ -design.
• If T ′ ⊂ T , then any T -design is also a T ′ -design.
Remark 3.7. Let t be a non-negative integer. As an analogy of the concept of t-designs on rank one symmetric spaces, the concept of t-designs on G C m,n was introduced by Roy [27] . Remark that a t-design on G C m,n in terms of Roy's definition is translated as a T t -design on G C m,n , where
In this subsection, we will give a characterization of great antipodal sets on G C m,n as T -designs with the smallest cardinality for a suitable T in Theorem 3.9. Recall that a great antipodal set S of G C m,n is congruent to that given as (2) in Section 2.3. In particular, |S| = n m . To describe our main results, we put
see (5) for notation of (1 i ). The following is our first main result:
is an E-design with the smallest cardinality.
The proof of Theorem 3.8 will be given in Section 5. Do there exist E-designs with n m nodes without great antipodal sets? We give an example of such an E-design in Appendix B.
To give a characterization of great antipodal sets of G C m,n , we also put
see (7) for notation of (2, 1 i−1 ). In Section 5, we will prove the following theorem, which gives a characterization of great antipodal sets as certain designs with the smallest cardinality: (ii) S is a E ∪ F -design on G C m,n with the smallest cardinality. Remark 3.10. When m = 1, the symbol G C 1,n denotes the (n−1)-dimensional complex projective space. In this case, the concept of E ∪ F -designs on G C 1,n is the same to the concept of 1-designs on the (n − 1)-dimensional complex projective space. Therefore, Theorem 3.9 is a generalization of Fact 3.1. In Appendix A, when n is divided by m, we also determine the properties of 1-designs on G C m,n , in the sense of Roy [27] , with the smallest cardinality.
Zonal orthogonal polynomials 4.1 Principal angles
For an element a ∈ G C m,n , we denote by P a ∈ End(C n ) the orthogonal projection on C n to a. It is known that for two elements a, b in G C m,n , any eigenvalue of P a • P b ∈ End(C n ) is in the real interval [0, 1] and the number of non-zero eigenvalues is at most m. That is, there uniquely exists real numbers y 1 (a, b) , . . . , y m (a, b) with 1 ≥ y 1 (a, b) ≥ · · · ≥ y m (a, b) ≥ 0 such that the linear operator P a • P b ∈ End(C n ) can be considered as diag (y 1 (a, b) , . . . , y m (a, b), 0, . . . , 0) ∈ M(n, C) with respect to a suitable basis of C n . Hereafter, we put y(a, b) := (y 1 (a, b) , . . . , y m (a, b)), which is called the principal angles between a and b. One can observe that the principal angles are symmetric, i.e., y(a, b) = y(b, a) for a, b ∈ G C m,n . The details can be referred to Roy [27] .
Let us write
Then the map
we have y(a, b) = y(ga, gb), and for any set Z and any Fact 4.1 (cf. Roy [27] ). Let θ 1 be the smallest angle that occurs between any two unit vectors a 1 ∈ a and b 1 ∈ b, that is,
where (a 1 , b 1 ) denotes the inner product of a 1 and b 1 in C n . Let θ 2 be the smallest angle that occurs between any two unit vectors a 2 ∈ a ∩ a
To notice this, we give easy observations for principal angles as follows: 
is of the form of (1, . . . , 1, 0, . . . , 0).
Proof. The equivalence between (i) and (ii) was already explained in Section 2.
, where the multiplicity of 1 coincides with dim a∩b. Hence, we obtain the implication (ii) ⇒ (iii). To completes the proof, we shall prove (iii) ⇒ (i). Let us suppose that y(a, b) = (1, . . . , 1, 0, . . . , 0) and put l to the multiplicity of 1 in y(a, b). Here we put a 0 := C-span{e 1 , . . . , e m }, a l := C-span{e 1 , . . . , e m−l , e m+1 , . . . , e m+l }, where e 1 , . . . , e n is the standard basis of C n . Then we can observe that s a 0 (a l ) = a l and y(a 0 , a l ) = y(a, b). By the universality of the U(n)-invariant map y :
, there exits g ∈ U(n) such that a 0 = ga and a l = gb. Recall that s ga (gb) = gs a (b) sinces ga (gv) = gs a (v) for any v ∈ C n (see (1) for the notation ofs a ). Therefore, we have
This completes the proof.
Zonal orthogonal polynomials
In this subsection, we introduce the definition of the zonal orthogonal polynomial Z µ for an irreducible representation H µ in C 0 (G C m,n ), and we give some properties of Z µ . The zonal orthogonal polynomials play a special role in the Delsarte technique. (1) , y τ (2) , . . . , y τ (m) ) = p (y 1 , y 2 , . . . , y m ) for all permutations τ of {1, 2, . . . , m}. We denote by Λ m the space of all symmetric polynomials in y 1 , y 2 , . . . , y m .
A , b) , . . . , y m (a, b)) are the principal angles of a and b, then
,n ) with the invariant inner product defined by (3) . By the Riesz representation theorem, for each a ∈ G C m,n , there exists a unique element Z µ,a in H µ such that for any
Since the inner product is invariant by U(n), the value Z µ,a (b) depends only on the U(n)-orbit of (a, b) and therefore depends only on the principal angles between a and b (cf. Roy [27] ). Thus Z µ,a is a zonal fuction at a. In Subsection 4.3, we will see that Z µ,a is a zonal polynomial of a certain symmetric polynomial. Z µ,a is called the zonal orthogonal polynomial at a of H µ . Since Z µ,a (b) depends only on the principal angles betwenn a and b, we sometimes write
Indeed, (16) is showed as follows. Put N := dim H µ , and fix an orthonormal basis (15), we obtain
Hence it holds that G C m,n Z µ (1, 1, . . . , 1) 
Since ν is a normalized measure, (16) follows.
The zonal orthogonal polynomial Z µ,a of H µ has a certain positivity for a subset of G C m,n as follows: 
Proof. The proof parallels to that of [27, Lemma 7] .
An expression of the zonal orthogonal polynomials using the Schur polynomials
In this subsection, we give an expression of the zonal orthogonal polynomial Z µ for an irreducible representation H µ in C 0 (G C m,n ) by using the Schur polynomials.
For i = 0, 1, . . . , m, let
and for i ∈ Z >0 , let
The polynomials e i and h i are called the i-th symmetric polynomial and the i-th complete symmetric polynomial in y 1 , y 2 , . . . , y m , respectively. It is well known that Λ m = C[e 1 , e 1 , . . . , e m ].
If y = (y 1 , y 2 , . . . , y m ) are variables and µ = (µ 1 , µ 2 , . . . , µ m ) is in P m , then the (unnormalized) Schur polynomial for µ is defined as
.
Each Schur polynomial X µ is in Λ m . The normalized Schur polynomial X * µ is the multiple of X µ such that X * µ (1, 1, . . . , 1) = 1, i.e.,
A partition µ ∈ P m can be viewed as a Ferrers shape obtained by placing cells in m left-justified rows with µ i boxes in row i. For example, if µ = (2, 1, 1, 0, . . . , 0) then its shape µ = .
For µ ∈ P m , let µ ′ denote the partition conjugate to µ whose parts are the column lengths of the Ferrers shape of µ. In the preceding example, µ ′ = (3, 1, 0, . . . , 0) and its shape
The following theorem yields that the Schur polynomials can be expressed by using the symmetric polynomials or the complete symmetric polynomials. The details can be referred to Macdonald [24] . Fact 4.6 (Jacobi-Trudi identity and Giambelli identity).
, where len(µ) is the number of the non-zero entries of µ = (µ 1 , µ 2 , . . .). In particular, we have
To describe the zonal orthogonal polynomials for H µ , first define the ascending product We can now define the zonal orthogonal polynomials for H µ . The following result is due to James-Constantine [19] . 
where y = (y 1 , y 2 , . . . , y m ) ∈ Range(G C m,n ).
We note that, althoughZ µ does not satisfy (16) . By multiplyingZ µ by dim H µ /Z µ (1, 1, . . . , 1) , we obtain the "normalized" zonal orthogonal polynomial Z µ .
Some formulas for zonal polynomials
For an integer k and a non-negative integer r, the binomial coefficient Lemma 4.8. The binomial coefficients satisfy the following relations: 
Proof. Firstly, we show
By Fact 4.6, we have X * (1 j ) (y).
In the last line, we use Lemma 4.8 (i). This implies (17).
We second show that for each i ∈ Z >0 and j = 0, 1, . . . , i,
. The sequence (1 j ) ↑k of integers is non-increasing only if k = 1, j+1. Moreover there is no order between (1 i ) and (1 j ) ↑1 = (2, 1 j−1 ). This implies
In this calculation, we use ρ
By induction in j, the desired result follows.
Since the complex hypergeometric coefficients are [a] (1 i ) = i k=1 (a−k+1), we obtainZ
Finally, we have to normalizeZ (1 i ) . Leṫ
by Lemma 4.8 (ii) and dim H (1 i ) is equals to n−2i+1 n+1 n+1 i 2 by (9), the nor-
Remark 4.10. We can also calculate the expression of the orthogonal polynomial Z (i) of H (i) by using X * (j) 's as follows:
Proposition 4.11. The normalized Schur polynomial X * (1 i ) can be represented by using the zonal orthogonal polynomial Z (1 j ) :
Proof. The validity can be verified to check that the product of two matrices (19) is equal to 1. If k < i, then using Lemma 4.8 (i) and (iv), we obtain that (19) is equal to (n − 2i + 1)
and, by (n−k)−i (n−i+1)−k = 0, the above value vanishes.
Proposition 4.12.
Proof. The conjugate partition of (2, 1 i−1 ) ∈ P m is (i, 1) and by the Giambelli identity in Fact 4.6, we have
Then the normalized Schur polynomial is X *
(e i e 1 − e i+1 ). By the definition of the complex hypergeometric binomial coefficients, we can check 
Next by using a proof of induction, we prove that for j = 1, 2, . . . , i,
holds.
Then we have
Hence the desired result holds. Finally we can also check
Thus up to normalization, the zonal orthogonal polynomial for H (2,1 i−1 ) is written iñ
and (11), the normalized zonal orthogonal polynomial Z (2,1 i−1 ) is given as desired.
Lemma 4.13. For any i = 1, 2, . . . , m, the product Z (1) · Z (1 i ) can be written by
Remark 4.14. The positivities of coefficients in the formula in Lemma 4.13 can be explained in terms of branching rules of the U(n)-representation
, see Section 3.1 for the notation of V φ(µ) . We omit the details here.
Proof. We prove this lemma by direct calculation. By Proposition 4.9, we have
By the definition of X * (2,1 j−1 ) , for j = 1, 2, . . . , m, we have
On the other hand we have, by Proposition 4.12,
and by Proposition 4.9,
Applying (21), (22) and (23) to (20), we have
Since the coefficient of X *
(1 i ) in the third term of the above equation is
The remainder term of Z (1) · Z (1 i ) can be written in the multiple of Z (1 i−1 ) as follows:
Therefore the desired result follows.
Proofs of main results
In this section, we prove the next two propositions: . Then the following conditions on S are equivalent:
(ii) y m (a, b) = 0 for any distinct a, b ∈ S. . Then the following conditions on S are equivalent:
(ii) For any a, b ∈ S and any i = 1, . . . , m, y i (a, b) = 0 or 1. (ii) c has finite support, that is,
Linear programming bounds
Then the following holds:
(ii) Let X be a non-empty finite subset of G C m,n . If X satisfies any two conditions in the following three conditions, then X also satisfies the rest one:
Proof. Let X be a non-empty finite subset of G C m,n . Since F is non-negative, we have
On the other hand, by the definition of F , we have , b) ).
Therefore, we obtain
and the equality holds if and only if
To prove Proposition 5.3 (i), let us suppose that X is a T 
Here, by Fact 4.4, the left hand side of (25) is smaller than or equals to 0, and hence, we have
We prove Proposition 5.3 (ii) as follows:
Then by (24) and Proposition 4.5, we have
Since X is non-empty, |X| = F (1, . . . , 1)/c (0) .
If B and C then A: Suppose that X is a T . Then by (24) and Proposition 4.5, we have 
Proof of Proposition 5.1
To apply Proposition 5.3 to E-designs, let us define an non-negative function
Lemma 5.5. The function F E can be written by
with real-valued coefficients c
Proof. Note that F E = X * (1 i ) . Thus, our claim is in Proposition 4.11. We are ready to prove Proposition 5.1:
Proof of Proposition 5.1. We extend c E , which is defined in Lemma 5.5, to a function on P m by putting c 
in this case. Conversely, suppose that S satisfies (26) . Then S satisfies Condition B and Condition C in Proposition 5.3 for c = c E . This implies that S is an E-design.
Proof of Proposition 5.2
To apply Proposition 5.3 to E ∪ F -designs, let us define an non-negative function F F on Range(G C m,n ) by
Lemma 5.6. The function F F can be written by
with real-valued coefficients c (18) . By the definition of the Schur polynomials, we obtain and {Z (2,1 j−1 ) } m j=1 with real-valued coefficients. In particular we can check that the coefficients of Z (0) , Z (2) and Z (2,1 j−1 ) are c
, c F (2) = 0 and c
> 0, where a j is the positive number which appears in Lemma 4.13, respectively.
Proof of Proposition 5.2. We extend c F , which is defined in Lemma 5.6, to a function on P m by putting c 
Here, by Lemma 5.6, we have
Let us assume that S is a E ∪ F -design. Then S is also a T 
Conversely, suppose that S satisfies (28) . Then by Proposition 5.1, the set S is an E-design on G C m,n . Hence, S is a T − c F -design with (27) . Therefore, S is also a T + c F -design. This implies that S is a E ∪ F -design on G C m,n .
A Lower bounds for 1-designs on G C m,n Let t be a non-negative integer. As an analogy of t-designs on rank one symmetric spaces, the concept of t-designs on G C m,n was introduced by Roy [27] . Remark that a t-design on G C m,n in terms of Roy's definition is translated as a T t -design on G Note that since µ∈T ⌊1/2⌋ dim H µ = dim H (0) = 1 holds, the above bound for 1-designs becomes trivial. In this section, we give a sharper lower bound for 1-designs on G C m,n than the above bound. In particular, we determine 1-designs on G C m,n with the smallest cardinalities when n is divided by m. Essentially, the proof of the following theorem due to Theorem 9 in Roy [27] . B An E-design with the smallest cardinality
In this section, we give an example of an E-design with the smallest cardinality which is not a great antipodal set.
Let {e 1 , e 2 , e 3 , e 4 } denotes the standard orthonormal basis of C 4 . We consider the following six spaces:
x 1 := C-span{e 1 , e 2 }, x 2 := C-span{e 3 , e 4 }, From the above matrix, we can see the following two facts. The principal angles y(x 3 , x 5 ) between x 3 and x 5 coincides with (1/2, 0), that is, X is not an antipodal set by Proposition 4.3. On the other hand, any last principal angle y 2 (x i , x j ) for i = j is zero and |X| = 4 2 = 6, that is, X is an E-design by Proposition 5.1. Thererfore X is an example of a 'tight' E-design which is not a great antipodal set.
Remark that {x 1 , x 2 , x 3 , x 4 } and {x 5 , x 6 } are antipodal sets. Hence X is a disjoint union of two antipodal sets. 
