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Abstract
In this work we give an account of some covariance inequalities in abstract Wiener space. An FKG
inequality is obtained with positivity and monotonicity being defined in terms of a given cone in the under-
lying Cameron–Martin space. The last part is dedicated to convex and log-concave functionals, including
a proof of the Gaussian conjecture for a particular class of log-concave Wiener functionals.
© 2008 Elsevier Inc. All rights reserved.
Keywords: Gaussian; Positively correlated; FKG; Logconcave; H -convex
1. Introduction
The purpose of this note is to obtain general covariance inequalities in an abstract Wiener
space (W,H,μ). We consider such inequalities for functionals satisfying either monotonicity
or convexity properties. A Taylor-type expansion of the covariance, with integral error term, is
presented in Section 3 and then used in the later sections for a unified approach to obtain some of
the monotone (the expansion’s zeroth order) and convex (its first order) covariance inequalities.
This is all preceded by the preliminary Section 2 in which some of the basic notions of Malliavin
calculus are recalled, including the gradient operator ∇ and Sobolev-type spaces Dp,k .
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after [5]) are addressed in Section 4 in terms of a given cone C of the Cameron–Martin space H .
A general FKG inequality is obtained in Theorem 4.6 for two functionals, one of which is in-
creasing with respect to C, and the other with respect to C’s dual cone C∗.
The abstract formulation outlined above covers as a particular case the approach suggested by
Ma and Privault in [11] for the classical Wiener space of scalar paths. Ma and Privault noted that
in terms of the representations
F = E[F ] +
1∫
0
ut dWt , G = E[G] +
1∫
0
vt dWt ,
as Itô integrals of adapted processes, two functionals F and G will be positively correlated pre-
cisely when E
∫ 1
0 usvs ds  0, and a sufficient condition for this to occur is utvt  0 (dt × dμ)-
almost everywhere.
If F and G are smooth enough in the sense that F,G ∈ D2,1 (with ∇F =
∫ ·
0 ∇tF dt and∇G = ∫ ·0 ∇tGdt), then it is sufficient that ∇tF  0 and ∇tG 0 (dt ×dμ)-almost surely for the
above positivity condition to hold, since by the Itô–Clark formula ut = E[∇tF | Ft ] 0 and vt =
E[∇tG | Ft ] 0 almost surely (see for example [1,13,15]). This condition can be interpreted as
a statement that F and G are both “increasing” on the classical Wiener space, and the conclusion
is that they are positively correlated. In this sense, this is an FKG-type argument in Wiener
space. (Of course, the definition of monotonicity may be generalized by stipulating that a Wiener
functional F is nondecreasing if for two given disjoint measurable subsets A and B of [0,1],
∇tF and ∇tG are nonnegative on A and nonpositive on B , (dt × dμ)-almost everywhere.)
In Section 5, covariance inequalities are obtained for convex and logconcave functionals on
abstract Wiener space; here convexity must be understood along the directions of H , as ex-
plained in Remark 5.7. Since cov(δh1, δh2) = (h1, h2)H for any h1, h2 ∈ H , it is not the case
that H -convex functionals are always positively correlated, but this is essentially the only coun-
terexample, in the sense that they will be positively correlated as long as at least one of them
has no linear component. This generalization of Y.Z. Hu’s finite-dimensional result (cf. [8]) is
given in Proposition 5.4 whose short proof uses the covariance expansion of Section 3. In addi-
tion, Theorem 5.6 contains a two-sided covariance inequality between an H -convex F and an
H -logconcave G in terms of the Monge transport map associated with G, extending to Wiener
space some results of Hargé (cf. [6]). Theorem 5.11 is a positive answer to a particular case of
the longstanding Gaussian correlation conjecture for two H -logconcave functionals, when these
are assumed to be symmetric not only around the origin but also “with respect to some complete
set of orthogonal hyperplanes” (cf. Definition 5.8 for the precise definition). The last correlation
inequalities, presented in this section, Theorems 5.13 and 5.15, involve the Radon–Nikodym
derivative between the source and target measures of an appropriate Wiener perturbation, and
log-concave functionals which satisfying a certain relation ((5.4) or (5.5)) with the inverse per-
turbation.
2. Preliminaries
The underlying probability space in this work is an abstract Wiener space (W,H,μ), a sepa-
rable Fréchet space W equipped with a nondegenerate Gaussian measure μ on its Borel sigma-
algebra B(W), with reproducing kernel Hilbert space H . Identifying H ∗ with H itself leads to
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Accounts of stochastic analysis on abstract Wiener space can be found for example in [12,16]
or [18]. We now summarize some of its main elements.
The probability space (W,B(W)) supports a natural zero mean Gaussian random field
{δh, h ∈ H } for which E[δh δh′] = (h,h′)H . The Malliavin calculus of Wiener functionals is
based on an H -valued gradient operator ∇:
∇[ψ(δh1, . . . , δhm)]= m∑
i=1
∂ψ
∂xi
(δh1, . . . , δhm)hi, m ∈ N, h1, . . . , hm ∈ H, ψ ∈ C∞
(
R
m
)
,
and extended to the completions Dp,1 of these smooth functionals with respect to the Sobolev
norms ‖F‖p,1 = ‖F‖Lp(μ) + ‖∇F‖Lp(μ;H), and on its H⊗k-valued iterates ∇k , k ∈ N, which
generate the higher order spaces Dp,k . This analysis is valid for K-valued Wiener functionals as
well, for any separable Hilbert space K , with corresponding Sobolev spaces Dp,k(K).
Thus ∇ :Dp,k(K) → Dp,k−1(H ⊗ K); its dual (unbounded) operator δ, in the sense that
E(∇F,G)H⊗K = E(F, δG)K for all suitable F and G, is the appropriate generalization of the
Skorohod integral to this abstract setup. It coincides with δ’s original definition for deterministic
H -valued functionals and restricted to Dp,k(H ⊗K) it is bounded with range in Dp,k−1(K).
The Ornstein–Uhlenbeck semigroup {Pt , t  0} of bounded operators which acts on
Lp(μ,K) for any p  1 can be informally described by
PtF (w) =
∫
W
F
(
e−tw +
√
1 − e−2tw′)μ(dw′).
More precisely, and for every t  0, the mapping
(w,w′) ∈ W ×W −→ Tt (w,w′) := e−tw +
√
1 − e−2tw′ ∈ W
satisfies Tt (μ×μ) = μ so that F ◦ Tt is well defined on (W ×W,μ×μ). Thus, denoting T0 the
sigma-algebra {B ×W, B ∈ F} generated in W ×W by T0, there exists, for any F ∈ Lp(μ,K),
a unique PtF ∈ Lp(μ,K) such that
E(F ◦ Tt | T0) = (PtF ) ◦ T0. (2.1)
The Ornstein–Uhlenbeck semigroup preserves μ, i.e., μPt = μ for each t , is ergodic, and acts as
a mollifier in the sense that Pt(Lp(μ,K)) ⊂⋂k Dp,k(K) for all t > 0. It relates to the differential
calculus in that the domain of its generator −L contains Dp,k(K) for any p > 1, k ∈ N, and
LF = δ∇F ∀F ∈ Dp,k(K). (2.2)
Due to the Meyer inequalities [16], the seminorms defined as
|||ϕ|||p,k =
∥∥(I + L)k/2ϕ∥∥
Lp(μ,K)
, p > 1, k ∈ N,
are equivalent to the original Dp,k(K)-norms, where K is any separable Hilbert space. Hence
we shall use also the notation ‖ · ‖p,k for them. Thanks to this observation, we can define the
spaces Dp,k for any k ∈ R. Note that, for K = R, the space
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p>1, k∈R
Dp,k
is an algebra whose dual under the projective limit topology is denoted by D′ (its elements
are called the Meyer distributions), and the pairing by 〈 , 〉. Similar constructions can be made
with K instead of R. Assume now that we are working with the classical Wiener space, then the
dual predictable projection with respect to the canonical Brownian filtration commutes with Pt ,
hence with L. Consequently, if ξ is in D(H), its dual predictable projection, denoted by Πξ ,
is also in D(H), consequently we can extend this projection to the space of H -valued Meyer
distributions by duality and denote it again by Π . This observation immediately leads to the
extension [15] of the Itô–Clark representation formula for Meyer distributions:
T = 〈T ,1〉 + δΠ∇T . (2.3)
Note that ∇ and δ are well defined on D′ and D′(H) respectively again by duality thanks to
Meyer inequalities. Let us note that for the adapted elements of ξ ∈ Dp,k(H), we have, for any
p > 1 and k ∈ R,
‖δξ‖p,k  cp,k‖ξ‖Dp,k(H)  Cp,k‖δξ‖p,k
due to the Burkholder–Davis–Gundy inequalities, where cp,k and Cp,k are two universal con-
stants independent of ξ .
For l ∈ N ∪ {0} denote the inner product in H⊗l by (·,·)l (H⊗0 = R). It holds that
∇n(PtF ) = e−ntPt
(∇nF ) ∀n ∈ N, ∀l ∈ N ∪ {0} and F ∈ D1,n(H⊗l), ∀t  0. (2.4)
Finally, for p,q ∈ [1,∞] with 1
p
+ 1
q
= 1, l ∈ N ∪ {0}, and F ∈ Lp(μ;H⊗l), Q ∈ Lq(μ;H⊗l)
define
cov(F,G) := E(F −EF,G−EG)l = E(F,G)l − (EF,EG)l. (2.5)
3. General covariance expansion
Let p,q ∈ [1,∞] with 1
p
+ 1
q
= 1. The following proposition will be used in Sections 4 and 5.
Proposition 3.1. For any l ∈ N ∪ {0}, n ∈ N, F ∈ Dp,n(H⊗l) and G ∈ Dq,n(H⊗l ),
cov(F,G) =
n−1∑
k=1
1
k!
(
E∇kF,E∇kG)
l+k
+ 1
(n− 1)!
∞∫
0
e−t
(
1 − e−t)n−1E(Pt∇nF,∇nG)l+n dt. (3.1)
The sum should be interpreted as being absent in the case n = 1.
Proof. The proof will proceed by induction on n; the following lemma restates the case n = 1
and will also be used for the induction step.
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cov(F,G) =
∞∫
0
e−tE(Pt∇F,∇G)l+1 dt. (3.2)
Proof of Lemma 3.2. The function h(t) := −E(PtF,G)l satisfies h(0) = −E(F,G)l and, by
{Pt }’s ergodicity, limt→∞ h(t) = −(EF,EG)l . Applying (2.4) (n = 1) in the last equality below,
cov(F,G) =
∞∫
0
− d
dt
E(PtF,G)l dt =
∞∫
0
−E
(
dPtF
dt
,G
)
l
dt =
∞∫
0
E
(L(PtF ),G)l dt
=
∞∫
0
E
(∇(PtF ),∇G)l+1 dt =
∞∫
0
e−tE(Pt∇F,∇G)l+1 dt. 
Returning to the proof of Proposition 3.1, we omit the inner product’s subscript for the sake
of notational simplicity. To achieve the induction step we develop the integrand in (3.1).
E
(
Pt∇nF,∇nG
)= (E∇nF,E∇nG)+E(Pt∇nF − ∇nF,∇nG)+E(∇nF −E∇nF,∇nG).
Applying (2.4), the second term becomes
E
(
Pt∇nF − ∇nF,∇nG
)= −
t∫
0
E
(LPs∇nF,∇nG)ds = −
t∫
0
E
(∇Ps∇nF,∇n+1G)ds
= −
t∫
0
e−sE
(
Ps∇n+1F,∇n+1G
)
ds
while, due to Lemma 3.2, the third term is given by
cov
(∇nF,∇nG)=
∞∫
0
e−sE
(
Ps∇n+1F,∇n+1G
)
ds.
Adding these two expressions, and assuming the induction hypothesis (3.1), we obtain
cov(F,G) =
n−1∑
k=1
1
k!
(
E∇kF,E∇kG)+
( ∞∫
0
e−t
(
1 − e−t)n−1 dt
)
(E∇nF,E∇nG)
(n− 1)!
+ 1
(n− 1)!
∞∫
e−t
(
1 − e−t)n−1
( ∞∫
e−sE
(
Ps∇n+1F,∇n+1G
)
ds
)
dt0 t
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n∑
k=1
1
k!
(
E∇kF,E∇kG)+ 1
n!
∞∫
0
e−s
(
1 − e−s)nE(Ps∇n+1F,∇n+1G)ds,
by changing the integration order in the last equality, thus obtaining (3.1) for n+ 1. 
Remarks 3.3. Assume for simplicity that l = 0.
(a) Recall the chaos expansion F = EF +∑∞n=1 In(fn) of any F ∈ L2(μ), where for each n,
fn is a uniquely determined symmetric element in H⊗n and F ’s nth order chaos In(fn) is the
abstract multiple Wiener integral of fn.
If F is smooth enough, it is well known that fk = E∇kFk! . Thus, when p = q = 2,
cov(F,G) =
∞∑
k=1
EIk(fk)Ik(gk) =
∞∑
k=1
k!(fk, gk)k =
∞∑
k=1
1
k!
(
E∇kF,E∇kG)
k
so that (3.1) provides an integral expression for this covariance expansion’s error term
∞∑
k=n
EIk(fk)Ik(gk) = 1
(n− 1)!
∞∫
0
e−t
(
1 − e−t)n−1E(Pt∇nF,∇nG)n dt.
(b) Alternative expressions for the integral error term in (3.1) are
1
(n− 1)!
∞∫
0
(
et − 1)n−1E(∇nPtF,∇nG)n dt, (3.3)
by applying (2.4), which can be also expressed as
1
n!E
(
Pτ∇nF,∇nG
)
n
(3.4)
where τ is the maximum of n independent mean 1 exponentials, or
2
(n− 1)!
∞∫
0
e−2t
(
1 − e−2t)n−1E(Pt∇nF,Pt∇nG)n dt, (3.5)
by writing Pt = Pt/2Pt/2 and making a change of variables in the integral.
(c) Other similarly looking covariance expansions have been obtained in Rn by M. Ledoux
in [10] and by C. Houdré and V. Perez Abreu in [7]. Ledoux’s formula, for example, is
cov(F,G) =
n−1∑
k=1
(−1)k−1
k! E
(∇kF,∇kG)
k
− (−1)
n
(n− 1)!
∞∫
2e−2ntE
(
Pt∇nF,Pt∇nG
)
n
dt, (3.6)0
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purposes, since, unlike (3.6), the expectation is inside the inner product.
Note added in proof. While this work was in press we have learned that the covariance expan-
sion of Proposition 3.1 essentially appears (in finite dimensions and for l = 0) in formula (4.7)
of C. Houdre, V. Perez-Abreu, D. Surgailis, Interpolation, correlation identities and inequalities
for infinitely divisible variables, J. Fourier Anal. Appl. (1998) 651–668.
4. Monotonicity and FKG inequalities
Definition 4.1. Let H be a fixed Hilbert space with inner product (·,·).
(i) A closed convex subset C of H is a cone if αC = C for all α > 0.
We shall assume once and for all that the cone C is proper, that is C ∩ (−C) = {0}, and
nondegenerate in the sense that {h1 − h2, h1, h2 ∈ H } = H .
(ii) The dual of any subset A ⊂ H is defined to be the cone A∗ = {k ∈ H | (k,h) 0 ∀h ∈ A}.
(iii) A cone C is acute (respectively obtuse) if C ⊂ C∗ (respectively C∗ ⊂ C).
A cone which is both acute and obtuse (C∗ = C) is said to be self-dual (or right-angled).
Lemma 4.2. For any cone C, C∗∗ = C.
Proof. Let h ∈ C. By C∗’s definition, (h, k) 0 for all k ∈ C∗, thus h ∈ C∗∗ and hence C ⊂ C∗∗.
If h /∈ C, by the Hahn–Banach theorem there exists a k ∈ H such that (a) (k,h′)  0 for all
h′ ∈ C (that is, k ∈ C∗), and (b) (k,h) < 0. These two inequalities imply that h /∈ C∗∗. 
Now, let us come back to the abstract Wiener space (W,H,μ), and let C be a cone in H .
Definition 4.3. A random variable F on (W,H,μ) is C-increasing if F(· + h)  F(·) a.s., for
all h ∈ C.
Remark 4.4. Note that F is C-increasing if and only if arctanF is C-increasing, hence in the
sequel it suffices to prove all the claims for bounded functions.
Lemma 4.5. Denote D+ = {ϕ ∈ D | ϕ  0}. The following are equivalent for any r.v. F :
(a) F is C-increasing;
(b) PtF is C-increasing for any t > 0;
(c) E[ϕ∇F ] ∈ C∗ for any ϕ ∈ D+ (if F ∈ Dp,1, p > 1, this means that ∇F ∈ C∗ a.s.).
Proof. (a) ⇔ (b) is immediate from the definition of the Ornstein–Uhlenbeck semigroup. Hence,
for the rest we may assume that F is smooth. To prove (a) ⇒ (c) let n ↘ 0. The sequence
−1n (F (· + nh) − F(·)) is almost surely nonnegative ∀h ∈ C. Thus almost surely, (∇F,h) 0
for all h in a separable dense subset of C, and by density for all h in C itself, since (∇F,h) is
the a.s. limit of some such sequence. In other words, ∇F ∈ C∗ a.s.
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F(ω + h)− F(ω) =
1∫
0
(∇F(ω + th), h)dt a.s. (4.1)
By assumption μ({ω: (∇F(ω),h) 0}) = 1. By the quasiinvariance of ω → ω + th it follows
that μ({ω: (∇F(ω + th), h)  0}) = 1 for every t ∈ [0,1] and thus, by Fubini’s theorem, that
leb({t ∈ [0,1]: (∇F(ω + th), h)  0}) = 1 μ-a.s. The integrand in (4.1) is thus almost surely
nonnegative and consequently F is C-increasing. 
Theorem 4.6. Let C be a cone in H and p,q ∈ [1,∞] with 1
p
+ 1
q
= 1. If F ∈ Lp(μ) is C-
increasing and G ∈ Lq(μ) is C∗-increasing then cov(F,G) 0.
For an obtuse cone C, and in particular when C is self-dual, the classical FKG formulation
is recovered: if F and G are C-increasing then cov(F,G) 0.
(The last statement is true since if C1 ⊂ C2 then any C2-increasing random variable is obvi-
ously C1-increasing as well. However, unless C is self-dual, the FKG formulation weakens the
original one.)
Proof. If F ∈ Dp,1 and G ∈ Dq,1, then ∇F ∈ C∗ a.s. and ∇G ∈ C a.s. by Lemma 4.5. More-
over, letting R(·) denote the essential range and co(·) the closed convex hull, and because of
the Ornstein–Uhlenbeck semigroups definition (2.1) as a conditional expectation, R(Pt∇F) ⊂
co(R(∇F)) ⊂ C∗ for all t > 0, namely Pt∇F is a.s. C∗-valued as well. The result in this case
now follows directly from (3.2) in Lemma 3.2 with l = 0.
If F and G are not necessarily smooth, the above argument implies that for all t > 0, PtF and
PtG too are respectively C- and C∗-increasing and thus nonnegatively correlated. When t → 0
this conclusion goes over to the pair F , G. 
Application to the classical Wiener space. Let (W,H,μ) be the classical Wiener space W =
C0([0,1];Rd), H = {h ∈ W, h˙ ∈ L2([0,1];Rd)} and μ = the Wiener measure, equipped with
its natural filtration {Ft , 0 t  1}. In this case the gradient of F ∈ Dp,1 is the indefinite time
integral of some process ∇tF (ω) which satisfies E(
∫ 1
0 ∇2t F dt)p/2 < ∞.
Corollary 4.7. If F ∈ Dp,1 (and G ∈ Dq,1) satisfy ∇tF (ω) 0, ∇tG(ω) 0 a.e. (leb ×μ), then
cov(F,G) 0.
Proof. It is easy to check that
C↑ =
{
h ∈ H | h(t) is nondecreasing in t}
is a self-dual cone in H , and the assumption is that ∇F,∇G ∈ C↑. By Lemma 4.5 we con-
clude that F and G are C↑-increasing, in which case the nonnegative correlation follows from
Theorem 4.6. 
The above result has actually been shown by Ma and Privault in [11] to follow directly from
the Itô–Clark representations of F and G
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where Π is the dual predictable projection in H (cf. [1,13,15]) (they then applied it to establish
positive correlation between diffusions). Indeed, since Πu is explicitly given by ∫ ·0 E(u˙t | Ft ) dt
a.e. (leb × μ) for any u ∈ Dp,1(H), it follows from the Itô isometry that when ∇tF  0 and
∇tG 0,
cov(F,G) = Eδ(Π∇F)δ(Π∇G) = E
1∫
0
E(∇tF | Ft )E(∇tG | Ft ) dt  0.
In fact, any abstract Wiener space (W,H,μ) can be equipped with a time structure induced
by a continuous strictly increasing path of projections {πt , 0  t  1} in H connecting 0H
to idH (i.e. a resolution of the identity), rendering it effectively isomorphic, with coherent time
structures, to some d-dimensional classical Wiener space, d ∈ N∪{∞}, and inducing on it a cor-
responding dual predictable projection Π and Itô–Clark representation (4.2) (see [17,18] for an
account of this theory). It is then natural to ask whether Theorem 4.6 itself could perhaps be
proved by means of the above Itô–Clark representation argument which was used in [11] to
prove its corollary.
The answer seems to be negative. Note that this argument relies on the fact that if ∇tF  0 a.s.
then E(∇tF | F) 0 a.s., or in abstract terms, ∇F ∈ C a.s. ⇒ Π∇F ∈ C a.s. It is not hard to see
that this will be the case whenever the resolution of identity {πt } is compatible with the cone C
in the sense that πtC ⊂ C for every t . However it turns out that there might be no resolution of
identity compatible with a given cone C in a Hilbert space H (the cone of nonnegative sequences
in l2 is one such example).
We conclude this detour by noting that the above alternative proof Corollary 4.7 is well suited
for extending it to Meyer distributions:
Any C-increasing T ∈ D′ and C∗-monotone ϕ ∈ D are positively correlated in the sense that
〈T ,ϕ〉 〈T ,1〉〈1, ϕ〉.
Indeed, all that is essentially needed is to use the generalized Itô–Clark formula (2.3) instead
of (4.2) above. However, it should be pointed out Theorem 4.6 itself can also be stated for Meyer
distributions, and proved by using a suitably extended version of Proposition 3.1.
5. Covariance inequalities for H -convex random variables
In [9] (and implicitly already in [8, Theorem 6]), the covariance inequality
cov
(
F(X),G(X)
)

(
E
[
XF(X)
]
,E
[
XG(X)
]) (5.1)
was proved for two second order convex functions F and G of an m-dimensional standard Gaus-
sian vector X. Note that if ∇F and ∇G are taken as Meyer distributions, then E[XF(X)] =
E[∇F ] and E[XG(X)] = E[∇G].
In an (infinite-dimensional) abstract Wiener space the extension of (5.1) will follow immedi-
ately from Proposition 3.1 with n = 2 once we recall the appropriate notion of a convexity, and
replace the right-hand side in (5.1) by its natural infinite-dimensional extension.
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R ∪ {∞} is said to be H -convex if for any h, k ∈ H and t ∈ [0,1]
F
(
w + th+ (1 − t)k) tF (w + h)+ (1 − t)F (w + k)
μ-almost surely. Similarly, for a given α > 0, F is called α-convex or α-H -convex, if we have,
for any t ∈ [0,1] and h, k ∈ H ,
α
2
∣∣th+ (1 − t)k∣∣2
H
+ F (w + th+ (1 − t)k)
 t
[
α
2
|h|2H + F(w + h)
]
+ (1 − t)
[
α
2
|k|2H + F(w + k)
]
almost surely.
Remark 5.2. These properties depend only on the μ-equivalence class of F since H -shifts are
quasi-invariant. They are also stable under convergence in probability.
Lemma 5.3. (See [2].) Assume F ∈ Lp(μ) for some p > 1. Then F is H -convex iff ∇2F is
a positive Hilbert–Schmidt operator valued distribution, in which case PtF is also H -convex for
all t > 0.
Proposition 5.4. Any two H -convex L2(μ) random variables F = EF +∑∞n=1 In(fn) and G =
EG+∑∞n=1 In(gn) (cf. Remark 3.3(a)) satisfy
cov(F,G) (f1, g1). (5.2)
Inequality (5.2) can be stated without reference to the chaos expansion:
cov(F,G) (E∇F,E∇G), (5.3)
where the expectations of the distributions ∇F and ∇G are to be interpreted as 〈∇F,1〉 and
〈∇G,1〉, respectively.
Corollary 5.5. (See [8, Theorem 6] in Rn.) Two H -convex L2 random variables are nonnega-
tively correlated if at least one of them has zero first chaos component.
Proof of Proposition 5.4. We first observe that when F,G ∈ D2,1 both inequalities (5.2)
and (5.3) are equivalent simply because f1 = E∇F and g1 = E∇G as mentioned already in
Remark 3.3(a).
Assume now that F,G ∈ D2,2. By Lemma 5.3, ∇2G and ∇2PtF are a.s. nonnegative definite
quadratic forms for all t > 0, and thus by (2.4) so are Pt∇2F , t > 0. The conclusion (5.3) now
follows immediately from (3.1) with n = 2 and l = 0, since trAB  0 for any two nonnegative
definite quadratic forms A and B on H .
Finally, we may again drop the smoothness assumption on F and G by approximating
them respectively by PtF = EF +∑∞ In(fn,t ) and PtG = EF +∑∞ In(gn,t ), which byn=1 n=1
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that fn,t = e−ntfn (and gn,t = e−ntgn) so that
cov(PtF,PtG) e−2t (f1, g1).
Letting t → 0 we obtain (5.2) for F and G. 
Before proceeding further, let us recall some results about Monge’s transportation theory in
Wiener space: if ρ and ν are two probability measures on (W,B(W)), we say that they are at
finite Wasserstein distance from each other provided that the following infimum is finite:
d(ρ, ν)2 = inf
{ ∫
W×W
|x − y|2Hβ(dx, dy), β ∈ Σ(ρ, ν)
}
,
where Σ(ρ, ν) denotes the (weakly compact) set of all the probability measures on the product
space W ×W whose first marginal is ρ and second marginal is ν. It is proven in [3] that in such
a case, if the finite-dimensional projections of ρ are absolutely continuous with respect to the
Lebesgue measure, then there exists ϕ ∈ D2,1 which is 1-H -convex, such that (IW + ∇ϕ)ρ = ν,
i.e. the image of ρ under the map T = IW + ∇ϕ is ν. Besides, if ρ = μ and dν = Ldμ, then, as
a consequence of the Girsanov theorem, we also have the inequality (cf. [3])
d(μ, ν)2  2
∫
W
L logLdμ.
Hence, for μ and ν are to be at finite Wasserstein distance from each other it suffices that the
entropy between μ and ν is finite. If, moreover, L is an H -log-concave function on W then it
proven in [4] that φ ∈ D2,2 (and not only in D2,1), T is the strong solution of the corresponding
Monge–Ampère equation and it is H -Lipschitz. In the light of these explanations we can now
state
Theorem 5.6. Assume that f is an H -convex, positive function and that g is an H -logconcave,
symmetric and positive function such that E[g logg] < ∞. Denote by T = IW +∇ϕ the transport
map of Monge which sends μ to gdμ, where ϕ ∈ D2,2 is 1-convex, symmetric and H -concave
such that ∇2ϕ ∈ [−1,0] in the sense of operators [4]. Then we have
E[f ]E[g]E[fg]E[f ]E[g] +E[g]E[(∇f,∇ϕ)H ].
(This implies E[(∇f,∇ϕ)H ] 0 which is actually true for any H -convex f and H -concave ϕ
as can be easily deduced, for example, from Proposition 3.1 with l = n = 1.)
In particular, in the finite-dimensional case, we obtain
E[fg]E[f ]E[g] −E[g]E[f |x|2].
Proof. Without loss of generality, we may assume that E[g] = 1 and then the measure dν =
g dμ is at finite Wasserstein distance from μ (cf. [3]). Hence there indeed exists an H -concave,
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the measure μ to the measure ν. Assume first that f is a smooth Wiener map, then we have
f ◦ T = f + (∇f,∇ϕ)H +
1∫
0
t∫
0
(∇2f (x + s∇ϕ),∇ϕ ⊗ ∇ϕ)2 ds dt.
Since f is H -convex, we have the claimed result. The first part of the first inequality is given
in [6], we just recall it briefly for the sake of completeness. Let (ei, i  1) be an orthonormal
basis in H , denote by Vn the sigma-algebra generated by δe1, . . . , δen. Then, it follows from
Prékopa theorem that (cf. [2]) that E[P1/nf | Vn] is again H -convex and that E[P1/nϕ | Vn] is H -
concave and smooth functions of the form fn(δe1, . . . , δen) and ϕn(δe1, . . . , δen), respectively,
where fn and ϕn are smooth convex and concave functions on Rn, respectively. Replace now ∇ϕn
above by Pt∇ϕn and look at the derivative of the expectation γ (t) = E[f ◦ (IW + Pt∇ϕn)]:
γ ′(t) = −E[(∇f ◦ (IW + Pt∇ϕn),LPt∇ϕn)]
= −E[(∇2f ◦ (IW + Pt∇ϕn)(IH + ∇Pt∇ϕn),∇Pt∇ϕn)2]
= −e−tE[(∇2f ◦ (IW + Pt∇ϕn)(IH + e−tPt∇2ϕn),Pt∇2ϕn)2]
 0
since the product of the three operators is negative: I + ∇2ϕn  0, ∇2f  0 and ∇2ϕn  0.
Hence E[fg] = γ (0) limt→∞ γ (t) = E[f ], since by symmetry E[∇ϕn] = 0.
In the finite-dimensional case we have
E
[
(∇f,∇ϕ)H
]= E[f Lϕ]
= E[f [(∇ϕ(x), x)−ϕ(x)]]
E
[
f
(∇ϕ(x), x)]
−E[f |x|2],
where the last inequality follows from the fact that
(∇ϕ(x), x)=
1∫
0
(∇2ϕ(tx), x ⊗ x)dt −|x|2. 
Remark 5.7. The first part of the first inequality of Theorem 5.6 generalizes in particular some
results of [6] to an abstract Wiener space through the notion of H -convex and H -log-concave
Wiener functionals. In fact the ordinary notion of convexity and/or concavity is not compat-
ible with the notion of μ-equivalence classes of random variables while H -convexity and/or
H -concavity is precisely the “good notion” in this framework.
Definition 5.8. Let e = (ei, i  1) be a complete orthonormal basis in H , denote by Ui the
unitary operator on H which corresponds to replacing the ith element ei by −ei and denote
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called e-symmetric if
f ◦ U˜i = f for any i  1,
almost surely.
Remark 5.9. Note that this property depends on the choice of the CONB (ei, i  1). The set of
e-symmetric (equivalence classes) of random variables is a vector space which is closed under
convergence in probability.
Lemma 5.10.
1. If f ∈ L1(μ) is e-symmetric, then Ptf is also e-symmetric for any t  0, where Pt denotes
the Ornstein–Uhlenbeck semigroup.
2. Let Vn be the sigma-algebra generated by {δe1, . . . , δen}, then, for any e-symmetric
f ∈ L1(μ), E[f | Vn] is en-symmetric relative to the basis en = {e1, . . . , en}, hence also
e-symmetric.
The following theorem is a generalization to infinite dimensions of a result mentioned in [14]
for the finite-dimensional case.
Theorem 5.11. Let f,g ∈ L2(μ) be two e-symmetric, H -convex positive Wiener, functionals.
Then we have
E
[
e−f e−g
]
E
[
e−f
]
E
[
e−g
]
.
Proof. Due to Lemma 5.10, we may assume that f and g are of the following form:
f = F(δe1, . . . , δen), g = G(δe1, . . . , δen),
where F , G are smooth, convex and en-symmetric functions. Let Qt be the heat kernel on Rn,
then due to the theorem of Prékopa, Qte−F and Qte−G are again en-symmetric and log-concave
functions. Let (Wt , t ∈ [0,1]) be the standard Wiener process in Rn. Using the Itô formula, we
get
Q1−t e−F (Wt) = Q1e−F (0)+
t∫
0
(∇Q1−se−F (Ws), dWs)
and we also have a similar formula for Q1−t e−G(Wt). Consequently
E
[(
Q1−t e−FQ1−t e−G
)
(Wt)
]= Q1e−F (0)Q1e−G(0)
+E
t∫ (∇Q1−se−F (Ws)∇Q1−se−G(Ws))ds.
0
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∂ia(x1, . . . , xn)xi is always nonnegative for i = 1, . . . , n. A similar observation holds true also
for Qte−G. Therefore (∇Qte−F (x),∇Qte−G(x)) 0
for any x ∈ Rn. This implies that
E
[(
Q1−t e−FQ1−t e−G
)
(Wt )
]
Q1e−F (0)Q1e−G(0)
= E[e−F (W1)]E[e−G(W1)],
to complete the proof it suffices to take the limit as n → ∞. 
The main ingredient of the above result is the almost sure positivity of (∇f,∇g)H . A similar
idea can be used to prove the positive correlation property in the case where only one of the
functions is H -logconcave. We need first a technical result.
Lemma 5.12. Assume that F ∈ Dp,1 is H -convex and let M = IW + m be a perturbation of
identity such that Mμ is absolutely continuous with respect to μ. Then we have
F ◦M  F + (∇F,m)H
almost surely.
Proof. Let (en, n  1) ⊂ W be an orthonormal basis in H , define Vn be the sigma-algebra
generated by {δe1, . . . , δen}. Let Fn = E[P1/nF | Vn], then Fn is a smooth convex function for
which the inequality
Fn ◦M  Fn + (∇Fn,m)H
is trivially true. Since Mμ  μ, we can pass to the limit in probability. 
Theorem 5.13. Assume that F ∈ D1,1 is H -convex and let L > 0-a.s. be a probability density
with respect to μ such that E[L logL] < ∞. Denote by ϕ ∈ D2,1 the Monge potential such that
T = IW + ∇ϕ maps μ to ν where dν = Ldμ, and let S = IW + ξ , ξ :W → H , be the inverse
transform which maps ν to μ (cf. [4, Theorem 3.2]). If
(∇F, ξ)H  0 (5.4)
almost surely, then f := e−F and L are positively correlated, that is,
E
[
e−FL
]
E
[
e−F
]
.
Proof. From Lemma 5.12 and the hypothesis it follows that
F ◦ S  F + (∇F, ξ)H  F
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E
[
e−F
]= E[e−F◦SL]E[e−FL],
which proves the claim. 
Corollary 5.14. Assume that the correlation inequality above is false, then we have
μ
{
w:
(∇F(w), ξ(w))
H
< 0
}
> 0.
In fact, Theorem 5.13 applies in any instance in which IW + ξ maps Lν to ν. In the following
theorem, adaptedness is with respect to the filtration generated by some continuous increasing
resolution of the identity, as introduced in Section 4.2 above, in particular the Brownian filtration
in classical Wiener space.
Theorem 5.15. Let F ∈ D1,1 be H -convex, assume that L can be represented as
L = exp
[
−δv − 1
2
|v|2H
]
,
where v ∈ D2,0(H) is adapted. If
(∇F,v)H  0 (5.5)
μ-almost surely, then
E
[
e−FL
]
E
[
e−F
]
.
Proof. Just as in the proof of Theorem 5.13, it follows from Lemma 5.12 that
F ◦ V  F + (∇F,v) F
almost surely, where V = IW + v. Then, by the Girsanov theorem,
E
[
e−F
]= E[e−F◦V L]E[e−FL]
which proves the claimed result. 
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