As application systems live longer and grow in size and complexity, there is an ever increasing need for methods and tools that can support software builders in constructing maintainable, wellstructured and consistent systems. This paper describes the notion of software constraints as an aid to developing such systems. Software constraints make rules and conventions commonly agreed to in a given programming environment explicit and automatically checkable. The potential usefulness of software constraints was investigated in both industrial and research environments. A framework for categorization of such constraints is defined. Constraints are proposed that are generally applicable and others that are tightly connected to and support a certain programming method. Tools for automatic checking are crucial if software constraints are to be used. An architecture for such tools and two realizations are described.
INTRODUCTION
Large and long-lived application systems that satisfy a complete area of information-processing requirements, such as management information systems, health management systems, CAD/CAM systems, CASE tools, etc., must continuously undergo change in order to reflect change in their environments [1, 2, 3, 4] . To satisfy new requirements, code must be modified, which in turn may cause its structure to deteriorate [5] and introduce inconsistencies. Consequently, to ensure consistency in such systems, better methods, techniques and tools are required, and there is an increased need for standardization and discipline in software construction and maintenance.
The subject of this paper is how software constraints can improve structure and consistency of application systems, which we believe will simplify the maintenance of such systems. Automatically checkable software constraints can support software engineers who have chosen and made explicit commonly agreed rules and conventions. In order to understand how software constraints can be used and in which contexts, a framework for categorizing them is proposed.
The compiler of a programming language already performs many forms of consistency check such as type checking, ensuring that identifiers are declared and unique within a scope, etc. Modern compilers give warnings of local redundancy [6, 7] . Our main concern is complementary checks at a more macroscopic level: those among software components, and those between software components and data on a secondary (persistent) storage.
Our automated technology consists of two primary subsystems. The information collection system observes the software components and the maintenance process, and extracts pertinent data. This data is organized around names and is assembled in a structure we call the thesaurus, although in some senses it resembles a concordance, a data dictionary, a cross-reference database or a repository. The other subsystem performs various checks on the contents of the thesaurus, evaluating various constraints and providing advisory information about the current state of software consistency.
This architecture permits generality and language independence. The collection systems are independent analysers that scan stores, schema definitions, program sources, scripts, etc. Each such analyser must be specific to its information source, for example capable of analysing its language or data structures. Having collected this information it can be held in the thesaurus in a source-independent structure, but with references to those sources. The constraints can then describe rules that should be satisfied either within a source or between sources in a consistent notation.
The remainder of this paper is organized as follows. Section 2 discusses the problem domain in further detail, describes assumptions of our work, and defines some basic terms frequently used in the paper. Section 3 categorizes software constraints and provides several examples. A general implementation architecture and two constraintchecking tools are described in Section 4. Evaluation of our proposed constraints and constraint-checking tools is the issue of Section 5. Section 6 describes related work and Section 7 concludes.
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PROBLEM DOMAIN AND ASSUMPTIONS
A typical software construction or maintenance team will not find it difficult to agree that certain general rules should describe their software, for example:
• that for every component, all other components that are needed to use it or understand it should also exist; and • that the body of software they maintain should not contain redundant parts.
However, such rules are not very helpful as they are so general that they are difficult to support automatically and lack the precision necessary to report violations usefully or to permit control of rule application and reporting. Hence, crucial issues for the successful exploitation of software constraints are:
• the actual constraints, which may depend on the programming language(s), the software engineering environment, the programming methodology being used, etc.; • the availability of supporting tools for automatic system analysis and constraint checking; and • the controls available to software engineers over the checks performed and the ways in which they are reported.
We assume that all useful constraint maintenance systems must be automated as it is well known that imposing extra work on programmers to supply information manually fails. Under the pressure of development work with tight deadlines, programmers either circumvent the requirement, or supply minimal information and fail to maintain it.
A violation of a constraint could be a logical error, it could indicate a situation that might eventually cause problems, or it could be a transient consequence of the stage the development has reached. In the last case, constraints may be deliberately violated. The constraint checking may thus be perceived as advisory more than mandatory.
The significance of constraints increases as the size and longevity of a project increase. A greater number of people who are working on or have worked on the software increases the chance of inconsistency as one programmer is unaware of decisions taken by others. The turnover of staff increases the number of programmers who have to spend increased time finding their way around the software if it is inconsistent. These points are illustrated by two concrete examples we have observed in two quite different systems.
In a hospital administrative system various programmers edited the relational schema, the set of 'canned' queries, the GUI scripts and the C/C++ programs. As programmers were not confident that they knew what all the other programmers were using, they were extremely reluctant to remove anything. Unsurprisingly, a consistency check across these components showed that many relations, queries and scripts were no longer used. However, the software team was spending considerable time carefully working around these redundant items each time they made a change.
In a language system constructed from many packages that had been developed by a succession of programmers, the space management code was significantly more complex because of various constructs to support multiple paths to objects. However, the rest of the software only ever used a single path. Revisions of the store manager had lovingly (but expensively!) preserved the multiple path capability, presumably because programmers working on that package had no convenient mechanism for establishing that the facility was not used in any of the other packages.
One underlying assumption of our approach is that names are highly significant in an engineering enterprise such as the construction and maintenance of a large software system by a team of people. In particular, we contend that these software engineers will name everything that is important to them, and depend on this naming when they return to a subsystem and when they communicate with one another. The habit of defining policies for naming and the prevalence of jargon within any group is anecdotal evidence that this general human property also applies in the software engineering context.
Other assumptions on which our work is based are:
• that we have access to all relevant information about the application system under development; • that the primary data from which we extract information is reliable and accurate, including the applications' components (source code, object code, data, etc.); • that it will be possible to implement constraint checking so that it is economically justified and sufficiently unobtrusive and useful that programmers do not circumvent the system; and • that the ultimate responsibility for application system quality remains with software engineers, so that they should retain control of what is checked, when it is checked, how it is reported and what responses should be made.
Five terms used frequently in the paper are defined as follows:
• Code: any fragment of program, for example a procedure.
• Software component: an association between a name and any collection of code that can be edited, rebuilt (recompiled, linked, etc.) and maintained as a single unit. Software components would typically be modelled as modules in Pascal, Modula-2 [8] , Modula-3 [9] and Standard ML [10, 11] , packages in Ada [12] and classes, interfaces, etc., in Java TM [13] , etc. Schemata in relational databases and scripts are other examples.
• Store: persistent store, persistent object store, objectoriented database, relational database, file store or similar data repository.
• Persistent component: a software component in a store or an association between a name and a value, object, root, relation, file, or other collection of data also in a store.
• Persistent Application System (PAS): a software system with a common purpose comprising one or 
SOFTWARE CONSTRAINTS
This section discusses categories of constraints and gives examples of constraints applicable in most programming environments.
Categorizing software constraints
Various kinds of software constraint (automatically checked or not) have been defined in both academia and industry. Meyers et al. [14, 15] distinguish among stylistic, implementation and design constraints, but there exists no commonly used framework for categorizing software constraints. Table 1 shows our first attempt to develop one. We categorize constraints along three dimensions: kind of constraint, locality and generality. (A discussion of the need for categorization and taxonomies in computer science in general can be found in [16] .)
Kind of constraint
The kind of constraint categories are abstractions over the purpose of collections of constraints. The purpose of constraints for 'eliminating redundant code or persistent components' is to help prevent applications from becoming unnecessarily large, complex and confusing. Redundant source code and stored components are in particular likely to distract future maintenance programmers. It is a widely experienced problem in industry, also confirmed by our experiments, that programmers rarely remove code or files etc. because they are worried by the potential effects. However, elimination of redundant information militates against planning for change. The constraints discourage, for example, the common practice by many programmers where identifier 3 declarations are deliberately left in the code in the belief that the identifiers will be used later. (Their use may also be temporarily commented out.) Although we have experienced that this is an example of a poor strategy, particularly in the long run, there may be cases where change can be 'anticipated' and a sensible plan would be to place hooks for future changes. Therefore, it should be possible to omit parts of the application from checking.
Constraints aiming to 'minimize mutability' are applicable to both source code identifiers and persistent components. If a name denotes a variable, it should be updated with a new value, which in turn should be used somewhere. If it is not, it should be a constant, which may lead to improved performance and programming precision. Unnecessary use of variables can lead to redundant code, which in turn can lead to further redundant code. For example, if the expression on the right-hand side of an assignment is the only use of some other identifier, that use also becomes redundant. Moreover, a maintenance team might waste time trying to inspect the current value of a variable or ensure that it is correctly assigned.
If a component specified to be used by a software component does not exist at run-time, run-time problems will occur. Constraints for 'ensuring existence of required items' aim to reduce the likelihood of such cases.
An important kind of constraint not discussed further concerns documentation, which includes conventions for layout, commenting and naming. Naming is of particular interest as names are central to system builders' thinking and thus influence the way software is organized. The choice of names is crucial to the readability of programs and is particularly important when trying to administer and manage [17, 18] . The important point is that there is a naming scheme, not its exact form.
Locality
The locality dimension categorizes constraints according to the kind of container of the names and the kind of components they denote. The two kinds of persistent components, software components and data components, and the different relationships we consider are shown in Figure 1 . It is possible to define constraints at the fine granularity of statement, declaration, assignment, etc.
However, the constraints at the finest granularity we consider are those local to a software component, as illustrated by relationship (1) in Figure 1 . These are constraints within single compilation units, exemplified by those in Table 2 , and are well understood and described in the literature, for example in the data flow community [19] . Exempt from constraint 2a are identifiers to persistent components. A file, relation, etc., may correctly be declared, but not used, within one software component. Similarly, mutable persistent components are exempt from constraint 2c since they may be accessed in other software components. Whether the persistent components actually are accessed elsewhere is captured by constraints defined at the global level.
Global software constraints operate at the PAS level, that is, they are defined across code in different compilation units and components in stores. Table 1 distinguishes among three categories of global constraints in compliance with three kinds of relationship shown in Figure 1 . Relationship (2) is between names within different software components. Relationship (3) is between a name within a software component and the name of another software component. Relationship (4) is between a name within a software component and the name of a data component. Since our work focuses on global constraints, we present some detailed examples in Subsection 3.2.
External constraints involve relationships between a name within a software component and a name in an external PAS, for example a library or legacy system (relationship (5)). A constraint could be that the component denoted by the external name should be accessible.
Generality
The generality dimension categorizes software constraints according to whether or not they are dependent on the application programming language, data model, and methodology being applied by the software engineers, and the semantics of the actual application being developed. These four elements describing the context of a software constraint are not mutually exclusive; a constraint may depend or not depend on each of them, which gives 16 combinations.
Date [20] describes constraints in databases that are programming language and methodology independent. He refers to application-independent constraints as 'general integrity rules' or 'meta-rules'. They constrain the application structure independently of the actual application. 'Specific integrity rules' express constraints in the realworld application being modelled; general integrity rules are independent of a specific application but may depend on the type of data model being used (e.g. the relational model).
All the software constraint examples we present in this paper are independent of the programming language, data model and application. Those in Subsection 3.2 are also methodology independent, while those in Subsection 4.3.1 are examples of methodology-dependent constraints.
It may not always be simple to classify a constraint. For example, we consider the constraints we present that involve relationships of category (4) (Figure 1 ) as being programming language independent. However, one may argue that to some extent they are language dependent since there are, for example, functional languages that do not support I/O to secondary storage.
Examples of global software constraints
This section describes a set of global constraints among software components and another set of constraints between software components and a store.
The samples we have identified are obviously not exhaustive; many other constraints may be applicable. Table 3 defines five constraints on type definitions. A permitted violation of constraint 3a is the case where the type (class) is abstract in the sense that it is solely used for modelling purposes. In those cases one should be able to annotate the code with 'virtual', for example, enabling the constraint-checking tool to avoid reporting warning messages for those cases. One might also introduce a constraint that says that an abstract class should have at least one (or two) specialization(s).
Constraints among software components
In systems with flat naming space, the compiler ensures that a type name is declared in only one place (constraint 3c). In systems where types can be defined in different scopes, the constraint may be violated in two ways. First, two or more types might be defined with the same name and type structure in the overall application system. In that case they should be replaced by exactly one definition at a higher level in the hierarchy of scopes, that is the type definitions should be more global. Maintaining consistency requires that all declarations describing the same concept (e.g. Person) must be changed consistently if the intention is to modify the implementation of the concept (e.g. add a new attribute). It is difficult to arrange consistent changes when several programmers (responsible for several components), who require use of a common type, each write out equivalent type definitions (particularly if they are complex). It is even harder to ensure that when the type is amended, the same amendments are applied in every usage context. One concept should therefore be represented by only one type definition.
Second, type definitions may have the same name but denote different types. To avoid confusion, they should then be renamed to acquire unique names. This might be unrealistic in large PASs where names may be reused in different naming contexts, but the programmers should at least be aware of such clashes. The inverse, that several names denote structurally equivalent types, is accepted because semantically different types with different names may in practice have the same type structure (e.g. integer). A useful by-product of a tool for checking constraint 3c could be a list of equivalent type names.
An issue for future work is to examine the use of type functions and formulate and check appropriate constraints on these. Templates in object-oriented languages, type functions in Quest [21] , functors in ML [22] , parametric types in Napier88 [23] , etc., have similar sets of rules as type definitions: they should be used at least once, they should not be multiply defined, etc.
Other constraints among software components of an application concern source code involving persistent components such as files in a file store, relations in a relational database, objects in an OODB or values in a persistent store (Table 4 ). There might be a few permitted exceptional cases to constraint 4a. For example, logging files may be frequently written to within an application, but they may be inspected only in an ad hoc way by programmers. Nevertheless, even that example indicates an unsatisfactory situation. The application should include software components that read the file for the purpose of undo, restore or examination of the audit trail.
Constraint 4b states that there should be exactly one There is also a risk of confusion and run-time problems if several software components specify creation of the same persistent component. Some examples will illustrate the potential problems. O 2 [24] permits objects (that become persistent roots) and values to be named. It would be confusing if two software components created an object (root) with the same name. It would be a race condition as to which one made it. If the other was then run, it would either generate an error or lose information. The same potential problems arise in a filing system if two software components attempt to generate the same file, and in a system that can dynamically create relations.
Constraint 4c has been defined in order to avoid confusion and reduce the chances of attempting to delete a component that has already been deleted (which may cause a run-time error).
Constraints between software components and store
The constraints presented in Table 5 concern relationships between source code and components accessible from a store at the time of analysis. This store should be either the store the code will eventually work with, or a store that is representative of this target store. These constraints are similar to those in Table 4 , but instead of comparing source code with source code, source code is compared with the actual contents of a store. It is checked whether the association between names in the source code and components in a store, specified to be established at execution-time, is likely to succeed. The constraints described in this section must be rechecked when the application code is installed in the environment in which it will be executed.
The purpose of constraint 5a is to prevent the situation where a part of a store associated with an application has accumulated components unused by the application.
For example, a relation or file, once used by a software component, may still reside in a store even though that software component has been deleted or changed in such a way that the relation or file will never again be used. It is particularly during development and ad hoc programming that programmers tend to forget to remove unused components.
A component in the store that is not referred to in the source code should probably be removed. However, it could be the case that the source code was changed or a source program deleted by accident. Hence, it is impossible to automate deletion of components entirely without any user intervention.
Moreover, the reader may correctly object that data is often collected with a view to future use. New programs that analyse it may be written. There is also the possibility of using general tools outside the application software for reading files such as editors, browsers and ad hoc query notations, for example SQL. Even though it still may be useful to be told that certain data is currently unused by the application software, this is an example of a constraint that we clearly may wish to switch off.
If a file, for example, used by a program is unintentionally deleted or renamed, or if the programmer forgets to change the program in accordance with a file deletion or renaming, then the inconsistency would be detected by constraint 5b before a software component attempts to access the file at run-time.
Cases where the persistent component deliberately is not present at the time of the constraint checking are allowable exceptions to this constraint. For example, a software component that creates a file to be used by another software component may be executed just before the latter is executed.
Constraint 5c concerns compliance between components in a persistent store and the source code that specifies the component creation. (Components that are imported as part of another application are exempt from this constraint.) If a component in the store has no corresponding creation specification, then that specification must have been changed or deleted by mistake, or the programmer must have forgotten to delete the component when the code was (a) Eliminating unused data. A component present in a store should be used by at least one software component (b) Used data must exist. A persistent component specified to be used in a software component should be present in a store (unless something else is indicated by the programmer) (c) Unique component creator must exist. For each component present in a store there should be exactly one software component that creates the persistent component deliberately changed. Alternatively, components may have been created in an ad hoc way. This constraint helps ensure that persistent components can be recreated on the basis of the source code (stores may get corrupted, be remote, be isolated, or use different value representations), and that the whole application can be installed in another environment if need be. Although components may be copied directly between stores, it should still be possible to recreate a system. Furthermore, the source programs serve as documentation for the declaration and usage of the components in the store. To avoid confusion and make it easier for programmers to understand the application, there should not be more than one place for potential component creation.
IMPLEMENTING CONSTRAINT CHECKING
It is generally difficult (in some cases hardly possible) and invariably time consuming to check software constraints manually. Hence, their success depends heavily upon a supporting environment that automatically checks adherence and provides relevant information in the case of violation. Our assumption is that constraint checking will take place after successful compilation of the application software. This is similar to invoking a compiler after the source code has been written, as opposed to invoking a compiler interactively as part of using a syntax-directed editor. The constraints are post-checked because it is not sensible to check most of the constraints interactively (code for declaring and using a component cannot be written at exactly the same time). Subsection 4.1 presents a general architecture for the implementation of a constraint management system. Subsection 4.2 describes an exploratory study in an industrial, multilingual environment that preceded the development of this general architecture. Subsection 4.3 describes a realization in a research, monolingual environment.
Implementation architecture
The major elements of our architecture are shown in Figure 2 and are described below:
• The application components comprise all persistent components and all the source code written in all the languages used to build the application programs, user interfaces and databases of a PAS.
• The observer scans all the application components, extracts relevant name information and stores it in the thesaurus.
• The thesaurus is a persistent data structure that contains information about each name occurrence in all application components. In a multilingual environment an additional thesaurus structure should record dependencies among names used in code written in the different languages.
• The constraint checker encapsulates all the constraints that are defined in the system and actually checks those that have been selected by the application builder. The constraint checking is performed on the basis of the contents of the thesaurus.
• The results of the constraint checking, including information about constraints that were violated, the sources of the violations and the time of the last thesaurus update, are stored in a structure called constraint-checking results.
• The presenter displays the constraint-checking results using various textual or graphical presentations that illustrate the kind of constraint violation and the affected parts of the application. These may be requested at various levels of detail. Statistical summaries of constraint violation can be provided for evaluation and quality management.
The thesaurus
Below are described the attributes of thesaurus entries which can be used to check the constraints discussed in Section 3. In practice, an implementation of the thesaurus must be tailored to the actual programming language(s) and environment.
• Name denotes a persistent component or an identifier in the source text of a software component.
• Kind of the name is a base type (integer, real, etc.), a constructed type (record, class, procedure, etc.) or a construct with a loose connection to the notion of type (relation, file, query, etc.).
• Constancy shows whether the name was declared constant or variable.
• Container identifies the enclosing unit of the name occurrence. The name, access path and type of the container are recorded. We divide the various types into two categories: -Persistent components are contained within a store, or they may be nested within other persistent components. If the name is an identifier in a source text, then the container is its enclosing software component. Block depth and block sequence, which yield information about the scope of the name, may be recorded for block-structured languages.
• Usage is applicable only where the container is a software component and records what the name occurrence represents, which is categorized as follows:
Use of a type (kind), which may be specialized into more detailed usage such as creation of an instance of the type, specialization of a polymorphic procedure, specification of the type of a parameter, etc. -Declaration of a value, which may be specialized into declaration of a local identifier, declaration of a parameter of a procedure, class etc., declaration of a substructure such as an attribute of a class or relation, named field of a record or tag of a variant, etc., creation of a persistent component, specification of a persistent component to be used in a program (i.e. reading a persistent value), etc. Checking many of the constraints requires that the name of the unit to which the declared name belongs also be recorded, for example the procedure of a parameter, the class or relation of an attribute, etc. Similarly, when the name occurrence denotes a persistent component, the name of its container is also recorded. The same kind of additional information is recorded for the following two categories of usage. -Assignment of a value, which may be specialized into assignment of a local or global variable and update of the value of a persistent component. -Use of a value, which may be specialized into the right context of an assignment, a procedure or function call, a de-referencing of an attribute of a class, field of a record, etc., or a deletion of a persistent component.
• Date keeps track of the date and time when the entry was inserted.
The observer
The observer consists of two parts: a source code analyser, which provides the information required to check local constraints and part of the information required to check global constraints, and a store analyser, which provides the other part of the information required for global constraints. The source code analyser may be part of an enhanced compiler where additional information relevant to the thesaurus is extracted. A requirement would be that it must be easy to switch on and off the extraction of this information since this process will degrade performance and is an unnecessary overhead if the compiler is invoked for the purpose of syntax checking only. However, we implemented our source code analysers as tailored tools, decoupled from a compiler, because they are then simpler to implement and can be made more flexible for the users. Whereas most programmers use the same compiler with minor adaptations, different programmers will benefit from different sets of constraint depending on context, level of experience (e.g. tighter constraints for novices than for experienced programmers), etc. One may build a decoupled source code analyser from scratch, or one may reuse the lexical and syntax analysers of a compiler, but replace executable code generation with generation of thesaurusrelevant information.
The most convenient way of implementing a store analyser depends on the kind of store, for example shellscripts for scanning file stores, SQL code for querying the catalogue of relational databases, browsers for scanning persistent stores or object-oriented databases, etc.
To help ensure that changes have been correctly implemented, the constraints should be checked at intermediate states of the software product during its development and maintenance, particularly after each major change. Constraint checking is typically performed after successful compilation and before execution of software components. Since the constraint checker extracts information from the thesaurus, the timing of the thesaurus update is crucial. The thesaurus content is automatically maintained and is accurate up to the time of the last update.
In the two constraint-checking systems we have built, the observers analyse the whole application and update the thesaurus regularly at times specified by the user. A full analysis and update can also be initiated at any time (e.g. after a major set of changes). Analysing all software components may be expensive. A smarter approach would be to analyse only the changed components (e.g. indicated by timestamps) and incrementally update the thesaurus.
The constraint checker
The checking of the constraints described in Section 3 exploits the information in the thesaurus attributes. How to tackle certain problems, for example scoping, depends on the actual programming environment and requires tailored thesaurus information. This section outlines a model for the implementation of constraint checking.
The constraints in Table 2 are checked by scanning all the thesaurus entries of a software component. All identifier declarations are added to one set; all identifier uses to another set. A set difference between the latter and the former set yields the unused identifiers violating constraint 2a. Regarding constraint 2b, variables not updated are detected by performing a set difference on one set with variable declarations and another with the names occurring in assignments. The same principle also applies to constraint 2c.
Regarding constraints on meta-data (Table 3) , we assume a model where types can be defined in special, globally accessible units such as declaration files or database schemata. Constraint 3a is checked by performing a set difference on one set of all global type definitions and another set of all type identifiers used in instance creations. In systems where types may also be defined and used locally to a software component, an additional check must be carried out for each component 4 .
The most difficult problem of checking constraint 3b is to provide sufficiently detailed information uniquely to identify the definition and use of substructures. If this is achieved, checking is done by a simple set difference.
Identifying duplicate use of type names (constraint 3c (ii)) is trivial. Regarding checking duplicate declarations of the same type (constraint 3c (ii)), the thesaurus yields information about kinds only. Checking complete equality between two complex types would require access to the full type graph.
Checking the constraints in Table 4 involves creating four sets that contain information about software components that respectively create, read the value of, update the value of, and delete persistent components. The information required to create the first two sets is extracted from the third category of the usage attribute (Subsection 3.1.1). The last two sets exploit information in the third and fourth category of the usage attribute, respectively. Having created these four sets, checking the constraints is straightforward.
Checking the constraints in Table 5 exploits the first two sets described above and another set that identifies the 4 In our programming environment, we are unable to distinguish between the use of a type that is defined globally and the use of a type that is defined locally. However, this potential problem is avoided if constraint 3c (ii) is complied with.
Constraint-checking results
Constraint checking may be carried out regularly, typically in quiescent periods. Storing the constraint-checking results in an appropriate format in a database, including information about the time and extent of the checking, enables the developers to obtain this information when convenient for them. Such a database may also be exploited to provide useful summary information over time and thus document aspects of the system development process.
The presenter
The most straightforward presentation of the constraintchecking results is a textual interface giving a list, in which each entry displays which constraint was violated, when and where. Constraint checking can potentially generate a large number of violations. Therefore it is useful to allow the users to select subsets of the violation entries either by kind of violation or by location. Alternatively, it would be possible to graphically depict the areas affected by constraint violations. Colour could be used to enhance the feedback provided. This would require a graphical presentation of the application, which could be generated from the thesaurus.
Statistical summaries could be generated to provide input to the evaluation of the constraint checking, see Section 5. Such summaries could also be used to compare development technologies, for example the use of different programming languages.
Constraint rectification
The architecture illustrated in Figure 2 does not include constraint rectification. Generally, there are many ways of violating software constraints, and for each violation there are several ways of rectification. For example, if a persistent component is never used, a program could be modified or a new one created to use it, or it could be removed from the store. One may envisage automatic support for the latter but not the former. Since it is a semantic problem to rectify inconsistent states, fully automatic supporting tools are generally infeasible, but future research should investigate the possibility of semi-automatic tools that interact with the programmer.
Exploratory study in a multilingual environment
The Health Management System (HMS) is a large application system currently running in several hospitals in the UK. It was developed in a C/C++, X Window system and relational database environment. To speed up development time, tailored languages (a screen definition language, a procedural language, a query dictionary language and a schema definition language) running on top of this base technology were used to implement the system. To help solve problems of maintenance experienced in the HMS project, we built the HMS thesaurus tool [3] . This work
• NAME-a textual form of the entry • SEQ NO-system-generated key • NAME TYPE-one of the following codes: Action Name (AN), Action Script name (AS), Class Name (CN), Datum Name (DN), Field Name (FN preceded and gave input to the development of the general architecture described above.
The thesaurus consists of three relations; the main one is shown in Figure 3 . The categories of NAME TYPE and CONTAINER TYPE reflect particular constructs of the languages used in the HMS project. To carry out global constraint checking, dependencies among identifier occurrences in the software written in the different languages had to be recorded. Hence, we created another relation that describes direct correspondences between fields of the database relations and identifiers used in the user interface or application code. That is, an occurrence where a variable in such code reads or updates a database field, or vice versa, gives rise to an entry in this thesaurus relation (duplicates are not included). The third relation keeps track of the history of thesaurus entries and is defined similarly to the main relation except for two additional fields: ADD DELETE, which indicates whether an entry represents an addition or a deletion, and INTRODUCED, which stores the date for the addition/deletion.
The observer, which analyses the schemata and other software and subsequently updates the thesaurus, is implemented as a combination of SQL scripts, Unix csh and awk scripts, and one C program. The analysis part of the observer is implemented by SQL scripts that operate on the schemata and Unix csh and awk scripts that implement parsers for the display, query dictionary and the application languages. The first two thesaurus relations are updated by simply deleting the existing contents and loading the newly generated information in the relations. The history relation is updated by first performing a difference (Unix diff) on a file with the newly generated information and a file with the thesaurus history unloaded. Entries that are only in the former file are inserted with an 'A' for addition in the ADD DELETE field; those only in the latter are inserted with a 'D' indicating a deletion.
The HMS project comprised about 150,000 lines of source code when we collected measurements. The total analysis and thesaurus update was carried out at 02:00 every night and took about 30 minutes.
The constraint checker identifies two global anomalies: 'names defined but not used', and worse, 'names used but not defined'. These basically capture constraints 2a, 2c, 3a, 4a, 5a and 5b, and are a generalization of the conventional definition-use anomalies within software components [25] . More detailed thesaurus information would have been needed to check the other constraints. The checks were implemented as one (complex) SQL query over the thesaurus relation.
There is no database that stores the results of the checking; the results are presented directly to the user as two tables. Both the invocation of the checking and the presentation of the results take place through a coloured, X Window system user interface. Details of the user interface and example thesaurus data can be found in another paper [3] .
Realization in a persistent programming environment
After the HMS experience, we implemented a constraint management system in and for the persistent programming language Napier88 [23] . The concept of persistence tackles the mismatch between database systems and programming languages [26, 27, 28 ]; a uniform model for representations and operations on persistent and transient data is provided. Tools, programs and data may all reside in the same persistent store. The experimental work has been carried out using Napier88 because it has several properties we needed:
• it provides longevity for all data, including the data we generate to represent the thesaurus; • as it provides persistence through reachability [28] , it maintains references and hence relationships in the system reliably [27] ; • it provides strong typing, which assisted in our information collection and gave us accurate type information about application components; • we had access to the source code of the compiler and all other program development tools, which greatly facilitated the collection of data; and • there was an active local user community giving us access to several applications under construction.
The Structured Persistent Application System Model (SPASM) is a set of software constraints introduced to support programmers using Napier88. SPASM includes the general constraints described in Section 3 and a set of methodology constraints. The concrete interpretation and implementation of the constraints have been tailored for the
programming environment of Napier88 and reflect particular constructs of the language. For example, consider constraint 3a: 'There should be at least one occurrence of a statement that will generate an instance of any declared type identifier'. Napier88 provides polymorphic procedures in which a type identifier may occur as a parameter in an instantiation of such a procedure. This is not an instantiation of the type, but is sufficient to justify the existence of the type identifier. Therefore, this requires an exception to constraint 3a, in addition to the exception for abstract classes discussed in Subsection 3.2.1.
Methodology-dependent constraints
SPASM defines a set of constraints that support a software construction method, called location binding, described elsewhere [29, 30, 31, 32, 33] . We believe similar sets of constraints would be useful where other methods are used to build applications with this technology or for systems using other technologies, such as the synthesis of an objectoriented language and a database system. This particular set is therefore considered illustrative and a valid foundation for preliminary experiments.
Following the method, applications are built incrementally by placing procedures in the store, so that they can be found via named constructs in the stable store called environments. Each procedure is given a name that is unique within an environment. Programs that place the procedures in the store obtain other procedures they use by looking up the name in a specified environment. The target of construction is application programs that use procedures to implement required tasks.
To support the construction method we have further tailored the general constraints presented in Section 3 and defined some specific method-support constraints. Inter-component constraints, including those between a stable store (effectively a database for our purposes) and software components, are expressed in terms of procedures, environments and programs.
The tailored constraints include:
• for every program all the environments it requires are in the store; • for every program all the procedures it requires are in the place it specifies in the store; • every procedure is used directly or indirectly by a program; and • every environment contains at least one procedure.
The above constraints are illustrative simplifications of those necessary in the Napier88 programming environment in which we perform our experiments. However, they are representative.
For example, the first two are tokens for those constraints that ensure that all that is needed is available, whilst the last two are typical of constraints to avoid redundant vestiges that often remain from earlier versions of a system or from abandoned lines of development.
A simplified subset of the method-support constraints used in our experiment is:
• a software component is restricted to perform only one kind of construction step (place procedure in the store, update procedure value, delete procedure); • each procedure declaration should occur only once and have exactly one software component to create it, one to update it and at most one to delete it; and • there should be a partial order among software components that create procedures in the persistent store and those that use them.
The full description and justification of these constraints are given in [33] .
Implementation
The implementation of the prototype Napier88 constraintchecking system is based on the general architecture described in Subsection 4.1.
The implementation of the thesaurus particularly affects the general model of containers. The containers of persistent components in Napier88 are environments. The thesaurus records the name of an environment and its path from a persistent root. If the container of an identifier is a software component and that identifier denotes a component that is inserted into, updated within, or deleted from an environment, then the thesaurus also records the name and access path of that environment. This information is required in order to check the constraints of Tables 4 and 5 , and the method-support constraints outlined above.
The part of the observer that processes Napier88 source programs is based on the Napier88-in-Napier88 compiler [31] . The lexical and syntax analysers have been adjusted to conform to the special information needs of the thesaurus. Instead of generating executable code, relevant information is inserted into the thesaurus. The part of the thesaurus analyser that extracts information from the persistent store reuses low-level procedures used in the implementation of a Napier88 browser [34] .
The Napier88 constraint checker includes the full set of SPASM constraints, which are embedded in the tool. A programmer can select which constraints should be applied in a particular tool invocation. Those constraints that apply to the contents of the persistent store are simple to implement since the same language model is used both for transient data during program executions and for persistent data in a store.
In the present version of the constraint-checking system, the constraint-checking results are presented directly to the user, but could easily be retained in the persistent store.
The first version of our presenter has only a primitive textual user interface for displaying constraint violations. The example in Figure 4 shows the output after a check of constraint 4a (ii). Two software components each have one persistent component that is not used. A component is identified by its name and path of Napier88 environments (separated by a '\' in the figure), analogously to file identification in a filing system. The built-in procedure 'PS' yields a persistent root environment.
Although the constraint-checking results are not persis-
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tently stored and the presenter is minimal, our Napier88 prototype demonstrates the utility of the general constraintchecking architecture. This prototype has also provided us with experience of constraint checking which is discussed in the next section.
EVALUATION
A constraint should be of practical value in that either it is violated in a significant number of applications or the constraint violation is expensive. Therefore measurements of inconsistency in real applications should be collected. The results of a study we carried out are described in Subsection 5.1. Owing to limited resources we were unable to set up an experiment that measured the consequences of constraint violation, but some experiences are reported in Subsection 5.2.
Some of the anomalies and inconsistencies detected by automatic constraint checking may cause errors that can be detected during testing, but there are always cases not identified in a test. The errors that we aim to avoid may occur when the system has been operational for any period from one day to many years. There are also limitations to software constraint checking, however. All cases of constraint violation cannot be detected, and several constraints would have been more useful if they could have been defined more accurately. This is the issue of Subsection 5.3.
The subsequent three sections discuss, respectively, checking of method adherence, adapting constraint checking to individual needs, and some viewpoints on how to deploy constraint checking in an organization.
Extent of constraint violation
This section presents statistics concerning the extent of software constraint violations in a Napier88 context. We collected data from 20 applications consisting of more than 108,000 lines of source code with developers ranging from students to experienced programmers from three separate universities. This section reports some of the results; more can be found in [35] . All the results are based on measurements of source code and the actual contents of a persistent store, which were automatically collected by the Napier88 observer.
The study checked inconsistencies that are 'violations' of constraints imposed a posteriori. Each application was constructed with no formal requirement for programmers to adhere to the constraints tested, they had no aids for checking these constraints themselves, and they were unaware that their software would be analysed. The applications were operational at the time of the analysis. One would expect an even larger proportion of inconsistencies during periods of development.
Measurement 1a in Table 6 indicates that 35% of all variables that were never updated could have been declared as constants. The table (1b) also shows that 8% of all value identifiers (as opposed to type identifiers) were unused. Interviews with the programmers revealed that there are several reasons why this kind of redundancy occurs: collections of declarations are copied indiscriminately from other programs; too many identifiers are declared in the belief that they would be needed later; and code using identifiers is removed without the programmer remembering to remove the corresponding declarations. Also other factors may affect such figures, such as programmer expertise, tool support and programming language. Hence, there may be many reasons why, for example, as much as 28% of all identifiers were reported unused in a study of production PL/1 programs [36] .
In our study, 10% of the names declared to denote external software or data components were unused (not shown in the table). Other studies of unused imported names report similar figures (from 7% to 20%) [37, 38] .
The 4% violation in Table 6 (1c) is a lower bound on the frequency of redundant updates as we have not analysed actual paths through programs. Table 6 (2b) shows that 24% of the type identifiers are unused. Some applications use all the type identifiers declared within the application; other applications use only one-third. In the latter extreme cases the reason is that when libraries are used, all the types associated with the library are copied even though only a small part of the library is actually used in the application. This indiscriminate copying of types is indicative of a requirement for a tool to collect required items (types or values).
Inconsistencies 2c, 2d and 2e show that 10% of all statements specifying deletion of components are repeated, 8% of the components declared to be inserted into a persistent store are not used elsewhere, and 7% of such declarations are re-declarations. Inconsistency 3a shows that 9% of all components in the persistent store are not used in any software component. Finally, 3b shows the inverse, that 2% of the components specified to be used in a software component do not exist. As part of another study on maintaining Napier88 applications [39] , we collected statistics on the extent of run-time errors and found in particular that the error 'component cannot be found' is a significant problem.
The applications were divided into four groups depending on the experience of the application programmers. There was no noticeable difference between experts and novices regarding the extent of inconsistencies.
The study described above investigated the extent of certain inconsistencies, and thereby one aspect of the relevance of constraints to help prevent them. Most of the programmers thought that their programs were relatively free of the kinds of inconsistency that were detected and claimed to try to avoid them. They were therefore surprised by the high rate of inconsistencies found in the studies. They found the results interesting and were curious about the quality of their own software compared with other people's software.
Consequences of constraint violation
The purpose of defining and checking software constraints is to prevent states that may have undesirable consequences. For example, a study of FORTRAN programs found a correlation between the proportion of unused variables and fault rate [40] , which justifies the constraint that a declared name should be used. It may not necessarily be a causal relationship, but that study indicated that reducing the number of unused variables might reduce the fault rate. Identifying possible causes of faults and then constraints that will help prevent such faults occurring is essential when defining programming methods and standards.
However, the consequences of violation are very hard to measure, and thus conducting a proper cost/benefit analysis is extremely difficult. Such an analysis should aim to quantify the effect of software constraints and their supporting tools on the basis of empirical data. This may be achieved by measuring software before and after the constraints and tools have been used. Such an experiment is beyond the scope of this paper, but feedback received from industrial software engineers, students and researchers who have used our tools indicates, at least in our context, that checking the particular constraints we have defined is worthwhile.
In the HMS project the usefulness of the constraints was evaluated on the basis of programmer feedback. Some of the experiences were:
• Many unused identifiers were found. In the case of procedures, the most common reason was that existing procedures were replaced with new ones without the programmers remembering to delete the old ones.
• Several references to undeclared identifiers were detected. Typically, those were identifiers used in one language and supposed to be declared in another, for example, queries called from code written in the screen definition language that did not have a corresponding declaration in code written in the query dictionary language.
• Inconsistencies were also detected at the macro command level: shell environment variables not set as appropriate, non-existent files included (because file names had changed but not the corresponding file name in an #include statement), etc.
The automatic checks on identifiers defined but not used, and vice versa, proved more useful than they may seem at first sight since they operate across software components written in different languages. Performing inspection of the direct and indirect relationships among identifiers in the various components manually is infeasible in a system of the size and complexity of the HMS.
The constraint checker was not used in all parts of the HMS. Constraint 5b: 'Used data must exist', which applies regardless of the type (text, multimedia data, etc.) of the content of the persistent component being used, could have prevented a very expensive service interruption and the loss of information in the HMS in a particular hospital. The reason for the problem was that a file containing a font used by the user interface management system had been lost [28] .
Examples of the usefulness of constraint checking similar to those described above were experienced in the context of Napier88, but more importantly there we were able to experiment with method-specific constraints, see Subsection 5.4.
We have described some examples of usefulness, but more investigation on whether using a constraint-checking system significantly improves the structure and consistency of an application is needed. Demonstrating the effect on maintenance requires long-term experiments, which could not be carried out within the current work. The longevity and scale of apparatus that are needed can be illustrated by the work at the Software Engineering Laboratory, where empirical data about software development processes has been collected for two decades [41] .
In a long-term experiment the constraint-checking system could be instrumented to collect information automatically, such as which constraint was checked and when, whether it was adhered to or violated (if possible, to what extent), name and size of application, etc. More challenging is to define measurable criteria of maintainability. This is still an open research issue.
Completeness and accuracy of constraint checking
All of our constraints concerning software components are based on the use of names, which are extracted statically from source code. This restricts the kinds of languages to which we can completely apply our constraints. Using constraints based on names causes some problems even for the programming languages we have investigated. Because we depend on static analysis, we cannot determine whether specific code fragments will be executed at run-time. Conditional execution of code reduces the accuracy of the constraint we are able to specify.
Our approach to constraint checking is not generally applicable to languages using type inference because some of our constraints depend on explicit type declarations. Languages in which code can be generated dynamically (reflective programming languages [42, 43] , dynamic SQL, etc.) cause us problems because the complete source code is not available statically. However, even for such languages there will usually be a substantial amount of code that can be statically analysed and subjected to constraint checking.
The use of names as the basis of constraint checking is one reason why we are unable to identify completely all constraint violations. For example, the constraints of Tables 4 and 5 concern persistent components that are identified by their name and the name of their context (e.g. a path name) although this may not be possible in all cases. During static analysis it may be hard to identify a file given by a name in a program. The identity of the file may depend on dynamic issues such as the directory of the executing program or the contents of Unix environment variables, for example.
Restricting the constraints to named components eliminates the possibility of handling unnamed files (e.g. in VMS/VME) or other components that are statically bound, such as Ada code, Fibonacci code [44] or Hyper-programs [45, 46] . In all these environments, names have been eliminated or never existed. Unnamed components are typically computationally identified by a persistent identifier (PID) or object identifier (OID) and reached by navigation or query. There is a new and difficult challenge of how to detect and report constraint violation among such unnamed components. This is an issue for future work.
Some of the constraints involve statements in source code that could be part of procedures or conditions, implying that they are not necessarily executed in a given program execution. For example, consider constraint 2b: 'For every identifier declared as variable there should be some code in the system that might update it'. It cannot be checked statically that particular updates are actually executed. It can be checked statically that no code exists to do the update, but we cannot say that the variable will be updated. That would require an execution profile, and in this case constraint 2b could be replaced by a stronger constraint: 'For every identifier declared as variable code will eventually be executed that modifies its value'.
Data flow analysis techniques [19] could have been exploited to improve the accuracy of our constraint checking. Consider constraint 2b again; data flow analysis would allow us to eliminate cases where the update code can never be executed. This is more accurate than our present checking, which will not detect constraint violations in such cases. However, there are still cases that can only be detected at run-time.
An even stronger constraint could aim also to prevent cases where variables are updated but due to various conditions could be replaced by constants. One example is the case where the only use of a variable occurs after the last of several assignments and its final value can be determined statically. Constant propagation techniques can be exploited to detect such cases [47] .
In addition to improving the accuracy of the checking of our existing constraints, data flow analysis would allow the definition of further constraints, for example detection of dead code within software components.
It has to be recognized that we can never specify the software constraints for consistency and maintainability completely. Were this possible, we would be able to specify completely all possible future systems. It is impractical to do this for two reasons. We have insufficient information and knowledge to write such constraints, and many of them could not be checked because they would require information about future changes, states of the system, etc., or because they would be computationally infeasible. Nevertheless, our work suggests that there remain useful constraints that can be written and checked, and we believe that supporting them will give significant benefit.
Checking method adherence
Programmers who share a common view of how to develop applications in their environment form a particular programming culture.
The rules and conventions of such a culture implicitly express software construction and maintenance methods adhered to within that culture. Automatically checkable software constraints make such methods explicit, which have the following advantages:
• they allow adherence to the methods to be checked;
• they communicate the methods to others, that is programmers elsewhere and programmers who subsequently maintain the actual application systems; • they will most likely refine the methods.
Possible disadvantages are:
• they remove important flexibility and variability;
• they hinder growth of better methods.
In compliance with the first advantage, we exploited the Napier88 constraint-checking system to investigate whether programmers follow the location binding method (Subsection 4.3.1). The applications described in Subsection 5.1 were divided into four groups: OLD applications developed before the latest methods were developed, applications of the STUDENTS who were taught the latest methods, new applications of experienced programmers who were AWARE of those methods, without being fully committed to them, and finally, applications with authors who were explicitly COMMITTED. Not surprisingly, major differences were measured among the groups. Constraint violation was smallest in the COMMITTED group but still not ignorable. Details can be found in [35] .
Adaptability
Software engineers may wish to control the application and the reporting of constraint checking. Therefore, the user interface should permit them to control the checks performed and to manage the consequent reports. There are several ways of tailoring a constraint checking tool to individual needs. For example, software engineers should be enabled to perform the following:
• selection of a subset of constraints to be used in an application; • selection of components to which the constraints should or should not apply; • specification as to when observers should collect information, for example concurrently with each build, nightly or each time a version is checked in:
• determination of when all or specific constraints should be checked, for example after each build, nightly, etc.
• specification as to where the constraint-checking reports should be stored and what should be included; and • identification of what summary or detailed extracts are to be presented during checking.
There is an interesting point about how programmers indicate the exceptions to the default constraint checking. It is clearly tedious to indicate the exceptions repeatedly every time a check is run. However, the presence of exceptions reduces the effectiveness of constraint checking and their validity as exceptions may be questionable or temporary. If the tool remembers exceptions indefinitely, the programmers will forget them, they will accumulate, and the program's structure will deteriorate. So the handling of such exceptions is a major challenge, including the design of a convenient user interface. The Napier88 constraint checker allows individual constraints to be disabled. For example, a programmer may know that certain constraints will not be adhered to during a certain period of the development (typically during initial construction) and may wish to avoid the noise of unnecessary inconsistency messages. There are several possibilities for specifying the period for ignoring the constraint checking including: turning off checking for the invoked session only; specifying a given period (e.g. in terms of weeks or months); turning off checking until a given action occurs (e.g. no checking before a quality assurance final report is to be produced). It is also possible to select parts (e.g. source programs or environments in the persistent store) that should or should not be the subject of checking.
Another aspect of adaptability is the possibility of modifying the set of constraints for specific purposes. Some of the SPASM constraints reflect a methodology that has been developed over years by experienced programmers. Methodologies do not change that fast, and we have received very few suggestions for new constraints. Therefore, in our current implementation the constraint specifications are hard-wired into the Napier88 constraint checker. One way to achieve flexibility in constraint specification would be to design and implement a constraint specification language (cf. CCEL [14] , see Section 6) that is tailored to and exploits the software engineering features of persistent language technology.
Constraint checking in an organizational context
Developing large and long-lived application systems is a complex and time-consuming task; with many people involved it is crucial that commonly agreed practices and conventions are followed. Within an organization there is a potential conflict between allowing flexibility in constraint checking and the need for standardization and method adherence. Increased flexibility makes maintenance more difficult, but a very rigid standardization policy may lead to programmers circumventing the constraint-checking system.
For example, software developers at ICL (e.g. working on VME) were required to use CADES [48, 49] and to conform to its built-in constraints. The S3 compiler was set up only to take source from properly installed items in the CADES database. The result was unreproducible and undocumented patches in machine code as programmers circumvented CADES' lack of speed and restrictions. At one stage, in consequence, a new release of VME was prevented because the developers could not rebuild the kernel. Software constraints provide one mechanism for standardization of software structure, which may eliminate peculiar programming styles and simplify collaboration, maintenance, software reuse, etc. It is essential that the software engineers and programmers find it worthwhile to learn and apply the standards; it should be easier to fulfil the programmers' tasks by using them, and they should not hinder normal working practice. In particular, experienced software builders may feel that constraints inhibit their personal programming styles 5 . However, it is crucial that the organization invest in setting up and preserving structure to reduce maintenance costs.
Our experience from an industrial environment indicates that when introducing a tool that automatically checks the quality of software, one should consider the following questions. Who should use the tool? How should the working process be organized to benefit as much as possible from the tool? How should the project management motivate and encourage active use of the tool? It is particularly important that inexperienced and immature programmers find bugs and inconsistencies by themselves before the software is released. The only purpose of the tool should be to improve the quality of the software. A negative attitude may be created if it is felt that the tool is used for individual monitoring purposes, for example by the project management.
RELATED WORK
Constraints are employed in many domains of computer science-from hardware verification to graphical user interfaces to computational linguistics [50] . In software engineering, rule checkers of many CASE tools support constraints defined on design structures, data model specifications, etc., and may also support particular system development methodologies [51] . Recently, work has been carried out on automatic checking of consistency rules in requirements specifications [52, 53] . We are concerned with constraints that apply to the implementation phase of the software life cycle, which we therefore have termed 'software constraints'. One of the contributions of this paper is the classification scheme for such constraints (Table 1) , which will be used to describe related work below.
The focus of our work is application-independent constraints.
In the area of formal specification of requirements and constraint specification languages, for example Kaleidoscope [54, 55] , constraints are typically application dependent. Work on application-dependent constraints also exists in the area of extensible compilers [56] .
We have generalized work on software constraints also to include those that operate between software components and a secondary storage (file stores, databases, etc.). In the related work we have been able to find, the constraints are always defined within or between compilation units (software components). In the latter case, they operate at the interface level. For example, to support Ada software builders in incremental development, the AdaPIC tool set [57] provides consistency analyses on interfaces among (and within) modules. Consistency violations are divided into errors and anomalies.
The majority of related work concerns constraints local to software components. Within this category, one of the few language-independent works described in the literature is the Law of Demeter [58, 59] , which intends to improve the style and structure of object-oriented programs. The aim is to help ensure that the software is as modular as possible. Transformations are defined that modify any program to become consistent according to the law in the case of violation.
Language-dependent related work includes many enhanced compilers [6, 7] and tailored static analysis tools that perform code-rule checking beyond that of conventional compilers. The classical C program checker in Unix environments is lint [60, 61] . It checks many kinds of inconsistencies that are due to weak typing and memory management in C. However, it also detects anomalies such as unused #include directives, variables and procedures, unused variables after assignments, and uses of variables before they are initialized. For C and C++ there are also many commercial tools [62, 63, 64, 65] . An example in another language context is FORTVER [66] , which identifies unused, unevaluated, unassigned, and other anomalous use of variables in FORTRAN programs.
In our tools the constraint checking is hard-coded. Programmers do not need to specify the constraintsjust indicate the ones they wish to be checked. Other work has focused on providing programmers with the flexibility of defining constraints themselves.
In the context of C++, Meyers et al. [15, 67] have identified several programming anomalies that are not language errors detected by compilers. To help prevent such anomalies, they developed the C++ Constraint Expression Language (CCEL) [14] , a meta-language for C++ that enables software builders to specify a whole range of constraints on programs. Violations are automatically detected. In CCEL one can also specify parts of a system (program files, functions or classes) where the constraints should (or should not) apply.
The basic functionality provided by LCLint [68] is similar to that of lint. However, LCLint gives enhanced support if the (C) program conforms to certain stylistic guidelines, or if the programmer writes formal program specifications in the LCLanguage [69, 70] . LCLint reports inconsistencies between a program and its specification.
Finally, our techniques for implementing constraint checking are simple. More sophisticated and accurate techniques for checking constraints within software components have been developed by the data flow community. The program dependency graph used in program slicing [71, 72] to capture relationships among statements and control predicates can be compared with our thesaurus, and the slicing method can be compared with our constraint checking. Nevertheless, the software constraints discussed in this paper are at a higher level of abstraction than those constraints commonly tackled in program slicing. Regarding implementation, our contribution is the general architecture for building constraint-checking systems.
CONCLUSIONS
Software constraints that identify missing components, redundant components, components whose definition permits more operations than are actually used, etc., are commonly used within compilation units. We have generalized the scope of such constraints to include also intercomponent and secondary storage relationships. A classification of software constraints was given.
Various strategies for reifying general rules as specific software constraints are possible. We have chosen to focus on named constructs as elements that can appear in particular constraints. Constraints of this form have three advantages:
• they are in some sense 'natural' as it is an established human practice to name concepts, processes, constructs and components of importance; • they are neutral in the sense that naming pervades all technologies and components out of which an application is built; and • they permit extensive, though not necessarily complete, automation of consistency checking as we have demonstrated in two different contexts.
We anticipate that various kinds of software constraint will help software engineers in building and maintaining long-lived and large application systems. As yet we have only common-sense inference and anecdotal observation with which to validate this claim to utility. The prototypical experiments described in this paper demonstrated that it was possible to construct software to check many of the example constraints over some medium-scale application systems. However, we suspect that the gains are greatest for large and particularly long-lived systems. Although inevitably difficult to conduct, because of the significance of scale and duration, we believe that experiments to test this hypothesis are worthwhile.
We plan to rebuild the technology from scratch using Java TM and one of its available persistent technologies. This will bring us into a much larger community of developers with whom we would hope to refine the example constraints and conduct larger-scale experiments. Java provides an interesting context because its incremental construction methodology and dynamic binding mechanisms mean that the intercomponent properties are not fully specified 6 . In addition, it has libraries that permit combination with many legacy and database components. With the addition of groups at different sites semi-independently constructing libraries of components, Java provides a domain where macroscopic constraint support will have a large pay-off.
