Adverse drug reactions, also called side effects, range from mild to fatal clinical events and significantly affect the quality of care. Among other causes, side effects occur when drugs bind to proteins other than their intended target. As experimentally testing drug specificity against the entire proteome is out of reach, we investigate the application of chemogenomics approaches. We formulate the study of drug specificity as a problem of predicting interactions between drugs and proteins at the proteome scale. We build several benchmark datasets, and propose NN-MT, a multi-task Support Vector Machine (SVM) algorithm that is trained on a limited number of data points, in order to solve the computational issues or proteome-wide SVM for chemogenomics. We compare NN-MT to different state-of-the-art methods, and show that its prediction performances are similar or better, at an efficient calculation cost. Compared to its competitors, the proposed method is particularly efficient to predict (protein, ligand) interactions in the difficult double-orphan case, i.e. when no interactions are previously known for the protein nor for the ligand. The NN-MT algorithm appears to be a good default method providing state-of-the-art or better performances, in a wide range of prediction scenarii that are considered in the present study: proteome-wide prediction, protein family prediction, test (protein, ligand) pairs dissimilar to pairs in the train set, and orphan cases.
Intuitively, SVMs seeks to find the optimal hyperplane separating two classes of data 142 points. As briefly recalled in Supplementary Materials S1, although SVMs can be solved 143 from vector representations of the data, they can also be solved using the "kernel trick", 144 based only on the definition of a kernel function K which gives the similarity value 145 K(x, x ) between all pairs of data points x and x , without needing an explicit 146 representation of the data. Many kernels have been proposed for molecules and for 147 proteins, and an overview of such kernels is presented in the Material and Methods 148 section. 149 In chemogenomics, our goal can be viewed as finding the optimal hyperplane that separates the pairs (m, p) of molecules and proteins that interact from those that do not interact. This classification task can be solved using an SVM with a kernel K pair defined on (ligand, protein) pairs. Given N example pairs, solving the SVM in the space of (m, p) pairs using the K pair kernel corresponds to finding the optimal α i coefficients such that (see Supplementary Materials S1):
α i α j y i y j K pair ((m i , p i ), (m j , p j )) (1a) subject to α i ≥ 0, ∀i = 1, . . . , N (1b)
A general method to build a kernel on such pairs is to use the Kronecker product of 150 the molecule and protein kernels [33] . Given a molecule kernel K molecule and a protein 151 kernel K protein , the Kronecker kernel K pair is defined by: 152 K pair ((m, p), (m , p )) = K molecule (m, m ) × K protein (p, p ) (2) Thus, the Kronecker kernel K pair captures interactions between features of the 153 molecule and features of the protein that govern their interactions (see Supplementary 154 Materials S2 for an explicit definition of the Kronecker product of two matrices). If 155 K molecule is a n × n matrix and K protein is a p × p matrix, their Kronecker product 156 K pair has size np × np. In the context of chemogenomics, this can correspond to a very 157 large size, leading to untractable computations. However, one interesting property of 158 the Kronecker kernel is that calculating its values on a data set of (m, p) pairs does not 159 require storing this entire matrix since it is sufficient to store K molecule (m, m ) and 160 K protein (p, p ). 161 Therefore, solving the SVM (equation 1) only requires calculation of the K molecule 162 and K protein kernels according to equation 2.
163
Once the α i coefficients have been determined, the ability of a given (m, p) pair to 164 interact is predicted based on:
This equation illustrates why the use of such a kernel can be viewed as a multi-task 166 method. Indeed, in a single-task approach where one task corresponds to the prediction 167 of ligands for a given protein p, the ability of molecule m to bind protein p would be 168 estimated by:
where the m i molecules are ligand and non-ligand molecules known for protein p. 170 In the multi-task setting, f ((m, p)) evaluates the ability of m to bind to protein p 171 using m i molecules that are all ligand or non-ligand molecules known for all proteins p i . 172 However, the contribution of the labels y i of ligands for p i proteins that are different 173 from p to calculate f ((m, p)) is weighted by K protein (p, p i ). In other words, the more 174 similar two tasks (i.e. the corresponding proteins) are, the more known instances for 175 one of the task will be taken into account to make predictions for the other task.
176
Such kernel-based multi-task approaches have been successfully applied to biological 177 problems, including the prediction of protein-ligand interactions [8, 11, 34, 35] . k ∈ {4, 5, 6, 7} and t ∈ {6, 7.5, 9, 10.5}. The SWkernel also has two hyperparameters: 238 the penalties for opening a gap (o) and for extending a gap (e). We considered 239 o ∈ {1, 10, 50, 100} and e ∈ {0.01, 0.1, 0.5, 1, 10}. The LAkernel has three 240 hyperparameters: the penalties for opening (o) and extending (e) a gap, and the β 241 parameter which controls the importance of the contribution of non-optimal local 242 alignments in the final score. We considered o ∈ {1, 20, 50, 100}, e ∈ {0.01, 0.1, 1, 10}, 243 and β ∈ {0.01, 0.5, 0.05, 0.1, 1}. All kernels hyperparameters were optimized by 244 cross-validation (see Section 2.3) . 245 In the last part of the study, we also considered kernels on proteins based on their 246 family hierarchy. Indeed, the most important classes of drug targets have been 247 organized into hierarchies established on the sequence and the function of the proteins 248 within these families (GPCR [42] , kinases [43] and ion channels [44] ). As in [11] , the 249 hierarchy kernel is built based on the number of common ancestors shared by two 250 proteins in the hierarchy. More precisely, K hierarchy (t, t ) = φ(t), φ(t ) , where φ(t) is a 251 binary vector for which each entry corresponds to a node in the hierarchy and is set to 1 252 if the corresponding node is part of t's hierarchy and 0 otherwise. 253 All protein kernels were centered and normalized. 254 255 Many descriptors have been proposed for molecules, based on physico-chemical and 256 structural properties [45] [46] [47] [48] . To measure the similarity between molecules, we 257 considered two state-of-the-art kernels based on molecular graphs that represent the 2D 258 structure of the molecules, with atoms as vertices and covalent bonds as edges. Both 259 kernels compute similarities between molecules via the comparison of linear fragments 260 found in their molecular graphs. They are available at 261 http://chemcpp.sourceforge.net/. 262 The first one, called the Marginalized kernel [47] , calculates the similarity between 263 two molecules based on the infinite sets of random walks over their molecular graphs. 264 The second kernel, called the Tanimoto kernel, uses a description of molecules by 265 vectors whose elements count the number of fragments of a given length. The similarity 266 between molecules is based on the Tanimoto metric [45] .
Small molecule kernels

267
Kernel hyperparameters values. The Marginalized kernel has two 268 hyperparameters: the stopping probability (while building a path) q in {0.01, 0.05, 0.1, 269 0.5}, and the Morgan Index (MI) in {2, 3, 4}. For both kernels, hyperparameters were 270 selected by cross-validation (see Section 2.3). The Tanimoto kernel has one 271 hyperparameter: the length d of the paths, which we considered in {2, 4, 6, 8, 10, 12, 272 14}. All molecule kernels were centered and normalized. 
Evaluation of prediction performance 274
Prediction performance is commonly evaluated with a cross-validation (CV) scheme [49] : 275 1) the dataset is randomly split into K folds 2) the model is run K times, each run using 276 the union of (K-1) folds as the training set, and measuring the performance on the 277 remaining fold . Prediction performance are averaged over all folds. When 278 hyperparameters had to be selected, we used a nested cross validation (Nested-CV) 279 scheme [50] . It consists in a (K-1) folds cross validation (inner-CV) nested in a K folds 280 cross validation (outer-CV). At each step of the outer-CV, the inner-CV is repeated for 281 all considered values of the hyperparameters. The values leading to the best prediction 282 performance are retained as optimal. We used K=5, a classical value in CV. 283 We also considered leave-one-out cross-validation (LOO-CV ), for which the number 284 of folds is the number of available points in the dataset. The LOO-CV scheme is
particularly useful when the number of samples is small. It was used in the present 286 paper when the size of the considered dataset was too small to perform 5-fold-CV .
287
We estimated prediction performance using two scores that are classically employed 288 to judge the quality of a classifier in case of drug-target interaction prediction. The first 289 one is the area under the Receiver Operating Characteristic curve [51] (ROC-AUC).
290
The ROC curve plots true positive rate as a function of false positive rate, for all 291 possible thresholds on the prediction score. Intuitively, the ROC-AUC score of a 292 classifier represents the probability that if a positive and a negative interaction are each 293 picked at random from the dataset, the positive one will have a higher positive score 294 than the negative one. The second one is the area under the Precision-Recall curve [52] 295 (AUPR). It indicates how far the prediction scores of true positive interactions are from 296 false positive interactions, on average. Although we used both the ROC-AUC and 297 AUPR scores, since negative interactions are actually unknown interactions in 298 protein-ligand interaction datasets, the AUPR is considered a more significant quality 299 measure of the prediction method than the ROC-AUC. Indeed, it emphasizes the 300 recovery of the positive samples and penalizes the presence of false positive examples 301 among the best ranked points. 302 We used the Python library scikit-learn [53] to implement all considered machine 303 learning algorithms. 
Datasets
305
Many publicly available databases such as KEGG Drug [54] , DrugBank [55] , or 306 ChEMBL [56] can be used to build a learning dataset of protein-ligand interactions. We 307 chose to build all the datasets used in the present study from the DrugBank database 308 v4.3, because it contains FDA-approved drugs, or drug candidate molecules. This 309 allowed optimize and test our models on drug-like molecules, on which they intend be 310 applied. In addition, we assumed that the list of human proteins appearing as targets 311 for molecules of DrugBank can represent a relevant "druggable" human proteome on 312 which we could train models that predicting the specificity of drug-like molecules. 313 We built a first learning dataset called S, based on Version 4.5 of the DrugBank [55] . 314 We selected all molecules targeting at least one human protein, and having a molecular 315 weight between 100 and 600 g.mol −1 , a range in which most small molecule marketed 316 drugs are found [57] . This leads to a dataset composed of 3 980 molecules targeting 317 1 821 proteins, and including 9 536 protein-ligand interactions that correspond to the 318 positive training pairs. All other protein-ligand pairs are unlabeled because no 319 interactions were recorded for them in the database. Most of these pairs are expected 320 not to interact, but a small number of them are in fact missing interactions. However, 321 we considered that all unlabeled pairs as negative examples, allowing the predictor to 322 re-classify some of these pairs as positive examples. 323 We built several other datasets using exactly the same training pairs as those in S, 324 but 5-folded in various ways. Datasets S 1 , S 2 , S 3 , and S 4 are folded so as to correspond 325 to random, orphan protein, orphan ligand, and double orphan prediction situations.
326
The construction of these four datasets is detailed in Section 3.2, where they are used. 327 Datasets S 1 , S 2 , S 3 , and S 4 are also folded to mimic the same situations, but with the 328 additional constraint that proteins and ligands were clustered based on their similarities, 329 and each fold contains only one cluster of proteins and of ligands. The goal is to test We also built a dataset called S 0 by keeping only molecules and proteins in S which 337 are involved at least in two interactions, in order to compare the prediction performance 338 of the proposed methods with those of ligand-based and target-based approaches. 339 Indeed, these two single-task approaches require at least two data points, one used as 340 train, and one as test. Consequently, when a LOO-CV scheme is used, no ligand and no 341 protein are orphans in S 0 . S 0 contains 5 908 positive interactions and was used in 342 Sections 3.4 and 3.5. In addition, we randomly generated four sets of 5 908 negative 343 interactions involving proteins and ligands found in the positive interactions, while 344 ensuring that each protein and each ligand are present in the same number of positive 345 and negative interactions. Then, we assessed performance by computing the mean and 346 standard deviation of the AUPR scores over test sets including the positive interactions 347 set and one of the negative interactions sets.
348
Finally, we built three protein family datasets by extracting from S 0 all 349 protein-ligand interactions involving respectively only G-Protein Coupled Receptors 350 (GPCR set), ion channels (IC set), and kinases (Kinases set). These datasets were used 351 to evaluate performance of our method within a family of proteins, and compare it to 352 those of single-task approaches. They were extracted from S 0 (and not from the larger 353 dataset S) since again, these comparisons used the LOO-CV scheme, which requires at 354 least two data points per protein and per molecule. 359 The goal of this section is to choose a protein kernel and a molecule kernel that we will 360 use throughout the remainder of this study. We assumed that kernels optimized on a 361 large dataset of interactions between drug-like molecules and druggable human proteins 362 such as dataset S would be good default kernels for the prediction of drug candidates 363 specificity. Therefore, we optimized kernels on dataset S (the largest dataset built in 364 the present study), and used the best-performing couple of kernels in the remainder of 365 the paper.
Kernel selection and parametrization
366
The set of (protein, ligand) pairs in S were randomly 5-folded, and we performed a 367 nested 5-fold-CV experiment in order to evaluate the six possible kernel combinations 368 and their best hyperparameters. 369 Table 2 gives the best prediction performance for the six combinations of protein and 370 molecule kernels, together with the corresponding hyperparameters. All protein kernels 371 gave the best AUPR when coupled to the Tanimoto kernel. The Marginalized kernel Marginalized: q = 0.1, MI=2 Profile: k = 5, t = 7.5
Profile: k = 4, t = 6 Table 2 . Best nested 5-fold-CV AUPR for each kernel combination, together with optimal hyperparameters. performance. Therefore, in what follows, we only consider these two kernels, and call 375 MT the Multi-Task SVM that uses their Kronecker product. 376 We also considered one-class SVM using the same kernels [58] . However, the 377 performance of one-class SVM were clearly lower than those of KronSVM. The AUPR 378 scores of one-class SVM were in the range of 0.6 for all considered kernels when those of 379 KronSVM were in the range of 0.9. Therefore, we did not further consider one-class 380 SVM.
381
It is worth noting that the SW-kernel gave the worst performance, although it is 382 used in many studies [10, 15, 18, 20] . Overall, the good performance of the six multi-task 383 methods observed on S is consistent with previously reported results [17, 20] . However, 384 S was built from the DrugBank, which is mostly fueled by application-specific screens of 385 either related proteins or related small molecules. Therefore, (protein, ligand) pairs of 386 the test sets will usually have close pairs in the train set (i.e. pairs involving the same 387 or similar proteins and ligands), which will facilitate the prediction. The performance in 388 real-case prediction of drug specificity is expected to be lower than that obtained on S, 389 since at the proteome scale, some of the test (protein, ligand) pairs will be far from all 390 pairs of the train set. This will be particularly true in the case of new drugs and 391 therapeutic targets, as already pointed by [26] .
392
The question of interest is now to which extent the proposed MT method is effective 393 to make predictions on more challenging situations that are relevant in the context of 394 drug specificity prediction. Therefore, in the following, we study the evolution of MT's 395 performance in more realistic settings where the protein, the molecule, or both, are 396 orphan, or where the tested (protein, ligand) pair has low similarity with the pairs 397 belonging to the train set. 
Performance of multi-task approaches in orphan situations 399
The goal of this section is to evaluate the performance of MT in cases where the queried 400 (protein, molecule) pairs contain proteins and/or molecules that are not in the training 401 set, as proposed by [26] . For that purpose, all the pairs of dataset S were used and Numerical values can be found in Supporting Information S1 Table. Fig 1 shows the nested-CV AUC and AUPR scores obtained by the MT method on 418 the S 1 -S 4 datasets. As expected, the best scores are obtained for S 1 , and the worst for 419 S 4 , since in S 4 , no pairs of the train set contain the protein or the ligand of the tested 420 pair to guide the predictions. The loss of performance between the random and the 421 double orphan settings is about 0.12 both in AUC and AUPR. However, the 422 performance on the S 4 dataset remains well above those of a random predictor. These 423 results confirm that MT chemogenomics can make predictions for (protein, ligands) 424 pairs made of unseen proteins and unseen ligands, even in datasets containing very 425 diverse types of proteins. This confirms previous observations made on less diverse 426 datasets [26] . It is important to point that single-task approaches would not be able to 427 provide any prediction on the S 4 dataset.
428
The scores obtained in the S 2 and S 3 datasets are intermediate between those 429 observed on S 1 and S 4 . This was to be expected, as in these datasets, the algorithm can 430 rely on training pairs containing either the same proteins (S 2 ) or the same ligands (S 3 ) 431 as the test set. The AUC and AUPR scores are both slightly better for S 3 than for S 2 , 432 which suggests that predicting ligand for new protein targets is easier than predicting 433 targets for new compounds, as already noticed in [26] . We also observed similar 434 behaviors when replacing the SVM with a kernel ridge regression (see Supporting   435 Information S1 Fig) and hence did not further consider this algorithm. 436 Overall, our results suggest that the performance of MT is driven by known (protein, 437 molecule) pairs that are similar to the query pair, in the sense that they share either 438 their protein or their molecule. In the next section, we will evaluate how the actual 439 similarity between query and train pairs influences the prediction performance of this 440 multi-task algorithm. To evaluate the impact on performance of the dissimilarity between training and test 444 pairs, we re-folded the pairs of S following the "clustered cross-validation" approach [59] . 445 More precisely, we clustered proteins (resp. ligands) into 5 clusters by hierarchical 446 clustering [60] . We then built four cross-validation datasets, S 1 − S 4 , generated based 447 on folds similarly as S 1 − S 4 , but with the added constraint that all pairs in a given fold 448 are made of proteins from a single protein cluster and ligands from a single ligand 449 cluster. Therefore, test pairs are more dissimilar from train pairs than in the S 1 − S 4 450 datasets, which makes the problem more difficult.
451
Overall, all the pairs of dataset S were 5-folded as follows in order to create four 452 cross-validation data sets : Table. We used the same kernels as for the MT method. Our results also suggest that it is more important to train on pairs 479 similar to the double orphan query pair (p * , m * ), as in S 4 , than on data containing, for 480 example, p * itself, but paired only with molecules quite dissimilar to m * , as in S 2 .
481
Finally, performance on S 4 are random, confirming that making predictions for 482 double orphans that are also very dissimilar from the training data is a very difficult 483 task.
484
These results suggest that pairs in the training set that are very dissimilar to the 485 query pair do not help making more accurate predictions. In other words, although the 486 kernels used in multi-task approaches modulates how information available in one task 487 is shared for training other tasks (the further the tasks are, the less information is prediction performance of the MT method trained on these reduced data sets to that of 498 the simpler and faster single-task method, since there would be no point in using the 499 more complex MT method if a single-task method performs better. Because this study 500 is motivated by ligand specificity prediction, we chose to focus on comparisons with the 501 ligand-based ST method rather than target-based ST. 502 In what follows, n + (resp. n − ) will refer to the number of positive (resp. negative) 503 examples in the train set.
504
In all the following experiments, we used the LOO-CV scheme because intra-task 505 and extra-task pairs can only be defined for each pair separately, which prevents from 506 using K-fold-CV schemes. In addition, in single-task approaches, the size of the training 507 set was relatively small in most cases (see datasets statistics in Section 2), which does 508 not allow to fold the data. We checked that the LOO-CV scheme did not trigger a bias, 509 as sometimes observed [26] (see Supporting Information S2 Fig and S3 Table) .
510
Because prediction of a given (protein, ligand) interaction can only be made by 
Training on intra-task positive examples 515
The goal of this section is to compare the prediction performance of the MT method 516 trained on a reduced data set (of size similar to that employed in single-task methods) 517 to those of single-task methods. Since ligand-based ST can only use intra-task positive 518 examples, the only positive training pairs we use for the MT method are the intra-task 519 pairs as well. Note that MT still gets more training examples than ligand-based ST, 520 since pairs formed with the query protein and a different ligand are also included. By 521 reducing the training set size, the computational times required by the MT method are 522 now similar to those of the single-task method. In the following, we call MT-intra this 523 variant of MT. For each test ligand, we build the negative training examples by 524 randomly selecting a number n − of proteins that do not interact with the ligand in S 0 . 525 We vary n − from 1 to 100 × n + . increasing values of the n − /n + ratio. For both methods, the AUPR score increases with 528 the number of negative pairs in the train set, before decreasing for large numbers of 529 negative pairs. A good trade-off for both computational and predictive performance 530 seems to be in the range of 10 times more negative points than positive points. We 531 therefore set n − /n + to 10 for the remaining experiments of this section.
532
The AUPR scores of MT-intra outperform those of the ligand-based ST method.
533
Interestingly, the performance of the MT-intra with a n − /n + ratio of 10 is close to 0.96 534 which outperforms the AUPR score of 0.93 obtained with MT (see Section 3.2). This The results from Section 3.3 suggest to explore the performance of the MT-intra method 539 when trained on various datasets including extra-task pairs close to the tested pair, in 540 addition to the intra-task pairs. Therefore, we built train sets made of:
541
• the train set of MT-intra 542 • n + e closest extra-task positive pairs with respect to the tested pair 543 (n + e ∈ {1, 5, 10, 50}).
544
• n − e closest extra-task negative pairs with respect to the tested pair, so that the 545 n − e /n + e ratio varies from 1 to 10.
546
We call NN-MT (for Nearest Neighbor MT) the resulting variant of MT. We also 547 considered a similar approach in which the extra-task pairs were chosen at random 548 rather than according to their similarity to the test pair. We refer to this method as 549 RN-MT (for Random Neighbor MT). 550 We report the LOO-CV performance of NN-MT and RN-MT on Fig 4. Fig 4(a) 
551
shows that, while adding to the train set 0 to 50 nearest neighbor extra-task positive 552 pairs with respect to the tested pair, the prediction performance of NN-MT slightly and 553 monotonously increases. Fig 4(b) shows that the performance of RN-MT also slightly 554 increases (although not monotonously) when random extra-task pairs are added.
555
However, its best performance remains under that of NN-MT. Finally, using a high 556 n − e /n + e ratio did not improve the performance. This is an interesting observation, since 557 limiting the size of the train set is computationally favorable. and non-orphan proteins are expected to be very high (around 0.96).
562
However, predicting the specificity of a given ligand requires the ability to make 563 predictions for proteins that are far from the known targets. In these cases, the high 564 prediction scores obtained in this section might not hold. Therefore, in the next section, 565 we study the performance of NN-MT when the test pairs are far from the train set. 572 We first evaluated the performance of ligand-based ST and MT-intra when the similarity 573 between the test pair and the training data varies. To do so, we computed the 574 percentiles of the molecules (respectively proteins) similarity distribution in S 0 .
Training on dissimilar intra-task positive examples
575
For each test pair (p * , m * ), the training set only included the positive intra-task 576 pairs (p, m) such that K protein (p, p * ) and K molecule (m, m * ) is lower than a 577 percentile-based threshold θ. We then added n − random intra-task negative pairs. We 578 did not apply a similarity constraint to negative pairs, since, unlike the positive pairs, 579 they are available in large numbers and at all distances from the tested pairs. However, the performance is still much lower than 585 when the closest pairs are allowed in the training set (AUPR of 0.96, see Section 3.4.1). 586 Fig 5(a) also suggests that a n − /n + ratio of 10 is again an appropriate choice, as when 587 all intra-task positive example are used (see Section 3.4.1). We therefore set n − /n + to 588 this value for the remaining experiments of this section.
589 Fig 5(b) shows that ligand-based ST behaves similarly to MT-intra: the AUPR score 590 increases from 0.70 to 0.75 for ligand-based ST when threshold θ increases from the 20th 591 to the 80th percentiles. These values again remain much under the AUPR score of 0.93 592 observed when all intra-task pairs are used. Although modest, the performance of 596 We then explored to which extent adding extra-task (protein, ligand) pairs to the 597 training set of the MT-intra method improves the prediction scores.
Adding similar extra-task positive examples
598
Applying the same percentile-based similarity constraint to the intra-task positive 599 pairs, we compared the performance of NN-MT and RN-MT when respectively adding 600 n + e nearest neighbors or random extra-task positive to the training set. We did not 601 apply a similarity constraint to the extra-task pairs, since the principle underlying 602 multi-task methods is precisely to learn from extra-task data, which is particularly set. This implies that only a limited number of the closest extra-task pairs is required 619 to reach optimal performance. Adding the same number of negative extra-task pairs 620 (n − e /n + e =1) provides the best AUPR, which again limits the size of the required training 621 set. Unsurprisingly, the best AUPR in the absence of the closest intra-task pairs 622 (around 0.87 for θ = 0.80) is still lower than when all available intra-task pairs are used 623 (AUPR=0.93, see Section 3.4). Note that, although the performance of MT-intra can be 624 biased when considering similarity thresholds of 20th and 80th percentile, because the 625 corresponding sizes of the train sets might be different, this is not the case for the 626 NN-MT method because the prediction is driven by extra-task pairs. AUPR score as a function of percentile-based similarity θ, for n − /n + =10, a number of extra-task positive pairs n + e =10 and a ratio of n − e /n + e =1 for extra-task pairs. Numerical values can be found in Supporting Information S13 Table
Adding dissimilar extra-task positive examples 640
While we previously argued that the point of multi-task approaches is to leverage 641 similar extra-task data to improve prediction performance, ligand specificity studies can 642 require the prediction of interactions between proteins and ligands for which very little 643 similar extra-task data is available. We therefore repeated the experiments from the . Exact values can be found in Supporting Information respectively in S14-S17 Tables Taken together, our results show that the proposed NN-MT method is the most 657 appropriate for predicting the specificity of a molecule. Indeed, it outperforms all its 658 comparison partners independently of the number of known (protein, ligand) interacting 659 pairs involving the same or similar ligands or proteins as the query pair. In addition, it 660 requires much fewer training pairs than the classical MT approach, and its 661 computational time is therefore close to that of a single-task method. Finally, in the 662 most challenging setting where no similar intra-task nor extra-task training data is 663 available, it performs significantly better than random, in a context where ligand-based 664 ST could not make any prediction.
665
The results we have presented so far address the issue of using kerrnel methods with 666 SVM in the context of proteome-wide specificity prediction, at a tractable 667 computational cost thanks to the choice of a reduced learning dataset, without loss in 668 prediction performance. 669 However, another key issue corresponds to study the specificity of a molecule within 670 a family of related proteins. Indeed, when a new drug candidate is identified against a 671 given therapeutic target, proteins belonging to the same family are important off-target 672 candidates. This corresponds to the setting where similar training pairs are available, 673 since proteins of the same family are similar in terms of sequence.
674
In the next section, we therefore assess whether the proposed NN-MT method, 675 initially dedicated and tuned in proteome-wide prediction problems, also provides good 676 performance for molecule specificity prediction within a family of proteins. 678 We considered three families of proteins because they gather a wide range of therapeutic 679 targets, and have also been considered in other chemogenomics studies, thus providing 680 reference prediction scores: G-Protein Coupled Receptors (GPCRs), ion channels (IC), 681 and kinases. All the (protein, molecule) pairs involving GPCRs, ICs, or kinases that 682 were present in the dataset S described in Section 2.4 were used to build the three 683 corresponding family datasets. 684 We compared the performance of the MT-intra method (trained using only positive 685 pairs involving the protein or the ligand of the tested pair) to those of the NN-MT and 686 RN-MT methods, in order to evaluate the interest of the multi-task approach in family 687 studies. We considered two versions: one in which the Profile protein kernel is used, as 688 in the above sections, and another in which a family-based hierarchy kernel is used 689 (Section 2.1), because a sequence-based kernel may not be optimal to study the 690 specificity of the molecule within a family of proteins [11, 27] . The corresponding 691 methods are called MT-intra-family, NN-MT-family, and RN-MT-family. 692 As in the above section, each (protein, ligand) test pair is considered in turn in a 693 LOO-CV scheme. We used a learning dataset containing: all positive intra-task positive 694 pairs, ten times more random negative intra-task pairs (this value was found adequate 695 in previous sections), a varying number of positive extra-task pairs (nearest neighbors 696 for NN-MT or NN-MT-family, random for RN-MT or RN-MT-family), and a number of 697 negative extra-task pairs so that the ratio of n − e /n + e varies from 1 to 20. Including extra-task positive pairs in the train set improves the AUPR score, even when 701 added randomly. This indicates that, contrary to studies in larger scales in the protein 702 space, in family studies, extra-task pairs are always close to the tested pair because they 703 belong to the same family. However, the performance reached when adding positive 704 nearest-neighbor extra-task pairs remains above those reached when adding positive 705 random extra-task pairs, as observed in the larger scale studies presented above.
Specificity prediction within families of proteins
706
Overall, adding 10 to 50 extra-task positive pairs to the train set, and around 10 times 707 more random negative extra-task pairs leads to the best performance.
708
The best AUPR scores of the NN-MT and the NN-MT-family methods are close 709 (0.96 and 0.97). Although the best scores of the NN-MT-family method are slightly 710 above those of NN-MT, one should note that the family GPCR kernel is based on a 711 GPCR hierarchy that was established using known GPCR ligands. Therefore, the 712 results obtained by the NN-MT-family might be biased, which is not the case for those 713 obtained by the NN-MT. The blue horizontal line corresponds to the MT-intra method trained only on intra-task pairs. Numerical values can be found in Supporting Information, respectively S18-21 Tables 714 3.6.2 Ion Channel family 715 The conclusions obtained above in the GPCR family also hold in the IC family, as shown 716 in Fig 10. Again, all methods perform very well, reaching AUPR scores above 0.97. As 717 for the GPCR family, adding 10 to 50 extra-task positive pairs to the train set, and 718 around 10 times more random negative extra-task pairs leads to the best performance. 719 
Kinase family 720
In the kinase family, the results are somewhat different from those obtained on IC and 721 GPCRs. The NN-MT and RN-MT methods both outperform the MT-intra method that 722 is trained using only intra-task pairs, as shown in Figs 11(b) and (d). Again, 10 to 50 723 extra-task pairs, with a n − e /n + e ratio in the range of 1 to 5 leads to the best results, RN-MT methods which are in the range of 0.93. These observations may reflect the fact 730 that the kinase family gathers proteins that are relatively more diverse than GPCRs and 731 IC. For example, one can distinguish Tyrosine kinases and Serine/Threonine kinases, or 732 globular protein kinases and receptor protein kinases. This diversity is illustrated by the 733 organization of the kinome in some 50 distinct sub-families [43] . In this context, the 734 sequence kernel that was optimized in proteome-wide studies might better capture the 735 degree of similarity between two kinases than the hierarchy kernel does.
736
Overall, the above results on the IC, GPCR and kinase families indicate that the 737 proposed NN-MT method leads to the best results when the train set includes all 738 positive intra-task pairs, 10 times more random negative intra-task pairs, a small times more random negative extra-task pairs. These conditions are very similar to those 741 leading to the best prediction scores when ligand specificity is studied on large scale in 742 the protein space. Even if the performance of NN-MT on family datasets is better than 743 those reached by other methods on similar datasets [11, 20] , they remain in the same 744 order of magnitude. (NRLMF ) [24] , and the Kronecker (kernel) Regularized Least Square regression method 751 KronRLS (a kernel-based method, as NN-MT ) [18, 19] .
752
The KronRLS and NRLMF methods were published based on their prediction 753 performance on four protein family datasets, Nuclear Receptors (NR), GPCR, Ion 754 channels (IC), and Enzymes (E) that contained respectively 90, 636, 1476 and 2926 755 interactions [10] .
756
The KronRLS method uses a kernel K molecule for molecules that is defined by:
where K SIMCOMP is a structure similarity kernel [61] , and where K GIP,m is a 758
Gaussian kernel that compares the interaction profiles of molecules against the proteins 759 of the dataset [18] . For proteins, the kernel K protein is defined by:
where K sequence is a protein sequence similarity kernel also based on the 761 Smith-Waterman score [41] , and K GIP,p is a Gaussian kernel that compares the 762 interaction profile of proteins against the molecules of the dataset.
763
A specific feature of the NRLMF method is that it integrates a neighborhood 764 regularized method which allows to take into account only the K nearest neighbors to 765 predict a given (protein, ligand) interaction (in practice, the authors used K=5). 766 We performed benchmark experiments on these family datasets using the PyDTI KronRLS-WNN, and the NRLMF methods, and the kernel matrices K protein and 769 K molecule calculated for the four family datasets. In all experiments, we compare the 770 intrinsic performances of the algorithms: the similarity measures used are the same for 771 all methods. More precisely, the three methods used the kernels available in PyDTI: the 772 structure-based K SIMCOMP for molecules, and a kernel K sequence based on the 773 Smith-Waterman score. In addition, KronRLS also used the K GIP,m kernel, leading to 774 the K molecule kernel for molecules defined in eq. 5, and the K GIP,p kernel, and to the 775 K protein kernel for proteins defined in eq. 6. The two other methods do not use the 776 PLOS
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K GIP kernels because they do not take into account information about interaction 777 profiles. 778 We also performed benchmark experiments on a dataset gathering more diverse 779 protein and ligands. To this end, we used the DrugBank-based dataset S 0 described in 780 Section 2.4) containing 5 908 interactions. Because KronRLS and NRLMF could not 781 make predictions on S 0 at a manageable computational cost in the LOO-CV scheme, we 782 randomly sampled 2 000 of the 5 908 interactions of this data set to create a smaller test 783 data set called S 0,2000 . We still used all of S 0 (minus the test example) for training. 784 We calculated the Tanimoto and Profile kernels optimized in the present study (see 785 Section 3.1), and these matrices were uploaded in PyDTI so that the three considered 786 methods could used them. In addition, since KronRLS also use the K GIP,m and the 787 K GIP,p kernels, we described all molecules and proteins in S 0 by their interaction profile. 788 We calculated the K GIP,m and K GIP,p kernels on S 0 and uploaded these kernels in 789 PyDTI. Only KronRLS used these additional kernels. All cross-validation experiments 790 were performed building test sets from S 0,2000 and using all remaining data points in S 0 791 for training. Table 3 . AUPR scores and standard deviations in 10-fold-CV , test sets balanced in positive and randomly chosen negative samples Globally, the performance of all methods are high and close, with AUPR scores 795 above 0.9 in most of the cases. On average, the NRLMF and NN-MT methods are on 796 par and lead to the best results. These results are consistent with those reported in [24] . 797
792
Method / Dataset S 0,2000
KronRLS 0.91 ± 0.02 NRLMF 0.96 ± 0.01 NN-MT 0.95 ± 0.01 Table 4 . AUPR scores and standard deviations in 10-fold-CV , test sets balanced in positive and randomly chosen negative samples Table 4 confirms the tendencies observed in Table 3 . Although the performances are 798 slightly lower on this more diverse S 0,2000 dataset than on the family datasets, they 799 remain high, with NRMLF and NN-MT keeping the best AUPR scores.
800
As discussed in Sections 3.1 and 3.2, various prediction methods lead to such high 801 performances because, in the protein family or S 0,2000 datasets, predictions are averaged 802 over test pairs in which the protein and/or the molecule might be orphan, or not. These 803 averaged results hide less favorable situations, typically double orphan samples. Because 804 these cases are common and important when predicting specificity of a new drug 805 candidate at the proteome scale, we would like to stress that comparing methods in 806 orphan cases is a more stringent and relevant test. In such cases, the performance are 807 expected to be more modest and the methods might not rank in the same order.
808
Therefore, we ran the three methods using a LOO-CV scheme on double orphan 809 (protein, molecule) pairs on the same datasets. In these experiments, for each tested (p, 810 m) pair, interactions involving the considered protein or the molecule are ignored in the 811 PLOS 20/37 train set. The LOO-CV schemes were balanced in positive and randomly chosen 812 negative pairs.
813
In order to better explore the performance of the considered methods in this 814 double-orphan setting, we used two versions of the two kernel-based methods, initially 815 introduced for KronRLS . More precisely, in [19] , the authors proposed an approach 816 called WNN (weighted nearest neighbor) that, for each orphan molecule m (resp. 817 protein), an interaction profile is computed by summing the weighted profiles of non 818 orphan molecules in the dataset. The weighting depends on the similarity between the 819 orphan molecule and all other non orphan molecules. This predicted profile is used in 820 the training to predict labels to all (protein, m) pairs of the dataset. Thus, in the first 821 version of KronRLS [18] , all the labels of (protein, m) pairs involving the orphan 822 molecule m were set to 0. Based on this WNN procedure some of these non interactions 823 might be requalified as true interaction before training the predictor. In other words, 824 the WNN algorithm can be viewed as a mean to de-orphanize molecules or proteins in 825 order to help the predictions on such cases. In the following, we will call Table 5 . AUPR scores and standard deviations on double orphan LOO-CV , balanced number of positive and randomly chosen negative test samples Table 5 presents the results of the double-orphan benchmark on the family datasets. 830 Surprisingly, in these double-orphan experiments, the NRMLF method has very modest 831 results and does not perform as well as the other methods. The results of Table 6 . AUPR scores and standard deviations on double orphan LOO-CV , balanced number of positive and randomly chosen negative test samples Table 6 presents the results of the double-orphan benchmark S 0,2000 dataset. We did 837 not run the NRLMF method in this experiment, because it was computationally too 838 intensive in this LOO-CV , and because it already gave very poor results on the easier 839 family dataset. Moreover we shortened the train set of KronRLS and 840 KronRLS-WNN methods by considering only the thousand molecules (resp. proteins) 841 closest to the molecule (resp. protein) of the test sample. Thus, the computation time 842 was reduced to some hours instead of months which made those methods 843 PLOS 21/37 computationally reasonable.
844
Overall, the scores are lower on this dataset than on the family datasets because 845 S 0,2000 is a more diverse dataset on which predictions are more difficult, in general, 846 than on the family datasets. However, the same tendency is observed: NN-MT performs 847 better than KronRLS , and when the WNN algorithm is used, NN-MT-WNN performs 848 better than KronRLS-WNN .
849
Overall, the results of these benchmarks show that the NN-MT method present 850 state-of-the-art or better results on the protein family datasets and the more diverse 851
DrugBank-based dataset. In the general case, it appears to be a good default method in 852 terms of performance, number of parameters and computational efficiency, which are 853 important issues for non expert users.
854
In the specific double-orphan case, only the two kernel-based methods NN-MT and 855 KronRLS lead to performance well above those of a random predictor. The WNN 856 algorithm, proposed in [19] improves the performance of KronRLS and of NN-MT , but 857 resulting NN-MT-WNN method lead to the best performance.
858
Finally, it is interesting to compare the computational complexities of the methods 859 as a function of the number of hyper-parameters that they contain. Indeed, these 860 hyper-parameters need to be optimized by cross-validation, leading to heavy 861 computational issues in the case of the large-scale datasets used in proteome-wide 862 chemogenomics. As can be seen in the PyDTI package, NRLMF has 5 regularization 863 parameters, KronRLS has 2 hyper-parameters (decay parameter T and the weight 864 parameter used to combine kernels; the regularization parameter and the bandwidth of 865 the GIP kernel are fixed), and NN-MT has 1 hyper-parameter (regularization parameter 866 C for SVM). In practice, the optimization of NRLMF in the LOO-CV scheme was out 867 of reach, requiring several days of calculation while the other methods required hours. 868 This could explain in part the very low performances displayed by NRLMF in the 869 double-orphan experiment. However, we did cross-validate NRLMF parameters in the 870 double-orphan setting in the case of the family NR dataset (the smallest dataset used in 871 this section). This allowed a modest increase in AUPR score from 0.14 to 0.19 (reported 872 in Table 5 ). Therefore, even if the NRLMF method had been optimized on the other 873 datasets, we do not expect that this would have changed the overall conclusion that this 874 method is not suitable for handling orphan cases. 875 
Conclusion
876
The present study tackles prediction of ligand specificity on large scale in the space of 877 proteins. More precisely, our goal was to propose a method to explore the specificity 878 molecules with state-of-the-art or better performance over a wide range of prediction 879 situations: at the proteome or protein family scales, on average or in specific situations 880 such as tested pairs far from the train set, or such as orphan proteins and ligands. In 881 other words, the aim was to propose a robust default method, applicable to many types 882 of studies, thus avoiding development of ad hoc complex and specific methods to non 883 expert users. We chose to formulated it as a problem of predicting (protein, ligand) 884 interactions within a multi-task framework based on SVM and Kronecker products of 885 kernels on proteins and molecules. Within the kernel-based SVM methods tested in the 886 Results section, we showed that the NN-MT method fulfills these requirements. In 887 particular, NN-MT outperforms both the multi-task MT method and the corresponding 888 single-task kernel-based methods, while it also keeps a computational cost close to that 889 of single-task approaches. The NN-MT algorithm fulfills these requirements, leading to 890 the best prediction performance for the three tested settings which cover most of the 891 prediction situations that would be encountered in real-case studies.
892
To summarize the main characteristics of the proposed NN-MT method (detailed in 893 PLOS 22/37 Sections 3.1, 3.4 and 3.5), we suggest to predict each (protein, ligand) interaction using 894 the Profile kernel for proteins (with subsequences length k of 5 and threshold equaled to 895 7.5) and the Tanimoto kernel for molecules (with length of path 8), with a train set 896 including:
897
• all positive intra-task pairs (i.e. all known interactions involving the protein or the 898 ligand of the test pair), and around ten times more randomly chosen intra-task computational models for drug specificity prediction.
920
The benchmark study comparing NN-MT to the matrix factorization NRMLF and 921 the kernel-based KronRLS algorithms on family and DrugBank-based datasets showed 922 that, all methods displayed high performances, NRMLF and NN-MT leading to the best 923 results. However, on the more demanding double-orphan tests performed on the same Since the prediction performance strongly depends on the distance between the 944 predicted interactions and the train set, it could be relevant to apply the multi-kernel 945 learning (MKL) framework [62] . Indeed, different feature spaces will lead to different 946 metrics which could modulate the distance between the test and train sets. This idea 947 was explored in [63] , but in this work the MKL approach employed L2 regularization 948 between kernels, which did not lead to the improvements that could be expected from 949 an L1 (i.e. sparsity-inducing) regularization term.
950
For future developments of the method, it is likewise relevant to explore the benefits 951 of deep learning approaches in the context of representation learning [64] . Indeed, 952 learning the featurization of molecules [65] and of proteins [66] on various prediction 953 tasks including drug-target interaction prediction could optimize the featurization for 954 the specificity prediction task. The present work showed that learning on structurally 955 similar compounds and similar proteins (according to sequence similarity) improves and 956 speeds up the prediction performance on drug-target interaction task. A recent 957 study [67] showed that in the case of stacked fully connected layers, learning with 958 structurally similar compounds but uncorrelated activities can provide contradictory 959 information leading to a decrease of performance. Even more recently, it was shown 960 that current graph-CNN based models perform best when trained on compounds similar 961 to the tested compounds [68] , as we observed for the NN-MT method proposed in the 962 present study. However, deep learning based models seem promising to efficiently share 963 information between more dissimilar compounds and putative targets as they can 964 actually learn a generic representation of molecules and proteins based on several 965 supervised learning prediction task.
966
This optimization problem is strictly convex and admits a unique solution. The Lagrangian associated to the optimization problem leads to the following equivalent dual problem:
where the coefficients α i are known as the Lagrange multipliers associated to the 1043 constraints y i w, x i + b ≥ 1.
1044
In practice, this quadratic problem that can be solved efficiently using a dedicated algorithm, known as Sequential Minimal Optimization (SMO) [69] . When the optimum α * is met, the decision function allowing to make predictions for any new point x depends on its position with respect to the hyperplane :
However, the two classes of data points may not be linearly separable. In these situations, kernel methods are a widely-used set of techniques that allow to adapt linear methods to non-linear models. Let us consider a semi-definite positive kernel function K : X × X → R. The Mercer theorem states that there exists a non-linear function φ : X → H that maps data points in X into a high dimensional feature Hilbert space H where K can be expressed as a scalar product: k(x 1 , x 2 ) = φ(x 1 ), φ(x 2 ) H .In practice, H is more often taken to be R d . Although the two classes of data points might not be linearly separable in X, they might become linearly separable in the high dimensional space H where the SVM can be solved. The principle of kernel trick is that, since the images of the data point φ(x i ) are used only in scalar products, finding the α i coefficients to solve the SVM can be done by replacing all occurrences of the scalar product φ(x i ), φ(x j ) H by the kernel function k(x i , x j ): In the case where the two classes of points are not separable, we need to allow some of the training points to be misclassified, i.e. to be on the side of the separating hyperplane corresponding to points affected to the opposite label. To this end, we introduce a penalty terms n ∀n = 1, . . . N (also called slacked variables) defined by: n = 0 for data points that are in the correct margin boundary and n = |y n − ( w, x n + b)| for the misclassified points. Thus, points on the decision boundary will have n = 1, and misclassified points would be penalized by n > 1 proportionally to their distance to the separating hyperplane. Thus, the penalty terms can be written as n = max(0, 1 − y n ( w, x n + b)). Then the exact classification constraints of equation 7b are replaced by y i w, x i + b ≥ 1 − i . In addition, the penalty terms must satisfy n ≥ 0∀n = 1, . . . N . The new objective function aims at both maximizing the margin and minimizing the penalty terms, i.e. minimizing the number of misclassified points. argmin w,b,
i ≥ 0, i = 1, . . . , N.
The parameter C in the objective function in equation 10a is meant to introduce a 1048 trade-off between the maximization of the margin, expressed by the term 1 2 ||w|| 2 , and 1049 the classification error on the training set, expressed by the penalty terms. This 1050 parameter is usually determined by cross validation on the training data. In the present 1051 study, the optimal parameter C was searched between 10 −5 and 10 5 . As for the 1052 separable case, the SVM can also be solved in the non-separable case using a kernel 1053 function.
1054
S2 Appendix. Definition of the Kronecker product of two matrices A and B:
a 11 b 11 a 11 b 12 · · · a 11 b 1q · · · · · · a 1m b 11 a 1m b 12 · · · a 1m b 1q a 11 b 21 a 11 b 22 · · · a 11 b 2q · · · · · · a 1m b 21 a 1m b 22 · · · a 1m b 2q . . . . . . . . . . . . . . . . . . . . . . . . a 11 b p1 a 11 b p2 · · · a 11 b pq · · · · · · a 1m b p1 a 1m b p2 · · · a 1m b pq . a n1 b 11 a n1 b 12 · · · a n1 b 1q · · · · · · a nm b 11 a nm b 12 · · · a nm b 1q a n1 b 21 a n1 b 22 · · · a n1 b 2q · · · · · · a nm b 21 a nm b 22 · · · a nm b 2q . . . . . . . . . . . . . . . . . . . . . . . . a n1 b p1 a n1 b p2 · · · a n1 b pq · · · · · · a nm b p1 a nm b p2 · · · a nm b pq
Therefore, if matrix A is of size n.m and matrix B is of size p.q, the Kronecker 1056 product of A and B is a matrix of size n.m.p.q 1057
