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1 Introduction
Convection-diffusion equation describes phenomena including both convection and diffusion
effects, and appears in various fields of natural sciences, e.g., heat transfer, weather prediction
and atmospheric radioactivity propagation. It may also be treated as a simplified model of the
system of the Navier-Stokes equations, which are representative equations in fluid dynamics.
Although the convection-diffusion equation is linear, numerical difficulty caused by convec-
tion effect is still remained. Nowadays, to deal with convection-dominant problems several
upwind type ideas have been developed for flow problems, e.g., upwind methods [2, 7, 8, 15],
characteristics (-based) methods [1, 4, 5, 6, 9, 10, 11, 12, 13, 14] and so on. We focus on the
approximation based on the method of characteristics. The idea of the method is to consider
the trajectory of the fluid particle and discretize the material derivative term along the trajec-
tory. The method has such a common advantage that the resulting matrix is symmetric, which
is especially useful when we employ implicit schemes for the benefit of a good stability.
The characteristics finite element method of first order in time has been well studied in
[4, 9, 10]. As for the scheme of second order in time, a multi-step scheme has been considered
in [5] while a single-step scheme has been developed in [13], where they have pointed out that
the conventional Crank-Nicolson method is not sufficient and that an additional correction
term is indispensable in order to obtain a real second order scheme. In this paper we extend
their idea to the finite difference method, and present two new characteristics schemes with a
proper additional correction term for convection-diffusion problems in 2D.
In general, the finite difference method has less flexibility in the shape of domains to be
applied and is less familiar in L2-analysis than the finite element method. The reason why we
consider the finite difference method nevertheless is that it requires no numerical integration
in the execution. Every characteristics scheme includes a composite function term. When
we employ the finite element method, some numerical integration procedure is often required
to compute the integration of the composite function, since it is not a polynomial in each
element. In the papers [16] and [17], they have remarked that much attention should be paid
to the numerical integration, because a rough numerical integration formula may yield oscil-
lating results caused by the non-smoothness of the composite function. In order to overcome
such a problem a characteristics finite element scheme without numerical integration has been
presented in [12], where a mass-lumping technique is used to P1 element and L¥-theory is
applied to establish the convergence. For the application to flow problems and higher order
elements, L2-analysis is preferable. Our two finite difference schemes require no numerical
integration, and they are analyzed by a discrete L2-theory.
Both of the schemes have such advantages that these are of second order in time and
the resulting matrices are symmetric and positive definite. The extension to 3D problems
is straightforward with the expense of a little complicated notation. The difference of the
two schemes is accuracy in space. The one is of first order in space, and the stability and
convergence theorems are proved in the framework of a discrete L2-theory. The other is of
second order in space by the use of a quadratic interpolation in dealing with the composition
of functions. The convergence orders of both schemes are observed by numerical results.
Let m be a non-negative integer. We use the Sobolev spaces W 1;¥(W) and Hm(W) as
well as Cm(W). For any normed space X with norm k  kX , we define the function space
Cm([0;T ];X) consisting of X-valued functions in Cm([0;T ]). We often omit [0;T ] if there is
no confusion, e.g., we writeC j(Cm(W)) in place ofC j([0;T ];Cm(W)). We introduce function
spaces Zm and ZmC ,
Zm  f 2 H j(Hm  j(W)); j = 0;    ;m; jjf jjZm <+¥	;
ZmC 

f 2C j(Cm  j(W)); j = 0;    ;m; jjf jjZmC <+¥
	
;
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where the norms jj  jjZm and jj  jjZmC are defined by
jjf jjZm  max
j=0; ;m
kfkH j(Hm  j(W)); kf jjZmC  maxj=0; ;mkfkC j(Cm  j(W)):
The partial derivative ¶f=¶xi of a function f is simply denoted by Dif . We often consider
a continuous function in W as a function defined on lattice points in W. di j (i; j = 1;2) is
Kronecker’s delta, and Za  fZ+ag for a 2 [0;1). The abbreviations LHS and RHS mean
left- and right-hand sides, respectively.
2 A characteristics finite difference scheme of second order
in time
In this section we present a characteristics finite difference scheme of second order in time
and of first order in space.
Let W  R2 be a bounded domain, G  ¶W be the boundary of W and T be a positive
constant. We consider an initial boundary value problem; find f :W (0;T )! R such that
¶f
¶ t
+u Ñf  nDf = f in W (0;T ); (1a)
f = 0 on G (0;T ); (1b)
f = f 0 in W; at t = 0; (1c)
where n is a positive constant, and u :W (0;T )! R2, f :W (0;T )! R and f 0 :W! R
are given functions.
To begin with, we summarize conditions to be used in the paper for the functions u,
f 0, f and f . Each condition is referred to simply by, e.g., [H0;1(u)] in place of Hypothe-
sis 1 [H0;1(u)].
Hypothesis 1 (u).
[H0;1(u)] u 2C0(C1(W)); [H0;2(u)] u 2C0(C2(W)); [H0;3(u)] u 2C0(C3(W));
[H1C(u)] u 2 Z1C; [H2C(u)] u 2 Z2C; [HG(u)] u= 0 on G [0;T ]:
Hypothesis 2 (f 0).
[H0;G(f 0)] f 0 2C0(W) and f 0 = 0 on G:
Hypothesis 3 ( f ).
[H0;0( f )] f 2C0(C0(W)); [H2C( f )] f 2 Z2C:
Hypothesis 4 (f ).
[H0;1(f)] f 2C0(C1(W)); [H0;2(f)] f 2C0(C2(W)); [H0;3(f)] f 2C0(C3(W));
[H0;4(f)] f 2C0(C4(W)); [H1;0(f)] f 2C1(C0(W)); [H3C(f)] f 2 Z3C;
[H1C(Ñf)] Ñf 2 Z1C; [H2C(Df)] Df 2 Z2C:
For the sake of simplicity we consider a rectangle domain W = (0;L1) (0;L2) for pos-
itive numbers L1 and L2. For i = 1 and 2 let Ni be a positive integer and hi  Li=Ni be the
mesh size of xi-direction. We set lattice points xi; j  (ih1; jh2)T for i and j 2Z[Z1=2, and the
minimum and maximum mesh sizes hmin  minfh1;h2g and h  maxfh1;h2g, respectively,
where the superscript “T” means the transposition. The following hypothesis is for a family
of meshes.
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Hypothesis 5 (h1;h2). There exist positive constants h0, g1 and g2 such that
h1; h2 2 (0;h0] and g1  h2h1  g2:
We assume that Hypothesis 5 holds for the family of meshes to be considered in the paper.
Remark 1. For a positive constant g0 maxf1=g1; g2g it holds that
hmin  hi  g0hmin (i= 1; 2): (2)
Let Dt be a time increment and NT  [T=Dt] be a total step number. We set tn  nDt for
n 2 Z[Z1=2, and f n  f(; tn) for any function f defined in W (0;T ). Let U¥0 and U¥1 be
constants defined by
U¥0 max
ju(x; t)j¥; x 2W; t 2 [0;T ]	;
U¥1 max
jÑu j(x; t)j1; x 2W; t 2 [0;T ]; j = 1;2	;
where, for a vector a 2 R2, jaj¥  max
jaij; i = 1;2	 and jaj1  å2i=1 jaij. Before the pre-
sentation of the scheme we summarize conditions on Dt.
Hypothesis 6 (Dt). Let C1 be any positive constant independent of h and Dt.
[Hu(Dt)] Dt < 1=kukC0(W 1;¥(W)); [HwCFL(Dt)] Dt C1hmin=U¥0 ;
[HCFL(Dt)] Dt  hmin=U¥0 :
Remark 2. (i) [Hu(Dt)] guarantees that all upwind points to be used in our schemes are inW
(cf. Proposition 1). (ii) [HwCFL(Dt)] withC1 = 1 is the same as [HCFL(Dt)], which is so-called
the CFL condition (cf. [10]). Since C1 > 1 can be chosen, we call [HwCFL(Dt)] “weak-CFL
condition”, whose abbreviation is put in the subscript.
Let X : (0;T )! R2 be a solution of the ordinary differential equation
dX
dt
= u(X ; t): (4)
Then, for a smooth function f we can write ¶
¶ t
+u Ñ

f(X(t); t) =
d
dt
f(X(t); t);
which is a basic idea of the method of characteristics. Let X(t;x; tn) be the solution of (4)
subject to an initial condition X(tn) = x. Approximating the value X(tn 1;x; tn) by the Euler
method and the second order Runge-Kutta method, we obtain
Xn1 (x) x un(x)Dt; Xn2 (x) x un 1=2

x un(x)Dt
2

Dt:
Remark 3. Instead of the second order Runge-Kutta method we can also use the Heun
method,
Xn2 (x) = x 
n
un(x)+un 1
 
x un(x)DtoDt
2
:
The following result has been proved in [13, Proposition 1] for any bounded domain
W Rd (d = 2;3).
4
Proposition 1. Suppose [H0;1(u)], [HG(u)] and [Hu(Dt)]. Then, it holds that
Xn1 (W) = X
n
2 (W) =W:
For a pair (a ; b ) 2 f(0; 0); ( 12 ; 0); (0; 12 )g we define sets of lattice points (cf. Fig. 1),
W(a;b )h 
n
xi; j 2W; (i; j) 2 fZ+agfZ+bg
o
; Wh W(0;0)h ; (5a)
W(a;b )h 
n
xi; j 2W; (i; j) 2 fZ+agfZ+bg
o
; Wh W(0;0)h ; (5b)
G(a;b )h W
(a;b )
h nW(a;b )h ; Gh  G(0;0)h ; (5c)eW( 12 ;0)h W( 12 ;0)h [xi; j; (i; j) 2 f 1=2; N1+1=2gf0;    ;N2g	; (5d)eW(0; 12 )h W(0; 12 )h [xi; j; (i; j) 2 f0;    ;N1gf 1=2; N2+1=2g	; (5e)
and function spaces,
V (a;b )h 

vh :W
(a;b )
h ! R
	
; Vh V (0;0)h ; (6a)
V (a;b )h0 

vh 2V (a;b )h ; vhjG(a;b )h = 0
	
; Vh0 V (0;0)h0 ; (6b)
V (a;b )0h 

vh :W
(a;b )
h ! R
	
; V0h V (0;0)0h : (6c)
The space Vh0 includes the essential boundary condition (1b).
Figure 1: The sets of lattice points,Wh,W
( 12 ;0)
h ,W
(0; 12 )
h ,Wh,W
( 12 ;0)
h andW
(0; 12 )
h (left to right, top
to bottom). The bottom three figures also exhibit locations where function values are used in
the interpolation operators, P(1)h , P
( 12 ;0);(1)
h and P
(0; 12 );(1)
h .
Let h(; i;h) : R! R (i 2 Z[Z1=2; h> 0) be a function (cf. Fig. 2),
h(x ; i;h)
8>>>><>>>>:
1+
x   ih
h
(x 2 [(i 1)h; ih]);
1  x   ih
h
(x 2 [ih;(i+1)h]);
0 (otherwise);
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and Ki; j ((i; j) 2 Z[Z1=2) be a closed rectangle,
Ki; j 
h
i  1
2

h1;

i+
1
2

h1
i

h
j  1
2

h2;

j+
1
2

h2
i
:
 0
 1
(i-1)h ih (i+1)h
η
ξ
Figure 2: The graph of the function h(x ; i; h).
For each (i; j) we define a function fi; j(x),
fi; j(x1;x2) h(x1; i;h1)h(x2; j;h2);
whose support is [a=i1=2;b= j1=2Ka ;b . We define a bilinear interpolation operator P(1)h :
Vh !C0(W) by
P(1)h vh  å
xi; j2Wh
vh(xi; j)fi; j:
We also define bilinear interpolation operators P(a;b );(1)h :V
(a;b )
h !C0(W) by
P(a ;b );(1)h vh  å
xi; j2eW(a;b )h
v˜h(xi; j)fi; j
for (a ;b ) = (1=2;0) and (0;1=2), where
v˜h(xi; j)
8>>>>>>>>>><>>>>>>>>>>:
vh(xi; j) (xi; j 2W(
1
2 ;0)
h [W
(0; 12 )
h );
2vh(x1=2; j)  vh(x3=2; j) (xi; j 2 eW( 12 ;0)h ; i= 1=2);
2vh(xN1 1=2; j)  vh(xN1 3=2; j) (xi; j 2 eW( 12 ;0)h ; i= N1+1=2);
2vh(xi;1=2)  vh(xi;3=2) (xi; j 2 eW(0; 12 )h ; j = 1=2);
2vh(xi;N2 1=2)  vh(xi;N2 3=2) (xi; j 2 eW(0; 12 )h ; j = N2+1=2):
For (a ;b ) 2 f(0;0); ( 12 ;0); (0; 12 )g and x 2W we set L(a ;b )(x) by
L(a;b )(x) (i; j);(i+1; j);(i; j+1);(i+1; j+1) 2 Za Zb ;
x1 2 [ih1;(i+1)h1); x2 2 [ jh2;( j+1)h2)
	
:
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Remark 4. The functions ffi; jgi; j are called bilinear basis functions in the finite element
method.
Remark 5. The superscript “(1)” of the operators P(1)h , P
( 12 ;0);(1)
h and P
(0; 12 );(1)
h means first
order approximation in space, i.e., bilinear basis functions are used in the interpolation op-
erators, and we often omit the superscript “(1)” if there is no confusion. A biquadratic inter-
polation operator P(2)h and modified bilinear interpolation operators Pˇ
( 12 ;0);(1)
h and Pˇ
(0; 12 );(1)
h
appear in section 6.
We use the symbol  to represent the composition of functions, e.g.,
(f Xn1 )(x) f
 
Xn1 (x)

:
Let ei  (di1;di2)T (i= 1;2) be unit vectors and T h;ia be a translation operator,
(T h;ia v)(x) v(x+ahei):
For a discrete function vh and an integer n (= 1;    ;NT ) we set finite difference operators,
 
Ñ˜(n)h1 (Dt)vh

(x)
n
P(
1
2 ;0);(1)
h
T h1;11=2  T h1;1 1=2
h1
vh
o 
x un(x)Dt; (7a)
 
Ñ˜(n)h2 (Dt)vh

(x)
n
P(0;
1
2 );(1)
h
T h2;21=2  T h2;2 1=2
h2
vh
o 
x un(x)Dt; (7b)
Ñ˜(n)h (Dt)
 
Ñ˜(n)h1 (Dt); Ñ˜
(n)
h2 (Dt)
T
; (7c)
Ñhi  Ñ˜(n)hi (0) (i= 1; 2); Ñh 
 
Ñh1; Ñh2
T
; (7d)
D˜(n)h;i (Dt) ÑhiÑ˜(n)hi (Dt) (i= 1;2); D˜(n)h (Dt)
2
å
i=1
D˜(n)h;i (Dt); (7e)
Dh;i  Ñ2hi (i= 1;2); Dh 
2
å
i=1
Dh;i: (7f)
Dt is often omitted from above operators, e.g., Ñ˜(n)h = Ñ˜
(n)
h (Dt). For ff nh gNTn=0 Vh we define
finite difference operators,
M
n 1=2;(1)
h fh 
f nh   (P(1)h f n 1h )Xn2
Dt
; (8a)
L
n 1=2;(1)
h;0 fh  
n
2
(Dhf nh + D˜
(n)
h f
n 1
h ); (8b)
L
n 1=2
h;1 fh  
nDt
2
n 2
å
i=1
(Diuni )Dh;i+(D
2un1+D
1un2)Ñ(2h)1Ñ(2h)2
o
f n 1h ; (8c)
L
n 1=2;(1)
h fh  (L n 1=2;(1)h;0 +L n 1=2h;1 )fh; (8d)
A
n 1=2;(1)
h M n 1=2;(1)h +L n 1=2;(1)h : (8e)
Remark 6. (i) For i= 1 and 2 we can write
Ñhi =
T hi;i1=2  T hi;i 1=2
hi
; i.e.;
 
Ñhi vh

(x) =
1
hi
n
vh
 
x+
hi
2
ei
  vh x  hi2 eio;
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Ñ˜(n)h1 vh =

P(
1
2 ;0);(1)
h Ñh1vh

Xn1 ; Ñ˜(n)h2 vh 

P(0;
1
2 );(1)
h Ñh2vh

Xn1 :
(ii) We note that, for vh 2Vh,Ñh1vh 2V (
1
2 ;0)
h [V
( 12 ;0)
0h ,Ñh2vh 2V
(0; 12 )
h [V
(0; 12 )
0h andÑ(2h)1Ñ(2h)2vh; Dhvh
and D˜(n)h vh 2V0h.
Remark 7. L n 1=2h;1 fh, i.e.,
 nDt
2
n 2
å
i=1
(Diuni )Dh;i+(D
2un1+D
1un2)Ñ(2h)1Ñ(2h)2
o
f n 1h ;
is an additional correction term in order to obtain a real second order scheme in time, which
will be shown in section 5.
A characteristics finite difference scheme of second order in time for (1) is to find ff nh gNTn=0
Vh0 such that, for n= 1;    ;NT ,
A
n 1=2
h fh =
1
2
( f n+ f n 1 Xn1 ) on Wh; (9a)
f 0h = f
0 on Wh: (9b)
The equation (9a) is equivalent to
f nh  
 
P(1)h f
n 1
h
Xn2
Dt
(x)  n
2

Dhf nh + D˜
(n)
h f
n 1
h

(x)
  nDt
2
n 2
å
i=1
(Diuni )Dh;i+(D
2un1+D
1un2)Ñ(2h)1Ñ(2h)2
o
f n 1h (x)
=
1
2
( f n+ f n 1 Xn1 )(x); x 2Wh:
We also consider a scheme corresponding to (9) for general initial values and right-hand
sides. Let ah 2Vh0 and fF n 1=2h gNTn=1 V0h be given. A general scheme is to find ff nh gNTn=0 
Vh0 such that, for n= 1;    ;NT ,
A
n 1=2
h fh =F
n 1=2
h on Wh; (10a)
f 0h = ah on Wh: (10b)
Then, fh = ff nh gNTn=0 is called the solution of scheme (10) with (ah;F n 1=2h ). Obviously, the
solution fh = ff nh gNTn=0 of scheme (9) is the solution of scheme (10) with (f 0; 12 ( f n+ f n 1 
Xn1 )).
3 Main results
In this section we give a stability theorem for scheme (10) and an error estimate for scheme (9),
whose proofs are shown in sections 4 and 5, respectively.
For a set Sh of lattice points and functions vh and wh in a function space fvh : Sh ! Rg,
we define an inner product by
(vh; wh)Sh  h1h2 å
x2Sh
vh(x)wh(x):
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Let (a;b ) 2 f(0;0);( 12 ;0);(0; 12 )g be a pair of numbers. We define norms and seminorms,
kvhkl2(W(a;b )h ) 
n
(vh;vh)W(a;b )h
o1=2
(vh 2V (a;b )h );
kvhkl2(W(a;b )h ) 
n
(vh;vh)W(a;b )h
o1=2
(vh 2V (a;b )0h [V (a;b )h0 );
k  kl2(Wh)  k kl2(W(0;0)h ); k  kl2(Wh)  k kl2(W(0;0)h );
kwhk
l2(W
( 12 ;0)
h )l2(W
(0; 12 )
h )


kwh1k2
l2(W
( 12 ;0)
h )
+kwh2k2
l2(W
(0; 12 )
h )
1=2
(wh = (wh1;wh2)T 2V (
1
2 ;0)
h V
(0; 12 )
h );
kwhk
l2(W
( 12 ;0)
h )l2(W
(0; 12 )
h )


kwh1k2
l2(W
( 12 ;0)
h )
+kwh2k2
l2(W
(0; 12 )
h )
1=2
(wh = (wh1;wh2)T 2 (V (
1
2 ;0)
0h [V
( 12 ;0)
h0 ) (V
(0; 12 )
0h [V
(0; 12 )
h0 );
jvhjh1(Wh)  kÑhvhkl2(W( 12 ;0)h )l2(W(0;
1
2 )
h )
(vh 2Vh);
jvhjh1(Wh)  kÑhvhkl2(W( 12 ;0)h )l2(W(0;
1
2 )
h )
(vh 2Vh0);
kfhkl¥(l2)  maxn=0; ;NT kf
n
h kl2(Wh) (fh = ff nh g
NT
n=0 V0h[Vh0);
jfhjl¥(h1)  maxn=0; ;NT jf
n
h jh1(Wh) (fh = ff nh g
NT
n=0 Vh0);
kfhkl2(l2) 

Dt
NT
å
n=1
kf nh k2l2(Wh)
1=2
(fh = ff nh gNTn=1 V0h[Vh0);
kfhkl2(l2) 

Dt
NT
å
n=0
kf nh k2l2(Wh)
1=2
(fh = ff nh gNTn=0 Vh);
jfhjl2(h10) 

Dt
NT
å
n=1
Ñhf nh + Ñ˜(n)h f n 1h
2
2
l2(W
( 12 ;0)
h )l2(W
(0; 12 )
h )
1=2
(fh = ff nh gNTn=0 Vh0):
We use the same notation k  kl2(l2) for fh = ff n 1=2h gNTn=1 V0h[Vh0, which represents
kfhkl2(l2) =

Dt
NT
å
n=1
kf n 1=2h k2l2(Wh)
1=2
:
Remark 8. We note that
kvhkl2(W(a;b )h ) = kvhkl2(W(a;b )h ) (vh 2V
(a ;b )
h0 );
kwhk
l2(W
( 12 ;0)
h )l2(W
(0; 12 )
h )
= kwhk
l2(W
( 12 ;0)
h )l2(W
(0; 12 )
h )
(wh 2V (
1
2 ;0)
h0 V
(0; 12 )
h0 );
and, especially,
jÑhvhjh1(Wh) = jÑhvhjh1(Wh) (vh 2Vh0):
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Theorem 1 (stability). Suppose [H0;1(u)], [HG(u)], [Hu(Dt)] and [HwCFL(Dt)]. Let ah 2 Vh0
and fF n 1=2h gNTn=1  V0h be given. Let fh = ff nh gNTn=0  Vh0 be the solution of (10). Then,
there exists a positive constant c= c(kukC0(C1(W))), independent of h and Dt, such that
kfhkl¥(l2)+
p
nDtjfhjl¥(h1)+
p
n jfhjl2(h10)
 c(kahkl2(Wh)+
p
nDtjahjh1(Wh)+kFhkl2(l2)): (11)
Corollary 1. Suppose [H0;1(u)], [HG(u)], [H0;0( f )], [H0;G(f 0)], [Hu(Dt)] and [HwCFL(Dt)].
Let fh = ff nh gNTn=0 Vh0 be the solution of scheme (9). Then, there exists a positive constant
c= c(kukC0(C1(W))), independent of h and Dt, such that
kfhkl¥(l2)+
p
nDtjfhjl¥(h1)+
p
n jfhjl2(h10)
 c(kf 0kl2(Wh)+
p
nDtjf 0jh1(Wh)+k fkl2(l2)): (12)
Theorem 2 (error estimate). Suppose [H2C(u)], [HG(u)], [H3C(f)], [H2C(Df)], [Hu(Dt)] and
[HwCFL(Dt)]. Let fh = ff nh gNTn=0  Vh0 be the solution of scheme (9), and f be the solution
of (1). Then, there exists a positive constant c= c(kukZ2C), independent of h and Dt, such that
kf  fhkl¥(l2)+
p
nDtjf  fhjl¥(h1)+
p
njf  fhjl2(h10)
 c(Dt2+h)(kfkZ3C +kDfkZ2C): (13)
Corollary 2. Suppose [H1;0(f)] and [H0;2(f)] instead of [H3C(f)] and [H2C(Df)] in the
assumptions of Theorem 2. Then, it holds that
kf  fhkl¥(l2)+
p
n jf  fhjl2(h10) ! 0 (h # 0): (14)
Corollary 3. RHS of (13) can be replaced by
c(Dt2+h)(kfkZ3 +kDfkZ2): (15)
Remark 9. Since the relation [HwCFL(Dt)] is assumed, RHS of (13) can be written as
ch(kfkZ3C +kDfkZ2C);
and h # 0 in (14) is equivalent to the condition that h and Dt # 0 under that relation.
Throughout the paper, we use c with or without subscript to denote the generic positive
constant independent of h and Dt, which may take different values at different places, e.g.,
c(A) means a constant depending on A. We prepare positive constants,
c0 = c0(kukC0(C0(W))); c1 = c1(kukC0(C1(W))); c2 = c2(kukC0(C2(W)));
c3 = c3(kukC0(C3(W))); c4 = c4(kukZ1C); c5 = c5(kukZ2C);
c6 = c6(kukC0(C3(W))\Z2C);
and sometimes add “0 (prime)” to the constants, e.g., c00.
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4 Proof of Theorem 1
In this section we prove Theorem 1 and Corollary 1 after preparing three lemmas. A key of
the proof is Lemma 1, which describes a property of the bilinear interpolation operator P(1)h .
For a vector w 2 R2, mesh sizes h1 and h2 and a time increment Dt, we define a “propor-
tional weight” of the w-upwind point of a lattice point xi; j with respect to a lattice point xl;m
by
cl;mi; j (w; Dt;h1;h2) fl;m
 
xi; j wDt

; (16)
whose properties are summarized in Lemma A.1 of Appendix A.1.
Lemma 1. Suppose [H0;1(u)], [HG(u)], [Hu(Dt)] and [HwCFL(Dt)]. Then, for any function
vh 2Vh, n= 1;    ;NT and k = 1 and 2, it holds that
k(Phvh)Xnk kl2(Wh)  (1+ c1Dt)kvhkl2(Wh): (17)
Proof. Let C1 be the constant in [HwCFL(Dt)]. We consider the case k = 1; as the other case
is treated similarly. Let n ( NT ) be a positive integer and xi; j 2Wh be a lattice point. Since
we have Xn1 (xi; j) 2W by [Hu(Dt)], it holds that, from Lemma A.1 (iv) with w= un(xi; j),
(Phvh)Xnk (xi; j) = å
xl;m2Wh
cl;mi; j
 
un(xi; j)

vh(xl;m); (18)
where cl;mi; j = c
l;m
i; j
   ; Dt;h1;h2. Using the properties of fcl;mi; j (w)gi; j;l;m in Lemma A.1 and
the Schwarz inequality, we have 
LHS of (17)
2 = h1h2 å
xi; j2Wh
n
å
xl;m2Wh
cl;mi; j
 
un(xi; j)

vh(xl;m)
o2
 h1h2 å
xi; j2Wh
n
å
xl;m2Wh
cl;mi; j
 
un(xi; j)

å
xl;m2Wh
cl;mi; j
 
un(xi; j)

vh(xl;m)2
o
(by Lemma A.1 (i))
 h1h2 å
xi; j2Wh
å
xl;m2Wh
cl;mi; j
 
un(xi; j)

vh(xl;m)2 (by Lemma A.1 (ii))
= h1h2 å
xl;m2Wh
vh(xl;m)2 å
xi; j2Wh
cl;mi; j
 
un(xi; j)

= h1h2 å
xl;m2Wh
vh(xl;m)2+h1h2 å
xl;m2Wh
vh(xl;m)2
n
å
xi; j2Wh
cl;mi; j
 
un(xi; j)
 1o
 h1h2 å
xl;m2Wh
vh(xl;m)2
+h1h2 å
xl;m2Wh
vh(xl;m)2
n
å
xi; j2Wh
cl;mi; j
 
un(xi; j)
  å
xi; j2Wh
cl;mi; j
 
un(xl;m)
o
(by Lemma A.1 (iii))
 h1h2 å
xl;m2Wh
vh(xl;m)2+h1h2 å
xl;m2Wh
vh(xl;m)2 å
xi; j2Wh
x l;mi; j ; (19)
where x l;mi; j  jcl;mi; j (un(xi; j)) cl;mi; j (un(xl;m))j. Let Xl;m; Xl;m0 and Xl;m1 be sets of lattice points,
Xl;m 
n
xi; j 2Wh; x l;mi; j 6= 0
o
; Xl;m0 
n
xi; j 2Wh; cl;mi; j
 
un(xi; j)
 6= 0o;
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Xl;m1 
n
xi; j 2Wh; cl;mi; j
 
un(xl;m)
 6= 0o;
and C˜1 and NX be integers,
C˜1  [C1g0]+1; NX  2(2C˜1+1)2: (20)
We note that, from an inequality
]Xl;mk  (2C˜1+1)2 (k = 0; 1);
it holds that
]Xl;m  ]Xl;m0 + ]Xl;m1  NX: (21)
Therefore, from Lemma A.2 and (21) the sum åxi; j2Wh x
l;m
i; j is estimated as
å
xi; j2Wh
x l;mi; j = å
xi; j2Xl;m
x l;mi; j  å
xi; j2Xl;m0 [Xl;m1
x l;mi; j  å
xi; j2Xl;m0
x l;mi; j + å
xi; j2Xl;m1
x l;mi; j
 (]Xl;m0 + ]Xl;m1 )2U¥1 (C1+ g0)Dt (by Lemma A.2)
 2NXU¥1 (C1+ g0)Dt (by (21)): (22)
Combining (22) with (19), we get (17) for c1 = NXU¥1 (C1+ g0).
Applying Lemma 1, we have an estimate on Ñhvh.
Lemma 2. Suppose [H0;1(u)], [HG(u)], [Hu(Dt)] and [HwCFL(Dt)]. Then, for any function
vh 2Vh and n= 1;    ;NT , it holds that(P( 12 ;0)h Ñh1vh)Xn1 2l2(W( 12 ;0)h )+
(P(0; 12 )h Ñh2vh)Xn1 2l2(W(0; 12 )h )
1=2
 (1+ c1Dt)jvhjh1(Wh): (23)
Proof. Regarding P(
1
2 ;0)
h and Ñh1vh as Ph and vh in Lemma 1, respectively, we have(P( 12 ;0)h Ñh1vh)Xn1 
l2(W
( 12 ;0)
h )
 (1+ c1Dt)kÑh1vhk
l2(W
( 12 ;0)
h )
; (24)
which implies the result.
Remark 10. If vh 2Vh0 in Lemmas 1 and 2, the inequalities (17) and (23) become
k(Phvh)Xnk kl2(Wh)  (1+ c1Dt)kvhkl2(Wh);(P( 12 ;0)h Ñh1vh)Xn1 2l2(W( 12 ;0)h )+
(P(0; 12 )h Ñh2vh)Xn1 2l2(W(0; 12 )h )
1=2
 (1+ c1Dt)jvhjh1(Wh):
In the next lemma we present discrete formulas of integration by parts, whose proofs are
given in Appendix A.2.
Lemma 3 (summation by parts). For vh and wh 2Vh0 we have
  (D˜(n)h;1vh;wh)Wh = (Ñ˜(n)h1 vh;Ñh1wh)
W
( 12 ;0)
h
;  (D˜(n)h;2vh;wh)Wh =

Ñ˜(n)h2 vh;Ñh2wh

W
(0; 12 )
h
;
(25a)
  (Ñ(2h)2Ñ(2h)1vh;wh)Wh = (Ñ(2h)1vh;Ñ(2h)2wh)Wh = (Ñ(2h)2vh;Ñ(2h)1wh)Wh : (25b)
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Now we prove the stability theorem and its corollary.
Proof of Theorem 1. Multiplying both sides of (10a) by h1h2f nh and summing up for all
x 2Wh, we have  
A
n 1=2
h fh; f
n
h

Wh
=
 
F
n 1=2
h ; f
n
h

Wh
: (26)
The definition of A n 1=2h leads to
LHS of (26)=

f nh  
 
Phf n 1h )Xn2
Dt
; f nh

Wh
  n
2

Dhf nh + D˜
(n)
h f
n 1
h ; f
n
h

Wh
  nDt
2
n 2
å
i=1
(Diuni )Dh;i+(D
2un1+D
1un2)Ñ(2h)1Ñ(2h)2
o
f n 1h ; f
n
h

Wh
 I1+ I2+ I3:
Let DDt be the backward difference operator
DDtf n  f
n f n 1
Dt
:
Lemmas 1, 2 and 3 imply the estimates,
I1  DDt
1
2
kf nh k2l2(Wh)

  c1kf n 1h k2l2(Wh)+
1
2Dt
kf nh   (Phf n 1h )Xn2 k2l2(Wh); (27a)
I2  DDt
nDt
4
jf nh j2h1(Wh)

  c1nDtjf n 1h j2h1(Wh)
+n
Ñhf nh + Ñ˜(n)h f n 1h
2
2
l2(W
( 12 ;0)
h )l2(W
(0; 12 )
h )
; (27b)
I3  c1nDt
 1
d0
jf n 1h j2h1(Wh)+d0jf
n
h j2h1(Wh)

; (27c)
for any positive number d0. Here we have used the following inequalities to obtain (27c), for
vh 2Vh0,  
Ñ(2h)1vh; Ñ(2h)1vh

Wh
 kÑh1vhk2
l2(W
( 12 ;0)
h )
; 
Ñ(2h)2vh; Ñ(2h)2vh

Wh
 kÑh2vhk2
l2(W
(0; 12 )
h )
:
It is obvious that
RHS of (26)= (F n 1=2h ;f
n
h )Wh 
d0
2
kf nh k2l2(Wh)+
1
2d0
kF n 1=2h k2l2(Wh): (28)
Combining the inequalities (27) and (28) with (26), we have
DDt
1
2
kf nh k2l2(Wh)+
nDt
4
jf nh j2h1(Wh)

+
1
2Dt
kf nh   (Phf n 1h )Xn2 k2l2(Wh)+n
Ñhf nh + Ñ˜(n)h f n 1h
2
2
l2(W
( 12 ;0)
h )l2(W
(0; 12 )
h )
 c1
n
d0(kf nh k2l2(Wh)+nDtjf
n
h j2h1(Wh))+kf
n 1
h k2l2(Wh)+nDt
 
1+
1
d0
jf n 1h j2h1(Wh)o
13
+
1
2d0
kF n 1=2h k2l2(Wh): (29)
Applying the discrete Gronwall inequality (cf. [18]) to (29) with a proper d0, we get (11).
Proof of Corollary 1. Since fh is nothing but the solution of (10) with (f 0; 12 ( f
n+ f n 1Xn1 )),
it holds that
LHS of (12) c(kf 0kl2(Wh)+
p
nDtjf 0jh1(Wh)+kFhkl2(l2)):
From Lemma 1 we have
kF n 1=2h kl2(Wh) =
1
2
( f n+ f n 1 Xn1 )

l2(Wh)
 1
2
k f nkl2(Wh)+(1+ c1Dt)k f n 1kl2(Wh)	;
which implies
kFhkl2(l2)  c1k fkl2(l2):
5 Proof of Theorem 2
In this section we prove Theorem 2 and Corollaries 2 and 3. The choice of a proper evaluation
point of the scheme plays a key role.
For functions u 2 C0(C0(W)) and f 2 C1(C0(W))\C0(C2(W)) we define an operator
A n 1=2 and a function Y n1 (x) by
A n 1=2f  ¶f
¶ t
n 1=2
+un 1=2 Ñf n 1=2 nDf n 1=2;
Y n1 (x)
x+Xn1 (x)
2
:
We evaluate scheme (9) at a point Pn 1=2(x) (Y n1 (x); tn 1=2) (cf. Fig. 3).
Remark 11. Y n1 (x) approximates X(t
n 1=2;x; tn) in O(Dt2),
Y n1 (x) = X(t
n 1=2;x; tn)  Dt
2
4
Z 1
0
ds1
Z 1
s1
X 00(tn 1=2+ s2
Dt
2
;x; tn)ds2; (30)
since both sides are equal to
x un(x)Dt
2
= X(tn) X 0(tn)Dt
2
:
Let f be the solution of (1), fh = ff nh gNTn=0Vh0 be the solution of (9) and eh = fenhgNTn=0
Vh0 be a function set defined by
enh(x) f nh (x) f n(x) (x 2Wh): (31)
From (9) and the fact that
A n 1=2f = f n 1=2 in W;
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Figure 3: The evaluation point used in the proof of Theorem 2
we have, for n= 1;    ;NT ,
A
n 1=2
h eh = R
n
f +R
n
A ; (32)
where
Rnf F n 1=2h   f n 1=2 Y n1 =
1
2
 
f n+ f n 1 Xn1
  f n 1=2 Y n1 ; (33a)
RnA  (A n 1=2f)Y n1  A n 1=2h f 
4
å
i=1
Rni +n
8
å
i=5
Rni ; (33b)
Rn1 
Df
Dt
n 1=2
Y n1  
Df
Dt
n 1=2 
X(tn 1=2; ; tn); (33c)
Rn2 
Df
Dt
n 1=2 
X(tn 1=2; ; tn)  f n f n 1 X(tn 1; ; tn)
Dt
; (33d)
Rn3 
f n 1 Xn2  f n 1
 
X(tn 1; ; tn)
Dt
; (33e)
Rn4 
(Phf n 1)Xn2  f n 1 Xn2
Dt
; (33f)
Rn5 
1
2
(Dh D)f n; (33g)
Rn6 
1
2

D˜(n)h f
n 1 Ñ   (Ñf n 1)Xn1 	; (33h)
Rn7 
1
2

Ñ   (Ñf n 1)Xn1 +Dt 2å
i=1
(Diuni )Dh;if n 1
+Dt(D2un1+D
1un2)Ñ(2h)1Ñ(2h)2f
n 1 Df n 1 Xn1
	
; (33i)
Rn8 
1
2
 
Df n+Df n 1 Xn1
 Df n 1=2 Y n1 : (33j)
In order to prove Theorem 2 we prepare two lemmas, which give estimates of kR f kl2(l2)
and kRA kl2(l2).
Lemma 4. Suppose [H0;1(u)], [HG(u)], [H2C( f )] and [Hu(Dt)]. Then, there exists a positive
constant M f such that
kR f kl2(l2)  cDt2M f ; (34a)
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where M f satisfies
M f  c1k fkZ2C ; c
0
1k fkZ2 : (34b)
Proof. Let g0 and F be functions defined by
g0(x; t) f
 
x  (tn  t)un(x); t; (x; t) 2W (tn 1; tn];
F(s) = F(s;x; tn) g0(x; tn 1=2+ s):
Then, it holds that
Rnf (x) = G1(F(;x; tn);Dt);
where G1 is given by (A.5a). From (A.6a) and the relationZ 1
 1
F 00(
Dt
2
s;x; tn)2 ds=
Z 1
 1
¶ 2g0
¶ t2
 
x; tn 1=2+
Dt
2
s
2 ds= 2
Dt
Z tn
tn 1
¶ 2g0
¶ t2
(x; t)2 dt;
we have
kR f kl2(l2) 
Dt2
8
n 2Dt
Z tn
tn 1
¶ 2g0
¶ t2
(; t)2 dt
o1=2
l2(l2)
=
Dt2
8
h
Dt
NT
å
n=1
h1h2 å
x2Wh
2
Dt
Z tn
tn 1
¶ 2g0
¶ t2
(x; t)2 dt
i1=2
=
p
2Dt2
8
hZ T
0
¶ 2g0¶ t2 (; t)2l2(Wh) dt
i1=2
=
p
2Dt2
8
¶ 2g0¶ t2 L2(0;T ;l2(Wh));
which leads to (34a) for
M f 
¶ 2g0¶ t2 L2(0;T ;l2(Wh)):
The first inequality of (34b) follows from f 2 Z2C and an identity
¶ 2g0
¶ t2
(x; t) =
n  ¶
¶ t
+un(x) Ñ2 fo x  (tn  t)un(x); t:
Since any sequence of Riemann sums fk¶ 2g0=¶ t2(; t)kl2(Wh)gh#0 converges to k¶ 2g0=¶ t2(; t)kL2(W),
there exists a constant h = h(g0)> 0 such that, for any h h,¶ 2g0¶ t2 L2(0;T ;l2(Wh))  2
¶ 2g0¶ t2 L2(0;T ;L2(W)):
Transforming the variable x into y= x (tn t)un(x) and evaluating the Jacobian by 1+c1Dt,
we have¶ 2g0¶ t2 L2(0;T ;L2(W))  c0h NTån=1
Z tn
tn 1
dt

Z
W
n¶ 2 f
¶ t2
2
+
2
å
i=1
 ¶ 2 f
¶ t¶xi
2
+
2
å
i; j=1
 ¶ 2 f
¶xi¶x j
2o
(x  (tn  t)un(x); t)dx
i1=2
16
 c0(1+ c1Dt)
hZ T
0
dt
Z
W
n¶ 2 f
¶ t2
2
+
2
å
i=1
 ¶ 2 f
¶ t¶xi
2
+
2
å
i; j=1
 ¶ 2 f
¶xi¶x j
2o
(y; t)dy
i1=2
 c1k fkZ2 ;
which implies the second inequality of (34b).
Remark 12. In the following Lemmas A.7–A.14 we omit similar discussions to prove in-
equalities corresponding to the second one of (34b).
Lemma 5 (truncation error of A n 1=2h ). Suppose [H2C(u)], [HG(u)], [H3C(f)], [H2C(Df)],
[Hu(Dt)] and [HwCFL(Dt)]. Then, there exists a positive constant MA such that
kRA kl2(l2)  c1(Dt2+h)MA ; (35a)
where MA satisfies
MA  c5(kfkZ3C +kDfkZ2C); c
0
5(kfkZ3 +kDfkZ2): (35b)
Proof. Let MA  å4i=1Mi + nå8i=5Mi (cf. Lemmas A.7–A.14 for Mi). From (33b) and
Lemmas A.7–A.14 we have
kRA kl2(l2) 
4
å
i=1
kRikl2(l2)+n
8
å
i=5
kRikl2(l2)
 Dt2c(M1+M2+M3+nM8)+ c1nM7	
+h

cnM5+ c0(M4+nM6)+ c1nhM7
	
 c1(Dt2+h)MA ;
which leads to (35a). From Lemmas A.7–A.14, (35b) follows.
Now we prove the error estimate.
Proof of Theorem 2. Let enh 2Vh0, Rnf and RnA be functions defined by (31), (33a) and (33b),
respectively. Then, (32) implies that eh = fenhgNTn=0 Vh0 is the solution of scheme (10) with
(0;Rnf +R
n
A ). Applying Theorem 1 for eh, we have, from Lemmas 4 and 5,
LHS of (13) c1kR f +RA kl2(l2)  c1(kR f kl2(l2)+kRA kl2(l2))
 c1(Dt2+h)M;
where
M M f +MA  c5(kfkZ3C +kDfkZ2C): (36)
Therefore the inequality (13) holds for a constant c= c5 independent of h and Dt.
Corollaries 2 and 3 are proved as follows.
Proof of Corollary 2. Let e > 0 be any fixed number. It holds that
kf  fhkX  kf  f dkX +kf d  f dh kX +kf dh  fhkX ; (37)
where k  kX  k  kl¥(l2) +
p
nj  jl2(h10), d > 0 is any (small) number, f d is a mollification
of f [3], f dh = ff d ;nh gNTn=0 is the solution of scheme (10) with (f d ;0; 12 ( f d ;n+ f d ;n 1 Xn1 )),
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f d ;0  f d (;0) 2C0(W), f d ;n  f d (;nDt) and f d  Df d=Dt nDf d 2C0(C0(W)). There
exists d1 > 0, independent of h, such that, for d  d1,
kf  f dkX  ckf  f dkC0(C1(W)) <
e
3
: (38a)
Let us consider kf dh  fhkX . Since fh is the solution of scheme (10) with (f 0; 12 ( f n+ f n 1 
Xn1 )), there exists d2 > 0, independent of h, such that, for d  d2,
kf dh  fhkX  c(kf d ;0 f 0kl2(Wh)+
p
nDtjf d ;0 f 0jh1(Wh)+k f d   fkl2(l2))
 c(kf d ;0 f 0kC0(W)+
p
nDtjf d ;0 f 0jC1(W)+k f d   fkC0(C0(W)))
<
e
3
; (38b)
from Theorem 1 (stability), [H1;0(f)] and [H0;2(f)]. Now we fix d = minfd1;d2g. Then,
there exists a constant h = h(f d )> 0 such that, for h h,
kf d  f dh kX  c(Dt2+h)(kf dkZ3C +kDf
dkZ2C)<
e
3
; (38c)
from Theorem 2 (error estimate) and [HwCFL(Dt)]. Combining (38) with (37), we obtain
kf  fhkX < e;
which implies (14).
Proof of Corollary 3. Since (36) can be replaced by
M  c5(kfkZ3 +kDfkZ2)
in virtue of Lemmas 4 and 5 in the proof of Theorem 2, we obtain the result.
6 A characteristics finite difference scheme of second order
in both time and space
Theorem 2 shows that the convergence order of scheme (9) is O(Dt2+h). In this section we
improve the accuracy in space by introducing a biquadratic interpolation operator.
Let N1 and N2 be a pair of even numbers. Let hk(; i;h) : R! R (i 2 Z; h> 0; k = 0; 1)
be functions defined by
h0(x ; i;h)
8>>>><>>>>:

1+
x   ih
h

1+
x   ih
2h

(x 2 [(i 2)h; ih]);
1  x   ih
h

1  x   ih
2h

(x 2 [ih;(i+2)h]);
0 (otherwise);
h1(x ; i;h)
8<:

1  x   ih
h

1+
x   ih
h

(x 2 [(i 1)h;(i+1)h]);
0 (otherwise):
For each (i; j) we define a function f (2)i; j (x),
f (2)i; j (x1;x2) hk(i)(x1; i;h1)hk( j)(x2; j;h2); k(l)
(
0 (l 2 2Z);
1 (l 2 f2Z+1g):
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We define a biquadratic interpolation operator P(2)h : Vh !C0(W) by
P(2)h vh  å
xi; j2Wh
vh(xi; j)f
(2)
i; j :
We also define bilinear interpolation operators Pˇ(a;b );(1)h :V
(a;b )
h !C0(W) by
Pˇ(a ;b );(1)h vh  å
xi; j2eW(a;b )h
v˜h(xi; j)fi; j
for (a ;b ) = (1=2;0) and (0;1=2), where
v˜h(xi; j)8>>>>>>>>>><>>>>>>>>>>:
vh(xi; j) (xi; j 2W(
1
2 ;0)
h [W
(0; 12 )
h );
3vh(x1=2; j) 3vh(x3=2; j)+ vh(x5=2; j) (xi; j 2 eW( 12 ;0)h ; i= 1=2);
3vh(xN1 1=2; j) 3vh(xN1 3=2; j)+ vh(xN1 5=2; j) (xi; j 2 eW( 12 ;0)h ; i= N1+1=2);
3vh(xi;1=2) 3vh(xi;3=2)+ vh(xi;5=2) (xi; j 2 eW(0; 12 )h ; j = 1=2);
3vh(xi;N2 1=2) 3vh(xi;N2 3=2)+ vh(xi;N2 5=2) (xi; j 2 eW(0; 12 )h ; j = N2+1=2):
A characteristics finite difference scheme of second order in both time and space for
problem (1) is to find ff nh gNTn=0 Vh0 such that, for n= 1;    ;NT ,
A
n 1=2;(2)
h fh =
1
2
( f n+ f n 1 Xn1 ) on Wh; (39a)
f 0h = f
0 on Wh; (39b)
where
A
n 1=2;(2)
h M n 1=2;(2)h + Lˇ n 1=2;(1)h ; M n 1=2;(2)h fh 
f nh  
 
P(2)h f
n 1
h
Xn2
Dt
;
and Lˇ n 1=2;(1)h is a modified operator of L
n 1=2;(1)
h obtained by replacing P
( 12 ;0);(1)
h in (7a)
and P(0;
1
2 );(1)
h in (7b) by Pˇ
( 12 ;0);(1)
h and Pˇ
(0; 12 );(1)
h , respectively.
The interpolation operators P(2)h , Pˇ
( 12 ;0);(1)
h and Pˇ
(0; 12 );(1)
h derive higher-order estimates,
which are described in Lemmas A.10 (ii) and A.12 (ii). By Lemmas A.7–A.14 under [HCFL(Dt)],
we get the next proposition.
Proposition 2 (truncation error ofA n 1=2;(2)h ). Suppose [H0;3(u)], [H2C(u)], [HG(u)], [H3C(f)],
[H2C(Df)], [Hu(Dt)] and [HCFL(Dt)]. Let R
n;(2)
A be a function defined by
Rn;(2)A  (A n 1=2f)Y n1  A n 1=2;(2)h f : (40)
Then, there exists a positive constant M(2)A such that
kR(2)A kl2(l2)  c1(Dt2+h2)M(2)A ; (41a)
where M(2)A satisfies
M(2)A  c6(kfkZ3C +kDfkZ2C); c
0
6(kfkZ3 +kDfkZ2): (41b)
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Proof. In the proof of Lemma 5 we can replace M4, M5 and M6 by M
(2)
4 , M
(2)
5 and M
(2)
6 ,
which are evaluated by O(h2) in virtue of Lemmas A.10–A.12. Thus we get (41a). The
condition [HCFL(Dt)] is required in Lemma A.12 (ii).
Proposition 2 implies that scheme (39) has higher accuracy in space than scheme (9).
Stability and convergence theorems for scheme (39) will be obtained, if we can prove the
estimate
k(P(2)h vh)Xn2 kl2(Wh)  (1+ cDt)kvhkl2(Wh);
which is corresponding to (17) in Lemma 1. To prove the above estimate is a future work.
7 Numerical results
In this section we show numerical results for the following problem.
Example 1 (rotating Gaussian hill). In the problem (1) we set
W= (0;1)2; T = 2p; u=
  (x2 0:5);x1 0:5T ; f = 0;
and three values of
n = 510 4; 10 3; 210 3:
The initial function f 0 is given so that the exact solution is
f(x1;x2; t) =
s
s +4nt
exp

  (x1(t)  x1;c)
2+(x2(t)  x2;c)2
s +4nt

;
where
(x1(t); x2(t))T
  (x1 0:5)cos t+(x2 0:5)sin t;   (x1 0:5)sin t+(x2 0:5)cos tT ;
(x1;c;x2;c) (0:25;0); s  0:01:
We take division numbers N1 = N2 = 16; 32; 64; 128 and 256, and the relations h1 =
h2 = hmin = h and g0 = 1 hold for such meshes. In the example U¥0 = 1=2 and U¥1 = 1.
We choose Dt = 4h and h for schemes (9) and (39), respectively, where the relations satisfy
[HwCFL(Dt)] with C1 = 2 for (9) and [HCFL(Dt)] for (39). We calculate Err defined by
Err  kf  fhkl¥(l2)kfkl¥(l2)
as an error between the finite difference and the exact solutions. Fig. 4 shows the graphs
of Err versus h by schemes (9) (left) and (39) (right) in logarithmic scale for all n . As
mentioned in Remark 9, the theoretical convergence order of scheme (9) under [HwCFL(Dt)]
is O(Dt2+h) = O(h). In the left graph of Fig. 4 we can observe Err is almost of first order
in h for all n . These results are consistent with Theorem 2. For scheme (39) with Dt = h the
accuracy is O(Dt2 + h2) = O(h2) by Proposition 2. The right graph of Fig. 4 exhibits that
Err is almost of second order in h for all n , which is the advantage of scheme (39), though it
remains to prove stability and convergence theorems for the scheme.
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Figure 4: Err versus h by schemes (9) (left) and (39) (right) for n = 5 10 4, 10 3 and
210 3.
Remark 13. For the computation of P(1)h f
n 1
h Xn1 (x) in scheme (9), we have to find a pair
(i; j) 2 Z1=2Z1=2 such that Xn1 (x) 2 Ki; j. For y= Xn1 (x) it is written as
(i; j) =
h y1
h1
i
+
1
2
;
h y2
h2
i
+
1
2

;
while it costs much more to find an element where Xn1 (x) belong in unstructured meshes.
8 Conclusions
We have presented two new characteristics finite difference schemes for convection-diffusion
problems, which are of second order in Dt and symmetric. These finite difference schemes
are extensions of the characteristics finite element scheme of second order in time in [13].
In the case of characteristics finite element methods we need to pay attention to numerical
integration of composite functions. However, in the case of characteristics finite difference
methods we do not need it. For scheme (9) we have proved the stability and convergence
theorems under some conditions includingU¥0 Dt  ch, and the convergence order is O(Dt2+
h). For scheme (39) we have shown that the accuracy is of second order in both time and
space. To prove stability and convergence theorems for scheme (39) is a future work. We
have also given numerical results to observe the convergence orders of the schemes. For
scheme (9) the convergence order proved in Theorem 2 has been recognized in the numerical
results. For scheme (39) the numerical results have been correspondent to the accuracy given
in Proposition 2, and have shown the advantage of the scheme.
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Appendix
Here we omit ’(1)’ from P(1)h , P
( 12 ;0);(1)
h and P
(0; 12 );(1)
h except in Lemma A.10.
A.1 Tools for the proof of Lemma 1
Lemma A.1 (Properties of the “proportional weight”). Let w 2 R2 be a constant vector, h1
and h2 be mesh sizes and Dt be a time increment. The proportional weights fcl;mi; j (w)gi; j;l;m2Z=
fcl;mi; j (w; Dt;h1;h2)gi; j;l;m2Z defined by (16) have the following properties.
(i) cl;mi; j (w) 0 (i; j; l; m 2 Z).
(ii) For any fixed integers i and j there are at most four non-zero values in fcl;mi; j (w)gl;m2Z,
and it holds that
å
xl;m2Wh
cl;mi; j (w) å
xl;m2Wh
cl;mi; j (w) å
l;m2Z
cl;mi; j (w) = 1:
(iii) For any fixed integers l and m there are at most four non-zero values in fcl;mi; j (w)gi; j2Z,
and it holds that
å
xi; j2Wh
cl;mi; j (w) å
xi; j2Wh
cl;mi; j (w) å
i; j2Z
cl;mi; j (w) = 1:
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(iv) Assume vh 2Vh, i and j 2 Z, and xi; j wDt 2W. Then, it holds that
(Phvh)(xi; j wDt) = å
xl;m2Wh
cl;mi; j (w)vh(xl;m)

= å
(l;m)2L(0;0)(xi; j wDt)
cl;mi; j (w)vh(xl;m)

:
Proof. Since the support of fl;m is equal to
S
a=l1=2;b=m1=2Ka ;b , the above results follow
immediately from the definition (16).
Lemma A.2. Let w 2 C1(W) be a velocity satisfying wjG = 0 and W0 and W1 be positive
constants defined by
W0 max
n
jw(x)j¥; x 2W
o
; W1 max
n
jÑw j(x)j1; x 2W; j = 1; 2
o
:
Let C1 be any positive constant independent of h and Dt. Assume Dt satisfies inequalities
Dt < 1=kwkW 1;¥(W) and Dt  C1hmin=W0. Suppose xi; j and xl;m 2 Wh and xi; j w(xi; j)Dt 2
supp(fl;m). Then, it holds thatcl;mi; j  w(xi; j)  cl;mi; j  w(xl;m) 2W1Dt(C1+ g0); (A.1)
where cl;mi; j = c
l;m
i; j (  ; Dt;h1;h2).
Proof. From the Taylor formula we have
LHS of (A.1)=
fl;m(xi; j w(xi; j)Dt) fl;m(xi; j w(xl;m)Dt)
=
Z 1
0
Ñfl;m

s
 
xi; j w(xi; j)Dt

+(1  s) xi; j w(xl;m)Dt
   w(xi; j)Dt+w(xl;m)Dt ds
 1
h1
jw1(xi; j)Dt w1(xl;m)Dtj+ 1h2 jw2(xi; j)Dt w2(xl;m)Dtj
 Dt
hmin
jw1(xi; j) w1(xl;m)j+ jw2(xi; j) w2(xl;m)j	
 2W1 Dthmin jxi; j  xl;mj¥
 2W1 Dthmin (W0Dt+h) (by xi; j w(xi; j)Dt 2 supp(fl;m))
 2W1Dt(C1+ g0) (by Dt C1hmin=W0; (2)):
A.2 Proof of Lemma 3
At first, we prove the first equation of (25a). We have, from the definition of D˜(n)h;1 (cf. (7e))
and vhjGh = whjGh = 0,
LHS of the first equation of (25a)
= h2 å
0<i<N1
0< j<N2
(Ñ˜(n)h1 vh)(xi+ 12 ; j)wh(xi; j)+h2 å0<i<N1
0< j<N2
(Ñ˜(n)h1 vh)(xi  12 ; j)wh(xi; j)
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= h2 å
0i<N1
0< j<N2
(Ñ˜(n)h1 vh)(xi+ 12 ; j)wh(xi; j)+h2 å0i<N1
0< j<N2
(Ñ˜(n)h1 vh)(xi+ 12 ; j)wh(xi+1; j)
= h1h2 å
0i<N1
0< j<N2
(Ñ˜(n)h1 vh)(xi+ 12 ; j)(Ñh1wh)(xi+ 12 ; j)
= h1h2 å
x2W(
1
2 ;0)
h
(Ñ˜(n)h1 vh)(x)(Ñh1wh)(x);
which implies the first equation of (25a). Since the other equation of (25a) similarly holds,
we get (25a). For the first equality of (25b) we also have
LHS of the first equation of (25b)
= h1
2 å0<i<N1
0< j<N2
(Ñ(2h)1vh)(xi; j+1)wh(xi; j)+
h1
2 å0<i<N1
0< j<N2
(Ñ(2h)1vh)(xi; j 1)wh(xi; j)
= h1
2 å0<i<N1
0< j<N2
(Ñ(2h)1vh)(xi; j)wh(xi; j 1)+
h1
2 å0<i<N1
0< j<N2
(Ñ(2h)1vh)(xi; j)wh(xi; j+1)
= h1h2 å
0<i<N1
0< j<N2
(Ñ(2h)1vh)(xi; j)(Ñ(2h)2wh)(xi; j)
= h1h2 å
x2Wh
(Ñ(2h)1vh)(x)(Ñ(2h)2wh)(x);
which guarantees the first equality of (25b). The proof of the other equation is similar.
A.3 Tools for the estimate of truncation errors
We prepare four lemmas used for the estimate of the truncation error ofAh. We often use the
notation X = X(;x; tn) if there is no confusion.
At first we show a lemma on the bilinear interpolation and its corollary. Let Iˆ be the
identity operator, Dˆk  ¶=¶ xˆk, Ñˆ (Dˆ1; Dˆ2)T , eˆk  (dk1;dk2)T (k= 1;2), Lˆ f(0;0); (1;0);
(0;1); (1;1)g, xˆi; j  ieˆ1+ jeˆ2,
fˆ0;0(xˆ) (1  xˆ1)(1  xˆ2); fˆ1;0(xˆ) xˆ1(1  xˆ2);
fˆ0;1(xˆ) (1  xˆ1)xˆ2; fˆ1;1(xˆ) xˆ1xˆ2;
and
(Pˆ fˆ )(xˆ) å
(i; j)2Lˆ
fˆ (xˆi; j)fˆi; j(xˆ) ( fˆ 2C0([0;1]2)):
Lemma A.3. (i) Let fˆ 2C2([0;1]2) and xˆ 2 [0;1]2 be any point. Then, it holds that
(Pˆ  Iˆ) fˆ (xˆ) = å
(i; j)2Lˆ
Tˆ1(xˆ; i; j)fˆi; j(xˆ);
where
Tˆ1(xˆ; i; j)
Z 1
0
dsˆ1
Z sˆ1
0
 
aˆ(xˆ; i; j)  Ñˆ2 fˆ	 Aˆ(xˆ; i; j; sˆ2)dsˆ2;
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aˆ(xˆ; i; j) xˆi; j  xˆ; Aˆ(xˆ; i; j; sˆ) xˆ+ sˆ aˆ(xˆ; i; j):
(ii) If fˆ 2C3([0;1]2), (Pˆ  Iˆ) fˆ can be also written as
(Pˆ  Iˆ) fˆ (xˆ) = 1
2
2
å
k=1

xˆk(1  xˆk)Dˆkk fˆ
	
(xˆ)+ Sˆ2(xˆ); (A.2)
where
Sˆ2(xˆ) å
(i; j)2Lˆ
Tˆ2(xˆ; i; j)fˆi; j(xˆ);
Tˆ2(xˆ; i; j)
Z 1
0
dsˆ1
Z sˆ1
0
dsˆ2
Z sˆ2
0
 
aˆ(xˆ; i; j)  Ñˆ3 fˆ	 Aˆ(xˆ; i; j; sˆ3)dsˆ3:
Proof. We show only (ii), because the proof of (i) is easier than one of (ii). From the follow-
ing identities,
fˆ (xˆ) = å
(i; j)2Lˆ
fˆ (xˆ)fˆi; j(xˆ); (A.3a)
å
(i; j)2Lˆ
 
aˆ(xˆ; i; j)  Ñˆ fˆ	(xˆ)fˆi; j(xˆ) = 0; (A.3b)
å
(i; j)2Lˆ
aˆ1(xˆ; i; j) aˆ2(xˆ; i; j)fˆi; j(xˆ) = 0; (A.3c)
å
(i; j)2Lˆ
aˆk(xˆ; i; j)2fˆi; j(xˆ) = xˆk(1  xˆk) (k = 1;2); (A.3d)
we have
LHS of (A.2)= å
(i; j)2Lˆ
f fˆ (xˆi; j)  fˆ (xˆ)gfi; j(xˆ) (by (A.3a))
= å
(i; j)2Lˆ
Z 1
0
 
aˆ(xˆ; i; j)  Ñˆ fˆ	 Aˆ(xˆ; i; j; sˆ1)dsˆ1 fi; j(xˆ)
= å
(i; j)2Lˆ
Z 1
0
dsˆ1
Z sˆ1
0
 
aˆ(xˆ; i; j)  Ñˆ2 fˆ	 Aˆ(xˆ; i; j; sˆ2)dsˆ2 fi; j(xˆ)
(by (A.3b))
=
1
2 å
(i; j)2Lˆ
 
aˆ(xˆ; i; j)  Ñˆ2 fˆ	(xˆ)dsˆ2 fi; j(xˆ)+ Sˆ2(xˆ)
=
1
2
2
å
k=1

xˆk(1  xˆk)Dˆkk fˆ
	
(xˆ)+ Sˆ2(xˆ) (by (A.3c); (A.3d));
which implies (A.2).
Corollary A.1. (i) Let (a;b ) 2 f(0;0);( 12 ;0);(0; 12 )g be a fixed pair, (l;m) 2 Za+1=2 
Zb+1=2 be another pair, v 2 C2(Kl;m) be a function and x 2 Kl;m be any point. Then, it
holds that
(P(a;b )h   I)v(x) = å
(i; j)2L(a;b )(x)
T1(x; i; j)fi; j(x) S1(x);
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where
T1(x; i; j)
Z 1
0
ds1
Z s1
0
 
a(x; i; j) Ñ2v	 A(x; i; j;s2)ds2;
a(x; i; j) xi; j  x; A(x; i; j;s) x+ sa(x; i; j):
Moreover, it holds that
jS1(x)j  ch2kvkC2(Kl;m):
(ii) If v 2C3(Kl;m), then (P(a;b )h   I)v can be also written as
(P(a;b )h   I)v(x) =
1
2

(pp˜D11+qq˜D22)v
	
(x)+S2(x);
where
p= p(x) x1  (l 1=2)h1; p˜= p˜(x) (l+1=2)h1  x1;
q= q(x) x2  (m 1=2)h2; q˜= q˜(x) (m+1=2)h2  x2;
S2(x) å
(i; j)2L(a;b )(x)
T2(x; i; j)fi; j(x);
T2(x; i; j)
Z 1
0
ds1
Z s1
0
ds2
Z s2
0
 
a(x; i; j) Ñ3v	 A(x; i; j;s3)ds3:
Moreover, it holds that
jS2(x)j  ch3kvkC3(Kl;m):
Proof. Considering a function defined by
fˆ (xˆ) = v
 
xl 1=2;m 1=2+(h1xˆ1;h2xˆ2)T

;
and applying Lemma A.3 to above fˆ , we obtain the result.
Next, we present a basic lemma on finite difference formulae and its corollary. The proof
of the lemma is omitted, as it is easy.
Lemma A.4. Let f : [ 1;1]! R be a function. Then, it holds that
1
2
f f (1)+ f   1)g  f (0) = 1
2
Z 1
0
ds1
Z s1
 s1
f 00(s2) ds2
( f 2C2[ 1;1]); (A.4a)
1
2
f f (1)  f ( 1)g  f 0(0) = 1
2
Z 1
0
ds1
Z s1
0
ds2
Z s2
 s2
f 000(s3) ds3
( f 2C3[ 1;1]); (A.4b)
f f (1) 2 f (0)+ f ( 1)g  f 00(0) =
Z 1
0
ds1
Z s1
0
ds2
Z s2
0
ds3
Z s3
 s3
f 0000(s4) ds4
( f 2C4[ 1;1]): (A.4c)
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Corollary A.2. Let d be a positive number and F : [ d=2;d=2]! R be a function. Then, it
holds that
G1(F ;d ) 12
n
F
 d
2

+F
  d
2
o F(0)
=
d 2
8
Z 1
0
ds1
Z s1
 s1
F 00
 d
2
s2

ds2
 
F 2C2 d
2
;
d
2

; (A.5a)
G2(F ;d )
F
  d
2
 F   d2 
d
 F 0(0)
=
d 2
8
Z 1
0
ds1
Z s1
0
ds2
Z s2
 s2
F 000
 d
2
s3

ds3
 
F 2C3 d
2
;
d
2

; (A.5b)
G3(F ;d )
F
  d
2
 2F(0)+F   d2   d
2
2  F 00(0)
=
d 2
4
Z 1
0
ds1
Z s1
0
ds2
Z s2
0
ds3
Z s3
 s3
F 0000
 d
2
s4

ds4
 
F 2C4 d
2
;
d
2

: (A.5c)
Proof. Setting f (s)  F(sd=2) and applying Lemma A.4, we immediately get the results.
The following two lemmas are useful for our analysis.
Lemma A.5. Let d be a positive number, F = F(;x; tn) : [ d=2;d=2]!R be a function for
x 2Wh and n= 1;    ;NT . Let rni :Wh ! R (i= 1;2;3) be functions defined by
rni (x) Gi(F(;x; tn);d ) (i= 1;2;3):
Then, it holds that
kr1kl2(l2) 
d 2
8
nZ 1
 1
F 00(
d
2
s; ; )2 ds
o1=2
l2(l2)
 
F 2C2 d
2
;
d
2

; (A.6a)
kr2kl2(l2) 
d 2
8
p
6
nZ 1
 1
F 000(
d
2
s; ; )2 ds
o1=2
l2(l2)
 
F 2C3 d
2
;
d
2

; (A.6b)
kr3kl2(l2) 
d 2
24
p
2
nZ 1
 1
F 0000(
d
2
s; ; )2 ds
o1=2
l2(l2)
 
F 2C4 d
2
;
d
2

: (A.6c)
Proof. We prove (A.6b). From (A.5b) and the Schwarz inequality we have
rn2(x)
2   d 2
8
2nZ 1
0
ds1
Z s1
0
ds2
Z s2
 s2
ds3
onZ 1
0
ds1
Z s1
0
ds2
Z 1
 1
F 000
 d
2
s3
2 ds3o
=
  d 2
8
p
6
2 Z 1
 1
F 000
 d
2
s
2 ds;
which implies (A.6b). The proofs of (A.6a) and (A.6c) are similar.
Lemma A.6. Let f 2C1(W;R) and a;b 2C0(W;W) be given functions. Let r 2C0(W;R) be
a function defined by
r  f b  f a:
Then, it holds that
r =
Z 1
0
(b a) Ñ f (sb+(1  s)a)ds; krkl2(Wh)  kgkl2(Wh); (A.7)
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where
g
hZ 1
0

(b a) Ñ f (sb+(1  s)a)	2dsi1=2 2C0(W;R):
Proof. The first equation (A.7) follows from
r =
h
f (sb+(1  s)a)
i1
s=0
=
Z 1
0
(b a) Ñ f (sb+(1  s)a) ds:
The Schwarz inequality yields
r2 
Z 1
0

(b a) Ñ f (sb+(1  s)a)	2 ds= g2;
which implies the rest of (A.7).
A.4 Estimates of the truncation error
Here we evaluate each term Ri (i= 1;    ;8) of the truncation error RA in (33c)–(33j).
Lemma A.7. Suppose [H1C(u)], [HG(u)], [H1C(Ñf)] and [Hu(Dt)]. Then, there exists a posi-
tive constant M1 such that
kR1kl2(l2)  cDt2M1; (A.8a)
where M1 satisfies
M1  c4kÑfkZ1C ; c
0
4kÑfkZ1 : (A.8b)
Proof. Substituting (Df=Dt)n 1=2, X(tn 1=2; ; tn) and Y n1 into f , a and b in Lemma A.6,
respectively, we have
kR1kl2(l2)  kg˜1kl2(l2); (A.9)
where
g˜n1(x)
hZ 1
0
n 
Y n1 (x) X(tn 1=2;x; tn)

ÑDf
Dt
n 1=2 
s0Y n1 (x)+(1  s0)X(tn 1=2;x; tn)
o2
ds0
i1=2
:
We evaluate kg˜1kl2(l2). Let g1 be a function defined by
g1(x; t)
hZ 1
0
n
X 00(t;x; tn) ÑDf
Dt
n 1=2 
sY n1 (x)+(1  s)X(tn 1=2;x; tn)
o2
ds
i1=2
;
(x; t) 2W (tn 1; tn]:
From (30) we have
g˜n1(x)
2 =
Dt4
16
Z 1
0
nZ 1
0
ds1
Z 1
s1
X 00(tn 1=2+ s2
Dt
2
;x; tn)ds2
ÑDf
Dt
n 1=2 
s0Y n1 (x)+(1  s0)X(tn 1=2;x; tn)
o2
ds0
29
 Dt
4
32
Z 1
0
ds0
Z 1
0
n
X 00(tn 1=2+ s2
Dt
2
;x; tn)
ÑDf
Dt
n 1=2 
s0Y n1 (x)+(1  s0)X(tn 1=2;x; tn)
o2
ds2
 Dt
3
16
Z 1
0
ds0
Z tn
tn 1=2
n
X 00(t;x; tn)
ÑDf
Dt
n 1=2 
s0Y n1 (x)+(1  s0)X(tn 1=2;x; tn)
o2
dt
(by t = tn 1=2+ s2Dt=2)
 Dt
3
16
Z tn
tn 1
dt
Z 1
0
n
X 00(t;x; tn) ÑDf
Dt
n 1=2 
s0Y n1 (x)+(1  s0)X(tn 1=2;x; tn)
o2
ds0
=
Dt3
16
Z tn
tn 1
g1(x; t)2dt;
which leads to
kg˜1kl2(l2) 
Dt2
4
kg1kL2(0;T ;l2(Wh)): (A.10)
From (A.9) and (A.10) the inequality (A.8a) is obtained for
M1  kg1kL2(0;T ;l2(Wh)):
Lemma A.8. Suppose [H2C(u)], [HG(u)] and [H3C(f)]. Then, there exists a positive constant
M2 such that
kR2kl2(l2)  cDt2M2; (A.11a)
where M2 satisfies
M2  c5kfkZ3C ; c
0
5kfkZ3 : (A.11b)
Proof. Using G2 in (A.5b), we can write
Rn2(x) = G2(F(;x; tn);Dt);
where
F(s;x; tn) f(X(tn 1=2+ s;x; tn); tn 1=2+ s):
Let g2 be a function defined by
g2(x; t) D
3f
Dt3
 
X(t;x; tn); t

; (x; t) 2W (tn 1; tn]:
Then, from (A.6b) and the relation,Z 1
 1
F 000(
Dt
2
s;x; tn)2ds=
Z 1
 1
D3f
Dt3
 
(X(tn 1=2+
Dt
2
s;x; tn); tn 1=2+
Dt
2
s)
2ds
=
2
Dt
Z tn
tn 1
D3f
Dt3
 
X(t;x; tn); t
2 dt
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=
2
Dt
Z tn
tn 1
g2(x; t)2dt;
we obtain (A.11a) for
M2  kg2kL2(0;T ;l2(Wh)):
Inequalities (A.11b) follow from D3f=Dt3 = (¶=¶ t+u Ñ)3f .
LemmaA.9. Suppose [H2C(u)], [HG(u)], [H0;1(f)] and [Hu(Dt)]. Then, there exists a positive
constant M3 such that
kR3kl2(l2)  cDt2M3; (A.12a)
where M3 satisfies
M3  c5kfkC0(C1(W)); c05kfkL2(H1(W)): (A.12b)
Proof. Substituting f n 1, X(tn 1; ; tn) and Xn2 into f , a and b in Lemma A.6, respectively,
we have
kR3kl2(l2)  kg˜3kl2(l2); (A.13)
where
g˜n3(x)
1
Dt
hZ 1
0
n 
Xn2 (x) X(tn 1;x; tn)

Ñf n 1 s0Xn2 (x)+(1  s0)X(tn 1)o2 ds0i1=2:
We evaluate kg˜3kl2(l2). It holds that
Xn2 (x) X(tn 1;x; tn) = fX(tn;x; tn) X 0(tn 1=2;x; tn)Dt X(tn 1;x; tn)g
+fun 1=2(X(tn 1=2;x; tn)) un 1=2(Y n1 (x))gDt
 In1 (x)+ In2 (x): (A.14)
For F(s) = F(s;x; tn) X(tn 1=2+ s) we have, from (A.5b),
In1 (x) = DtG2(F(;x; tn);Dt)
=
Dt3
8
Z 1
0
ds1
Z s1
0
ds2
Z s2
 s2
X 000(tn 1=2+
Dt
2
s3;x; tn)ds3: (A.15a)
Substituting un 1=2, Y n1 and X(t
n 1=2; ; tn) into r, a and b in Lemma A.6, respectively, and
using (30), we have
In2 (x) = Dt
Z 1
0
fX(tn 1=2;x; tn) Y n1 (x)g
Ñun 1=2 s1X(tn 1=2;x; tn)+(1  s1)Y n1 (x)ds1
=
Dt3
4
Z 1
0
nZ 1
0
ds2
Z 1
s2
X 00(tn 1=2+
Dt
2
s3)ds3
o
Ñun 1=2 s1X(tn 1=2;x; tn)+(1  s1)Y n1 (x)ds1: (A.15b)
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Then, the equations (A.14) and (A.15) yield
g˜n3(x)
2 =
1
Dt2
Z 1
0
n
(In1 + I
n
2 )(x) Ñf n 1
 
s0Xn2 (x)+(1  s0)X(tn 1)
o2
ds0
 cDt4
Z 1
0
nZ 1
0
ds1
Z s1
0
ds2
Z s2
 s2
g31
 
x; tn 1=2+
Dt
2
s3;s0

ds3
+
Z 1
0
ds1
Z 1
0
ds2
Z 1
s2
g32
 
x; tn 1=2+
Dt
2
s3;s0;s1

ds3
o2
ds0
 cDt4
nZ 1
0
ds0
Z 1
 1
g31
 
x; tn 1=2+
Dt
2
s3;s0
2ds3
+
Z 1
0
ds0
Z 1
0
ds1
Z 1
0
g32
 
x; tn 1=2+
Dt
2
s3;s0;s1
2ds3o
 cDt3
nZ 1
0
ds0
Z tn
tn 1
g31(x; t;s0)2dt+
Z 1
0
ds0
Z 1
0
ds1
Z tn
tn 1=2
g32(x; t;s0;s1)2dt
o
 cDt3
Z tn
tn 1
g3(x; t)2 dt;
where
g31(x; t;s0) X 000(t;x; tn) Ñf n 1
 
s0Xn2 (x)+(1  s0)X(tn 1;x; tn)

;
(x; t) 2W (tn 1; tn];
g32(x; t;s0;s1)

X 00(t;x; tn)Ñun 1=2
 
s1X(tn 1=2;x; tn)+(1  s1)Y n1 (x)
	
Ñf n 1 s0Xn2 (x)+(1  s0)X(tn 1;x; tn);
(x; t) 2W (tn 1; tn];
g3(x; t)
nZ 1
0
g31(x; t;s0)2ds0+
Z 1
0
ds0
Z 1
0
g32(x; t;s0;s1)2 ds1
o1=2
;
(x; t) 2W (tn 1; tn]:
Therefore, we obtain
kg˜3kl2(l2)  cDt2kg3kL2(0;T ;l2(Wh));
which implies that, from (A.13), the inequality (A.12a) holds for
M3  kg3kL2(0;T ;l2(Wh)):
Inequalities (A.12b) follow from X 000(t) = (d=dt)2u(X(t); t) appearing in g31.
Lemma A.10. (i) Suppose [H0;1(u)], [HG(u)], [H0;2(f)] and [Hu(Dt)]. Then, there exists a
positive constant M4 such that
kR4kl2(l2)  c0hM4; (A.16a)
where M4 satisfies
M4  ckfkC0(C2(W)); c0kfkL2(H2(W)): (A.16b)
(ii) Suppose [H0;1(u)], [HG(u)], [H0;3(f)] and [Hu(Dt)]. Let R
n;(2)
4 be a function defined by
Rn;(2)4 
(P(2)h f
n 1)Xn2  f n 1 Xn2
Dt
: (A.17)
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Then, there exists a positive constant M(2)4 such that
kR(2)4 kl2(l2)  c0h2M(2)4 ; (A.18a)
where M(2)4 satisfies
M(2)4  ckfkC0(C3(W)); c0kfkL2(H3(W)): (A.18b)
Proof. Let n(= 1;    ;NT ) be any fixed integer and x = xa;b 2 Wh be any fixed lattice point,
and assume Xn2 (x) 2 Kl;m (W), where l and m 2 Z1=2. We set
y Xn2 (x); (x ;h)T  un 1=2(x un(x)Dt=2);
(p;q)T  y  xl 1=2;m 1=2 =
 
(a  l+1=2)h1 xDt; (b  m+1=2)h2 hDt
T
;
(p˜; q˜)T  xl+1=2;m+1=2  y:
Without loss of generality we can assume x  0, h  0, l < a and m< b (cf. Fig. A.1).
Figure A.1: Notation for the proof of Lemma A.10.
From Corollary A.1 (i) it holds that
(P(1)h   I)f n 1
	
(y) = å
(i; j)2L(0;0)(y)
T1(y; i; j)fi; j(y);
which implies
Rn4(x)
2  4
Dt2 å
(i; j)2L(0;0)(y)
n
T1(y; i; j)fi; j(y)
o2
:
When, e.g., (i; j) = (l 1=2;m 1=2), we haven
T1(y; i; j)fi; j(y)
o2

hZ 1
0
ds1
Z s1
0
n
(pD1+qD2)2f n 1
o 
A(y; i; j;s2)

ds2
p˜ q˜
h1h2
i2
 c
 p˜ q˜
h1h2
2
(p+q)4kf n 1k2C2(Kl;m)
33
 cf(pp˜)2+(qq˜)2gkf n 1k2C2(Kl;m) (by p; p˜; q; q˜ h; Hypothesis 5);
and, consequently, it holds thatn
T1(y; i; j)fi; j(y)
o2  cf(pp˜)2+(qq˜)2gkf n 1k2C2(Kl;m) ((i; j) 2 L(0;0)(y));
which implies
Rn4(x)
2  c (pp˜)
2+(qq˜)2
Dt2
kf n 1k2C2(Kl;m): (A.19)
Now we evaluate pp˜. From (0)p h1 it holds that
(a  l 1=2)h1  xDt:
In the case of a  l 1=2 2 N, from h1  xa l 1=2Dt U¥0 Dt we have
pp˜ h21 U¥0 Dth1:
Otherwise, from a   l  1=2 = 0 we have xDt 2 (0;h1], p = h1  xDt and p˜ = xDt, which
imply
pp˜ h1xDt U¥0 Dth1:
Thus, in any case, it holds that
pp˜U¥0 Dth1: (A.20a)
Similarly, it holds that
qq˜U¥0 Dth2: (A.20b)
Combining (A.20) with (A.19), we have
Rn4(x)
2  c0h2kf n 1k2C2(Kl;m):
By the inequality ]f(l;m) 2 Z1=2Z1=2; Xn2 (x) 2 Kl;m; x 2Whg  NX (cf. (20)), it holds that
kRn4k2l2(Wh)  c0h1h2 å
x2Wh
h2kf n 1k2C2(Kl;m)
 c0NXh1h2 å
xl;m2W(1=2;1=2)h
h2kf n 1k2C2(Kl;m);
which implies
jjR4jjl2(l2) 
n
Dt
NT
å
n=1
c0NXh1h2 å
xl;m2W(1=2;1=2)h
h2kf n 1k2C2(Kl;m)
o1=2
 c0hjjf jjC0(C2(W)):
Thus we obtain (A.16).
By a similar proof after replacing P(1)h with P
(2)
h we get (A.18).
34
Lemma A.11. (i) Suppose [H0;3(f)]. Then, there exists a positive constant M5 such that
kR5kl2(l2)  chM5; (A.21a)
where M5 satisfies
M5  ckfkC0(C3(W)); c0kfkL2(H3(W)): (A.21b)
(ii) Suppose [H0;4(f)]. Then, there exists a positive constant M
(2)
5 such that
kR5kl2(l2)  ch2M(2)5 ; (A.22a)
where M(2)5 satisfies
M(2)5  ckfkC0(C4(W)); c0kfkL2(H4(W)): (A.22b)
In the proof of above lemma we use the following norms, for a function v 2C0(W) and a
function set ff ngNTn=0 C0(W),
kvk(L2;l2) 
n
h2 å
0< j<N2
kv(; jh2)k2L2(0;L1)
o1=2
;
kvk(l2;L2) 
n
h1 å
0<i<N1
kv(ih1; )k2L2(0;L2)
o1=2
;
kfkl2(L2;l2) 
n
Dt
NT
å
n=1
kf nk2(L2;l2)
o1=2
; kfkl2(l2;L2) 
n
Dt
NT
å
n=1
kf nk2(l2;L2)
o1=2
:
Proof of Lemma A.11. We prove only (ii), as the other proof is similar. Let x = xi; j 2 Wh be
a lattice point, and Rn5k and Fk(;x; tn) (k = 1;2) be functions defined by
Rn5k(x)
1
2
 
Dh;k Dkk

f(x; tn); Fk(s;x; tn) 12f(x+ sek; t
n) (k = 1;2):
Then, it holds that
Rn5k(x) = G3(Fk(;x; tn);2hk):
From the relationsZ 1
 1
F 00001 (h1s;x; t
n)2ds=
1
2
Z 1
 1
D1111f n(x+ sh1e1)2ds
=
1
2h1
Z (i+1)h1
(i 1)h1
D1111f n(h ; jh2)2dh
=
1
2h1
kD1111f n(; jh2)k2L2((i 1)h1;(i+1)h1);Z 1
 1
F 00002 (h2s;x; t
n)2ds=
1
2h2
kD2222f n(ih1; )k2L2(( j 1)h2;( j+1)h2);
we have, from (A.6c),
kRn5k2l2(Wh) = k
2
å
k=1
Rn5kk2l2(Wh)  2
2
å
k=1
kRn5kk2l2(Wh)
35
 h1h2
72 åxi; j2Wh
n
h31
D1111f n(; jh2)2L2((i 1)h1;(i+1)h1)
+h32
D2222f n(ih1; )2L2(( j 1)h2;( j+1)h2)o
 1
36
n
h41
D1111f n2(L2;l2)+h42D2222f n2(l2;L2)o;
which implies (A.22a) for
M(2)5  kD1111fkl2(L2;l2)+kD2222fkl2(l2;L2):
Lemma A.12. (i) Suppose [H0;2(u)], [HG(u)], [H0;3(f)], [Hu(Dt)] and [HwCFL(Dt)]. Then,
there exists a positive constant M6 such that
kR6kl2(l2)  c0hM6; (A.23a)
where M6 satisfies
M6  c2kfkC0(C3(W)); c02kfkL2(H3(W)): (A.23b)
(ii) Suppose [H0;3(u)], [HG(u)], [H0;4(f)], [Hu(Dt)] and [HCFL(Dt)]. ReplaceP
( 12 ;0);(1)
h in (7a)
and P(0;
1
2 );(1)
h in (7b) by Pˇ
( 12 ;0);(1)
h and Pˇ
(0; 12 );(1)
h , respectively. Then, there exists a positive
constant M(2)6 such that
kR6kl2(l2)  c1h2M(2)6 ; (A.24a)
where M(2)6 satisfies
M(2)6  c3kfkC0(C4(W)); c03kfkL2(H4(W)): (A.24b)
Proof. We prove only (ii), as the other is similar. Let Rn6k (k = 1;2) be functions defined by
Rn6k 
1
2
n
ÑhkÑ˜
(n)
hk f
n 1 Dk (Dkf n 1)Xn1 o (k = 1;2):
Then, we have
Rn6 =
2
å
k=1
Rn6k:
It is sufficient for the proof of (A.24a) to show that there exist positive constants M(2)6k (k =
1;2) such that
kR6kkl2(l2)  c3h2M(2)6k (k = 1; 2): (A.25)
We prove only the case k= 1 of (A.25), as the other proof is similar. For x= xa ;b (a ;b 2 Z)
R61 can be written as
Rn61(x) =
1
2
h
Ñh1

Pˇ(
1
2 ;0)
h Ñh1f
n 1 Xn1
	
(x) Ñh1

Pˇ(
1
2 ;0)
h D
1f n 1 Xn1
	
(x)
i
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Figure A.2: Notation for the proof of Lemma A.12
+
1
2
h
Ñh1

Pˇ(
1
2 ;0)
h D
1f n 1 Xn1
	
(x) Ñh1

D1f n 1 Xn1
	
(x)
i
+
1
2
h
Ñh1

D1f n 1 Xn1
	
(x) D1 (D1f n 1)Xn1 (x)i
 Rn611(x)+Rn612(x)+Rn613(x):
At first we evaluate R611. Let w1, w2 and w be sets defined by
w1  fx 2W; 0< x1 < h1=2g; w2  fx 2W; L1 h1=2< x1 < L1g; w  w1[w2:
For y 2Wnw we have, from (A.5b),
Pˇ(
1
2 ;0)
h Ñh1f
n 1(y)  Pˇ(
1
2 ;0)
h D
1f n 1(y)
= å
(i; j)2L( 12 ;0)(y)
 
Ñh1f n 1 D1f n 1

(xi; j)fi; j(y)
= å
(i; j)2L( 12 ;0)(y)
h21
8
Z 1
0
ds1
Z s1
0
ds2
Z s2
 s2
D111f n 1(xi; j+ s3
h1
2
e1)ds3 fi; j(y)
= å
(i; j)2L( 12 ;0)(y)
n h21
24
D111f n 1(y)+ Jn1 (y; i; j)
o
fi; j(y)
=
h21
24
D111f n 1(y)+ In1 (y); (A.26)
where
In1 (y) å
(i; j)2L( 12 ;0)(y)
Jn1 (y; i; j) fi; j(y);
Jn1 (y; i; j)
h21
8
Z 1
0
ds1
Z s1
0
ds2
Z s2
 s2
ds3
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
Z 1
0
 
(a(y; i; j)+ s3
h1
2
e1) Ñ

D111f n 1
	 
y+ s4(a(y; i; j)+ s3
h1
2
e1)

ds4;
a(y; i; j) xi; j  y:
Set y  Xn1 (xa1=2;b ). In the case of y 2Wnw , from (A.26) we have
Rn611(xa;b )
=
1
2
Ñh1
h
Pˇ(
1
2 ;0)
h Ñh1f
n 1  Pˇ(
1
2 ;0)
h D
1f n 1
	Xn1 i(xa ;b )
=
h1
48

D111f n 1(y+) D111f n 1(y )	+ 1
h1

In1 (y
+)  In1 (y )
	
=
h1
48
Z 1
0
h
(y+  y ) Ñ	D111f n 1i(y + s(y+  y ))ds+ 1
h1

In1 (y
+)  In1 (y )
	
;
which implies
jRn611(x)j  c0(Dt2+h2)kf n 1kC4(W) (A.27)
in virtue of jy+  y j  c0Dt and jIn1 (y)j  ch3kf n 1kC4(W). Now we consider the case of
(y+;y ) 2 (Wnw)w1. Since it holds that, for y 2 w1,
Pˇ(
1
2 ;0)
h Ñh1f
n 1(y)  Pˇ(
1
2 ;0)
h D
1f n 1(y)
= å
(i; j)2L( 12 ;0)(y); i=1=2
(Ñh1 D1)f n 1(xi; j)fi; j(y)
+ å
(i; j)2L( 12 ;0)(y); i= 1=2

3(Ñh1 D1)f n 1(xi+1; j) 3(Ñh1 D1)f n 1(xi+2; j)
+(Ñh1 D1)f n 1(xi+3; j)
	
fi; j(y);
we have
Rn611(x)
=
1
2h1
n
å
(i; j)2L( 12 ;0)(y+)
(Ñh1 D1)f n 1(xi; j)fi; j(y+)
  å
(i; j)2L( 12 ;0)(y )
(Ñh1 D1)f n 1(xi; j)fi; j(y )
o
+
1
2h1
å
(i; j)2L( 12 ;0)(y ); i= 1=2
h
(Ñh1 D1)f n 1(xi; j) 

3(Ñh1 D1)f n 1(xi+1; j)
 3(Ñh1 D1)f n 1(xi+2; j)+(Ñh1 D1)f n 1(xi+3; j)
	i
fi; j(y )
 r61(x)+ r62(x):
Similarly to the previous case of y 2Wnw we have
jr61(x)j  c0(D2+h2)jjf jjC0(C4(W)):
As for the evaluation of r62(x) we use the identity, for a 2 R and f 2C3[a;a+h],
f (a) 3 f (a+h) 3 f (a+2h)+ f (a+3h)	
38
= h3
Z 1
0
ds1
Z s1
0
ds2
Z s2
0
 3 f 000(a+ s3h)+24 f 000(a+2s3h) 27 f 000(a+3s3h)	ds3;
(A.28)
which implies
jr62(x)j  c0h2kfkC0(C4(W)):
Thus we get (A.27). The proof of (A.27) in the case of (y+;y ) 2 (Wnw)w2 or (y+;y ) 2
w (Wnw) is similar. In the other case, i.e., y 2w , the inequality (A.27) holds by a similar
argument to the case of y 2Wnw .
Next we evaluate R612. Assume y 2Wnw and y 2 Kl;m for (l;m) 2 ZZ1=2. Then, from
Corollary A.1 (ii) we have
(Pˇ(
1
2 ;0)
h   I)D1f n 1(y) =
1
2
 
pp˜D111+qq˜D122

f n 1
	
(y)+ In2 (y); (A.29)
where
(p; q)T = (p(y); q(y))T  y  xl 1=2;m 1=2;
(p˜; q˜)T = (p˜(y); q˜(y))T  xl+1=2;m+1=2  y;
In2 (y) å
(i; j)2L( 12 ;0)(y)
Jn2 (y; i; j)fi; j(y);
Jn2 (y; i; j)
Z 1
0
ds1
Z s1
0
ds2
Z s2
0
 
a(y; i; j) Ñ3D1f n 1	 A(y; i; j;s3)ds3;
a(y; i; j) xi; j  y; A(y; i; j;s) y+ sa(y; i; j):
Suppose y  Xn1 (xa1=2;b ) 2Wnw . Then (A.29) yields
Rn612(x)
=
1
2
Ñh1
h 
Pˇ(
1
2 ;0)
h   I

D1f n 1
	Xn1 i(x)
=
1
2h1
h
p(y+)p˜(y+)D111+q(y+)q˜(y+)D122
	
f n 1(y+)
 p(y )p˜(y )D111+q(y )q˜(y )D122	f n 1(y )i+ 1
h1

In2 (y
+)  In2 (y )
	
=
1
2h1
h
p(y+)p˜(y+)  p(y )p˜(y )	D111
+

q(y+)q˜(y+) q(y )q˜(y )	D122if n 1(y )
+
1
2h1
p(y+)p˜(y+)
Z 1
0

(y+  y ) Ñ	D111f n 1(y + s(y+  y ))ds
+
1
2h1
q(y+)q˜(y+)
Z 1
0

(y+  y ) Ñ	D122f n 1(y + s(y+  y ))ds
+
1
h1

In2 (y
+)  In2 (y )
	
: (A.30)
Here we show
E  p(y+)p˜(y+)  p(y )p˜(y ) c1h(Dt2+h2): (A.31)
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In the case of u1(xa1=2;b ) 0, from [HCFL(Dt)] we have
p(y) = h1 u1(xa1=2;b )Dt; p˜(y) = u1(xa1=2;b )Dt;
and
E =
h1 u1(xa+1=2;b )Dt	u1(xa+1=2;b )Dt
 h1 u1(xa 1=2;b )Dt	u1(xa 1=2;b )Dt
=
h1Dtu1(xa+1=2;b ) u1(xa 1=2;b )	
 Dt2u1(xa+1=2;b )+u1(xa 1=2;b )	u1(xa+1=2;b ) u1(xa 1=2;b )	
 c1h(Dt2+h2):
In the case of u1(xa+1=2;b ) 0 and u1(xa 1=2;b ) 0 there exists a point x between xa+1=2;b
and xa 1=2;b such that u1(x) = 0 to haveu1(xa1=2;b ) c1h1;
which implies (A.31). Since proofs for the other cases are similar, we obtain the inequal-
ity (A.31) for all cases, and similarly it holds thatq(y+)q˜(y+) q(y )q˜(y ) c1h(Dt2+h2): (A.32)
Combining the inequalities (A.31) and (A.32) with (A.30) and using the estimates jy+ y j 
c0Dt and jIn2 (y)j  ch3kf n 1kC4(W), we have
jRn612(x)j  c0(Dt2+h2)kf n 1kC4(W): (A.33)
In the case of y+ or y  2 w the inequality (A.33) holds similarly by using (A.28).
It is obvious that, from (A.5b),
jRn613(x)j  c0h2kf n 1kC4(W): (A.34)
Combining (A.27), (A.33) and (A.34), we obtain the desired result.
Lemma A.13. Suppose [H0;1(u)], [HG(u)], [H0;3(f)] and [Hu(Dt)]. Then, there exists a posi-
tive constant M7 such that
kR7kl2(l2)  c1(Dt2+h2)M7; (A.35a)
where M7 satisfies
M7  c1kfkC0(C3(W)); c01kfkL2(H3(W)): (A.35b)
Proof. At first we prepare three identities (A.36)–(A.38). For x 2W it holds that
Ñ   (Ñf n 1)Xn1 (x)
=
2
å
i=1
Di
 
(Dif n 1)Xn1

(x) =
2
å
i; j=1
(Di jf n 1)Xn1 (x)
 
d ji Diunj(x)Dt

= (Df n 1)Xn1 (x) Dt
2
å
i; j=1
Diunj(x)(D
i jf n 1)Xn1 (x)
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= (Df n 1)Xn1 (x) Dt
2
å
i; j=1
Diunj(x)D
i jf n 1(x)+Dt2rn1 (x); (A.36)
where
rn1 (x)
2
å
i; j;k=1
Diunj(x)u
n
k(x)r
n
1(i; j;k)(x); r
n
1(i; j;k)(x)
Z 1
0
(Di jkf n 1)(x  sun(x)Dt)ds:
In the last equality we have used the identity
(Di jf n 1)Xn1 (x) = Di jf n 1(x) 
Z 1
0
un(x) ÑDi jf n 1(x  sun(x)Dt)ds (i; j = 1;2)
obtained from Lemma A.6 with f =Di jf n 1, a(x) = x and b(x) = Xn1 (x). For x 2Wh it holds
that
Dh;if n 1(x) = Diif n 1(x)+hirn2i(x) (i= 1;2); (A.37)
Ñ(2h)1Ñ(2h)2f n 1(x) = D12f n 1(x)+2
2
å
i=1
hirn3i(x); (A.38)
where, for i= 1;2,
rn2i(x)
Z 1
0
ds1
Z s1
 s1
ds2
Z s2
0
Diiif n 1(x+ s3hiei)ds3;
rn3i(x)
Z 1=2
 1=2
ds1
Z 1=2
 1=2
ds2
Z 1
0
si(D12if n 1)
 
x+ s3(2h1s1;2h2s2)T

ds3:
(A.37) and (A.38) are proved similarly to (A.4c). We set rnk  å2i=1rnki (k = 2;3).
Now we evaluate Rn7. Let x 2 Wh be any lattice point. From the identities (A.36), (A.37)
and (A.38) we have
Rn7(x) =
1
2

Ñ   (Ñf n 1)Xn1  Df n 1 Xn1 +Dt 2å
i=1
(Diuni )Dh;if n 1
+Dt(D2un1+D
1un2)Ñ(2h)1Ñ(2h)2f
n 1	(x)
=
1
2
 Dt 2å
i; j=1
Diunj(x)D
i jf n 1(x)+Dt2rn1 (x)
+Dt
2
å
i=1
Diuni (x)(D
iif n 1+hirn2i)(x)
+Dt(D2un1+D
1un2)(x)(D
12f n 1+2
2
å
i=1
hirn3i)(x)
	
=
Dt2
2
rn1 (x)+
Dt
2
2
å
i=1
hiDiuni (x)rn2i(x)+Dt(D
2un1+D
1un2)(x)
2
å
i=1
hirn3i(x)

3
å
i=1
Rn7i(x): (A.39)
Let gn7i (i= 1;2) be functions defined by
gn71 
2
å
i; j;k=1
rn1(i; j;k); g
n
72 
2
å
i=1
Diiif n 1:
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Then, from [H0;1(u)] it holds that
kR71kl2(l2) =
Dt2
2
kr1kl2(l2)  c1Dt2kg71kl2(l2)  c1Dt2kfkC0(C3(W)); (A.40)
kR72kl2(l2)  c1(Dt2+h2)kr2kl2(l2)  c1(Dt2+h2)kg72kl2(l2)
 c1(Dt2+h2)kfkC0(C3(W)): (A.41)
From the Schwarz inequality we have, for xa;b 2Wh,
rn3i(xa ;b )
2
 1
12
Z 1=2
 1=2
ds1
Z 1=2
 1=2
ds2
Z 1
0
D12if n 1
 
xa;b + s3(2h1s1;2h2s2)
T 2ds3
 c
h1h2
Z 1
0
ds3
s23
Z h1(a+s3)
h1(a s3)
dy1
Z h2(b+s3)
h2(b s3)
D12if n 1(y)2dy2
(by y= xa ;b + s3(2h1s1;2h2s2)
T )
 c
h1h2
Z 1
0
1
s23
maxfD12if n 1(y)2; j(y  xa ;b )kj  hks3; k = 1;2g(4h1h2s23) ds3
 cmaxfD12if n 1(y)2; j(y  xa;b )l j  hk; k = 1;2g:
Hence it follows
kRn73k2l2(Wh)
 c1(Dt2+h2)2 å
xa;b2Wh
rn3 (xa ;b )
2  c1(Dt2+h2)2 h1h2 å
xa;b2Wh
2
å
i=1
rn3i(xa;b )
2
 c1(Dt2+h2)2 h1h2 å
xa;b2Wh
2
å
i=1
maxfD12if n 1(y)2; j(y  xa ;b )kj  hk; k = 1;2g (A.42)
 c1(Dt2+h2)2 kf n 1k2C3(W);
which implies
kR73kl2(l2)  c1(Dt2+h2)kfkC0(C3(W)): (A.43)
Combining the inequalities (A.40), (A.41) and (A.43) with (A.39), we obtain (A.35a) with
the first inequality of (A.35b). From (A.42) there exists a constant h = h(f)> 0 such that,
for any h h,
kRn73k2l2(Wh)  2c1(Dt
2+h2)2kf n 1k2H3(W); (A.44)
which implies the second inequality of (A.35b) with similar estimates for R7i (i= 1;2).
Lemma A.14. Suppose [H0;1(u)], [HG(u)], [H2C(Df)] and [Hu(Dt)]. Then, there exists a
positive constant M8 such that
kR8kl2(l2)  cDt2M8; (A.45a)
where M8 satisfies
M8  c1kDfkZ2C ; c
0
1kDfkZ2 : (A.45b)
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Proof. Regarding Df as f in Lemma 4, we get the result for
M8 
¶ 2g8¶ t2 L2(0;T ;l2(Wh));
g8(x; t) Df
 
x  (tn  t)un(x); t; (x; t) 2W (tn 1; tn]:
43
