Based on further studying the low-rank subspace clustering (LRSC) and L2-graph subspace clustering algorithms, we propose a F-graph subspace clustering algorithm with a symmetric constraint (FSSC), which constructs a new objective function with a symmetric constraint basing on F-norm, whose the most significant advantage is to obtain a closed-form solution of the coefficient matrix. Then, take the absolute value of each element of the coefficient matrix, and retain the k largest coefficients per column, set the other elements to 0, to get a new coefficient matrix. Finally, FSSC performs spectral clustering over the new coefficient matrix. The experimental results on face clustering and motion segmentation show FSSC algorithm can not only obviously reduce the running time, but also achieve higher accuracy compared with the state-of-the-art representation-based subspace clustering algorithms, which verifies that the FSSC algorithm is efficacious and feasible.
Although LRR and SSC algorithms have achieved desirable clustering quality, they obtain the approximation solution of the coefficient matrix by iteration, and there is no more appropriate method to construct the affinity matrix, so there is a great room for improvement on running time and clustering accuracy of the algorithms. Affinity matrix is the core of the spectral clustering algorithm, whose elements measure a similarity degree of corresponding data points. Constructing a suitable affinity matrix can effectively improve the accuracy of algorithms. So, L2-graph subspace clustering algorithm takes the absolute value of each element of the coefficient matrix, retain the k largest coefficients per column, and set the other elements to 0, to get a new coefficient matrix, and then use the new coefficient matrix to construct a sparse affinity matrix. Moreover, the L2-graph algorithm can obtain a closed-form coefficient matrix, but it needs to encode each sample to obtain the coefficient matrix separately. So there is still much room for improvement. The FSSC clustering algorithm constructs a new objective function with a symmetric constraint based on F-norm, which can directly obtain the closed-form solution of the coefficient matrix by matrix calculation. Moreover, FSSC adds a symmetry constraint on the coefficient matrix, which can more really reflect the similarity between samples. The experimental results on face clustering and motion segmentation show FSSC algorithm can not only obviously reduce the running time, but also achieve higher accuracy.
The rest of the article is organized as follows: Section 2 presents the related work about representation-based subspace clustering algorithms, and Section 3 proposes the FSSC algorithm by constructing a new objective function with a symmetric constraint based on F-norm and provides the detailed derivation of obtaining the closed-form solution. Section 4 reports the results of a series of experiments to examine the effectiveness of the algorithm in the context of face clustering and motion segmentation. Finally, Section 5 concludes this work.
2．RELATED WORK
Exploring the structure of data space is a challenging task in a diverse set of fields, which often relates to a rank-minimization problem. Low-Rank Subspace Clustering (LRSC) ( ) [22] solves the following optimization problem to get the coefficient matrix:
where denotes the nuclear norm, i.e., the sum of the singular values of a matrix. is the low-rank representation of the data set . The procedure of the low-rank subspace clustering algorithm ( ) is described in Algorithm 1.
Algorithm 1 LRSC ( ) [22]
Input：a set of points , and the number of clusters u.
1：Solve the nuclear norm minimization problem (1) to get .
2：Form an affinity matrix .
3：Apply spectral clustering to the affinity matrix W.
Output: The cluster assignments of .
It shows that the collaborative representation-based subspace clustering algorithm can achieve better clustering quality than that got by the low-rank representation-based subspace clustering algorithm [32] . The L2-graph algorithm needs to solve the following problem, where is the collaborative representation of the dataset ，The closed-form solution of (2) can be obtained easily by the Lagrange multiplier method. The implementation process of the L2-graph algorithm is described in algorithm 2.
(2)
Corresponding author: Xiao-Jun Wu (wu_xiaojun@jiangnan.edu.cn) Algorithm 2 L2-graph [32] Input： a set of points , the number of clusters u and the number of reserved coefficients k per column 1：Solve the L2 norm minimization problem (2) to get and normalize to give a unit L2 norm .
2：Form an coefficient matrix .
3：Take the absolute value of each element of the coefficient matrix, and then retain the k largest coefficients per column, set the other elements to 0, to get a new coefficient matrix .
4：Form an affinity matrix .
5：Apply spectral clustering to the affinity matrix W.
3．Constructing the F-Graph with a Symmetric Constraint for Subspace Clustering
Before describing the FSSC algorithm in detail, a lemma [22] is introduced as follows:
Lemma1. For any real-valued, symmetric positive definite matrices and ,
where and are the descending singular values of X and Z, respectively. The case of equality occurs if and only if it is possible to find a unitary matrix that simultaneously singular value-decomposes X and Z in the sense that where and denote the n*n diagonal matrices with the singular values of X and Z, respectively, down in the diagonal in descending order, and is a permutation matrix such that contains the singular values of Z in the diagonal in ascending order.
On the basis of further studying the LRSC and L2-graph algorithms in section 1, we construct a new objective function as follows where is the representation matrix of the dataset . The detailed derivation of obtaining the closed form solution referring to [32] is described as follows Let be the SVD of Y and be the eigenvalue decomposition (EVD) of C, which can guarantee that C is symmetric. The cost function of (3) reduces to (3) where . In order to minimize this cost function, we need to first take the first item of the cost function into consideration, i.e.,
,
Applying Lemma 1 to and ,
we can obtain and , then there is a new cost function as follows
Let the ith largest element in the diagonal of and be and , respectively. Then we can independently solve for each to find the optimal as
The closed form solution to this problem can be obtained as which can be written in matrix form as . Therefore, where is partitioned according to the two sets and .
Because and , the optimal C is equivalent to
The symmetric constraint criterion can preserve the subspace structures of high-dimensional data and guarantee weight consistency for each pair of data points so that highly correlated data points of subspaces are represented together [28] . However, the closed-form solution C is not sparse and contains a large number of redundancy relations, which will reduce the accuracy of the algorithm.
Therefore, after obtaining the coefficient matrix of the data set, referring to [32] , we take the absolute value of each element of the coefficient matrix and retain the k largest coefficients per column, set the other elements to 0, to get a new coefficient matrix . Then, FSSC performs spectral clustering over the new coefficient matrix as described in Algorithm 3.
Algorithm 3 FSSC
Input：A set of points , the number of clusters u and the number of reserved coefficients k per column 1：Solve the F norm minimization problem (3) to get .
2：Take the absolute value of each element of the coefficient matrix, and then retain the k largest coefficients per column, set the other elements to 0, to get a new coefficient matrix .
3：Form an affinity matrix .
4：Apply spectral clustering to the affinity matrix W.
Experiments
In this section, we use the subspace clustering Accuracy, Normalized Mutual Information (NMI) and Running Time to evaluate the performance of the FSSC algorithm in dealing with two computer vision tasks: face clustering and motion segmentation. We choose the state-of-the-art subspace clustering algorithms as a baseline, such as robust subspace segmentation by low-rank representation (LRR) [18] , sparse subspace clustering (SSC) [21] , and constructing the L2-graph for subspace learning and subspace clustering (L2-graph) [32] . All the experiments are implemented in Matlab R2013a and ran on a personal computer with Intel Core i3-3240 CPU and 8GB memory.
Datasets: We evaluate the performance of the algorithms for face clustering using three accessible image datasets, i.e., AR [33] , Extended Yale B (ExYaleB) [34] , and Multiple PIE (MPIE) [35] . The 
Face Clustering
To evaluate the performance of the FSSC algorithm, we compare it with L2-graph, LRR, and SSC these latest subspace clustering algorithms in three aspects, including the clustering accuracy, NMI, and running time. For the state-of-the-art algorithms, we use the codes provided by their authors and set the parameters to be optimal. Results in Tables II and III are obtained by taking the mean after repeatedly running 20 times, and bold data represents the best performance. where FSSC and L2-graph have almost the same clustering accuracy, whose accuracy is about 6%
higher than that of LRR algorithm. On AR and ExYaleB datasets, the accuracy of the FSSC algorithm is about 3.51% and 1.58% higher than that of the L2-graph subspace clustering algorithm, respectively.
The accuracy of LRR and SSC clustering algorithms on the two datasets is similar, but it is at least 10% lower than the accuracy of the FSSC algorithm. independent experiments for each algorithm. We can see that the FSSC algorithm achieves not only the optimal clustering quality but also the shortest running time. The running time of the FSSC algorithm is less about 9.7%, 42.85%, and 11.18% than that of L2-graph on AR, ExYaleB, and MPIE databases, respectively. Moreover, the L2-graph and LRR algorithms almost use the same running time. The reason is that FSSC can directly obtain the closed-form solution of the coefficient matrix by matrix calculation. L2-graph algorithm also can obtain a closed-form coefficient matrix. Still, it needs to encode each sample to get the coefficient matrix separately, and the LRR algorithm obtains the approximation solution of the coefficient matrix by iteration. Furthermore, SSC also achieves the approximation solution of the coefficient matrix by iteration, which costs about twice the running time than the FSSC algorithm.
Motion segmentation
Motion segmentation [22] refers to the problem of clustering a set of 2D feature points extracted from a video sequence into groups corresponding to different rigid-body motions. Here, the dimension of data matrix Y is 2F*N, where N is the number of 2D feature trajectories, and F is the number of frames in the video. Table IV shows the results of applying different subspace clustering algorithms to the original 2F dimensional feature trajectories. By analyzing the results, we can observe that the FSSC clustering algorithm is the best in clustering quality and running time, especially in the aspect of saving running time, less 23.8%, 84.9%, and 84% than the L2-graph, LRR, and SSC algorithm, respectively.
5．CONCLUSION
The structure of the objective function and affinity matrix is the core of the representation-based subspace clustering algorithm. On the basis of further studying the LRSC and L2-graph algorithms, we design an F-graph with a symmetric constraint algorithm for subspace clustering, which has a closed-form solution that can not only obviously reduce the running time, but also achieve higher accuracy. However, there are still many aspects worth further studying, such as the selection of the number k of reserved coefficients per column in the coefficient matrix, and the relationship between k and the intrinsic dimensionality of a subspace. ACKNOWLEDGMENT REFERENCES
