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Resumo
No presente trabalho, investigamos, cuidadosamente, a construc¸a˜o dos nu´meros naturais, in-
teiros, racionais, reais e nu´meros complexos. Sendo que, o conjunto dos nu´meros reais foi obtido
atrave´s dos conhecidos me´todos: Cortes de Dedekind e Classe de Equivaleˆncia por Sequeˆncias de
Cauchy. O estudo consistiu em utilizar os famosos Axiomas de Peano, os quais esta˜o relacionados
aos nu´meros naturais, em ordem a obter as bem conhecidas propriedades elementares satisfeitas
por todos estes nu´meros. E, a partir deste conhecimento, encontramos rigorosamente as provas dos
resultados ba´sicos envolvendo os nu´meros reais. Este processo em questa˜o foi desenvolvido de ma-
neira construtiva atrave´s dos nu´meros inteiros e racionais. Em seguida, mostramos que e´ poss´ıvel
estabelecer a existeˆncia dos nu´meros complexos, juntamente com suas propriedades aritme´ticas
mais usuais. Por fim, terminamos cada cap´ıtulo do nosso trabalho mostrando algumas poss´ıveis
aplicac¸o˜es em cada conjunto trabalhado.
Palavras-chave: Axiomas de Peano; Nu´meros Reais; Nu´meros Complexos;
Abstract
In this work, we investigated the construction of natural, integer, rational, real, complex, qua-
ternion and Octonion numbers. More precisely, the set of real numbers was achieved by applying
two methods: Dedekind Cuts and Equivalence Classes of Cauchy Sequences. Our study is only
based on using Peano Axioms, which are directly related to the natural numbers, in order to get
the basic properties satisfied by these numbers. In addition, we carefully proved the elementary
results involving real numbers. This process in question was developed constructively throughout
of the concepts of the integer and rational numbers. Next, we show that it is possible to establish
the existence of complex numbers along with their more usual arithmetic properties. Finally, we
finish each chapter of our work showing some possible applications in each set worked.
Keywords: Peano Axioms; Real Numbers; Complex Numbers.
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Introduc¸a˜o
Notoriamente, a Teoria dos Nu´meros foi de suma importaˆncia para o desenvolvimento cient´ıfico
da civilizac¸a˜o, e apesar de ser uma a´rea de estudos milenar, e´ de certa forma surpreendente,
que a Teoria dos Nu´meros, seja atualmente, uma das a´reas de pesquisa mais efervescentes da
Matema´tica e que mais do que nunca, continue a fascinar as atuais gerac¸o˜es de Matema´ticos.
Evidente que, ao longo do tempo, esta Teoria passou por algumas transformac¸o˜es e quebras de
paradigmas. Nos primordios da sociedade sedenta´ria, por exemplo, a maneira de trabalhar com
contagem foi aprimorada ao longo dos se´culos, de acordo com as problema´ticas do cotidiano de
antigas civilizac¸o˜es. O homem criava situac¸o˜es interessantes na contagem de seus objetos, animais
e etc. Por exemplo, ao levar seu rebanho para a pastagem ele relacionava uma pedra para cada
animal, no momento em que ele recolhia os animais fazia a relac¸a˜o inversa, no caso de sobrar alguma
pedra poderia verificar a falta de algum animal.
Conceda-nos apresentar da forma mais natural poss´ıvel, um pouco da histo´ria desta fascinante
teoria, tentando ao ma´ximo, seguir uma ordem cronolo´gica da formulac¸a˜o de cada elemento que
forma tal a´rea, a saber, os nu´meros Naturais, nu´meros Inteiros, nu´meros Racionais, Reais e Com-
plexos.
Evidentemente comec¸aremos com os nu´meros Naturais. Tais nu´meros tiveram suas origens
com os eg´ıpcios, por volta de 1650 a.C., partindo da necessidade de se efetuar ca´lculos ra´pidos
e precisos (ja´ que estavam acontecendo muitos progressos, como a construc¸a˜o das piraˆmides, os
quais marcaram o fim da Pre´-Histo´ria), pois com a contagem concreta (usando pedras, no´s ou
riscos em ossos) na˜o estava sendo pra´tico. Foi quando surgiram as representac¸o˜es da quantidade
de objetos atrave´s de desenhos: os s´ımbolos. Os eg´ıpcios baseavam seu sistema de numerac¸a˜o em
sete nu´meros-chave e todos os outros nu´meros eram escritos combinando os nu´meros-chave. Para
os eg´ıpcios, a ordem dos s´ımbolos na˜o alterava o nu´mero em questa˜o. Outros povos (Babiloˆnicos,
Romanos, Gregos, Hindus, A´rabes) tambe´m criaram o seu pro´prio sistema de numerac¸a˜o, mas
foram os romanos que criaram um sistema de numerac¸a˜o bem mais pra´tico e eficiente. Os romanos
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aperfeic¸oaram a representac¸a˜o do nu´mero, mas na˜o usaram s´ımbolos novos para representar os
nu´meros, usaram as pro´prias letras do alfabeto.
Os romanos baseavam seu sistema de numerac¸a˜o em sete nu´meros-chave (I,V,X,L,C,D,M). Os
ca´lculos que os romanos utilizavam eram baseados na adic¸a˜o e na subtrac¸a˜o, dependendo da ordem
em que os nu´meros-chave apareciam. Este sistema foi adotado por muitos povos, mas ainda era
dif´ıcil efetuar ca´lculos com o mesmo. Foi quando aconteceu no norte da I´ndia, por volta do se´culo
V da era crista˜, uma das mais nota´veis invenc¸o˜es de toda a histo´ria da Matema´tica: O sistema de
numerac¸a˜o decimal. Isto aconteceu apo´s o aperfeic¸oamento dos s´ımbolos utilizados pelos hindus,
quando houve a ideia de introduzir uma notac¸a˜o para uma posic¸a˜o vazia − o zero. Foi quando os
dez s´ımbolos que conhecemos hoje em dia foram criados. Hoje, estes s´ımbolos sa˜o chamados de
algarismos indo-ara´bicos. Mas foram os a´rabes, a partir da metade do se´culo IX, que divulgaram
ao mundo os nu´meros hindus, apo´s traduc¸o˜es de livros vindos da I´ndia. Os a´rabes compreenderam
o tesouro que os matema´ticos hindus haviam descoberto. Isto permitiu o desenvolvimento de
sistemas para o armazenamento de grandes nu´meros. Por isso, o nosso sistema de numerac¸a˜o
decimal e´ conhecido como indo-ara´bico. Com este sistema de numerac¸a˜o ficou mais via´vel escrever
qualquer nu´mero, por maior que ele fosse, e como estes nu´meros foram criados para tornar mais
pra´tico contar as coisas da natureza, eles foram chamados de nu´meros naturais. Com o in´ıcio do
Renascimento (Se´culo XV) surgiu a expansa˜o comercial, que aumentou a circulac¸a˜o de dinheiro,
obrigando os comerciantes a expressarem situac¸o˜es envolvendo lucros e preju´ızos. A maneira que
eles encontraram de resolver tais situac¸o˜es problemas consistia no uso dos s´ımbolos + e −.
Para suprir a deficieˆncia dos Nu´meros Naturais em resolver operac¸o˜es do tipo a − b, com
a < b, e´ que foi ampliado o conjunto dos naturais formando o conjunto dos nu´meros inteiros
{...,−2,−1, 0, 1, 2, 3, ...} denotado pelo s´ımbolo Z (da palavra alema˜ Zahl, que significa nu´mero).
Na I´ndia, a necessidade de realizar com maior rapidez os ca´lculos oriundos da astronomia fez com
que os sa´bios hindus se preocupassem em idealizar formas de representac¸a˜o nume´rica que sim-
plificassem esses ca´lculos. Os matema´ticos hindus se mostraram virtuosos no ca´lculo aritme´tico e
manipulac¸o˜es alge´bricas que permitiram conceber um novo tipo de s´ımbolo para representar d´ıvidas
que posteriormente o Ocidente chamaria de negativo. A primeira vez que explicitamente as regras
que regem a aritme´tica com os nu´meros negativos apareceram em uma obra foi na obra de Brah-
magupta, que data do ano 628 d.C. Esse matema´tico indiano na˜o so´ utilizou os negativos em seus
ca´lculos como os considerou entidades separadas e os dotou de uma aritme´tica concordante com
a dos naturais. Muitos se´culos se passaram para que o interesse pelos nu´meros negativos fosse
retomado. Alguns historiadores escreveram que foram problemas com dinheiro que interpretaram o
nu´mero negativo como perda. Negativo − esta palavra pode ter vindo desta e´poca que eram os va-
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lores negados quando se obtinha ra´ızes negativas de uma equac¸a˜o. O filo´sofo Diofanto, (se´culo III)
em seus estudos, encontrou muitas vezes com os nu´meros negativos. Eles apareciam constantemente
em ca´lculos intermedia´rios em muitos problemas de seus Ensaios, denominados de Aritmetika. No
entanto, havia certos problemas para o qual as soluc¸o˜es eram valores inteiros negativos como, por
exemplo, 4 = 4x + 20. Nestas situac¸o˜es Diofanto limitava-se a classificar o problema de absurdo.
Nos se´culos XVI e XVII, muitos matema´ticos europeus na˜o apreciavam os nu´meros negativos e, se
esses nu´meros apareciam nos seus ca´lculos, eles consideravam-nos falsos ou imposs´ıveis. Exemplo
deste fato foi nos estudos desenvolvidos por Michael Stifel (1487−1567) que se recusou a admitir
nu´meros negativos como ra´ızes de uma equac¸a˜o, chamando-lhes de numeri absurdi.
A situac¸a˜o mudou (a partir do se´culo XVI) quando foi descoberta uma interpretac¸a˜o geome´trica
dos nu´meros positivos e negativos como sendo segmentos de direc¸o˜es opostas. Foi no Renascimento
que apareceu um nu´mero negativo ligado a uma equac¸a˜o alge´brica, na obra do matema´tico franceˆs
Nicola´s Chuquet (1445−1500). Trata-se de seu tratado Triparty, escrita em 1484, que conte´m
uma expressa˜o que poder´ıamos escrever hoje como 4x = −2. Na e´poca, ainda na˜o eram usados os
simbolos x,= e −. Simon Stevin (1548−1620) aceita os nu´meros negativos como ra´ızes e coeficientes
de equac¸o˜es. Admite a adic¸a˜o de x + (−y) em lugar de considera´-la como subtrac¸a˜o de y a´ x.
Tambe´m tratou de justificar geometricamente a regra de sinais fazendo uso da identidade alge´brica:
(a − b)(c − d) = ac − bc − ad + bd. O matema´tico Albert Girard (1590 −1639) foi o primeiro a
reconhecer, explicitamente, a utilidade alge´brica de admitir as ra´ızes negativas e imagina´rias como
soluc¸o˜es formais das equac¸o˜es, porque ele permitia uma regra geral de resoluc¸a˜o na construc¸a˜o de
equac¸o˜es atrave´s de suas ra´ızes. A legitimidade dos nu´meros negativos deu-se definitivamente por
Hermann Hankel (1839−1873) em sua obra Teoria do Sistema dos nu´meros Complexos, publicada
em 1867. Hankel formulou o princ´ıpio de permaneˆncia e das leis formais que estabelece um crite´rio
geral de algumas aplicac¸o˜es do conceito de nu´mero.
Seguindo a linha logica dos nossos estudos, os nu´meros fraciona´rios foram intuitivamente desco-
bretos na antiguidade, mas, na falta de numerac¸o˜es bem constitu´ıdas, suas notac¸o˜es foram, durante
muito tempo, mal fixadas e inadaptadas a`s aplicac¸o˜es pra´ticas. Na˜o foram consideradas desde sua
origem como nu´meros nem se concebia a noc¸a˜o de frac¸a˜o geral mn como m vezes o inverso de n.
Os eg´ıpcios, por exemplo, so´ conheciam as frac¸o˜es denominadas unita´rias (as de numerador igual
a 1) e so´ exprimiam as frac¸o˜es ordina´rias atrave´s de somas de frac¸o˜es desse tipo (mostraremos ao
longo do trabalho) (por exemplo: 712 =
1
3 +
1
4). Com o passar do tempo, ficou claro que as frac¸o˜es
se submetiam a`s mesmas regras que os inteiros e que eram, portanto, assimila´veis aos nu´meros
(sendo um inteiro uma frac¸a˜o de denominador igual a 1). Grac¸as a esta extensa˜o, os nu´meros, que
outrora serviam apenas para recenseamento, tornaram-se marcas adaptadas a inu´meros usos. Da´ı
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em diante, na˜o so´ foi poss´ıvel comparar duas grandezas por estimac¸a˜o, mas tambe´m dividi-las em
parcelas ou pelo menos supoˆ-las divididas em partes iguais de uma grandeza da mesma espe´cie esco-
lhida como padra˜o. Mas, apesar desse progresso, por causa de suas notac¸o˜es imperfeitas os antigos
na˜o foram capazes nem de unificar a notac¸a˜o de frac¸a˜o, nem de construir um sistema coerente para
suas unidades de medida. Assim como os nu´meros naturais surgiram da necessidade de contar,
os nu´meros racionais, que sa˜o expressos pela raza˜o entre dois inteiros, surgiram da necessidade de
medir. Medir e comparar. Para isso foi necessa´rio estabelecer um padra˜o de comparac¸a˜o para to-
das as grandezas da mesma espe´cie, por exemplo, 1 cm para comprimentos, 1 segundo para tempo,
etc. Este padra˜o estabelece uma unidade de medida da grandeza (comprimentos, a´reas, tempo,
etc). Medir, portanto, e´ determinar quantas vezes a unidade estabelecida cabe, por exemplo, no
comprimento que se quer medir. O resultado desta comparac¸a˜o, que e´ a medida da grandeza em
relac¸a˜o a` unidade considerada, deve ser expresso por um nu´mero. Na figura abaixo, se conside-
rarmos o segmento CD como a unidade de medida, teremos que o segmento AB mede 4 unidades.
Tomando-se CE como unidade, a medida deste mesmo segmento sera´ de 8 unidades.
So´ em casos muito especiais a grandeza a ser medida conte´m um nu´mero inteiro de vezes a
unidade de medida. O caso mais frequente e´ o caso da figura abaixo onde, tomando-se a medida u
do segmento CD como unidade, a medida de AB e´ maior que 3 u e menor que 4 u .
E´ claro que neste exemplo, podemos subdividir a unidade em partes menores para que cada uma
delas caiba um nu´mero inteiro de vezes na grandeza a medir, mas o que se pode dizer da medida
de AB em relac¸a˜o a` CD? A dificuldade surge porque, neste caso, a medida m de AB na˜o e´ divis´ıvel
pela medida u de CD. No conjunto dos nu´meros inteiros existe a impossibilidade da divisa˜o, isto
e´, neste conjunto nem sempre e´ poss´ıvel expressar o resultado de uma medic¸a˜o ou de uma raza˜o.
Para resolver esse problema criou-se um novo conjunto de nu´meros, chamado conjunto dos nu´meros
racionais e denotado pelo s´ımbolo Q (de quociente). Um nu´mero racional p e´, portanto, aquele que
pode ser escrito na forma p = mn , onde m e n sa˜o inteiros e n 6= 0. (Lembre-se que a divisa˜o por zero
na˜o tem sentido, pois na˜o existe nenhum nu´mero que multiplicado por zero seja diferente de 0 e,
portanto, expresso˜es do tipo 30 na˜o esta˜o definidas e expresso˜es do tipo
0
0
sa˜o indeterminadas). Os
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babiloˆnios, atrave´s de sua numerac¸a˜o de posic¸a˜o com base sessenta, foram os primeiros a atribuir
a`s frac¸o˜es uma notac¸a˜o racional, convertendo-as em frac¸o˜es sexagesimais (cujo denominador e´ igual
a uma poteˆncia de 60) e exprimindo-as mais ou menos como se exprimem as frac¸o˜es de horas em
minutos e segundos:
33 min 45s = 3360h+
45
3600h.
Mas os babiloˆnios na˜o chegaram ao uso da v´ırgula para diferenciar os inteiros das frac¸o˜es sexage-
simais da unidade. A expressa˜o (33;45) tanto podia significar 33h 45 min quanto 0h 33 min 45s.
O entendimento ficava estabelecido pelo contexto. Depois deles, os gregos tentaram atribuir uma
notac¸a˜o geral a`s frac¸o˜es ordina´rias, mas sua numerac¸a˜o alfabe´tica complicou muito a simbolizac¸a˜o,
o que os levou a desistir de adotar a notac¸a˜o sexagesimal de origem babiloˆnica em seus ca´lculos com
frac¸o˜es. A notac¸a˜o moderna das frac¸o˜es ordina´rias se deve aos hindus, que, devido a sua numerac¸a˜o
decimal posicional chegaram a simbolizar frac¸o˜es mais ou menos como fazemos hoje. Esta notac¸a˜o
foi depois adotada e aperfeic¸oada pelos a´rabes, que inventaram a famosa barra horizontal. Em
seguida, grac¸as a` descoberta das frac¸o˜es decimais (aquelas cujo denominador e´ uma poteˆncia de
10) foi pouco a pouco transparecendo o interesse em prolongar a numerac¸a˜o decimal de posic¸a˜o
no outro sentido, isto e´, em termos modernos, na representac¸a˜o de nu´meros depois da v´ırgula. O
que permitiu a notac¸a˜o sem nenhuma dificuldade de todas as frac¸o˜es, ale´m de mostrar nitidamente
os inteiros como frac¸o˜es particulares: aquelas cuja representac¸a˜o na˜o comporta nenhum algarismo
depois da v´ırgula.
As consequ¨eˆncias desta racionalizac¸a˜o da noc¸a˜o e da representac¸a˜o das frac¸o˜es foram incal-
cula´veis em todos os domı´nios, a comec¸ar pela invenc¸a˜o do sistema me´trico. Sistema metrolo´gico
fundado sobre a base dez, coerente e perfeitamente adaptado ao ca´lculo nume´rico. Desenvolvido na
Revoluc¸a˜o Francesa (1792) em substituic¸a˜o aos velhos sistemas de unidades arbitra´rias incoerentes
e varia´veis.
A numerac¸a˜o decimal de posic¸a˜o introduziu tambe´m a infinita complexidade do universo dos
nu´meros, e levou os matema´ticos a um avanc¸o prodigioso. Desde o se´culo VI a.C., os matema´ticos
gregos, a comec¸ar pela escola Pita´gorica, ja´ tinham descoberto que a diagonal de um quadrado
na˜o tem medida comum com o seu lado. De fato, tanto pela medida quanto pelo racioc´ınio, o
comprimento de sua diagonal na˜o corresponde a um nu´mero inteiro de metros. Ou seja, uma vez
que tal e´ o seu comprimento matema´tico, a
√
2 e´ um nu´mero incomensura´vel. Foi a descoberta
do que hoje denominamos nu´meros irracionais, os que na˜o sa˜o nem inteiros nem frac¸o˜es. Esta
descoberta provocou uma grande consternac¸a˜o entre os Pitago´ricos, que pensavam ate´ enta˜o que os
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nu´meros regem o Universo, isto e´, os inteiros naturais e suas combinac¸o˜es mais simples, as frac¸o˜es
ordina´rias positivas. O pro´prio nome destas grandezas e´ uma prova desde que foram denominadas
inexprimı´veis. A categoria dos nu´meros irracionais ficou ainda pouco precisa durante se´culos por
causa das notac¸o˜es imperfeitas de outrora, que na˜o permitiam a representac¸a˜o destes nu´meros de um
modo coerente, ja´ que eles eram designados por palavras e valores aproximados aparentemente sem
nenhuma relac¸a˜o uns com os outros. Como na˜o era poss´ıvel defini-los corretamente, constatou-
se simplesmente a sua existeˆncia, sem poder implica´-los num racioc´ınio geral. Beneficiados por
uma notac¸a˜o nume´rica muito eficaz e por uma cieˆncia cada vez mais avanc¸ada, os matema´ticos
europeus dos tempos modernos conseguiram ter sucesso onde seus antecessores tinham falhado. Eles
descobriram que estes nu´meros eram identifica´veis a nu´meros decimais sem fim, cujos algarismos
apo´s a v´ırgula nunca se reproduzem na mesma ordem. Descoberta fundamental que permitiu uma
melhor compreensa˜o desta categoria de nu´meros, ja´ que eles teˆm por caracter´ıstica esta propriedade.
Se o nu´mero e´ irracional a parte decimal na˜o segue um padra˜o, isto e´, na˜o se repete nunca! Com
o aux´ılio de um computador, podemos calcular a representac¸a˜o decimal de
√
2 e de pi com muitas
casas decimais para nos convencer deste fato. Embora estes nu´meros com suas aproximac¸o˜es vistas
em computador com ate´ bilho˜es de casas decimais sejam convincentes, isto na˜o basta como uma
prova matema´tica. E´ poss´ıvel demonstrar logicamente que
√
2 e´ irracional (faremos a prova ao
longo deste trabalho) e tambe´m que os nu´meros pi e e sa˜o irracionais.
No entanto, a extensa˜o destes sistemas ainda era necessa´ria, com o objetivo de obter um qua-
dro claro da relac¸a˜o entre nu´meros e pontos de uma reta, desenvolvendo a noc¸a˜o de completude,
propriedade que o sistema dos racionais na˜o tem. Construir a reta numerada completa implica
construir um novo sistema nume´rico que inclui os racionais, como subsistema. O sistema inclui
todas as razo˜es entre quantidades geome´tricas − todos os valores que resultam de medidas − e
muitos desses valores na˜o sa˜o nu´meros racionais. A` unia˜o dos nu´meros racionais com os irracionais,
denominamos Conjunto dos Nu´meros Reais. O conceito do conjunto dos nu´meros reais passou pelo
matema´tico Eudoxo, no se´culo IV a.C., o qual tem sua teoria das proporc¸o˜es registrada no famoso
livro Elementos de Euclides. Durante a segunda metade do se´culo XIX um crescente nu´mero de
artigos e livros foram publicados, dedicados a um u´nico assunto: a definic¸a˜o precisa de nu´mero real
e a investigac¸a˜o de func¸o˜es reais baseada nessa definic¸a˜o. Podemos destacar treˆs campos distintos
de construc¸a˜o da definic¸a˜o de nu´mero real.
− Heine (1821 - 1881), Thomae (1840 - 1921) e Hilbert (1862 - 1943) defenderam que os
conceitos fundamentais da Ana´lise poderiam, e deveriam, ser constru´ıdos simplesmente de uma
maneira formal, desprezando, tanto quanto poss´ıvel, os assuntos de ordem filoso´fica.
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− Hankel (1839 - 1873) e Frege (1848 - 1925) defenderam a ideia tradicional de que a Ana´lise
deveria ser fundada na noc¸a˜o de quantidade cont´ınua.
Hankel estudou com Riemann (1826 - 1866) bem como com Weierstrass e Kronecker (1823 -
1891). Em 1867 publicou o livro Theorie der Complexen Zahlensysteme, insbesondere der gemeinen
imagina¨ren Zahlen und der Hamiltonschen Quaternionen onde tratou um dos assuntos que carac-
terizou o fim da cieˆncia da quantidade. Para Hankel o nu´mero na˜o e´ um objeto, e´ uma substaˆncia
que existe fora do sujeito e do objeto que lhe deu origem, e´ um princ´ıpio independente, tal como
foi visto pelos Pitago´ricos.
− Dedekind, Weierstrass (1815 - 1897) e Cantor defenderam que a noc¸a˜o de quantidade deveria
ser substitu´ıda por uma rigorosa construc¸a˜o aritme´tica dos nu´meros reais, isto e´, uma construc¸a˜o
baseada na noc¸a˜o de nu´meros naturais ou racionais, que assumiu-se ser menos problema´tica do
que a noc¸a˜o de quantidade cont´ınua. O conceito so´ foi concretizado no se´culo XIX, atrave´s dos
matema´ticos alema˜es Cantor e Dedekind, estes constru´ıram os nu´meros reais a partir do conjunto
dos racionais: Cantor pelo me´todo conhecido por Classe de Equivaleˆncia de Sequeˆncias de Cauchy
e Dedekind por Cortes de Dedekind. Abordaremos os dois tipos de obtenc¸a˜o dos reais nesta
dissertac¸a˜o.
Apesar do conjunto dos nu´meros reais ser completo, havia uma problema´tica desde o surgimento
da fo´rmula de Baskara no se´culo XI. Dependendo da equac¸a˜o quadra´tica, poderia ocorrer do nu´mero
delta ser negativo. Entretanto isso na˜o pertubava muito os matema´ticos da e´poca. Neste caso eles
simplesmente diziam que o problema na˜o tinha soluc¸a˜o. O interesse pelo estudo da Matema´tica
ressurgiu na Europa, mais especificamente na Ita´lia, no se´culo XVI. La´, e no meio da disputa entre
Cardano e Tartaglia pela resoluc¸a˜o da equac¸a˜o do 3ograu, e´ que se percebeu que os nu´meros reais
na˜o eram suficientes e as primeiras ideias da criac¸a˜o do conjunto dos nu´meros complexos surgiram.
Questo˜es realmente perturbadoras surgiram e na˜o podiam ser ignoradas. Ale´m da extrac¸a˜o de ra´ızes
quadradas de nu´meros negativos, tambe´m nos deparamos com uma extrac¸a˜o de raizes cu´bicas de
nu´meros de natureza desconhecidas. Quando, nas equac¸o˜es de grau 2 a fo´rmula de Baskara levava
a` raiz quadrada de nu´meros negativos, era fa´cil dizer que aquilo indicava a na˜o existeˆncia de
soluc¸o˜es. Agora, entretanto, nota-se que ha´ equac¸o˜es de grau 3 com soluc¸o˜es reais conhecidas, mas
cuja determinac¸a˜o passava pela extrac¸a˜o de ra´ızes quadradas de nu´meros negativos.
Na˜o havia como negar que os nu´meros reais eram insuficientes para se tratar de equac¸o˜es
alge´bricas. O que estava acontecendo no se´culo XVI era semelhante ao que ocorreu no tempo
dos gregos antigos, quando se verificou a insuficieˆncia dos nu´meros racionais com a construc¸a˜o
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do nu´mero
√
2, que na˜o era racional: o conceito de nu´mero precisava ser estendido. Foi Rafael
Bombelli, engenheiro hidra´ulico nascido em Bolonha, Ita´lia, em 1530, quem conseguiu atravessar
a barreira e chegar aos novos nu´meros. A partir da ideia pioneira de Bombelli, ainda se demorou
mais de dois se´culos para que se conseguisse, atrave´s de Euler, saber como extrair ra´ızes de nu´meros
complexos.
Entretanto, foi na primeira metade do se´culo XVII que os geniais matema´ticos franceses Pierre
de Fermat e Rene´ Descartes inventaram, independentemente e quase simultaneamente, o que hoje
conhecemos por Geometria Anal´ıtica. Com o domı´nio da geometria Anal´ıtica Descartes estudou,
entre outras coisas, as equac¸o˜es alge´bricas. Em uma passagem do Discurso do Me´todo Descartes
escreveu a seguinte frase: Nem sempre as ra´ızes verdadeiras (positivas) ou falsas (negativas) de
uma equac¸a˜o sa˜o reais. A´s vezes elas sa˜o imagina´rias. Por esse motivo, ate´ hoje o nu´mero que
denominamos de raiz de −1 e´ chamado de nu´mero imagina´rio, termo que se consagrou juntamente
com a expressa˜o nu´mero complexo. Infelizmente, sa˜o designac¸o˜es um tanto inadequadas e subjetivas
para objetos matema´ticos.
Depois de Bombelli, em 1530, outros personagens importantes da Histo´ria da Matema´tica deram
contribuic¸o˜es ao desenvolvimento da teoria dos nu´meros complexos, dentre os quais o matema´tico
franceˆs Abraham de Moivre, amigo de Isaac Newton, e tambe´m os irma˜os Jacques e Jean Bernoulli.
Mas quem fez o trabalho mais importante e decisivo sobre o assunto foi Euler. Dentre as inu´meras
contribuic¸o˜es de Euler foi nota´vel seu empenho na melhoria da simbologia. Muitas das notac¸o˜es
que utilizamos hoje foram introduzidas por ele. Dentre as representac¸o˜es propostas por Euler
destacamos o i substituindo
√−1. Euler passou a estudar nu´meros da forma z = a+ bi onde a e b
sa˜o nu´meros reais e i2 = −1. Esses nu´meros sa˜o chamados de nu´meros complexos.
Em resumo, ate´ o se´culo XIX, os nu´meros naturais eram vistos como colec¸o˜es de unidades;
frac¸o˜es eram razo˜es entre quantidades; nu´meros reais eram comprimentos de segmentos e nu´meros
complexos eram pontos do plano. Mas os matema´ticos na˜o estavam satisfeitos com os resultados
baseados nestas noc¸o˜es intuitivas. Era preciso construir uma teoria dos nu´meros. Nessa perspectiva,
foi formulado um princ´ıpio geral para direcionar qualquer generalizac¸a˜o do conceito de nu´mero: o
princ´ıpio da permaneˆncia das leis do ca´lculo. Para construir um novo sistema nume´rico, como
extensa˜o de um sistema dado, as operac¸o˜es devem ser definidas de tal modo que as leis existentes
permanec¸am. A partir da definic¸a˜o axioma´tica do sistema dos nu´meros naturais, foi constru´ıda a
teoria dos inteiros, como pares de nu´meros naturais (cuja diferenc¸a m-n vai resultar num nu´mero
inteiro positivo ou negativo); a teoria dos nu´meros racionais como pares de nu´meros inteiros (cujo
quociente m:n vai resultar num nu´mero racional); e a teoria dos nu´meros reais como sequ¨eˆncias
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de racionais (cujo limite vai resultar num nu´mero real). Sabemos que grande parte das disciplinas
ministradas nos cursos de Matema´tica apresenta muito discretamente a origem dos nu´meros reais e
imagina´rios (inclusive Fundamentos da Matema´tica). Ale´m disso, em disciplinas como Ana´lise Real,
os conjuntos constitu´ıdos por esses nu´meros sa˜o adotados existentes por razo˜es de falta de tempo
ha´bil para o cumprimento da ementa. Assim sendo, nosso interesse neste trabalho e´ a construc¸a˜o
detalhada dos conjuntos de nu´meros tais como: naturais, inteiros, racionais, reais e complexos.
Enfim, descreveremos resumidamente o que sera´ feito em todos os cap´ıtulos listados neste
texto: No primeiro cap´ıtulo formalizaremos o conceito de nu´mero natural e apresentaremos suas
propriedades atrave´s dos conhecidos Axiomas de Peano, ale´m disso, apresentaremos uma aplicac¸a˜o
lu´dica no jogo Torre de Hano´i. No cap´ıtulo seguinte, veremos a construc¸a˜o do conjunto dos nu´meros
inteiros utilizando conceitos como relac¸o˜es de equivaleˆncia e noc¸o˜es de Teoria dos Conjuntos e da
estrutura do conjunto anteriormente constru´ıdo, e ao fim do cap´ıtulo, apresentaremos um exemplo
na Astronomia. Por conseguinte, notaremos que a construc¸a˜o do conjunto dos nu´meros racionais e´
feita de maneira ana´loga a dos inteiros − neste cap´ıtulo daremos eˆnfase a` aplicac¸a˜o dos racionais
apresentando ao leitor o Me´todo de Sylvester - . Ja´ no quarto cap´ıtulo, faremos a construc¸a˜o do
conjunto dos nu´meros reais aplicando os me´todos descritos acima: Cortes de Dedekind e Sequeˆncias
de Cauchy. Neste cap´ıtulo, faremos duas aplicac¸o˜es notaveis: A sequeˆncia de Fibonacci e o Conjunto
de Cantor (Carpete de Sierpinsk). Por fim, no u´ltimo cap´ıtulo, faremos a construc¸a˜o e aritmetizac¸a˜o
dos nu´meros imagina´rios (complexos) e como aplicac¸a˜o, daremos eˆnfase a` equac¸a˜o da onda, mais
conhecida como equac¸a˜o de Schro¨dinger.
E´ importante ressaltar que toda a dissertac¸a˜o visa os aspectos aritme´ticos da construc¸a˜o dos
conjuntos de nu´meros citados acima. Portanto, nenhum tipo de aplicac¸a˜o, fora do ambiente da
Matema´tica, sera´ abordado neste texto. Em contra ponto, trabalharemos em um caminho que este
estudo seja, com excec¸o˜es das definic¸o˜es de conjunto e func¸a˜o1, autoconsistente e com uma grande
riqueza de detalhes. Vale tambe´m destacar que, [3], e [9] sa˜o usadas como refereˆncias principais
neste trabalho.
Em todo o trabalho usaremos a notac¸a˜o (⇒) para denotar que estamos interessados em provar
a implicac¸a˜o direta exposta no resultado em questa˜o. Ja´ (⇐) significara´ que iremos provar a
rec´ıproca da afirmac¸a˜o estabelecida previamente. O s´ımbolo := sera´ usado com o sentido de “igual
por definic¸a˜o”. Para concluir, a)⇒b) nos dira´ que utilizaremos as informac¸o˜es dadas no item a)
para obter o que estara´ estabelecido em b).
1Os conceitos ba´sicos envolvendo conjuntos e func¸o˜es podem ser encontrados com mais detalhes em [7].
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Cap´ıtulo 1
Construc¸a˜o dos Nu´meros Naturais
1.1 Os Axiomas de Peano
Nesta sec¸a˜o, estabeleceremos os Axiomas de Peano 1, os quais sa˜o apresentados em forma de
postulado (ver Axioma 1.1 abaixo) e comprovam rigorosamente nossas ideias intuitivas sobre o
conjunto dos nu´meros naturais. Em ordem a entendermos por completo o enunciado deste axioma,
dado logo abaixo, precisamos de alguns conceitos matema´ticos ba´sicos como, por exemplo, os de
conjuntos e func¸o˜es.
Axioma 1.1 (Axiomas de Peano). Existem um conjunto N (denominado conjunto dos Nu´meros
Naturais) e uma func¸a˜o s : N→ N que satisfazem os seguintes postulados:
A1) s e´ injetiva2;
A2) Existe um elemento 0 ∈ N tal que 0 /∈ Im(s) (aqui Im(s) e´ a imagem da aplicac¸a˜o s);
A3) [Princ´ıpio da Induc¸a˜o] Assuma que X ⊂ N satisfaz as afirmac¸o˜es abaixo:
i) 0 ∈ X;
ii) k ∈ X ⇒ s(k) ∈ X.
Enta˜o, X = N.
A aplicac¸a˜o s considerada no Axioma 1.1 tem sua origem na palavra sucessor. Mais precisa-
mente, temos a seguinte definic¸a˜o.
1Outra refereˆncia cla´ssica para construc¸a˜o dos nu´meros naturais e´ via Teoria dos Conjuntos, no qual pode ser
vista detalhadamente em [5] e [10].
2Uma func¸a˜o f : A→ B e´ chamada injetiva se f(x) = f(y), com x, y ∈ A, implicar x = y.
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Definic¸a˜o 1.1. A func¸a˜o s, dada acima, e´ denominada func¸a˜o (ou aplicac¸a˜o) sucessor. Ale´m disso,
chamamos s(x) ∈ Im(s) ⊂ N sucessor de x, onde x ∈ N.
E´ importante ressaltar que, o axioma A3) acima dado e´ conhecido na literatura como o Princ´ıpio
da Induc¸a˜o Finita (ou Princ´ıpio da Induc¸a˜o Matema´tica, ou simplesmente Princ´ıpio da Induc¸a˜o).
Ale´m disso, A2), estabelecido acima, garante que N 6= ∅ (pois 0 ∈ N) e tambe´m que s(0) 6= 0 (desde
que 0 /∈ Im(s) e s(0) ∈ Im(s)). Portanto, N conte´m, pelo menos, os elementos distintos 0 e s(0).
Consequentemente, como s e´ injetora (ver A1)), obtemos que s(0) 6= s(s(0)). Este fato acrescenta
mais um elemento em N, s(s(0)), o qual e´ diferente de 0 (atrave´s da simples justificativa: 0 /∈ Im(s)
e s(s(0)) ∈ Im(s)).
Seguindo o processo acima, tomando sucessores de forma iterada, parece que cada elemento
encontrado e´ diferente de todos aqueles anteriormente obtidos. Devido a esse fato, somos levados a
considerar que N e´ um conjunto infinito (esta afirmac¸a˜o ficara´ mais clara ao decorrer deste cap´ıtulo).
A partir disto, podemos definir quando um conjunto qualquer e´ infinito da seguinte forma:
Definic¸a˜o 1.2. Um conjunto X e´ denominado infinito quando existe uma func¸a˜o injetora f : N→
X. Caso contra´rio, X e´ chamado finito.
Note que a Definic¸a˜o 1.2 nos garante que um conjunto infinitoX esta´ em bijec¸a˜o3 com f(N) ⊂ X.
Reciprocamente, se existir uma bijec¸a˜o f : N→ Y , onde Y ⊂ X, enta˜o X e´ infinito (basta compor
f com a inclusa˜o i : Y ↪→ X, dada por i(y) = y para todo y ∈ Y ).
Observe tambe´m que se X e´ finito e Y ⊂ X, enta˜o Y e´ finito. Caso contra´rio, existiria injec¸a˜o
f : N→ Y . Logo, i ◦ f : N→ X, onde i e´ a inclusa˜o de Y em X, seria injetora. Portanto, X seria
infinito. Isto e´ uma contradic¸a˜o.
O primeiro exemplo de conjunto infinito que daremos, usando a definic¸a˜o acima, e´ o conjunto
N∗ = N \ {0}. Mais especificamente, provaremos, no resultado abaixo, que a func¸a˜o s : N → N∗ e´
uma bijec¸a˜o.
Teorema 1.1. Seja s : N→ N a func¸a˜o sucessor. Enta˜o, sa˜o va´lidos os seguintes itens:
i) Nenhum nu´mero natural e´ sucessor de si pro´prio, isto e´, s(n) 6= n para todo n ∈ N;
ii) Im(s) = N∗.
3Uma func¸a˜o f : A → B e´ dita bijetora se esta e´ injetora e sobrejetora ao mesmo tempo. Aqui f e´ denominada
sobrejetora quando Im(f) = B.
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Demonstrac¸a˜o. Primeiramente vamos provar o item i). Para este fim, seja
X = {n ∈ N/s(n) 6= n} ⊆ N.
Agora, vamos utilizar o Princ´ıpio de Induc¸a˜o para mostrar que X = N. Assim sendo, e´ fa´cil ver
que 0 ∈ X, pois s(0) 6= 0 (ja´ que 0 /∈ Im(s)). Resta somente, enta˜o, verificarmos que vale a seguinte
implicac¸a˜o:
k ∈ X ⇒ s(k) ∈ X.
De fato, se k ∈ X, enta˜o, pela definic¸a˜o de X, s(k) 6= k. Logo, aplicando s, obtemos s(s(k)) 6= s(k)
(pois s e´ injetora). Deste modo, s(k) ∈ X. Por fim, pelo Princ´ıpio da Induc¸a˜o, X = N. Isto nos
diz que s(n) 6= n, para todo n ∈ N.
ii) Novamente, aplicaremos o Princ´ıpio da Induc¸a˜o ao conjunto X = {0} ∪ Im(s). Dessa forma,
segue facilmente que 0 ∈ X. Agora suponha que k ∈ X. E´ sabido que s(k) ∈ Im(s) ⊆ X; logo,
X = N. Consequentemente, usando o fato que 0 /∈ Im(s), obte´m-se Im(s) = N∗.
A partir do Teorema 1.1, temos que dado n ∈ N∗ existe um u´nico m ∈ N tal que s(m) = n (pois
s : N → N∗ e´ uma bijec¸a˜o). Isto nos possibilita estabelecer a definic¸a˜o do que significa antecessor
de um nu´mero natural. Mais especificamente, se n ∈ N∗ temos que o antecessor de n e´ o elemento
m ∈ N tal que s(m) = n. Gostar´ıamos de frisar aqui que tal denominac¸a˜o na˜o sera´ utilizada neste
trabalho.
1.2 Operac¸o˜es Elementares com Nu´meros Naturais
Nesta sec¸a˜o, estudaremos duas operac¸o˜es sobre o conjunto dos nu´meros naturais, as quais sera˜o
chamadas adic¸a˜o (+ : N× N→ N) e multiplicac¸a˜o (· : N× N→ N).
1.2.1 Propriedades Elementares da Adic¸a˜o
Nesta subsec¸a˜o, formalizaremos o que significa adicionar nu´meros naturais; ale´m disso, provare-
mos algumas propriedades elementares envolvendo tal adic¸a˜o. Mais precisamente, definimos adic¸a˜o
da seguinte forma.
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Definic¸a˜o 1.3. Definimos, recursivamente, a aplicac¸a˜o + : N × N → N, denominada adic¸a˜o, que
associa dois nu´meros naturais m e n a um outro m+ n, do seguinte modo:{
m+ 0 = m;
m+ s(n) = s(m+ n).
(1.1)
Obs 1.1. E´ importante ressaltar que, por definic¸a˜o, 0 e´ o elemento neutro4 para a adic¸a˜o do
naturais.
O resultado a seguir nos mostra como garantir que a adic¸a˜o, do maneira que esta´ estabelecida
acima, esta´ bem definida.
Proposic¸a˜o 1.1. A adic¸a˜o entre nu´meros naturais esta´ bem definida, ou seja, m + n ∈ N para
todo m,n ∈ N.
Demonstrac¸a˜o. Inicialmente, fixe m ∈ N e considere o conjunto
Xm = {n ∈ N/m+ n ∈ N}.
Segue diretamente de (1.1) que 0 ∈ Xm (pois m + 0 = m ∈ N). Por outro lado, considere que
k ∈ Xm; enta˜o, m + k ∈ N. Por conseguinte, s(k) ∈ Xm desde que m + s(k) = s(m + k) ∈ N (ver
(1.1)). Por fim, aplicando o Princ´ıpio de Induc¸a˜o, obtemos Xm = N. Isto completa a prova da
proposic¸a˜o em questa˜o.
A partir da definic¸a˜o de soma entre nu´meros naturais e´ poss´ıvel estabelecer a notac¸a˜o que
estamos acostumados a utilizar no ensino elementar usando a definic¸a˜o de aplicac¸a˜o sucessor. Mais
especificamente, temos a seguinte definic¸a˜o.
Definic¸a˜o 1.4. Denotaremos por 1, leˆ-se “um”, o nu´mero natural que e´ sucessor de 0, isto e´,
1 = s(0). Tambe´m definimos, 2 = s(1) (leˆ-se dois), 3 = s(2) (leˆ-se treˆs), s(3) = 4 (leˆ-se quatro), e
assim por diante.
Usando a notac¸a˜o da Definic¸a˜o 1.4, podemos escrever o conjunto dos nu´meros naturais de
maneira usual.
Teorema 1.2. E´ verdade que N = {0, 1, 2, 3, ...}.
4Um elemento 0 de um conjunto A, com uma operac¸a˜o de adic¸a˜o estabelecida, e´ chamado de elemento neutro da
adic¸a˜o se a + 0 = a, para todo a ∈ A.
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Demonstrac¸a˜o. Seja X = {0, 1, 2, 3...}. Claramente, 0 ∈ X. Ale´m disso, o sucessor de cada
elemento de X esta´ em X. Portanto, pelo Princ´ıpio da Induc¸a˜o, X = N. Por fim, N = {0, 1, 2, 3, ...}.
Note que a Definic¸a˜o 1.3 estabelece a forma de adicionar nu´meros naturais conhecida na litera-
tura elementar. Com efeito,
i) 1 + 1 = 1 + s(0) = s(1) = 2;
ii) 2 + 1 = 2 + s(0) = s(2) = 3;
iii) 2 + 2 = 2 + s(1) = s(2 + 1) = s(3) = 4;
iv) 2 + 3 = 2 + s(2) = s(2 + 2) = s(4) = 5,
e assim por diante.
Em ordem a apresentar uma nova caracterizac¸a˜o para a adic¸a˜o de nu´meros naturais, lembremos
a notac¸a˜o usual de composic¸a˜o iterada de func¸o˜es. Sendo assim, seja f : X → X uma func¸a˜o
definida em um conjunto qualquer X. Defina
f0 = IdX e f
s(n) = f ◦ fn,
onde n ∈ N e IdX(x) = x para todo x ∈ X.
Proposic¸a˜o 1.2. Sejam m,n ∈ N. Enta˜o, m+ n = sn(m).
Demonstrac¸a˜o. Fixe m ∈ N. Considere o conjunto
Xm = {n ∈ N/m+ n = sn (m)}.
Em ordem a provar que X = N, vamos aplicar induc¸a˜o sobre n. E´ fa´cil ver que 0 ∈ Xm, pois
m+ 0 = m = IdXm(m) = s
0 (m).
Agora mostraremos que se n ∈ Xm, acarreta que s(n) ∈ Xm. De fato,
m+ s(n) := s(m+ n) = s (sn (m))
= s ◦ sn (m) =: ss(n) (m) ,
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onde na segunda igualdade acima usamos a hipo´tese de induc¸a˜o. Logo, s (n) ∈ Xm. Assim, pelo
Princ´ıpio da Induc¸a˜o , Xm = N. Isto conclui a prova da proposic¸a˜o em questa˜o.
Vejamos alguns exemplos de como aplicar a definic¸a˜o de soma dada na Proposic¸a˜o 1.2.
Exemplo 1.1. E´ fa´cil ver que os itens abaixo sa˜o va´lidos:
i) 2 + 5 = s5 (2) = s(s(s(s(s(2))))) = s(s(s(s(3)))) = s(s(s(4))) = s(s(5)) = s(6) = 7;
ii) 13 + 10 = s10 (13) = s ◦ s ◦ ... ◦ s︸ ︷︷ ︸
10 vezes
(13) = 23.
Ainda precisamos provar a propriedade associativa5 (ver Teorema 1.3 abaixo) para garantir que
a comutatividade entre nu´meros naturais, com relac¸a˜o a` adic¸a˜o, e´ va´lida.
Teorema 1.3 (Associatividade). Sejam m,n, p ∈ N. Enta˜o, m+ (n+ p) = (m+ n) + p.
Demonstrac¸a˜o. Fixaremos os naturais m e n e aplicaremos induc¸a˜o sobre p. Sendo assim, considere
o conjunto
Xm,n = {p ∈ N/m+ (n+ p) = (m+ n) + p}.
E´ fa´cil ver que 0 ∈ Xm,n, pois
m+ (n+ 0) := m+ n = (m+ n) + 0,
ver (1.1). Mostraremos agora que o fato de k ∈ Xm,n acarreta que s(k) ∈ Xm,n. Com efeito, seja
k ∈ Xm,n. Enta˜o, m+(n+k) = (m+n)+k. Por conseguinte, atrave´s do uso de (1.1), encontramos
m+ (n+ s (k)) := m+ s (n+ k)
:= s (m+ (n+ k))
= s ((m+ n) + k)
= (m+ n) + s (k) .
Logo, s(k) ∈ Xm,n. Portanto, Xm,n = N. Isto prova o teorema em questa˜o.
Agora, vamos provar que a adic¸a˜o entre nu´meros naturais e´ comutativa. Comec¸aremos mos-
trando, atrave´s de uma caracterizac¸a˜o bem conhecida de um sucessor, que qualquer nu´mero natural
comuta com 1.
5A igualdade dada no Teorema 1.3 nos diz que a adic¸a˜o e´ associativa.
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Lema 1.1. Seja m ∈ N. Enta˜o, s(m) = m+ 1 e s(m) = 1 +m. Em particular, m+ 1 = 1 +m.
Demonstrac¸a˜o. Para a primeira igualdade acima, temos
m+ 1 = m+ s(0) = s(m+ 0) = s(m).
Ja´ a prova da segunda igualdade prove´m de uma aplicac¸a˜o do Princ´ıpio da Induc¸a˜o ao conjunto
X = {m ∈ N/s(m) = 1 +m}.
Claramente, 0 ∈ X, pois s(0) = 1 = 1 + 0 (ver (1.1)). Seja m ∈ X. Vamos mostrar que s(m) ∈ X.
De fato, como s(m) = 1 +m (m ∈ X), temos que
1 + s(m) = s(1 +m) = s(s(m)),
ou seja, s(m) ∈ X. Assim, pelo Princ´ıpio da Induc¸a˜o, temos X = N. Em particular,
m+ 1 = s(m) = 1 +m,∀m ∈ N.
Agora, estamos prontos para provar a comutatividade6, com relac¸a˜o a` adic¸a˜o, entre dois nu´meros
naturais.
Teorema 1.4 (Comutatividade). Sejam m,n ∈ N. Enta˜o, n+m = m+ n.
Demonstrac¸a˜o. Fixando arbitrariamente m ∈ N e considere o conjunto
Xm = {n ∈ N/n+m = m+ n}.
Mostremos por induc¸a˜o sobre n que Xm = N.
Inicialmente, mostraremos que m+ 0 = 0 +m. Note que m+ 0 = m, por (1.1). Sendo assim, e´
suficiente mostrar que m = 0 +m. Para este fim, assuma que
X = {m ∈ N/m = 0 +m}.
Provaremos que X = N. E´ fa´cil ver que 0 ∈ X, pois 0 = 0 + 0 (ver (1.1)). Agora suponha que
m ∈ X. Logo, m = 0 +m. Por conseguinte, inferimos
6A igualdade exposta no Teorema 1.4 nos diz que a adic¸a˜o e´ comutativa.
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0 + s(m) := s(0 +m) = s (m) .
Deste modo, s(m) ∈ X. Portanto, X = N. Logo, m+ 0 = m = 0 +m.
Agora estamos aptos a provar que Xm = N. Vimos acima que 0 ∈ Xm. Por outro lado,
assumindo o fato de que n ∈ Xm e aplicando o Lema 1.1 e o Teorema 1.3, obtemos
m+ s (n) =: s (m+ n) = (m+ n) + 1
= 1 + (m+ n) = 1 + (n+m)
= (1 + n) +m = (n+ 1) +m
:= s (n) +m.
Portanto, Xm = N. Isto completa a prova do teorema em questa˜o.
O resultado a seguir nos mostra que a lei de cancelamento para a adic¸a˜o7, definida sobre o
conjunto dos nu´meros naturais, e´ va´lida.
Teorema 1.5 (Lei do Cancelamento). Sejam m,n, p ∈ N. Enta˜o, vale a seguinte implicac¸a˜o:
m+ p = n+ p⇒ m = n.
Demonstrac¸a˜o. Fixe m,n ∈ N e considere o conjunto
Xm,n = {p ∈ N/m+ p = n+ p⇒ m = n}.
Apliquemos induc¸a˜o sobre p para mostrar que Xm,n = N. E´ fa´cil ver que se m+ 0 = n+ 0, enta˜o,
por (1.1), temos que
m = m+ 0 = n+ 0 = n.
Isto nos diz que 0 ∈ Xm,n. Suponhamos, agora, que p ∈ Xm,n e
m+ s (p) = n+ s (p) .
Deste modo,
s (m+ p) = s (n+ p) .
Consequentemente, como s e´ injetiva, chegamos a m + p = n + p. Como p ∈ Xm,n, enta˜o m = n.
Por fim, pelo Princ´ıpio da Induc¸a˜o, conclu´ımos Xm,n = N. Isto completa a prova do teorema em
questa˜o.
7A implicac¸a˜o estabelecida no Teorema 1.5 nos diz que a lei do cancelamento para a adic¸a˜o e´ va´lida.
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A seguir, provaremos que o elemento neutro da adic¸a˜o do naturais e´ u´nico.
Proposic¸a˜o 1.3. Suponha que exista u ∈ N tal que m+ u = m (ou u+m = m) para todo m ∈ N.
Enta˜o, u = 0.
Demonstrac¸a˜o. Se m+ u = m, para todo m ∈ N, enta˜o, assumindo m = 0, chegamos a
0 = 0 + u =: u,
por (1.1). Isto prova a proposic¸a˜o em questa˜o.
1.2.2 Propriedades Elementares da Multiplicac¸a˜o
Nesta subsec¸a˜o, definiremos a multiplicac¸a˜o envolvendo nu´meros naturais juntamente com al-
gumas propriedades elementares relacionadas a esta operac¸a˜o.
Definic¸a˜o 1.5. Definimos a aplicac¸a˜o · : N×N→ N, denominada multiplicac¸a˜o, que associa dois
nu´meros naturais m e n a um outro m · n, do seguinte modo:{
m · 0 = 0;
m · (n+ 1) = m · n+m. (1.2)
Adiante, em alguns momentos oportunos, adotaremos a notac¸a˜o de justaposic¸a˜o para multi-
plicac¸a˜o, isto e´,
m · n = mn,∀m,n ∈ N.
Exemplo 1.2. E´ fa´cil ver que:
1. 1 · 1 = 1 · (0 + 1) = 1 · 0 + 1 = 0 + 1 = 1;
2. 1 · 2 = 1 · (1 + 1) = 1 · 1 + 1 = 1 + 1 = 2.
Proposic¸a˜o 1.4. A multiplicac¸a˜o esta´ bem definida, isto e´, m · n ∈ N para todo m,n ∈ N.
Demonstrac¸a˜o. Sejam m,n ∈ N, com m fixo. Consideremos o conjunto
Xm = {n ∈ N/m · n ∈ N}.
E´ fa´cil checar que 0 ∈ Xm, pois m · 0 = 0 ∈ N (ver (1.2)). Agora, assuma que n ∈ Xm em ordem a
provar que s(n) ∈ Xm. Assim sendo, pelo Lema 1.1, conclu´ımos que
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m · s(n) = m · (n+ 1) := m · n+m ∈ N,
pois n ∈ Xm (m · n ∈ N). Portanto, pelo Princ´ıpio da induc¸a˜o, Xm = N.
A seguir apresentaremos algumas propriedades elementares envolvendo a multiplicac¸a˜o entre
nu´meros naturais. Entre estas, permita-nos mostrar que 1 e´ o elemento neutro8 desta operac¸a˜o.
Teorema 1.6 (Elemento Neutro). Seja n ∈ N. Enta˜o, 1 · n = n · 1 = n.
Demonstrac¸a˜o. Mostraremos inicialmente que n·1 = n. Com efeito, usando (1.1), (1.2) e o Teorema
1.4, segue que
n · 1 = n · (0 + 1) = n · 0 + n = 0 + n = n.
Agora por induc¸a˜o em n, mostraremos que 1 · n = n. Seja
X = {n ∈ N/1 · n = n}.
E´ fa´cil ver que 1 · 0 = 0 ∈ X, por (1.2). Suponha, agora, que n ∈ X. Logo, 1 · n = n. Consequen-
temente, obtemos
1 · (n+ 1) = 1 · n+ 1 = n+ 1.
Deste modo, n+ 1 ∈ X. Por fim, o resultado segue pelo Princ´ıpio de Induc¸a˜o.
O corola´rio a seguir nos mostra que o elemento neutro da multiplicac¸a˜o, assim como o da adic¸a˜o,
entre nu´meros naturais e´ u´nico.
Corola´rio 1.7. Seja p ∈ N tal que n · p = n (ou p · n = n) para todo n ∈ N∗. Enta˜o, p = 1.
Demonstrac¸a˜o. Assuma que n = 1 ∈ N∗ (ver Teorema 1.1) em ordem a obter
1 = 1 · p = p,
onde na u´ltima igualdade aplicamos o Teorema 1.6. Isto mostra que 1 = p.
8Um elemento 1 de um conjunto A, com uma operac¸a˜o de multiplicac¸a˜o definida, e´ chamado de elemento neutro
se a · 1 = 1 · a = a, para todo a ∈ A.
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Usando as definic¸o˜es dadas em (1.1) e (1.2), vamos mostrar uma propriedade envolvendo
nu´meros naturais conhecida como distributividade9.
Teorema 1.8 (Distributividade). Sejam m,n, p ∈ N. Enta˜o, m · (n + p) = m · n + m · p e
(m+ n) · p = m · p+ n · p.
Demonstrac¸a˜o. Assuma que m e n esta˜o fixos e considere o conjunto
Xm,n = {p ∈ N/m · (n+ p) = m · n+m · p}.
Vamos provar que Xm,n = N por induc¸a˜o sobre p. Primeiramente, e´ fa´cil checar que
m(n+ 0) := mn =: mn+ 0 =: mn+ n0,
por (1.1) e (1.2). Logo, m(n + 0) = mn + m0. Assim, 0 ∈ Xm,n. Mostraremos que se p ∈ Xm,n
acarreta que p + 1 ∈ Xm,n. Com efeito, assumindo que p ∈ Xm,n (isto e´, m(n + p) = mn + mp),
chegamos a
m(n+ s(p)) = m(n+ (p+ 1)) = m((n+ p) + 1)
= m(n+ p) +m = (mn+mp) +m
= mn+ (mp+m) = mn+m(p+ 1)
= mn+ms(p),
onde aplicamos o Lema 1.1, o Teorema 1.3 e (1.2). Deste modo, s(p) ∈ Xm,n. Com isso, conclu´ımos,
pelo Princ´ıpio da Induc¸a˜o, que Xm,n = N. Isto prova que a primeira igualdade exposta no Teorema
em questa˜o.
De forma similar , usando induc¸a˜o sobre p, prova-se que (m+n) · p = m · p+n · p. De fato, seja
Ym,n = {p ∈ N/(m+ n) · p = m · p+ n · p}.
E´ fa´cil ver que 0 ∈ Ym,n, pois
(m+ n)0 = 0 = 0 + 0 = m0 + n0.
9A igualdade dada no Teorema 1.8 nos diz que a propriedade distributiva e´ va´lida.
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Por outro lado, se p ∈ Ym,n, enta˜o (m+ n)p = mp+ np. Consequentemente,
(m+ n)s(p) = (m+ n)(p+ 1) = (m+ n)p+ (m+ n)
= (mp+ np) + (m+ n) = (mp+m) + (np+ n)
= m(p+ 1) + n(p+ 1) = ms(p) + ns(p).
Logo, s(p) ∈ Ym,n. Conclu´ımos, pelo Princ´ıpio da Induc¸a˜o, que Ym,n = N.
Permita-nos provar a propriedade associativa10 para a multiplicac¸a˜o de nu´meros naturais como
segue.
Teorema 1.9 (Associatividade). Sejam m,n, p ∈ N. Enta˜o, m · (n · p) = (m · n) · p.
Demonstrac¸a˜o. Fixe m,n ∈ N.Considere que
Xm,n = {p ∈ N/m(np) = (mn)p}.
Mostraremos que Xm,n = N, por induc¸a˜o. Inicialmente, e´ fa´cil ver que 0 ∈ Xm,n, pois
m(n0) = m0 = 0 = (mn)0.
Agora, suponha que p ∈ Xm,n (ou seja, m(np) = (mn)p). Enta˜o,
m(ns(p)) = m[n(p+ 1)] = m(np+ n)
= m(np) +mn = (mn)p+ (mn)
= (mn)(p+ 1) = (mn)s(p),
onde aplicamos o Lema 1.1 e (1.2). Deste modo, s(p) ∈ Xm,n. Portanto, pelo Princ´ıpio da Induc¸a˜o,
Xm,n = N. O teorema em questa˜o segue.
Agora, vamos provar que o conjunto dos nu´meros naturais na˜o possui divisores de zero11. Para
este fim, demonstraremos inicialmente o seguinte resultado:
Lema 1.2. Sejam m,n ∈ N. Enta˜o, m+ n = 0⇒ m = n = 0.
10A igualdade dada no Teorema 1.9 nos diz que a associatividade para a multiplicac¸a˜o e´ va´lida.
11Um conjunto A, com uma multiplicac¸a˜o estabelecida, e´ dito na˜o conter divisores de zero se x ·y = 0, com x, y ∈ A,
implicar x = 0 ou y = 0.
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Demonstrac¸a˜o. Suponhamos, por absurdo, que n 6= 0. Enta˜o,
n = s(n′) = n′ + 1, para algum n′ ∈ N,
pelos Teorema 1.1 e Lema 1.1. Consequentemente, pelo Teorema 1.3, chegamos a
0 = m+ n = m+ (n′ + 1) = (m+ n′) + 1 = s(m+ n′),
pelo Lema 1.1 novamente. Isto e´ um absurdo, pois zero na˜o e´ sucessor de nenhum nu´mero (ver
Teorema 1.1). Logo, n = 0. Dessa forma, conclu´ımos
0 = m+ n = m+ 0 = m.
Isto completa a prova do lema em questa˜o.
Vejamos agora como utilizar o Lema 1.2 para provar que so´ existe uma maneira para que a
multiplicac¸a˜o entre dois nu´meros naturais resulte em 0: pelo menos um deste elementos tem que
ser 0.
Teorema 1.10. Sejam m,n ∈ N. Enta˜o, N na˜o possui divisores de zero, isto e´, m ·n = 0⇒ m = 0
ou n = 0.
Demonstrac¸a˜o. Suponhamos que n 6= 0. Assim, sendo, temos que
n = s(k) = k + 1, para algum k ∈ N,
ver Teorema 1.1 e Lema 1.1. Segue que
0 = mn = m(k + 1) = mk +m,
ver (1.2). Logo, pelo Lema 1.2, obtemos m = 0.
Para finalizar esta subsec¸a˜o, mostraremos que a multiplicac¸a˜o entre nu´meros naturais, assim
como a adic¸a˜o, e´ uma operac¸a˜o comutativa12. Este fato esta´ verificado no teorema a seguir.
Teorema 1.11 (Comutatividade). Sejam m,n ∈ N. Enta˜o, n ·m = m · n.
12A igualdade dada no Teorema 1.11 nos diz que a propriedade comutativa para a multiplicac¸a˜o e´ va´lida.
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Demonstrac¸a˜o. Primeiramente, vamos mostrar que 0m = 0∀m ∈ N. Seja X = {m ∈ N/0 ·m = 0}.
Vamos provar por induc¸a˜o que X = N. Note que, por (1.2), 0 ·0 = 0. Logo, 0 ∈ X. Agora, suponha
que m ∈ X. Da´ı, 0m = 0. Dessa forma,
0s(m) = 0(m+ 1) = 0m+ 0 = 0 + 0 = 0,
ver Lema 1.1. Isto nos diz que s(m) ∈ X. Logo, X = N.
Agora, fixemos m ∈ N natural arbitrariamente e apliquemos induc¸a˜o sobre n ao conjunto
Xm = {n ∈ N/m · n = n ·m}.
Temos que 0 ∈ Xm, pois m0 = 0 = 0m (ver argumentac¸a˜o acima). Considere que n ∈ Xm (isto e´,
mn = nm). Deste modo, pelos Teoremas 1.6 e 1.8, encontramos
ms(n) = m(n+ 1) = mn+m = nm+ 1m = (n+ 1)m = s(n)m.
Isto mostra que s(n) ∈ Xm. Portanto, pelo Princ´ıpio da Induc¸a˜o, Xm = N.
1.3 Relac¸a˜o de Ordem e Poteˆncias em N
Nesta sec¸a˜o, faremos um estudo, envolvendo nu´meros naturais, que nos proporcionara´ comparar
os nu´meros naturais com a bem conhecida ideia elementar quando um elemento e´ menor (ou maior)
que o outro; formalizando, assim, a ideia intuitiva de que 0 e´ menor que 1, 1 e´ menor do que 2, e
assim por diante. Por fim, mostraremos como definir poteˆncias de nu´meros naturais.
Comecemos com a definic¸a˜o de uma relac¸a˜o de ordem em um conjunto qualquer.
Definic¸a˜o 1.6. Seja X um conjunto na˜o vazio. Dizemos que uma relac¸a˜o bina´ria R e´ uma relac¸a˜o
de ordem em X quando esta satisfizer as condic¸o˜es seguintes, para quaisquer x, y, z ∈ X:
i) [Reflexividade]: xRx;
ii) [Antissimetria]: xRy e yRx⇒ x = y;
iii) [Transitividade]: xRy e yRz ⇒ xRz.
O par (X,R) e´ chamado um conjunto ordenado. Quando na˜o houver possibilidade de confusa˜o com
a relac¸a˜o de ordem R, diremos que X e´ um conjunto ordenado.
23
Exemplo 1.3. Sejam m,n ∈ N. Defina uma relac¸a˜o R da seguinte forma:
mRn se existe p ∈ N tal que n = m+ p.
Mostraremos que R e´ uma relac¸a˜o de ordem em N. De fato,
i) R e´ reflexiva, pois m = m+ 0 (⇒ mRm);
ii) Se mRn e nRm, enta˜o n = m + p e m = n + q para alguns p, q ∈ N. Substituindo a primeira
igualdade na segunda, e usando associatividade, obtemos
m = n+ q = (m+ p) + q = m+ (p+ q).
Logo, pela lei do cancelamento, encontramos p + q = 0. Portanto, pelo Lema 1.2, chegamos
a p = q = 0. Deste modo, n = m. Isto nos diz que R e´ antissime´trica;
iii) Por fim, se r ∈ N, mRn e nRr, enta˜o n = m+p′ e r = n+q′ para alguns p′, q′ ∈ N. Substituindo
a primeira igualdade na segunda, e aplicando a associatividade, obtemos
r = (m+ p′) + q = m+ (p′ + q′).
Portanto, mRr. Isto nos informa que R e´ transitiva.
A relac¸a˜o R, definida em N, do exemplo anterior nos possibilita informar quando um nu´mero
natural e´ menor do que ou igual outro.
Definic¸a˜o 1.7. Sejam n,m ∈ N. Dizemos que n e´ menor do que ou igual a m, e escreveremos
n ≤ m, se existe p ∈ N tal que m = n+ p.
Vimos, no exemplo acima, que ≤ e´ uma relac¸a˜o de ordem em N.
Obs 1.2. Neste texto, tambe´m utilizaremos as seguintes notac¸o˜es:
1. Se n ≤ m e n 6= m, enta˜o escreveremos n < m e dizemos que n e´ menor do que m;
2. Escreveremos n ≥ m, como alternativa a m ≤ n. Leremos n e´ maior do que ou igual a m;
3. Escreveremos n > m, como alternativa a m < n. Leremos n e´ maior do que m.
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Obs 1.3. E´ fato que se n < m, com n,m ∈ N, enta˜o existe p ∈ N tal que m = n + p e n 6= m.
Como p 6= 0 (caso contra´rio, ter´ıamos n = m), enta˜o m = n + p, onde p ∈ N∗. Reciprocamente,
se m = n + p com p ∈ N∗, tem-se que n ≤ m e p 6= 0. Se n = m, ter´ıamos n = n + p. Pela lei do
cancelamento, encontrar´ıamos p = 0 (um absurdo). Dessa forma, resumindo, podemos caracterizar
a relac¸a˜o < da seguinte forma:
n < m⇔ m = n+ p, com p ∈ N∗.
Exemplo 1.4. E´ fa´cil ver, atrave´s da Definic¸a˜o 1.7 que:
i) 0 < 1, pois 1 = 0 + 1 e 0 6= 1;
ii) 3 ≤ 5, ja´ que 5 = 3 + 2;
O exemplo anterior nos informa que 1 > 0. Na verdade, qualquer nu´mero natural diferente de
0 e´ maior do que 0. Mais precisamente, apresentamos a seguinte proposic¸a˜o.
Proposic¸a˜o 1.5. Seja n ∈ N∗. Enta˜o, n > 0.
Demonstrac¸a˜o. Suponhamos, por absurdo, que n < 0. Enta˜o, pela Definic¸a˜o 1.7, existe p ∈ N tal
que 0 = n + p. Assim sendo, aplicando o Lema 1.2, obtemos que n = 0. Isto e´ uma contradic¸a˜o,
pois n ∈ N∗. Portanto, n > 0.
Agora, estamos aptos a provar que o sucessor de qualquer nu´mero natural e´ estritamente maior
do que ele pro´prio.
Proposic¸a˜o 1.6. Seja n ∈ N. Enta˜o, s(n) > n.
Demonstrac¸a˜o. Sabemos do Lema 1.1 que s(n) = n + 1, para qualquer n ∈ N. Portanto, por
definic¸a˜o, s(n) > n, para todo n ∈ N (pois 1 6= 0).
Obs 1.4. Poder´ıamos estabelecer uma prova da proposic¸a˜o acima usando induc¸a˜o. De fato, con-
sidere o conjunto
X = {n ∈ N/s(n) > n}.
Note que 0 ∈ X, pois s(0) = 1 > 0. Agora, se assumirmos que n ∈ X (s(n) > n), obtemos
s(n+ 1) = (n+ 1) + 1 = s(n) + 1.
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Como s(n) > n, temos que existe p ∈ N tal que s(n) = n + p. Dessa forma, pela associatividade,
chegamos a
s(n) + 1 = (n+ p) + 1 = n+ (p+ 1) = n+ (1 + p) = (n+ 1) + p.
Portanto, s(n+ 1) > n+ 1. Deste modo, s(n) ∈ X. Por fim, pelo Princ´ıpio da Induc¸a˜o, X = N.
O resultado a seguir nos mostra que e´ sempre poss´ıvel comparar dois nu´meros naturais atrave´s
da Definic¸a˜o 1.7. Mais precisamente, temos o seguinte teorema.
Teorema 1.12 (Lei da Tricotomia). Sejam m,n ∈ N. Enta˜o, somente uma das relac¸o˜es abaixo
ocorre:
i) m < n;
ii) m = n;
iii) m > n.
Demonstrac¸a˜o. Inicialmente, suponha, por absurdo, que i) e ii) valem simultaneamente. Assim,
m < n e m = n. Enta˜o n = m + p = n + p, para algum p ∈ N∗. Logo, pela lei do cancelamento,
encontramos p = 0. Isto e´ uma contradic¸a˜o, visto que p ∈ N∗. De forma ana´loga, verifica-se que ii)
e iii) sa˜o incompat´ıveis.
Agora, suponhamos que i) e iii) ocorrem ao mesmo tempo. Dessa forma, ter´ıamos
n = m+ p e m = n+ q, p, q ∈ N∗.
Consequentemente,
n = m+ p = (n+ q) + p = n+ (q + p).
Portanto, novamente pela lei do cancelamento, obter´ıamos q + p = 0. Por aplicar o Lema 1.2,
chegar´ıamos a p = q = 0 (contradic¸a˜o).
Mostraremos agora que uma as treˆs relac¸o˜es acontece. Sendo assim, primeiramente, fixe m ∈ N
e considere o conjunto
Xm = {n ∈ N/n = m ou n > m ou n < m}.
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Vamos provar por induc¸a˜o sobre n, que Xm = N. E´ fa´cil checar que 0 ∈ Xm, pois, pela Proposic¸a˜o
1.5, 0 = m ou m > 0. Assuma que k ∈ Xm (k = m ou k > m ou k < m). Assim, devemos
considerar treˆs situac¸o˜es:
1a) k = m.
Neste caso, k + 1 = m+ 1. Logo, k + 1 > m e, portanto, s(k) = k + 1 ∈ Xm;
2a) k > m.
Neste caso, existe p ∈ N∗ tal que k = m+ p. Enta˜o, por associatividade, chegamos a
k + 1 = (m+ p) + 1 = m+ (p+ 1).
Com isso, k + 1 > m. Da´ı, s(k) = k + 1 ∈ Xm;
3a) k < m.
Neste caso, existe p ∈ N∗ tal que m = k + p. Da´ı, como p = s(j) = j + 1, para algum j ∈ N,
tem-se que
m = k + p = k + (j + 1) = k + (1 + j) = (k + 1) + j.
Se j = 0, enta˜o s(k) = k + 1 = m e consequentemente s(k) ∈ Xm (pois m ∈ Xm). Se j 6= 0,
enta˜o m > k + 1 = s(k). Por fim, s(k) ∈ Xm.
Isto completa a prova do teorema em questa˜o.
A lei da tricotomia, estabelecida acima, equivale dizer que, dados m,n ∈ N, tem-se, necessari-
amente, que m ≤ n ou n ≤ m. Isto nos diz que dois naturais quaisquer sa˜o sempre compara´veis
pela relac¸a˜o de ordem ≤. Por isso, dizemos que ≤ e´ uma relac¸a˜o de ordem total e; neste caso, N,
munido deste relac¸a˜o, e´ dito ser totalmente ordenado.
Proposic¸a˜o 1.7. A relac¸a˜o <, definida em N na˜o e´ uma relac¸a˜o de ordem; pore´m, esta e´ transitiva
e antissime´trica.
Demonstrac¸a˜o. Suponhamos que < e´ reflexiva. Enta˜o, ter´ıamos n < n, para todo n ∈ N. Isto e´
uma contradic¸a˜o, ja´ que n = n (ver Teorema 1.12).
Mostraremos que < e´ transitiva. De fato, se m < n e n < p, enta˜o existem q, r ∈ N∗ tais que
n = m+ q e p = n+ r. Segue que,
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p = n+ r = (m+ q) + r = m+ (q + r),
onde q + r 6= 0; caso contra´rio, q = r = 0 (ver Lema 1.2). Logo, m < p. Isto nos informa que < e´
transitiva.
Por fim, por vacuidade, se m 6= n enta˜o m < n ou n < m, pela tricotomia. Isto nos diz que a
antissimetria e´ satisfeita por <.
E´ importante notar que, a proposic¸a˜o anterior pode ser reformulada com a relac¸a˜o > no lugar
de < .
Agora vamos estabelecer um resultado que apresenta de que maneira podemos utilizar a relac¸a˜o
de ordem ≤ juntamente com as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o entre nu´meros naturais.
Teorema 1.13. Sejam m,n, p ∈ N. Enta˜o, sa˜o va´lidas as seguintes afirmac¸o˜es:
i) n ≤ m⇔ n+ p ≤ m+ p;
ii) n ≤ m⇒ np ≤ mp. A rec´ıproca e´ verdadeira se p ∈ N∗.
Demonstrac¸a˜o. i) (⇒) Se n ≤ m, enta˜o existe p′ ∈ N tal que m = n+ p′. Segue que,
m+ p = (n+ p′) + p = n+ (p′ + p) = n+ (p+ p′) = (n+ p) + p′.
De onde, obtemos n+ p ≤ m+ p.
(⇐) Reciprocamente, considere que n+ p ≤ m+ p. Enta˜o, m+ p = (n+ p) + d para algum
d ∈ N. Da´ı,
m+ p = (n+ p) + d = n+ (p+ d) = n+ (d+ p) = (n+ d) + p.
Pela lei do cancelamento, chegamos a m = n+ d. Logo, n ≤ m.
ii) (⇒) Assuma que n ≤ m, enta˜o existe q ∈ N tal que m = n+ q. Multiplicando ambos os lados
da igualdade por p, obtemos
mp = (n+ q)p = np+ qp.
Portanto, np ≤ mp.
(⇐) Pela lei da tricotomia, se n  m enta˜o n > m. Logo, n = m + d, para algum d ∈ N∗.
Multiplicando ambos os lados da igualdade por p ∈ N∗, obtemos
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np = (m+ d)p = mp+ dp.
Portanto, mp < np, pois dp ∈ N∗.
Obs 1.5. A reformulac¸a˜o do teorema acima para a relac¸a˜o ≥ segue passos ana´logos aos da prova
estabelecida acima.
Vejamos como reescrever o teorema acima substituindo a relac¸a˜o de ordem ≤ por <.
Proposic¸a˜o 1.8. Sejam n,m, p ∈ N. Enta˜o, sa˜o va´lidas as seguintes afirmac¸o˜es:
i) n < m⇔ n+ p < m+ p;
ii) n < m⇔ np < mp, fornecido que p 6= 0.
Demonstrac¸a˜o. i) (⇒) Se n < m enta˜o existe p′ ∈ N∗ tal que m = n+ p′. Segue que,
m+ p = (n+ p′) + p = n+ (p′ + p) = n+ (p+ p′) = (n+ p) + p′.
De onde obtemos n+ p < m+ p.
(⇐) Reciprocamente, assuma que n + p < m + p. Sendo assim, m + p = (n + p) + d, para
algum d ∈ N∗. Da´ı,
m+ p = (n+ p) + d = n+ (p+ d) = n+ (d+ p) = (n+ d) + p.
Pela lei do cancelamento, chegamos a m = n+ d com d 6= 0. Por fim, n < m.
ii) (⇒) Se n < m enta˜o existe q ∈ N∗ tal que m = n + q. Multiplicando ambos os lados desta
igualdade, por p, obtemos
mp = (n+ q)p = np+ qp.
Como p, q 6= 0, enta˜o qp 6= 0. Assim, temos que np < mp.
(⇐) Pela lei da tricotomia, se n ≮ m, enta˜o n ≥ m. Logo, pelo Teorema 1.13, conclu´ımos
que np ≥ mp.
Isto conlcui a prova da proposic¸a˜o em questa˜o.
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Obs 1.6. A demostrac¸a˜o da proposic¸a˜o anterior para a relac¸a˜o > e´ ana´loga a que fizemos.
A seguir, provaremos que a lei do cancelamento para a multiplicac¸a˜o13 de nu´meros naturais,
assim como para a adic¸a˜o, e´ va´lida. Mais precisamente, temos o seguinte resultado.
Teorema 1.14 (Lei do Cancelamento). Sejam n,m, p ∈ N, com p 6= 0. Enta˜o, np = mp⇒ n = m.
Demonstrac¸a˜o. Suponha, por absurdo, que n 6= m. Enta˜o, pela tricotomia, temos que n < m ou
m < n. Assim sendo, se n < m, ter´ıamos np < mp (ver Proposic¸a˜o 1.8). Por outro lado, se m < n,
ter´ıamos mp < np (ver Proposic¸a˜o 1.8). Isto prova o teorema em questa˜o.
O resultado a seguir tem como uma de suas aplicac¸o˜es a prova de que o u´nico elemento invers´ıvel
de N e´ 1.
Proposic¸a˜o 1.9. Sejam n,m ∈ N. Enta˜o, n < m⇔ n+ 1 ≤ m.
Demonstrac¸a˜o. (⇒) Considere que n < m enta˜o m = n + p, para algum p ∈ N∗. Sabemos que,
p = s(c) = c+ 1, para um certo c ∈ N. Dessa forma, conclu´ımos que
m = n+ p = n+ (c+ 1) = n+ (1 + c) = (n+ 1) + c.
Consequentemente, chegamos a n+ 1 ≤ m.
(⇐) Se n+ 1 ≤ m, enta˜o
n < s(n) = n+ 1 ≤ m.
Portanto, por transitividade, encontramos n < m.
O resultado abaixo nos mostra que o u´nico nu´mero natural que possui inverso multiplicativo14
e´ 1, o qual e´ dado pelo pro´prio 1. Mais especificamente, temos a seguinte proposic¸a˜o.
Proposic¸a˜o 1.10. Sejam n,m ∈ N tais que nm = 1, enta˜o n = m = 1.
Demonstrac¸a˜o. Note que se nm = 1, enta˜o n,m 6= 0 (caso contra´rio, nm = 0). Dessa forma,
temos que 0 < n,m (ver Proposic¸a˜o 1.5). Com isso, conclu´ımos que 1 ≤ n,m (ver Proposic¸a˜o 1.9).
13A implicac¸a˜o dada no Teorema 1.14 nos diz que a lei do cancelamento para a multiplicac¸a˜o e´ va´lida.
14Seja A um conjunto, com uma multiplicac¸a˜o definida, dizemos que b ∈ A e´ inverso de a ∈ A se a · b = b · a = 1.
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Suponha, por contradic¸a˜o que 1 < n (ou seja, que n 6= 1). Logo, pela Proposic¸a˜o 1.8, inferimos
m = m1 < mn = nm = 1.
Isto e´ um absurdo, pois m ≥ 1 (ver tricotomia). Por fim, n = 1. Consequentemente,
m = 1m = nm = 1.
Agora, vamos mostrar que a soma de dois nu´meros naturais resulta em 1 se, e somente se, um
deles e´ 0 e o outro e´ 1.
Proposic¸a˜o 1.11. Sejam n,m ∈ N nu´meros naturais. Enta˜o, n + m = 1 ⇒ n = 1 e m = 0 ou
m = 1 e n = 0.
Demonstrac¸a˜o. Suponhamos n 6= 0, enta˜o n = s(a) = a+ 1, para algum a ∈ N. Segue, da´ı, que
1 = n+m = (a+ 1) +m = (1 + a) +m = 1 + (a+m).
Logo, pela lei do cancelamento, chegamos a a + m = 0. Assim, pela Proposic¸a˜o 1.2, encontramos
a = m = 0. Portanto, n = 0 + 1 = 1 e m = 0. Por outro lado, se n = 0, enta˜o m = 0 + m = 1.
Assim, n = 0 e m = 1.
Ja´ sabemos que 0+2 = 2+0 = 2. Vamos mostrar agora que a u´nica outra maneira de somarmos
dois naturais resultando em 2 e´ somando 1 a ele pro´prio.
Proposic¸a˜o 1.12. Sejam n,m ∈ N. Enta˜o, nm 6= 0 e n+m = 2⇒ n = m = 1.
Demonstrac¸a˜o. Note que, n 6= 0 e m 6= 0 (pois nm 6= 0). Enta˜o, n = s(a) = a+1 e m = s(b) = b+1
para alguns a, b ∈ N. Da´ı, segue que
2 = n+m = (a+ 1) + (b+ 1) = (a+ 1) + (1 + b) = (a+ 2) + b = (2 + a) + b = 2 + (a+ b).
Assim, pela lei do cancelamento, encontramos a + b = 0. Logo, pela Proposic¸a˜o 1.2, temos que
a = b = 0. Portanto, n = 0 + 1 = 1 e m = 0 + 1 = 1.
A seguir, provaremos que a multiplicac¸a˜o entre dois nu´meros naturais na˜o nulos e´ maior do que
ou igual a qualquer um de seus fatores.
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Proposic¸a˜o 1.13. Sejam n,m ∈ N. Enta˜o, nm 6= 0⇒ n ≤ nm.
Demonstrac¸a˜o. Se nm 6= 0, enta˜o n,m 6= 0. Logo, n,m > 0 (ver Proposic¸a˜o 1.5). Da´ı 1 ≤ n,m
(ver Proposic¸a˜o 1.9). Por conseguinte, multiplicando a desigualdade 1 ≤ m por n, obtemos n =
n1 ≤ nm.
Vejamos abaixo uma adaptac¸a˜o do Princ´ıpio da Induc¸a˜o.
Lema 1.3. Seja X um subconjunto de N satisfazendo as afirmac¸o˜es abaixo:
i) a ∈ X
ii) n ∈ X ⇒ n+ 1 ∈ X.
Enta˜o, {a+m/m ∈ N} ⊂ X.
Demonstrac¸a˜o. Considere o conjunto
Y = {m ∈ N/a+m ∈ X}.
Mostraremos por induc¸a˜o sobre m que Y = N. Primeiramente, e´ fa´cil verificar que 0 ∈ Y , pois
a+ 0 = a ∈ X (por i)). Agora assuma que m ∈ Y . Por conseguinte a+m ∈ X. Portanto, por ii),
conclu´ımos que (a+m) + 1 ∈ X. Logo, pelo Teorema 1.3, chegamos a a+ s(m) = a+ (m+ 1) ∈ X.
Dessa forma, s(m) ∈ Y . Portanto pelo Princ´ıpio da Induc¸a˜o, Y = N.
Como uma aplicac¸a˜o do Lema acima, provaremos a seguinte proposic¸a˜o.
Proposic¸a˜o 1.14. Seja n ∈ N∗. Enta˜o, sn(0) 6= sk(0), para todo k < n.
Demonstrac¸a˜o. Seja X = {n ∈ N∗/sn(0) 6= sk(0), ∀k < n}. Mostraremos, usando o Lema 1.3 que
X = N∗. De fato,
i) 1 ∈ X, pois s1(0) = s(0) = 1 6= 0 = s0(0);
ii) Seja n ∈ X, ou seja, sn(0) 6= sk(0), para todo k < n. Mostraremos que n + 1 ∈ X. De fato,
aplicando s (ver Teorema 1.1), obtemos
sn+1(0) 6= sk+1(0),∀k < n.
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O que nos diz que sn+1(0) 6= sl(0), para todo 1 ≤ l ≤ n. Como tambe´m sn+1(0) 6= 0 = s0(0)
(ver Teorema 1.1), conclu´ımos que sn+1(0) 6= sl(0), para todo l < n + 1. Logo, n + 1 ∈ X.
Portanto, pelo Lema 1.3, conclu´ımos que X = N∗.
Agora vejamos como definir uma poteˆncia envolvendo nu´meros naturais.
Definic¸a˜o 1.8. Sejam a, n ∈ N com a 6= 0. Definimos a poteˆncia an, recursivamente, por
an =

1, se n = 0;
a, se n = 1;
ak · a, se n > 1, onde n = 1 + k com k ∈ N∗.
Aqui a e´ chamado base da poteˆncia e n o expoente.
Exemplo 1.5. E´ fa´cil ver que
23 = 22 · 2 = (2 · 2) · 2 = 4 · 2 = 8.
Obs 1.7. Podemos checar que an ∈ N, para todo n ∈ N. De fato, seja X = {n ∈ N/an ∈ N}. Dessa
forma, 0 ∈ X, pois a0 = 1 ∈ N. Considere que n ∈ X, isto e´, an ∈ N. Com isso,
as(n) = an+1 = ana ∈ N,
desde que an, a ∈ N. Isto nos informa que s(n) ∈ X. Por induc¸a˜o, conclu´ımos que X = N.
A seguir mostraremos que para realizarmos o produto de poteˆncias de mesma base, e´ suficiente
repetir a base e somar os expoentes.
Proposic¸a˜o 1.15. Sejam a,m, n ∈ N, tais que a 6= 0. Enta˜o, am+n = am · an.
Demonstrac¸a˜o. Fixe m ∈ N e considere Xm = {n ∈ N/am+n = am · an}. E´ fa´cil verificar que
am+0 = am = am · 1 = am · a0.
Logo, 0 ∈ X. Suponha agora que n ∈ Xm. Assim, am+n = am · an. Da´ı,
am+s(n) = am+(n+1) = a(m+n)+1 = am+n · a = (am · an) · a = am · (an · a) = am · an+1.
Dessa forma, s(n) ∈ X. Logo, X = N.
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Nosso interesse, agora, e´ provar que a aplicac¸a˜o n 7→ an, onde a, n ∈ N e a > 1, e´ bijetora. Para
este fim, verificaremos a veracidade dos dois seguintes lemas.
Lema 1.4. Sejam a, n ∈ N tais que a 6= 0. Enta˜o, an 6= 0.
Demonstrac¸a˜o. Seja X = {n ∈ N/an 6= 0}. E´ fa´cil checar que a0 = 1 6= 0. Logo, 0 ∈ X. Suponha
que n ∈ X. Assim, an 6= 0. Portanto,
as(n) = an+1 = an · a 6= 0,
pois a 6= 0 e an 6= 0. Dessa forma, s(n) ∈ X. Isto nos informa, pelo Princ´ıpio da Induc¸a˜o, que
X = N.
Lema 1.5. Sejam a, n ∈ N tais que a > 1. Enta˜o, an = 1⇒ n = 0.
Demonstrac¸a˜o. Suponhamos que an = 1 e n 6= 0. Enta˜o, existe m ∈ N tal que n = s(m). Isto nos
diz que n = m+ 1. Deste modo, chegamos a
1 = an = am+1 = ama.
Portanto, pela Proposic¸a˜o 1.10, obte´m-se a = 1. Isto contradiz o fato de que a 6= 1.
Como aplicac¸a˜o da proposic¸a˜o acima temos o seguinte corola´rio. Tal resultado tera´ papel
importante na prova da enumerabilidade de Q.
Corola´rio 1.15. Sejam a,m, n ∈ N tais que a > 1. Enta˜o, am = an ⇒ m = n.
Demonstrac¸a˜o. Suponha, por absurdo, que am = an e m 6= n. Sem perda de generalidade, podemos
supor que m > n. Da´ı, existe q ∈ N∗ tal que m = n+ q. Da´ı, pela Proposic¸a˜o 1.15, chegamos a
anaq = an+q = am = an.
Como an 6= 0 (ver Lema 1.4), enta˜o, pela lei do corte, temos que aq = 1. Portanto, pelo Lema 1.5,
obtemos q = 0. Isto e´ um absurdo (q ∈ N∗). Dessa forma, conclu´ımos que m = n.
Sabemos que N = {0, 1, 2, ....}, ou seja, N e´ formado por 0 e seus sucessores. Da relac¸a˜o de
ordem em N e suas propriedades, decorre que 0 < 1 < 2 < ...., isto e´, se n ∈ N, enta˜o n < s(n)
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(pois 0 < 1 e s(n) = n + 1). Ale´m disso, na˜o ha´ naturais compreendidos entre n e s(n), qualquer
que seja n ∈ N; caso contra´rio, se existisse r ∈ N tal que n < r < n + 1 ter´ıamos, pelo teorema
anterior, que n+ 1 ≤ n < n+ 1 (uma contradic¸a˜o pela tricotomia).
Assim, vemos que os Axiomas de Peano e suas consequeˆncias cumprem o objetivo de tornar
rigoroso o conceito de nu´mero natural.
1.4 Princ´ıpio da Boa Ordem, Induc¸a˜o na Segunda Forma e Algo-
ritmo da Divisa˜o
Nesta sec¸a˜o, provaremos o Princ´ıpio da Boa Ordem por aplicar o axioma do Princ´ıpio da
Induc¸a˜o. Ale´m disso, mostraremos que, na verdade, este primeiro princ´ıpio e´ equivalente ao se-
gundo. Por fim, exibiremos uma forma alternativa de apresentar o Princ´ıpio da Induc¸a˜o, o chamado
Segundo Princ´ıpio da Induc¸a˜o.
Comecemos caracterizando o que significa elemento mı´nimo em qualquer conjunto.
Definic¸a˜o 1.9. Seja X um conjunto na˜o vazio. Dizemos que x0 ∈ X e´ um elemento mı´nimo se
x0 ≤ x para todo x ∈ X. A notac¸a˜o deste x0 e´ dada por x0 = minX.
Exemplo 1.6. Note que min{0, 1, 2} = 0 e minN = 0.
O exemplo acima lista dois subconjuntos de N que possuem elemento mı´nimo. Na verdade,
todo subconjunto de N, exceto o vazio, tem um mı´nimo.
Teorema 1.16 (Pr´ıncipio da Boa Ordem). Todo subconjunto na˜o vazio de N possui um elemento
mı´nimo.
Demonstrac¸a˜o. Seja X um tal subconjunto de N e consideremos o conjunto M = {n ∈ N/n 6
x,∀x ∈ X}. Claro que 0 ∈ M , pois 0 ≤ x, para todo x ∈ X ⊂ N. Como X 6= ∅, enta˜o existe
y ∈ X. Note que y + 1 na˜o pertence a M , pois y + 1 > y. Sendo assim, podemos concluir que
M 6= N. Como 0 ∈ M e M 6= N, deve existir x0 ∈ M tal que x0 + 1 /∈ M ; caso contra´rio, pelo
Princ´ıpio da Induc¸a˜o, M deveria ser N. Afirmamos que um tal x0 e´ o elemento mı´nimo de X, isto e´,
x0 = minX. Como x0 ∈M , enta˜o x0 ≤ x, para todo x ∈ X. So´ falta verificar que x0 ∈ X. Vamos
supor o contra´rio, que x0 /∈ X. Enta˜o x0 < x, para todo x ∈ X. Pela Proposic¸a˜o 1.9, ter´ıamos
x0 + 1 ≤ x, para todo x ∈ X. Como um resultado, segue que x0 + 1 ∈M . Isto e´ uma contradic¸a˜o
(x0 + 1 /∈M). Logo x0 ∈ X.
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Vimos no Teorema 1.16 que o Princ´ıpio da Induc¸a˜o pode ser utilizado para provar o Princ´ıpio
da Boa Ordem. Gostar´ıamos de ressaltar que a rec´ıproca para esta afirmac¸a˜o e´ verdadeira e sera´
provada no pro´ximo corola´rio.
Corola´rio 1.17 (Princ´ıpio da Induc¸a˜o). Seja X subconjunto de N com as seguintes propriedades:
i) 0 ∈ X;
ii) n ∈ X ⇒ n+ 1 ∈ X.
Enta˜o, X = N.
Demonstrac¸a˜o. Seja K = N\X. Suponhamos que X 6= ∅. Enta˜o, existe a = minK (ver Teorema
1.16). Da´ı, temos que a /∈ X (a ∈ K). Ale´m disso, 0 /∈ K (pois 0 ∈ X); dessa forma, a 6= 0.
Consequentemente, a = s(b) = b+ 1, com b ∈ N. Com isso, b /∈ X; caso contra´rio, por ii), ter´ıamos
a = b + 1 ∈ X (mas, a /∈ X). Logo, b ∈ K. Por outro lado, b < s(b) = a. Isto e´ um absurdo, por
usar a tricotomia. Portanto, K = ∅. Por fim, X = N.
Vamos agora enunciar o Segundo Princ´ıpio da Induc¸a˜o (tambe´m chamado Princ´ıpio da Induc¸a˜o
na Segunda Forma). Por isso, podemos renomear o Princ´ıpio da Induc¸a˜o (ver Axiomas de Peano)
como Primeiro Princ´ıpio da Induc¸a˜o ou Princ´ıpio da Induc¸a˜o na Primeira Forma.
Teorema 1.18 (Segundo Princ´ıpio de Induc¸a˜o). Seja X ⊂ N. Considere as seguintes afirmac¸o˜es
sa˜o verdadeira:
i) 0 ∈ X;
ii) n ∈ X, fornecido que X conte´m todos os nu´meros naturais m tais que m < n.
Enta˜o, X = N.
Demonstrac¸a˜o. Seja K = N\X. Afirmamos que K = ∅. Com efeito, se K na˜o fosse vazio, existiria
p = minK (ver Teorema 1.16). Por i), ter´ıamos que p 6= 0 (0 ∈ X e p /∈ X). Logo, p > 0 (ver
Proposic¸a˜o 1.5). Enta˜o, para todo nu´mero natural m < p (0 seria um desses elementos), ter´ıamos
que m na˜o pertenceria a K (p = minK), ou equivalentemente, m estaria em X. Por ii), obter´ıamos
p ∈ X. Isto e´ um absurdo. Dessa forma, X = N.
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Uma outra aplicac¸a˜o do Princ´ıpio da Boa Ordem esta´ exposta no pro´ximo teorema. Tal resul-
tado pode ser encontrado na literatura nomeado como Algoritmo da Divisa˜o de Euclides e mostra
como dividir um nu´mero natural por outro (observe que, na˜o necessariamente, o resultado e´ um
elemento de N).
Teorema 1.19 (Algoritmo da Divisa˜o). Sejam n ∈ N e d ∈ N∗. Enta˜o, existem u´nicos q, r ∈ N
tais que
n = dq + r, com 0 ≤ r < d.
Aqui n, d, q e r sa˜o chamados dividendo, divisor, quociente e resto na divisa˜o de n por d.
Demonstrac¸a˜o. Existeˆncia: Por hipo´tese d > 0. Logo, d ≥ 1 (ver Proposic¸a˜o 1.9). Se assumirmos
que d = 1, enta˜o considere que q = n e r = 0 em ordem a obter
n = 1 · n+ 0 = dq + r, onde 0 ≤ r < d.
Note que se n < d, enta˜o, sendo q = 0 e r = n, obtemos
n = d · 0 + n = dq + r, onde 0 ≤ r = n < d.
Portanto, podemos assumir que n ≥ d > 1 (tricotomia).
Afirmamos que existe q0 ∈ N tal que
dq0 ≤ n < d(q0 + 1). (1.3)
Suponha, por contradic¸a˜o, que
n < dq ou n ≥ d(q + 1),∀q ∈ N. (1.4)
Assim, considere o conjunto
X = {q ∈ N/n ≥ dq}.
Vamos provar, por induc¸a˜o sobre q, que X = N. Com efeito, 0 ∈ X, pois n ≥ 0 = d · 0. Ale´m
disso, se q ∈ X, temos que n ≥ dq. Logo, por (1.4), conclu´ımos que n ≥ d(q + 1) = ds(q). Enta˜o,
s(q) ∈ X. Por isso, pelo Princ´ıpio da Induc¸a˜o, X = N. Deste modo, n ∈ X, ou seja, n ≥ dn. Como
n ≥ d > 0, inferimos que 1 ≥ d. Mas, 1 < d. Isto e´ um absurdo, pela tricotomia. Sendo assim (1.3)
e´ va´lida.
Com isso,
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Y = {q ∈ N/dq ≤ n < d(q + 1)} 6= ∅,
pois q0 ∈ Y . Pelo Princ´ıpio da Boa Ordem, existe q1 = minY . Como q1 ∈ Y , tem-se que
dq1 ≤ n < d(q1 + 1).
Portanto, existe r1 ∈ N tal que n = dq1 + r1; ale´m disso,
dq1 + r1 < dq1 + d,
ou equivalentemente, 0 ≤ r1 < d (lembre que r1 ∈ N). Por fim, existem q1, r1 ∈ N tais que
n = dq1 + r1, onde 0 ≤ r1 < d.
Unicidade: Suponha que existem q2 e r2 ∈ N tais que
n = dq2 + r2, onde 0 ≤ r2 < d.
Somando dq2 a esta u´ltima desigualdade encontramos
dq2 ≤ n < dq2 + d = d(q2 + 1).
Isto significa que q2 ∈ Y . Pore´m, q1 = minY . Consequentemente, q1 ≤ q2. Suponha, por absurdo,
que q1 < q2. Assim, existe s ∈ N∗ tal que q2 = q1 + s. Da´ı, obtemos
dq1 + r1 = n = dq2 + r2 = d(q1 + s) + r2 = dq1 + ds+ r2.
Pela lei do cancelamento, temos que
r1 = ds+ r2.
Por conseguinte, pelo fato que d > 0 e s ≥ 1 (ver Proposic¸a˜o 1.9), podemos escrever
r1 ≥ ds ≥ d.
Isto e´ um absurdo, pois r1 < d (tricotomia). Por fim, q1 = q2. Assim,
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dq1 + r1 = n = dq2 + r2 = dq1 + r2.
Pela lei do cancelamento, chegamos a r1 = r2. Isto finaliza a prova do teorema em questa˜o.
Uma aplicac¸a˜o que podemos compartilhar com o leitor, para o Algoritmo da divisa˜o, e´ que
qualquer nu´mero natural n se escreve na forma n = 2k (neste caso, n e´ dito natural par) ou
n = 2k′ + 1 (aqui, n e´ chamado natural ı´mpar), onde k, k′ ∈ N.
Proposic¸a˜o 1.16. Sejam 2N = {2n/n ∈ N} (conjunto dos nu´meros naturais pares) e 2N + 1 =
{2m+ 1/m ∈ N} (conjunto dos nu´meros naturais ı´mpares). Enta˜o, N = 2N ∪ (2N+ 1).
Demonstrac¸a˜o. Seja n ∈ N. Pelo Algoritmo da divisa˜o, temos que existem u´nicos q, r ∈ N tais que
n = 2q + r, onde 0 ≤ r < 2.
Vimos que r = 0 ou 1. Logo,
n = 2q ou n = 2q + 1.
Assim, n ∈ 2N ou n ∈ 2N+ 1. Isto prova que N ⊆ 2N∪ (2N+ 1). A inclusa˜o rec´ıproca e´ trivial.
1.5 Enumerabilidade de N
Nesta sec¸a˜o, estamos interessados em provar que o conjunto dos nu´meros naturais e´ enumera´vel.
Para este fim, definamos o que significa enumerabilidade.
Definic¸a˜o 1.10. Seja X um conjunto qualquer. Se X e´ finito ou se existe uma bijec¸a˜o entre o
conjunto X e N, dizemos que X e´ enumera´vel15. Dizemos ainda que qualquer bijec¸a˜o de N em um
conjunto enumera´vel X chama-se enumerac¸a˜o para X.
O primeiro exemplo de conjunto enumera´vel e´ o pro´prio N.
Teorema 1.20. N e´ enumera´vel.
Demonstrac¸a˜o. Considere a func¸a˜o identidade IN : N→ N definida por IN(n) = n, para todo n ∈ N.
E´ fa´cil ver que IN e´ injetora, pois
15Conjuntos Enumera´veis tambe´m sa˜o chamados de Conjuntos Conta´veis.
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IN(n0) = IN(n1)⇒ n0 = n1.
A sobrejetividade e´ tambe´m facilmente verifica´vel, basta tomarmos n ∈ N em ordem a garantir que
IN(n) = n. Portanto, N e´ enumera´vel.
Na verdade, demonstraremos que qualquer subconjunto de N e´ enumera´vel. Para este fim,
precisaremos do seguinte lema.
Lema 1.6. Sejam X um subconjunto de um conjunto universo U e An, n ∈ N, uma famı´lia de
subconjuntos de U . Enta˜o,
X\(∪n∈NAn) = ∩n∈N(X\An) e X\(∩n∈NAn) = ∪n∈N(X\An).
Demonstrac¸a˜o. i) E´ fa´cil ver que
x ∈ X\(∪n∈NAn)⇔ x ∈ X e x /∈ ∪n∈NAn ⇔ x ∈ X e x /∈ An,∀n ∈ N⇔ x ∈ X\An,∀n ∈ N
⇔ x ∈ ∩n∈N(X\An).
ii) Tambe´m temos que
x ∈ X\(∩n∈NAn)⇔ x ∈ X e x /∈ ∩n∈NAn ⇔ x ∈ X e x /∈ An0 , n0 ∈ N⇔ x ∈ X\An0 , n0 ∈ N
⇔ x ∈ ∪n∈N(X\An).
Estamos pronto para provar que X ⊂ N e´ sempre enumera´vel.
Proposic¸a˜o 1.17. Todo subconjunto de N e´ enumera´vel.
Demonstrac¸a˜o. Seja X ⊂ N. Se X e´ finito enta˜o, por definic¸a˜o, X e´ enumera´vel. Considere, enta˜o,
que X e´ infinito. Logo, pelo Teorema 1.16, existe x0 = minX (X 6= ∅). Como X e´ infinito, o
conjunto Y0 = X\{x0} e´ na˜o vazio. Novamente, pelo Teorema 1.16, existe x1 = minY0. Obtidos
x0, x1, x2, ...., xn(n ∈ N) da forma acima, encontramos xn+1 = minYn = X\{x0, x1, x2, ...., xn}, que
existe, pois Yn e´ na˜o vazio (ver Teorema 1.16), para todo n natural; caso contra´rio, X seria finito.
Afirmamos que
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X = {x0, x1, x2, ...., xn, ...} = {x0} ∪ {x0, x1} ∪ ... = ∪n∈NAn,
onde An = {x0, x1, x2, ..., xn}. De fato, pelo Lema 1.6, temos que
X\(∪n∈NAn) = ∩n∈N(X\An) = ∩n∈NYn.
Assim, se existisse x ∈ X\(∪n∈NAn), esse x tambe´m seria elemento de ∩n∈NYn, e como tal, deveria
ser maior do que x0 (pois x0 = minX), por estar em Y0 = X\{x0}, que deveria tambe´m ser maior
do que x1(pois x1 = minY0) e por estar em Y1 (Y1 = X\{x0, x1}) e, assim sucessivamente x deveria
ser maior do que xn, para todo n ∈ N.
Afirmamos que
X\Ix ⊆ X\(∪n∈NAn), (1.5)
onde Ix = {0, 1, 2, 3, ..., x}. Com efeito, se x′ ∈ X\Ix, enta˜o x′ ∈ X e x′ > x. Como x > xn, para
todo n ∈ N, tem-se que x′ > xn, para todo n ∈ N. O que implica que
x
′ ∈ ∩n∈NYn,
ja´ que x
′ ∈ X e x′ 6= xn, para todo n ∈ N. Consequentemente, x′ ∈ X\(∪n∈NAn). Por (1.5),
conclu´ımos que
∪n∈NAn ⊆ Ix.
Como Ix e´ finito, enta˜o ∪n∈NAn = {x0, x1, ..., xn, ...} (xi 6= xj , i 6= j) tambe´m o e´. Mas isto e´ um
absurdo, pela construc¸a˜o dos x′ns. Por fim, X\(∪n∈NAn) = ∅. Consequentemente, X = ∪n∈NAn =
{x0, x1, ..., xn, ...}.
Abaixo exibimos mais uma maneira de obtermos conjuntos enumera´veis.
Proposic¸a˜o 1.18. A unia˜o de uma famı´lia finita de conjuntos infinitos enumera´veis e´ infinito
enumera´vel.
Demonstrac¸a˜o. Vamos primeiramente provar que A ∪B e´ enumera´vel, se A e B o sa˜o.
Suponhamos, primeiramente, que A ∩ B = ∅. Como A e´ enumera´vel, existe uma func¸a˜o
f1 : A → N bijetora. Defina g1 : N → 2N, por g1(n) = 2n para todo n ∈ N. E´ fa´cil ver que
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g1 e´ bijetora. Como para todo 2n existe n, tal que g1(n) = 2n enta˜o g1 e´ sobrejetiva. Ale´m
disso, se g1(m) = g1(n) temos que m = n, logo a func¸a˜o e´ bijetora. Sendo assim, a func¸a˜o
h1 = g1 ◦ f1 : A→ 2N, dada por h1(x) = 2f1(x) e´ bijetora. Do mesmo modo, como B e´ enumera´vel
existe uma func¸a˜o bijetora f2 : B → N. Defina g2 : N → 2N + 1, por g2(n) = 2n + 1 para todo
n ∈ N, analogamente ao que foi feito acima, conclu´ımos que g2 e´ bijetora. Desta forma, obtemos
h2 : g2 ◦ f2 : B → 2N+ 1, dada por h2(x) = 2f2(x) + 1, bijetora. Sendo assim, f : A∪B → N, dada
por:
f(n) =
{
h1(n), se n ∈ A;
h2(n), se n ∈ B,
e´ bijetora. Como A∩B = ∅, f esta´ bem definida e como 2N∪ (2N+ 1) = N (ver Proposic¸a˜o 1.16),
conclu´ımos que A ∪B e´ enumera´vel.
Seja agora, A ∩ B 6= ∅. Considere agora que C = A\B. Claramente, temos que B ∩ C = ∅,
portanto pelo que ja´ foi demonstrado acima, C ∪B e´ enumera´vel.
Sejam agora A1, A2, A3, ..., An conjuntos enumera´veis. Temos que mostrar que ∪k∈{1,2,...,n}Ak
e´ enumera´vel. Provaremos por induc¸a˜o finita. Sabemos que se n = 2 isto e´ verdade, enta˜o supo-
nhamos que ∪k∈{1,2,...,n−1}Ak e´ enumera´vel e provemos que ∪k∈{1,2,...,n}Ak tambe´m e´. Da´ı, como
∪k∈{1,2,...,n−1}Ak e´ enumera´vel e An tambe´m, obviamente, (
∪
k ∈ {1, 2, ..., n− 1} Ak) ∪ An e´ enu-
mera´vel, como quer´ıamos.
O fato de um subconjunto de N ser enumera´vel pode ser generalizado para um conjunto enu-
mera´vel qualquer da seguinte forma:
Proposic¸a˜o 1.19. Todo subconjunto de um conjunto enumera´vel e´ enumera´vel.
Demonstrac¸a˜o. Seja X um conjunto enumera´vel e Y um subconjunto de X. Se X e´ finito, enta˜o
Y e´ finito e, por definic¸a˜o, Y e´ enumera´vel. Assuma, que X e´ infinito. Novamente, se Y e´ finito,
enta˜o Y e´ enumera´vel. Considere, dessa forma, que Y e´ infinito. Como X (infinito) e´ enumera´vel,
enta˜o existe uma func¸a˜o f : X → N bijetora. Dessa forma, tomemos f |Y : Y → N (restric¸a˜o de f a
Y ), como isso, f(Y ) ⊂ N, da´ı pela Proposic¸a˜o 1.17, f(Y ) e´ enumera´vel. Logo, existe g : f(Y )→ N
bijetora. Sabendo que g e f |Y sa˜o bijetoras, obtemos que g ◦ f |Y : Y → N e´ bijetora, portanto Y e´
enumera´vel, como quer´ıamos.
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1.6 Aplicac¸a˜o lu´dica dos nu´meros naturais (Torre de Hano´i)
A torre de Hano´i, tambe´m conhecida por torre de bramanismo ou quebra-cabec¸as do fim do
mundo, foi inventada e vendida como brinquedo, no ano de 1883, pelo matema´tico franceˆs Edouard
Lucas. Segundo ele, o jogo que era popular na China e no Japa˜o veio do Vietna˜. O matema´tico foi
inspirado por uma lenda Hindu, a qual falava de um templo em Benares, cidade Santa da I´ndia,
onde existia uma torre sagrada do bramanismo, cuja func¸a˜o era melhorar a disciplina mental dos
jovens monges. De acordo com a lenda, no grande templo de Benares, debaixo da cu´pula que marca
o centro do mundo, ha´ uma placa de bronze sobre a qual esta˜o fixadas treˆs hastes de diamante.
Em uma dessas hastes, o deus Brama, no momento da criac¸a˜o do mundo, colocou 64 discos de ouro
puro, de forma que o disco maior ficasse sobre a placa de bronze e os outros decrescendo ate´ chegar
ao topo. A atribuic¸a˜o que os monges receberam foi de transferir a torre formada pelos discos, de
uma haste para outra, usando a terceira como auxiliar com as restric¸o˜es de movimentar um disco
por vez e de nunca colocar um disco maior sobre um menor. Os monges deveriam trabalhar com
eficieˆncia noite e dia e, quando terminassem o trabalho, o templo seria transformado em po´ e o
mundo acabaria.
O jogo consiste em uma base de madeira onde esta˜o firmados treˆs hastes verticais, e um certo
nu´mero de discos de madeira, de diaˆmetros diferentes, furados no centro. Vamos chamar de A, B
e C, as treˆs hastes, conforme a figura.
Figura 1.1: Torre de Hano´i
No comec¸o do jogo os discos esta˜o todos enfiados na haste A, em ordem decrescente de tamanho,
com o menor disco acima de todos. O objetivo e´ mover todos os discos, de A para C, obedecendo
a`s seguintes regras:
1)Somente um disco pode ser posto de cada vez.
2)Um disco maior nunca pode ser posto sobre um disco menor.
As perguntas naturais que surgem sa˜o as seguintes:
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1. O jogo tem soluc¸a˜o para cada n ∈ N?
2. Caso afirmativo, qual e´ o nu´mero mı´nimo T(n) de movimentos para resolver o problema com n
discos.
Inicialmente, mostraremos de forma intuitiva, que a primeira afirmac¸a˜o e´ va´lida. Depois, usando
induc¸a˜o matema´tica, formalmente, vamos ver que a resposta a` primeira pergunta de fato e´ afirma-
tiva para qualquer que seja o valor de n. Em seguida, deduziremos uma fo´rmula que nos fornecera´
o nu´mero T(n).
Considere a sentenc¸a aberta p(n) : o jogo com n discos tem soluc¸a˜o.
Obviamente, p(1) e´ verdade.
Consideremos agora um caso geral com n discos. Vamos imaginar que os discos tenham sido
numerados de cima para baixo: 1, 2, ..., n. O menor disco e´ o 1, e o maior e´ o n.
Para remover o disco n e´ preciso tirar todos de cima, ou seja, tirar todos os n − 1 discos que
esta˜o acima dele, lembrando-se que queremos mover os discos todos para a haste C, e o disco n
e´ o que deve ficar mais embaixo nesta haste. Enta˜o e´ prefer´ıvel colocar os outros discos na haste
B, ou seja, devemos mover os n − 1 discos menores, de A para B um de cada vez respeitando as
regras. Feito isso removemos o disco n para a haste C. Agora, para mover os n− 1 discos para C,
so´ e´ poss´ıvel se for repetindo o jogo, de modo a passar todos os discos (um a um) de B para C.
Podemos observar que temos que fazer o jogo com n− 1 discos duas vezes: primeiro movemos
os n − 1 discos de A para B (usando C como intermedia´rio). Isto descobre o disco n . Movemos
enta˜o n para C. Agora jogamos com os n − 1 discos mais uma vez: de B para C, usando A como
intermedia´rio e com isto empilhamos todos em C sem violar as regras. Mas, usaremos uma maior
formalidade e demonstraremos usando o princ´ıpio de induc¸a˜o. Enta˜o, vamos agora provar que e´
verdade a seguinte sentenc¸a:
∀n, p(n)⇒ p(n+ 1)
De fato, vamos supor, para um valor n arbitra´rio, que p(n) e´ verdade, ou seja, que o jogo com
n discos tem soluc¸a˜o, e provar que o jogo com n + 1 discos tem soluc¸a˜o.
Para ver isto, inicialmente resolva o problema para os n discos superiores da pilha, transferindo-
os para uma das hastes livre (isto e´ poss´ıvel, pois o problema com n discos tem soluc¸a˜o):
Em seguida, transfira o disco que restou na pilha original (o maior dos discos) para a haste
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Figura 1.2: Tipo de Jogada
vazia. Feito isso, resolva novamente o problema para os n discos que esta˜o juntos, transferindo-os
para a haste que conte´m o maior dos discos: Isto mostra que o problema com n + 1 discos possui
Figura 1.3: Termini do Jogo
soluc¸a˜o, e, portanto, pelo princ´ıpio de induc¸a˜o, que p(n) e´ verdade para todo n ∈ N∗.
Vamos enta˜o verificar qual e´ o nu´mero mı´nimo de movimentos.
Para facilitar, vamos dizer que o nu´mero mı´nimo de movimentos necessa´rios para completar o
jogo de n discos e´ T(n). Como na˜o ha´ como chegar ao disco n sem mover os n− 1 de cima, enta˜o
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o nu´mero de movimentos que fizemos para isto e´ T (n− 1). Como movemos os n− 1 para a haste
B, a haste C esta´ livre, logo podemos mover o disco n para C, ou seja, o nu´mero de movimentos
desde o comec¸o do jogo e´ de T (n − 1) + 1. Enta˜o, falta mover os n − 1 discos de B para C, para
ficarem em cima do disco n , ou seja, o nu´mero mı´nimo de movimentos para fazer isto e´ T (n− 1).
Logo desde o comec¸o do jogo fizemos T (n − 1) + 1 + T (n − 1) = 2T (n − 1) + 1 movimentos.
Pelo que vimos na ana´lise do jogo, mostramos que na˜o e´ poss´ıvel fazer um nu´mero menor de
movimentos, enta˜o T(n) e´ o menor nu´mero de movimentos para completar o jogo de n discos, ou
seja T (n) = 2T (n − 1) + 1. Ja´ vimos que T (1) = 1. Logo, T (2) = 2T (1) + 1 = 3, T (3) = 7 ,
T (4) = 15, T (5) = 31, T (6) = 63.
Por meio de tentativas, descobrimos que para um disco o nu´mero de movimentos e´ apenas
um, colocando o disco direto na haste C. Para dois discos e´ 3 se comec¸armos na haste B ou 6
se comec¸armos na haste C. Para treˆs discos e´ 7 se comec¸armos na haste C ou 14 se comec¸armos
na haste B. Repetindo o processo para 4,5,...,n discos, podemos observar que se o nu´mero inicial
de discos da torre inicial for ı´mpar, o primeiro disco da torre devera´ ser colocado, inicialmente,
na haste C e, se o nu´mero inicial de discos da torre for par, o primeiro disco da torre devera´ ser
colocado, inicialmente, na haste B.
Tabelando estes resultados temos:
No de discos Quantidade mı´nima de movimentos
1 1
2 3
3 7
4 15
5 31
6 63
Observando a tabela vemos que:
1→ 3→ 7→ 15→ 31→ 63...
Note que a diferenc¸a entre os termos da sequencia acima e´ dada pela sequencia 2→ 4→ 8→ 16→
32→ 64...
Podemos notar enta˜o, que o nu´mero somado e´ sempre o dobro do anterior, que ja´ havia sido
somado. Analisando mais atentamente a tabela, temos que o resultado da quantidade mı´nima de
movimentos e´ sempre 1 a menos do nu´mero que foi somado, ou resumidamente:
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No de discos Quantidade mı´nima de movimentos No somado
1 1 -1 +2
2 3 -1 +4
3 7 -1 +8
4 15 -1 +16
5 31 -1 +32
6 63 -1 +64
Veja que o nu´mero somado e´ um nu´mero do tipo 2n, e assim a sequeˆncia de nu´meros somados
forma a PG: (2, 4, 8, 16, 32, ...) de raza˜o q = 2 . Logo, a quantidade mı´nima de movimentos e´ igual
ao nu´mero somado menos 1, ou seja, igual a 2n − 1. Enta˜o descobrimos que T (n) = 2n − 1.
Como obtivemos a fo´rmula a partir de alguns dados nume´ricos, queremos saber se e´ mesmo
verdadeira. Para isso vamos usar o princ´ıpio de induc¸a˜o finita. Ja´ vimos que T (1) = 1, ou seja,
21 − 1 = 1; a fo´rmula vale neste caso. Suponhamos que T (n) = 2n − 1, queremos mostrar que
T (n+ 1) = 2n+1− 1. Temos que a hipo´tese de induc¸a˜o, isto e´, a suposic¸a˜o de que a proposic¸a˜o vale
para n e´ T (n) = 2n−1. Temos que T (n+1) = 2T (n)+1 atrave´s do resultado obtido anteriormente
(T (n) = 2T (n− 1) + 1).
Comec¸amos com T (n + 1) = 2T (n) + 1. Como, pela hipo´tese de induc¸a˜o, T (n) = 2n − 1,
podemos substituir isto na primeira fo´rmula para obter:
T (n+ 1) = 2T (n) + 1 = 2(2n − 1) + 1 = 2n+1 − 1
que era o resultado esperado. Logo a fo´rmula T (n) = 2n − 1 vale para qualquer n natural.
Assim, poˆde-se descobrir que a quantidade mı´nima de movimentos necessa´rios para se efetuar a
tarefa com os 64 discos e´ de 18.446.073.709.551.615 movimentos, levando os monges, muitos bilho˜es
de anos para efetuar a tarefa.
Contudo, o leitor na˜o deve preocupar-se com a imineˆncia do fim do mundo pois, se, a cada
segundo um sacerdote movesse um disco, o tempo mı´nimo para que ocorresse a fatalidade seria de
um bilha˜o de se´culos!
47
Cap´ıtulo 2
Construc¸a˜o dos Nu´meros Inteiros
Neste cap´ıtulo, estudaremos a construc¸a˜o dos chamados nu´meros inteiros a partir da estrutura
aritme´tica que abordamos no cap´ıtulo anterior para N e das noc¸o˜es ba´sicas de relac¸o˜es de equi-
valeˆncia. Aproveitamos para ressaltar que as propriedades mais elementares, envolvendo nu´meros
naturais, sera˜o utilizadas, a partir de agora, sem maiores explicac¸o˜es.
2.1 O Conjunto dos Nu´meros Inteiros
Faremos uso da definic¸a˜o de relac¸a˜o de equivaleˆncia para estabelecer quem sa˜o os elementos que
va˜o formar o conjunto dos nu´meros inteiros. A refereˆncia que serviu como base nesta sec¸a˜o esta´
apresentada em [3].
Definic¸a˜o 2.1. Seja X um conjunto. Uma relac¸a˜o bina´ria R em X diz-se uma relac¸a˜o de equi-
valeˆncia se esta satisfizer as seguintes propriedades:
i) [Reflexividade]: xRx, para todo x ∈ X;
ii) [Simetria]: x, y ∈ X e xRy ⇒ yRx;
iii) [Transitividade]: x, y, z ∈ X, xRy e yRz ⇒ xRz.
O exemplo que daremos, aqui neste cap´ıtulo, para uma relac¸a˜o de equivaleˆncia esta´ impl´ıcito
na definic¸a˜o que segue.
Definic¸a˜o 2.2. Sejam (a, b), (c, d) ∈ N×N. Dizemos que (a, b) e´ equivalente a (c, d), e escrevemos
(a, b) ∼ (c, d), quando a+ d = b+ c.
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Vamos, agora, provar que, de fato, a relac¸a˜o bina´ria ∼, definida acima, e´ de equivaleˆncia.
Proposic¸a˜o 2.1. A relac¸a˜o ∼, estabelecida na Definic¸a˜o 2.2 e´ uma relac¸a˜o de equivaleˆncia.
Demonstrac¸a˜o. E´ fa´cil ver que
i) (a, b) ∼ (a, b), pois a+ b = b+ a.
(ii) Se (a, b) ∼ (c, d), enta˜o a+ d = b+ c. Logo, c+ b = d+ a. Da´ı, (c, d) ∼ (a, b).
(iii) Se (a, b) ∼ (c, d) e (c, d) ∼ (e, f), enta˜o a+d = b+c e tambe´m c+f = d+e. Portanto, tem-se
(a+ f) + d = (a+ d) + f = (b+ c) + f = b+ (c+ f) = b+ (d+ e) = (b+ e) + d.
Logo, a+ f = b+ e. O que nos diz que (a, b) ∼ (e, f).
Por fim, ∼ e´ uma relac¸a˜o de equivaleˆncia.
Definic¸a˜o 2.3. Seja (a, b) ∈ N× N. O conjunto
(a, b) = {(x, y) ∈ N× N/(x, y) ∼ (a, b)}
e´ chamado a classe de equivaleˆncia do par ordenado (a, b) com relac¸a˜o a ∼ .
Exemplo 2.1. Por exemplo, e´ fa´cil checar que
i) (4, 0) = {(4, 0), (5, 1), (6, 2), (7, 3), ...};
ii) (0, 4) = {(0, 4), (1, 5), (2, 6), (3, 7), ...};
iii) (6, 2) = {(4, 0), (5, 1), (6, 2), (7, 3), ...}.
Abaixo, estabelecemos a definic¸a˜o do conjunto dos nu´meros inteiros.
Definic¸a˜o 2.4. Definimos o conjuntos dos nu´meros inteiros, e denotamos por Z, como sendo o
conjunto quociente N× N/ ∼, isto e´,
Z = (N× N/ ∼) = {(a, b)/(a, b) ∈ N× N}.
No restante deste cap´ıtulo, exibiremos condic¸o˜es para que a definic¸a˜o de Z, dada acima, coincida
com a conhecida do ensino elementar.
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2.2 Operac¸o˜es Elementares com Nu´meros Inteiros
Nesta sec¸a˜o, como em N, definiremos as operac¸o˜es de adic¸a˜o, + : Z × Z → Z, e multiplicac¸a˜o,
· : Z × Z → Z, em Z. Ale´m disso, estabeleceremos algumas propriedades elementares envolvendo
estas duas operac¸o˜es.
2.2.1 Propriedades Elementares da Adic¸a˜o em Z
Comecemos definindo como somar dois nu´meros inteiros.
Definic¸a˜o 2.5. Dados (a, b) e (c, d) em Z, definimos a adic¸a˜o (a, b) + (c, d) como sendo o inteiro
(a+ c, b+ d).
Exemplo 2.2. E´ fa´cil checar que:
1. (0, 1) + (2, 3) = (0 + 2, 1 + 3) = (2, 4);
2. (4, 2) + (1, 1) = (4 + 1, 2 + 1) = (5, 3).
Vamos agora provar que dois elementos de N × N sa˜o equivalentes se, e somente se, estes
representam a mesma classe de equivaleˆncia.
Lema 2.1. Sejam (a, b) e (a′, b′) ∈ N× N. Enta˜o, (a, b) ∼ (a′, b′)⇔ (a, b) = (a′, b′).
Demonstrac¸a˜o. (⇐) Note que, (a, b) ∈ (a, b) = (a′, b′). Logo, (a, b) ∼ (a′, b′).
(⇒) Suponha, agora, que (x, y) ∈ (a, b), enta˜o (x, y) ∼ (a, b). Assim, (x, y) ∼ (a, b) ∼ (a′, b′),
por hipo´tese. Dessa forma, (x, y) ∈ (a′, b′). Consequentemente, (a, b) ⊂ (a′, b′). A inclusa˜o rec´ıproca
e´ ana´loga.
Note que a definic¸a˜o de adic¸a˜o entre dois inteiros e´ realizada atrave´s de classes de equivaleˆncia.
Portanto, precisamos verificar se esta depende dos elementos que representam tais classes.
Proposic¸a˜o 2.2. Sejam (a, b) e (c, d) ∈ Z. Se (a, b) = (a′, b′) e (c, d) = (c′, d′), enta˜o (a, b)+(c, d) =
(a′, b′) + (c′, d′).
Demonstrac¸a˜o. Como (a, b) = (a′, b′), enta˜o, pelo Lema 2.1, temos que (a, b) ∼ (a′, b′). Segue deste
fato que a+b′ = b+a′. Da mesma maneira, (c, d) = (c′, d′)⇔ (c, d) ∼ (c′, d′). Assim, c+d′ = d+c′.
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Por outro lado, temos que
(a, b) + (c, d) = (a+ c, b+ d) e (a′, b′) + (c′, d′) = (a′ + c′, b′ + d′).
Mostraremos que as duas expresso˜es dos lados direitos das igualdades acima coincidem. Pelo Lema
2.1, isso equivale a mostrar que
(a+ c, b+ d) ∼ (a′ + c′, b′ + d′).
Mas, e´ verdade que
(a+ c) + (b′ + d′) = (a+ b′) + (c+ d′) = (b+ a′) + (d+ c′) = (b+ d) + (a′ + c′).
O resultado segue da Definic¸a˜o 2.2.
Agora, estamos interessados em provar que a adic¸a˜o de nu´meros inteiros satisfaz propriedades
elementares tais como: associatividade, comutatividade, existeˆncia de um u´nico elemento neutro
e lei do cancelamento. Comparando com os elementos de N, veremos que cada nu´mero inteiro
apresentara´ um sime´trico aditivo, o que na˜o e´ verificado em N.
Comecemos provando que a adic¸a˜o em Z e´ associativa.
Teorema 2.1 (Associatividade). Sejam (a, b), (c, d), (e, f) ∈ Z. Enta˜o,
[(a, b) + (c, d)] + (e, f) = (a, b) + [(c, d) + (e, f)].
Demonstrac¸a˜o. E´ fa´cil checar que
[(a, b) + (c, d)] + (e, f) = (a+ c, b+ d) + (e, f) = ((a+ c) + e, (b+ d) + f)
= (a+ (c+ e), b+ (d+ f)) = (a, b) + (c+ e, d+ f)
= (a, b) + [(c, d) + (e, f)].
Isto completa a prova do teorema em questa˜o.
Agora, permita-nos enunciar e demonstrar a propriedade comutativa.
Teorema 2.2 (Comutatividade). Sejam (a, b), (c, d) ∈ Z. Enta˜o, (a, b) + (c, d) = (c, d) + (a, b).
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Demonstrac¸a˜o. Observe que,
(a, b) + (c, d) = (a+ c, b+ d) = (c+ a, d+ b) = (c, d) + (a, b).
Isto completa a prova deste teorema.
Usando o elemento neutro da adic¸a˜o em N, 0, e´ poss´ıvel provar que (0, 0) e´ o elemento neutro
da adic¸a˜o entre nu´meros inteiros.
Teorema 2.3 (Elemento Neutro). Seja (a, b) ∈ Z. Enta˜o, (a, b) + (0, 0) = (a, b).
Demonstrac¸a˜o. Podemos escrever o seguinte:
(a, b) + (0, 0) = (a+ 0, b+ 0) = (a, b).
Portanto, (0, 0) e´ o elemento neutro aditivo em Z.
A lei do cancelamento exposta em N, com relac¸a˜o a` adic¸a˜o, tambe´m e´ va´lida em Z. Mais
precisamente, temos o seguinte teorema.
Teorema 2.4 (Lei do Cancelamento). Seja (a, b), (c, d), (e, f) ∈ Z. Enta˜o,
(a, b) + (e, f) = (c, d) + (e, f)⇒ (a, b) = (c, d).
Demonstrac¸a˜o. De fato, por hipo´tese, temos que
(a+ e, b+ f) = (c+ e, d+ f).
Da´ı, pela Definic¸a˜o 2.5, chegamos a
(a+ e) + (d+ f) = (c+ e) + (b+ f).
Logo,
(a+ d) + (e+ f) = (b+ c) + (e+ f).
Com isso, aplicando a lei do cancelamento em N, obtemos a + d = b + c, isto e´, (a, b) ∼ (c, d). O
Lema 2.1 nos informa que (a, b) = (c, d).
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A seguir provaremos que cada nu´mero inteiro tem um sime´trico1. Este fato na˜o e´ va´lido em N.
Teorema 2.5 (Sime´trico). Dado (a, b) ∈ Z, existe um u´nico (c, d) ∈ Z tal que (a, b)+(c, d) = (0, 0).
Na verdade, temos que (c, d) = (b, a).
Demonstrac¸a˜o. Vamos provar primeiramente a existeˆncia. Assim sendo, note que
(a, b) + (b, a) = (a+ b, b+ a) = (0, 0).
De fato, segue da igualdade (a+ b) + 0 = 0 + (b+a) que (a+ b, b+a) ∼ (0, 0). Portanto, pelo Lema
2.1, obtemos (a+ b, b+ a) = (0, 0). Com isso, (a, b) + (b, a) = (0, 0).
Agora, chequemos a unicidade do sime´trico. Consideremos que existe (c′, d′) tal que (a, b) +
(c′, d′) = (0, 0). Assim,
(a, b) + (c′, d′) = (0, 0) = (a, b) + (b, a).
Pela lei do cancelamento, conclu´ımos que (c′, d′) = (b, a). Portanto, o elemento sime´trico existe e e´
u´nico.
Definic¸a˜o 2.6. Dado α ∈ Z, o u´nico β ∈ Z tal que α + β = (0, 0) e´ chamado sime´trico de α e e´
denotado por −α.
Exemplo 2.3. E´ fa´cil ver que (0, 1) e (2, 5) sa˜o os sime´tricos de (1, 0) e (5, 2), respectivamente,
em Z.
Lembre que verificamos, na Proposic¸a˜o 1.2, que o u´nico elemento natural que possui sime´trico
(com uma definic¸a˜o ana´loga a dada acima) e´ 0. Assim sendo, o conjunto Z ja´ apresenta uma
propriedade que na˜o e´ observada em N.
E´ importante ressaltar que provamos que α+ (−α) = (0, 0) (ver Teorema 2.5), onde α = (a, b)
e −α = (b, a) ∈ Z. A existeˆncia e a unicidade do sime´trico para cada elemento de Z nos permite
que definamos uma terceira operac¸a˜o em Z (esta na˜o esta´ bem estabelecida em N).
Definic¸a˜o 2.7. A subtrac¸a˜o em Z, denotada por − : Z×Z→ Z, e´ a operac¸a˜o definida da seguinte
forma: Se α, β ∈ Z, enta˜o
α− β := α+ (−β).
1Seja A um conjunto com uma adic¸a˜o definida. Assuma que a ∈ A. Um elemento b ∈ A e´ denominado sime´trico
de a se a + b = b + a = 0.
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Note que a subtrac¸a˜o de α ∈ Z por β ∈ Z e´, na verdade, a adic¸a˜o de α com o sime´trico de β.
Exemplo 2.4. Um simples exemplo de subtrac¸a˜o pode ser dado pelas seguintes igualdades:
(0, 1)− (2, 5) = (0, 1) + (5, 2) = (5, 3).
Vejamos algumas regras de sinal envolvendo a subtrac¸a˜o em Z.
Proposic¸a˜o 2.3. Sejam α, β, γ ∈ Z. Enta˜o, vale as seguintes igualdades:
i) −(−α) = α;
ii) −α+ β = β − α;
iii) α− (−β) = α+ β;
iv) −α− β = −(α+ β);
v) α− (β + γ) = α− β − γ.
Demonstrac¸a˜o. Consideremos que α = (a, b) e β = (c, d).
i) Se α = (a, b), enta˜o
−(−α) = −(b, a) = (a, b) = α.
ii) Pela comutatividade, temos que
β − α := β + (−α) = (−α) + β = −α+ β.
iii) Por i), obtemos
α+ β = α+ [−(−β)] =: α− (−β).
iv) Pela comutatividade, chegamos a
−(α+ β) = −[(a, b) + (c, d)] = −(a+ c, b+ d)
= (b+ d, a+ c) = (b, a) + (d, c)
= (d, c) + (b, a) = −(c, d) + [−(a, b)]
= −β + (−α) =: −β − α.
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v) Por fim, segue, de iv) e da associatividade, que
α− (β + γ) := α+ [−(β + γ)] = α+ (−β − γ)
= [α+ (−β)] + (−γ) = α− β + (−γ)
=: α− β − γ.
2.2.2 Propriedades Elementares da Multiplicac¸a˜o em Z
Nesta subsec¸a˜o, apresentaremos uma definic¸a˜o para a multiplicac¸a˜o entre dois nu´meros inteiros
quaisquer. Ale´m disso, mostraremos que algumas propriedades elementares, ja´ conhecidas do ensino
elementar, sa˜o, de fato, verdadeiras.
Definic¸a˜o 2.8. Dados (a, b), (c, d) ∈ Z, definimos o produto (a, b) · (c, d) como sendo o inteiro
(ac+ bd, ad+ bc).
Permita-nos informar que, em alguns momentos, denotaremos a multiplicac¸a˜o de (a, b) por (c, d)
da seguinte maneira: (a, b) (c, d).
Exemplo 2.5. E´ fa´cil checar que:
1. (4, 2) · (10, 7) = (4 · 10 + 2 · 7, 4 · 7 + 2 · 10) = (54, 48);
2. (3, 5) · (10, 7) = (3 · 10 + 5 · 7, 3 · 7 + 5 · 10) = (65, 71).
Como a definic¸a˜o de multiplicac¸a˜o entre dois inteiros, assim como a adic¸a˜o, depende de classes
de equivaleˆncia, provaremos que os representantes de cada uma das classes envolvidas na˜o alteram
o resultado da operac¸a˜o.
Proposic¸a˜o 2.4. Sejam (a, b), (a′, b′), (c, d), (c′, d′) ∈ Z. Se (a, b) = (a′, b′) e (c, d) = (c′, d′), enta˜o
(a, b) · (c, d) = (a′, b′) · (c′, d′).
Demonstrac¸a˜o. Como (a, b) = (a′, b′) e (c, d) = (c′, d′), enta˜o
a+ b′ = b+ a′ e c+ d′ = d+ c′.
Da´ı temos,
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i (a+ b′) · c′ = (b+ a′) · c′
ii (b+ a′) · d′ = (a+ b′) · d′
iii (a+ b′) · c = (b+ a′) · c
iv (b+ a′) · d = (a+ b′) · d
v (c+ d′) · a′ = (d+ c′) · a′
vi (d+ c′) · b′ = (c+ d′) · b′
vii (c+ d′) · a = (d+ c′) · a
viii (d+ c′) · b = (c+ d′) · b
Somando os termos dos primeiros membros das equac¸o˜es acima e igualando a` soma dos termos dos
segundos membros, obtemos da´ı ,apo´s algumas manipulac¸o˜es alge´bricas, que:
2(ac+ bd+ a′d′ + b′c′) + ac′ + b′c+ a′d+ bd′ + ca′ + d′a+ db′ + c′b
= 2(ad+ bc+ a′c′ + b′d′) + a′c+ bc′ + ad′ + b′d+ da′ + c′a+ cb′ + d′b.
E usando a lei do cancelamento em N, obtemos
ac+ bd+ a′d′ + b′c′ = ad+ bc+ a′c′ + b′d′.
O que significa dizer que (a, b) · (c, d) = (a′, b′) · (c′, d′) (ver Lema 2.1).
Vamos provar que a multiplicac¸a˜o em Z, assim como a adic¸a˜o, e´ associativa, comutativa, tem
um u´nico elemento neutro e satisfaz a lei do cancelamento. Ale´m disso, mostraremos que a distri-
butividade da multiplicac¸a˜o com relac¸a˜o a adic¸a˜o em Z tambe´m e´ va´lida.
Comecemos com a prova da comutatividade.
Teorema 2.6 (Comutatividade). Sejam (a, b), (c, d) ∈ Z. Enta˜o, (a, b) · (c, d) = (c, d) · (a, b).
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Demonstrac¸a˜o. As seguintes igualdades sa˜o va´lidas:
(a, b) · (c, d) = (ac+ bd, ad+ bc)
= (ca+ db, da+ cb)
= (c, d) · (a, b).
Permita-nos provar que a multiplicac¸a˜o entre nu´meros inteiros e´ associativa.
Teorema 2.7 (Associatividade). Sejam (a, b), (c, d), (e, f) ∈ Z. Enta˜o,
[(a, b) · (c, d)] · (e, f) = (a, b) · [(c, d) · (e, f)].
Demonstrac¸a˜o. E´ fa´cil ver que
[(a, b) · (c, d)] · (e, f) = (ac+ bd, ad+ bc) · (e, f)
= ((ac+ bd)e+ (ad+ bc)f, (ac+ bd)f + (ad+ bc)e)
= ((ac)e+ (bd)e+ (ad)f + (bc)f, (ac)f + (bd)f + (ad)e+ (bc)e)
= (a(ce) + b(de) + a(df) + b(cf), a(cf) + b(df) + a(de) + b(ce))
= (a(ce+ df) + b(cf + de), a(cf + de) + b(ce+ df))
= (a, b) · (ce+ df, cf + de)
= (a, b) · [(c, d) · (e, f)].
O elemento neutro da multiplicac¸a˜o entre nu´meros naturais e´ dado por (1, 0). Mais precisa-
mente, temos o seguinte resultado.
Teorema 2.8 (Elemento Neutro). Sejam (a, b) ∈ Z. Enta˜o, (a, b) · (1, 0) = (a, b).
Demonstrac¸a˜o. As seguintes igualdades sa˜o verdadeiras:
(a, b) · (1, 0) = (a · 1 + b · 0, a · 0 + b · 1) = (a+ 0, 0 + b) = (a, b).
Logo, (1, 0) e´ o elemento neutro multiplicativo em Z.
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Agora faremos a prova para a propriedade distributiva, a qual relaciona em uma mesma igual-
dade as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o entre nu´meros inteiros.
Teorema 2.9 (Distributividade). Sejam (a, b), (c, d), (e, f) ∈ Z. Enta˜o,
(a, b) · [(c, d) + (e, f)] = (a, b) · (c, d) + (a, b) · (e, f).
Demonstrac¸a˜o. A distributividade segue diretamente das seguintes igualdades:
(a, b) · [(c, d) + (e, f)] = (a, b) · (c+ e, d+ f)
= (a(c+ e) + b(d+ f), a(d+ f) + b(c+ e))
= (ac+ ae+ bd+ bf, ad+ af + bc+ be)
= ((ac+ bd) + (ae+ bf), (ad+ bc) + (af + be))
= (ac+ bd, ad+ bc) + (ae+ bf, af + be)
= (a, b) · (c, d) + (a, b) · (e, f).
Isto completa a prova do teorema em questa˜o.
E´ fa´cil ver que a distributividade
[(a, b) + (c, d)] · (e, f) = (a, c) · (e, f) + (c, d) · (e, f),
segue diretamente da comutatividade.
Resta-nos provar a lei de cancelamento para a multiplicac¸a˜o entre nu´meros inteiros.
Teorema 2.10. Sejam (a, b), (c, d), (e, f) ∈ Z com (e, f) 6= (0, 0). Enta˜o,
(a, b) · (e, f) = (c, d) · (e, f)⇒ (a, b) = (c, d).
Demonstrac¸a˜o. Atrave´s da igualdade (a, b) · (e, f) = (c, d) · (e, f), conclu´ımos que
(ae+ bf, af + be) = (ce+ df, cf + de).
Logo, pelo Lema 2.1, chegamos a
(ae+ bf, af + be) ∼ (ce+ df, cf + de).
Portanto,
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ae+ bf + cf + de = af + be+ ce+ df .
Usando a aritme´tica dos nu´meros naturais nessa igualdade, obtemos
e(a+ d) + f(b+ c) = e(b+ c) + f(a+ d).
Por hipo´tese, conclu´ımos que e 6= f ((e, f) 6= (0, 0)). Suponhamos, sem perda de generalidade, que
e > f . Da´ı e = f + k, para algum k ∈ N∗. Segue, da´ı, que
(f + k)(a+ d) + f(b+ c) = (f + k)(b+ c) + f(a+ d).
Assim sendo, obtemos
f(a+ d) + k(a+ d) + f(b+ c) = f(a+ d) + k(b+ c) + f(b+ c).
Usando o cancelamento aditivo em N, obtemos k(a + d) = k(b + c). Como k ∈ N∗, segue, do
cancelamento multiplicativo em N, que a + d = b + c. Consequentemente, (a, b) ∼ (c, d). Por fim,
pelo Lema 2.1, encontramos (a, b) = (c, d).
Como na definic¸a˜o da multiplicac¸a˜o entre nu´meros naturais, provaremos a seguir que qualquer
nu´mero inteiro multiplicado por (0, 0) resulta em (0, 0).
Proposic¸a˜o 2.5. Seja α ∈ Z. Enta˜o, (0, 0) · α = (0, 0).
Demonstrac¸a˜o. Note que,
(0, 0) · α = (0, 0) · (a, b)
= (0 · a+ 0 · b, 0 · b+ 0 · a)
= (0 + 0, 0 + 0)
= (0, 0).
Isto completa a prova da proposic¸a˜o em questa˜o.
E´ tambe´m verdade que o conjunto dos nu´meros inteiros na˜o possui divisores de zero. Mais
precisamente, temos o resultado abaixo.
Proposic¸a˜o 2.6. Sejam α,β ∈ Z tais que α · β = (0, 0), enta˜o α = (0, 0) ou β = (0, 0).
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Demonstrac¸a˜o. Pela Proposic¸a˜o 2.5, temos que (0, 0) · γ = (0, 0), para todo γ ∈ Z. Suponhamos
que β 6= (0, 0). Segue, da´ı, que
(0, 0) · β = (0, 0) = α · β.
Pela lei do cancelamento em Z, conclu´ımos que α = (0, 0).
Agora, mostraremos que as famosas regras de sinais, com relac¸a˜o a multiplicac¸a˜o, entre os
nu´meros inteiros sa˜o va´lidas.
Proposic¸a˜o 2.7 (Regra de Sinais). Se α, β ∈ Z, enta˜o (−α)·β = −(α·β) = α·(−β) e (−α)·(−β) =
α · β.
Demonstrac¸a˜o. Se α = (a, b) e β = (c, d), enta˜o −α = (b, a) e −β = (d, c). Inicialmente mostrare-
mos que (−α) · β = −α · β = α · (−β). De fato,
(−α) · β = (b, a) · (c, d) = (bc+ ad, bd+ ac) = (ad+ bc, ac+ bd).
Analogamente, temos
−(α · β) = −(ac+ bd, ad+ bc) = (ad+ bc, ac+ bd)
e tambe´m
α · (−β) = (a, b) · (d, c) = (ad+ bc, ac+ bd).
Logo, podemos concluir
(−α) · β = −α · β = α · (−β).
Veremos agora que (−α) · (−β) = α · β. E´ fa´cil ver que
(−α) · (−β) = (b, a) · (d, c)
= (bd+ ac, bc+ ad)
= (ac+ bd, ad+ bc)
= (a, b) · (c, d)
= α · β.
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Isto prova a proposic¸a˜o em questa˜o.
Para terminar esta subsec¸a˜o, exibiremos uma prova para a distributividade que envolve a mul-
tiplicac¸a˜o e a subtrac¸a˜o entre nu´meros inteiros.
Proposic¸a˜o 2.8. Sejam α, β, γ ∈ Z. Enta˜o, α · (β − γ) = α · β − α · γ.
Demonstrac¸a˜o. Atrave´s da Proposic¸a˜o 2.7, as seguintes igualdades sa˜o claramente verdadeiras:
α · (β − γ) := α · [β + (−γ)] = α · β + α · (−γ) = αβ + (−αγ) =: αβ − αγ.
2.3 Relac¸a˜o de Ordem em Z
Nesta sec¸a˜o, estamos interessados em discutir uma relac¸a˜o de ordem para o conjunto dos
nu´meros inteiros; ale´m disso, mostraremos que tal relac¸a˜o e´ compat´ıvel com as operac¸o˜es de mul-
tiplicac¸a˜o e adic¸a˜o em Z, definidas na sec¸a˜o anterior. Por fim, provaremos que a lei de tricotomia
permanece va´lida em Z.
Comecemos, por usar a relac¸a˜o de ordem de N, mostrando como definir quando um nu´mero
inteiro e´ menor do que ou igual a outro.
Definic¸a˜o 2.9. Sejam (a, b), (c, d) ∈ Z. Dizemos que (a, b) e´ menor do que ou igual a (c, d), e
escrevemos (a, b) ≤ (c, d), quando a+ d ≤ b+ c.
Os s´ımbolos ≥, > e < definem-se de forma ana´loga.
A primeira informac¸a˜o que desejamos transmitir, neste momento, e´ que a relac¸a˜o bina´ria ≤,
definida acima, e´ uma relac¸a˜o de ordem.
Proposic¸a˜o 2.9. A relac¸a˜o ≤, estabelecida acima, e´ uma relac¸a˜o de ordem em Z.
Demonstrac¸a˜o. Sejam, α = (a, b), β = (c, d) e γ = (e, f) ∈ Z. Assim,
i) [Reflexividade]: Como a+ b = b+ a, temos que (a, b) ≤ (a, b);
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ii) [Antissimetria]: Suponhamos (a, b) ≤ (c, d) e (c, d) ≤ (a, b). Assim,
a+ d ≤ b+ c e c+ b ≤ d+ a,
donde conclu´ımos, pela tricotomia em N, que a + d = b + c, isto e´, (a, b) = (c, d) (ver Lema
2.1).
iii) [Transitividade]: Se (a, b) ≤ (c, d) e (c, d) ≤ (e, f), temos que
a+ d ≤ b+ c e c+ f ≤ d+ e.
Da´ı, somando f a desigualdade acima, chegamos a
(a+ d) + f ≤ (b+ c) + f .
Logo, inferimos
(a+ f) + d ≤ b+ (c+ f) ≤ b+ (d+ e).
Consequentemente, (a+ f) + d ≤ (b+ e) + d. Aplicando as propriedades da relac¸a˜o de ordem
em N, obtemos
a+ f ≤ b+ e.
Logo, (a, b) ≤ (e, f).
Isto demonstra que ≤ e´ uma relac¸a˜o de ordem.
Permita-nos checar a veracidade da compatibilidade da relac¸a˜o ≤ com as operac¸o˜es de adic¸a˜o
e multiplicac¸a˜o entre os nu´meros inteiros.
Proposic¸a˜o 2.10. Sejam α, β, γ ∈ Z. Enta˜o, valem as seguintes afirmac¸o˜es:
i) α ≤ β ⇔ α+ γ ≤ β + γ;
ii) α ≤ β ⇒ αγ ≤ βγ, onde γ ≥ (0, 0). A rec´ıproca desta afirmac¸a˜o e´ verdadeira se considerarmos
γ > (0, 0).
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iii) α ≤ β ⇒ αγ ≥ βγ, onde γ ≤ (0, 0). A rec´ıproca desta implicac¸a˜o e´ va´lida se assumirmos
γ < (0, 0).
Demonstrac¸a˜o. Sejam α = (a, b), β = (c, d) e γ = (e, f).
i) (⇒) Se α ≤ β, enta˜o a+d ≤ b+c. Somando e+f em ambos os lados desta u´ltima desigualdade,
obtemos
(a+ e) + (d+ f) = (a+ d) + (e+ f) ≤ (b+ c) + (e+ f) = (b+ f) + (c+ e).
Segue que,
(a+ e) + (d+ f) ≤ (b+ f) + (c+ e).
Portanto, podemos concluir
(a+ e, b+ f) ≤ (c+ e, d+ f).
Com isso, chegamos a
(a, b) + (e, f) ≤ (c, d) + (e, f).
Por fim, inferimos que α+ γ ≤ β + γ.
(⇐) Agora, consideremos (a, b) + (e, f) ≤ (c, d) + (e, f). Da´ı,
(a+ e, b+ f) ≤ (c+ e, d+ f).
Assim sendo, podemos escrever
a+ e+ d+ f ≤ b+ f + c+ e.
Aplicando a lei do cancelamento de N, temos que
a+ d ≤ b+ c.
Logo, α ≤ β.
ii) (⇒) A hipo´tese se reescreve como: a+ d ≤ b+ c e f ≤ e. Logo, existem p, q ∈ N tais que
b+ c = (a+ d) + p e e = f + q. (2.1)
Dessa forma, obtemos
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(b+ c)e = (a+ d+ p)e e (b+ c)f = (a+ d+ p)f .
Por conseguinte, chegamos a
be+ ce = ae+ de+ pe e bf + cf = af + df + pf .
Segue que
ae+ de+ pe+ bf + cf = af + df + pf + be+ ce. (2.2)
Por outro lado, por (2.1), tambe´m temos que
pe = pf + pq (2.3)
Assim, substituindo (2.3) em (2.2), encontramos
ae+ de+ pf + pq + bf + cf = af + df + pf + be+ ce.
Segue que
ae+ de+ bf + cf ≤ af + df + be+ ce,
desde que pq ≥ 0. Com isso, encontramos
ae+ bf + cf + de ≤ af + be+ ce+ df.
Isto nos diz que αγ ≤ βγ.
(⇐) Suponha, agora, que αγ ≤ βγ, com γ > (0, 0). Logo,
(a+ d)e+ (b+ c)f ≤ (a+ d)f + (b+ c)e
e tambe´m f < e. Sabemos que e = f + p, onde p ∈ N∗. Logo,
(a+ d)(f + p) + (b+ c)f ≤ (a+ d)f + (b+ c)(f + p).
Pela lei do cancelamento em N, chegamos a (a+ d)p ≤ (b+ c)p. Como p > 0 (ver Proposic¸a˜o
1.5), enta˜o temos que a+ d ≤ b+ c. Isto nos informa que α ≤ β.
iii) Primeiramente, note que as seguintes equivaleˆncias sa˜o va´lidas para quaisquer α = (a, b), β =
(c, d), γ = (e, f) ∈ Z:
α(−γ) ≤ β(−γ) ⇔ (a, b) · (f, e) ≤ (c, d) · (f, e)
⇔ (af + be, ae+ bf) ≤ (cf + de, ce+ df)
⇔ af + be+ ce+ df ≤ ae+ bf + cf + de
⇔ (ce+ df, cf + de) ≤ (ae+ bf, af + be)
⇔ (c, d) · (e, f) ≤ (a, b) · (e, f)
⇔ αγ ≥ βγ. (2.4)
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(⇒) Por hipo´tese, temos que
(e, f) ≤ (0, 0)⇒ e ≤ f ⇒ (0, 0) ≤ (f, e) = −γ.
Da´ı, como α ≤ β e −γ ≥ (0, 0), por ii), temos α(−γ) ≤ β(−γ). Por fim, por (2.4), chegamos
a αγ ≥ βγ.
(⇐) Agora suponhamos que αγ ≥ βγ e γ < (0, 0). Por (2.4), conclu´ımos que α(−γ) ≤ β(−γ).
Como
(e, f) < (0, 0)⇒ e < f ⇒ (0, 0) < (f, e) = −γ,
enta˜o, por ii), inferimos que α ≤ β.
Isto completa a prova do teorema em questa˜o.
Gostar´ıamos de destacar que a lei da tricotomia, provada para o conjunto N, tambe´m vale para
o conjunto dos nu´meros inteiros. Comecemos demonstrando o seguinte lema.
Lema 2.2. Seja α ∈ Z. Enta˜o, apenas uma das situac¸o˜es deve ocorrer: α = (0, 0) ou α < (0, 0)
ou α > (0, 0).
Demonstrac¸a˜o. Seja α = (a, b). E´ sabido, atrave´s da tricotomia em N, que ou a = b ou a < b ou
a > b. Da´ı, conclu´ımos que ou a + 0 = b + 0 ou a + 0 < b + 0 ou a + 0 > b + 0. Portanto, ou
α = (0, 0) ou α < (0, 0) ou α > (0, 0).
Agora estamos prontos para enunciar e provar a lei da tricotomia para nu´meros inteiros.
Corola´rio 2.11 (Tricotomia). Sejam α, β ∈ Z. Enta˜o, apenas uma das situac¸o˜es seguintes deve
ocorrer: α = β, ou α < β ou α > β.
Demonstrac¸a˜o. Considere que α = (a, b) e β = (c, d). Pela tricotomia em N, temos que dados x, y
naturais, apenas uma das situac¸o˜es seguintes ocorre: x = y ou x < y ou x > y. Tomemos x = a+d
e y = b + c. Da´ı, obtemos que ou a + d = b + c ou a + d < b + c ou a + d > b + c. Portanto, ou
α = β ou α < β ou α > β.
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2.4 Caracterizac¸a˜o Usual de Z
Nesta sec¸a˜o, utilizaremos as definic¸o˜es, bem como as propriedades, das relac¸o˜es <, ≤, >,≥ em
Z, definida na sec¸a˜o anterior, com a finalidade de provar que o conjunto dos nu´meros inteiros pode
ser identificado com a apresentac¸a˜o usual dada no ensino elementar.
Permita-nos comec¸ar com a definic¸a˜o de nu´meros inteiros positivos, negativos, na˜o negativos e
na˜o positivos.
Definic¸a˜o 2.10. Dado (a, b) ∈ Z, dizemos que:
i) (a, b) e´ positivo quando (a, b) > (0, 0);
ii) (a, b) e´ na˜o negativo quando (a, b) ≥ (0, 0);
iii) (a, b) e´ negativo quando (a, b) < (0, 0);
iv) (a, b) e´ na˜o positivo quando (a, b) ≤ (0, 0).
Observe que (a, b) > (0, 0) significa a + 0 > b + 0, ou seja, a > b. De maneira ana´loga, temos
que
(a, b) ≥ (0, 0)⇔ a ≥ b, (a, b) < (0, 0)⇔ a < b e (a, b) ≤ (0, 0)⇔ a ≤ b.
Note ainda que se (a, b) e´ positivo, enta˜o existe m ∈ N∗, tal que a = b+m. Logo, a+ 0 = b+m.
Dessa forma, (a, b) = (m, 0) (ver Lema 2.1). Analogamente, se (a, b) e´ negativo, enta˜o b = a + n,
para algum n ∈ N∗. Com isso, b+ 0 = a+ n. O que significa (a, b) = (0, n) (ver Lema 2.1). Essas
observac¸o˜es, juntamente com a lei da tricotomia em Z, nos dizem que
Z = {(0, n)/n ∈ N∗} ∪ {(0, 0)} ∪ {(m, 0)/m ∈ N∗},
sendo a unia˜o disjunta.
A partir das observac¸o˜es feitas, passaremos a utilizar as seguintes notac¸o˜es:
Z∗− = {(0, n)/n ∈ N∗}, Z− = Z∗− ∪ (0, 0), Z∗+ = {(m, 0)/m ∈ N∗} e Z+ = Z∗+ ∪ (0, 0).
Consequentemente, Z = Z∗− ∪ Z∗+ ∪ {(0, 0)}.
Observe ainda que o conjunto, Z+ esta´ em bijec¸a˜o com N, esta bijec¸a˜o mostra que Z+ e´ uma
co´pia alge´brica de N, no sentido dado pelo teorema abaixo:
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Teorema 2.12. Seja fN : N → Z dada por fN(m) = (m, 0), para todo m ∈ N. Enta˜o, valem as
seguintes afirmac¸o˜es:
i) fN e´ injetora;
ii) fN(m+ n) = fN(m) + fN(n);
iii) fN(m · n) = fN(m) · fN(n);
iv) m < n⇔ fN(m) < fN(n), isto e´, fN e´ uma func¸a˜o estritamente crescente.
A func¸a˜o fN : N→ Z acima e´ chamada imersa˜o de N em Z. Esta imersa˜o mostra que Z e´ infinito,
pois fN e´ injetora e N e´ infinito (atrave´s da aplicac¸a˜o identidade).
Demonstrac¸a˜o. Note que
i) fN(m) = fN(n)⇔ (m, 0) = (n, 0)⇔ m+ 0 = 0 + n⇔ m = n.
ii) fN(m) + fN(n) = (m, 0) + (n, 0) = (m+ n, 0) = fN(m+ n);
iii) fN(m) · fN(n) = (m, 0) · (n, 0) = (mn+ 0 · 0, 0) = (mn, 0) = fN(mn);
iv) m < n⇔ m+ 0 < 0 + n⇔ (m, 0) < (n, 0)⇔ fN(m) < fN(n).
Isto completa a prova do teorema em questa˜o.
Note que, o teorema acima nos mostrou que o conjunto fN(N) = Z+ possui a mesma estrutura
alge´brica que N. Por exemplo, 2 + 7 = 9, em N, corresponde, via fN, (2, 0) + (7, 0) = (9, 0) em Z.
Da mesma forma, 2 · 7 = 14 corresponde via fN, (2, 0) · (7, 0) = (14, 0). Finalmente, a relac¸a˜o de
2 < 7 se preserva via fN, com (2, 0) < (7, 0). Em outras palavras, ordem em Z e´ uma extensa˜o da
ordem em N.
Observe que se a ∈ N, o sime´trico de (a, 0) e´ (0, a), logo identificando (a, 0) com a atrave´s fN,
obtemos −a = −(a, 0) = (0, a). Obtemos assim, sob a identificac¸a˜o de N com Z+, via fN, que
Z = {−a/a ∈ N∗} ∪ {0} ∪ N∗ = {...,−a, ...,−1, 0, 1, ..., a, ...}.
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Da´ı passamos a adotar esta identificac¸a˜o, considerando assim N um subconjunto de Z. Sob tal
identificac¸a˜o, obtemos, para n e m naturais, que
n−m = (n, 0)− (m, 0) = (n, 0) + [−(m, 0)] = (n, 0) + (0,m) = (n,m).
Exemplo 2.6. Vamos efetuar as seguintes operac¸o˜es em Z:
1) 3− 5 = (3, 5) = (0, 2) = −2;
2) 13− 8 = (13, 8) = (5, 0) = 5;
3) (−3) · 5 = (0, 3) · (5, 0) = (0, 15) = −15.
Vejamos, agora, como interpretar a regra de sinais para nu´meros inteiros, usando a identificac¸a˜o
dada acima.
Proposic¸a˜o 2.11. Sejam x, y ∈ Z. Enta˜o, os seguintes itens valem:
i) x > 0 e y > 0⇒ x · y > 0;
ii) x < 0 e y < 0⇒ x · y > 0;
iii) x < 0 e y > 0⇒ x · y < 0.
Demonstrac¸a˜o. Primeiramente, como x, y e 0 sa˜o inteiros, enta˜o podemos identifica´-los com (x, 0),
(y, 0) e (0, 0).
i) Como x e y sa˜o inteiros positivos, podemos identifica´-los com (x, 0) > (0, 0) e (y, 0) > (0, 0), via
o Teorema 2.12. Da´ı,
(x, 0) · (y, 0) > (0, 0) · (y, 0) = (0, 0).
Logo, x · y > 0.
ii) Se x < 0 e y < 0, enta˜o (x, 0) < (0, 0) e (y, 0) < (0, 0). Logo,
(x, 0) · (y, 0) > (x, 0) · (0, 0) = (0, 0).
Portanto, xy > 0.
iii) Se x < 0 e y > 0, enta˜o (x, 0) < (0, 0) e (y, 0) > (0, 0). Assim sendo,
(x, 0) · (y, 0) < (x, 0) · (0, 0) = (0, 0).
Portanto, xy < 0.
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2.5 Princ´ıpio da Boa Ordem em Z
Nesta sec¸a˜o, estamos interessados em provar o Princ´ıpio da Boa Ordem para subconjuntos de
nu´meros inteiros. Primeiramente, vamos definir quando um subconjunto de Z e´ limitado superior
e inferiormente.
Definic¸a˜o 2.11. Seja X um subconjunto na˜o vazio de Z. Dizemos que X e´ limitado inferiormente
se existe α ∈ Z tal que α ≤ x, para todo x ∈ X. Tal α e´ chamado cota inferior de X. Analogamente,
dizemos que X e´ limitado superiormente se existe β ∈ Z tal que x ≤ β, para todo x ∈ X. Tal β e´
denominado cota superior de X.
Exemplo 2.7. Trivialmente, o nu´mero 0 e´ cota inferior para N ⊂ Z, pois 0 ≤ x, para todo x ∈ N.
Da mesma forma, −1 o e´, bem como qualquer inteiro negativo.
Proposic¸a˜o 2.12. O conjunto N e´ ilimitado em Z, isto e´, N na˜o admite cota superior em Z.
Demonstrac¸a˜o. Veremos que dado α ∈ Z, existe x ∈ N tal que α < x. A prova desta afirmac¸a˜o
sera´ dividida em treˆs casos:
1) Se α = 0, basta tomarmos x = 1 ∈ N, que teremos α < x.
2) Se α < 0, basta tomarmos qualquer natural x, que teremos α < x.
3) Se α > 0 podemos concluir que α ∈ N∗ e consequentemente α < s(α) ∈ N. Assim sendo, para
todo α > 0 em Z, existe um x = s(α) ∈ N, tal que α < x.
Permita-nos provar o Princ´ıpio da Boa Ordem para o conjunto dos nu´meros inteiros Z. Este
mesmo princ´ıpio ja´ foi provado ser va´lido em N. Neste caso, qualquer subconjunto ja´ possuia a
propriedade de ser limitado inferiormente em Z; com isso, esta condic¸a˜o na˜o precisava ser assumida
como hipo´tese. Em geral, os subconjuntos de Z na˜o possuem esta caracter´ıstica. Portanto, tal
suposic¸a˜o sera´ considerada no pro´ximo teorema.
Teorema 2.13 (Princ´ıpio da Boa Ordem em Z). Seja X ⊂ Z na˜o vazio e limitado inferiormente.
Enta˜o X possui elemento mı´nimo.
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Demonstrac¸a˜o. Seja α uma cota inferior de X, isto e´, α ≤ x,∀x ∈ X (com α ∈ Z). Considere o
conjunto X
′
= {x − α/x ∈ X}. Claramente, X ′ ⊂ N (identificado com Z+) e, pelo Princ´ıpio da
Boa Ordem em N, o conjunto X ′ , possui elemento mı´nimo, digamos m′. Assim,
m′ ∈ X ′ e m′ ≤ y, ∀y ∈ X ′ .
Como m′ ∈ X ′ , m′ e´ da forma m− α, para algum m ∈ X. Afirmamos que m = m′ + α e´ elemento
mı´nimo de X. So´ falta verificar que m ≤ x, ∀x ∈ X, mas isso equivale a m− α ≤ x− α, ∀x ∈ X,
ou seja, m′ ≤ y,∀y ∈ X ′ , que e´ verdade pela definic¸a˜o de m′. Logo, m e´ o elemento mı´nimo de
X.
O resultado a seguir nos garante que na˜o existe nu´mero inteiro entre 0 e 1.
Corola´rio 2.14. Seja x ∈ Z tal que 0 < x ≤ 1. Enta˜o, x = 1.
Demonstrac¸a˜o. Seja X = {x ∈ Z/0 < x ≤ 1}. Segue da´ı que, X 6= ∅, pelo fato de 1 ∈ X e X e´
limitado inferiormente por 0. Pelo Princ´ıpio da Boa Ordem, X possui elemento mı´nimo, digamos
m. Suponhamos que 0 < m < 1. Assim, 0 < m2 < m < 1, o que implica que m2 ∈ X, contrariando
a minimalidade de m. Assim, m = 1 e, consequentemente X = {1}.
Mais e´ verdade, na˜o existe nenhum nu´mero inteiro entre dois inteiros consecutivos. Mais preci-
samente, temos o seguinte corola´rio.
Corola´rio 2.15. Sejam n, x ∈ Z tais que n < x ≤ n+ 1. Enta˜o, x = n+ 1.
Demonstrac¸a˜o. Note que,
n < x ≤ n+ 1⇔ 0 < x− n ≤ 1.
Como n, x ∈ Z, enta˜o x − n ∈ Z. Assim, pelo Corola´rio 2.14, tem-se que x − n = 1. Por fim,
x = n+ 1.
2.6 Mo´dulo e Algoritmo da Divisa˜o em Z
Nesta sec¸a˜o, definiremos o mo´dulo de um nu´mero inteiro em ordem a garantir que os u´nicos
elementos invers´ıveis em Z sa˜o 1 e −1.
70
Definic¸a˜o 2.12. Seja x ∈ Z. Definimos o valor absoluto de x (ou mo´dulo de x), denotado por |x|,
como sendo:
|x| =
{
x, se x ≥ 0;
−x, se x < 0. (2.5)
Exemplo 2.8. | − 6| = |6| = 6; |0| = 0.
Proposic¸a˜o 2.13. As seguintes afirmac¸o˜es sa˜o verdadeiras:
1) |x| = 0⇔ x = 0;
2) |x| ≥ 0, ∀x ∈ Z;
3) |xy| = |x||y|, ∀x, y ∈ Z;
4) Para n ∈ N∗, tem-se: |x| = n se, e somente se, x = n ou x = −n.
Demonstrac¸a˜o. 1) (⇒) Primeiramente, note que se |x| = 0, enta˜o devemos considerar os seguintes
casos:
• Se x > 0, enta˜o x = |x| = 0, contradic¸a˜o pela tricotomia em Z.
• Se x < 0, enta˜o −x = |x| = 0, novamente contradic¸a˜o pela tricotomia em Z.
Logo, x = 0.
(⇐) Segue da definic¸a˜o de mo´dulo.
2) Consideremos os casos abaixo:
• Se x ≥ 0, por definic¸a˜o, |x| = x ≥ 0;
• Se x < 0, por definic¸a˜o, |x| = −x. Por outro lado, temos que, x < 0⇒ −x > 0. Portanto,
|x| > 0.
3) Para mostrar que |xy| = |x||y|, para todo x, y ∈ Z. Vamos considerar 4 casos:
• Se x = 0 ou y = 0, temos que xy = 0. Logo, |xy| = 0. Como |x| = 0, claramente,
|x||y| = 0 · |y| = 0. Logo, |xy| = |x||y|.
• Se x < 0 e y > 0 (o caso x > 0 e y < 0 e´ ana´logo), enta˜o xy < 0, isto e´, |xy| = −xy. Por
outro lado, temos que |x| = −x e |y| = y. Sendo assim,
|x||y| = (−x) · y = −xy.
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Logo, |xy| = |x||y|.
• Se x < 0 e y < 0, enta˜o xy > 0, assim |xy| = xy. Por outro lado, temos |x| = −x e |y| = −y.
Da´ı,
|x||y| = (−x) · (−y) = xy.
Logo, |xy| = |x||y|.
• Se x > 0 e y > 0, enta˜o xy > 0. Assim, |xy| = xy = |x||y|. Portanto, |xy| = |x||y|,
∀x, y ∈ Z.
4) (⇒) Suponha que |x| = n.
• Se x ≥ 0, enta˜o |x| = x. Logo, x = |x| = n.
• Se x < 0, enta˜o |x| = −x. Sendo assim, −x = |x| = n. Portanto, x = −n.
(⇐) Vamos estudar dois casos:
• Se x = n, enta˜o |x| = |n|. Como n ∈ N∗, temos que |n| = n, ou seja, |x| = n.
• Se x = −n, enta˜o |x| = | − n|. Como n ∈ N∗, temos que n > 0 ⇒ −n < 0. Sendo assim,
| − n| = −(−n) = n. Portanto, |x| = n.
Estamos prontos para provar que nenhum nu´mero inteiro admite inverso multiplicativo, exceto
−1 e 1.
Proposic¸a˜o 2.14. Os u´nicos elementos invers´ıveis de Z sa˜o 1 e −1. Um elemento x ∈ Z diz-se
invers´ıvel se existe y ∈ Z tal que xy = 1.
Demonstrac¸a˜o. Note que o elemento 0 na˜o e´ invers´ıvel em Z; caso contra´rio, existiria um y ∈ Z,
tal que 0 · y = 1. Mas, 0 · y = 0. Da´ı, ter´ıamos 0 = 1. Absurdo!
Seja x ∈ Z∗ e y ∈ Z tais que xy = 1. Segue que 1 = |xy| = |x||y|. Como |x| ≥ 0 e |y| ≥ 0
e |x||y| = 1, enta˜o |x| > 0 e |y| > 0 e da´ı resulta que |x| ≥ 1 e |y| ≥ 1. Multiplicando ambos os
membros da u´ltima desigualdade por |x|, obtemos
1 = |x||y| ≥ |x| ≥ 1,
de onde segue que |x| = 1 (ver tricotomia). Portanto, pela Proposic¸a˜o 2.13, x = 1 ou x = −1, como
quer´ıamos.
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O pro´ximo resultado nos mostra como dividir um nu´mero inteiro por outro (observe que, na˜o
necessariamente, o resultado e´ um elemento de Z).
Teorema 2.16 (Algoritmo da Divisa˜o em Z). Sejam x, d ∈ Z tais que d > 0. Enta˜o, existe u´nicos
q, r ∈ Z tais que
x = dq + r, onde 0 ≤ r < d.
Aqui x, d, q e r sa˜o chamados dividendo, divisor, quociente e resto na divisa˜o de x por d.
Demonstrac¸a˜o. Existeˆncia: Primeiramente, note que se existe q′ ∈ Z tal que x = dq′, enta˜o basta
assumir r = 0 para obter
x = dq′ + 0 = dq′ + r, com 0 ≤ r < d.
Caso contra´rio, x 6= dk, para todo k ∈ Z, existe q ∈ Z tal que
dq < x < d(q + 1). (2.6)
De fato, se x ≥ 0, enta˜o, pela prova do Teorema 1.19 (Algoritmo da Divisa˜o em N), podemos
garantir que tal q existe e e´ natural. Se x < 0, enta˜o −x > 0; por conseguinte, existe q ∈ N tal que
dq < −x < d(q + 1),
ver Teorema 1.19 (Algoritmo da divisa˜o em N). Assim, por (2.6), segue que 0 < x− dq < d, basta
somar −dq a (2.6). Seja r = x− dq ∈ Z. Assim,
x = dq + r, com 0 ≤ r < d.
Unicidade: Suponhamos, agora, que existam q1, r1 ∈ Z tais que
x = dq1 + r1, onde 0 ≤ r1 < d.
Assim, conclui-se que
dq + r = x = dq1 + r1.
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Logo, d(q − q1) = r1 − r. Assuma, por absurdo, que r1 6= r. Sem perda de generalidade, considere
que r1 > r. Da´ı,
d(q − q1) = r1 − r > 0.
Todavia, d > 0. Dessa forma, q − q1 > 0, isto e´, q − q1 ≥ 1 (ver Proposic¸a˜o 1.9). Por conseguinte,
r1 = d(q − q1) + r ≥ d,
pois q − q1 ≥ 1, d > 0 e r ≥ 0. Isto e´ um absurdo, pois r1 < d (tricotomia). Dessa forma, r1 = r.
Consequentemente,
d(q − q1) = r1 − r = 0.
Por fim, q = q1 (pois d > 0).
E´ importante ressaltar que o Algoritmo da divisa˜o em Z pode ser considerado com divisor
negativo. Neste caso a divisa˜o de x ∈ Z por d ∈ Z∗− e´ dada atrave´s da igualdade
x = dq + r, onde 0 ≤ r < |d|,
onde q e r sa˜o u´nicos. Basta dividir x por −d > 0 para obter u´nicos q, r ∈ Z tais que
x = (−d)q + r, com 0 ≤ r < −d = |d|,
ver Teorema 2.16. Da´ı, x = d(−q) + r, com 0 ≤ r < |d|.
Uma aplicac¸a˜o que podemos fornecer para o Algoritmo da divisa˜o em Z e´ que qualquer nu´mero
inteiro n se escreve na forma n = 2k (neste caso, n e´ dito inteiro par) ou n = 2k′ + 1 (aqui, n e´
chamado inteiro ı´mpar), onde k, k′ ∈ Z.
Proposic¸a˜o 2.15. Sejam 2Z = {2n/n ∈ Z} (conjunto dos nu´meros inteiros pares) e 2Z + 1 =
{2m+ 1/m ∈ Z} (conjunto dos nu´meros inteiros ı´mpares). Enta˜o, Z = 2Z ∪ (2Z+ 1).
Demonstrac¸a˜o. Seja n ∈ Z. Pelo Algoritmo da divisa˜o em Z, temos que existem u´nicos q, r ∈ Z
tais que
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n = 2q + r, onde 0 ≤ r < 2.
Vimos que r = 0 ou 1 (r ∈ N). Logo,
n = 2q ou n = 2q + 1.
Assim, n ∈ 2Z ou n ∈ 2Z+ 1. Isto prova que Z ⊆ 2Z∪ (2Z+ 1). A inclusa˜o rec´ıproca e´ trivial.
2.7 Fatorizac¸a˜o U´nica em Z
Nosso objetivo, nesta sec¸a˜o, e´ provar o famoso Teorema Fundamental da Aritme´tica. Este, por
sua vez, fala sobre a fatorizac¸a˜o de um nu´mero inteiro em um produto de nu´meros primos.
Primeiramente, vamos definir o significado de um nu´mero inteiro ser mu´ltiplo de um outro.
Definic¸a˜o 2.13. Seja x ∈ Z. Os nu´meros inteiros da forma kx, k ∈ Z, sa˜o chamados mu´ltiplos de
x. Neste caso, tambe´m dizemos que tais nu´meros sa˜o divis´ıveis por x ou que x e´ um divisor de tais
valores.
Exemplo 2.9. Os mu´ltiplos do nu´mero inteiro 2 sa˜o
0,±2,±4,±6, ...
Definic¸a˜o 2.14. Sejam x, y ∈ Z. Dizemos que x divide y, e escrevemos x|y, quando ∃k ∈ Z tal
que y = kx, i.e, quando y e´ um mu´ltiplo de x.
Obs 2.1. x|y ⇔ y e´ divis´ıvel por x⇔ x e´ um divisor de y.
A seguir, apresentaremos alguns propriedades elementares envolvendo |.
Proposic¸a˜o 2.16. Sejam x, y, z ∈ Z. Os seguintes itens sa˜o verdadeiros:
i) [Reflexividade]: x|x;
ii) x|y e y|x⇒ ±x = y;
iii) [Transitividade]: x|y e y|z ⇒ x|z;
Demonstrac¸a˜o. i) Note que x = x · 1, ∀x ∈ Z. Logo, x|x.
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ii) Se x|y e y|x, enta˜o ∃q1, q2 ∈ Z tais que
y = q1x e x = q2y.
Logo,
x = q2(q1x) = (q2q1)x.
Se x = 0, enta˜o o resultado tem seguimento trivial. Assim, considere que x 6= 0. Pela lei do
corte, chegamos a q2q1 = 1. Portanto, pela Proposic¸a˜o 2.14, conclu´ımos que q1 = ±1. Por
fim, y = ±x.
iii) Se x|y e y|z, enta˜o ∃q1, q2 ∈ Z tais que
y = q1x e z = q2y.
Da´ı,
z = q2(q1x) = (q2q1)x.
Logo, x|z (pois q0q1 ∈ Z).
Agora vejamos como podemos definir, precisamente, um nu´mero inteiro primo.
Definic¸a˜o 2.15. Seja p ∈ Z. Dizemos que p e´ nu´mero primo se
i) p 6= 0 e p 6= ±1;
ii) d|p⇒ d = ±p ou d = ±1 (os u´nicos divisores de p sa˜o ±p e ±1).
Um nu´mero que na˜o e´ primo e´ chamado composto.
Exemplo 2.10. 6 e´ um nu´mero composto, pois 2|6. Por outro lado, 2 e´ um nu´mero primo, pois
os u´nicos divisores de 2 sa˜o ±1 e ±2.
Lema 2.3. Sejam p, x ∈ Z, tais que p 6= 0. Se p e´ primo e p - x, enta˜o existem y, z ∈ Z tais que
1 = py + xz.
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Demonstrac¸a˜o. Suponha, inicialmente, que p ∈ N∗. Seja X = {pa + xb ∈ N∗/a, b ∈ Z}. Como
p ∈ X, pois p = p · 1 + x · 0 > 0, enta˜o X 6= ∅. Logo, pelo Princ´ıpio da Boa Ordem em N, temos
que existe d = minX. Como d ∈ X, enta˜o
d = py + xz, y, z ∈ Z.
Vamos provar que d = 1. Ja´ sabemos que d ≥ 1. Suponha, enta˜o, por contradic¸a˜o, que d > 1.
Pelo Algoritmo da Divisa˜o, temos que existem u´nicos q, r ∈ Z tais que p = dq+ r, onde 0 ≤ r < d.
Desta forma,
r = p− dq = p− pyq − xzq = p(1− yq) + x(zq).
Isto nos diz que r ∈ X. Mas, 0 ≤ r < d = minX. Logo, r = 0. Com isso, p = dq. Portanto, d|p.
Consequentemente, como p e´ primo e d > 1, chegamos a d = p. Analogamente, pelo Algoritmo da
Divisa˜o, temos que existem u´nicos q′, r′ ∈ Z tais que x = dq′ + r′, onde 0 ≤ r′ < d. Desta forma,
r′ = x− dq′ = x− pyq′ − xzq′ = p(−yq′) + x(1− zq′).
Isto nos diz que r′ ∈ X. Todavia, 0 ≤ r′ < d = minX. Deste modo, r′ = 0. Com isso, x = dq′ = pq′.
Por fim, p|x. Isto e´ uma contradic¸a˜o (p - x). Por conseguinte, d = 1, isto e´,
1 = py + xz, y, z ∈ Z.
O caso p < 0 e´ trivial, pois, nesta situac¸a˜o, −p > 0 e, da´ı,
1 = (−p)y + xz, y, z ∈ Z.
Portanto, 1 = p(−y) + xz, −y, z ∈ Z.
A seguir estabeleceremos uma outra maneira de caracterizar nu´meros inteiros primos.
Teorema 2.17 (Lema de Euclides). Sejam p, x, y ∈ Z tais que p 6= 0. Enta˜o, p e´ primo se, e
somente se, p|xy ⇒ p|x ou p|y .
Demonstrac¸a˜o. (⇒) Seja p primo e suponha que p|xy. Considere que p - x. Da´ı, pelo Lema 2.3,
existem a0, b0 ∈ Z tais que 1 = a0p+ b0x. Como p|xy, enta˜o xy = pk, para algum k ∈ Z. Logo,
y = a0py + b0xy = (a0y)p+ (b0k)p = [a0y + b0k]p⇒ p|y.
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(⇐) Suponha que p|xy ⇒ p|x ou p|y. Se p na˜o e´ primo, enta˜o ∃x 6= ±p e x 6= ±1 tal que
x|p. Da´ı ∃y ∈ Z tal que p = xy. Dessa forma, p|xy. Consequentemente, p|x ou p|y. Se p|x, enta˜o
x = ±p (ja´ que x|p). Isto e´ uma contradic¸a˜o (x 6= ±p). Se p|y, enta˜o y = ±p (ja´ que y|p). Da´ı,
p = ±xp. Deste modo, pela lei do cancelamento, x = ±1. Um absurdo (x 6= ±1). Por fim, p e´
primo.
O Teorema 2.17 pode ser generalizado da seguinte forma:
Proposic¸a˜o 2.17. Sejam p, x1, x2, ..., xn ∈ Z tais que p 6= 0. Enta˜o, p e´ primo se, e somente se,
p|x1 · x2 · ... · xn ⇒ p|xi para algum i = 1, 2, ..., n.
Demonstrac¸a˜o. Faremos a prova por induc¸a˜o sobre n. Seja
X = {n ∈ N∗/p|x1 · x2 · ... · xn ⇒ p|xi, i = 1, 2, ..., n}.
Nada ha´ a fazer com o caso n = 1. Considere que
p|x1 · x2 · ... · xn ⇒ p|xi, i = 1, 2, ..., n.
Suponha que n ∈ X, isto e´, p|x1 ·x2 ·...·xn ·xn+1, enta˜o, pelo Teorema 2.17, temos que p|x1 ·x2 ·...·xn
ou p|xn+1. Dessa forma, p|xi, para algum i = 1, 2, ..., n+ 1, pela hipo´tese de induc¸a˜o. Isto nos diz
que n+ 1 ∈ X. Dessa forma, X = N∗.
Precisaremos do lema abaixo para provar o Teorema Fundamental da Aritme´tica.
Lema 2.4. Seja x ∈ Z tal que x 6= 0 e x 6= ±1. Enta˜o, min{y ∈ Z/y > 1, y|x} e´ primo.
Demonstrac¸a˜o. Seja S = {y ∈ Z/y > 1, y|x}. Note que |x| > 1 (x 6= 0) e |x||x. Da´ı, |x| ∈ S. Isto
nos diz que S 6= ∅. Ale´m disso, S e´ limitado inferiormente por 1. Pelo Princ´ıpio da Boa Ordem,
∃p = minS. Como p ∈ S, enta˜o p > 1. Logo, p 6= 0 e p 6= ±1.
Agora suponha, por absurdo, que existe q ∈ Z tal que q 6= ±1 e q 6= ±p e q|p. Consequentemente,
|q| > 1 e |q||p. Dessa forma, 1 < |q| < p. De fato, se |q| > p (|q| 6= p), enta˜o, usando que |q||p
(p = |q|k, para algum k ∈ Z∗+), ter´ıamos
p = |q|k > pk ≥ p, k ∈ Z∗+.
Uma contradic¸a˜o. Como p ∈ S, enta˜o p|x. Da´ı, por transitividade, |q||p e p|x⇒ |q||x. Isto nos diz
que 1 < |q| < p e |q||x. Ou seja, |q| ∈ S e |q| < p = minS. Um absurdo! Por fim, p e´ primo.
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Teorema 2.18 (Teorema Fundamental da Aritme´tica). Seja x ∈ Z tal que x > 1. Enta˜o existem
p1, p2, ..., pk nu´meros primos positivos (k ≥ 1) tais que x = p1 · ... · pk. Ale´m disso, x = q1 · ... · qs,
onde q1, q2, ..., qs (s ≥ 1) sa˜o nu´meros primos positivos, enta˜o k = s e cada pi e´ igual a um qj.
Demonstrac¸a˜o. Usaremos o Princ´ıpio da Induc¸a˜o na Segunda forma sobre x.
i) Se x = 2, enta˜o x = 2, com k = 1 e p1 = 2.
ii) Agora suponhamos que para todo y ∈ Z tal que 2 ≤ y < x, tem-se que y = p1 · ... · pk′ , (k
′ ≥ 1),
onde pi e´ primo positivo, para todo i = 1, 2, ..., k
′. Pelo Lema 2.4, temos que ∃p primo tal
que p > 1 e p|x. Assim, ∃q ∈ Z tal que x = qp. Note que se q = 1, enta˜o x = p e o resultado
estaria provado. Se q fosse primo, enta˜o x = qp. Assim sendo, o resultado seguiria. Dessa
forma, considere que 2 ≤ q < x (q > 1). Por hipo´tese de induc¸a˜o, q = p1 · ... · pk′ , onde pi e´
primo positivo, para todo i = 1, 2, ..., k′. Portanto, x = p1 · ... · pk′ · p. Por fim, o resultado e´
va´lido por induc¸a˜o.
Agora suponha que
x = p1 · ... · pk = q1 · ... · qs,
onde qj e pi sa˜o primos positivos, para todo j = 1, 2, ..., s e i = 1, 2, ..., k. Assim, p1|q1 · ... · qs.
Pelo Lema 2.17, p1|qj , para algum j = 1, 2, ..., s. Suponhamos, sem perda de generalidade,
que p1|q1. Como q1 e´ primo, enta˜o p1 = ±q1 (ja´ que p1 6= ±1). Como p1, q1 > 0, enta˜o p1 = q1.
Portanto,
q1 · p2 · ... · pk = q1 · q2 · ... · qs.
Logo,
q1(p2 · ... · pk − q2 · ... · qs) = 0.
Isto nos diz que
p2 · ... · pk = q2 · ... · qs.
Considere que k 6= s. Sem perda de generalidade, digamos que k < s. Usando o processo
acima, chegamos a
1 = qk+1 · ... · qs.
Isto implicaria, pela Preposic¸a˜o 2.14 que qk+1 = ±1. Um absurdo! Logo, k = s e pi = qi,
para todo i = 1, 2, ..., k.
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Obs 2.2. Seja x ∈ Z tal que x 6= 0 e x 6= ±1. Se x > 0, podemos escrever x como um produto finito
de inteiros primos positivos de maneira u´nica (Teorema Fundamental da Aritme´tica). Se x < 0,
enta˜o −x = p1 · ... · pk, onde pi e´ primo positivo, para todo i = 1, 2, ..., k. Logo, x = −p1 · ... · pk.
Geralmente, temos, enta˜o, x = ±p1 · ... · pk onde os pi e´ primo positivo, para todo i− 1, 2, ..., k (a
igualdade acontecendo de maneira u´nica).
2.8 Enumerabilidade de Z
Nesta sec¸a˜o, estamos interessados em provar que o conjunto dos nu´meros inteiros Z, assim como
N, e´ enumera´vel. Vamos direto ao nosso objetivo.
Teorema 2.19. Z e´ enumera´vel.
Demonstrac¸a˜o. Vamos provar que σ : Z→ N definida por
σ(n) =
{
2n− 1, se n > 0;
−2n, se n ≤ 0,
e´ bijetora. Na verdade, vamos mostrar que σ e´ invers´ıvel exibindo sua inversa. De fato, seja
σ−1 : N→ Z, dada por
σ−1(n) =
{
k + 1, se n = 2k + 1;
−k′, se n = 2k′,
onde k, k′ ∈ Z. Podemos ver que, se n > 0, temos que
σ−1 ◦ σ(n) = σ−1(σ(n)) = σ−1(2n− 1) = σ−1(2(n− 1) + 1) = (n− 1) + 1 = n.
Por outro lado, podemos concluir, para n ≤ 0, que
σ−1 ◦ σ(n) = σ−1(σ(n)) = σ−1(−2n) = σ−1(2(−n)) = −(−n) = n.
Do mesmo modo, podemos concluir, para n = 2k + 1, que
σ ◦ σ−1(n) = σ(σ−1(2k + 1)) = σ(k + 1) = 2(k + 1)− 1 = 2k + 1 = n.
Por outro lado, inferimos, para n = 2k′, que
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σ ◦ σ−1(n) = σ(σ−1(2k′)) = σ(−k′) = (−2)(−k′) = 2k′ = n.
Como σ−1 ◦ σ = IN (identidade) e σ ◦ σ−1 = IZ (identidade), fica claro que σ e´ invers´ıvel. Logo, σ
e´ bijetora. Por fim, Z e´ enumera´vel.
2.9 Uma aplicac¸a˜o dos nu´meros inteiros
2.9.1 Congrueˆncia
Ale´m da aritme´tica usual no conjunto dos nu´meros inteiros, podemos explorar uma aritme´tica
modular que envolve o conceito de congrueˆncia mo´dulo m (m inteiro maior que 1) . Carl Friedrich
Gauss foi o grande introdutor da congrueˆncia, ele comec¸ou a mostrar ao mundo a congrueˆncia a
partir de um trabalho realizado em 1801, Disquisitiones Arithmeticae, quando tinha apenas 24 anos
de idade. Va´rias ideias usadas na teoria dos nu´meros foram introduzidas neste trabalho, ate´ mesmo
o s´ımbolo usado na congrueˆncia atualmente foi o que Gauss usou naquela e´poca.
As operac¸o˜es de adic¸a˜o e multiplicac¸a˜o sa˜o definidas em um conjunto finito Zm cujos elementos
sa˜o classes residuais, sendo cada classe, um subconjunto de nu´meros inteiros que teˆm restos da
divisa˜o por m sempre iguais a um determinado resto r. A congrueˆncia modulo m e aritme´tica
modular teˆm muitas aplicac¸o˜es. Dentre elas, a justificativa para crite´rios de divisibilidade, exem-
plificac¸a˜o de conceitos que envolvem as propriedades das operac¸o˜es, construc¸a˜o de co´digos e no
estudo e modelagem de fenoˆmenos perio´dicos que envolvem diferentes campos do conhecimento
como: matema´tica (teoria dos jogos, teoria dos grafos), f´ısica, artes, mu´sica e etc..
A ideia de congrueˆncia e´ a seguinte: quando nos deparamos com um problema que relacione
diviso˜es, potenciac¸o˜es, etc., por que na˜o trabalhamos com os restos das diviso˜es ao inve´s dos pro´prios
nu´meros? Quer dizer, por que na˜o nos esquecemos dos nu´meros e ficamos apenas com os restos?
Uma vez que esses restos sa˜o menores do que os nu´meros, e´ de se esperar que isso simplifique a
soluc¸a˜o desses problemas, o que de fato ocorre! Antes da nossa aplicac¸a˜o, vamos ver um pouco de
teoria.
2.9.2 Congrueˆncia Mo´dulo M
A congrueˆncia mo´dulo m e´ uma relac¸a˜o de equivaleˆncia no conjunto dos nu´meros inteiros de
tal forma que dados dois inteiros a e b, a e´ congruente a b mo´dulo m, onde m e´ um nu´mero inteiro
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positivo, se e somente se, a diferenc¸a a− b for divis´ıvel por m. Usaremos a notac¸a˜o por a ≡ b(mod
m), se os nu´meros inteiros a e b sa˜o congruentes mo´dulo m (m 3 Z, m > 0).
Sa˜o va´lidos os seguintes resultados:
Se a e b sa˜o inteiros, temos que a ≡ b(mod m) se, e somente se, existir um inteiro q tal que
a− b = q.m.
A congrueˆncia define uma relac¸a˜o de equivaleˆncia, pois atende a`s propriedades reflexiva, sime´trica
e Transitiva.
Se a, b, c e m sa˜o inteiros, m > 0, tais que a ≡ b(mod m), enta˜o:
• Se a ≡ b(mod m) existe um nu´mero inteiro k tal que a = b+ km;
• Sempre a ≡ a(mod m);
• Se a ≡ b(mod m) enta˜o b ≡ a(mod m);
• Se a ≡ b(mod m) e b ≡ c(mod m) enta˜o a ≡ c(mod m);
• Se ac ≡ b(mod m) e c ≡ d(mod m) enta˜o ad ≡ b(mod m);
• Se a ≡ b(mod m), enta˜o (a+ c) ≡ (b+ c)(mod m), onde c e´ um inteiro;
• Se a ≡ b(mod m), enta˜o (a− c) ≡ (b− c)(mod m), onde c e´ um inteiro;
• Se a ≡ b(mod m), enta˜o a.c ≡ b.c(mod m), onde c e´ um inteiro;
• Se a ≡ b(mod m) e c ≡ d(mod m) enta˜o a+ c ≡ b+ d(mod m);
• Se a ≡ b(mod m) e c ≡ d(mod m) enta˜o a− c ≡ b− d(mod m);
• Se a ≡ b(mod m) e c ≡ d(mod m) enta˜o a.c ≡ b.d(mod m);
• Se a.c ≡ b.c(mod m), enta˜o a ≡ b(mod m/d), onde d e´ o ma´ximo divisor comum de c e m.
2.9.3 Aritme´tica Modular
Neste texto, vamos considerar o conjunto Zm = 0, 1, 2, ..,m− 1, sendo m um nu´mero inteiro
positivo e r pertencente a Zm uma classe residual, ou seja, r = y pertencentes a Z : r ≡ y(mod m).
Podemos observar que a classe residual r e´ formada por todos os nu´meros inteiros cuja divisa˜o por
m tem resto r. Definimos enta˜o as seguintes operac¸o˜es mo´dulo m. Para todo a e b pertencentes a
Zm, temos:
1. a+ b = r, se r e´ o resto da divisa˜o de (a+ b) por m;
2. r ≡ (a+ b)(mod m) (adic¸a˜o modular)
3. a.b = s se s e´ o resto da divisa˜o de (a.b) por m;
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4. s ≡ (a.b)(mod m) (multiplicac¸a˜o modular)
Por exemplo, dado Z7 = 0, 1, 2, .., 7− 1 = 0, 1, 2, .., 6 enta˜o, 3 + 5 = (3 + 5) = 1, pois 3 + 5 = 8
e o resto da divisa˜o de 8 por 7 e´ 1 , logo 8 ≡ 1(mod 7) e 4.5 = (4.5) = 6, pois 4 vezes 5 e´ 20 e o
resto da divisa˜o de 20 por 7 e´ 6, logo 20 ≡ 6(mod 7).
As operac¸o˜es acima esta˜o bem definidas e independem dos representantes das classes. Na
aritme´tica modular, trabalhamos com o conceito de congrueˆncia mo´dulo m. Sa˜o va´lidas as seguintes
propriedades em relac¸a˜o a`s operac¸o˜es de adic¸a˜o e multiplicac¸a˜o modular:
Sejam a, b, c elementos quaisquer de Zm e m um nu´mero inteiro positivo enta˜o,
1. a+ b e a.b pertencem a Zm (fechamento)
2. a+ b = b+ a e a.b = b.a (comutatividade)
3. (a+ b) + c = a+ (b+ c) e (a.b).c = a.(b.c)(associatividade)
4. a+0 = 0+a = a e a.1 = 1.a = a ( existeˆncia de elemento neutro, sendo 0 e 1, respectivamente,
os elementos neutros da adic¸a˜o e da multiplicac¸a˜o em Zm). No caso da multiplicac¸a˜o, a na˜o
pode ser igual a 0.
5. a.(b+ c) = a.b+ a.c (distributividade)
6. a+ (m− a) = (m− a) + a = 0 (sendo m- a o elemento sime´trico aditivo de a em Zm)
Ale´m das propriedades acima, podemos garantir que, um elemento de Zm tera´ sime´trico multipli-
cativo (inverso) se ele e m forem primos entre si e diferentes de 0. Nesse caso, dado a pertencente
a Zm tal que MDC(a,m)=1 enta˜o existe b pertencente a Zm, tal que a.b = 1. Em Z6, todos os
elementos teˆm sime´trico aditivo, o mesmo na˜o acontece quanto aos sime´tricos multiplicativos. Por
exemplo, como o MDC(2,6)=2, logo na˜o existe y tal que 2.y = 1. De fato, 2.0 = 0, 2.1 = 2, 2.2 = 4,
2.3 = 0, 2.4 = 2, 2.5 = 4.
2.9.4 A equac¸a˜o linear numa varia´vel
Consideramos a equac¸a˜o
ax ≡ b(mod m)
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De acordo com as definic¸o˜es dadas, um inteiro x sera´ uma soluc¸a˜o se existir y ∈ Z tal que
ax − b = my. Seja d = mdc(a,m); resulta diretamente da u´ltima equac¸a˜o que para que exista
soluc¸a˜o e´ necessa´rio que d | b pois b = ax−my.
Por outro lado, sabemos que existem inteiros x0 e y0 tais que
ax0 +my0 = d
x0 e y0 podem ser determinados por aplicac¸a˜o do algoritmo de Euclides com que se calcula d.
Mas enta˜o, se d | b, temos que
ax0
b
d
+my0
b
d
= b
e vemos que a equac¸a˜o modular tem a soluc¸a˜o x = x0
b
d
(ou, mais precisamente, a classe de
congrueˆncia deste nu´mero).
Que outras soluc¸o˜es (na˜o congruentes com esta, claro) existem? Suponhamos que z e w satis-
fazem igualmente az −mw = b; enta˜o:
az −mw = ax−my ⇔ a(z − x) = m(w − y)⇔ a
d
(z − x) = m
d
(w − y)
mas, como
a
d
e
m
d
sa˜o primos entre si, isso implica que:
m
d
| (z − x)
ou seja
z = x+ k
m
d
Duas soluc¸o˜es desta forma sera˜o congruentes m mo´dulo m se d | k. Temos portanto d soluc¸o˜es
distintas, correspondendo aos valores 0 ≤ k < d. Resumindo,
Proposic¸a˜o 2.18. Para m ∈ N, a inteiro e d = mdc(a.m), a equac¸a˜o
ax ≡ b(mod m)
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tem d soluc¸o˜es distintas se d | b e na˜o tem soluc¸o˜es caso contra´rio. Se x0 e y0 sa˜o inteiros
satisfazendo ax0 +my0 = d, as soluc¸o˜es do primeiro caso sa˜o
x0
b
d
+ k
m
d
, 0 ≤ k < d
E´ importante notar a seguinte interpretac¸a˜o deste resultado no caso d = 1; mdc(a,m) = 1
significa que a classe de a e´ invert´ıvel para a multiplicac¸a˜o em Zm: se au+mv = 1, enta˜o a classe
de u e´ a inversa da classe de a; a soluc¸a˜o da congrueˆncia
ax ≡ b(mod m)
e´, como numa equac¸a˜o ”habitual”, x = a−1b (em que a−1 designa a classe inversa da de a).
Por outro lado, no caso geral, se d = mdc(a,m) divide b podemos observar que
ax ≡ b(mod m) ⇔ m | (ax− b)⇔ m
d
| (a
d
x− b
d
)⇔ a
d
x ≡ b
d
(mod
m
d
)
Assim, podemos comec¸ar por encontrar a soluc¸a˜o (u´nica) t desta u´ltima congrueˆncia e notar
que as soluc¸o˜es da congrueˆncia inicial sa˜o as classes (mod m) dadas por t + k
m
d
com 0 ≤ k < d,
que sa˜o as classes de congrueˆncia mo´dulo m que esta˜o contidas na classe de t mod(
m
d
).
2.9.5 Um exemplo na Astronomia
Agora podemos realizar a nossa aplicac¸a˜o do cap´ıtulo.
Treˆs sate´lites passara˜o sobre o Rio esta noite. O primeiro a` 1 hora da madrugada, o segundo a`s
4 horas e o terceiro a`s 8 horas da manha˜. Cada sate´lite tem um per´ıodo diferente. O primeiro leva
13 horas para completar uma volta em torno da Terra, o segundo 15 horas e o terceiro 19 horas.
Determine quantas horas decorrera˜o, a partir da meia noite, ate´ que os treˆs sate´lites passem ao
mesmo tempo sobre o Rio.
Formulando o problema, usando nossa interpretac¸a˜o do mo´dulo como o per´ıodo de um movi-
mento que se repete a intervalos regulares. Neste caso, o movimento e´ o dos sate´lites que giram em
torno da Terra.
Chamaremos de x o nu´mero de horas, contadas a partir da meia noite de hoje, quando os treˆs
sate´lites passara˜o juntos sobre o Rio. O primeiro sate´lite passa sobre o Rio a cada 13 horas, a
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contar da 1 da madrugada. Logo precisamos ter x = 1 + 13.n1 para algum inteiro positivo n1 que
representa o nu´mero de voltas que o sate´lite 1 tem que dar em torno da Terra antes que passe junto
com os dois outros sate´lites.
As equac¸o˜es correspondentes aos outros dois sate´lites sa˜o: x = 4 + 15.n2 e x = 8 + 19.n3; onde
n2 e n3 representam o nu´mero de voltas que os sate´lites 2 e 3 dara˜o antes dos treˆs passarem juntos.
Podemos formular estas equac¸o˜es em termos de congrueˆncia, o que nos da´:
x ≡ 1 (mod 13)
x ≡ 4 (mod 15)
x ≡ 8 (mod 19)
Comec¸aremos a soluc¸a˜o com as duas u´ltimas equac¸o˜es. Tomando a u´ltima equac¸a˜o e substituindo-
a na penu´ltima congrueˆncia, obtemos: 8 + 19n3 ≡ 4(mod 15); que equivale a 19n3 ≡ −4(mod 15).
Como 19 ≡ 4(mod 15), isto nos da´: 4n3 ≡ −4( mod 15). Como 4 e´ invers´ıvel mo´dulo 15,
podemos cancela´-lo de modo que n3 ≡ −1 ≡ 14(mod 15).
Assim, n3 = 14 + 15.n4 , para algum inteiro positivo n4. Mas, segundo a terceira equac¸a˜o,
x = 8 + 19.n3. Combinando estas duas expresso˜es temos x = 8 + 19(14 + 15.n4) = 274 + 285.n4.
O que isso representa? Certamente na˜o e´ a soluc¸a˜o do problema, ja´ que sequer usamos as
condic¸o˜es impostas pelo primeiro sate´lite. Entretanto, como e´ fa´cil verificar usando congrueˆncias,
x = 274 + 285.n4 nos da´ uma soluc¸a˜o das duas u´ltimas equac¸o˜es. Isto significa que esta famı´lia
de soluc¸o˜es deve corresponder aos tempos nos quais os sate´lites 2 e 3 passam juntos sobre o Rio.
E quanto ao sate´lite 1? Para incluir na soluc¸a˜o a informac¸a˜o referente ao primeiro sate´lite, basta
encontrar as soluc¸o˜es da forma x = 274 + 285.n4 ( isto e´, as soluc¸o˜es comuns aos sate´lites 2 e 3)
que, ale´m disso, satisfazem a congrueˆncia x ≡ 1(mod 13), relativa ao primeiro sate´lite. Efetuando
a substituic¸a˜o, temos: 274 + 285.n4 ≡ 1(mod 13); que depois da reduc¸a˜o mo´dulo 13 nos da´:
1 + 12.n4 ≡ 1(mod 13).
Logo 12n4 ≡ 0(mod 13) e , como 12 e´ invers´ıvel mo´dulo 13, conclu´ımos que n4 = 13.n5. Desta
forma, a soluc¸a˜o final sera´: x = 274 + 285n4 = 274 + 285(13.n5) = 274 + 3705.n5, onde e´ fa´cil
verificar substituindo esta fo´rmula para x nas congrueˆncias abaixo:
x ≡ 1(mod 13)
x ≡ 4(mod 15)
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x ≡ 8(mod 19)
Resta-nos explicitar o que esta soluc¸a˜o nos diz sobre os sate´lites. Em primeiro lugar, como e´
fa´cil verificar, 274 e´ o menos inteiro positivo que satisfaz as treˆs congrueˆncias acima. Portanto, os
sate´lites passam juntos sobre o ce´u do Rio pela primeira vez 274 horas depois da meia noite de
hoje. Isto equivale a 11 dias e 10 horas. Mas isto na˜o e´ tudo. Afinal, na˜o importa qual seja o valor
de n5, a fo´rmula 274 + 3705.n5 nos da´ uma soluc¸a˜o do problema. Portanto, depois de passar juntos
uma vez sobre o Rio 274 horas depois da zero hora de hoje, os sate´lites passara˜o juntos novamente
a cada 3705 horas; isto e´, a cada 154 dias e 9 horas.
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Cap´ıtulo 3
Construc¸a˜o dos Nu´meros Racionais
Neste cap´ıtulo, estudaremos a construc¸a˜o dos chamados nu´meros racionais a partir da estrutura
aritme´tica que temos em Z e das propriedades da relac¸a˜o de equivaleˆncia exposta no cap´ıtulo
anterior. A refereˆncia que serviu como base neste cap´ıtulo esta´ apresentada em [3].
3.1 O Conjunto dos Nu´meros Racionais
Nesta sec¸a˜o, definiremos precisamente o conjunto dos nu´meros racionais atrave´s de uma relac¸a˜o
de equivaleˆncia que relaciona um nu´mero inteiro e outro na˜o nulo. Tal relac¸a˜o pode ser definida da
seguinte forma:
Definic¸a˜o 3.1. Sejam (a, b), (c, d) ∈ Z×Z∗. Dizemos que (a, b) e´ equivalente a (c, d), e escrevemos
(a, b) ∼ (c, d), quando ad = bc.
Exemplo 3.1. E´ fa´cil ver que (1, 3) ∼ (2, 6), pois 1 · 6 = 3 · 2 = 6. Tambe´m podemos verificar que
(1, 2) ∼ (2, 4) ∼ (−31,−62).
A seguir vamos provar que a relac¸a˜o ∼, definida acima, e´, de fato, uma relac¸a˜o de equivaleˆncia.
Proposic¸a˜o 3.1. A relac¸a˜o bina´ria ∼, dada na Definic¸a˜o 3.1, e´ de equivaleˆncia.
Demonstrac¸a˜o. Mostraremos que ∼ e´ reflexiva, sime´trica e transitiva. Sejam (a, b), (c, d), (e, f) ∈
Z× Z∗.
i) [Reflexividade]: Como ab = ba, temos que (a, b) ∼ (a, b).
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ii) [Simetria]: Se (a, b) ∼ (c, d), enta˜o ad = bc. Logo, cb = da. Por fim, (c, d) ∼ (a, b).
iii) [Transitividade]: Se (a, b) ∼ (c, d) e (c, d) ∼ (e, f), enta˜o
ad = bc (3.1)
e tambe´m
cf = de. (3.2)
Agora, multiplicando (3.1) por f e (3.2) por b, obtemos
adf = bcf e bcf = bde.
Logo, adf = bde. Pela lei do cancelamento, conclu´ımos que, af = be (d 6= 0). Da´ı, (a, b) ∼
(e, f). Como quer´ıamos demonstrar.
Se considerarmos, por um momento, nossas noc¸o˜es intuitivas de nu´meros racionais. Temos
que, ad = bc ⇔ ab = cd , ou seja, se as diviso˜es de a por b e c por d coincidem, podemos dizer
que (a, b) ∼ (c, d). Em ordem a fazer com que essas ideias sejam verificadas, impomos seguinte
definic¸a˜o.
Definic¸a˜o 3.2. Seja (a, b) ∈ Z × Z∗. Definimos, e denotamos, por ab a classe de equivaleˆncia do
par (a, b) pela relac¸a˜o ∼, isto e´,
a
b
= {(x, y) ∈ Z× Z∗/(x, y) ∼ (a, b)}.
Exemplo 3.2. E´ fa´cil checar que
1
2
= {(x, y) ∈ Z× Z∗/(x, y) ∼ (1, 2)} = {(x, y) ∈ Z× Z∗/2x = y}.
Assim, temos que (1, 2) ∈ 12 ; (−31,−62) ∈ 12 ; (2, 5) /∈ 12 . Da mesma forma, chegamos a
5
1
= {(x, y) ∈ Z× Z∗/(x, y) ∼ (5, 1)} = {(x, y) ∈ Z× Z∗/x = 5y}.
Com isso, encontramos o seguinte: (5, 1) ∈ 51 ; (−10,−2) ∈ 51 ; (2, 5) /∈ 51 .
Agora estamos prontos para caracterizar quando ab =
c
d , se (a, b), (c, d) ∈ Z× Z∗.
Teorema 3.1. Sejam (a, b), (c, d) ∈ Z× Z∗. Enta˜o, ab = cd se, e somente se, ad = bc.
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Demonstrac¸a˜o. (⇒) Suponha que ab = cd . Note que (a, b) ∈ ab = cd . Logo, (a, b) ∼ (c, d).
(⇐) Assuma que (a, b) ∼ (c, d). Se (x, y) ∈ ab , enta˜o (x, y) ∼ (a, b) ∼ (c, d). Portanto, (x, y) ∼
(c, d), ou seja, (x, y) ∈ cd . Isto nos informa que ab ⊂ cd . A inclusa˜o rec´ıproca e´ ana´loga.
Em ordem a finalizar esta sec¸a˜o, vamos definir o conjunto dos nu´meros racionais.
Definic¸a˜o 3.3. Denotaremos por Q, e denominamos conjunto dos nu´meros racionais, o conjunto
quociente de Z× Z∗ pela relac¸a˜o de equivaleˆncia ∼, isto e´,
Q = (Z× Z∗)/ ∼=
{a
b
/a ∈ Z, b ∈ Z∗
}
.
3.2 Operac¸o˜es Elementares com Nu´meros Racionais
Nesta sec¸a˜o, estamos interessados em desenvolver as propriedades aritme´ticas, conhecidas do
ensino elementar, envolvendo a adic¸a˜o e a multiplicac¸a˜o de nu´meros racionais.
3.2.1 Propriedades Elementares da Adic¸a˜o em Q
Nesta subsec¸a˜o, apresentaremos a definic¸a˜o de adic¸a˜o entre nu´meros racionais e provaremos
propriedades que esta operac¸a˜o acarreta como, por exemplo, associatividade, comutatividade, entre
outras.
Definic¸a˜o 3.4. Sejam ab ,
c
d ∈ Q. Definimos a operac¸a˜o chamada adic¸a˜o em Q, + : Q×Q→ Q, por
a
b
+
c
d
=
ad+ bc
b · d .
Obs 3.1. O sinal de adic¸a˜o no primeiro membro, nas igualdades acima, se refere a operac¸a˜o de
adic¸a˜o em Q; enquanto que, no segundo membro a adic¸a˜o e a multiplicac¸a˜o esta˜o relacionadas a Z.
Exemplo 3.3. E´ fa´cil ver que
2
4
+
5
3
=
2 · 3 + 4 · 5
4 · 3 =
6 + 20
12
=
26
12
=
13
6
.
Lembrando que um elemento racional e´ uma classe de equivaleˆncia, permita-nos mostrar que a
adic¸a˜o em Q esta´ bem definida.
90
Proposic¸a˜o 3.2. Sejam ab ,
a′
b′ ,
c
d ,
c′
d′ ∈ Q. Se ab = a
′
b′
e cd =
c
′
d′
, enta˜o
a
b
+
c
d
=
a
′
b′
+
c
′
d′
.
Demonstrac¸a˜o. E´ fato que temos, por hipo´tese, que
ab
′
= ba
′
(3.3)
e tambe´m que
cd
′
= dc
′
. (3.4)
Por outro lado, sabemos que
a
b
+
c
d
=
ad+ bc
bd
e
a
′
b′
+
c
′
d′
=
a
′
d
′
+ b
′
c
′
b′d′
.
Queremos mostrar que ab +
c
d =
a
′
b′
+ c
′
d′
, ou seja,
(ad+ bc)b
′
d
′
= bd(a
′
d
′
+ b
′
c
′
).
Pore´m, se multiplicarmos (3.3) por dd
′
e (3.4) por bb
′
, obtemos
ab
′
dd
′
= ba
′
dd
′
(3.5)
e tambe´m
cd′bb′ = dc′bb′ (3.6)
Somando (3.5) a (3.6), segue que,
(ad+ bc)b
′
d
′
= bd(a
′
d
′
+ b
′
c
′
).
Abaixo, estabeleceremos que a adic¸a˜o, envolvendo nu´meros racionais, e´ comutativa.
Teorema 3.2 (Comutatividade). Sejam r, s ∈ Q. Enta˜o, r + s = s+ r.
Demonstrac¸a˜o. Sejam r = ab e
c
d . Enta˜o, e´ fa´cil ver que
r + s =
a
b
+
c
d
=
ad+ bc
bd
=
cb+ da
db
=
c
d
+
a
b
= s+ r.
Isto completa a prova do teorema em questa˜o.
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A seguir mostraremos que a associatividade para a adic¸a˜o de nu´meros racionais, assim com em
N e Z, e´ va´lida.
Teorema 3.3 (Associatividade). Sejam r, s, t ∈ Q. Enta˜o, (r + s) + t = r + (s+ t).
Demonstrac¸a˜o. r = ab , s =
c
d e t =
e
f . Dessa forma, podemos concluir que
(r + s) + t =
(a
b
+
c
d
)
+
e
f
=
ad+ bc
bd
+
e
f
=
(ad+ bc)f + (bd)e
(bd)f
=
a(df) + b(cf + de)
b(df)
=
a
b
+
cf + de
df
=
a
b
+
(
c
d
+
e
f
)
= r + (s+ t).
Como quer´ıamos demonstrar.
A adic¸a˜o entre nu´meros racionais admite um u´nico elemento neutro e este e´ dado por 01 .
Teorema 3.4 (Elemento Neutro). 01 e´ o u´nico elemento de Q tal que r = r +
0
1 , para todo r ∈ Q.
Demonstrac¸a˜o. Assuma que r = ab . Logo,
r +
0
1
=
a
b
+
0
1
=
a1 + b0
b1
=
a
b
= r.
Isto prova que 01 e´ o elemento neutro para a adic¸a˜o em Q. Resta-nos provar que este e´ u´nico.
Suponhamos que existe s ∈ Q tal que r = r + s, para todo r ∈ Q. Com isso, obtemos
0
1
=
0
1
+ s = s+
0
1
= s.
Portanto, s = 01 .
A seguir, provaremos que dado um nu´mero racional podemos sempre obter um sime´trico a este,
com relac¸a˜o a` adic¸a˜o em Q.
Teorema 3.5 (Sime´trico). Seja r ∈ Q. Enta˜o, existe um u´nico r′ ∈ Q tal que r + r′ = 01 .
Demonstrac¸a˜o. Considere que r = ab . Tomemos r
′ = −ab em ordem a obter
r + r′ =
a
b
+
−a
b
=
ab+ b(−a)
b · b =
0
b · b =
0
1
.
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Isto nos informa que r′ e´ o sime´trico de r. Agora, vamos provar que este elemento e´ u´nico. Sendo
assim, considere que existe s ∈ Q tal que r + s = 01 . Logo, pelas propriedades associativa e
comutativa, chegamos a
r′ = r′ +
0
1
= r′ + (r + s) = (r′ + r) + s = (r + r′) + s =
0
1
+ s = s+
0
1
= s.
Da´ı, conclu´ımos que r′ = s′.
Definic¸a˜o 3.5. O elemento r′ tal que r + r′ = 01 , devido a sua unicidade, e´ denotado por −r, este
e´ chamado sime´trico de r.
Exemplo 3.4. E´ fa´cil checar que −12 e´ o sime´trico de
1
2 em Q, pois
1
2 +
−1
2 =
0
1 .
No resultado abaixo, mostraremos que a lei do cancelamento com relac¸a˜o a` adic¸a˜o em Q e´ uma
heranc¸a desta mesma lei, observada pela adic¸a˜o e tambe´m pela multiplicac¸a˜o em Z.
Teorema 3.6 (Lei do Cancelamento). Sejam r, s, t ∈ Q. Enta˜o, r + s = t+ s⇔ r = t.
Demonstrac¸a˜o. Sejam r = ab , s =
c
d e t =
e
f ∈ Q. Enta˜o,
r + s = t+ s⇔ a
b
+
c
d
=
e
f
+
c
d
⇔ ad+ bc
bd
=
ed+ fc
fd
⇔ (ad+ bc)fd = bd(ed+ cf)⇔ (ad+ bc)f = b(ed+ cf)
⇔ adf + bcf = bed+ bcf ⇔ adf = bed
⇔ af = be⇔ a
b
=
e
f
⇔ r = t.
Isto completa a prova do teorema em questa˜o.
Para finalizar esta subsec¸a˜o, apresentaremos outras maneiras de caracterizar o elemento sime´trico
a um nu´mero racional.
Proposic¸a˜o 3.3. Seja ab ∈ Q. Enta˜o, −ab = a−b = −ab = −−a−b .
Demonstrac¸a˜o. Sabemos, pelo que ja´ foi denotado acima, que −ab = −ab . Ale´m disso,
a
b
+
a
−b =
a(−b) + ba
b(−b) =
0
b(−b) =
0
1
.
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Por unicidade do sime´trico, temos que −ab =
a
−b . Por fim, e´ fa´cil ver, atrave´s da prova do Teorema
3.5, que
−−a−b =
−(−a)
−b =
a
−b .
Como quer´ıamos demonstrar.
E´ importante ressaltar que, a proposic¸a˜o acima nos permite informar que qualquer nu´mero
racional r pode ser escrito na forma ab , com b > 0, desde que
c
−d =
−c
d , para qualquer
c
d ∈ Q.
3.2.2 Propriedades Elementares da Multiplicac¸a˜o em Q
Nesta subsec¸a˜o, definiremos a multiplicac¸a˜o entre nu´meros racionais e demonstraremos propri-
edades que esta operac¸a˜o implica como, por exemplo, associatividade, comutatividade, elemento
neutro, entre outras.
Definic¸a˜o 3.6. Sejam ab ,
c
d ∈ Q. Definimos a operac¸a˜o chamada multiplicac¸a˜o (· : Q × Q → Q),
por
a
b
· c
d
=
a · c
b · d.
Obs 3.2. O sinal de multiplicac¸a˜o no primeiro membro, na igualdade acima, se refere a operac¸a˜o
de multiplicac¸a˜o em Q; enquanto que, no segundo membro a multiplicac¸a˜o esta´ relacionada a Z.
Utilizaremos, pore´m, a mesma notac¸a˜o, neste trabalho.
Em alguns momentos, escreveremos
a
b
c
d
para representar
a
b
· c
d
.
Exemplo 3.5. E´ fa´cil checar que
2
4
· 5
3
=
2 · 5
4 · 3 =
10
12
=
5
6
.
Como os elementos de Q sa˜o dados por classes de equivaleˆncia, enta˜o precisamos estabelecer
que a multiplicac¸a˜o entre nu´meros racionais esta´ bem definida.
Proposic¸a˜o 3.4. Sejam ab ,
a′
b′ ,
c
d ,
c′
d′ ∈ Q. Se ab = a
′
b′
e cd =
c
′
d′
, enta˜o
a
b
· c
d
=
a′
b′
· c
′
d′
.
Demonstrac¸a˜o. Como
a
b
· c
d
=
ac
bd
e
a′
b′
· c
′
d′
=
a′c′
b′d′
,
94
enta˜o desejamos provar que acb′d′ = bda′c′. Por hipo´tese, temos que ab′ = ba′ e cd′ = dc′. Dessa
forma, multiplicando, estas igualdades por cd′ e ba′, respectivamente, obtemos acb′d′ = cd′ba′ =
bda′c′.
Permita-nos provar que a multiplicac¸a˜o entre nu´meros racionais satisfaz a propriedade comuta-
tiva.
Teorema 3.7 (Comutatividade). Sejam r, s ∈ Q. Enta˜o, r · s = s · r.
Demonstrac¸a˜o. Sejam r = ab e s =
c
d . Enta˜o,
r · s = a
b
· c
d
=
ac
bd
=
ca
db
=
c
d
· a
b
= s · r.
Agora verifiquemos que a multiplicac¸a˜o, assim como em N e Z, e´ associativa.
Teorema 3.8 (Associatividade). Sejam r, s, t ∈ Q. Enta˜o, (r · s) · t = r · (s · t).
Demonstrac¸a˜o. Sejam r = ab , s =
c
d e t =
e
f ∈ Q. Enta˜o,
(r · s) · t =
(a
b
· c
d
)
· e
f
=
ac
bd
· e
f
=
(ac)e
(bd)f
=
a(ce)
b(df)
=
a
b
· ce
df
=
a
b
·
(
c
d
· e
f
)
= r · (s · t).
Como quer´ıamos provar.
Assim como a adic¸a˜o em Q, a multiplicac¸a˜o em Q tem um u´nico elemento neutro, o qual e´ dado
por 11 .
Teorema 3.9 (Elemento Neutro). 11 ∈ Q e´ o u´nico elemento tal que r · 11 = r, para todo r ∈ Q.
Demonstrac¸a˜o. Seja r = ab . Dessa forma, temos que
r · 1
1
=
a
b
· 1
1
=
a1
b1
=
a
b
= r.
Suponhamos, agora, que existe s ∈ Q tal que r · s = r, para todo r ∈ Q. Dessa forma, pelo
Teorema 3.7, obtemos
1
1
=
1
1
· s = s · 1
1
= s.
Isto conclui a prova do teorema em questa˜o.
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O resultado abaixo mostra que qualquer racional na˜o nulo tem inverso multiplicativo (tal
afirmac¸a˜o na˜o e´ va´lida em N e Z).
Teorema 3.10 (Inverso). Seja r ∈ Q∗. Enta˜o, existe um u´nico r′′ ∈ Q tal que r · r′′ = 11 .
Demonstrac¸a˜o. Se r = ab 6= 01 ∈ Q, enta˜o a, b ∈ Q∗. Assim, podemos definir r′′ = ba ∈ Q em ordem
obter
r · r′′ = a
b
· b
a
=
ab
ba
=
1
1
.
Agora, vamos provar a unicidade para r′′. Suponhamos a existeˆncia de s ∈ Q que seja tambe´m
inverso de r. Da´ı, r · s = 11 . Logo, pelos Teoremas 3.9, 3.8 e 3.7, chegamos a
r′′ = r′′ · 1
1
= r′′ · (r · s) = (r′′ · r) · s = (r · r′′) · s = 1
1
· s = s · 1
1
= s.
Da´ı, conclu´ımos que r′′ = s.
Definic¸a˜o 3.7. O elemento r′′ tal que r · r′′ = 11 (se r 6= 01), por sua unicidade, e´ denotado por r−1
e e´ chamado inverso de r.
Exemplo 3.6. E´ fa´cil checar que 31 e´ o inverso de
1
3 , ja´ que
3
1 · 13 = 11 .
Permita-nos enunciar e demonstrar uma propriedade que envolve as operac¸o˜es de adic¸a˜o e
multiplicac¸a˜o em Q.
Teorema 3.11 (Distributividade). Sejam r, s, t ∈ Q. Enta˜o, r · (s+ t) = r · s+ r · t.
Demonstrac¸a˜o. Sejam r = ab , s =
c
d e t =
e
f ∈ Q. Enta˜o,
r · (s+ t) = a
b
(
c
d
+
e
f
)
=
a
b
(
cf + de
df
)
=
a(cf + de)
b(df)
=
acf + ade
bdf
=
fac+ dae
dbf
=
b
b
· fac+ dae
dbf
=
b(fac+ dae)
b(dbf)
=
(ac)(bf) + (bd)(ae)
(bd)(bf)
=
ac
bd
+
ae
bf
=
a
b
· c
d
+
a
b
· e
f
= r · s+ r · t.
Isto completa aprova do teorema em questa˜o.
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Provaremos, agora, que a lei do cancelamento e´ va´lida tambe´m para a multiplicac¸a˜o em Q.
Teorema 3.12. Sejam r, s, t ∈ Q tais que r 6= 01 . Enta˜o, s · r = t · r ⇔ s = t.
Demonstrac¸a˜o. Sejam s = ab , t =
c
d e r =
e
f 6= 01 em Q. Enta˜o, pela lei do cancelamento em Z,
chegamos a
sr = tr ⇔ a
b
· e
f
=
c
d
· e
f
⇔ ae
bf
=
ce
df
⇔ aedf = cebf ⇔ adef = bcef
⇔ ad = bc⇔ a
b
=
c
d
⇔ s = t,
pois e, f 6= 0. Como quer´ıamos provar.
A proposic¸a˜o abaixo nos informa que se multiplicarmos qualquer nu´mero racional pelo elemento
neutro da adic¸a˜o em Q teremos como resultados este pro´prio elemento nulo.
Proposic¸a˜o 3.5. Sejam r ∈ Q. Enta˜o, r · 01 = 01 .
Demonstrac¸a˜o. E´ fa´cil checar que
r · 0
1
= r ·
(
0
1
+
0
1
)
= r · 0
1
+ r · 0
1
.
Pela lei do cancelamento, chegamos a r · 01 = 01 .
Para finalizar esta subsec¸a˜o, permita-nos mostrar que o conjunto dos nu´meros racionais na˜o
possui divisores de zero. Mais especificamente, temos a seguinte proposic¸a˜o.
Proposic¸a˜o 3.6. Sejam r, s ∈ Q. Enta˜o, r · s = 01 ⇒ r = 01 ou s = 01
Demonstrac¸a˜o. Considere que r 6= 01 em ordem a obter um r−1 ∈ Q que satisfaz r−1 · r = 11 . Com
isso, por usar o fato que r · s = 01 , inferimos que
s =
1
1
· s = (r−1 · r) · s = r−1 · (r · s) = r−1 · 0
1
=
0
1
,
ver Proposic¸a˜o 3.5. Por fim, s = 01 .
97
3.3 Relac¸a˜o de Ordem em Q
Nesta sec¸a˜o, provaremos que Q, assim como N e Z, e´ um conjunto totalmente ordenado. A
relac¸a˜o que caracteriza o conjunto dos nu´meros racionais desta forma esta´ definida logo abaixo.
Ressaltamos que, a partir de agora, consideraremos que todos os nu´meros racionais ab satisfazem
b > 0.
Definic¸a˜o 3.8. Sejam ab e
c
d ∈ Q tais que b, d > 0. Dizemos que ab e´ menor do que ou igual a cd , e
escrevemos ab ≤ cd , quando ad ≤ bc.
Os s´ımbolos ≥, > e < sa˜o definidos de forma ana´loga a` estabelecida acima.
Proposic¸a˜o 3.7. A relac¸a˜o ≤, dada na Definic¸a˜o 3.8, esta´ bem definida e e´ uma relac¸a˜o de ordem
em Q.
Demonstrac¸a˜o. Mostraremos, inicialmente, que a relac¸a˜o ≤ esta´ bem definida, isto e´,
a
b
=
a′
b′
,
c
d
=
c′
d′
,
a
b
≤ c
d
⇒ a
′
b′
≤ c
′
d′
.
Dessa forma, temos que
ab′ = ba′, cd′ = dc′ e ad ≤ bc.
Logo, multiplicando a desigualdade acima por d′ > 0, encontramos add′ ≤ bcd′. Deste modo,
add′ ≤ bdc′. Multiplicando esta desigualdade por b′, obtemos
a′bdd′ = ab′dd′ ≤ c′bdb′.
Como b, d > 0, enta˜o, pela lei do cancelamento em Z, obtemos a′d′ ≤ c′b′. Portanto, a′b′ ≤ c
′
d′ .
Vejamos, agora, que a relac¸a˜o ≤ e´, de fato, uma relac¸a˜o de ordem.
i) [Reflexividade]: Sabemos da comutatividade em Z, que ab = ba. Logo, ab ≤ ab .
ii) [Antissimetria]: Sejam ab ,
c
d ∈ Q tais que ab ≤ cd e cd ≤ ab . Dessa forma, inferimos
ad ≤ bc = cb ≤ da.
Donde conclu´ımos, pela tricotomia em Z, que ad = bc. Logo, ab =
c
d .
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iii) [Transitividade]: Sejam ab ,
c
d ,
e
f ∈ Q, tais que ab ≤ cd e cd ≤ ef . Com isso,
ad ≤ bc e cf ≤ de.
Multiplicando as desigualdades acima, respectivamente, por f e b, obtemos
adf ≤ bcf = cfb ≤ deb.
Assim, adf ≤ deb. Pela lei do cancelamento em Z, conclu´ımos que af ≤ be (d > 0). Por
conseguinte, chegamos a ab ≤ ef .
Isto prova que ≤ e´ uma relac¸a˜o de ordem.
A seguir, provaremos a compatibilidade entre as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o com a
relac¸a˜o de ordem em Q.
Teorema 3.13 (Compatibilidade). Sejam r, s, t ∈ Q. Enta˜o, as seguintes afirmac¸o˜es sa˜o va´lidas:
i) r ≤ s⇔ r + t ≤ s+ t;
ii) r ≤ s, t ≥ 01 ⇒ r · t ≤ s · t. A rec´ıproca desta afirmac¸a˜o e´ verdadeira, se t > 01 ;
iii) r ≤ s, t ≤ 01 ⇒ r · t ≥ s · t. A rec´ıproca desta implicac¸a˜o vale, se t < 01 ;
Demonstrac¸a˜o. Sejam r = ab , s =
c
d e t =
e
f ∈ Q, como b, d, f > 0. Enta˜o, e´ fa´cil checar que
i)
r ≤ s⇔ a
b
≤ c
d
⇔ ad ≤ bc
⇔ adf ≤ bcf ⇔ daf + dbe ≤ bcf + dbe
⇔ d(af + be) ≤ b(cf + de)⇔ df(af + be) ≤ bf(cf + de)
⇔ af + be
bf
≤ cf + de
df
⇔ a
b
+
e
f
≤ c
d
+
e
f
⇔ r + t ≤ s+ t.
ii) Primeiramente, note que
r ≤ s⇔ a
b
≤ c
d
⇔ ad ≤ bc
e tambe´m
t ≥ 0
1
⇔ e
f
≥ 0
1
⇔ e ≥ 0.
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Da´ı,
r ≤ s⇔ ad ≤ bc⇒ ade ≤ bce
⇔ adef ≤ bcef ⇔ ae
bf
≤ ce
df
⇔ a
b
· e
f
≤ c
d
· e
f
⇔ r · t ≤ s · t.
E´ importante notar que se t > 0 (e > 0), enta˜o a implicac¸a˜o acima se torna equivaleˆncia.
Logo, ii) segue.
iii) Primeiramente, note que r ≤ s e t ≤ 01 e´ equivalente a ad ≤ bc e e ≤ 0. Segue, da´ı, que
r ≤ s⇔ ad ≤ bc⇔ adf ≤ bcf
⇒ adfe ≥ bcfe⇔ ae
bf
≥ ce
df
⇔ a
b
· e
f
≥ c
d
· e
f
⇔ r · t ≥ s · t.
Note que a implicac¸a˜o acima se torna equivaleˆncia se t < 0 (e < 0). Portanto, iii) segue.
Estes argumentos provam que ≤ e´ uma relac¸a˜o de ordem em Q.
O pro´ximo resultado nos informa que ≤ e´ uma relac¸a˜o de ordem total emQ e, consequentemente,
Q, munido desta relac¸a˜o, e´ um conjunto totalmente ordenado.
Teorema 3.14 (Tricotomia). Sejam r, s ∈ Q. Enta˜o, somente uma das situac¸o˜es seguintes ocorre:
r = s ou r < s ou r > s.
Demonstrac¸a˜o. Sejam r = ab , s =
c
d ∈ Q, com b, d > 0. Comparemos os inteiros ad e bc. Pela
tricotomia em Z, ou ad = bc, cujo caso ocorre r = s, ou ad < bc, em cujo caso ocorre r < s, ou
ad > bc, em cujo caso ocorre r > s. Ale´m disso, a validade de uma da afirmac¸o˜es exclui a validade
das outras duas.
3.4 Caracterizac¸a˜o Usual de Q
Atrave´s da caracterizac¸a˜o usual de Z, podemos escrever o conjunto dos nu´meros racionais como
a unia˜o disjunta Q = Q∗−∪Q∗+∪
{
0
1
}
, onde Q∗+ = {ab/(a, b) ∈ Z∗+×Z∗+} e Q∗− = {ab/(a, b) ∈ Z∗−×Z∗+}.
Tambe´m denotamos, Q− = Q∗− ∪
{
0
1
}
, Q+ = Q∗+ ∪
{
0
1
}
e Q∗ = {ab/(a, b) ∈ Z∗ × Z∗}.
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Permita-nos, agora, identificar o conjunto Z como um subconjunto de Q.
Teorema 3.15. Seja fZ : Z→ Q uma aplicac¸a˜o dada por
fZ(n) =
n
1
,∀n ∈ Z.
Enta˜o, sa˜o verdadeiras ass seguintes afirmac¸o˜es:
i) fZ e´ injetora;
ii) fZ(m+ n) = fZ(m) + fZ(n), ∀n,m ∈ Z;
iii) fZ(mn) = fZ(m) · fZ(n), ∀n,m ∈ Z;
iv) m < n⇔ fZ(m) < fZ(n), n,m ∈ Z.
Demonstrac¸a˜o. Sejam n,m ∈ Z. Enta˜o,
i) Mostremos que fZ e´ injetora. Com efeito,
fZ(m) = fZ(n)⇔ m
1
=
n
1
⇔ m · 1 = 1 · n⇔ m = n.
ii) Agora, vamos provar que fZ preserva a estrutura alge´brica de Z, isto e´,
fZ(n) + fZ(m) =
n
1
+
m
1
=
n · 1 + 1 ·m
1 · 1 =
n+m
1
= fZ(n+m).
iii) Analogamente, temos que
fZ(n) · fZ(m) = n
1
· m
1
=
n ·m
1 · 1 =
nm
1
= fZ(nm).
iv) Por fim, mostremos que fZ preserva a relac¸a˜o de ordem de Z. De fato,
m < n⇔ m · 1 < n · 1⇔ m
1
<
n
1
⇔ fZ(m) < fZ(n).
Isto completa a prova do teorema em questa˜o.
Assim, o conjunto fZ(Z) = {n1 /n ∈ Z} e´ uma co´pia alge´brica de Z em Q. Essa imersa˜o de Z
em Q tambe´m mostra que Q e´ infinito, ja´ que Z conte´m uma co´pia de N. Ale´m disso, atrave´s da
identificac¸a˜o fZ, temos que N ⊂ Z ⊂ Q.
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3.5 Enumerabilidade de Q
Nesta sec¸a˜o, estamos interessados em provar que o conjunto dos nu´meros racionais Q, assim
com N e Z, e´ enumera´vel.
Primeiramente, utilizaremos o Teorema 2.18, para provar que qualquer nu´mero racional positivo
poder ser escrito de modo u´nico como uma frac¸a˜o irredut´ıvel. Mais precisamente, temos o seguinte
lema.
Lema 3.1. Seja ab ∈ Q∗+. Enta˜o existem u´nicos m,n ∈ N∗ tais que ab = mn , onde m,n sa˜o
relativamente primos, isto e´, m e n na˜o sa˜o divis´ıveis.
Demonstrac¸a˜o. Considere as decomposic¸o˜es em fatores primos de a e de b, dadas pelo Teorema
2.18. Seja k o produto de todos os fatores primos comuns a a e b, de modo que ab =
ka′
kb′ , onde a
′
e b′ sa˜o relativamente primos. Assim, ab =
a′
b′ . Se houvesse uma frac¸a˜o irredut´ıvel
c
d igual a
a′
b′ , a
propriedade fundamental das frac¸o˜es nos daria a′d = b′c, o que, pela unicidade de decomposic¸a˜o de
fatores primos, obrigaria d a conter, em sua decomposic¸a˜o (ver Teorema 2.18), os fatores primos
de b′ e vice-versa, o mesmo ocorrendo para a′ e c, ou seja, a′ = c e b′ = d.
Lema 3.2. Q∗+ e Q∗− sa˜o enumera´veis.
Demonstrac¸a˜o. Consideremos os nu´meros racionais escritos na forma irredut´ıvel, dada no Lema
3.1. Seja f : Q∗+ → N dada por
f
(m
n
)
= 2m · 3n, ∀ m
n
∈ Q∗+.
Se f(mn ) = f(
m′
n′ ), enta˜o 2
m · 3n = 2m′ · 3n′ . Da´ı, pelo Teorema 2.18 e Lema 3.1, conclu´ımos que
2m = 2m
′
e 3n = 3n
′
, isto e´, m = m′ e n = n′ (ver Corola´rio 1.15), que implica, m · n′ = n ·m′.
Deste modo, mn =
m′
n′ . Logo, f e´ injetora e tem como imagem um subconjunto (infinito, pois Q
∗
+ e´
infinito, pelo fato que N∗ = Z∗+ ⊂ Q∗+) de N, o qual, pelo Lema 1.17, e´ enumera´vel.
Agora vamos provar que Q∗− e´ enumera´vel. Basta mostrarmos que a aplicac¸a˜o f : Q∗− → Q∗+,
dada por
f
(
−a
b
)
=
a
b
,∀a, b ∈ Z∗+,
e´ bijetora (lembre que −ab = −ab ). De fato, f e´ injetora, pois
f
(
−a1
b1
)
= f
(
−a2
b2
)
⇒ a1
b1
=
a2
b2
⇒ −a1
b1
= −a2
b2
.
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Temos tambe´m que f e´ sobrejetora, ja´ que se cd ∈ Q∗+ temos que f(− cd) = cd , com − cd ∈ Q∗−.
Portanto, f e´ bijetora. Usando o fato que Q∗+ ser enumera´vel, conclu´ımos que Q∗− tambe´m o e´.
Agora, estamos prontos para garantir que Q e´ enumera´vel.
Teorema 3.16. Q e´ enumera´vel.
Demonstrac¸a˜o. Sabemos que Q∗+ e Q∗− sa˜o enumera´veis (ver Lema 3.2). Logo, desde que Q =
Q∗− ∪ {0} ∪Q∗+, temos, pela Proposic¸a˜o 1.18, que Q e´ enumera´vel ({0} e´ enumera´vel).
3.6 O Corpo Ordenado Q
Nesta sec¸a˜o, nossa meta e´ trabalhar com o conjunto dos nu´meros racionais Q observando sua
estrutura de corpo ordenado.
Comecemos assumindo que o conjunto dos nu´meros racionais Q esta´ munido das duas operac¸o˜es,
adic¸a˜o e multiplicac¸a˜o, estudadas anteriormente. Podemos definir, a partir destas, a subtrac¸a˜o e a
divisa˜o (esta na˜o e´ poss´ıvel em N e Z) entre nu´meros racionais da seguinte forma:
Definic¸a˜o 3.9. Sejam r, s ∈ Q, define-se a subtrac¸a˜o (− : Q×Q→ Q) e a divisa˜o (÷ : Q×Q∗ → Q),
respectivamente, entre esses dois elementos por
r − s = r + (−s) e r ÷ s = r · s−1.
onde, no caso da divisa˜o, s 6= 0. (Estritamente falando, a divisa˜o na˜o seria uma operac¸a˜o em Q,
uma vez que seu domı´nio na˜o e´ Q×Q, mas sim Q×Q∗).
A proposic¸a˜o a seguir nos permite saber que a definic¸a˜o de divisa˜o, dada acima, pode, na
pra´tica, ser representada com a ideia de frac¸a˜o estabelecida no ensino elementar.
Proposic¸a˜o 3.8. Sejam a, b ∈ Z, com b 6= 0, enta˜o a1 ÷ b1 = ab . Assim, se identificarmos Z com
sua co´pia fZ(Z) em Q, a igualdade acima se escreve a÷ b = ab .
Demonstrac¸a˜o. Como a, b ∈ Z, b 6= 0, temos que
a÷ b = a
1
÷ b
1
=
a
1
·
(
b
1
)−1
=
a
1
· 1
b
=
a · 1
1 · b =
a
b
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O resultado abaixo nos mostra que a definic¸a˜o de divisa˜o, dada acima, e´, na pra´tica, a mesma
da estabelecida no ensino elementar.
Proposic¸a˜o 3.9. Sejam ab ,
c
d ∈ Q, com cd 6= 01 . Enta˜o, ab : cd = adbc = ab · dc .
Demonstrac¸a˜o. Observe que
a
b
÷ c
d
=
a
b
·
( c
d
)−1
=
a
b
· d
c
=
ad
bc
.
Como quer´ıamos demonstrar.
Admitindo a identificac¸a˜o de Z com fZ(Z), e´ poss´ıvel provar que as regras de sinal, estudadas
na ensino ba´sico, sa˜o satisfeitas pelos nu´meros racionais.
Proposic¸a˜o 3.10. Sejam r, s ∈ Q. Enta˜o, sa˜o va´lidos os seguintes itens:
i) rs = 0⇒ s = 0 ou r = 0;
ii) r > 0, s > 0⇒ rs > 0;
iii) r > 0, s < 0⇒ rs < 0;
iv) r < 0, s < 0⇒ rs > 0;
v) r > 0⇒ r−1 > 0.
Demonstrac¸a˜o. Sejam r = ab e s =
c
d .
i) Suponhamos r 6= 0, ou seja, ab 6= 01 (a 6= 0). Segue, da´ı, que,
0
1
=
a
b
· c
d
=
ac
bd
.
Logo, ac = 0. Isto nos diz que c = 0. Portanto, s = 01 = 0.
ii) Se ab >
0
1 e
c
d >
0
1 , enta˜o a > 0 e c > 0. Da´ı, pelas propriedades de Z, temos que ac > 0.
Consequentemente, acbd >
0
1 , isto e´, rs > 0.
iii) Se ab >
0
1 , enta˜o a > 0. Analogamente, se
c
d <
0
1 , temos que c < 0. Assim, pelas propriedades
de Z, encontramos ac < 0. Portanto, acbd <
0
1 , ou seja, rs < 0.
iv) Se ab <
0
1 , enta˜o a < 0. Pelo mesmo motivo
c
d <
0
1 implica que c < 0. Logo, pelas propriedades
de Z, encontramos ac > 0. Portanto, acbd >
0
1 . Por fim, rs > 0.
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v) Se ab > 0, tem-se a > 0. Logo,
b
a ∈ Q e´ o inverso de ab . Por conseguinte, ba > 0 (b > 0).
Ainda considerando a identificac¸a˜o de Z com fZ(Z), mostraremos que entre dois nu´meros racio-
nais sempre e´ poss´ıvel encontrar um outro (este e´ denominado me´dia aritme´tica entre os extremos).
Proposic¸a˜o 3.11. Sejam r, s ∈ Q. Se r < s, enta˜o r < (r + s) · 2−1 < s.
Demonstrac¸a˜o. Note que
2r = r + r < r + s < s+ s = 2s.
Segue que, 2r < r+s < 2s. Por fim, multiplicando por 2−1 ∈ Q, chegamos a r < (r+s)·2−1 < s.
Vimos que os conjuntos N e Z sa˜o bem ordenados (ver Teoremas 1.16 e 2.13). Pore´m, o conjunto
dos nu´meros racionais na˜o verifica tal afirmac¸a˜o. Mais precisamente, temos a seguinte proposic¸a˜o.
Proposic¸a˜o 3.12. Q na˜o e´ bem ordenado, isto e´, existem em Q subconjuntos na˜o vazios e limitados
inferiormente que na˜o possuem elemento mı´nimo.
Demonstrac¸a˜o. Fixe q0 ∈ Q. Seja X = {ab ∈ Q/q0 < ab}. E´ fa´cil ver que X 6= ∅ (pois q0 + 11 ∈ X) e
e´ limitado inferiormente por q0. Suponhamos que X possua um elemento mı´nimo, digamos j ∈ X.
Assim sendo, j ≤ ab , para todo ab ∈ X. Como q0 e´ cota inferior de X, temos que q0 < j (ja´ que
j ∈ X e q0 /∈ X). Da´ı, pela Proposic¸a˜o 3.11, obtemos (q0 + j) · 2−1 ∈ Q tal que
q0 < (q0 + j) · 2−1 < j.
Assim sendo, (q0 + j) · 2−1 ∈ X e (q0 + j) · 2−1 < j. Um absurdo, visto que j = minX. Portanto,
Q na˜o e´ bem ordenado.
Apesar de Q na˜o ser bem ordenado, Q possui todas as propriedades aritme´ticas de Z, ale´m
da propriedade de que todo elemento na˜o nulo possui inverso. Na linguagem alge´brica, qualquer
conjunto munido de duas operac¸o˜es, usualmente denotadas por · e +, com propriedades aritme´ticas
ana´logas a`s de Q, chama-se corpo conforme definiremos abaixo.
Definic¸a˜o 3.10. Um conjunto na˜o vazio K e´ um corpo se em K pudermos definir duas operac¸o˜es,
denotadas por + : K×K → K (adic¸a˜o) e · : K×K → K (multiplicac¸a˜o), satisfazendo as seguintes
propriedades:
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(F) x+ y ∈ K e x · y ∈ K, ∀x, y ∈ K;
(A1) [Comutatividade Adic¸a˜o]: x+ y = y + x, ∀x, y ∈ K;
(A2) [Associatividade Adic¸a˜o]: x+ (y + z) = (x+ y) + z, ∀x, y, z ∈ K;
(A3) [Elemento Neutro Adic¸a˜o]: Existe um elemento em K, denotado por 0, chamado de elemento
neutro da adic¸a˜o, que satisfaz 0 + x = x+ 0 = x, ∀x ∈ K;
(A4) [Sime´trico]: Para cada x ∈ K, existe um elemento em K, denotado por −x e chamado de
sime´trico de x tal que x+ (−x) = (−x) + x = 0;
(M1) [Comutatividade Multiplicac¸a˜o]: x · y = y · x, ∀x, y ∈ K;
(M2) [Associatividade Multiplicac¸a˜o]: x · (y · z) = (x · y) · z, ∀x, y, z ∈ K;
(M3) [Elemento Neutro Multiplicac¸a˜o]: Existe um elemento em K, denotado por 1, chamado de
elemento neutro da multiplicac¸a˜o, tal que 1 · x = x · 1 = x, ∀x ∈ K;
(M4) [Inverso]: Para cada elemento na˜o nulo x ∈ K, existe um elemento em K, denotado por
x−1, chamado de inverso multiplicativo de x, tal que x · x−1 = x−1 · x = 1;
(D) [Distributividade]: (x+ y) · z = x · z + y · z, ∀x, y, z ∈ K.
Ale´m disso, se um corpo tiver munido de uma relac¸a˜o de ordem compat´ıvel com sua operac¸o˜es
aritme´ticas, ele e´ chamado de corpo ordenado. Adotaremos a seguinte notac¸a˜o para os elementos de
um corpo ordenado arbitra´rio K: continuaremos denotando por 0 e por 1 o elemento neutro aditivo
e o neutro multiplicativo de K, respectivamente e, para x um natural maior do que 1, denotaremos
tambe´m por x o elemento 1 + 1 + ... + 1 (x vezes) (isto nos diz que N possui uma co´pia em K,
pois 0 ∈ K). Assim, seu sime´trico, −x, sera´ −(1 + 1 + 1 + ...+ 1) = −1− 1− 1− ...− 1 (x vezes)
(isto nos informa que Z admite uma co´pia em K). O contexto encarrega-se de deixar claro que o
elemento 3, por exemplo, refere-se ao natural 3 ou ao 3 ∈ K.
E´ importante ressaltar que tudo o que foi feito neste cap´ıtulo nos mostra que Q e´ um exemplo
de corpo ordenado.
A seguir definiremos poteˆncias com bases em um corpo ordenado e expoentes inteiros.
Definic¸a˜o 3.11. Seja K um corpo ordenado. Seja a ∈ K e n ∈ N. Definimos a poteˆncia an
recursivamente como sendo 1, se n = 0 (neste caso, a 6= 0), por a, se n = 1; e como sendo a · an−1,
para n > 1. Se a 6= 0 em K, definimos a−n = (a−1)n para todo n ∈ N.
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Precisaremos de algumas propriedades envolvendo poteˆncias para provarmos a famosa desigual-
dade de Bernoulli (ver Proposic¸a˜o 3.19).
Proposic¸a˜o 3.13. Sejam a ∈ K e n,m ∈ Z. Enta˜o, anam = an+m.
Demonstrac¸a˜o. Primeiramente, mostraremos, por induc¸a˜o, que
anam = an+m,∀n ∈ Z,m ∈ N.
Fixe n ∈ Z. Seja Xn = {m ∈ N/anam = an+m}. E´ fa´cil ver que
an+0 = an = an · 1 = ana0.
Suponha, enta˜o que m ∈ Xn, isto e´, anam = an+m. Portanto,
anam+1 := an(ama) := (anam)a = an+ma = a(n+m)+1 = an+(m+1). (3.7)
Logo, m+ 1 ∈ X. Por induc¸a˜o, conclu´ımos que Xn = N.
Observe que se n ∈ N e m ∈ Z, enta˜o
an+m = am+n = aman = anam.
Por fim, se n < 0 e m < 0, encontramos
an+m = a−(−n−m) := (a−1)[(−n)+(−m)] = (a−1)−n(a−1)−m =: a−(−n)a−(−m) = anam.
Isto conclui a prova do teorema em questa˜o.
Proposic¸a˜o 3.14. Sejam a ∈ K e n,m ∈ Z. Enta˜o, (an)m = anm.
Demonstrac¸a˜o. O caso em que n,m ∈ N pode ser provado por induc¸a˜o. Fixe n ∈ N. Defina
Xn = {m ∈ N : (an)m = anm}. E´ fa´cil checar que
(an)0 = 1 = a0 = an·0.
Assim, 0 ∈ Xn. Suponha que m ∈ Xn, isto e´, (an)m = anm. Deste modo, podemos escrever, atrave´s
da Proposic¸a˜o 3.13, que
(an)m+1 = (an)man = anman = anm+n = an(m+1).
Portanto, m+ 1 ∈ Xn. Dessa forma, conclu´ımos que Xn = N.
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Agora, vamos provar que (an)−1 = a−n, para todo n ∈ Z. De fato, pela Proposic¸a˜o 3.13, temos
que
ana−n = an+(−n) = a0 = 1,∀n ∈ Z.
Portanto, pela unicidade de um elemento inverso, chegamos a (an)−1 = a−n, para todo n ∈ Z.
Sejam n ∈ N e m < 0. Enta˜o, pelo que foi feito acima, encontramos
(an)m = (an)−(−m) := [(an)−1]−m = (a−n)−m = a(−n)(−m) = anm.
Por fim, considere que n,m < 0. Assim, pelo que ja´ foi estabelecido acima, chegamos a
(an)m = (a−(−n))m := [(a−1)−n]m = (a−1)(−n)m = (a−1)−nm = [(a−1)−1]nm = anm.
A proposic¸a˜o em questa˜o segue.
A seguir, vamos definir o que significa mo´dulo de um elemento de um corpo ordenado.
Definic¸a˜o 3.12. Num corpo ordenado K, definimos o mo´dulo (ou valor absoluto) de um elemento
x, como sendo x, se x ≥ 0 e −x se x < 0. Usaremos o s´ımbolo |x| para indicar o mo´dulo de x, ou
seja,
|x| =
{
x, se x ≥ 0;
−x, se x < 0.
Obs 3.3. A Definic¸a˜o 3.12 e´ equivalente a |x| = max{x,−x}, onde x ∈ K. Por conseguinte,
podemos escrever que
|x| ≥ x,−x, ∀x ∈ K,
isto e´,
−|x| ≤ x ≤ |x|,∀x ∈ K.
Como um resultado, podemos garantir que |x| ≥ 0, para todo x ∈ K.
Vejamos duas maneiras de caracterizar quando um elemento de um corpo ordenado K tem
mo´dulo menor do que ou igual a um outro elemento deste mesmo conjunto.
Proposic¸a˜o 3.15. Seja K um corpo ordenado. Seja x, a ∈ K. As seguintes afirmac¸o˜es sa˜o
equivalentes:
i) −a ≤ x ≤ a;
ii) x ≤ a e −x ≤ a;
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iii) |x| ≤ a.
Demonstrac¸a˜o. Os treˆs itens acima seguem diretamente das equivaleˆncias abaixo:
−a ≤ x ≤ a⇔ −a ≤ x e x ≤ a⇔ −x ≤ a e x ≤ a⇔ |x| ≤ a.
O pro´ximo resultado estabelece algumas propriedades importantes para o mo´dulo de elementos
de corpos ordenados.
Teorema 3.17. Seja K um corpo ordenado. Sejam x, y, z ∈ K. Enta˜o, valem as afirmac¸o˜es
abaixo:
i) |x+ y| ≤ |x|+ |y|;
ii) |x · y| = |x| · |y|;
iii) |x| − |y| ≤ ||x| − |y|| ≤ |x− y|;
iv) |x− z| ≤ |x− y|+ |y − z|.
Demonstrac¸a˜o. i) Vimos que
−|x| ≤ x ≤ |x| e − |y| ≤ y ≤ |y|.
Adicionando estas igualdades, encontramos
−(|x|+ |y|) ≤ x+ y ≤ |x|+ |y|.
Pela Proposic¸a˜o 3.15, isto significa que |x+ y| ≤ |x|+ |y|.
ii) E´ fa´cil checar que x2 = |x|2, pois |x| e´ um dos elementos x ou −x e vale x2 = (−x)2. Logo,
|x · y|2 = (x · y)2 = x2 · y2 = |x|2 · |y|2 = (|x| · |y|)2.
Deste modo, chegamos a
[|x · y| − |x| · |y|][|x · y|+ |x| · |y|] = |x · y|2 − (|x| · |y|)2 = 0.
Segue que, |x · y| = ±|x| · |y| (K na˜o possui divisores de zero - a prova deste fato segue os
passos da Proposic¸a˜o 3.6). Como |x · y| e |x| · |y| sa˜o ambos na˜o negativos, conclu´ımos que
|x · y| = |x| · |y|.
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iii) Em virtude de i), temos que
|x| = |(x− y) + y| ≤ |x− y|+ |y|.
O que nos fornece, |x| − |y| ≤ |x − y|. Analogamente, tem-se |y| ≤ |y − x| + |x|. Logo,
−(|x| − |y|) ≤ |x− y|. Por fim, ||x| − |y|| ≤ |x− y|.
iv) Por i), obtemos
|x− z| = |(x− y) + (y − z)| ≤ |x− y|+ |y − z|.
Isto completa a prova do teorema em questa˜o.
Vejamos mais algumas consequeˆncias que envolvem elementos de um corpo ordenado.
Proposic¸a˜o 3.16. Seja K um corpo ordenado. Enta˜o, as seguintes afirmac¸o˜es sa˜o va´lidas:
i) x · 0 = 0,∀x ∈ K;
ii) se 0 = 1, enta˜o K possui um so´ elemento;
iii) x2 ≥ 0,∀x ∈ K;
iv) se 1 6= 0, enta˜o 1 > 0 > −1;
v) se 1 6= 0, enta˜o K conte´m uma co´pia de N, de Z e de Q e e´, portanto, infinito.
Demonstrac¸a˜o. i) E´ fa´cil checar que
x · 0 = x · (0 + 0) = x · 0 + x · 0,
para todo x ∈ K. Segue que,
0 = x · 0 + (−x · 0) = [x · 0 + x · 0] + (−x · 0) = x · 0 + [x · 0 + (−x · 0)] = x · 0 + 0 = x · 0,
para todo x ∈ K. Portanto, x · 0 = 0, para todo x ∈ K
ii) Por hipo´tese, 0 = 1. Seja x ∈ K. Da´ı,
x = x · 1 = x · 0 = 0,
por i). Logo, K = {0}.
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iii) Dado x ∈ K, tem-se que
• x < 0⇒ x2 > 0;
• x = 0⇒ x2 = 0;
• x > 0⇒ x2 > 0.
Portanto, x2 ≥ 0, para todo x ∈ K.
iv) Se 1 6= 0, enta˜o
1 = 1 · 1 = 12 > 0.
v) Ja´ discutimos o fato de N e Z possu´ırem co´pias em K (0 ∈ K). Assim sendo, se identificarmos N
e Z com suas respectivas co´pias em K, temos que N ⊂ Z ⊂ K. Por fim, se ab ∈ Q, conclu´ımos
que
a
b
= a : b = a · b−1 ∈ K,
desde que a ∈ Z e b ∈ Z∗+. Por fim, N ⊂ Z ⊂ Q ⊂ K.
No que segue, os termos limitado superiormente, inferiormente, cota superior, inferior, elemento
ma´ximo e mı´nimo teˆm significado ana´logo a`queles ja´ definidos no contexto dos nu´meros inteiros.
Proposic¸a˜o 3.17. O conjunto N e´ ilimitado superiormente em Q.
Demonstrac¸a˜o. Suponhamos, por contradic¸a˜o, a existeˆncia de ab ∈ Q tal que ab ≥ x, para todo
x ∈ N. Como, por convenc¸a˜o, b > 0, temos que a, b ∈ Z∗+, ou seja, a, b ∈ N∗. Assim, b ≥ 1 (ver
Proposic¸a˜o 1.9). Logo, a ≥ ab (ver Proposic¸a˜o 1.13). Note que, se a > ab , enta˜o chegar´ıamos a
um absurdo, visto que ab e´ uma cota superior de N em Q (a ∈ N∗). Dessa forma, a = ab e, por
conseguinte, conclu´ımos que a+ 1 > a = ab . De qualquer maneira chegar´ıamos a outra contradic¸a˜o,
pelo fato de ab ser uma cota superior de N em Q (a+1 ∈ N∗). Portanto, N e´ ilimitado superiormente
em Q.
Proposic¸a˜o 3.18. Q na˜o possui elemento ma´ximo e nem mı´nimo.
Demonstrac¸a˜o. Suponhamos que Q possua um elemento mı´nimo, digamos, minQ = ab , ou seja,
a
b ≤ xy , para todo xy ∈ Q. E´ fa´cil ver que, ab − 1 = a−bb ∈ Q; ale´m disso, a−bb < ab (b > 0), o
que contradiz a minimalidade de ab . Logo, Q na˜o possui elemento mı´nimo. De forma ana´loga,
suponhamos que Q possua um elemento ma´ximo, digamos, maxQ = cd , isto e´,
x
y ≤ cd , para todo
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x
y ∈ Q. Claramente, cd +1 = c+dd ∈ Q; ale´m disso, cd < c+dd (d > 0), o que contradiz a maximalidade
de cd . Portanto, Q tambe´m na˜o possui elemento ma´ximo, como quer´ıamos.
Definic¸a˜o 3.13. Os corpos ordenados para os quais sua co´pia de naturais e´ ilimitada superiormente
sa˜o chamados corpos Arquimedianos.
Exemplo 3.7. Atrave´s da Proposic¸a˜o 3.17, podemos concluir que Q e´ um exemplo de corpo
Arquimediano.
Vejamos mais duas maneiras de caracterizar corpos ordenados na˜o triviais como Arquimedianos.
Mais precisamente, temos o seguinte teorema.
Teorema 3.18. Seja K 6= {0} um corpo ordenado. Enta˜o, as seguintes afirmac¸o˜es sa˜o equivalentes:
i) K e´ Arquimediano;
ii) dados a, b ∈ K, com a > 0, existe n ∈ N, tal que na > b;
iii) dado a > 0 ∈ K, existe n ∈ N (⊂ K) tal que n−1 < a.
Demonstrac¸a˜o. i) ⇒ ii): Como N e´ ilimitado superiormente (K e´ Arquimediano), enta˜o dados
a > 0 e b em K, existe n ∈ N tal que b · a−1 < n e, portanto, b < n · a.
ii) ⇒ iii): Dado a > 0 em K, existe, em virtude de ii), um n ∈ N tal que n = n · 1 > a−1
(1 > 0). Logo, n · a > 1. Enta˜o, n−1 < a.
iii)⇒ i): Dado qualquer b > 0 em K, existe, por iii), um n ∈ N tal que n−1 < b−1 (b−1 > 0), ou
seja, n > b. Assim, nenhum elemento positivo de K pode ser cota superior de N. Por outro lado,
qualquer elemento na˜o positivo de K e´ limitado por 1 ∈ N (1 > 0). Por fim, K e´ Arquimediano.
Apresentaremos abaixo uma desigualdade, conhecida como desigualdade de Bernoulli, que de-
sempenhara´ papel importante na construc¸a˜o dos nu´meros reais.
Proposic¸a˜o 3.19 (Desigualdade de Bernoulli). Sejam K um corpo ordenado e x ∈ K tal que
x ≥ −1. Assuma que n ∈ N∗. Enta˜o, (1 + x)n ≥ 1 + nx.
Demonstrac¸a˜o. Mostraremos o resultado por induc¸a˜o em n. Seja X = {n ∈ N∗/(1+x)n ≥ 1+nx}.
E´ fa´cil ver que
(1 + x)1 = 1 + x ≥ 1 + 1 · x.
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Logo 1 ∈ X. Agora suponha que n ∈ X, ou seja, (1 + x)n ≥ 1 + nx. Consequentemente,
(1 + x)n+1 = (1 + x)n · (1 + x) ≥ (1 + nx) · (1 + x)
= 1 + nx+ x+ nx2 = 1 + (n+ 1)x+ nx2
≥ 1 + (n+ 1)x,
pois x+ 1 ≥ 0. Portanto, n+ 1 ∈ X. Isto nos diz que X = N∗. Como quer´ıamos mostrar.
Em ordem a motivarmos a construc¸a˜o do conjunto dos nu´meros reais, provamos abaixo que e´
poss´ıvel mostrar a existeˆncia de um nu´mero que na˜o e´ racional (no pro´ximo cap´ıtulo construiremos
tal conjunto, o qual conte´m tal elemento). Mais precisamente, temos a seguinte proposic¸a˜o.
Proposic¸a˜o 3.20. A equac¸a˜o x2 = 2 na˜o tem soluc¸a˜o em Q.
Demonstrac¸a˜o. Suponhamos que a equac¸a˜o x2 = 2 admite soluc¸a˜o em Q, digamos x = ab ∈ Q
(irredut´ıvel) soluciona a equac¸a˜o anterior. Assim sendo,
a2
b2
=
a · a
b · b =
a
b
· a
b
=
(a
b
)2
= 2.
O que implica que a2 = 2 · b2, isto e´, a = 2k, com k ∈ Q. Da´ı,
2 · b2 = a2 = (2k)2 = 4k2.
Logo, b2 = 2k2. Por conseguinte, b = 2k1, com k1 ∈ Q. O que nos diz que ab e´ redut´ıvel, uma
contradic¸a˜o pela suposic¸a˜o feita. Portanto, a equac¸a˜o x2 = 2 na˜o tem soluc¸a˜o em Q.
3.7 Sequeˆncias em Q
Nesta sec¸a˜o, nossa meta e´ definir sequeˆncias em Q e apresentar algumas propriedades satisfei-
tas por estas mesmas aplicac¸o˜es em ordem a construir o conjunto dos nu´meros reais no pro´ximo
cap´ıtulo.
3.7.1 Limites de Sequeˆncias em Q
Nesta subsec¸a˜o, estamos interessados em definir limites de sequeˆncias envolvendo nu´meros ra-
cionais. E´ importante destacar aqui que o processo de construc¸a˜o do conjunto dos nu´meros reais
atrave´s destas sequeˆncias remete a Cantor.
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Definic¸a˜o 3.14. Uma sequeˆncia de nu´meros racionais e´ uma aplicac¸a˜o x : N∗ → Q, que associa
a cada nu´mero natural na˜o nulo n um nu´mero racional definido por x(n) = xn (chamado termo
geral), denotada por x = (xn)n∈N∗ = (x1, x2, ...), onde xn ∈ Q, para todo n ∈ N∗.
Gostar´ıamos de ressaltar que, quando na˜o houver possibilidade de confusa˜o, denotaremos a
sequeˆncia, definida acima, simplesmente por (xn).
Abaixo definimos quando uma sequeˆncia de nu´meros racionais converge.
Definic¸a˜o 3.15. Dizemos que uma sequeˆncia (xn) converge para a ∈ Q e indicamos por xn → a,
ou ainda, lim
n→∞xn = a, se para um dado ε ∈ Q
∗
+ existe n0 ∈ N∗ tal que, ∀n ≥ n0, com n ∈ N∗,
tem-se |xn − a| < ε.
Permita-nos exibir alguns exemplos de sequeˆncias convergentes.
Exemplo 3.8. Considere uma sequeˆncia constante (xn), isto e´, xn = c ∈ Q, para todo n ∈ N∗.
Logo, dado ε ∈ Q∗+, temos que
|xn − c| = |c− c| = 0 < ε,∀n ∈ N∗.
Neste caso, n0 = 1 ∈ N∗. Dessa forma, toda sequeˆncia (c)n∈N∗ constante, com c ∈ Q e´ convergente
e converge para c.
Exemplo 3.9. Considere a sequeˆncia
(
1
n
)
. Afirmamos que lim
n→∞
1
n = 0. Com efeito, dado ε ∈ Q∗+,
por Q ser Arquimediano, ∃n0 ∈ N∗ tal que 1ε < n0. Portanto, ∀n ≥ n0, obtemos∣∣∣ 1
n
− 0
∣∣∣ = 1
n
≤ 1
n0
< ε.
Proposic¸a˜o 3.21. O limite de uma sequeˆncia, quando existe, e´ u´nico.
Demonstrac¸a˜o. Suponhamos que a 6= b, de forma que xn → a e xn → b. Tomando ε = |b− a| > 0,
temos que ε ∈ Q∗+. Mas, como xn → a, enta˜o
∃n1 ∈ N∗ tal que n ≥ n1 ⇒ |xn − a| < ε2 .
E, por outro lado xn → b, assim
∃n2 ∈ N∗ tal que n ≥ n2 ⇒ |xn − b| < ε2 .
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Seja n0 =max{n1, n2}, assim temos que para todo n ≥ n0, encontramos
ε = |b− a| = |b− xn + xn − a| ≤ |b− xn|+ |xn − a| < ε
2
+
ε
2
= ε.
O que e´ um absurdo. Portanto a = b.
Agora, estabelecemos a seguinte definic¸a˜o de sequeˆncias limitadas.
Definic¸a˜o 3.16. Uma sequeˆncia (xn) de nu´meros racionais diz-se limitada se existe c ∈ Q∗+ tal
que |xn| ≤ c, para todo n ∈ N∗.
Obs 3.4. Esta definic¸a˜o pode ser dada de forma equivalente da seguinte maneira: Uma sequeˆncia
de (xn) de nu´meros racionais, diz-se limitada se existem a, b ∈ Q, de forma que a ≤ xn ≤ b para
todo n ∈ N∗. De fato, se a ≤ xn ≤ b enta˜o c pode ser tomado de forma que c > max{|a|, |b|} e,
reciprocamente, se |xn| ≤ c, enta˜o a = −c e b = c.
Teorema 3.19. Se lim
n→∞xn = 0 e (yn) e´ uma sequeˆncia limitada, enta˜o limn→∞xnyn = 0.
Demonstrac¸a˜o. Existe c ∈ Q∗+ tal que |yn| ≤ c para todo n ∈ N∗. Dado ε ∈ Q∗+, como limn→∞xn = 0,
podemos encontrar n0 ∈ N∗ tal que n ≥ n0 ⇒ |xn| < εc . Logo, para todo n ≥ n0, obtemos
|xnyn| = |xn||yn| < ε
c
· c = ε.
Isto mostra que lim
n→∞xnyn = 0.
A seguir, apresentamos algumas propriedades ba´sicas que envolvem limites de sequeˆncias.
Teorema 3.20. Sejam (xn) e (yn) sequeˆncias em Q. Se lim
n→∞xn = a e limn→∞ yn = b, enta˜o sa˜o
va´lidas as seguintes afirmac¸o˜es:
i) lim
n→∞(xn ± yn) = a± b;
ii) lim
n→∞xnyn = ab;
ii) lim
n→∞
xn
yn
=
a
b
, se b 6= 0.
Demonstrac¸a˜o. i) Dado ε ∈ Q∗+, existem n1 e n2 em N∗ tais que
n ≥ n1 ⇒ |xn − a| < ε
2
e n ≥ n2 ⇒ |yn − b| < ε
2
.
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Tomando n0 = max{n1, n2} ∈ N∗, encontramos, para todo n ≥ n0,
|(xn + yn)− (a+ b)| = |(xn − a) + (yn − b)| ≤ |xn − a|+ |yn − b| < ε
2
+
ε
2
= ε.
Isto prova que lim
n→∞(xn + yn) = a+ b.
Analogamente ao caso acima, tem-se que dado ε ∈ Q∗+, existem n3 e n4 em N∗ tais que
n ≥ n3 ⇒ |xn − a| < ε
2
e n ≥ n4 ⇒ |yn − b| < ε
2
.
Assumindo n5 = max{n3, n4} ∈ N∗, chegamos, para todo n ≥ n5, a
|(xn − yn)− (a− b)| = |(xn − a) + [−(yn − b)]| ≤ |xn − a|+ |yn − b| < ε
2
+
ε
2
= ε.
Portanto, lim
n→∞(xn − yn) = a− b.
ii) Primeiramente, note que
xnyn − ab = xnyn − xnb+ xnb− ab = xn(yn − b) + (xn − a)b,∀n ∈ N∗.
Ora (xn) e´ uma sequeˆncia limitada e lim
n→∞(yn−b) = 0. Logo, pelo Teorema 3.19, limn→∞[xn(yn−
b)] = 0. Por motivo semelhante, lim
n→∞[(xn − a)b] = 0. Assim, temos que
lim
n→∞(xnyn − ab) = limn→∞[xn(yn − b)] + limn→∞[(xn − a)b] = 0,
donde lim
n→∞xnyn = ab.
iii) Notemos que, como ynb → b2, existe n0 ∈ N∗ tal que n ≥ n0 ⇒ ynb > b22 (basta tomar
ε = b
2
2 ∈ Q∗+ e achar o n0 correspondente). Segue que para todo n ≥ n0, 1ynb e´ um nu´mero
inferior a 2
b2
. Logo, a sequeˆncia
(
1
ynb
)
e´ limitada. Ora, e´ fa´cil notar que
xn
yn
− a
b
=
bxn − ayn
ynb
= (bxn − ayn) 1
ynb
.
Como
lim
n→∞(bxn − ayn) = ab− ab = 0,
segue, do Teorema 3.19, que lim
n→∞
(
xn
yn
− a
b
)
= 0. Portanto, lim
n→∞
xn
yn
=
a
b
.
O resultado abaixo nos mostra que o limite e´ compat´ıvel com a relac¸a˜o de ordem em Q.
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Teorema 3.21. Sejam (xn), (yn) sequeˆncias de nu´meros racionais tais que xn ≤ yn, para todo
n ∈ N∗. Se lim
n→∞xn = a e limn→∞ yn = b, enta˜o a ≤ b.
Demonstrac¸a˜o. Suponhamos a > b. Como xn → a e yn → b, podemos tomar ε = a−b2 ∈ Q∗+ para
obter n1 ∈ N tal que para todo n ≥ n1, tem-se |xn − a| < ε, isto e´, a− ε < xn, ou seja, a+b2 < xn.
Analogamente, obte´m-se n2 ∈ N tal que para todo n ≥ n2, chega-se a |yn − b| < ε, isto e´,
yn < b+ ε, ou seja, yn <
a+b
2 . Tomando n0 = max{n1, n2} ∈ N∗, temos
yn <
a+ b
2
< xn,∀n ≥ n∗0.
Isto contraria a hipo´tese xn ≤ yn,∀n ∈ N∗. Por fim, a ≤ b.
Um caso particular para o Teorema 3.21 pode ser enunciado como segue.
Corola´rio 3.22. Sejam c ∈ Q e (xn) uma sequeˆncia de nu´meros racionais. Se xn ≤ b para todo
n ∈ N∗ e lim
n→∞xn = a, enta˜o a ≤ b.
Demonstrac¸a˜o. Basta usarmos o Teorema 3.21 e tomarmos yn = b,∀n ∈ N.
Obs 3.5. Se xn ≤ 0, ∀n ∈ N∗, enta˜o lim
n→∞xn, caso exista, e´ menor do que ou igual a 0 (basta usar
o Teorema 3.21 com yn = 0,∀n ∈ N∗).
Obs 3.6. Se yn ≥ 0, ∀n ∈ N∗, enta˜o lim
n→∞ yn, caso exista, e´ maior do que ou igual a 0 (basta usar
o Teorema 3.21 com xn = 0, ∀n ∈ N∗).
Obs 3.7. Observe que se xn > 0, ∀n ∈ N∗ na˜o significa que lim
n→∞xn > 0 (mesmo que este elemento
exista). Considere, por exemplo, a sequeˆncia xn =
1
n , a qual satisfaz limn→∞xn = 0.
3.7.2 Sequeˆncias de Cauchy em Q
Nesta subsec¸a˜o, nossa meta e´ definir sequeˆncias de Cauchy em Q e apresentar algumas propri-
edades satisfeitas por estas mesmas aplicac¸o˜es em ordem a construir o conjunto dos nu´meros reais
no pro´ximo cap´ıtulo.
Definic¸a˜o 3.17. Uma sequeˆncia (xn) de elementos em Q e´ chamada sequeˆncia de Cauchy, se dado
ε ∈ Q∗+, existe n0 ∈ N tal que, ∀m,n ∈ N∗, com m,n ≥ n0, tem-se |xn − xm| < ε.
A proposic¸a˜o abaixo nos diz que toda sequeˆncia de Cauchy de nu´meros racionais e´ limitada.
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Proposic¸a˜o 3.22. Seja (xn) uma sequeˆncia de Cauchy de nu´meros racionais. Enta˜o, (xn) e´
limitada.
Demonstrac¸a˜o. Para ε = 1 > 0, existe n0 ∈ N∗ tal que,
∀m,n ∈ N∗, com m,n ≥ n0 ⇒ |xn − xm| < 1.
Em particular, |xm − xn0 | < 1 para todo m ≥ n0. Mas, para todo m ≥ n0, temos
|xm| = |xm − xn0 + xn0 | ≤ |xm − xn0 |+ |xn0 | < 1 + |xn0 |.
Sendo c = max{|x1|, |x2|, ..., |xn0−1|, 1 + |xn0 |} ∈ Q, enta˜o, para todo n ∈ N∗, temos que |xn| ≤ c.
Portanto, (xn) e´ limitada.
A proposic¸a˜o a seguir nos mostra como provar que a soma de duas sequeˆncias de Cauchy em Q
e´, novamente, uma sequeˆncia do mesmo tipo.
Teorema 3.23. Sejam (xn), (yn) sequeˆncias de Cauchy de nu´meros racionais, enta˜o (xn)±(yn) :=
(xn ± yn) tambe´m o e´.
Demonstrac¸a˜o. Como (xn), (yn) sa˜o sequeˆncias de Cauchy de nu´meros racionais, enta˜o dado ε ∈
Q∗+, existem n1, n2 ∈ N∗ tais que, ∀m,n ∈ N∗, tem-se
m,n ≥ n1 ⇒ |xn − xm| < ε
2
e m,n ≥ n2 ⇒ |ym − yn| < ε
2
.
Seja n0 = max{n1, n2}, enta˜o, para todo m,n ∈ N∗, com m,n ≥ n0, obte´m-se
|(xm + ym)− (xn + yn)| = |(xm − xn)± (ym − yn)| ≤ |(xm − xn)|+ |(ym − yn)| < ε
2
+
ε
2
= ε.
Portanto, (xn)± (yn) e´ sequeˆncia de Cauchy de nu´meros racionais.
Na˜o so´ a adic¸a˜o, mas a multiplicac¸a˜o, definida de maneira usual, de sequeˆncias de Cauchy em
Q gera uma sequeˆncia do mesma categoria.
Teorema 3.24. Sejam (xn), (yn) sequeˆncias de Cauchy de nu´meros racionais, enta˜o (xn) · (yn) :=
(xnyn) tambe´m o e´.
Demonstrac¸a˜o. E´ fa´cil checar que
|xnyn − xmym| = |xnyn − xmyn + xmyn − xmym|
≤ |yn||xn − xm|+ |xm||yn − ym|, ∀n,m ∈ N.
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Como (xn), (yn) sa˜o sequeˆncias de Cauchy de nu´meros racionais, enta˜o, pela Proposic¸a˜o 3.22,
temos que (xn), (yn) sa˜o limitadas e, assim, existem c, d ∈ Q∗+ tais que |xn| ≤ c, |yn| ≤ d para todo
n ∈ N∗. Tomando k = max{c, d} ∈ Q∗+, obtemos que
|xn| ≤ k e |yn| ≤ k,∀n ∈ N∗.
E da´ı,
|xnyn − xmym| ≤ |yn||xn − ym|+ |xm||yn − ym| ≤ k|xn − xm|+ k|yn − ym|,∀n ∈ N.
Ainda pelo fato de (xn), (yn) serem sequeˆncias de Cauchy de nu´meros racionais, dado ε ∈ Q∗+,
temos que existem n1, n2 ∈ N∗, de modo que, para todo m,n ∈ N∗, encontramos
m,n ≥ n1 ⇒ |xn − xm| < ε
2k
e m,n ≥ n2 ⇒ |yn − ym| < ε
2k
.
Seja n0 = max{n1, n2}, enta˜o, para todo m,n ∈ N∗, com m,n ≥ n0, temos que
|xmym − xnyn| < k · ε
2k
+ k · ε
2k
= ε.
Portanto (xn) · (yn) e´ sequeˆncia de Cauchy de nu´meros racionais.
Ale´m da adic¸a˜o e da multiplicac¸a˜o, se considerarmos o mo´dulo em cada termo de uma sequeˆncia
de Cauchy em Q, enta˜o encontramos outra sequeˆncia do mesmo tipo.
Proposic¸a˜o 3.23. Seja (xn) uma sequeˆncia de Cauchy de nu´meros racionais. Enta˜o, (|xn|) e´ uma
sequeˆncia de Cauchy.
Demonstrac¸a˜o. Dado ε ∈ Q∗+, existe n0 ∈ N∗ tal que, para todo m,n ∈ N∗, tem-se
m,n ≥ n0 ⇒ |xn − xm| < ε.
Por outro lado, para todo m,n ≥ n0, obte´m-se
||xn| − |xm|| ≤ |xn − xm| < ε.
Portanto, (|xn|) e´ uma sequeˆncia de Cauchy de nu´meros racionais.
A proposic¸a˜o abaixo nos garante que se tivermos uma sequeˆncia, constitu´ıda de termos na˜o
nulos, que na˜o converge para zero, enta˜o e´ poss´ıvel definir uma outra sequeˆncia com os inversos dos
termos da sequeˆncia original. O resultado obtido sera´ novamente uma sequeˆncia de Cauchy.
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Proposic¸a˜o 3.24. Seja (xn) uma sequeˆncia de Cauchy de nu´meros racionais tal que lim
n→∞xn 6= 0
e xn 6= 0, para todo n ∈ N∗. Enta˜o,
(
1
xn
)
e´ uma sequeˆncia de Cauchy.
Demonstrac¸a˜o. Primeiramente observe que∣∣∣ 1
xm
− 1
xn
∣∣∣ = ∣∣∣xn − xm
xnxm
∣∣∣ = |xn − xm||xn||xm| , ∀n ∈ N∗.
Por outro lado, como xn 9 0, enta˜o ∃ε0 ∈ Q∗+ tal que ∀y ∈ N∗ podemos encontrar ny ∈ N∗ de
forma que ny ≥ y e |xny | ≥ ε0.
Como (xn) e´ uma sequeˆncia de Cauchy, enta˜o, pela Proposic¸a˜o 3.23, (|xn|) tambe´m o e´. Por-
tanto, ∃m1 ∈ N∗ tal que para todo m,n ≥ m1, tem-se que ||xm| − |xn|| < ε02 . Deste modo, infere-se
||xm| − |xnm1 || < ε02 , para todo m ≥ m1. Enta˜o,
−ε0
2
< |xm| − |xm1 | ≤ |xm| − ε0,∀m ≥ m1,
ou equivalentemente,
1
|xm| <
2
ε0
=: k, ∀m ≥ m1.
Novamente, usando o fato que (xn) e´ uma sequeˆncia de Cauchy, temos que existe n2 ∈ N∗ de
modo que
∀m,n ∈ N∗, com m,n ≥ n2 ⇒ |xn − xm| < ε
k2
.
Tomando n0 = max{m1, n2} ∈ N∗ temos, para todo n,m ∈ N∗, com n,m ≥ n0, que∣∣∣ 1
xm
− 1
xn
∣∣∣ = |xn − xm||xn||xm| < εk2 · k2 = ε.
Isto completa a prova da proposic¸a˜o em questa˜o.
A seguir, provaremos que toda sequeˆncia convergente de nu´meros racionais e´ uma sequeˆncia de
Cauchy.
Teorema 3.25. Seja (xn) uma sequeˆncia convergente de nu´meros racionais. Enta˜o, (xn) e´ tambe´m
uma sequeˆncia de Cauchy em Q.
Demonstrac¸a˜o. Suponha que xn → a ∈ Q. Enta˜o, dado ε ∈ Q∗+, existe n0 ∈ N∗ tal que
∀n ∈ N∗, n ≥ n0 ⇒ |xn − a| < ε
2
.
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Desse modo, para todo m,n ∈ N∗, com m,n ≥ n0, tem-se que
|xn − xm| = |xn − a+ a− xm| ≤ |xn − a|+ |xm − a| < ε
2
+
ε
2
= ε.
Consequentemente, (xn) e´ uma sequeˆncia de Cauchy em Q.
Toda sequeˆncia convergente de nu´meros racionais sa˜o sequeˆncias de Cauchy em Q, enta˜o ser
sequeˆncia de Cauchy e´ uma condic¸a˜o necessa´ria de convergeˆncia; pore´m, na˜o e´ condic¸a˜o suficiente.
Na verdade, existem sequeˆncias de Cauchy em Q que na˜o converge em Q, como mostra o exemplo
a seguir.
Exemplo 3.10. Consideremos (xn) a sequeˆncia das ra´ızes aproximadas de 2, constru´ıda como se
segue:
Seja x1 o maior inteiro tal que x
2
1 ≤ 2. Substituindo os poss´ıveis valores para x1 descobrimos
que x1 = 1.
Seja x2 o maior racional da forma 1 +
b1
10 , onde b1 pode ser 0, 1, 2, ... ou 9, determinado por
substituic¸a˜o direta de modo que x22 ≤ 2. Fazendo os ca´lculos obtemos b1 = 4.
Assuma x3 o maior racional da forma 1 +
b1
10 +
b2
102
, onde b2 pode ser 0, 1, 2, ... ou 9, determinado
por substituic¸a˜o direta de modo que x23 ≤ 2. Fazendo os ca´lculos obtemos b2 = 1. E assim
sucessivamente. Logo, o termo geral da sequeˆncia (xn) para todo n ∈ N∗ e´ dado por
xn = 1 +
4
10
+
1
102
+ ...+
bn
10n
,∀ ∈ N∗.
Mostraremos que (xn) na˜o converge para nenhum nu´mero racional. Com esta finalidade vamos
inicialmente provar que x2n −→ 2. Sabemos, atrave´s da construc¸a˜o acima, que x2n ≤ 2 para todo
n ∈ N e tambe´m que (
1 +
4
10
+
1
102
+ ...+
bn + 1
10n
)2
> 2.
Logo, (
1 +
4
10
+
1
102
+ ...+
bn
10n
+
1
10n
)2
> 2 ⇒
(
xn +
1
10n
)2
> 2
⇒ x2n +
2xn
10n
+
1
102n
> 2
⇒ 2− x2n <
2xn
10n
+
1
102n
.
Mas, 1
102n
< 110n e xn < 2 implicam
2− x2n <
4
10n
+
1
10n
=
5
10n
.
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Como 2− x2n ≥ 0, enta˜o
|x2n − 2| = 2− x2 <
5
10n
.
Assim, dado ε ∈ Q∗+ existe n0 ∈ N∗ tal que n0 > 59ε − 19 (Q e´ Arquimediano). Assim sendo, temos
que
∀n ∈ N, n ≥ n0 ⇒ |x2n − 2| <
5
10n
< ε,
basta usar a desigualdade de Bernoulli. Portanto, x2n → 2. Agora vamos provar que (xn) e´ uma
sequeˆncia de Cauchy.
Acabamos de provar que (x2n) e´ convergente. Assim sendo, em consequeˆncia do Teorema 3.25,
segue que (x2n) e´ uma sequeˆncia de Cauchy. Enta˜o, dado ε ∈ Q∗+ existe n0 ∈ N∗ tal que
∀n,m ∈ N, n,m ≥ n0 ⇒ |x2m − x2n| < 2ε.
Mas, por distributividade, podemos concluir que
|xm − xn||xm + xn| = |x2m − x2n| < 2ε⇒ |xm − xn| <
2ε
|xm + xn| .
Como |xm + xn| > 2 (ver construc¸a˜o de (xn)), enta˜o, para todo m,n ≥ n0, temos
|xm − xn| < 2ε|xm + xn| <
2ε
2
= ε.
Isto nos mostra que (xn) e´ de Cauchy em Q.
Suponhamos, finalmente, que existe um nu´mero racional ab tal que xn → ab , enta˜o, pelo Teorema
3.20, chegamos a x2n →
(
a
b
)2
. Pore´m, ja´ provamos que x2n → 2. Como o limite de uma sequeˆncia
de nu´meros racionais e´ u´nico, de acordo com a Proposic¸a˜o 3.21, enta˜o
(a
b
)2
= 2. Ja´ provamos que
isto e´ um absurdo. Logo, (xn) na˜o converge para nenhum nu´mero racional.
3.8 Aplicac¸a˜o dos racionais (Me´todo de Sylvester)
Nossa aplicac¸a˜o neste cap´ıtulo, inicialmente, sera´ uma aplicac¸a˜o de um me´todo proposto pelo
matema´tico James Joseph Sylvester (1814 - 1897). Sylvester propoˆs escrever um nu´mero racional
a, 0 < a < 1, como soma de frac¸o˜es unita´rias. Vamos chamar de frac¸o˜es unita´rias as frac¸o˜es de
numerador 1. Toda frac¸a˜o unita´ria pode ser desdobrada como soma de duas frac¸o˜es unita´rias.
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James Joseph Sylvester
Professor e matema´tico ingleˆs nascido em Londres, um dos criadores da a´lgebra moderna e
publicou numerosos trabalhos, notadamente sobre polinoˆmios. Contribuiu fundamentalmente no
desenvolvimento da teoria matricial, teoria dos invariantes, teoria dos nu´meros e ana´lise combi-
nato´ria. Desempenhou papel fundamental no desenvolvimento da matema´tica nos Estados Unidos
na segunda metade do se´culo XIX, quando professor da Universidade Johns Hopkins e fundador
do American Journal of Mathematics. Criou a palavra totiente, pela qual e´ reconhecida a Func¸a˜o
totiente de Euler, usada em teoria dos nu´meros e criptografia RSA, a qual foi usada por Leonhard
Euler para provar o Pequeno Teorema de Fermat.
Frequ¨entou duas escolas prima´rias em Londres, e teve a instruc¸a˜o secunda´ria na Royal Institu-
tion em Liverpool. Entrou (1833) e fez graduac¸a˜o no St. John’s College, em Cambridge e teve como
colegas dois outros matema´ticos famosos: Duncan Gregory e George Green. Para obter o grau era
necessa´rio para um estudante assinar um juramento religioso para a Igreja de Inglaterra, mas como
ele era judeu, e de temperamento irrequieto e irreverente, recusou-se a fazer o juramento necessa´rio
e, assim, na˜o poˆde se formar e, assim, tambe´m na˜o pode ganhar o Smith’s prize nem o Fellowship.
Foi ensinar f´ısica na University of London (1838) onde seu professor De Morgan tambe´m ensinava,
um dos poucos lugares que na˜o o vetaram por causa da sua religia˜o, la´ permanecendo durante treˆs
anos. Eleito Fellow da Royal Society (1839), foi ensinar na Universidade da Virg´ınia (1841), onde
ficou apenas treˆs meses, fugindo para Nova Iorque depois de bater em um estudante que o tinha
insultado, e voltando para a Inglaterra. No per´ıodo seguinte (1841-1850), formou-se em direito e
trabalhou como atua´rio e advogado, mas deu instruc¸a˜o de matema´tica. Enta˜o, conheceu Cayley,
que tambe´m era um advogado, opostamente um sujeito de temperamento do´cil. Ambos trabalha-
ram nos tribunais da Pousada de Lincoln em Londres e tornaram-se grandes amigos e resolveram
abandonar as leis para se dedicarem a matema´tica. Desenvolveram importante trabalho em teo-
ria de matrizes para estudos de geometria (1851) e editaram va´rias publicac¸o˜es conjuntas sobre
a teoria das invariantes, chegando a serem chamados de geˆmeos invariantes. Tornou-se professor
de matema´tica na Royal Military Academy em Woolwich (1854) e ganhou a Royal Society Royal
Medal (1861). Aposentado compulsoriamente da academia militar aos 55 anos, publicou The Laws
of Verse, um texto matema´tico em versos do qual muito se envaidecia, ponto de a`s vezes se assinar
”J. J. Sylvester, autor de As Leis de Verso”. Tornou-se o segundo presidente London Mathematical
Society (1866-1868), substituindo De Morgan. Voltou aos Estados Unidos (1876), desta vez para a
enta˜o rece´m-fundada Johns Hopkins University, onde ficou (1876-1883), e fundou (1878) o Ameri-
can Journal of Mathematics, a primeira revista de matema´tica dos EEUU. Voltou a Inglaterra para
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ensinar na Universidade de Oxford, convidado para a cadeira de Savilian Professor of Geometry
(1883). Foi agraciado com Royal Society Copley Medal (1880) e foi o primeiro ganhador da meda-
lha de ouro que a Sociedade premiou em honra a De Morgan, a De Morgan Medal (1887). Com
atritos com os estudantes e sofrendo de perda de memo´ria, voltou a Londres (1892) onde dedicou
seus u´ltimos anos ao Athenaeum.
O me´todo
Vejamos a descric¸a˜o do me´todo:
i) achar a maior frac¸a˜o unita´ria que seja menor que a frac¸a˜o dada
ii) subtrair essa frac¸a˜o unita´ria da frac¸a˜o dada
iii) achar a maior frac¸a˜o unita´ria menor que a diferenc¸a obtida em ii
iv) subtrair desta diferenc¸a, a frac¸a˜o unita´ria obtida em iii
v) continuar o processo ate´ que uma das diferenc¸as seja frac¸a˜o unita´ria.
Aplicac¸a˜o do me´todo
Agora iremos aplicar esse processo a` seguinte frac¸a˜o: 1320
Resoluc¸a˜o:
1
a <
13
20 ⇒ 20 < 13a
Logo a = 2 e´ o menor natural para o qual a desigualdade se verifica.
Como 320 − 17 = 1140 e´ unita´ria, enta˜o 1320 = 12 + 320 = 12 + 17 + 1140 .
Uma outra aplicac¸a˜o
Seja K um corpo. Uma aplicac¸a˜o bijetora f : K → K se diz um automorfismo de K se:
f(x+ y) = f(x) + f(y) e f(xy) = f(x)f(y), para todo par de elementos x, y ∈ K. Mostre, atrave´s
das etapas seguintes, que o u´nico automorfismo f de Q e´ a aplicac¸a˜o ideˆntica: i) f(1) = 1; ii)
f(−a) = −f(a),∀a ∈ Q; iii) f(m) = m,∀m ∈ Z; iv) f( 1
n
) = (
1
n
), ∀n ∈ N∗; v) f(m
n
) =
m
n
,∀m,n ∈
Z, n 6= 0.
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Resoluc¸a˜o: ii) Como f(0) = f(0 + 0) = f(0) + f(0), enta˜o, pela lei do cancelamento da adic¸a˜o,
f(0) = 0. Assim, ∀a ∈ Q: f(−a) + f(a) = f((−a) + a) = f(0) = 0; enta˜o, f(−a) = −f(a). iv)
1 = f(1) = f(nn) = f(n.
1
n) = f(
1
n
+
1
n
+ . . .+ 1n) = f(
1
n
)+f( 1n)+ . . .+f(
1
n) = nf(
1
n) =⇒ f( 1n) = 1n .
v) Admitindo n > 0, o que sempre e´ poss´ıvel, f(mn ) = f(m.
1
n) = f(m)f(
1
n) = m.
1
n =
m
n .
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Cap´ıtulo 4
Construc¸a˜o do Nu´meros Reais
Neste cap´ıtulo, estudaremos a construc¸a˜o dos chamados nu´meros reais a partir dos nu´meros
racionais atrave´s de dois me´todos diferentes: Cortes de Dedekind e Sequeˆncias de Cauchy (referimos
a [6, 7, 8, 9, ?]).
4.1 Construc¸a˜o por Cortes de Dedekind
Permita-nos comec¸armos a construc¸a˜o dos nu´meros reais pelos famosos cortes de Dedekind. E´
importante ressaltar que a teoria desenvolvida no cap´ıtulo anterior e´ imprescind´ıvel para o enten-
dimento desta sec¸a˜o.
4.1.1 Conjunto dos Cortes
Nesta subsec¸a˜o, definiremos qual e´ significado matema´tico para cortes e classificaremos quais
cortes admitem cota superior mı´nima.
Definic¸a˜o 4.1. Um conjunto α de nu´meros racionais diz-se um corte se satisfizer as seguintes
condic¸o˜es:
i) α 6= ∅ e α 6= Q;
ii) se r ∈ α e s < r, s ∈ Q, enta˜o s ∈ α;
iii) α na˜o admite elemento ma´ximo.
Vejamos um exemplo de conjunto que e´ um corte e outros que na˜o satisfazem a definic¸a˜o acima.
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Exemplo 4.1. O conjunto α = {x ∈ Q/x < 35} e´ um corte.
i) Como 0 ∈ α temos que α 6= ∅. Ale´m disso, α 6= Q, pois 1 ∈ Q e 1 /∈ α;
ii) Seja r ∈ α e s < r (com s ∈ Q); assim, s < r < 35 . Da´ı, temos s < 35 . Logo, s ∈ α;
iii) Suponhamos que exista um elemento ma´ximo em α, digamos x = maxα. Da´ı, segue que r ≤ x
para todo r ∈ α, enta˜o x < 35 . Atrave´s da Proposic¸a˜o 3.11, conclu´ımos que
x < 2−1(x+
3
5
) <
3
5
.
O que e´ um contradic¸a˜o, visto que x = maxα. Logo, α na˜o possui elemento ma´ximo.
Portanto, α e´ um corte.
Exemplo 4.2. O conjunto β = {x ∈ Q/x > 35} na˜o e´ um corte. Note que 1 ∈ β, 0 /∈ β e 0 < 1.
Portanto, β na˜o e´ um corte.
Exemplo 4.3. O conjunto γ = {x ∈ Q/x ≤ 35} na˜o e´ um corte. Observe que 35 e´ o elemento
ma´ximo de γ. Este fato contraria o item iii) da Definic¸a˜o 4.1. Portanto, γ na˜o e´ um corte.
Exemplo 4.4. O conjunto δ = {x ∈ Q/ − 3 < x < 85} na˜o e´ um corte. De fato, seja r = 1 ∈ δ e
s = −4 ∈ Q; logo, −4 /∈ δ. Portanto, δ na˜o e´ um corte.
Exemplo 4.5. θ = Q∗ na˜o e´ um corte. Qualquer que seja r > 0 temos que r ∈ θ. Mas s = 0 ∈ Q,
satisfaz s < r e s /∈ θ. Portanto, θ na˜o e´ um corte.
Exemplo 4.6. ω = {1, 4, 35} na˜o e´ um corte. Note que r = 4 ∈ ω e s = 2 ∈ Q (com s < r).
Todavia, 2 /∈ ω. Portanto, ω na˜o e´ um corte.
A seguir provaremos que todo corte e´ limitado superiormente em Q.
Proposic¸a˜o 4.1. Seja γ um corte. Enta˜o, γ e´ limitado superiormente.
Demonstrac¸a˜o. Seja γ um corte. Suponhamos, por absurdo, que γ e´ ilimitado superiormente em
Q, i.e, que para cada a ∈ Q ∃ra ∈ γ, tal que a < ra. Assim, do fato que ∅ 6= γ 6= Q (item i) da
Definic¸a˜o 4.1), temos que ∃a0 ∈ Q com a0 /∈ γ. Para a0 ∈ Q, ∃ra0 ∈ γ tal que a0 < ra0 . Logo,
a0 ∈ γ pelo item ii) da Definic¸a˜o 4.1. Isto e´ um absurdo (a0 /∈ γ). Portanto, todo corte e´ limitado
superiormente em Q.
O resultado abaixo nos mostra como caracterizar todas as cotas superiores de um corte.
127
Proposic¸a˜o 4.2. Seja α um corte e r ∈ Q. Enta˜o, r e´ cota superior de α se, e somente se,
r ∈ Q\α.
Demonstrac¸a˜o. (⇒) Se r e´ cota superior de α, enta˜o r na˜o pode pertencer a α, caso contra´rio r
seria elemento ma´ximo de α. Isto contradiz o item iii) da definic¸a˜o de corte.
(⇐) Se r ∈ Q\α, enta˜o r e´ cota superior de α, pois, caso contra´rio, haveria s ∈ α tal que r < s,
o que, pelo item ii) da definic¸a˜o de corte, obrigaria r a pertencer a α. Isto e´ uma contradic¸a˜o.
A proposic¸a˜o abaixo nos mostra como exemplificar alguns cortes que admitem cota superior
mı´nima.
Proposic¸a˜o 4.3. Se r ∈ Q e α = {x ∈ Q/x < r}, enta˜o α e´ um corte e r e´ a menor cota superior
de α.
Demonstrac¸a˜o. Vejamos como justificar cada item da definic¸a˜o de corte para α.
i) α 6= ∅, pois x = r − 1 ∈ α. Ale´m disso, α 6= Q, pois r /∈ α e r ∈ Q.
ii) Sejam s ∈ α, t ∈ Q e t < s. Assim, t < s < r. Consequentemente, t < r. Portanto t ∈ α;
iii) Suponha, por absurdo, que exista um elemento s = maxα. Da´ı ter´ıamos s < r (s ∈ α)
e, portanto s < 2−1(s + r) < r. Contrariando a maximalidade de s (2−1(s + r) ∈ α e
s < 2−1(s+ r)). Logo, temos que α na˜o possui elemento ma´ximo.
Portanto α e´ um corte. Agora mostraremos que r e´ a menor cota superior de α. De fato, pela
Proposic¸a˜o 4.2, conclu´ımos que r e´ cota superior de α, ja´ que r ∈ Q\α. Ale´m disso, se s ∈ Q e´
cota superior de α e s < r, ter´ıamos s ∈ α (α e´ um corte). Assim, s seria o elemento ma´ximo de
α, contradizendo assim o fato de α ser corte. Portanto, r ≤ s para toda cota superior s ∈ α, isto
e´, r e´ a menor cota superior de α.
Definic¸a˜o 4.2. Os cortes do tipo da Preposic¸a˜o 4.3 sa˜o denominados cortes racionais e sa˜o repre-
sentados por r∗, i.e.,
r∗ = {x ∈ Q/x < r},
onde r ∈ Q.
O resultado abaixo comprova que a rec´ıproca da Proposic¸a˜o 4.3 e´ verdadeira.
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Proposic¸a˜o 4.4. Todo corte que possui cota superior mı´nima e´ racional.
Demonstrac¸a˜o. Seja γ um corte com cota superior mı´nima, digamos r. Assim, x ≤ r, ∀x ∈ γ. Note
que r /∈ γ; caso contra´rio r ∈ γ, ter´ıamos que r seria um ma´ximo para γ. Isto e´ um absurdo de
acordo com a definic¸a˜o de corte. Logo, x < r, ∀x ∈ γ.
Afirmamos que γ = r∗. De fato, seja s ∈ r∗, enta˜o s ∈ Q e s < r. Pela minimalidade de r,
temos que s na˜o e´ cota superior de γ. Dessa forma, ∃x0 ∈ γ tal que s < x0. Como γ e´ um corte,
enta˜o s ∈ γ. Logo, r∗ ⊆ γ. Reciprocamente, se x ∈ γ enta˜o x < r (pelo que ja´ foi feito acima). Isto
nos diz que x ∈ r∗. Portanto, γ ⊆ r∗. Por fim, γ = r∗, i.e., γ e´ um corte racional.
Vejamos um exemplo de um corte que na˜o e´ racional
Teorema 4.1. Seja α = Q∗− ∪ {x ∈ Q+/x2 < 2}. Enta˜o α e´ um corte que na˜o e´ racional.
Demonstrac¸a˜o. Primeiramente vamos mostrar que α e´ um corte.
i) α 6= ∅, pois 0 ∈ α. Ale´m disso, α 6= Q, pois 3 ∈ Q e 3 /∈ α;
ii) Sejam r ∈ α e s ∈ Q, com s < r. Da´ı,
• se s ∈ Q∗−, enta˜o s ∈ α;
• se s > 0, enta˜o s2 < r2 < 2 (r ∈ α), ou seja, s ∈ α;
iii) Para cada r ∈ α e´ poss´ıvel encontrar um racional s tal que r < s (isto significa que α na˜o
possui ma´ximo). De fato, suponhamos que r ∈ α. Dessa forma,
• se r ∈ Q∗−, enta˜o s = 1 ∈ α e r < s;
• se r > 0 e r2 < 2, tomemos h ∈ Q com 0 < h < min{1, 2−r22r+1} (use a me´dia aritme´tica para
garantir a existeˆncia de h). Seja s = r + h. Logo, s ∈ Q e r < s. Ale´m disso,
s2 = r2 + 2rh+ h2 = r2 + (h+ 2r)h.
Como 0 < h < 1, temos que
s2 < r2 + (1 + 2r)h.
Por outro lado, como h < 2−r
2
2r+1 , chegamos a
s2 < r2 + (1 + 2r)
2− r2
2r + 1
< r2 + 2− r2 = 2.
Portanto, s ∈ α. Donde, conclu´ımos que α e´ um corte.
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Mostraremos agora que α na˜o possui cota superior mı´nima (a Proposic¸a˜o 4.4 nos diz que α na˜o e´
racional). Os racionais que na˜o pertencem a α sa˜o os positivos que teˆm quadrado maior ou igual
a 2. Ale´m disso, sabemos que na˜o existe racional cujo quadrado e´ igual a 2 (ver Proposic¸a˜o 3.20).
Sendo assim, q e´ uma cota superior de α se q ∈ Q∗+ e q2 > 2. Mostraremos que, para cada cota
superior p, encontraremos outra cota superior q tal que q < p. De fato, seja p uma cota superior
de α, ou seja, p ∈ Q∗+ e p2 > 2. Seja q = p− p
2−2
2p . Assim, 0 < q < p, pois p
2 − 2 > 0 e
q2 = p2 − 2pp
2 − 2
2p
+
(p2 − 2
2p
)2
= 2 +
(p2 − 2
2p
)2
> 2.
Logo, q < p e q2 > 2. Como quer´ıamos demonstrar.
Para finalizar esta subsec¸a˜o acrescentaremos um notac¸a˜o para o conjunto de todos os cortes.
Definic¸a˜o 4.3. Denotaremos por R o conjunto de todos os cortes, i.e.,
R = {α ⊂ Q/α e´ um corte}.
4.1.2 Relac¸a˜o de Ordem Envolvendo Cortes
Nesta subsec¸a˜o, definiremos uma relac¸a˜o de ordem em R. Mais precisamente, esclareceremos
quando um corte e´ menor do que ou igual a outro.
Definic¸a˜o 4.4. Sejam α, β ∈ R. Dizemos que α e´ menor do que β, e escrevemos α < β, quando
β\α 6= ∅.
Os s´ımbolos ≤, >,≥ podem ser definidos de maneira natural, atrave´s da definic¸a˜o de < dada
acima.
Exemplo 4.7. Vejamos alguns exemplos para a definic¸a˜o acima.
1) (35)
∗ < 4∗, pois 2 ∈ 4∗\(35)∗;
2) 0∗ < 1∗, pois 12 ∈ 1∗\0∗;
3) (−3)∗ < 0∗, pois −1 ∈ 0∗\(−3)∗;
4) Seja α o corte do Teorema 4.1. Enta˜o α < 2∗, pois 1810 ∈ 2∗\α.
Vejamos abaixo como definir os sinais dos cortes, atrave´s da definic¸a˜o dada acima.
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Definic¸a˜o 4.5. Dizemos que α ∈ R e´ um corte positivo se α > 0∗. Analogamente, chamamos α
corte negativo se α < 0∗. α e´ dito corte na˜o negativo se α ≤ 0∗. Se escrevermos α ≥ 0∗, enta˜o
dizemos que α e´ um corte na˜o positivo.
Exemplo 4.8. O corte 1∗ e´ positivo, pois 1∗ > 0∗. Ja´ (−3)∗ e´ negativo, fornecido que (−3)∗ < 0∗.
A seguir, daremos mais duas propriedades envolvendo cortes racionais.
Proposic¸a˜o 4.5. Sejam p, q ∈ Q. Enta˜o valem as seguintes equivaleˆncias:
i) p∗ = q∗ ⇔ p = q;
ii) p∗ < q∗ ⇔ p < q.
Demonstrac¸a˜o. i) (⇒) Suponha que p∗ = q∗. Enta˜o se x ∈ p∗, temos que x < q (pois x ∈ q∗).
Enta˜o, q e´ uma cota superior para p∗. Assim, q /∈ p∗. Logo, p ≤ q. Por outro lado, se x ∈ q∗,
temos que x < p. Da´ı, p e´ cota superior de q∗, Deste modo p /∈ q∗. Assim q ≤ p. Portanto,
p = q.
(⇐) Trivial.
ii) (⇒) Como p∗ < q∗, temos que ∃x ∈ q∗, tal que x /∈ p∗, ou seja, x < q e p ≤ x. Da´ı p ≤ x < q.
Logo, p < q.
(⇐) Se p < q, enta˜o p ∈ q∗. E por definic¸a˜o temos que p /∈ p∗. Portanto p∗ < q∗.
O resultado abaixo mostra como caracterizar as relac¸o˜es < e ≤, por utilizar a inclusa˜o entre
conjuntos.
Proposic¸a˜o 4.6. Sejam α, β ∈ R. Enta˜o sa˜o va´lidas as equivaleˆncias abaixo:
i) α < β ⇔ α ⊂ β e α 6= β;
ii) α ≤ β ⇔ α ⊂ β.
Demonstrac¸a˜o. i) (⇒) Se α < β, enta˜o ∃x0 ∈ β\α (pois β\α 6= ∅). Logo, x0 ∈ β e x0 /∈ α (isto ja´
garante que α 6= β). Agora, seja r ∈ α, enta˜o r na˜o pode ser maior do que x0; caso contra´rio,
x0 < r, ter´ıamos, pela definic¸a˜o de corte, x0 ∈ α. Isto e´ uma contradic¸a˜o! (x0 /∈ α). Portanto,
r ≤ x0. Como x0 ∈ β e β e´ um corte, enta˜o r ∈ β. Dessa forma, α ⊂ β.
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(⇐) Suponha que α ⊂ β e α 6= β. Enta˜o, ∃x0 ∈ β tal que x0 /∈ α. Logo, x0 ∈ β\α. Portanto,
α < β.
ii) (⇒) Se α < β, enta˜o, pelo item anterior, tem-se que α ⊂ β. Se α = β, enta˜o, trivialmente,
temos que α ⊂ β.
(⇐) Se α ⊂ β e α 6= β, enta˜o, pelo item anterior, conclu´ımos que α < β. Se α = β, enta˜o
α ≤ β.
O teorema a seguir mostra que os elementos de C satisfazem a tricotomia.
Teorema 4.2 (Tricotomia). Sejam α, β ∈ R. Enta˜o, ou α = β ou α < β ou α > β.
Demonstrac¸a˜o. E´ claro que α = β exclui as outras duas possibilidades (pela definic¸a˜o de igualdade
de conjuntos). De modo ana´logo, as outras possibilidades α < β ou α > β claramente excluem
α = β. Mostremos que as desigualdades se excluem mutuamente. Suponhamos o contra´rio, ou
seja, que α < β e α > β ocorram simultaneamente. Enta˜o, existem r ∈ β\α e s ∈ α\β. Como
r ∈ β e s /∈ β encontramos r < s. Caso contra´rio, s ≤ r, ter´ıamos s ∈ β, pela definic¸a˜o de corte.
Analogamente, temos s < r (usando o fato que s ∈ α e r /∈ α), contradizendo a lei da tricotomia
em Q. Conclu´ımos que no ma´ximo uma das treˆs possibilidades ocorre. Para mostrar que uma delas
necessariamente ocorre, temos que α = β ou α 6= β. Se α = β, na˜o ha´ nada a provar. Suponhamos
α 6= β. Enta˜o α\β 6= ∅ ou β\α 6= ∅. No primeiro caso, β < α e, no segundo caso, chegamos a
α < β.
agora estamos prontos para estabelecermos uma relac¸a˜o de ordem em R.
Teorema 4.3. A relac¸a˜o ≤ e´ uma relac¸a˜o de ordem em R.
Demonstrac¸a˜o. i) [Reflexiva]: Seja α ∈ R. Claramente α ⊂ α, da´ı α ≤ α;
ii) [Antissimetria]: Sejam α, β ∈ R, com α ≤ β e β ≤ α, pela tricotomia em R, temos que α = β;
iii) [Transitividade]: Sejam α, β, γ ∈ R, com α ≤ β e β ≤ γ. Da Proposic¸a˜o 4.6, tiramos que α ⊂ β
e β ⊂ γ e, das propriedades de conjuntos, conclu´ımos que α ⊂ γ, ou seja, α ≤ γ.
Portanto, ≤ e´ uma relac¸a˜o de ordem em R.
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4.1.3 Operac¸o˜es Elementares Envolvendo Cortes
Nesta subsec¸a˜o, vamos estabelecer a definic¸a˜o das operac¸o˜es de adic¸a˜o e multiplicac¸a˜o em R.
Ale´m disso, mostraremos as propriedades mais elementares provenientes destas operac¸o˜es.
Definic¸a˜o 4.6. Sejam α, β ∈ R. Denotamos por α+β, e chamamos adic¸a˜o entre α e β, o seguinte
conjunto:
α+ β := {r + s ∈ Q/r ∈ α, s ∈ β}.
A proposic¸a˜o a seguir nos mostra que a adic¸a˜o entre dois cortes e´ novamente um corte. Portanto,
a adic¸a˜o e´ uma aplicac¸a˜o da forma + : R× R→ R.
Proposic¸a˜o 4.7. Sejam α, β ∈ R. Enta˜o α+ β ∈ R.
Demonstrac¸a˜o. Mostraremos que α+ β satisfaz as treˆs condic¸o˜es da definic¸a˜o de corte.
i) Como α, β ∈ R, enta˜o α + β 6= ∅ (desde que α 6= ∅ e β 6= ∅). Ale´m disso, existem t ∈ Q\α
e u ∈ Q\β (pois α 6= Q e β 6= Q). Consequentemente, t e s sa˜o cotas superiores de α e β,
respectivamente. Da´ı,
t > r,∀r ∈ α e u > s,∀s ∈ β.
Por conseguinte,
t+ u > r + s, ∀r ∈ α,∀s ∈ β,
ou seja, t+ u /∈ α+ β. Logo α+ β 6= Q;
ii) Sejam r ∈ α+ β e s < r (s ∈ Q). Mostremos que s ∈ α+ β. Lembre que r = p+ q, com p ∈ α
e q ∈ β. Enta˜o, s < p + q. Podemos escrever s = p + q′ com q′ < q (q′ = s − p ∈ Q). Note
que q′ ∈ β (pela definic¸a˜o de corte). Logo, s = p+ q′, com p ∈ α e q′ ∈ β, ou seja, s ∈ α+ β;
iii) Vamos mostrar que em α+β na˜o ha´ elemento ma´ximo, ou seja, dado r ∈ α+β, existe s ∈ α+β
com s > r. Com efeito, seja r = p + q, com p ∈ α e q ∈ β. Sabemos que existe p′ ∈ α com
p′ > p (ver item iii) da Definic¸a˜o 4.1). Portanto, o racional s = p′+ q ∈ α+β e´ maior do que
r.
Vejamos, abaixo, que a adic¸a˜o de cortes racionais resulta em outro corte racional.
Proposic¸a˜o 4.8. Se p, q ∈ Q, enta˜o p∗ + q∗ = (p+ q)∗.
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Demonstrac¸a˜o. Primeiramente, vamos provar que p∗ + q∗ ⊂ (p + q)∗. Seja x ∈ p∗ + q∗, enta˜o
x = a+ b com a ∈ p∗ e b ∈ q∗. Da´ı, a < p e b < q. Assim,
x = a+ b < p+ q,
isto e´, x ∈ (p + q)∗. Reciprocamente, vamos mostrar que (p + q)∗ ⊂ p∗ + q∗. Seja y ∈ (p + q)∗,
enta˜o y < p+ q. Seja y = c+ d, com
c =
y
2
+
p
2
− q
2
e d =
y
2
+
q
2
− p
2
.
E´ fa´cil ver que c < p, pois
c =
y
2
+
p
2
− q
2
< p⇔ y < p+ q
e tambe´m d < q, ja´ que
d =
y
2
+
q
2
− p
2
< q ⇔ y < p+ q,
isto e´, c ∈ p∗ e d ∈ q∗. Portanto, y = c+ d ∈ p∗ + q∗. Por fim, p∗ + q∗ = (p+ q)∗.
o teorema abaixo no mostra que os elementos de R satisfazem a propriedade comutativa.
Teorema 4.4 (Comutatividade). Sejam α, β ∈ R. Enta˜o, α+ β = β + α.
Demonstrac¸a˜o. E´ fa´cil checar que
α+ β = {r + s ∈ Q/r ∈ α, s ∈ β} = {s+ r ∈ Q/s ∈ β, r ∈ α} = β + α.
Isto completa a prova em questa˜o.
Agora, provemos a associatividade em R.
Teorema 4.5 (Associatividade). Sejam α, β, γ ∈ R. Enta˜o, (α+ β) + γ = α+ (β + γ).
Demonstrac¸a˜o. Note que
(α+ β) + γ = {r + s ∈ Q/r ∈ α+ β, s ∈ γ}
= {(a+ b) + s ∈ Q/a ∈ α, b ∈ β, s ∈ γ}
= {a+ (b+ s) ∈ Q/a ∈ α, b+ s ∈ β + γ}
= {a+ c ∈ Q/a ∈ α, c ∈ β + γ}
= α+ (β + γ).
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O elemento neutro da adic¸a˜o em R e´ dado por 0∗.
Teorema 4.6 (Elemento Neutro). Seja α ∈ R. Enta˜o, α + 0∗ = α. Ale´m disso, 0∗ e´ o u´nico
elemento de R que satisfaz esta igualdade.
Demonstrac¸a˜o. Desejamos verificar as duas incluso˜es: α+ 0∗ ⊂ α e α ⊂ α+ 0∗.
(α+ 0∗ ⊂ α): Seja r ∈ α+ 0∗. Enta˜o r = p+ q, com p ∈ α e q ∈ 0∗. Assim, q < 0. Dessa forma,
r < p e, portanto, a partir do item ii) da Definic¸a˜o 4.1, temos que r ∈ α.
(α ⊂ α+ 0∗): Seja agora r ∈ α. Sabendo que existe s ∈ α com s > r (ver item iii) da Definic¸a˜o
4.1), podemos expressar r como r = s+ (r− s), onde r− s ∈ 0∗. Por fim, r ∈ α+ 0∗. Deste modo,
α ⊂ α+ 0∗.
Suponha que γ ∈ R e´ tal que α+ γ = α para todo α ∈ R. Enta˜o,
γ = γ + 0∗ = 0∗ + γ = 0∗.
Isto conclui a prova do teorema em questa˜o.
O lema a seguir sera´ u´til na busca por um sime´trico para cada elemento de R.
Lema 4.1. Sejam α ∈ R e r ∈ Q∗+. Enta˜o, existem p, q ∈ Q, tais que p ∈ α, q /∈ α, q na˜o e´ cota
superior mı´nima de α e q − p = r.
Demonstrac¸a˜o. Como α e´ um corte α 6= ∅. Logo, ∃s ∈ α. Assim sendo, seja Y = {n ∈ N/sn ∈ α},
onde
sn = s+ nr, ∀n ∈ N.
E´ fa´cil ver que
s0 = s+ 0 · r = s ∈ α.
Logo, 0 ∈ Y . Isto nos diz que Y 6= ∅. Por outro lado, como α e´ um corte, enta˜o ∃q0 ∈ Q\α. Dessa
forma, q0 e´ uma cota superior de α. Isto nos diz que x < q0, para todo x ∈ α. Consequentemente,
sn < q0, para todo n ∈ Y , ou equivalentemente,
n <
q0 − s
r
, ∀n ∈ Y,
onde s < q0 (s ∈ α) e r ∈ Q∗+. Com isso, podemos concluir que Y e´ finito. Dessa forma, existe
m ∈ Y tal que m+ 1 /∈ Y . Isto nos informa que
135
s+mr ∈ α e s+ (m+ 1)r /∈ α.
Deste modo, temos que s+ (m+ 1)r e´ cota superior de α.
Suponhamos que s+ (m+ 1)r e´ uma cota superior mı´nima de α, enta˜o assuma que
p = s+ (m+
1
2
)r e q = s+ (m+ 1)r +
r
2
.
E´ fa´cil ver que q − p = r. Ale´m disso, p ∈ α; caso contra´rio, p seria uma cota superior de α
(p ∈ Q\α) e p < s+ (m+ 1)r (r ∈ Q∗+). Isto contradiz a minimalidade de s+ (m+ 1)r. Por fim, q
e´ uma cota superior, a qual na˜o e´ mı´nima, de α (ja´ que q > s+ (m+ 1)r). Logo, q ∈ Q\α.
Agora considere que s+ (m+ 1)r na˜o e´ cota superior mı´nima de α, enta˜o assuma que
p = s+mr e q = s+ (m+ 1)r.
Vimos acima que p ∈ α e que q ∈ Q\α na˜o e´ uma cota superior mı´nima de α. Ale´m disso,
q − p = r.
O teorema abaixo nos mostra como representar o sime´trico, com relac¸a˜o a adic¸a˜o, para cada
elemento de R.
Teorema 4.7 (Sime´trico). Seja α ∈ R. Enta˜o, existe um u´nico β ∈ R tal que α+ β = 0∗.
Demonstrac¸a˜o. De in´ıcio, mostremos a unicidade de tal β. Suponhamos que α+β1 = α+β2 = 0
∗.
Dessa forma, obtemos
β2 = β2 + 0
∗ = β2 + (α+ β1) = (β2 + α) + β1 = 0∗ + β1 = β1.
Provemos agora a existeˆncia de um corte β que satisfac¸a α+ β = 0∗. Assim sendo, seja
β = {p ∈ Q/− p /∈ α na˜o e´ cota superior mı´nima de α}.
Vamos provar que β e´ um corte.
i) Para mostrar que β 6= ∅, consideremos dois casos:
• α na˜o possui cota superior mı´nima:
Como α e´ um corte, enta˜o α 6= Q e, portanto, ∃q ∈ Q tal que q /∈ α. Assim, basta tomar
p = −q ∈ Q. Consequentemente, −p = q /∈ α. Logo, p ∈ β (α na˜o possui cota superior
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mı´nima) e, assim, β 6= ∅.
• α possui cota superior mı´nima m:
Como m e´ cota superior mı´nima de α, enta˜o m /∈ α (caso contra´rio, m seria elemento ma´ximo
de α, contrariando o item iii) da Definic¸a˜o 4.1). Com isso, m+ 1 /∈ α. Seja p = −m− 1 ∈ Q.
Enta˜o, −p = m+ 1 /∈ α; ale´m disso, −p = m+ 1 6= m. Portanto, p ∈ β e consequentemente,
β 6= ∅.
Para mostrar que β 6= Q, consideremos os mesmos dois casos:
• α na˜o possui cota superior mı´nima:
Como α e´ um corte, enta˜o α 6= ∅, da´ı ∃r ∈ α (r ∈ Q). Tomemos p = −r ∈ Q. Assim,
−p = r ∈ α. Logo, p /∈ β e p ∈ Q.
• α possui cota superior mı´nima m:
Como m e´ cota superior mı´nima de α, enta˜o m − 1 ∈ α (caso contra´rio, m − 1 seria cota
superior de α menor do que m). Seja p = −m + 1 ∈ Q, enta˜o −p = m − 1 ∈ α. Portanto,
p /∈ β e p ∈ Q.
ii) Sejam p ∈ β e q ∈ Q tais que q < p. Mostremos que q ∈ β. Como p ∈ β, enta˜o −p /∈ α (isto
significa que −p e´ cota superior de α) e −p na˜o e´ cota superior mı´nima de α. Como q < p,
enta˜o −p < −q. Da´ı, −q /∈ α (pois, −p /∈ α). Ale´m disso, conclu´ımos que −q e´ cota superior
de α. Temos tambe´m que −q na˜o e´ cota superior mı´nima de α (pois do contra´rio, −q ≤ −p).
Como q ∈ Q, −q /∈ α e −q na˜o e´ cota superior mı´nima de α, conclu´ımos que q ∈ β.
iii) Seja p ∈ β, queremos mostrar que ∃q ∈ β tal que p < q. Dividiremos a prova desta afirmac¸a˜o
em dois casos:
• α na˜o possui cota superior mı´nima:
Como −p /∈ α e −p na˜o e´ cota superior mı´nima de α, enta˜o existe uma cota superior r de α
(r /∈ α), tal que r < −p. Assim, q = −r ∈ β (desde que α na˜o possui cota superior mı´nima)
e p < −r = q. Logo, β na˜o possui elemento ma´ximo.
• α possui cota superior mı´nima m:
Seja q = −m+p2 ∈ Q. Como p ∈ β temos que −p e´ uma cota superior de α (pois −p /∈ α), mas
na˜o a mı´nima de α; portanto, m < −p. Da´ı, p < −m. Sendo assim,
q =
−m+ p
2
= −m
2
+
p
2
>
p
2
+
p
2
= p.
Por outro lado,
−q = m− p
2
=
m
2
− p
2
>
m
2
+
m
2
= m.
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Enta˜o, −q /∈ α (caso contra´rio, −q ≤ m) . Finalmente, como q ∈ Q, −q /∈ α e −q na˜o e´ cota
superior mı´nima de α (−q 6= m), temos que q ∈ β e p < q. Logo, β na˜o possui elemento
ma´ximo.
Portanto, β e´ um corte.
Para finalizar, basta mostra que α+β = 0∗ . Para isso, mostremos que α+β ⊂ 0∗ e 0∗ ⊂ α+β.
Seja x ∈ α + β, com x = a + b, a ∈ α e b ∈ β (lembre que b ∈ β significa −b /∈ α na˜o e´ cota
superior mı´nima de α). Como a ∈ α e −b /∈ α, temos que a < −b (caso contra´rio, −b ≤ a implicaria
−b ∈ α). Da´ı, x = a+ b < 0. Logo, conclu´ımos que x ∈ 0∗.
Reciprocamente, seja p ∈ 0∗. Por definic¸a˜o, p < 0 (−p > 0). Aplicando o Lema 4.1, existem
r ∈ α e r′ /∈ α, com r′ na˜o sendo cota superior mı´nima de α, tais que r′ − r = −p . Segue que
p = r + (−r′), com r ∈ α e −r′ ∈ β. Portanto, p ∈ α+ β. Isto nos informa que 0∗ ⊂ α+ β.
Por fim, α+ β = 0∗.
Definic¸a˜o 4.7. Denotaremos β, encontrado no Teorema 4.7, por −α e o chamaremos sime´trico de
α. Ale´m disso, −α e´ dado por
−α = {p ∈ Q/− p /∈ α na˜o e´ cota superior mı´nima de α}.
Com a definic¸a˜o de sime´trico em ma˜os podemos estabelecer quem e´ o sime´trico de um corte
racional em R.
Proposic¸a˜o 4.9. Seja q ∈ Q. Enta˜o, −q∗ = (−q)∗.
Demonstrac¸a˜o. Seja q ∈ Q. Enta˜o, pela Proposic¸a˜o 4.8, chega-se a
q∗ + (−q)∗ = [q + (−q)]∗ = 0∗.
Como o sime´trico e´ u´nico, enta˜o −q∗ = (−q)∗.
Atrave´s da existeˆncia e unicidade do elemento sime´trico para cada elemento de R, podemos
definir a operac¸a˜o de subtrac¸a˜o em R.
Definic¸a˜o 4.8. Sejam α, β ∈ R. Definimos a subtrac¸a˜o em R por
α− β = α+ (−β).
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Exemplo 4.9. E´ fa´cil checar que
1∗ − 2∗ = 1∗ + (−2∗) = 1∗ + (−2)∗ = [1 + (−2)]∗ = (−1)∗.
Proposic¸a˜o 4.10. Sejam α, β, γ ∈ R. Enta˜o, sa˜o va´lidas as seguintes afirmac¸o˜es:
i) −(−α) = α;
ii) −α+ β = β − α;
iii) α− (−β) = α+ β;
iv) −α− β = −(α+ β);
v) α− (β + γ) = α− β − γ.
Demonstrac¸a˜o. i) Note que
α+ (−α) = −α+ α = 0∗.
Portanto, −(−α) = α;
ii) Tambe´m podemos escrever
β − α = β + (−α) = −α+ β;
iii) Por i), segue que
α− (−β) = α+ [−(−β)] = α+ β;
iv) Pela unicidade do sime´trico, temos que
(−α− β) + (α+ β) = (−α+ α) + (−β + β) = 0∗
implica que −α− β = −(α+ β);
v) Por fim, por iv), chegamos a
α− (β + γ) = α+ [−(β + γ)] = α− β − γ.
Teorema 4.8. Sejam α, β, γ ∈ R. Enta˜o,
α ≤ β ⇔ α+ γ ≤ β + γ.
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Demonstrac¸a˜o. (⇒) Temos, pela Proposic¸a˜o 4.6, que
α+ γ ≤ β + γ ⇔ α+ γ ⊂ β + γ.
Assim sendo, seja t ∈ α + γ, ou seja, t = r + s com r ∈ α e s ∈ γ. Como α ⊂ β (⇔ α ≤ β, pela
Proposic¸a˜o 4.6), enta˜o r ∈ β. Consequentemente, t = r+ s ∈ β+γ, isto e´, α+γ ⊂ β+γ. Portanto
α+ γ ≤ β + γ.
(⇐) Reciprocamente, suponha que α+ γ ≤ β + γ. Pelo que foi feito acima, conclu´ımos que
(α+ γ) + (−γ) ≤ (β + γ) + (−γ),
ou equvalentemente, por associatividade, temos que
α+ [γ + (−γ)] ≤ β + [γ + (−γ)].
Portanto, chegamos a
α+ 0∗ ≤ β + 0∗.
Por fim, podemos escrever α ≤ β. Deste modo, o teorema em questa˜o segue.
Proposic¸a˜o 4.11. Seja α ∈ R. Enta˜o, α < 0∗ ⇔ −α > 0∗.
Demonstrac¸a˜o. (⇒) Como α < 0∗, enta˜o, por definic¸a˜o, ∃q ∈ 0∗ tal que q /∈ α. Vamos admitir,
sem perda de generalidade, que q na˜o e´ cota superior mı´nima de α. Como q ∈ 0∗, enta˜o q < 0.
Denote −r = q, o que nos fornece r > 0. Assim, vemos que r ∈ −α ja´ que −r = q /∈ α na˜o e´ cota
superior mı´nima de α, e que r /∈ 0∗. O que nos garante que −α > 0∗.
(⇐) Suponha que −α > 0∗. Enta˜o, existe p ∈ −α e p /∈ 0∗. Isto nos diz que −p /∈ α (pois −p
e´ cota superior de α), −p na˜o e´ cota superior mı´nima de α (ver definic¸a˜o de sime´trico) e p ≥ 0.
Como −p na˜o e´ uma cota superior mı´nima de α, enta˜o existe q cota superior de α (q /∈ α) tal que
q < −p. Seja r = 2−1[q + (−p)] ∈ Q, enta˜o q < r < −p. Como α e´ um corte, enta˜o r /∈ α (caso
contra´rio, q ∈ α, um absurdo). Ale´m disso, como p ≥ 0, temos que r < −p ≤ 0. Portanto, r < 0.
Isto nos diz que r /∈ α e r ∈ 0∗. Por fim, r ∈ 0∗\α. Consequentemente, α < 0∗.
A partir de agora, nossa meta e´ definir a multiplicac¸a˜o entre dois cortes. Permita-nos comec¸ar
estabelecendo o que significa multiplicar dois cortes na˜o negativos.
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Definic¸a˜o 4.9. Sejam α, β ∈ R tais que α ≥ 0∗, β ≥ 0∗. Definimos a multiplicac¸a˜o α · β (ou αβ)
como sendo o conjunto
α · β = Q∗− ∪ {r ∈ Q/r = pq, p ∈ α, q ∈ β, p ≥ 0, q ≥ 0}.
A proposic¸a˜o a seguir prova que a multiplicac¸a˜o entre dois cortes na˜o negativos e´ novamente
um corte na˜o negativo.
Proposic¸a˜o 4.12. Sejam α, β ∈ R tais que α, β ≥ 0∗. Enta˜o, αβ e´ um corte e αβ ≥ 0∗.
Demonstrac¸a˜o. Mostraremos primeiramente que αβ e´ um corte.
i) Como p = −1 ∈ αβ, logo αβ 6= ∅. Por outro lado, temos que ∃p0 ∈ Q tal que p0 /∈ α (α 6= Q)
e ∃q0 ∈ Q tal que q0 /∈ β (β 6= Q). Mostremos que p0q0 /∈ αβ. Suponhamos que p0q0 ∈ αβ,
ou seja, ∃p ∈ α, q ∈ β, p ≥ 0 e q ≥ 0 tais que p0q0 = pq. Na˜o podemos ter p0 ≤ p (pois,
obter´ıamos p0 ∈ α), nem q0 ≤ q (pois, ter´ıamos q0 ∈ β). Dessa forma, p < p0 e q < q0.
Da´ı, pq < p0q0. O que e´ uma contradic¸a˜o, visto que p0q0 = pq. Portanto, p0q0 /∈ αβ e assim
αβ 6= Q;
ii) Sejam r ∈ αβ e s < r (s ∈ Q). Precisamos mostrar que s ∈ αβ. De fato, se s < 0, temos que
s ∈ Q∗−, logo s ∈ αβ. Suponhamos que s ≥ 0 e, portanto, r > 0. Pelo fato de r ∈ αβ, enta˜o
existem p ∈ α e q ∈ β, tais que r = pq com p ≥ 0, q ≥ 0. Como r > 0, segue que p > 0 e
q > 0. Tomemos t = sp (s ≥ 0 e p > 0 ⇒ t ≥ 0). Se q ≤ t, ter´ıamos pq ≤ pt, ou seja, s ≥ r.
O que e´ um absurdo, ja´ que s < r por hipo´tese. Logo, devemos ter t < q. Mas, como q ∈ β,
enta˜o t ∈ β (β e´ corte). Desse modo, como s = pt, com p ∈ α, t ∈ β com p > 0 e t ≥ 0, enta˜o
s ∈ αβ.
iii) Mostremos agora que αβ na˜o possui elemento ma´ximo, isto e´, dado r ∈ αβ, ∃s ∈ αβ tal que
r < s.
De fato, se r < 0 basta tomar s = r3 < 0 (s ∈ αβ) em ordem a obter s > r.
Suponhamos agora r ≥ 0. Neste caso, r = pq, como p ∈ α, q ∈ β, p ≥ 0 e q ≥ 0. Sabemos
que existem t ∈ α e u ∈ β tais que p < t e q < u (ja´ que α e β na˜o possuem ma´ximos). Logo,
r = pq < tu. Tomando s = tu , temos s ∈ αβ (pois s = tu com t ∈ α, u ∈ β, t > 0 e u > 0) e
s > r. Portanto, αβ na˜o tem ma´ximo.
Deste modo, αβ e´ um corte.
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Por fim, vamos provar que αβ ≥ 0∗. Com efeito, se α, β > 0∗, enta˜o ∃p ∈ α e q ∈ β tais que
p, q /∈ 0∗. Assim, p, q ≥ 0. Logo, pq ≥ 0. Deste modo, podemos concluir que pq ∈ αβ. Da´ı, pq ∈ αβ
e pq /∈ 0∗. Isto nos diz que αβ > 0∗. Se α = 0∗ ou β = 0∗, enta˜o αβ = Q∗− = 0∗. Por fim,
αβ ≥ 0∗.
Para definir a multiplicac¸a˜o de cortes com, pleo menos, um dos fatores sendo negativo, traba-
lharemos com a noc¸a˜o de mo´dulo em R. Mais precisamente, temos a seguinte definic¸a˜o.
Definic¸a˜o 4.10. Dado α ∈ R definimos o mo´dulo (ou o valor absoluto) de α, representado por |α|,
do seguinte modo:
|α| =
{
α, se α ≥ 0∗;
−α, se α < 0∗.
Vejamos algumas propriedades ba´sicas envolvendo o mo´dulo de elementos de R.
Proposic¸a˜o 4.13. Seja α ∈ R. Enta˜o, as seguintes afirmac¸o˜es sa˜o va´lidas:
1) |α| ≥ 0∗;
2) |α| = 0∗ ⇔ α = 0∗;
3) | − α| = |α|.
Demonstrac¸a˜o. i) Se α ≥ 0∗, enta˜o |α| = α ≥ 0∗. Se α < 0∗, enta˜o, pela Proposic¸a˜o 4.11, temos
que −α > 0∗. Logo, |α| = −α > 0∗;
ii) (⇒) Suponha que |α| = 0∗. Assim, se α > 0∗, temos que α = |α| = 0∗. Isto e´ uma contradic¸a˜o.
Agora, se α < 0∗, temos que −α = |α| = 0∗. Logo, α = 0∗. Novamente uma contradic¸a˜o.
Logo, pela tricotomia em R, α = 0∗.
(⇐) Seja α = 0∗, enta˜o, por definic¸a˜o de mo´dulo, |α| = α = 0∗;
iii) Sabemos, atrave´s da Proposic¸a˜o 4.11, que se α ≥ 0∗, enta˜o −α ≤ 0∗. Logo,
|α| = α = −(−α) = | − α|.
Por outro lado, se α < 0∗, enta˜o −α > 0∗. Assim,
|α| = −α = | − α|.
Isto completa a prova da proposic¸a˜o em questa˜o.
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Estamos prontos para definir as multiplicac¸o˜es que restam entre dois cortes.
Definic¸a˜o 4.11. Se α, β ∈ R, definimos:
αβ =
{ −|α||β|, se α ≤ 0∗, β ≥ 0∗ ou α ≥ 0∗, β ≤ 0∗;
|α||β|, se α ≤ 0∗, β ≤ 0∗.
A proposic¸a˜o abaixo, mostra como devemos proceder com as usuais regras de sinal envolvendo
a multiplicac¸a˜o em R.
Proposic¸a˜o 4.14. Sejam α, β ∈ R. Enta˜o,
(−α)β = α(−β) = −αβ, e (−α)(−β) = αβ.
Demonstrac¸a˜o. Vamos separar a prova em quatro casos.
• Caso 1: α ≥ 0∗ e β ≥ 0∗:
Neste caso, temos que −α ≤ 0∗ e −β ≤ 0∗. Da´ı,
(−α)β := −| − α||β| = −|α||β| = −αβ, (4.1)
α(−β) := −|α|| − β| = −|α||β| = −αβ (4.2)
e tambe´m
(−α)(−β) := | − α|| − β| = |α||β| = αβ. (4.3)
• Caso 2: α ≤ 0∗ e β ≤ 0∗:
Aqui −α ≥ 0∗ e −β ≥ 0∗. Por (4.3), obtemos
(−α)β := −| − α||β| = −[(−α)(−β)] = −{[−(−α)][−(−β)]} = −αβ,
α(−β) := −|α|| − β| = −[(−α)(−β)] = −{[−(−α)][−(−β)]} = −αβ
e tambe´m
(−α)(−β) = [−(−α)][−(−β)] = αβ.
• Caso 3: α ≥ 0∗ e β ≤ 0∗:
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Neste caso, −α ≤ 0∗ e −β ≥ 0∗. Com isso, por (4.2) e (4.3), encontramos
(−α)β := | − α||β| = |α||β| = α(−β)
= −{−[α(−β)]} = −{α[−(−β)]}
= −αβ,
α(−β) = (−α)[−(−β)] = (−α)β = −αβ
e tambe´m
(−α)(−β) := −| − α|| − β| = −|α|| − β|
= −[α(−β)] = −[−αβ]
= αβ.
• Caso 4: α ≤ 0∗ e β ≥ 0∗:
Aqui −α ≥ 0∗ e −β ≤ 0∗. Logo, por (4.1), encontramos
(−α)β = −{−[(−α)β]} = −{[−(−α)]β} = −αβ,
α(−β) := |α|| − β| = |α||β| = (−α)β = −αβ
e tambe´m
(−α)(−β) := −| − α|| − β| = −[| − α||β|]
= −[(−α)β] = −[−αβ]
= αβ.
O teorema abaixo, demonstra que na˜o importa a ordem que realizamos a multiplicac¸a˜o entre
dois elementos de R .
Teorema 4.9 (Comutatividade). Sejam α, β ∈ R. Enta˜o, αβ = βα.
Demonstrac¸a˜o. Vamos dividir a prova deste resultado em quatro casos.
Caso 1: Assuma α, β ≥ 0∗:
Seja r ∈ αβ. Se r < 0, enta˜o r ∈ βα (ver definic¸a˜o de multiplicac¸a˜o). Suponhamos r ≥ 0.
Enta˜o, r = pq, p ∈ α, q ∈ β, p ≥ 0 e q ≥ 0. Portanto, r = pq = qp , q ∈ β, p ∈ α, q ≥ 0 e p ≥ 0, isto
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e´, r ∈ βα. Logo αβ ⊂ βα. Analogamente r ∈ βα ⇒ r ∈ αβ, ou seja, βα ⊂ αβ. Isto nos garante
que αβ = βα.
Caso 2: Considere que α ≤ 0∗ e β ≥ 0∗:
Logo,
αβ = −|α||β| = −|β||α| = βα.
Caso 3: Suponha que α ≤ 0∗ e β ≤ 0∗:
E´ fa´cil ver que
αβ = |α||β| = |β||α| = βα.
Caso 4: Assuma α ≥ 0∗ e β ≤ 0∗:
Dessa forma,
αβ = −|α||β| = −|β||α| = βα.
A seguir, provaremos que a associatividade, com relac¸a˜o a` multiplicac¸a˜o, e´ va´lida em R.
Teorema 4.10 (Associatividade). Sejam α, β, γ ∈ R. Enta˜o, (αβ)γ = α(βγ).
Demonstrac¸a˜o. Dividiremos, novamente, a prova deste teorema em oito casos:
Caso 1: Assuma α, β, γ ≥ 0∗:
Esta propriedade tem demonstrac¸a˜o ana´loga a anterior, se dando imediatamente pela associa-
tividade dos racionais, ou seja,
x ∈ (αβ)γ ⇒ x ∈ Q∗− ou x = pq, p ∈ αβ, q ∈ γ, p ≥ 0, q ≥ 0
⇒ x ∈ Q∗− ou x = (rs)q, r ∈ α, s ∈ β, q ∈ γ, r, s, q ≥ 0
⇒ x ∈ Q∗− ou x = r(sq), r ∈ α, s ∈ β, q ∈ γ, r, s, q ≥ 0
⇒ x ∈ Q∗− ou x = rt, r ∈ α, t ∈ βγ, r, t ≥ 0
⇒ x ∈ α(βγ).
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Reciprocamente,
y ∈ α(βγ) ⇒ y ∈ Q∗− ou y = pq, p ∈ α, q ∈ βγ, p, q ≥ 0
⇒ y ∈ Q∗− ou y = p(rs), p ∈ α, r ∈ β, s ∈ γ, p, r, s ≥ 0
⇒ y ∈ Q∗− ou y = (pr)s, p ∈ α, r ∈ β, s ∈ γ, p, r, s ≥ 0
⇒ y ∈ Q∗− ou y = ts, t ∈ αβ, s ∈ γ, t, s ≥ 0
⇒ y ∈ (αβ)γ.
Logo, α(βγ) = (αβ)γ.
Caso 2: Considere α ≤ 0∗, β ≤ 0∗ e γ ≥ 0∗:
Dessa forma, chegamos a
(αβ)γ = (|α||β|)γ = |α|(|β|γ) = (−α)[(−β)γ] = (−α)[−(βγ)] = α(βγ).
Caso 3 : α ≥ 0∗, β ≤ 0∗ e γ ≥ 0∗:
E´ fa´cil checar que
(αβ)γ := [−|α||β|]γ = −(|α||β|)γ
= −|α|(|β|γ) = −α[(−β)γ]
= −α[−βγ] = −[−α(βγ)]
= α(βγ).
Caso 4: Assuma α ≥ 0∗, β ≤ 0∗ e γ ≤ 0∗:
Atrave´s do Caso 1, encontramos
(αβ)γ := [−|α||β|]γ = (|α||β|)(−γ)
= |α|[|β|(−γ)] = α[(−β)(−γ)]
= α(βγ).
Caso 5: Considere α ≤ 0∗, β ≤ 0∗ e γ ≤ 0∗:
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Veja que
(αβ)γ := (|α||β|)γ = (|α||β|)[−(−γ)]
= −(|α||β|)(−γ) = −|α|[|β|(−γ)]
= −(−α)[(−β)(−γ)] = [−(−α)][(−β)(−γ)]
= α(βγ).
Caso 6: Suponha α, β ≥ 0∗ e γ ≤ 0∗:
Neste caso, temos que
(αβ)γ := (αβ)[−(−γ)] = −(αβ)(−γ)
= −α[β(−γ)] = (−α)(−βγ)
= α(βγ).
Caso 7: Assuma α ≤ 0∗, β ≥ 0∗ e γ ≤ 0∗:
Note que
(αβ)γ := −(|α||β|)γ = −(|α||β|)[−(−γ)]
= [|α||β|](−γ) = |α|[|β|(−γ)]
= −α[β(−γ)] = −α[−βγ]
= α(βγ).
Caso 8: Considere que α ≤ 0∗, β ≥ 0∗ e γ ≥ 0∗:
Assim sendo, chegamos a
(αβ)γ := −(|α||β|)γ = −|α|(|β|γ)
= −(−α)(βγ) = [−(−α)](βγ)
= α(βγ).
O resultado abaixo nos apresenta qual e´ o elemento neutro da multiplicac¸a˜o em R.
Teorema 4.11 (Elemento Neutro). Seja α ∈ R. Enta˜o, α · 1∗ = α. Ale´m disso, 1∗ e´ o u´nico
elemento de R que satisfaz esta igualdade.
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Demonstrac¸a˜o. Dividiremos a prova deste teorema em dois casos:
Caso 1: Assuma que α ≥ 0∗:
Seja r ∈ α · 1∗. Suponha primeiramente que r < 0. Se α = 0∗, enta˜o r ∈ 0∗ = α. Portanto,
r ∈ α . Se α > 0∗, enta˜o ∃p ∈ α tal que p /∈ 0∗. Dessa forma, r < 0 ≤ p. Logo, r ∈ α (pois p ∈ α e
α e´ um corte).
Suponhamos agora que r ≥ 0. Assim, r = pq com p ∈ α, q ∈ 1∗, p ≥ 0 e q ≥ 0. Como q ∈ 1∗,
temos que, q < 1. Da´ı, r = pq ≤ p. Como p ∈ α, r ≤ p e α e´ corte, enta˜o r ∈ α. Logo, α · 1∗ ⊂ α.
Por outro lado, considere que r ∈ α. Se r < 0 enta˜o r ∈ α · 1∗, por definic¸a˜o de multiplicac¸a˜o.
Suponhamos agora que r ≥ 0. Tomemos p ∈ α tal que 0 ≤ r < p (pois α na˜o tem ma´ximo). Se
q = rp enta˜o 0 ≤ q < 1 e portanto q ∈ 1∗. Por outro lado, r = pq, p ∈ α, q ∈ 1∗, p > 0, q ≥ 0.
Assim sendo, r ∈ α · 1∗. Portanto, α ⊂ α · 1∗. Logo, α = α · 1∗.
Caso 2: Considere que α < 0∗:
Com isso, podemos concluir que −α > 0∗ (ver Proposic¸a˜o 4.11). Dessa forma, conclu´ımos, pelo
caso anterior, que
α = −(−α) = −[(−α) · 1∗] = [−(−α)] · 1∗ = α · 1∗.
Portanto, 1∗ e´ o elemento neutro da multiplicac¸a˜o.
Agora, suponhamos que existe β ∈ R tal que
αβ = α,∀α ∈ R.
Assim,
1∗ = 1∗ · β = β · 1∗ = β.
Isto mostra que 1∗ e´ o u´nico elemento neutro de R.
Permita-nos, agora, provarmos a distributividade em R.
Teorema 4.12 (Distributividade). Sejam α, β, γ ∈ R. Enta˜o, α(β + γ) = αβ + αγ.
Demonstrac¸a˜o. Dividiremos esta prova em seis casos:
Caso 1: Assuma que α, β, γ ≥ 0∗.
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Sabemos que β ≥ 0∗ e γ ≥ 0∗, implicam que
β + γ ≥ 0∗ + γ = γ ≥ 0∗.
Logo, β + γ ≥ 0∗. Dessa forma,
α(β + γ) = Q∗− ∪ {r ∈ Q/r = pq, com 0 ≤ p ∈ α e 0 ≤ q ∈ β + γ}.
Como 0 ≤ q ∈ β + γ, enta˜o 0 ≤ q = y + z, com y ∈ β e z ∈ γ. Logo, se r ∈ α(β + γ), enta˜o r ∈ Q∗−
ou r = p(y + z), onde 0 ≤ p ∈ α e 0 ≤ y + z com y ∈ β e z ∈ γ. Com isso, r = py + pz, com
0 ≤ p ∈ α, y ∈ β, z ∈ γ e 0 ≤ y + z. Por outro lado, temos que
αβ = Q∗− ∪ {r
′ ∈ Q/r′ = p′y′ , com 0 ≤ p′ ∈ α e 0 ≤ y′ ∈ β} ,
αγ = Q∗− ∪ {r
′′ ∈ Q/r′′ = p′′z′′ , com 0 ≤ p′′ ∈ α e 0 ≤ z′′ ∈ γ}
e tambe´m
αβ + αγ = {s+ t ∈ Q/s ∈ αβ e t ∈ αγ}.
Assim, os elementos de αβ + αγ sa˜o de uma das formas seguintes:
a) a+ b, com a, b ∈ Q∗−;
b) a+ p
′′
z
′′
, com a ∈ Q∗−, 0 ≤ p
′′ ∈ α e 0 ≤ z′′ ∈ γ;
c) p
′
y
′
+ b, com b ∈ Q∗−, 0 ≤ p
′ ∈ α e 0 ≤ y′ ∈ β;
d) p
′
y
′
+ p
′′
z
′′
, com 0 ≤ p′ ∈ α, 0 ≤ y′ ∈ β, 0 ≤ p′′ ∈ α e 0 ≤ z′′ ∈ γ.
Vamos primeiramente provar que os elementos de α(β + γ) sa˜o escritos por uma das expresso˜es
acima. De fato, se o elemento de α(β + γ) e´ racional negativo, enta˜o este e´ dado por a); portanto,
este tambe´m esta´ em αβ + αγ. Agora considere um elemento de α(β + γ) da forma py + pz, com
0 ≤ p ∈ α, y ∈ β, z ∈ γ e 0 ≤ y + z. Se y, z ≥ 0, enta˜o py + pz esta´ representado em d) e;
consequentemente, pertence a αβ+αγ. Se y < 0 e z ≥ 0, enta˜o py+ pz e´ da forma dada em b) (se
p > 0) ou d) (se p = 0); em ambos os casos, py + pz ∈ αβ + αγ. Se y ≥ 0 e z < 0, enta˜o py + pz
e´ da forma estabelecida em c) (se p > 0) ou d) (se p = 0); em qualquer caso py + pz ∈ αβ + αγ.
Conclu´ımos que α(β + γ) ⊂ αβ + αγ.
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Reciprocamente, tomemos agora um elemento de αβ + αγ da forma a). E´ o´bvio que este
pertence a α(β + γ), por definic¸a˜o de multiplicac¸a˜o. Se o elemento de αβ + αγ e´ da forma b), isto
e´, a + p
′′
z
′′
, com 0 ≤ p′′ ∈ α e 0 ≤ z′′ ∈ γ. Note que, se p′′ = 0, enta˜o a + p′′z′′ = a < 0. Logo,
a+ p
′′
z
′′ ∈ α(β + γ). Assuma que p′′ > 0. Se a+ p′′z′′ < 0, enta˜o a+ p′′z′′ ∈ α(β + γ). Considere,
enta˜o que a+ p
′′
z
′′ ≥ 0. Logo,
1
p′′
(a+ p
′′
z
′′
) ≥ 1
p′′
· 0 = 0.
Da´ı, a
p′′
+ z
′′ ≥ 0. Seja y = a
p′′
. Enta˜o, y < 0 (y ∈ 0∗ ⊂ β); logo, y ∈ β. Ale´m disso, y + z′′ ≥ 0.
Portanto,
a+ p
′′
z
′′
= p
′′
(
a
p′′
) + p
′′
z
′′
= p
′′
y + p
′′
z
′′
, 0 ≤ p′′ ∈ α, y ∈ β, 0 ≤ z′′ ∈ γ, y + z′′ ≥ 0.
Isto nos diz que a+ p
′′
z
′′ ∈ α(β + γ). Se o elemento de αβ + αγ e´ da forma c), faz-se de maneira
ana´loga ao item b. Se o elemento de αβ + αγ e´ da forma d), ou seja, p
′
y
′
+ p
′′
z
′′
, com 0 ≤ p′ ∈ α,
0 ≤ y′ ∈ β, 0 ≤ p′′ ∈ α e 0 ≤ z′′ ∈ γ. Suponhamos p′′ ≥ p′ , enta˜o
p
′
y
′
+p
′′
z
′′
= p
′
y
′−p′′y′+p′′y′+p′′z′′ = (p′−p′′)y′+p′′y′+p′′z′′ ≤ 0+p′′y′+p′′z′′ = p′′y′+p′′z′′ ∈ α(β+γ).
Da´ı, p
′
y
′
+ p
′′
z
′′ ∈ α(β + γ) (corte). Suporemos agora, que p′′ < p′ , temos
p
′
y
′
+ p
′′
z
′′
= p
′
y
′
+ p
′
z
′′ − p′z′′ + p′′z′′ = p′y′ + p′z′′ + z′′(−p′ + p′′) ≤ p′y′ + p′z′′ ∈ α(β + γ).
Como α(β + γ) e´ um corte, enta˜o p
′
y
′
+ p
′′
z
′′ ∈ α(β + γ). Portanto, αβ + αγ ⊂ α(β + γ). Logo,
α(β + γ) = αβ + αγ.
Caso 2: Assuma α ≤ 0∗ e β, γ ≥ 0∗:
Aqui, temos que
α(β + γ) = −(−α)(β + γ) = −[(−α)β + (−α)γ]
= [−(−α)β]− (−α)γ = −(−αβ) + {−[−(αγ)]}
= αβ + αγ.
Caso 3: Considere que α, β ≤ 0∗ e γ ≥ 0∗:
Note que, se β + γ ≤ 0∗, enta˜o
α(β + γ) + (−α)γ = (−α)(−β − γ) + (−α)γ = (−α)[−β − γ + γ]
= (−α)(−β) = αβ.
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Assim, somando o sime´trico de (−α)γ em ambos os lados da igualdade resultante, encontramos
α(β + γ) = αβ + [−(−α)γ] = αβ + αγ.
Agora, se β + γ ≥ 0∗, enta˜o
αβ + (−α)(β + γ) = (−α)(−β) + (−α)[β + γ]
= (−α)[−β + β + γ]
= (−α)γ.
Dessa forma, αβ + [−(−α)γ] = −(−α)(β + γ), o que nos diz que αβ + αγ = α(β + γ).
Caso 4: Assuma α, β, γ ≤ 0∗ :
Veja que
β + γ ≤ 0∗ + γ = γ ≤ 0∗.
Logo, pela Proposic¸a˜o 4.11, chegamos a
α(β + γ) = (−α)[−(β + γ)] = (−α)(−β − γ)
= (−α)[(−β) + (−γ)] = (−α)(−β) + (−α)(−γ)
= αβ + αγ,
desde que −α,−β,−γ ≥ 0∗.
Caso 5: Suponha que α ≤ 0∗ e β, γ ≥ 0∗ :
Note que, β + γ ≥ 0∗. Consequentemente,
α(β + γ) = −|α||β + γ| = −[(−α)(β + γ)]
= −[(−α)β + (−α)γ] = −[−αβ − αγ]
= αβ + αγ.
Caso 6: Assuma α ≥ 0∗ e β, γ ≤ 0∗:
Sabemos que
β + γ ≤ 0∗ + γ = γ ≤ 0∗.
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Assim,
α(β + γ) = −|α||β + γ| = −α[−(β + γ)]
= −α(−β − γ) = −[α(−β) + α(−γ)]
= −(−αβ)− (−αγ) = αβ + αγ.
A seguir, provaremos que quando multiplicamos qualquer elemento de R por 0∗ encontramos
novamente o elemento neutro da adic¸a˜o 0∗.
Teorema 4.13. Seja α ∈ R. Enta˜o, α · 0∗ = 0∗.
Demonstrac¸a˜o. Note que, pela distributividade, que
α · 0∗ = α · (0∗ + 0∗) = α · 0∗ + α · 0∗.
Da´ı, somando −α · 0∗, em ambos os lados da igualdade, obtemos
0∗ = α · 0∗ + (−α · 0∗) = (α · 0∗ + α · 0∗) + (−α · 0∗)
= α · 0∗ + [α · 0∗ + (−α · 0∗)] = α · 0∗ + 0∗ = α · 0∗.
Portanto, α · 0∗ = 0∗.
Agora, vejamos como provar a compatibilidade entre a relac¸a˜o de ordem ≤ e a operac¸a˜o de
multiplicac¸a˜o em R.
Teorema 4.14. Sejam α, β, γ ∈ R. Enta˜o, vale os seguintes itens:
i) α ≤ β, γ ≥ 0∗ ⇒ αγ ≤ βγ;
ii) α ≤ β, γ ≤ 0∗ ⇒ αγ ≥ βγ.
Demonstrac¸a˜o. i) Como α ≤ β, enta˜o, pelo Teorema 4.8, temos que
0∗ = α+ (−α) ≤ β + (−α).
Logo, β+(−α) ≥ 0∗. Ale´m disso, como γ ≥ 0∗, enta˜o [β+(−α)]γ ≥ 0∗, pela Proposic¸a˜o 4.12.
Da´ı, por distributividade, conclu´ımos que βγ + (−α)γ ≥ 0∗ e, novamente, pelo Teorema 4.8,
podemos escrever βγ ≥ αγ, isto e´, αγ ≤ βγ;
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ii) Como α ≤ β, logo, pelo Teorema 4.8, obtemos
0∗ = α+ (−α) ≤ β + (−α).
Com isso, inferimos β + (−α) ≥ 0∗. Como −γ ≥ 0∗ (ver Proposic¸a˜o 4.11), encontramos
[β + (−α)](−γ) ≥ 0∗, pela Proposic¸a˜o 4.12. Da´ı, por distributividade, chegamos a β(−γ) +
(−α)(−γ) ≥ 0∗ e, novamente, pelo Teorema 4.8, encontramos βγ ≤ αγ, ou seja, αγ ≥ βγ.
Em ordem a definir o inverso multiplicativo para cada elemento na˜o nulo de R, mostremos o
seguinte resultado.
Teorema 4.15. Seja α ∈ R, com α > 0∗. O conjunto β = Q− ∪ {p ∈ Q/p−1 /∈ α} e´ um corte.
Ale´m disso, β > 0∗.
Demonstrac¸a˜o. i) Note que 0 ∈ β, portanto β 6= ∅. Como α > 0∗, enta˜o ∃q ∈ α tal que q /∈ 0∗.
Assim, q ∈ α e q ≥ 0. Como α e´ um corte, enta˜o ∃p ∈ α tal que 0 ≤ q < p. Dessa forma,
encontramos p ∈ α que satisfaz p > 0. Vamos provar agora que p−1 /∈ β. De fato, se p−1 ∈ β,
enta˜o ter´ıamos que p = (p−1)−1 /∈ α, o que e´ contradic¸a˜o (p ∈ α). Logo, p−1 /∈ β, ou seja,
temos pelo menos, um elemento em Q, tal que, este elemento na˜o esta´ em β, isto e´, β 6= Q.
ii) Seja p ∈ β e q ∈ Q com q < p. Devemos mostrar que q ∈ β. Se q ≤ 0, enta˜o q ∈ β, pela
definic¸a˜o de β. Suponhamos enta˜o q > 0. Assim, temos 0 < q < p . Da´ı, como p, q ∈ Q∗+ e
q < p, pelas propriedades dos racionais, p−1 < q−1. Como p−1 /∈ α (p ∈ β e p > 0), segue que
q−1 /∈ α (α e´ um corte). Assim, q ∈ β.
iii) Seja p ∈ β. Mostraremos que existe q ∈ β tal que p < q. Suponha que p ≤ 0. Afirmamos
que ∃q0 /∈ α tal que q0 > 0. De fato, sabemos que ∃p0 ∈ Q tal que p0 /∈ α (α 6= Q). Assim,
se p0 > 0, basta tomar q0 = p0 nada ha´ a fazer. Considere que p0 ≤ 0. Como vimos acima
∃p′ ∈ α tal que 0 < p′. Como α e´ um corte, p0 ∈ α, o que e´ um absurdo. Assim, q−10 ∈ β e
p ≤ 0 < q−10 .
Vamos supor agora que p > 0. Como p ∈ β e p > 0, enta˜o p−1 /∈ α. Sem perda de
generalidade, suponhamos q0 < p
−1. Tomemos s = q0+p
−1
2 . Assim temos que q0 < s < p
−1.
Tomando q = s−1, chegamos a q > p > 0. Portanto, q > 0. Ale´m disso, q−1 = s /∈ α (pois
s > q0 e q0 /∈ α). Logo, q ∈ β. Portanto, β na˜o possui elemento ma´ximo.
Isto prova que β e´ um corte. Por fim, observe que 0∗ = Q∗− ⊂ β, 0 ∈ β e 0 /∈ 0∗. Assim,
β > 0∗.
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Definic¸a˜o 4.12. Seja α um corte tal que α 6= 0∗. Se α > 0∗, enta˜o o corte β do Teorema 4.15
e´ denotado por α−1 e chamado de inverso de α. Se α < 0∗, enta˜o definimos o inverso de α como
sendo α−1 = −|α|−1.
Vamos provar que α−1 ∈ R e´, de fato, o inverso multiplicativo de α ∈ R, se α 6= 0∗.
Teorema 4.16. Seja α ∈ R, com α 6= 0∗. Enta˜o, αα−1 = 1∗. Ale´m disso, o inverso de α e´ u´nico.
Demonstrac¸a˜o. Consideremos dois casos, α > 0∗ e α < 0∗ (tricotomia).
• Caso α > 0∗:
Vamos, primeiramente, provar que αα−1 ⊂ 1∗. Assim sendo, seja r ∈ αα−1. Se r ≤ 0, enta˜o
r ∈ 1∗. Suponhamos r > 0. Como r ∈ αα−1, enta˜o existem s ∈ α, p ∈ α−1 tais que r = sp, com
s > 0 e p > 0 (r > 0). Como p ∈ α−1 e p > 0, ∃q ∈ α−1, tal que p < q (α−1 e´ corte). Logo,
q−1 /∈ α (q > 0) e q−1 < p−1. Como s ∈ α e q−1 /∈ α, temos s < q−1. Da´ı, temos sq < 1. Assim,
r = sp < sq < 1, ou seja, r ∈ 1∗. Dessa forma, αα−1 ⊂ 1∗.
Reciprocamente, seja r ∈ 1∗. Se r < 0, enta˜o r ∈ αα−1, pela definic¸a˜o de multiplicac¸a˜o. Se
r = 0, temos r = p · 0, onde p ∈ α, 0 ∈ α−1 e p > 0 (confira a existeˆncia deste p na prova do
Teorema 4.15). Logo, r ∈ αα−1. Suponhamos 0 < r < 1. Seja s ∈ α com s > 0 (s existe ver prova
do Teorema 4.15). Seja n o menor natural (Princ´ıpio da Boa Ordem) que satisfaz s(r−1)n /∈ α (este
n existe, pois r−1 > 1 e se s(r−1)n ∈ α, ∀n ∈ N, ter´ıamos α = Q. De fato, seja x ∈ Q, seja n0 ∈ N
tal que n0(r
−1− 1) > (xs−1− 1) (Q e´ Arquimediano). Da´ı, utilizando a desigualdade de Bernoulli,
obter´ıamos
s(r−1)n0 = s[1 + (r−1 − 1)]n0 ≥ s[1 + n0(r−1 − 1)] > s(1 + xs−1 − 1) = x.
Logo, chegar´ıamos que x ∈ α (α e´ corte), o que e´ uma contradic¸a˜o). Tomemos p1 = s(r−1)n−1 ∈ α
e t = s(r−1)n /∈ α. Seja p2 ∈ α tal que p1 < p2 (α na˜o tem ma´ximo). Tomemos q1 = t−1p−12 p1, ou
seja, q−11 = tp2p
−1
1 . Assim, devemos ter,
p1 < p2 ⇒ p1p−11 < p2p−11 ⇒ 1 < p2p−11 ⇒ t < tp2p−11 ⇒ t < q−11 .
Como t /∈ α, enta˜o q−11 /∈ α e q−11 na˜o e´ cota superior mı´nima de α (pois t e´ uma cota superior
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mı´nima de α menor que q−11 , salientando que este elemento e´ qualquer ). Temos ainda,
q1 = t
−1p−12 p1 ⇒ p2q1 = t−1p1
⇒ p2q1 = [s(r−1)n]−1s(r−1)n−1
⇒ p2q1 = s−1(r−1)−ns(r−1)n−1
⇒ p2q1 = (r−1)−1 = r.
Como p2 ∈ α e q1 ∈ α−1 (pois q−11 /∈ α), enta˜o r ∈ αα−1. Deste modo, 1∗ ⊂ αα−1. Por fim,
conclu´ımos que αα−1 = 1∗.
• Caso α < 0∗:
Por definic¸a˜o, temos que α−1 = −|α|−1. Como |α|−1 > 0∗, enta˜o −|α|−1 < 0∗ (ver Proposic¸a˜o
4.11), ou seja, α−1 < 0∗. Da´ı, pela definic¸a˜o de produto,
αα−1 = |α||α−1| = |α|| − |α|−1| = |α|||α|−1| = |α||α|−1 = 1∗.
Resta provarmos a unicidade. Suponhamos a existeˆncia de γ ∈ R tal que αγ = 1∗. Dessa forma,
γ = γ · 1∗ = γ(αα−1) = (γα)α−1 = (αγ)α−1 = 1∗(α−1) = α−1.
Isto nos diz que γ = α−1.
Com a definic¸a˜o de inverso multiplicativo em R, podemos estabelecer as rec´ıprocas das afirmac¸o˜es
dadas no Teorema 4.14.
Teorema 4.17. Sejam α, β, γ ∈ R. Enta˜o, vale os seguintes itens:
i) Se γ > 0∗, enta˜o αγ ≤ βγ ⇒ α ≤ β;
ii) Se γ < 0∗, enta˜o αγ ≥ βγ ⇒ α ≤ β.
Demonstrac¸a˜o. i) Vimos no Teorema 4.15, que γ−1 > 0∗. Portanto, pelo Teorema 4.14, chegamos a
(αγ)γ−1 ≤ (βγ)γ−1. Por usar a associatividade, encontramos α(γγ−1) ≤ β(γγ−1). Aplicando
o Teorema 4.16, conclu´ımos que α ≤ β;
ii) Usando a prova do Teorema 4.15, inferimos que γ−1 < 0∗. Portanto, pelo Teorema 4.14, obtemos
(αγ)γ−1 ≤ (βγ)γ−1. Por associatividade, resulta α(γγ−1) ≤ β(γγ−1). Aplicando o Teorema
4.16, chegamos a α ≤ β.
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Isto conclui a prova do teorema em questa˜o.
Abaixo, esclarecemos por que R na˜o possui divisor de zero.
Proposic¸a˜o 4.15. Sejam α, β ∈ R. Enta˜o, αβ = 0∗ se, e somente se, α = 0∗ ou β = 0∗.
Demonstrac¸a˜o. (⇒) Considere que αβ = 0∗ e suponhamos que β 6= 0∗. Da´ı, ∃β−1 ∈ R tal que
ββ−1 = 1∗. Assim,
α = α · 1∗ = α(ββ−1) = (αβ)β−1 = 0∗ · β−1 = 0∗.
(⇐) Se α = 0∗ ou β = 0∗, enta˜o ja´ foi provado que αβ = 0∗.
O resultado abaixo mostra que e´ o corte racional de um produto de nu´meros racionais.
Proposic¸a˜o 4.16. Sejam p, q ∈ Q. Enta˜o, p∗q∗ = (pq)∗.
Demonstrac¸a˜o. Caso p, q > 0:
Vamos provar, primeiramente, que p∗q∗ ⊂ (pq)∗. Assim, seja r ∈ p∗q∗. Enta˜o r < 0 ou r = st,
com p > s ≥ 0 e q > t ≥ 0 (p∗ > 0∗ e q∗ > 0∗); de modo que, r < 0 ou r = st < pq. Logo, r ∈ (pq)∗.
Reciprocamente, seja r ∈ (pq)∗, enta˜o podemos afirmar que ou r < 0 ou 0 ≤ r < pq. Se r < 0,
claramente r ∈ p∗q∗, pela definic¸a˜o de multiplicac¸a˜o. Se 0 ≤ r < pq, enta˜o existem p1, q1 ∈ Q tais
que 0 < p1 < p , 0 < q1 < q e r < p1q1 < pq (basta escolher q1, p1 > 0 tais que
r
p1
< q1 < q e
r
q1
< p1 < p). Salientemos que p1 ∈ p∗ e q1 ∈ q∗. Assim, p1q1 ∈ p∗q∗. Logo, r ∈ p∗q∗ (p∗q∗ e´ um
corte).
Caso p > 0 e q < 0:
Neste caso, temos que
p∗q∗ = −|p∗||q∗| = −p∗(−q∗) = −p∗(−q)∗ = −[p(−q)]∗ = −[−pq]∗ = (pq)∗.
Caso p < 0 e q > 0:
Aqui, e´ poss´ıvel escrever
p∗q∗ = −|p∗||q∗| = −(−p∗)q∗ = −(−p)∗q∗ = −[(−p)q]∗ = −[−pq]∗ = (pq)∗.
Caso p < 0 e q < 0:
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Analogamente, chegamos a
p∗q∗ = |p∗||q∗| = (−p∗)(−q∗) = (−p)∗(−q)∗ = [(−p)(−q)]∗ = (pq)∗.
Caso p = 0 ou q = 0:
Neste caso, (pq)∗ = 0∗ = p∗q∗.
Para exemplificar a definic¸a˜o de inverso multiplicativo provaremos o seguinte corola´rio, o qual
busca pelo inverso de um corte racional.
Corola´rio 4.18. Sejam p ∈ Q∗. Enta˜o, (p∗)−1 = (p−1)∗.
Demonstrac¸a˜o. Por aplicar a Proposic¸a˜o 4.16, chegamos a
p∗(p−1)∗ = (pp−1)∗ = 1∗.
Pela unicidade do elemento inverso, conclu´ımos que (p∗)−1 = (p−1)∗.
O nosso interesse agora e´ provar que existe um corte racional entre dois cortes quaisquer dados.
Primeiramente, trabalharemos com a seguinte Proposic¸a˜o.
Proposic¸a˜o 4.17. Seja α ∈ R. Enta˜o, r ∈ α⇔ r∗ < α.
Demonstrac¸a˜o. (⇒) Suponha que r ∈ α. Como r /∈ r∗, enta˜o r∗ < α.
(⇐) Reciprocamente, se r∗ < α temos que existe s ∈ α\r∗ (s ∈ α e s /∈ r∗). Enta˜o, s ≥ r e
s ∈ α. Logo, r ∈ α (α e´ um corte).
Teorema 4.19. Sejam α, β ∈ R tais que α < β. Enta˜o, existe um corte racional r∗ ∈ R tal que
α < r∗ < β.
Demonstrac¸a˜o. Dividiremos esta prova em dois casos.
Caso 1 : Considere que α e´ um corte racional, digamos α = s∗.
Como α < β, existe r ∈ β\α (r racional). Assim, r ∈ β e r /∈ α = s∗. Logo, r ≥ s. Afirmamos
que r > s; caso contra´rio, β\α = {s}, isto e´, β = α ∪ {s} contrariando a condic¸a˜o iii) da definic¸a˜o
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de corte (s seria um ma´ximo de β). De r ∈ β e r /∈ r∗(definia˜o de corte racional), obtemos r∗ < β.
Por outro lado, como s < r, enta˜o α = s∗ < r∗. Portanto, α < r∗ < β.
Caso 2 : α na˜o e´ um corte racional.
Como α < β, existe r ∈ β\α (r racional). De r ∈ β\α, temos que r ∈ β e r /∈ α. Como r ∈ β e
r /∈ r∗, obtemos r∗ < β. Mas, r e´ cota superior de α (pois r /∈ α) e α na˜o e´ corte racional, enta˜o r
na˜o e´ cota superior mı´nima de α. Logo, ∃s cota superior de α (s /∈ α) tal que s < r, ou seja, existe
s ∈ r∗\α. Deste modo, α < r∗. Por fim, α < r∗ < β.
Temos, enta˜o, R munido de duas operac¸o˜es e de uma relac¸a˜o de ordem obedecendo a`s mesmas
leis aritme´ticas dos racionais. Assim, resgatando a linguagem alge´brica da Sec¸a˜o 3.6, R e´, como Q,
um corpo ordenado.
Para finalizar esta subsec¸a˜o, gostar´ıamos de ressaltar que, a partir do que foi provado acima, e´
poss´ıvel definir a operac¸a˜o de divisa˜o em R.
Definic¸a˜o 4.13. Sejam α, β ∈ R, com β 6= 0∗. Definimos a divisa˜o de α por β em R, e denotamos
α
β , por
α
β
:= αβ−1.
Note que esta operac¸a˜o associa dois elementos de R a um outro elemento de R.
Proposic¸a˜o 4.18. Sejam p, q ∈ Q. Enta˜o,
(p
q
)∗
=
p∗
q∗
.
Demonstrac¸a˜o. Esta proposic¸a˜o segue diretamente de alguns resultados, ja´ provados, para cortes
racionais. De fato,
p∗
q∗
= p∗ · (q∗)−1 = p∗ · (q−1)∗ = (p · q−1)∗ =
(p
q
)∗
.
4.1.4 Caracterizac¸a˜o Usual dos Nu´meros Reais
Iniciaremos esta subsec¸a˜o mostrando uma maneira de identificar um nu´mero racional q com o
respectivo corte racional q∗ em R. Deste modo, teremos uma co´pia de Q em R.
Proposic¸a˜o 4.19. A aplicac¸a˜o fQ : Q → R, dada por fQ(r) = r∗, para todo r ∈ Q, satisfaz as
seguintes afirmac¸o˜es:
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i) fQ e´ injetora;
ii) fQ(r) + fQ(s) = fQ(r + s);
iii) fQ(r)fQ(s) = fQ(rs);
iv) fQ(r) < fQ(s)⇔ r < s.
Demonstrac¸a˜o. A Proposic¸a˜o 4.5 nos garante que fQ e´ injetora e satisfaz iv). Os itens ii) e iii)
foram provados nas Proposic¸o˜es 4.8 e 4.16, respectivamente.
Mais uma vez, obtivemos uma co´pia alge´brica de um conjunto em outro, desta vez, fQ(Q) e´ a
co´pia de Q em R, sendo fQ(Q) precisamente o conjunto dos cortes racionais. Vimos tambe´m que
ha´ em R cortes na˜o racionais. Assim, R\fQ(Q) 6= ∅.
Definic¸a˜o 4.14. O conjunto R dos cortes sera´, a partir de agora, denominado de conjunto dos
nu´meros reais. Os cortes racionais sera˜o identificados, via injec¸a˜o fQ, com os nu´meros racionais.
Todo corte que na˜o for racional sera´ denominado nu´mero irracional.
A identificac¸a˜o de fQ(Q) com Q nos permite escrever Q ⊂ R. O conjunto R\Q representa o
conjunto dos nu´meros irracionais.
Os resultados seguintes mostram que, apesar da semelhanc¸a entre as propriedades aritme´ticas
e de ordem entre Q e R, ha´ uma importante propriedade de R que Q na˜o possui, a da completude.
Teorema 4.20 (Dedekind). Sejam A,B ⊂ R tais que:
i) R = A ∪B;
ii) A ∩B = ∅;
iii) A 6= ∅ e B 6= ∅;
iv) α ∈ A, β ∈ B ⇒ α < β.
Nessas condic¸o˜es, existe um u´nico γ ∈ R tal que α ≤ γ ≤ β, para todo α ∈ A e para todo β ∈ B.
Demonstrac¸a˜o. Existeˆncia: Seja γ = {r ∈ Q/r ∈ α, para algum α ∈ A}. Mostremos que γ e´ um
corte.
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i) γ 6= ∅ resulta imediatamente de A 6= ∅ e de que qualquer elemento de A e´ um corte. Para
mostrar que γ 6= Q, tomemos β ∈ B (B 6= ∅). Seja s /∈ β um racional (β e´ um corte). Como
α ⊂ β, ∀α ∈ A (α < β), enta˜o s /∈ α, ∀α ∈ A. De onde obtemos s /∈ γ. Da´ı, γ 6= Q.
ii) Sejam r ∈ γ e s < r. Logo, r ∈ α para algum α ∈ A e, como s < r, enta˜o s ∈ α de onde segue
que s ∈ γ.
iii) Se r ∈ γ, enta˜o r ∈ α para algum α ∈ A. Como α e´ um corte, existe s ∈ α tal que s > r. Logo,
s ∈ γ.
Assim, γ ∈ R e temos que α ≤ γ, ∀α ∈ A, pois pela definic¸a˜o de γ, sabemos que α ⊂ γ, ∀α ∈ A.
Mostremos agora que γ ≤ β, ∀β ∈ B. Suponhamos que exista β ∈ B com β < γ. Neste caso, existe
um racional r ∈ γ\β. Por pertencer a γ, r e´ um elemento de algum α ∈ A e, na˜o sendo elemento
de β, obtemos β < α. Isto contradiz iv). Por fim, α ≤ γ ≤ β,∀α ∈ A e β ∈ B.
Unicidade: suponhamos que existam dois nu´meros reais distintos γ1 e γ2 satisfazendo o enunci-
ado acima. Sem perda de generalidade assuma que γ1 < γ2. Consideremos γ3 tal que γ1 < γ3 < γ2,
o que e´ poss´ıvel pelo Teorema 4.19. De γ3 < γ2 resulta γ3 ∈ A, pois β ≥ γ2 (> γ3), para todo
β ∈ B e R = A ∪ B. Analogamente, de γ1 < γ3, resulta γ3 ∈ B. Dessa forma, γ3 ∈ A ∩ B. Mas,
A ∩B = ∅. Contradic¸a˜o!
Corola´rio 4.21. Nas condic¸o˜es do Teorema 4.20, ou existe maxA, ou minB.
Demonstrac¸a˜o. Seja γ ∈ R encontrado no Teorema 4.20. Enta˜o, γ esta´ ou em A ou em B, pelas
hipo´teses i) e ii) deste mesmo resultado. Portanto, se γ ∈ A, enta˜o γ = maxA e, se γ ∈ B, tem-se
γ = minB.
De maneira informal temos que R na˜o ha´ lacunas, ou e´ ”completo”. O mesmo na˜o podemos
dizer sobre Q. Conforme veremos na proposia˜o abaixo.
Proposic¸a˜o 4.20. Considere os seguintes subconjuntos de Q:
A = Q∗− ∪ {x ∈ Q+/x2 < 2} e B = {x ∈ Q+/x2 > 2}.
A e B satisfazem as hipo´teses do teorema anterior, com Q no lugar de R, mas na˜o existe r ∈ Q
satisfazendo a ≤ r ≤ b, ∀a ∈ A e ∀b ∈ B.
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Demonstrac¸a˜o. Suponha, por absurdo, que existe r ∈ Q: a ≤ r ≤ b, ∀a ∈ A e ∀b ∈ B. Enta˜o,
r /∈ A [r e´ uma cota superior do corte A (A e´ um corte de acordo com o teorema 4.1)]. Da´ı, r ∈ B,
ja´ que Q = A ∪B. Logo, r > 0 e r2 > 2. Seja 0 < ε < r2−22r . Assim,
(r − ε)2 = r2 − 2rε+ ε2 > r2 − 2rε
> r2 − 2r (r
2 − 2)
2r
= r2 − r2 + 2
= 2.
Dessa forma, r − ε ∈ B, o que e´ um absurdo (r − ε < r).
Notemos, informalmente, que em R na˜o ha´ lacunas, mas, em Q ha´. Por esta raza˜o, dizemos
que R e´ completo.
Para finalizar esta subsec¸a˜o, permita-nos listar a usual notac¸a˜o para intervalos de nu´meros reais,
que sa˜o os subconjuntos de R dos seguintes tipos, onde a e b sa˜o reais com a < b:
1. (a, b) = {x ∈ R/a < x < b};
2. [a, b) = {x ∈ R/a ≤ x < b};
3. (a, b] = {x ∈ R/a < x ≤ b};
4. [a, b] = {x ∈ R/a ≤ x ≤ b};
5. (a,+∞) = {x ∈ R/x > a};
6. [a,+∞) = {x ∈ R/x ≥ a};
7. (−∞, a) = {x ∈ R/x < a};
8. (−∞, a] = {x ∈ R/x ≤ a};
9. (−∞,+∞) = R.
4.1.5 Completude de R
Nesta subsec¸a˜o, definiremos o significado de ı´nfimo e supremo de conjuntos limitados em R.
Definic¸a˜o 4.15. Seja A ⊂ R. Estabelecemos as seguintes definic¸o˜es:
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i) Dizemos que A e´ limitado superiormente se existe k ∈ R tal que k ≥ x, ∀x ∈ A. Um tal k diz-se
cota superior de A;
ii) Dizemos que A e´ limitado inferiormente se existe y ∈ R tal que y ≤ x, ∀x ∈ A. Um tal y diz-se
cota inferior de A;
iii) A diz-se limitado se for limitado superior e inferiormente;
iv) Suponhamos que A seja limitado superiormente e que s e´ uma cota superior mı´nima de A (no
sentido de que qualquer cota superior de A seja maior ou igual a s). Neste caso, s diz-se
supremo de A e e´ denotado por supA.
v) De modo ana´logo, define-se ı´nfimo de A (para conjuntos A limitados inferiormente), denotado
por inf A, como sendo uma cota inferior ma´xima para o conjunto A.
A seguir apresentaremos exemplos sobre as definic¸o˜es dadas acima.
Proposic¸a˜o 4.21. As seguintes afirmac¸o˜es sa˜o va´lida:
i) Seja A = { 1n/n ∈ N∗}. Assim, A e´ limitado, supA = 1 e inf A = 0;
ii) B = {x ∈ R/x ≥ 0}. Enta˜o, B e´ limitado inferiormente e inf B = 0.
Demonstrac¸a˜o. De fato,
i) Sabemos que 0 ≤ 1n , ∀n ∈ N∗, ou seja, 0 e´ cota inferior de A. Seja y > 0, vamos provar que y
na˜o e´ cota inferior de A. Usando o fato de Q ser Arquimediano, temos que ∃n ∈ N∗ tal que
1
y < n, isto e´, y >
1
n e
1
n ∈ A. Portanto, inf A = 0.
Por outro lado, sabemos tambe´m que n ≥ 1, ∀n ∈ N∗. Logo, 1n ≤ 1,∀n ∈ N∗. Assim,
supA = 1 (pois 1 ∈ A);
ii) Note que qualquer r ∈ R, tal que r ≤ 0 e´ uma cota inferior de B. Precisamos mostrar que 0 e´
a maior cota inferior de B. De fato, se r > 0, enta˜o r na˜o pode ser cota inferior de B, pois
1
2 ∈ B e 12 < r. Portanto, inf B = 0.
O resultado a seguir garante a unicidade do supremo, caso exista, para conjuntos limitados
superiormente em R.
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Proposic¸a˜o 4.22. Um subconjunto na˜o vazio de R admite, no ma´ximo, um supremo.
Demonstrac¸a˜o. Seja A ⊂ R na˜o vazio. Suponhamos que existam a1 = supA e a2 = supA. Da´ı,
a1, a2 ≤ x, para todo x cota superior de A. Assim, usando o fato de a1 e a2 serem cotas superiores
de A, obtemos
a1 ≤ a2 e a2 ≤ a1.
Portanto, a1 = a2 (tricotomia). Isto nos diz que se o supremo de um conjunto na˜o vazio existe,
enta˜o este e´ u´nico.
Agora, vamos provar a existeˆncia do supremo para qualquer subconjunto de R na˜o vazio e
limitado superiormente (esta propriedade na˜o e´ va´lida em N, Z e Q).
Teorema 4.22. Seja X ⊂ R um conjunto na˜o vazio e limitado superiormente. Enta˜o, supX ∈ R
existe.
Demonstrac¸a˜o. Definamos
A = {α ∈ R/α < x, para algum x ∈ X},
isto e´, A e´ o conjunto constitu´ıdo pelos nu´meros reais que na˜o sa˜o cotas superiores de X. Seja
B = R\A, isto e´, B e´ o conjunto constitu´ıdo pelas cotas superiores de X. Vamos verificar que A e
B satisfazem as condic¸o˜es do Teorema 4.20.
As condic¸o˜es i) e ii) sa˜o claramente va´lidas. Quanto a iii), temos que, sendo X 6= ∅, existe
x ∈ X e, portanto, qualquer α < x e´ elemento de A. Logo, A 6= ∅. Ale´m disso, como X e´ limitado
superiormente, B 6= ∅. Para verificar iv), sejam α ∈ A e β ∈ B. Assim, existe x ∈ X tal que α < x.
Como β ≥ x (β e´ cota superior de X), obtemos β > α.
Pelo Corola´rio 4.21, ou A possui ma´ximo, ou B possui mı´nimo. Vamos mostrar que a primeira
alternativa na˜o pode ocorrer, de onde decorrera´ que B possui mı´nimo, que e´ a tese do teorema.
Tomemos, enta˜o, α arbitra´rio em A. Assim, existe x ∈ X tal que α < x. Consideremos α′ tal
que α < α
′
< x. Logo, α
′ ∈ A e α < α′ . Portanto, A na˜o possui ma´ximo. Como quer´ıamos
verificar.
O teorema a seguir garante que R, assim como Q, e´ um corpo Arquimediano.
Teorema 4.23. O conjunto N dos naturais e´ ilimitado em R.
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Demonstrac¸a˜o. Suponhamos que N e´ limitado superiormente em R e seja α = supN (N 6= ∅).
Assim, α ≥ n, ∀n ∈ N. Como n+ 1 ∈ N, ∀n ∈ N, enta˜o n+ 1 ≤ α, para todo n ∈ N. Logo, obtemos
α− 1 ≥ n, para todo n ∈ N, isto e´, α− 1 e´ cota superior para N e α− 1 < α = supN. Isto e´ uma
contradic¸a˜o. Por fim, N na˜o e´ limitado em R.
Provaremos agora a existeˆncia de nu´meros na˜o racionais em R (note que a definic¸a˜o dada
para poteˆncia no cap´ıtulo sobre Q pode ser aplicada a R (ver Definic¸a˜o 3.11), juntamente com as
propriedades dadas nas Proposic¸o˜es 3.13 e 3.14).
Proposic¸a˜o 4.23. Existe um u´nico nu´mero real positivo cujo quadrado e´ 2, isto e´, a equac¸a˜o
x2 = 2 tem uma u´nica soluc¸a˜o real positiva. Tal soluc¸a˜o e´ denotada por
√
2.
Demonstrac¸a˜o. Seja X = {x ∈ R∗+/x2 < 2}. E´ claro que X 6= ∅, pois 1 ∈ X. X e´ limitado
superiormente, por exemplo, pelo nu´mero 3. De fato, 0 < x < 3 equivale a x2 < 32, que e´
verdadeira para x ∈ X, pois, para esses nu´meros, x2 < 2. Pelo Teorema 4.22, X possui supremo,
digamos s = supX. Mostremos que s2 = 2, por exclusa˜o dos casos s2 < 2 e s2 > 2, de onde seguira´
a afirmac¸a˜o.
Suponhamos s2 < 2. Enta˜o, podemos escolher h ∈ R tal que 0 < h < min{1, 2−s22s+1}. Dessa
forma, obtemos
(s+ h)2 = s2 + 2sh+ h2 < s2 + 2sh+ h
= s2 + h(2s+ 1) < s2 +
2− s2
2s+ 1
· (2s+ 1) = 2,
ou seja, (s+h)2 < 2; logo, s+h ∈ X, contradizendo o fato de que s e´ cota superior de X (s < s+h).
Suponhamos agora s2 > 2. Enta˜o, podemos escolher h ∈ R tal que 0 < h < s2−22s para obter
(s− h)2 = s2 − 2sh+ h2 > s2 − 2ss
2 − 2
2s
> 2,
isto e´, (s − h)2 > 2, logo s − h > x, ∀x ∈ X, contradizendo o fato de s ser a menor cota superior
de X (s− h < s).
Por fim, s2 = 2. Como quer´ıamos demonstrar.
4.1.6 Representac¸a˜o Decimal dos Nu´meros Reais
Em ordem a representar cada nu´mero real de forma decimal, precisamos estabelecer o conceito
de soma infinita em R. Mais precisamente, temos a definic¸a˜o abaixo.
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Definic¸a˜o 4.16. Seja xn ∈ R, para todo n ∈ N∗. A soma infinita
x1 + x2 + ...+ xn + ...
e´ chamada se´rie de nu´meros reais. Esta e´ denotada por
∞∑
n=1
xn. Dizemos que
∞∑
n=1
xn = x ∈ R quando
dado ε real positivo existe n0 ∈ N∗ tal que ∀n ≥ n0, com n ∈ N∗, tem-se
|sn − x| < ε,
onde sn = x1 + x2 + ...+ xn,∀n ∈ N∗.
Vejamos, a seguir, um exemplo de se´rie envolvendo nu´meros reais.
Exemplo 4.10. Considere que a, r ∈ R∗+. A se´rie de nu´meros reais
∞∑
n=1
arn−1 e´ chamada de se´rie
geome´trica de raza˜o r.
Afirmamos que
∞∑
n=1
arn−1 = a1−r , sempre que r < 1.
De fato, e´ fa´cil ver que, para n ∈ N∗, vale
sn = a+ ar + ar
2 + ...+ arn.
Multiplicando sn, descrita acima, por r ∈ R∗+, obtemos
rsn = ar + ar
2 + ...+ arn+1.
Logo, sn − rsn = a− arn+1. Assim, sn = a(1−r
n+1)
1−r (1− r > 0). Dado ε real positivo, existe, pela
propriedade Arquimediana, n0 ∈ N tal que
n0 >
r
1− r
[
a
(1− r)ε − 1−
1− r
r
]
.
Da´ı. para todo n ≥ n0, com n ∈ N∗, tem-se∣∣∣∣sn − a1− r
∣∣∣∣ = ∣∣∣∣a(1− rn+1)1− r − a1− r
∣∣∣∣ = a1− r rn+1 < ε.
Com efeito,
a
1− r r
n+1 < ε⇔ rn+1 < (1− r)ε
a
⇔
(
1
r
)n+1
>
a
(1− r)ε.
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Mas, pela desigualdade de Bernoulli, chegamos a(
1
r
)n+1
=
[
1 +
(1
r
− 1
)]n+1
≥ 1 + (n+ 1)
(
1− r
r
)
≥ 1 + (n0 + 1)
(
1− r
r
)
= 1 + n0
(
1− r
r
)
+
1− r
r
> 1 +
r
1− r
[
a
(1− r)ε − 1−
1− r
r
]
1− r
r
+
1− r
r
= 1 +
a
(1− r)ε − 1−
1− r
r
+
1− r
r
=
a
(1− r)ε.
Portanto,
∞∑
n=1
arn−1 = a1−r .
Veja que, por exemplo, temos
∞∑
n=1
9
10n
=
∞∑
n=1
9
10
(
1
10
)n−1
=
9
10
1− 110
= 1.
Portanto, se considerarmos a notac¸a˜o usual de nu´meros decimais, conhecida do ensino elementar,
que sera´ melhor justificada a seguir, temos que 0, 999... = 1 (o qual pode ser escrito tambe´m na
forma 1, 000...) Analogamente, obtemos 1, 4999... = 1, 5; ja´ que,
1, 4 +
∞∑
n=1
9
10n+1
= 1, 4 +
∞∑
n=1
9
100
(
1
10
)n−1
= 1, 4 +
9
100
1− 110
= 1, 4 +
9
100
9
10
= 1, 4 +
90
900
= 1, 4 + 0, 1 = 1, 5.
Vamos, agora, estudar a representac¸a˜o decimal dos nu´meros reais. Para isso, comecemos com
o seguinte lema.
Lema 4.2. Seja α ∈ R+. Enta˜o, existe um ma´ximo m0 ∈ N tal que m0 ≤ α. Ale´m disso,
0 ≤ α−m0 < 1.
Demonstrac¸a˜o. Consideremos o conjunto A = {n ∈ N/n ≤ α}. Mostremos que A possui um
elemento ma´ximo. De fato, para B = {p ∈ N/p > α} temos que B ⊂ N e ainda B 6= ∅, pois, como
vimos N e´ ilimitado em R. Com isso, pelo Princ´ıpio da Boa Ordem, B possui um elemento mı´nimo,
digamos, p0 = minB. Dessa forma, α < p0 ≤ p, ∀p ∈ B (p0 ∈ B). Desse modo, p0− 1 /∈ B, ou seja,
p0 − 1 ≤ α; logo, p0 − 1 ∈ A.
Afirmamos que p0 − 1 e´ o ma´ximo de A, isto e´, p0 − 1 ≥ n para todo n ∈ A. Com efeito,
suponhamos p0 − 1 < n0 para algum n0 ∈ A. Da´ı, p0 − 1 < n0 ≤ α, ou ainda, p0 ≤ n0 ≤ α, o que
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e´ uma contradic¸a˜o, pois p0 > α. Denotando m0 = p0 − 1, obtemos m0 ≤ α < m0 + 1 (m0 ∈ A e
m0 + 1 /∈ A), donde 0 ≤ α−m0 < 1.
No teorema a seguir, estudaremos a representac¸a˜o decimal dos nu´meros reais na˜o negativos
menores do que 1.
Teorema 4.24. As seguintes afirmac¸o˜es sa˜o verdadeiras:
i) A cada nu´mero real α, tal que 0 ≤ α < 1, corresponde uma u´nica sequeˆncia de d´ıgitos, denotada
por (nk)k∈N∗, i.e., uma aplicac¸a˜o n : N∗ → R, satisfazendo:
a) 0 ≤ nk ≤ 9,∀k ∈ N∗;
b) (nk)k∈N∗ na˜o possui infinitos d´ıgitos consecutivos iguais a 9;
c) definindo, Sk =
n1
10 + ...+
nk
10k
, ∀k ∈ N∗, conclu´ımos que α = supS, onde S = {Sk ∈ R/k ∈
N∗}.
ii) Reciprocamente, a cada sequeˆncia de d´ıgitos (nk)k∈N∗, satisfazendo a) e b) acima, e definindo
Sk como em c), corresponde um u´nico nu´mero real α tal que α = supS ∈ [0, 1), onde
S = {Sk ∈ R/k ∈ N∗}.
Demonstrac¸a˜o. i) Seja n1 o maior natural tal que 0 ≤ 10α− n1 < 1 (ver Lema 4.2). Logo, n110 = α
e 0 ≤ n1 ≤ 9 (0 ≤ α < 1).
Se n110 = α, associamos a α a sequeˆncia (n1, 0, 0, 0...) (neste caso Sk = α,∀k ∈ N∗; logo,
α = supS).
Se n110 < α, temos que ∃n2 o maior nu´mero natural tal que
n1
10
+
n2
102
≤ α.
Tal n2 existe e satisfaz 0 ≤ n2 ≤ 9, ja´ que
n2 ≤ 102(α− n1
10
)⇔ n2 ≤ 10(10α− n1) < 10,
ver Lema 4.2.
Se n110 +
n2
102
= α, associamos a α a sequeˆncia (n1, n2, 0, 0, 0...) (neste caso, S1 < Sk = α,∀k ≥ 2;
assim, α = supS).
Se n110 +
n2
102
< α, tomamos n3 como o maior natural satisfazendo
n1
10
+
n2
102
+
n3
103
≤ α.
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(Aqui 0 ≤ (103α − 102n1 − 10n2) − n3 < 1). Logo, n3 ≤ 10[102α − (10n1 + n2)] < 10.
Consequentemente, 0 ≤ n3 ≤ 9. Neste caso, α corresponde a (n1, n2, n3, 0, ...) (note que,
S1 < S2 < Sk = α,∀k ≥ 3; assim α = supS).
Seguindo este processo, assuma que foram encontrados n1, n2, ..., nk−1 naturais entre 0 e 9
tais que
n1
10
+
n2
102
+ ...+
nk−1
10k−1
< α e 0 ≤ 10k−1α− 10k−2n1 − ...− 10nk−2 − nk−1 < 1.
Logo, existe nk o maior inteiro tal que
n1
10
+
n2
102
+ ...+
nk
10k
≤ α.
(Aqui 0 ≤ 10kα − 10k−1n1 − ... − 10nk−1 − nk < 1), com nk satisfazendo, necessariamente,
0 ≤ nk ≤ 9 (pois, nk ≤ 10(10k−1α− 10k−2n1 − ...− nk−1) < 9).
A α, associamos a sequeˆncia (nk)k∈N∗ determinada na construc¸a˜o acima. O fato de que esta
sequeˆncia na˜o possui infinitos noves consecutivos vem do fato de estarmos aplicando as ideias
expostas no Exemplo 4.10.
Consideremos agora S e Sk como na primeira parte do teorema e verifiquemos que, de fato,
α = supS. α e´ cota superior de S, por construc¸a˜o (α ≥ Sk,∀k ∈ N∗). Seja β um real
positivo menor do que α. Mostremos que β na˜o pode ser cota superior de S. Como R
e´ Arquimediano, existe k0 ∈ N tal que 110k0 < α − β (isto segue, como ja´ foi feito antes,
da desigualdade de Bernoulli). Logo, α − Sk0 < 110k0 < α − β (pois, 10k0α − 10k0Sk0 =
10k0 − 10k0−1n1 − ... − 10nk0−1 − nk0 < 1), de onde segue que β < Sk0 , para algum k0 ∈ N∗.
Como quer´ıamos. Portanto α = supS.
ii) Reciprocamente, dada uma sequeˆncia (nk)k∈N∗ , com 0 ≤ nk ≤ 9, para todo k, como foi estabe-
lecido acima. E´ fa´cil ver que
Sk =
n1
10 + ...+
nk
10k
≤ 910 + ...+ 910k < λ <
∞∑
n=1
9
10n = 1,
onde λ e´ encontrado pelo fato de na˜o termos infinitos noves na sequeˆncia (nk)k∈N∗ . S e´
limitado superiormente por 1. Assim, α = supS (S 6= ∅) e´ o nu´mero real associado a`
sequeˆncia (nk)k∈N∗ . Note que 0 ≤ α < 1 (pois, 0 ≤ λ < 1).
Isto conclui a prova do teorema em questa˜o.
Estamos prontos para estabelecer a representac¸a˜o de qualquer nu´mero real da maneira conhecida
do ensino elementar.
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Definic¸a˜o 4.17. Estabelecemos, em R, as seguintes definic¸o˜es:
i) Dado um nu´mero real α, com 0 ≤ α < 1, seja (nk)k∈N∗ a sequeˆncia de d´ıgitos correspondente
a α, sem infinitos noves consecutivos, constru´ıda na primeira parte do teorema acima. A
representac¸a˜o decimal de α se define como sendo a expressa˜o 0, n1n2n3n4.... Se nk 6= 0 e
nl = 0, para todo l > k, convenciona-se representar 0, n1n2n3n4... por 0, n1n2n3n4...nk, que
sera´ dita representac¸a˜o decimal finita de α;
ii) Se α ≥ 1, sabemos que existe n0 ∈ N o maior natural tal que 0 ≤ α−n0 < 1 (n0 ≤ α) (ver Lema
4.2). Seja 0, n1n2n3n4...nk... a representac¸a˜o decimal de α − n0 definida em i). Definimos a
expressa˜o decimal de α como sendo a expressa˜o n0, n1n2n3n4...nk...;
iii) Se α < 0, definimos sua representac¸a˜o decimal como sendo −x, onde x e´ a representac¸a˜o
decimal de −α.
Nossas representac¸o˜es decimais na˜o consideram, enta˜o, expresso˜es com infinitos noves conse-
cutivos, como 0, 999.... Vimos no Exemplo 4.10 que e´ poss´ıvel, no entanto, atribuir a elas um
significado similar ao das expresso˜es sem infinitos noves consecutivos. Mais precisamente, vimos
que a representac¸a˜o decimal de 1 e´, pela definic¸a˜o acima, 1, 00000..., que convencionamos represen-
tar pelo pro´prio s´ımbolo 1. Dessa forma, escrevemos 0, 999... = 1 (para mais detalhes ver Exemplo
4.10).
Deste modo, estamos apontando para o fato de que representac¸o˜es decimais finitas ou perio´dicas
(aquelas que conteˆm uma repetic¸a˜o sucessiva de um bloco de d´ıgitos) correspondem os nu´meros
racionais. De fato, seja 0 ≤ α < 1, onde α = 0, α1α2...αn um nu´mero real com representac¸a˜o
decimal finita. Multiplicando por 10n ambos os membros da igualdade, obtemos
10nα = α1α2...αn ⇒ α = α1α2...αn
10n
∈ Q.
Do mesmo modo, seja α = 0, α1α2...αnα1α2...αn... um nu´mero real com representac¸a˜o decimal
perio´dica (n ≥ 1). Multiplicando por 10n ambos lados desta igualdade, encontramos
10nα = α1α2...αn, α1α2...αn...
Subtraindo os lados destas igualdades na ordem dada, obtemos
10nα− α = α1α2...αn ⇒ α = α1α2...αn
10n − 1 ∈ Q.
De qualquer forma, α ∈ Q. Agora suponha que α ≥ 1 e´ dado com uma representac¸a˜o decimal finita
ou perio´dica. Da´ı, existe n0 ∈ N tal que 0 ≤ α − n0 < 1. Vimos acima que α − n0 ∈ Q. Logo,
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α ∈ Q. Por fim, se α < 0 tem representac¸a˜o decimal finita ou perio´dica, enta˜o −α ∈ Q. Logo,
α ∈ Q.
4.1.7 Na˜o Enumerabilidade de R
A representac¸a˜o decimal dos nu´meros reais permite demonstrar que R na˜o e´ enumera´vel (dife-
rentemente de N, Z e Q). Como faremos a seguir. Comecemos discutindo a na˜o enumerabilidade
de I = (0, 1).
Lema 4.3. O intervalo I = (0, 1) na˜o e´ enumera´vel.
Demonstrac¸a˜o. Mostremos que, qualquer que seja a enumerac¸a˜o estabelecida para elementos de
I, sempre existira´ um elemento de I na˜o considerado na dada enumerac¸a˜o. De fato, seja I
′
um
conjunto enumera´vel constitu´ıdo de elementos de I que, portanto, pode ser escrito na forma I
′
=
{x0, x1, x2, ...}, onde, para cada n ∈ N, xn representa a imagem de n por uma certa bijec¸a˜o de
N em I ′ . Vamos representar cada elemento de I ′ pela sua representac¸a˜o decimal, dada acima, da
seguinte forma:
x0 = 0, x00x01x02...
x1 = 0, x10x11x12...
x2 = 0, x20x21x22...
...
xk = 0, xk0xk1xk2...
...
Vamos construir agora um nu´mero real x ∈ I, diferente de todos os elementos de I ′ atrave´s da
seguinte representac¸a˜o decimal: 0, a0a1a2a3... onde, 1 ≤ an ≤ 8 e an 6= xnn,∀n ∈ N. Pela corres-
pondeˆncia bijetora estabelecida acima entre nu´meros reais e representac¸o˜es decimais sem infinitos
noves, a representac¸a˜o decimal 0, a0a1a2a3... corresponde a um u´nico nu´mero real de I que e´ dife-
rente de todos os elementos de I
′
. Como quer´ıamos demonstrar.
Teorema 4.25. O conjunto dos nu´meros reais e´ na˜o enumera´vel.
Demonstrac¸a˜o. Como I = (0, 1) e´ na˜o enumera´vel, enta˜o pela Proposic¸a˜o 1.19, R na˜o pode ser
enumera´vel.
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4.2 Construc¸a˜o por Sequeˆncias de Cauchy
Nesta sec¸a˜o, realizaremos uma construc¸a˜o alternativa do conjunto dos nu´meros reais. Esta se
dara´ por meio de uma relac¸a˜o de equivaleˆncia envolvendo sequeˆncias de Cauchy em Q.
4.2.1 Classes de Equivaleˆncia
Nesta subsec¸a˜o, definiremos classes de equivaleˆncia para as sequeˆncias de Cauchy que trabalha-
mos no nosso estudo dos nu´meros racionais. Gostar´ıamos de lembrar que a definic¸a˜o, juntamente
com todas as propriedades, de mo´dulo, utilizadas a seguir, foi estabelecida na construc¸a˜o de Q.
Definic¸a˜o 4.18. Sejam (xn) e (yn) duas sequeˆncias de Cauchy de nu´meros racionais. Dizemos que
(xn) e (yn) sa˜o equivalentes, e denotamos por (xn) ∼ (yn), se lim
n→∞ |xn − yn| = 0.
A relac¸a˜o da Definic¸a˜o 4.18 e´ de equivaleˆncia como mostra a seguinte proposic¸a˜o.
Proposic¸a˜o 4.24. Se (xn), (yn) e (zn) sa˜o sequeˆncias de Cauchy de nu´meros racionais e ∼ como
na Definic¸a˜o 4.18. Enta˜o, sa˜o va´lidas as seguintes propriedades:
i) [Reflexividade]: (xn) ∼ (xn);
ii) [Simetria]: (xn) ∼ (yn)⇔ (yn) ∼ (xn);
iii) [Transitividade]: (xn) ∼ (yn) e (yn) ∼ (zn)⇒ (xn) ∼ (zn).
Demonstrac¸a˜o. i) E´ fa´cil ver que (xn) ∼ (xn), pois |xn − xn| = 0→ 0.
ii) Note que (xn) ∼ (yn)⇔ |xn − yn| → 0⇔ |yn − xn| → 0⇔ (yn) ∼ (xn).
iii) (xn) ∼ (yn) e (yn) ∼ (zn)⇒ |xn − yn| → 0 e |yn − zn| → 0. Mas,
|xn − zn| = |xn − yn + yn − zn| ≤ |xn − yn|+ |yn − zn|,∀n ∈ N∗.
Como |xn − yn| → 0 e |yn − zn| → 0, pelo Teorema 3.20, enta˜o |xn − zn| → 0. Donde,
(xn) ∼ (zn).
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Atrave´s da relac¸a˜o de equivaleˆncia, dada acima, podemos definir o que significa classe de equi-
valeˆncia de sequeˆncias de Cauchy.
Definic¸a˜o 4.19. Seja (xn) uma sequeˆncia de Cauchy de nu´meros racionais. Designaremos por [xn]
o conjunto de todas as sequeˆncias equivalentes a (xn), isto e´,
[xn] = {(yn) ⊆ Q/(yn) ∼ (xn)}.
Denotaremos por R o conjunto {[xn]/(xn) ⊆ Q e´ de Cauchy}.
Vejamos uma maneira canoˆnica de verificar quando duas classes de equivaleˆncia sa˜o iguais em
R.
Proposic¸a˜o 4.25. Sejam [xn] e [yn] ∈ R. Enta˜o, [xn] = [yn]⇔ (xn) ∼ (yn).
Demonstrac¸a˜o. (⇒) Com efeito, se [xn] = [yn], enta˜o
(xn) ∈ [xn] = [yn],
atrave´s da propriedade reflexiva de∼. Consequentemente, (xn) ∈ [yn]. Isto nos diz que, (xn) ∼ (yn).
(⇐) Reciprocamente, suponhamos que (xn) ∼ (yn). Seja (zn) ∈ [xn], enta˜o (zn) ∼ (xn).
Por transitividade, conclu´ımos que (zn) ∼ (yn). Portanto, (zn) ∈ [yn]. Isto nos informa que
[xn] ⊆ [yn]. Agora considere que (wn) ∈ [yn]. Assim sendo, (wn) ∼ (yn). Como (xn) ∼ (yn), enta˜o
(yn) ∼ (xn) (por simetria). Dessa forma, (wn) ∼ (xn). Logo, (wn) ∈ [xn]. Portanto, [yn] ⊆ [xn]
(por transitividade). Por fim, [xn] = [yn].
Adotaremos, a seguir, uma maneira mais simples de denotar classes de sequeˆncias de Cauchy
convergentes em Q.
Seja (xn) uma sequeˆncia de Cauchy convergente em Q, digamos lim
n→∞xn = a ∈ Q. Neste caso,
obtemos [a] = [xn]; desde que
lim
n→∞ |xn − a| = 0.
4.2.2 Relac¸a˜o de Ordem em R
Nesta subsec¸a˜o, trataremos de definir o que significa um elemento de R ser menor do que ou
igual a outro. Comecemos com a definic¸a˜o de quando um elemento de R e´ maior do que [0].
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Definic¸a˜o 4.20. Seja [xn] ∈ R. Dizemos que [xn] e´ maior do que [0], e denotamos [xn] > [0], se
existem d ∈ Q∗+ e n0 ∈ N∗ tais que, para todo n ∈ N∗, tem-se que n ≥ n0 ⇒ xn > d.
A seguir estabelecemos a definic¸a˜o do que significa um elemento de R ser menor do que [0].
Definic¸a˜o 4.21. Seja [xn] ∈ R. Dizemos que [xn] e´ menor do que [0], e denotamos [xn] < [0], se
existem d ∈ Q∗+ e n0 ∈ N∗ tais que, para todo n ∈ N, tem-se que n ≥ n0 ⇒ xn < −d.
Agora, estamos prontos para definir quando um elemento de R e´ menor do que outro.
Definic¸a˜o 4.22. Sejam [xn], [yn] ∈ R. Dizemos que [xn] e´ maior do que [yn], e indicamos por
[xn] > [yn], se [xn − yn] > [0]. Tambe´m definimos que [xn] e´ menor do que [yn], e indicamos por
[xn] < [yn], se [yn − xn] > [0].
A relac¸a˜o < esta´ bem definida, ou seja, as classes de equivaleˆncia que esta˜o sendo comparadas
independem dos seus representantes.
Proposic¸a˜o 4.26. Sejam [xn], [yn], [zn] e [wn] ∈ R. Se [xn] = [zn] e [yn] = [wn], enta˜o
[xn] < [yn]⇒ [zn] < [wn].
Demonstrac¸a˜o. Como [yn] > [xn], enta˜o [yn − xn] > [0]. Da´ı, existem d ∈ Q∗+ e n1 ∈ N∗ tais que
n ≥ n1 ⇒ yn − xn > d.
Por outro lado, (xn) ∼ (zn) e (yn) ∼ (wn) (pois, [xn] = [zn] e [yn] = [wn]) nos diz que
lim
n→∞ |xn − zn| = 0 e limn→∞ |yn − wn| = 0.
Assim sendo, existem n2 e n3 em N∗ tais que
n ≥ n2 ⇒ |xn − zn| < d
4
e n ≥ n3 ⇒ |wn − yn| < d
4
.
Seja n0 = max{n1, n2, n3} ∈ N∗. Deste modo, chegamos a
n ≥ n0 ⇒ −d
2
< xn − zn + wn − yn e xn − yn < −d.
Dessa forma, inferimoes que
n ≥ n0 ⇒ −d
2
< wn − zn − d.
Logo, adicionando d a` desigualdade acima, chegamos a
n ≥ n0 ⇒ d
2
< wn − zn.
Donde, [zn] < [wn], uma vez que
d
2 ∈ Q∗+.
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Proposic¸a˜o 4.27 (Tricotomia). Sejam [xn], [yn] ∈ R. Enta˜o, apenas uma das treˆs possibilidades
pode ocorrer: [xn] < [yn], ou [xn] = [yn], ou [xn] > [yn].
Demonstrac¸a˜o. Vamos mostrar inicialmente que pelo menos uma das treˆs opc¸o˜es ocorre. De fato,
dados [xn] e [yn] ∈ R ou [xn] = [yn], ou [xn] 6= [yn]. Caso valha a igualdade, enta˜o nada ha´ a
verificar. Caso contra´rio, temos que [xn] e [yn] na˜o sa˜o equivalentes, via relac¸a˜o de equivaleˆncia ∼.
Da´ı lim
n→∞ |xn − yn| 6= 0. Logo, ∃ε ∈ Q
∗
+ tal que para todo n ∈ N∗, podemos encontrar mn ∈ N, com
mn ≥ n, que satisfaz
|xmn − ymn | ≥ ε.
Como (xn) e (yn) sa˜o sequeˆncias de Cauchy de nu´meros racionais, enta˜o ∃n0 ∈ N∗ tal que
|xn − xm| < ε
4
e |yn − ym| < ε
4
,∀n,m ≥ n0.
Sendo mn0 ≥ n0, chegamos a
|xn − xmn0 | <
ε
4
e |yn − ymn0 | <
ε
4
,∀n ≥ n0.
Por outro lado, xmn0 − ymn0 ≥ ε ou xmn0 − ymn0 ≤ −ε.
i) Considere que xmn0 − ymn0 ≥ ε. Como, xn − xmn0 > − ε4 ,∀n ≥ n0, enta˜o
xn > xmn0 −
ε
4
,∀n ≥ n0.
Analogamente, temos que
−yn > −ymn0 −
ε
4
, ∀n ≥ n0.
Dessa forma, conclu´ımos que
xn − yn > xmn0 −
ε
4
− ymn0 −
ε
4
= (xmn0 − ymn0 )−
ε
2
≥ ε− ε
2
=
ε
2
, ∀n ≥ n0.
Donde conclu´ımos que xn − yn > ε2 ,∀n ≥ n0. Isto nos diz que [xn] > [yn].
ii) Considere que xmn0 − ymn0 ≤ −ε. Como xn − xmn0 < ε4 , ∀n ≥ n0, enta˜o
xn < xmn0 +
ε
4
,∀n ≥ n0.
Dessa mesma forma, encontramos
−yn < −ymn0 +
ε
4
, ∀n ≥ n0.
Da´ı,
xn − yn < xmn0 +
ε
4
− ymn0 +
ε
4
= (xmn0 − ymn0 ) +
ε
2
≤ −ε+ ε
2
= −ε
2
, ∀n ≥ n0.
Donde conclu´ımos que xn − yn < − ε2 , ∀n ≥ n0. Isto significa que [xn] < [yn].
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Assim, se [xn] 6= [yn], deve ocorrer [xn] < [yn] ou [xn] > [yn].
Provaremos agora que [xn] 6= [yn], [xn] < [yn] e [xn] > [yn] na˜o podem ocorrer simultaneamente.
Suponhamos que [xn] = [yn] e [xn] > [yn] ocorram simultaneamente. De [yn] < [xn], existem
d ∈ Q∗+ e n1 ∈ N∗ tais que para todo n ∈ N∗ com n ≥ n1 tem-se xn − yn > d. Por outro lado,
temos tambe´m que [xn] = [yn] enta˜o lim
n→∞ |xn − yn| = 0. Dessa forma, ∃n2 ∈ N
∗ tal que para todo
n ∈ N com n ≥ n2 tem-se |xn − yn| < d. O que nos leva a concluir que xn − yn < d. Tomando
n0 = max{n1, n2} ∈ N∗, podemos inferir, para todo n ≥ n0, que xn − yn > d e xn − yn < d. Pela
Tricotomia em Q as desigualdades na˜o podem ser satisfeitas.
Suponhamos agora que [xn] = [yn] e [xn] < [yn] sejam va´lidas. De [yn] > [xn], existem d1 ∈ Q∗+
e n3 ∈ N∗ tais que para todo n ∈ N, com n ≥ n3, yn− xn > d1. Por outro lado, temos tambe´m que
[xn] = [yn] enta˜o lim
n→∞ |xn − yn| = 0. Dessa forma, ∃n4 ∈ N
∗ para todo n ∈ N, com n ≥ n4, tem-se
|yn − xn| < d1. Assim sendo, yn − xn < d1. Assumindo n5 = max{n3, n4} ∈ N∗, podemos concluir,
para todo n ≥ n5, que
yn − xn > d1 e yn − xn < d1.
Pela Tricotomia em Q as desigualdades acima na˜o podem ser satisfeitas.
Suponhamos agora que [xn] < [yn] e [xn] > [yn] sejam va´lidas. Por [xn] < [yn], sabemos que
existem d2 ∈ Q∗+ e n6 ∈ N∗ tais que n ≥ n6 ⇒ yn − xn > d2. Por outro lado, por [xn] > [yn],
existem d3 ∈ Q∗+ e n7 ∈ N tais que n ≥ n7 ⇒ xn − yn > d3. Tomando n8 = max{n6, n7} ∈ N∗,
obtemos
n ≥ n8 ⇒ yn − xn + xn − yn > d2 + d3 ⇒ 0 > d2 + d3.
Isso e´ uma contradic¸a˜o, ja´ que d2 e d3 ∈ Q∗+.
Por fim, a prova do teorema em questa˜o esta´ completa.
Permita-nos provar que ≤ e´ uma relac¸a˜o de ordem em R. Comecemos com a antissimetria.
Proposic¸a˜o 4.28 (Antissimetria). Sejam [xn] e [yn] ∈ R. Se [xn] ≤ [yn] e [yn] ≤ [xn], enta˜o
[xn] = [yn].
Demonstrac¸a˜o. Suponha que [xn] 6= [yn], enta˜o, por hipo´tese, temos que [xn] < [yn] e [xn] > [yn].
Mas, isto e´ uma contradic¸a˜o de acordo com a tricotomia em R. Logo, [xn] = [yn].
O resultado abaixo mostra que ≤ e´ uma relac¸a˜o reflexiva.
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Proposic¸a˜o 4.29 (Reflexividade). Seja [xn] ∈ R, enta˜o [xn] ≤ [xn].
Demonstrac¸a˜o. Note que
[xn] ≤ [xn]⇔ [xn − xn] ≥ [0]⇔ [0] ≥ [0].
Como quer´ıamos demonstrar.
Com a finalidade de provar que ≤ e´ uma relac¸a˜o de ordem, resta-nos estabelecer a transitividade
desta relac¸a˜o.
Proposic¸a˜o 4.30 (Transitividade). Sejam [xn], [yn] e [zn] ∈ R. Se [xn] ≤ [yn] e [yn] ≤ [zn], enta˜o
[xn] ≤ [zn].
Demonstrac¸a˜o. Primeiramente, note que se [xn] = [yn] e [yn] = [zn], enta˜o [xn] = [zn] (por igualdade
de conjuntos).
Agora considere que [xn] = [yn] e [yn] < [zn]. Vamos provar que [xn] < [zn]. Por definic¸a˜o, temos
que existem d ∈ Q∗+ e n0 ∈ N∗ tais que
n ≥ n0 ⇒ zn − yn > d.
Ale´m disso, existe n1 ∈ N∗ tal que n ≥ n0 ⇒ |yn−xn| < d2 ⇒ yn−xn > −d2 (pois limn→∞ |xn−yn| = 0).
Logo, somando estas duas u´ltimas desigualdades, chegamos a
n ≥ n0 ⇒ zn − xn > d
2
.
Isto nos diz que [xn] < [zn]. O caso [xn] < [yn] e [yn] = [zn] e´ ana´logo.
Agora, assuma que [xn] < [yn] e [yn] < [zn].
Como [xn] < [yn], enta˜o existem d1 ∈ Q∗+ e n1 ∈ N∗ tais que
n ≥ n1 ⇒ yn − xn > d1.
Por outro lado, como [yn] < [zn], enta˜o existem d2 ∈ Q∗+ e n2 ∈ N∗ tais que
n ≥ n2 ⇒ zn − yn > d2.
Tomando n0 = max{n1, n2} ∈ N∗, tem-se que
n ≥ n0 ⇒ yn − xn + zn − yn > d1 + d2 ⇒ zn − xn > d1 + d2.
Como d1 + d2 ∈ Q∗+, enta˜o [xn] < [zn]. Isto completa a prova da proposic¸a˜o em questa˜o.
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E´ importante destacar que na prova da Proposic¸a˜o 4.30, garantimos que no enunciado deste
resultado podemos substituir ≤ por < .
A partir de agora, podemos afirmar que ≤ e´ uma relac¸a˜o de ordem. Mais ainda e´ verdade, ≤ e´
uma relac¸a˜o de ordem total.
Proposic¸a˜o 4.31. Sejam [xn] e [yn] ∈ R. Enta˜o, [xn] ≤ [yn] ou [yn] ≤ [xn].
Demonstrac¸a˜o. Segue diretamente da Tricotomia em R.
Desta forma, verificamos que a relac¸a˜o ≤ e´ de ordem total.
Para concluir esta subsec¸a˜o, provaremos que se uma sequeˆncia de nu´meros racionais na˜o con-
verge para zero, enta˜o esta e´ equivalente a uma outra sequeˆncia que possui todos os seus termos
na˜o nulos.
Proposic¸a˜o 4.32. Se (xn) e´ um sequeˆncia de Cauchy de nu´meros racionais tal que lim
n→∞xn 6= 0,
enta˜o existe uma sequeˆncia de Cauchy em Q tal que [xn] = [yn] e yn 6= 0,∀n ∈ N∗.
Demonstrac¸a˜o. Note que
[xn] = [0]⇔ lim
n→∞ |xn − 0| = 0⇔ limn→∞xn = 0.
Como lim
n→∞xn 6= 0, temos que [xn] > [0] ou [xn] < [0] (tricotomia).
Caso [xn] > 0, temos que existem d1 ∈ Q∗+ e n1 ∈ N∗ tais que
n ≥ n1 ⇒ xn > d1.
Isto significa que todos os termos xn1 , xn1+1, xn1+2, ... sa˜o maiores do que d1. Assim as sequeˆncias
(xn) e (yn) = (d1, ..., d1, xn1 , xn1+1, xn1+2, ...) sa˜o equivalentes (note que todos os termos desta
sequeˆncia sa˜o positivos), visto que para todo n ≥ n1 todos os termos xn − yn sa˜o iguais a zero
garantindo enta˜o lim
n→∞ |xn − yn| = 0. Donde (xn) ∼ (yn). Consequentemente, [xn] = [yn].
Por outro lado, se [xn] < [0], enta˜o existem d2 ∈ Q∗+ e n2 ∈ N∗ tais que
n ≥ n2 ⇒ xn < −d2.
Assim, todos os termos xn2 , xn2+1, xn2+2, ... sa˜o menores que −d2. Assim as sequeˆncias (xn) e (yn) =
(−d2, ...,−d2, xn2 , xn2+1, xn2+2, ...) sa˜o equivalentes (note que todos os termos desta sequeˆncia sa˜o
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negativos), visto que para todo n ≥ n2 todos os termos xn − yn sa˜o iguais a zero garantindo enta˜o
lim
n→∞ |xn − yn| = 0. Logo, (xn) ∼ (yn). Por conseguinte, [xn] = [yn].
Nos dois casos (yn) e´ constitu´ıda de termos todos diferentes de zero. Como quer´ıamos demons-
trar.
Obs 4.1. Note que provamos acima que se [xn] > 0 (respectivamente, < 0), enta˜o [xn] = [yn], onde
yn > 0 (respectivamente, < 0), para todo n ∈ N∗.
4.2.3 Operac¸o˜es Elementares em R
Nesta subsec¸a˜o, estabeleceremos, precisamente, como definir a adic¸a˜o e a multiplicac¸a˜o entre
dois elementos de R. Sendo assim, permita-nos comec¸armos pela adic¸a˜o.
Definic¸a˜o 4.23. Sejam [xn] e [yn] ∈ R. A adic¸a˜o de [xn] com [yn], indicada por [xn] + [yn], e´
definida por [xn] + [yn] := [xn + yn].
Mostremos a seguir que a operac¸a˜o de adic¸a˜o esta´ bem definida, ou seja, na˜o depende da escolha
dos elementos que representam cada parcela desta operac¸a˜o.
Proposic¸a˜o 4.33. Sejam [xn], [yn], [zn], [wn] ∈ R. Se [xn] = [zn] e [yn] = [wn], enta˜o [xn]+ [yn] =
[zn] + [wn].
Demonstrac¸a˜o. Por hipo´tese, (xn) ∼ (zn) e (yn) ∼ (wn) (pois, [xn] = [zn] e [yn] = [wn]), isto
significa que lim
n→∞ |xn − zn| = 0 e limn→∞ |yn −wn| = 0. Enta˜o, dado ε ∈ Q
∗
+ existem n1, n2 ∈ N∗ tais
que
n ≥ n1 ⇒ |xn − zn| < ε
2
e n ≥ n2 ⇒ |yn − wn| < ε
2
.
Logo, chegamos a
n ≥ n1 ⇒ −ε
2
< xn − zn < ε
2
e n ≥ n2 ⇒ −ε
2
< yn − wn < ε
2
.
Seja n0 = max{n1, n2} ∈ N∗. Enta˜o,
n ≥ n0 ⇒ −ε < (xn + yn)− (zn + wn) < ε.
Logo, lim
n→∞ |(xn + yn) − (zn + wn)| = 0. Portanto, (xn + yn) ∼ (zn + wn). Consequentemente,
[xn + yn] = [zn + wn]. Isto significa que [xn] + [yn] = [zn] + [wn].
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Abaixo, mostraremos que e´ sempre poss´ıvel somar qualquer elemento de R a dois membros de
uma igualdade em R.
Proposic¸a˜o 4.34. Sejam [xn], [yn] e [zn] ∈ R. Enta˜o, [xn] = [yn]⇒ [xn] + [zn] = [yn] + [zn].
Demonstrac¸a˜o. Como [xn] = [yn], enta˜o lim
n→∞ |xn − yn| = 0. Enta˜o, dado ε ∈ Q
∗
+, existe n0 ∈ N∗
tal que
n ≥ n0 ⇒ |xn − yn| < ε.
Logo,
n ≥ n0 ⇒ |(xn + zn)− (yn + zn)| = |xn − yn| < ε.
Isto nos diz que lim
n→∞ |(xn + zn) − (yn + zn)| = 0. Assim, (xn + zn) ∼ (yn + zn). Dessa forma,
inferimos que [xn] + [zn] = [yn] + [zn].
A partir de agora, vamos provar as propriedades aritme´ticas elementares da adic¸a˜o em R tais
como: associatividade, comutatividade, elementos neutro e sime´trico, compatibilidade entre ≤ e ·.
Comecemos com a associatividade.
Teorema 4.26 (Associatividade). Sejam [xn], [yn] e [zn] ∈ R. Enta˜o,
[xn] + ([yn] + [zn]) = ([xn] + [yn]) + [zn].
Demonstrac¸a˜o. Como a adic¸a˜o entre nu´meros racionais satisfaz a propriedade associativa e (xn),
(yn) e (zn) sa˜o sequeˆncias de nu´meros racionais, enta˜o
[xn] + ([yn] + [zn]) = [xn] + [yn + zn] = [xn + (yn + zn)]
= [(xn + yn) + zn] = [xn + yn] + [zn]
= ([xn] + [yn]) + [zn].
Isto prova o teorema em questa˜o.
Teorema 4.27 (Comutatividade). Sejam [xn], [yn] ∈ R. Enta˜o, [xn] + [yn] = [yn] + [xn].
Demonstrac¸a˜o. E´ fa´cil checar que
[xn] + [yn] = [xn + yn] = [yn + xn] = [yn] + [xn].
Isto completa a prova o teorema em questa˜o.
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Afirmamos que o u´nico elemento neutro da adic¸a˜o em R e´ [0].
Teorema 4.28 (Elemento Neutro). Seja [xn] ∈ R. Enta˜o, [xn] + [0] = [xn]. Ale´m disso, [0] e´ o
u´nico elemento que satisfaz esta igualdade.
Demonstrac¸a˜o. Para mostrar a existeˆncia de elemento neutro basta tomar [0] como a classe de
equivaleˆncia da sequeˆncia em que todos os seus termos sa˜o iguais a 0 ∈ Q. Tal sequeˆncia e´ de fato
de Cauchy pois converge para 0 ∈ Q. Ale´m disso,
[xn] + [0] = [xn + 0] = [xn].
Suponhamos que [yn] ∈ R e´ tal que [xn] + [yn] = [xn], para todo [xn] ∈ R. Enta˜o, pela comutativi-
dade, chegamos a
[0] = [0] + [yn] = [yn] + [0] = [yn].
Portanto, [0] = [yn].
Chequemos a existeˆncia u´nica de um sime´trico para cada elemento de R dado.
Teorema 4.29 (Sime´trico). Seja [xn] ∈ R. Enta˜o, [xn] + [−xn] = [0]. Ale´m disso, [−xn] e´ o u´nico
elemento que satisfaz esta igualdade.
Demonstrac¸a˜o. Seja [xn] ∈ R, defina [yn] = [−xn], da´ı temos que [yn] ∈ R. De fato, (−xn) e´ uma
sequeˆncia de Cauchy de nu´meros racionais, pois como xn e´ um nu´mero racional para todo n ∈ N∗
enta˜o −xn tambe´m o e´. Ale´m disso, enta˜o dado ε ∈ Q∗+ existe n0 ∈ N∗ tal que
m,n ≥ n0 ⇒ |xn − xm| < ε.
Por outro lado, dados m,n ∈ N,m, n ≥ n0,
| − xn − (−xm)| = | − xn + xm| = |xn − xm| < ε.
Assim, (−xn) e´ uma sequeˆncia de Cauchy de nu´meros racionais. Portanto, [yn] ∈ R. Ale´m disso,
temos que
[xn] + [−xn] = [xn + (−xn)] = [0].
Agora, suponhamos que existe [zn] ∈ R tal que [xn] + [zn] = [0].. Portanto, por associatividade
e comutatividade, obtemos
[zn] = [zn] + [0] = [zn] + ([xn] + [−xn])
= ([zn] + [xn]) + [−xn] = ([xn] + [zn]) + [−xn]
= [0] + [−xn] = [−xn].
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Neste ponto, poder´ıamos definir a subtrac¸a˜o entre dois elementos de R da seguinte forma:
[xn]− [yn] := [xn] + [−yn], ∀[xn], [yn] ∈ R.
Quanto a compatibilidade entre a relac¸a˜o ≤ e a operac¸a˜o +, temos o seguinte resultado.
Teorema 4.30. Sejam [xn], [yn] e [zn] ∈ R. Enta˜o,
[xn] ≤ [yn]⇔ [xn] + [zn] ≤ [yn] + [zn].
Demonstrac¸a˜o. (⇒) Suponha que [xn] < [yn], enta˜o existem d ∈ Q∗+ e n1 ∈ N∗ tais que
n ≥ n1 ⇒ xn − yn > −d⇒ xn > yn − d.
Observemos que para cada n ∈ N∗, xn, yn e zn sa˜o nu´meros racionais e vale a compatibilidade da
adic¸a˜o em relac¸a˜o a ordem. Logo, para todo n ≥ n1, obtemos
xn > yn − d⇒ xn + zn > yn + zn − d⇒ (xn + zn)− (yn + zn) > −d.
Portanto, [xn] < [yn]⇒ [xn] + [zn] < [yn] + [zn].
Por outro lado, se [xn] = [yn], enta˜o [xn] + [zn] = [yn] + [zn] (ver Proposic¸a˜o 4.34).
(⇐) Agora suponha que [xn] + [zn] ≤ [yn] + [zn]. Consequentemente, adicionando o elemento
[−zn] ∈ R a esta desigualdade (pelo que foi feito acima), chegamos a
([xn] + [zn]) + [−zn] ≤ ([yn] + [zn]) + [−zn].
Pela associatividade, encontramos
[xn] + ([zn] + [−zn]) ≤ [yn] + ([zn] + [−zn]).
Desta forma, encontramos
[xn] + [0] ≤ [yn] + [0].
Por fim, [xn] ≤ [yn].
Observe que na prova do Teorema 4.30, garantimos que
[xn] < [yn]⇒ [xn] + [zn] < [yn] + [zn],
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para todo [xn], [yn], [zn] ∈ R.
A seguir provaremos a lei do cancelamento para a adic¸a˜o em R.
Teorema 4.31 (Lei do Cancelamento). Sejam [xn], [yn] e [zn] ∈ R. Enta˜o,
[xn] + [zn] = [yn] + [zn]⇒ [xn] = [yn].
Demonstrac¸a˜o. Suponha que [xn] + [zn] = [yn] + [zn]. Consequentemente, adicionando o elemento
[−zn] ∈ R a esta igualdade (pela Proposic¸a˜o 4.34), chegamos a
([xn] + [zn]) + [−zn] = ([yn] + [zn]) + [−zn].
Pela associatividade, encontramos
[xn] + ([zn] + [−zn]) = [yn] + ([zn] + [−zn]).
Desta forma, encontramos
[xn] + [0] = [yn] + [0].
Por fim, [xn] = [yn].
Agora, definiremos a operac¸a˜o de multiplicac¸a˜o no conjunto R. Ale´m disso, provaremos propri-
edadades aritme´ticas elementares ana´logas as obtidas para a adic¸a˜o.
Definic¸a˜o 4.24. Sejam [xn] e [yn] ∈ R. A multiplicac¸a˜o de [xn] por [yn], indicada por [xn] · [yn], e´
e´ dada por [xn] · [yn] = [xnyn].
Veremos agora que a operac¸a˜o de multiplicac¸a˜o estabelecida acima esta´ bem definida.
Proposic¸a˜o 4.35. Sejam [xn], [yn], [zn] e [wn] ∈ R. Se [xn] = [zn] e [yn] = [wn], enta˜o [xnyn] =
[znwn].
Demonstrac¸a˜o. Notemos primeiramente que
|xnyn − znwn| = |xnyn − xnwn + xnwn − znwn|
= |xn(yn − wn) + wn(xn − zn)|
≤ |xn||yn − wn|+ |wn||xn − zn|,∀n ∈ N∗.
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Como (xn), (wn) sa˜o limitadas, ja´ que ambas sa˜o sequeˆncias de Cauchy de nu´meros racionais, temos
que existem c, d ∈ Q∗+ tais que |xn| ≤ c e |wn| ≤ d para todo n ∈ N∗. Tomando k = max{c, d} ∈ Q∗+,
enta˜o |xn| ≤ k e |wn| ≤ k, para todo n ∈ N∗. E, da´ı,
|xnyn − znwn| ≤ |xn||yn − wn|+ |wn||xn − zn| ≤ k|yn − wn|+ k|xn − zn|, ∀n ∈ N∗.
Por outro lado, como [xn] = [zn] e [yn] = [wn], temos que (xn) ∼ (zn) e (yn) ∼ (wn). Isto significa
que lim
n→∞ |xn − zn| = 0 e limn→∞ |yn − wn| = 0. Enta˜o, dado ε ∈ Q
∗
+, existem n1, n2 ∈ N∗ tais que
n ≥ n1 ⇒ |xn − zn| < ε
2k
e n ≥ n2 ⇒ |yn − wn| < ε
2k
.
Seja n0 = max{n1, n2}, enta˜o para todo n ≥ n0, tem-se
|xnyn − znwn| ≤ k|yn − wn|+ k|xn − zn| ≤ k ε
2k
+ k
ε
2k
= ε.
Da´ı, lim
n→∞ |xnyn − znwn| = 0. Portanto, (xnyn) ∼ (znwn). Por fim, [xnyn] = [znwn].
Vejamos a justificativa para podermos multiplicar os dois membros de uma igualdade por qual-
quer elemento de R.
Proposic¸a˜o 4.36. Sejam [xn], [yn], [zn] ∈ R. Enta˜o, [xn] = [zn]⇒ [xn] · [yn] = [zn] · [yn].
Demonstrac¸a˜o. Como (yn) e´ uma sequeˆncia de Cauchy de nu´meros racionais, enta˜o (yn) e´ limitada.
Assim, ∃c ∈ Q∗+ tal que
|yn| ≤ c,∀n ∈ N∗.
Por outro lado, como [xn] = [zn], enta˜o (xn) ∼ (zn). Isto nos diz que lim
n→∞ |xn − zn| = 0. Assim
sendo, dado ε ∈ Q∗+, ∃n0 ∈ N∗ tal que
n ≥ n0 ⇒ |xn − zn| < εc .
Logo, para todo n ≥ n0, conclui-se
|xnyn − znyn| = |(xn − zn)yn| = |xn − zn||yn| < ε
c
· c = ε.
Portanto,
lim
n→∞ |xnyn − znyn| = 0.
Isto equivale a dizer que (xnyn) ∼ (znyn). Por fim, [xn] · [yn] = [zn] · [yn].
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A partir de agora, vamos provar as propriedades aritme´ticas elementares para a multiplicac¸a˜o
em R tais como: associatividade, comutatividade, elementos neutro e inverso, compatibilidade entre
≤ e +.
Comecemos com a associatividade.
Teorema 4.32 (Associatividade). Sejam [xn], [yn] e [zn] ∈ R. Enta˜o,
[xn] · ([yn] · [zn]) = ([xn] · [yn]) · [zn].
Demonstrac¸a˜o. Sabemos que Q possui a propriedade associativa com relac¸a˜o a multiplicac¸a˜o e
como (xn), (yn) e (zn) sa˜o sequeˆncias de nu´meros racionais, enta˜o
[xn] · ([yn] · [zn]) = [xn] · [ynzn] = [xn(ynzn)]
= [(xnyn)zn] = [xnyn] · [zn]
= ([xn] · [yn]) · [zn].
Como quer´ıamos demonstrar.
Vamos demonstrar que a multiplicac¸a˜o satisfaz a propriedade comutativa.
Teorema 4.33 (Comutatividade). Sejam [xn], [yn] ∈ R. Enta˜o,
[xn] · [yn] = [yn] · [xn].
Demonstrac¸a˜o. E´ fa´cil checar que
[xn] · [yn] = [xnyn] = [ynxn] = [yn] · [xn].
Isto completa a prova do teorema em questa˜o.
O u´nico elemento neutro da multiplicac¸a˜o em R e´ dado por [1].
Teorema 4.34 (Elemento Neutro). Seja [xn] ∈ R. Enta˜o, [xn] · [1] = [xn]. Ale´m disso, [1] e´ o
u´nico elemento de R que satisfaz esta igualdade.
Demonstrac¸a˜o. Como ja´ discutimos, nocaso do elemento neutro da adic¸a˜o, [1] ∈ R, de fato. ale´m
disso, e´ fa´cil ver que
[xn] · [1] = [x1 · 1] = [xn].
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Agora, considere que existe [yn] ∈ R tal que [xn] · [yn] = [xn], para todo [xn] ∈ R. Deste modo,
podemos escrever
[1] = [1] · [yn] = [1 · yn] = [yn].
Isto completa a prova do teorema em questa˜o.
Teorema 4.35 (Inverso). Seja [xn] ∈ R tal que [xn] 6= [0]. Enta˜o, existe [yn] ∈ R tal que [xn]·[yn] =
[1]. Ale´m disso, [yn] e´ o u´nico elemento de R que satisfaz esta igualdade.
Demonstrac¸a˜o. Como [xn] ∈ R, com [xn] 6= [0]. Enta˜o, pela Proposic¸a˜o 4.32, temos a garantia que
a sequeˆncia (xn) representativa de [xn] pode ser tomada de modo que todos os seus termos sejam
diferentes de zero. Assim, a sequeˆncia (yn) =
(
1
xn
)
e´ tambe´m uma sequeˆncia de Cauchy em Q.
Logo, [yn] = [
1
xn
] ∈ R. Dessa forma, inferimos que
[xn] ·
[ 1
xn
]
=
[
xn · 1
xn
]
= [1].
Agora, suponha que existe [zn] ∈ R tal que [xn] · [zn] = [1]. Consequentemente,
[yn] = [yn] · [1] = [yn] · ([xn] · [zn])
= ([yn] · [xn]) · [zn] = ([xn] · [yn]) · [zn]
= [1] · [zn] = [zn].
Isto finaliza a prova do teorema em questa˜o.
Definic¸a˜o 4.25. Designaremos por [x−1n ] o elemento [yn] encontrado na prova do Teorema 4.35.
E´ importante ressaltar aqui que se [xn] > [0], enta˜o pela Observac¸a˜o 4.1, podemos assumir que
xn > 0, para todo n ∈ N∗. Como (xn) e´ uma sequeˆncia de Cauchy em Q, temos que existe k ∈ Q∗+
tal que xn = |xn| ≤ k, para todo n ∈ N∗. Logo, x−1n ≥ k−1, para todo n ∈ N∗. Escolha d ∈ Q
tal que 0 < d < k−1. Portanto, x−1n > d, para todo n ∈ N∗. Isto nos informa que [x−1n ] > [0].
Analogamente conseguimos provar que [xn] < [0]⇒ [x−1n ] < [0].
Neste ponto, poder´ıamos definir a divisa˜o entre dois elementos de R da seguinte maneira:
[xn] : [yn] := [xn] · [y−1n ], ∀[xn], [yn] ∈ R,
onde [yn] 6= [0].
Permita-nos provar a distributividade em R.
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Teorema 4.36 (Distributividade). Sejam [xn], [yn], [zn] ∈ R. Enta˜o,
[xn] · ([yn] + [zn]) = [xn] · [yn] + [xn] · [zn].
Demonstrac¸a˜o. Este resultado segue das seguintes igualdades:
[xn] · ([yn] + [zn]) = [xn] · [yn + zn] = [xn(yn + zn)]
= [xnyn + xnzn] = [xnyn] + [xnzn]
= [xn] · [yn] + [xn] · [zn].
Agora, provaremos a compatibilidade existente entre a relac¸a˜o de ordem ≤ e a operac¸a˜o de
multiplicac¸a˜o em R.
Teorema 4.37. Sejam [xn], [yn] e [zn] ∈ R. Enta˜o, sa˜o va´lidas as seguintes propriedades:
i) [xn] ≤ [yn] e [zn] > [0]⇔ [xn] · [zn] ≤ [yn] · [zn];
ii) [xn] ≤ [yn] e [zn] < [0]⇔ [xn] · [zn] ≥ [yn] · [zn].
Demonstrac¸a˜o. i) (⇒) Se [xn] = [yn], enta˜o, pela Proposic¸a˜o 4.36, conclu´ımos que [xn] · [zn] =
[yn] · [zn].
Considere, enta˜o, que [xn] < [yn]. Da´ı, existem d1 ∈ Q∗+ e n1 ∈ N∗ tais que
n ≥ n1 ⇒ xn − yn < −d1.
Analogamente, como [zn] > [0], conclu´ımos que existem d2 ∈ Q∗+ e n2 ∈ N∗ tais que
n ≥ n2 ⇒ zn > d2.
Seja n0 = max{n1, n2} ∈ N∗, enta˜o para todo n ∈ N∗, n ≥ n0, temos que
xnzn − ynzn < −d1zn. (4.4)
e tambe´m
znd1 > d2d1. (4.5)
Das equac¸o˜es (4.4) e (4.5), inferimos que, para todo n ∈ N∗, com n ≥ n0, chega-se a
xnzn − ynzn < −d1zn < −d2 · d1 ⇒ xnzn − ynzn < −d2d1.
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Como d2d1 ∈ Q∗+, enta˜o
[xn] · [zn] < [yn] · [zn].
(⇐) Reciprocamente, assuma que [xn] · [zn] ≤ [yn] · [zn]. Como [zn] > [0], enta˜o [z−1n ] > [0].
Por usar a ida, chegamos a
([xn] · [zn]) · [z−1n ] ≤ ([yn] · [zn]) · [z−1n ].
Por associatividade, e a aplicac¸a˜o do elemento neutro, encontramos [xn] ≤ [yn].
ii) (⇒) Vimos acima que podemos considerar que [xn] < [yn]. Enta˜o, existem d3 ∈ Q∗+ e n3 ∈ N∗
tais que
n ≥ n3 ⇒ xn − yn < −d3.
Tambe´m temos de [zn] < [0] que existem d4 ∈ Q∗+ e n4 ∈ N∗ tais que
n ≥ n4 ⇒ zn < −d4.
Seja n5 = max{n3, n4} ∈ N∗, enta˜o, para todo n ∈ N∗, n ≥ n5, tem-se que
xnzn − ynzn > −d3zn. (4.6)
e tambe´m
−znd3 > d3d4. (4.7)
Das equac¸o˜es (4.6) e (4.7) temos que, para todo n ∈ N∗, com n ≥ n5, chega-se a
xnzn − ynzn > −d3zn > d3d4 ⇒ xnzn − ynzn > d3d4.
Como d3d4 ∈ Q∗+, enta˜o [xn] · [zn] > [yn] · [zn].
(⇐) A rec´ıproca segue os mesmos passos da rec´ıproca do item i).
Abaixo expomos a lei do cancelamento para a multiplicac¸a˜o em R.
Proposic¸a˜o 4.37. Sejam [xn], [yn], [zn] ∈ R com [yn] 6= 0. Enta˜o,
[xn] · [yn] = [zn] · [yn]⇒ [xn] = [zn].
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Demonstrac¸a˜o. Como [yn] 6= 0, pela Proposic¸a˜o 4.32, temos a garantia que a sequeˆncia represen-
tativa (yn) de [yn] pode ser tomada de modo que todos os seus termos sejam diferentes de zero.
Como (yn) e´ uma sequeˆncia de Cauchy de nu´meros racionais temos que
(
1
yn
)
tambe´m o e´. Dessa
forma, conclu´ımos que
(
1
yn
)
e´ limitada. Assim, existe c ∈ Q∗+ tal que | 1yn | ≤ c,∀n ∈ N∗. Tambe´m
sabemos que [xn] · [yn] = [zn] · [yn], ou seja, lim
n→∞ |xnyn− znyn| = 0. Da´ı, dado ε ∈ Q
∗
+ existe n0 ∈ N
tal que
n ≥ n0 ⇒ |xnyn − znyn| < ε
c
,
Enta˜o, para todo n ≥ n0, temos que
|xn − zn| =
∣∣∣xn(yn 1
yn
)
− zn
(
yn
1
yn
)∣∣∣ = |xnyn − znyn|∣∣∣ 1
yn
∣∣∣ < ε
c
· c = ε.
Portanto, lim
n→∞ |xn − zn| = 0, isto e´, (xn) ∼ (zn). O que nos diz que [xn] = [zn].
Agora vamos provar que, como em todos os outros conjuntos estudados ate´ agora, multiplicar
qualquer elemento de R por [0] resulta em [0].
Proposic¸a˜o 4.38. Seja [xn] ∈ R, enta˜o [xn] · [0] = [0].
Demonstrac¸a˜o. Note que
[xn] · [0] = [xn · 0] = [0].
Como quer´ıamos demonstrar.
Agora, estamos aptos a provar que R na˜o possui divisores de zero.
Proposic¸a˜o 4.39. Sejam [xn], [yn] ∈ R. Se [xn] · [yn] = [0], enta˜o [xn] = [0] ou [yn] = [0].
Demonstrac¸a˜o. Suponhamos que [yn] 6= [0]. Enta˜o,
[xn] · [yn] = [0] = [0] · [yn].
Pela lei do cancelamento, conclu´ımos que [xn] = [0].
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4.2.4 Caracterizac¸a˜o Usual dos Nu´meros Reais
O nosso objetivo, nesta subsec¸a˜o, e´ mostrar que R pode ser visto como uma ampliac¸a˜o de Q
em ordem a podermos definir o conjunto dos nu´meros naturais, como este e´ conhecido no ensino
elementar.
Definic¸a˜o 4.26. Consideremos como Q′ o conjunto de todos os elementos [xn] de R de modo que
a sequeˆncia (xn), representativa de [xn], seja convergente para um nu´mero racional, isto e´,
Q
′
= {[r] ∈ R/r ∈ Q}.
Vejamos agora como mostrar que Q′ e´, na verdade, uma co´pia de Q em R.
Teorema 4.38. Seja fQ : Q→ Q′ uma aplicac¸a˜o definida por fQ(r) = [r], para todo r ∈ Q. Enta˜o,
as seguintes afirmac¸o˜es sa˜o verdadeiras:
i) fQ e´ bijetora;
i) fQ(r + s) = fQ(r) + fQ(s), ∀r, s ∈ Q;
iii) fQ(rs) = f(r) · fQ(s), ∀r, s ∈ Q;
iv) r < s⇔ fQ(r) < fQ(s), r, s ∈ Q.
Demonstrac¸a˜o. i) Para provar que fQ e´ bijetora, precisamos estabelecer os dois itens abaixo:
a) fQ e´ injetora:
Sejam r, s ∈ Q. Enta˜o,
fQ(r) = fQ(s)⇔ [r] = [s]⇔ (r) ∼ (s)⇔ lim
n→∞ |r − s| = 0⇔ |r − s| = 0⇔ r = s.
b) fQ e´ sobrejetora:
De fato, dado [r] ∈ Q′, segue que fQ(r) = [r], com r ∈ Q.
ii) E´ fa´cil checar que
fQ(r + s) = [r + s] =: [r] + [s] = fQ(r) + fQ(s)∀r, s ∈ Q.
iii) Tambe´m e´ simples ver que:
fQ(rs) = [rs] =: [r] · [s] = fQ(r) · fQ(s), ∀r, s ∈ Q.
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iv) Primeiramente note que x ∈ Q∗+, enta˜o [x] > [0] (isto segue do fato que x > x2 ∈ Q∗+). Portanto,
fQ(x) > fQ(0), ∀x ∈ Q∗+. Assim, dados r, s ∈ Q, tem-se
r < s⇔ s− r > 0⇔ [s− r] > [0]⇔ [s]− [r] > [0]⇔ [r] < [s]⇔ fQ(r) < fQ(s).
A partir de agora consideraremos, atrave´s da aplicac¸a˜o fQ, dada acima, que [r] = r, para todo
r ∈ Q. Isto nos informa que Q, observado como Q′, satisfaz Q ⊂ R.
Abaixo, estabelecemos a notac¸a˜o usual do conjunto dos nu´meros reais.
Definic¸a˜o 4.27. O conjunto R constitu´ıdo pelas classes de equivaleˆncia das sequeˆncias de Cauchy
de nu´meros racionais, definido anteriormente, sera´ denominado, a partir de agora, conjunto dos
nu´meros reais.
Consequentemente, atrave´s da identificac¸a˜o fQ, conclu´ımos que N ⊂ Z ⊂ Q ⊂ R.
4.2.5 R Corpo Arquimediano
Nesta sec¸a˜o, mostraremos que o corpo ordenado R e´ Arquimediano e que sempre existe um
nu´mero racional entre dois nu´meros reais quaisquer.
Comecemos com a prova do seguinte teorema.
Teorema 4.39 (Propriedade Arquimediana). Seja x ∈ R. Enta˜o, existe n ∈ N tal que x < n.
Demonstrac¸a˜o. Seja x = [xn] ∈ R. Enta˜o (xn) e´ uma sequeˆncia de Cauchy de nu´meros racionais.
Consequentemente, (xn) e´ limitada. Da´ı existe k ∈ Q∗+ tal que |xn| ≤ k, para todo n ∈ N∗. Com
isso,
xn ≤ k < k + 1 = k + 2− 1, ∀n ∈ N∗, pois k ∈ Q∗+.
Portanto, obtemos
1 < k + 2− xn, ∀n ∈ N∗.
Como 1 ∈ Q∗+, enta˜o [k + 2] > [xn]. Dessa forma, k + 2 > x, ja´ que k + 2 ∈ Q∗+ (atrave´s da func¸a˜o
fQ definida acima). Ale´m disso, k + 2 =
m
n , com m,n ∈ N∗. Note tambe´m que mn ≤ m < m + 1
(desde que m,n ≥ 1). Por fim,
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x < k + 2 = mn < m+ 1 ∈ N.
Vejamos abaixo uma outra maneira de enunciar a Propriedade Arquimediana.
Teorema 4.40 (Propriedade Arquimediana). Sejam x, y ∈ R tais que x > 0. Enta˜o, existe um
nu´mero natural n tal que y < nx.
Demonstrac¸a˜o. Como x > 0, enta˜o ∃x−1 ∈ R tal que x−1 > 0 e x−1 · x = 1. Assim, usando o fato
que yx−1 ∈ R e o Teorema 4.39, tem-se que ∃n ∈ N tal que yx−1 < n. Da´ı, multiplicando esta
u´ltima desigualdade por x > 0, chegamos a
(yx−1)x < nx⇒ y(x−1x) < nx⇒ y < nx.
Agora, estamos pronto para provar que o conjunto Q e´ denso1 em R. Mais precisamente, temos
o seguinte resultado.
Proposic¸a˜o 4.40. Sejam x, y ∈ R tais que x < y. Enta˜o, existe r ∈ Q tal que x < r < y.
Demonstrac¸a˜o. Como x < y, enta˜o, por definic¸a˜o, existem d ∈ Q∗+ e n0 ∈ N∗ tais que,
yn − xn > d,∀n ≥ n0,
onde x = [xn] e y = [yn]. Portanto, podemos escrever
yn − xn
2
>
d
2
,∀n ≥ n0.
Logo, inferimos que
yn − xn
2
− d
4
>
d
4
,∀n ≥ n0.
Isto significa, atrave´s da identificac¸a˜o fQ, que[
yn − xn
2
]
>
[
d
4
]
=
d
4
⇒ y − x
2
>
d
4
=: h,
onde h ∈ Q∗+. E, como R e´ Arquimediano (ver Teorema 4.40), enta˜o existe n ∈ N tal que y < nh.
De x < y, obtemos x < nh.
1A afirmac¸a˜o dada na Proposic¸a˜o 4.40 e´ a definic¸a˜o para que Q seja denso em R.
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Seja X = {m ∈ N/x < mh} ⊆ N. Acima, vimos que n ∈ X, logo X 6= ∅. Pelo Princ´ıpio da
Boa Ordem em N, existe um mı´nimo p ∈ X. Seja r = ph. Logo, (p − 1)h ≤ x (pois p = minX).
Consequentemente,
r = ph+ h− h = (p− 1)h+ h ≤ x+ h < x+ (y − x
2
) < x+ y − x = y.
Assim, r < y. Como p ∈ X, enta˜o x < ph = r. Isto conclui a prova da proposic¸a˜o em questa˜o.
4.2.6 Completude de R
Completaremos a construc¸a˜o do conjunto dos nu´meros reais mostrando que toda sequeˆncia de
Cauchy de nu´meros racionais converge para um nu´mero real. Para este fim, precisamos, primeira-
mente, definir o que significa sequeˆncia de nu´meros reais.
Definic¸a˜o 4.28. Uma sequeˆncia de nu´meros reais e´ uma aplicac¸a˜o x : N∗ → R, que associa um
nu´mero n ∈ N∗ a um outro, chamado termo geral, x(n) = xn ∈ R. A sequeˆncia x e´ denotada por
x = (xn)n∈N∗ = (x1, x2, ...).
Quando na˜o houver nenhuma possibilidade de confusa˜o denotaremos (xn)n∈N∗ por (xn).
Vejamos, a seguir, como definir sequeˆncias de nu´meros reais convergentes.
Definic¸a˜o 4.29. Dizemos que uma sequeˆncia de nu´meros reais (xn) converge para a ∈ R, e
indicamos por xn → a, ou ainda, lim
n→∞xn = a, se dado ε ∈ R
∗
+ (onde R∗+ = {x ∈ R/x > 0})
existe n0 ∈ N∗ tal que, ∀n ≥ n0 (n ∈ N∗), tem-se |xn − a| < ε.
Vejamos um exemplo simples de sequeˆncia de nu´meros reais convergente.
Exemplo 4.11. Considere uma sequeˆncia constante (xn), isto e´, xn = c, ∀n ∈ N, onde c ∈ R.
Logo, dado ε ∈ R∗+, temos que
|xn − c| = |c− c| = 0 < ε,∀n ∈ N∗.
Neste caso, n0 = 1 ∈ N∗. Dessa forma, toda sequeˆncia (c)n∈N∗ constante e´ convergente e converge
para c.
Abaixo provaremos que podemos aplicar o limite em uma desigualdade, que envolve termos
gerais de duas sequeˆncias, desde que estas sejam convergentes.
192
Teorema 4.41. Sejam (xn), (yn) sequeˆncias de nu´meros reais. Se xn ≤ yn, ∀n ∈ N∗ e se lim
n→∞xn =
a e lim
n→∞ yn = b, com a, b ∈ R, enta˜o a ≤ b.
Demonstrac¸a˜o. Suponhamos a > b. Como xn → a e yn → b, podemos tomar ε = a−b2 ∈ R∗+ para
obter n1 ∈ N tal que para todo n ≥ n1, tem-se |xn − a| < ε, isto e´, a− ε < xn, ou seja, a+b2 < xn.
Analogamente, obte´m-se n2 ∈ N tal que para todo n ≥ n2, chega-se a |yn − b| < ε, isto e´,
yn < b+ ε, ou seja, yn <
a+b
2 . Tomando n0 = max{n1, n2} ∈ N∗, temos
yn <
a+ b
2
< xn,∀n ≥ n∗0.
Isto contraria a hipo´tese xn ≤ yn,∀n ∈ N∗. Por fim, a ≤ b.
Corola´rio 4.42. Seja c um nu´mero real e (xn) uma sequeˆncia de nu´meros reais. Se xn ≤ b, para
todo n ∈ N∗, e se lim
n→∞xn = a, a ∈ R, enta˜o a ≤ b.
Demonstrac¸a˜o. Basta usarmos o Teorema 4.41 e tomarmos yn = b,∀n ∈ N∗.
Obs 4.2. Se xn ≤ 0, ∀n ∈ N∗, enta˜o lim
n→∞xn, caso exista, e´ menor do que ou igual a 0 (basta usar
o Teorema 4.41 com yn = 0,∀n ∈ N∗).
Obs 4.3. Se yn ≥ 0, ∀n ∈ N∗, enta˜o lim
n→∞ yn, caso exista, e´ maior do que ou igual a 0 (basta usar
o Teorema 4.41 com xn = 0, ∀n ∈ N∗).
Obs 4.4. Observe que se xn > 0, ∀n ∈ N∗ na˜o significa que lim
n→∞xn > 0 (mesmo que este elemento
exista). Considere, por exemplo o limite lim
n→∞
1
n = 0.
Vejamos, agora, como definir sequeˆncias de Cauchy em R.
Definic¸a˜o 4.30. Uma sequeˆncia (xn) de elementos em R e´ chamada sequeˆncia de Cauchy de
nu´meros reais, se dado ε ∈ R∗+, existe n0 ∈ N∗ tal que, para todo m,n ∈ N, com m,n ≥ n0, tem-se
|xn − xm| < ε.
A seguir, mostraremos como comparar convergeˆncias em Q e R.
Proposic¸a˜o 4.41. Seja a ∈ Q. Uma sequeˆncia de Cauchy de nu´meros racionais (xn) converge
para a em Q se, e somente se, converge para a em R.
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Demonstrac¸a˜o. (⇒) Seja (xn) uma sequeˆncia de Cauchy de nu´meros racionais que converge para
a em Q. Seja ε > 0 um nu´mero real. Pela Proposic¸a˜o 4.40 existe um nu´mero racional r > 0 tal
que r < ε. Como (xn) converge para a em Q, existe n0 ∈ N∗ tal que para todo n ≥ n0, tem-se
|xn − a| < r. Aplicando a desigualdade r < ε chegamos a |xn − a| < ε. Portanto, (xn) converge
para a em R.
(⇐) Suponhamos agora que (xn) converge para a em R. Seja ε > 0 um nu´mero racional. Mas,
ε ∈ R; logo, existe n0 ∈ N∗ tal que, para todo n ≥ n0, tem-se |xn − a| < ε. Isto conclui a prova da
proposic¸a˜o em questa˜o.
Agora, relacionemos as definic¸o˜es de sequeˆncias de Cauchy em Q e R.
Proposic¸a˜o 4.42. Seja (xn) uma sequeˆncia de nu´meros racionais. Enta˜o, (xn) e´ uma sequeˆncia
de Cauchy em Q se, e somente se, (xn) e´ uma sequeˆncia de Cauchy em R.
Demonstrac¸a˜o. (⇒) Seja (xn) uma sequeˆncia de Cauchy de nu´meros racionais em Q. Seja ε > 0
um nu´mero real. Pela Proposic¸a˜o 4.40 existe um nu´mero racional r > 0 tal que r < ε. Como (xn)
e´ uma sequeˆncia de Cauchy em Q existe n0 ∈ N∗ tal que para todo m,n ≥ n0 tem-se |xn−xm| < r.
Como r < ε, enta˜o |xn − xm| < ε. Portanto, (xn) e´ uma sequeˆncia de Cauchy em R.
(⇐) Suponhamos agora que (xn) seja uma sequeˆncia de Cauchy de nu´meros racionais em R.
Seja ε > 0 um nu´mero racional. Da´ı, ε ∈ R, logo, existe n0 ∈ N∗ tal que, para todo m,n ≥ n0,
tem-se |xn − xm| < ε. Portanto, (xn) e´ uma sequeˆncia de Cauchy em Q.
Proposic¸a˜o 4.43. Seja (xn) uma sequeˆncia de Cauchy de nu´meros racionais. Considere que
x = [xn] ∈ R. Enta˜o, xn → x.
Demonstrac¸a˜o. Seja ε > 0 um nu´mero real. Consideremos ainda r > 0 um nu´mero racional tal que
r < ε, cuja existeˆncia e´ garantida pela Proposic¸a˜o 4.40. Como (xn) e´ uma sequeˆncia de Cauchy em
Q, enta˜o existe n0 ∈ N∗ tal que, para todo m,n ≥ n0, tem-se
|xn − xm| < r
2
⇒ −r
2
< xm − xn < r
2
⇔ −r
2
+ xn < xm <
r
2
+ xn.
Agora fixe m ∈ N∗ tal que m ≥ n0. Logo,
xm > xn − r
2
= xn +
r
2
− r, ∀n ≥ n0.
Da´ı, xm − (xn − r) > r2 ,∀n ≥ n0 (onde r2 ∈ Q∗+). Consequentemente,
xm = [xm] > [xn − r] := [xn] + [−r] = x− r,
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desde que m ≥ n0 esta´ fixo. Analogamente, obtemos
xm − (xn + r) < −r
2
, ∀n ≥ n0,
onde r2 ∈ Q∗+. Dessa forma, chegamos a
xm = [xm] < [xn + r] := [xn] + [r] = x+ r,
com m ≥ n0 esta´ fixo. Portanto,
x− r < xm < x+ r, ∀m ≥ n0.
Por fim, |xm − x| < r < ε, ∀m ≥ n0. Isto nos diz que lim
n→∞xm = x. Isto prova o teorema em
questa˜o.
A seguir provaremos que, ao contra´rio de Q, toda sequeˆncia de Cauchy e´ convergente em R.
Isto qualifica R como um conjunto completo.
Teorema 4.43. Toda sequeˆncia de Cauchy de nu´meros reais converge para um nu´mero real.
Demonstrac¸a˜o. Seja (xi)i∈N∗ uma sequeˆncia de Cauchy de nu´meros reais. Temos xi = [xin], onde
(xin)n∈N∗ e´ uma sequeˆncia de Cauchy de nu´meros racionais. Vimos na Proposic¸a˜o 4.43 que
lim
n→∞x
i
n = xi, para cada i ∈ N∗.
Por conseguinte, ∃ni ∈ N∗ tal que
|xini − xi| <
1
i
, para cada i ∈ N∗.
Agora, seja yi = x
i
ni − xi, ∀i ∈ N∗. Da´ı,
|yi| < 1
i
, ∀i ∈ N∗.
Passando ao limite, quando i→∞, temos que lim
i→∞
yi = 0. Dessa forma, dado ε ∈ R∗+, ∃i0 ∈ N∗ tal
que
∀i ≥ i0 ⇒ |yi| < ε
3
.
Como (xi)i∈N∗ e´ uma sequeˆncia de Cauchy em R, enta˜o ∃i1 ∈ N∗ tal que
i, j ≥ i1 ⇒ |xi − xj | < ε
3
.
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Seja i2 = max{i0, i1} ∈ N∗. Logo, para todo i, j ≥ i2, tem-se que
|xini − xjnj | = |xini − xi + xi − xj + xj − xjnj |
≤ |xini − xi|+ |xi − xj |+ |xj − xjnj |
= |yi|+ |xi − xj |+ |yj |
<
ε
3
+
ε
3
+
ε
3
= ε.
Isto significa que (xini)i∈N∗ e´ uma sequeˆncia de Cauchy de nu´meros racionais (pois e´ uma sequeˆncia
de Cauchy em R).
Seja x = [xini ] ∈ R. Pela Proposic¸a˜o 4.43, temos que limi→∞x
i
ni = x. Portanto, ∃n0 ∈ N∗ tal que,
para todo i ≥ n0, tem-se
|xini − x| <
2ε
3
.
Por fim, chegamos a
|xi − x| = |xi − xini + xini − x|
≤ |xi − xini |+ |xini − x|
= |yi|+ |xini − x|
<
ε
3
+
2ε
3
= ε,
para todo i ≥ m0 = max{i0, n0}. Isto significa que lim
i→∞
xi = x. A prova do teorema em questa˜o
segue.
4.2.7 Supremo em R
Nesta subsec¸a˜o, nossa meta e´ provar a existeˆncia do supremo para qualquer conjunto na˜o vazio
e limitado superiormente de R. E´ importante destacar que a definic¸a˜o de conjuntos limitados, tanto
inferior quanto superiormente, e supremo foram estabelecidas na Definic¸a˜o 4.15.
Comecemos listando algumas definic¸o˜es necessa´rias para alcanc¸armos nosso objetivo.
Definic¸a˜o 4.31. Dizemos que uma sequeˆncia (xn) de nu´meros reais e´ na˜o decrescente (respectiva-
mente crescente) se xn ≤ xn+1, ∀n ∈ N∗ (respectivamente xn < xn+1,∀n ∈ N∗).
Definic¸a˜o 4.32. Uma sequeˆncia (xn) de nu´meros reais e´ na˜o crescente (respectivamente decres-
cente) se xn+1 ≤ xn, ∀n ∈ N∗ (respectivamente xn+1 < xn,∀n ∈ N∗).
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Definic¸a˜o 4.33. Uma sequeˆncia e´ dita mono´tona se esta e´ crescente, decrescente, na˜o crescente
ou na˜o decrescente.
Definic¸a˜o 4.34. Uma sequeˆncia (xn) de nu´meros reais, diz-se limitada se existe c ∈ R∗+, tal que
|xn| ≤ c, ∀n ∈ N∗.
O primeiro resultado desta subsec¸a˜o relaciona sequeˆncias mono´tonas e limitadas com sequeˆncias
de Cauchy em R.
Proposic¸a˜o 4.44. Se (xn) e´ uma sequeˆncia mono´tona e limitada de nu´meros reais, enta˜o (xn) e´
uma sequeˆncia de Cauchy em R.
Demonstrac¸a˜o. Consideremos que (xn) seja mono´tona na˜o decrescente. Como (xn) e´ limitada,
enta˜o existe a ∈ R∗+ tal que xn ≤ a, para todo n ∈ N∗. Assim,
x1 ≤ x2 ≤ ... ≤ xn ≤ ... ≤ a.
Suponhamos, por absurdo, que (xn) na˜o seja uma sequeˆncia de Cauchy. Isto significa que existe
ε ∈ R∗+ tal que para qualquer que seja n0 ∈ N∗, podemos encontrar m,n ∈ N∗, com m ≤ n e
m,n ≥ n0 tais que
xn − xm = |xn − xm| ≥ ε.
Em particular, para n0 = 1 ∈ N∗, ∃m1, n1 ∈ N∗ com m1 ≤ n1 e m1, n1 ≥ 1 tais que
xn1 − xm1 ≥ ε.
Para n0 = n1, obtemos m2, n2 ∈ N∗ com m2 ≤ n2 e m2, n2 ≥ n1 tais que
xn2 − xm2 ≥ ε.
Para n0 = n2, podemos encontrar m3, n3 ∈ N∗, com m3 ≤ n3 e m3, n3 ≥ n2 tais que
xn3 − xm3 ≥ ε.
Suponhamos, por recorreˆncia, que ∃mi, ni ∈ N∗, com mi ≤ ni e mi+1, ni+1 ≥ ni tais que
xni − xmi ≥ ε,∀i = 1, ..., k.
Tome n0 = nk. Enta˜o, ∃mk+1, nk+1 ∈ N∗, com mk+1 ≤ nk+1 e mk+1, nk+1 ≥ nk tais que
xnk+1 − xmk+1 ≥ ε.
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Portanto, ∃mi, ni ∈ N∗ com mi ≤ ni e mi+1, ni+1 ≥ ni tais que
xni − xmi ≥ ε,∀i ∈ N∗. (4.8)
Afirmac¸a˜o: xni ≥ xm1 + iε, ∀i ∈ N∗.
Provaremos a desigualdade acima por induc¸a˜o sobre i. Assim sendo, seja
X = {i ∈ N∗/xni ≥ xm1 + iε}.
Note que 1 ∈ X, pois
xn1 ≥ xm1 + ε = xm1 + 1 · ε,
por (4.8).
Suponhamos que k ∈ X, isto e´, xnk ≥ xm1 + kε. Da´ı, encontramos
xnk+1 ≥ xmk+1 + ε = (xmk+1 − xnk) + xnk + ε ≥ xnk + ε ≥ xm1 + kε+ ε = xm1 + (k + 1)ε,
por (4.8) e mk+1 ≥ nk. Isto prova que X = N∗.
Tendo em vista a propriedade Arquimediana dos nu´meros reais, podemos tomar k0 ∈ N de
modo que
k0ε > a− xm1 .
Se k0 = 0, ter´ıamos que xm1 > a. Um absurdo, pois xn ≤ a, para todo n ∈ N∗. Assuma, enta˜o,
que k0 ∈ N∗. Por isso, podemos escrever
xnk0 ≥ xm1 + k0ε > xm1 + a− xm1 = a.
Deste modo, existe pelo menos um elemento de (xn) que e´ maior do que a. Isto contradiz o fato
de que xn ≤ a, para todo n ∈ N∗. Portanto (xn) e´ uma sequeˆncia de Cauchy de nu´meros reais. A
demonstrac¸a˜o para os outros casos poss´ıveis de sequeˆncia mono´tonas e´ ana´loga.
Relacionando sequeˆncias mono´tonas e limitadas com convergeˆncia, temos o seguinte corola´rio.
Corola´rio 4.44. Se (xn) e´ uma sequeˆncia mono´tona e limitada de nu´meros reais, enta˜o esta e´
uma sequeˆncia convergente.
Demonstrac¸a˜o. E´ fato, pela proposic¸a˜o acima, que (xn) e´ uma sequeˆncia de Cauchy em R. Da´ı,
como toda sequeˆncia de Cauchy e´ convergente (ver Teorema 4.43), enta˜o (xn) e´ uma sequeˆncia
convergente.
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O resultado a seguir, sera´ u´til para provarmos que todo subconjunto de R na˜o vazio e limitado
superiormente admite supremo.
Teorema 4.45. Sejam (xn) e (yn) duas sequeˆncias de nu´meros reais tais que:
i) (xn) e´ mono´tona na˜o decrescente;
ii) (yn) e´ mono´tona na˜o crescente;
iii) xm < yn, ∀m,n ∈ N∗;
iv) dado ε ∈ R∗+,∃n0 ∈ N∗ tal que para todo n ≥ n0, tem-se yn − xn < ε.
Enta˜o, existe um u´nico nu´mero real que pertence a todos os intervalos [xm, yn], com m,n ∈ N∗.
Demonstrac¸a˜o. Como as hipo´teses do teorema nos diz que (xn) e (yn) sa˜o mono´tonas e limitadas
(por y1 e x1), enta˜o temos que (xn) e (yn) sa˜o sequeˆncias de Cauchy em R. Deste modo estas
sequeˆncias sa˜o convergentes em R. Consideremos, enta˜o, que
lim
n→∞xn = x e limn→∞ yn = y,
onde x = [xn], y = [yn] ∈ R.
O item iii) do enunciado do teorema nos diz que, xm < yn,∀m,n ∈ N∗. Da´ı, passando ao limite,
quando m→∞, obtemos
x = lim
m→∞xm ≤ yn,∀n ∈ N
∗.
Agora passando ao limite, quando n→∞, encontramos
x ≤ lim
n→∞ yn = y.
Na˜o pode ocorrer x < y. De fato, pelo item iv), com ε = y − x > 0 tem-se que existe n0 ∈ N∗
tal que para todo n ≥ n0, obte´m-se yn − xn < ε = y − x.
Afirmac¸a˜o: xm ≤ x, ∀m ∈ N∗.
De fato, suponhamos que ∃m0 ∈ N∗ tal que xm0 > x. Como xm0 ≤ xm,∀m ≥ m0, enta˜o,
passando ao limite, quando m→∞, encontramos
x = lim
m→∞xm ≥ xm0 > x.
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Isto e´ uma contradic¸a˜o.
Analogamente, temos que yn ≥ y,∀n ∈ N∗ (ja´ que (yn) e´ na˜o crescente e lim
n→∞ yn = y). Logo,
chegamos a
xn + y ≤ yn + x, ∀n ∈ N∗,
isto e´,
y − x ≤ yn − xn, ∀n ∈ N∗.
Contradizendo o fato de que yn − xn < y − x para todo n ≥ n0. Assim, x = y. Por fim, pelo que
foi provado acima, encontramos xm ≤ x ≤ yn, para todo m,n ∈ N∗.
Para concluir este cap´ıtulo, provaremos que conjuntos gozam da propriedade de admitirem
supremo (o que na˜o ocorre em Q).
Teorema 4.46. Seja X um conjunto na˜o vazio e limitado superiormente de nu´meros reais. Enta˜o,
o supremo de X existe em R.
Demonstrac¸a˜o. Consideremos y1 uma cota superior de X (X e´ limitado superiormente). Seja
x1 ∈ R tal que x1 na˜o seja cota superior de X. Note que x1 < y1. Designemos por:
y2 : o menor dos nu´meros
y1+x1
2 e y1, que seja cota superior de X.
x2 : o maior dos nu´meros
y1+x1
2 e x1, que na˜o seja cota superior de X.
Observemos que se y2 =
y1+x1
2 , enta˜o x2 = x1 e se y2 = y1, enta˜o x2 =
y1+x1
2 (pois
y1+x1
2 > x1).
Em ambos os casos, temos y2 − x2 = y1−x12 . Observe que x2 < y2, desde que x1 < y1. Denote por:
y3 : o menor dos nu´meros
y2+x2
2 e y2 que seja cota superior de X.
x3 : o maior dos nu´meros
y2+x2
2 e x2 que na˜o seja cota superior de X.
Observemos que se y3 =
y2+x2
2 , enta˜o x3 = x2 e se y3 = y2, enta˜o x3 =
y2+x2
2 (pois
y2+x2
2 > x2).
Em ambos os casos, encontramos y3 − x3 = y1−x122 . Tambe´m temos que x3 < y3.
Generalizando, se temos xn < yn, com yn − xn = y1−x12n , podemos determinar:
yn+1 : o menor dos nu´meros
yn+xn
2 e yn que seja cota superior de X.
xn+1 : o maior dos nu´meros
yn+xn
2 e xn que na˜o seja cota superior de X.
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Observemos que se yn+1 =
yn+xn
2 , enta˜o xn+1 = xn e se yn = yn+1, enta˜o xn+1 =
yn+xn
2 (pois
yn+xn
2 > xn). Em ambos os casos yn+1 − xn+1 = y1−x12n+1 . E´ fa´cil concluir que xn+1 < yn+1, pois
x1 < y1.
A sequeˆncia (yn) como foi constru´ıda e´ mono´tona na˜o crescente, e a sequeˆncia (xn) mono´tona
na˜o decrescente. Ale´m disso,
• Pela construc¸a˜o das sequeˆncias (yn) e (xn), temos que
x1 ≤ x2 ≤ x3 ≤ x2 ≤ ... ≤ xn ≤ yn ≤ ... ≤ y3 ≤ y2 ≤ y1 ≤ y0, ∀n ∈ N∗.
• Dado ε ∈ R∗+, basta tomar n1 ∈ N∗ tal que y1+x12n1 < ε (basta assumir n1 > y1+x1ε − 1 e usar
desigualdade de Bernoulli). Da´ı, para qualquer n ≥ n1, tem-se
yn − xn = y1 − x1
2n
< ε.
Enta˜o sa˜o satisfeitas as hipo´teses do Teorema anterior, e enta˜o existe um u´nico nu´mero real k que
pertence a todos os intervalos [xn, ym], para todo n,m ∈ N∗. Usando a prova do Teorema anterior,
temos que
lim
n→∞ yn = limn→∞xn = k.
O nu´mero real k e´ o supremo de X. De fato, qualquer que seja x ∈ X, tem-se x ≤ yn, para
todo n ∈ N∗ (yn e´ cota superior de X). Passando ao limite, quando n→∞, obtemos
x ≤ lim
n→∞ yn = k.
Suponhamos que exista s ∈ R tal que s < k e s e´ cota superior de X. Assim, k − s > 0. Como
lim
n→∞xn = k, enta˜o existe n1 ∈ N
∗, tal que, para todo n ≥ n1, tem-se
|xn − k| < k − s⇒ s− k < xn − k < k − s⇒ s < xn < 2k − s.
Logo, s < xn, para todo n ≥ n1. Dessa forma, x < xn, ∀x ∈ X e n ≥ n1 (pois, s e´ cota superior
de X). Isto significa que xn1 e´ cota superior de X (nenhum dos termos da sequeˆncia (xn) e´ cota
superior de X). Absurdo! Portanto, k ∈ R e k = supX.
4.3 Aplicac¸a˜o dos reais
4.3.1 A sequeˆncia de Fibonacci
Apresentaremos um pouco da histo´ria da vida e obra de Fibonacci que foi o matema´tico res-
ponsa´vel pela descoberta da sequeˆncia que leva o seu nome, bem como, o problema da reproduc¸a˜o
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dos coelhos cuja soluc¸a˜o e´ a geradora dos termos da referida sequeˆncia e sua correspondente de-
finic¸a˜o formal.
Leonardo de Pisa (Fibonacci)
Leonardo de Pisa foi para muitos, o matema´tico europeu mais original e capaz do Per´ıodo Me-
dieval. Nascido, na de´cada de 1170, na cidade de Pisa, na regia˜o da Toscana (Ita´lia), era tambe´m
conhecido como Leonardo Fibonacci (devido ao fato de Fibonacci ser um diminutivo de filius Bo-
nacci que significa filho de Bonaccio), Leonardo Pisano ou Leonardo Bigollo (na Toscana, Bigollo
significa viajante). Ficou conhecido pelo seu papel na introduc¸a˜o dos algarismos indo-ara´bicos na
Europa e pela famosa sequeˆncia nume´rica que leva o seu nome. No Se´culo XII, Pisa se destacava
por ser um dos grandes centros comerciais da Ita´lia, assim como Geˆnova e Veneza. Possu´ıa va´rios
entrepostos comerciais espalhados pelo Mediterraˆneo onde passavam mercadorias importadas do
interior e do ultramar, tais como, as especiarias do Extremo Oriente que circulavam com destino a`
Europa Ocidental. Leonardo Fibonacci era filho de Guglielmo dei Bonacci, um destacado mercador
pisano e representante dos comerciantes de Pisa que atuava como uma espe´cie de fiscal alfandega´rio
em Bugia (atualmente Bejaia, na Arge´lia). Devido a`s viagens do seu pai por quase todo o Medi-
terraˆneo, Fibonacci teve oportunidade de visitar a Sic´ılia, o Egito, a Espanha mulc¸umana, a Gre´cia
e, dessa forma, de conhecer, nestes lugares, as diversas culturas, assim como, de aprender com
professores islaˆmicos a matema´tica a´rabe que era mais desenvolvida que a matema´tica praticada
na Europa Ocidental. Apo´s concluir que o sistema de numerac¸a˜o indo-ara´bicos, o qual inclu´ıa
o princ´ıpio do valor de lugar, era bem mais pra´tico que todos os outros sistemas de numerac¸a˜o,
inclusive, o sistema de algarismos romanos, Fibonacci escreveu o seu primeiro livro, Liber Abaci
(Livro do A´baco), t´ıtulo que na˜o condiz com o conteu´do da obra, publicado em 1202, no qual des-
creve em seus primeiros cap´ıtulos, as nove cifras indianas (nove algarismos), o zero e as operac¸o˜es
elementares envolvendo tais algarismos (incluindo o zero). Segundo L´ıvio (2011, p. 111), Fibonacci
inicia o Liber Abaci da seguinte forma: os nove nu´meros indianos sa˜o: 9 8 7 6 5 4 3 2 1. Com
esses nove nu´meros e com o 0... qualquer nu´mero pode ser escrito... E para Boyer (1974, p. 185),
o Liber Abaci e´ um tratado muito completo sobre me´todos e problemas alge´bricos em que o uso
dos numerais indo-ara´bicos e´ fortemente recomendado. Nos seus problemas sa˜o inclu´ıdas questo˜es
u´teis aos mercadores, como converso˜es moneta´rias, ca´lculo de juros, me´dias, entre outras. Ale´m
desses problemas de ordem pra´tica, existem outros tantos, tais como, o problema do resto chineˆs,
a regra da falsa posic¸a˜o, e mais outros que sa˜o resolvidos atrave´s do uso de equac¸o˜es quadra´ticas.
A obra tambe´m apresenta justificativas geome´tricas de fo´rmulas quadra´ticas e me´todos para se
obter somas de se´ries. Apo´s essa obra, Fibonacci gozou de muito sucesso e prest´ıgio a ponto do
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Imperador Frederico II teˆ-lo convidado para participar de uma competic¸a˜o matema´tica, onde foi
apresentado va´rios problemas considerados dif´ıceis pelo matema´tico da Corte, Johannes Palermo.
Fibonacci resolveu todos os problemas os quais a soluc¸a˜o de dois deles apresentou em um livro
chamado Flos (Flor), publicado em 1225. Ale´m do Liber Abaci e do Flos, Fibonacci escreveu
outros dois livros: o Practica Geometriae, publicado em 1220, onde ele apresentou os conhecimen-
tos de Geometria e Trigonometria da e´poca e o Liber Quadratorum, publicado em 1225, que e´
considerado a sua obra mais avanc¸ada, pois trata da Teoria dos Nu´meros. No entanto, Fibonacci
ficou conhecido na˜o exatamente pelos seus livros, mas pelo fato de Edouard Lucas, na sua Colec¸a˜o
Re´cre´ations mathe´matiques, ter dado o nome fibonacci a uma sequeˆncia que aparece como soluc¸a˜o
de um problema do Liber Abaci, que descreveremos a seguir.
O problema da reproduc¸a˜o de coelhos
”Um homem poˆs um par de filhotes de coelhos num lugar cercado de muro por todos os lados.
Quantos pares de coelhos podem ser gerados a partir desse par em um ano se, supostamente, todo
meˆs cada par da´ a` luz a um novo par, que e´ fe´rtil a partir do segundo meˆs?”
Soluc¸a˜o: Segue abaixo o processo de reproduc¸a˜o em cada meˆs:
• No 1o meˆs, temos apenas um par de coelhos (ainda filhotes).
• No 2o meˆs, continuamos com um par de coelhos (agora adultos).
• No 3o meˆs, nasce um par de filhotes. Logo, temos dois pares de coelhos (um par de adultos e um
par de filhotes).
• No 4o meˆs, o par inicial gera o seu segundo par de filhotes, ficando um total de treˆs pares de
coelhos (o par inicial, o primeiro par de filhotes, agora adultos, e o segundo par de filhotes).
• No 5o meˆs, o par inicial gera o seu terceiro par de filhotes; o segundo par de adultos gera o seu
primeiro par de filhotes e o par de filhotes gerado no meˆs anterior, agora adulto. Logo, temos cinco
pares de coelhos (treˆs pares de adultos mais dois pares de filhotes).
• Etc.
Notamos que num determinado meˆs, o nu´mero de pares de coelhos sera´ igual ao nu´mero de
pares do meˆs anterior mais o nu´mero de pares do meˆs anterior ao anterior, pois sera˜o esses u´ltimos
que contribuira˜o com o acre´scimo do nu´mero de pares de filhotes.
A Figura abaixo mostra a reproduc¸a˜o dos coelhos ate´ o sexto meˆs.
Na Tabela abaixo, segue a soluc¸a˜o resumida ate´ o 12o meˆs, onde havera´ 144 pares de coelhos.
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Figura 4.1: figura 1 reais coelhos de fibonacci
Meˆs No de pares de adultos No de pares de filhotes Total
1o 0 1 1
2o 1 0 1
3o 1 1 2
4o 2 1 3
5o 3 2 5
6o 5 3 8
7o 8 5 13
8o 13 8 21
9o 21 13 34
10o 34 21 55
11o 55 34 89
12o 89 55 144
Tabela 1.1: Soluc¸a˜o resumida do problema da reproduc¸a˜o de coelhos.
Considerando que no problema anterior na˜o haja morte e nem migrac¸a˜o de coelhos (nem de
dentro pra fora e nem de fora pra dentro), sua generalizac¸a˜o e´ dada por:
1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, . . . , fn, fn+1, fn+2, . . . ,
onde,
fn+2 = fn+1 + fn, com n ≥ 0 e f0 = f1 = 1
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Essa relac¸a˜o define, por recorreˆncia, uma sequeˆncia de nu´meros naturais, chamada Sequeˆncia
de Fibonacci, cujos termos sa˜o chamados de Nu´meros de Fibonacci. Os Nu´meros de Fibonacci
apresentam propriedades aritme´ticas nota´veis que sa˜o, ate´ hoje, objeto de investigac¸a˜o. Existe ate´
uma revista intitulada The Fibonacci Quarterly, fundada em 1963, dedicada a` pesquisa em torno
desses nu´meros. Mas o que mais nos impressiona e´ o fato de que esses nu´meros aparecem na geo-
metria, na Teoria dos Nu´meros, na gene´tica, assim como surgem, inesperadamente, em fenoˆmenos
aparentemente desconexos, tais como, na distribuic¸a˜o das sementes dentro de um girassol, na a´rvore
genealo´gica de um zanga˜o e na relac¸a˜o com o Nu´mero de Ouro, como veremos mais adiante.
Problema: Determine o nu´mero de Fibonacci Fn
Utilizaremos Recorreˆncias Lineares de Segunda ordem para solucionar o problema. A cada
recorreˆncia linear de segunda ordem homogeˆnea, com coeficientes constantes, da forma xn+2 +
pxn+1 + qxn = 0, associaremos uma equac¸a˜o do segundo grau, r
2 + pr + q = 0, chamada equac¸a˜o
caracter´ıstica. A nossa suposic¸a˜o preliminar de ser q 6= 0 implica 0 na˜o ser raiz da equac¸a˜o
caracter´ıstica.
Teorema 4.47. Se t1 e t2 sa˜o ra´ızes da equac¸a˜o t
2 − pt− q = 0, enta˜o xn = c1tn1 + c2tn2 e´ soluc¸a˜o
da recorreˆncia an − pan−1 − qan−2 = 0 para quaisquer valores de c1 e c2 .
Demonstrac¸a˜o: Substituindo xn = c1t
n
1 + c2t
n
2 em an − pan−1 − qan−2 e agrupando os termos,
obtemos:
c1t
n
1 + c2t
n
2 − p(c1tn−11 + c2tn−12 )− q(c1tn−21 + c2tn−22 ) =
c1(t
n
1 − ptn−11 − qtn−21 ) + c2(tn2 − ptn−12 − qtn−22 =
c1t
n−2
1 (t
2
1 − pt1 − q) + c2tn−22 (t22 − pt2 − q) =
c1t
n−2
1 · 0 + +c2tn−22 · 0 = 0
Enta˜o xn e´ soluc¸a˜o.
4.3.2 Resoluc¸a˜o de recorreˆncias de segunda ordem
Teorema 4.48. Se t1 e t2 com t1 6= t2 e t1, t2 6= 0, sa˜o ra´ızes da equac¸a˜o caracter´ıstica , enta˜o
todas as soluc¸o˜es da recorreˆncia an − pan−1 − qan−2 = 0 sa˜o da forma xn = c1tn1 + c2tn2 com c1 e
c2 constantes.
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Demonstrac¸a˜o: Seja un uma soluc¸a˜o qualquer de an − pan−1 − qan−2 = 0.
Vamos primeiro tentar escrever u1 e u2 na forma desejada. Ou seja, vamos tentar determinar
c1 e c2 tais que un seja da forma c1t
n
1 + c2t
n
2 .
Escrevendo igualdades para u1 e u2, podemos formar um sistema de equac¸o˜es do qual as cons-
tantes c1 e c2 sejam as soluc¸o˜es: {
c1t1 + c2t2 = u1
c1t
2
1 + c2t
2
2 = u2
Ou seja,
c1 =
u1t2 − u2
t1(t2 − t1) e c2 =
u2 − u1t1
t2(t2 − t1)
Note que, estas soluc¸o˜es sa˜o poss´ıveis ja´ que t1 6= t2 e t1, t2 6= 0.
Tomemos vn = un − c1tn1 − c2tn2 . Vamos provar que vn = 0 para todo n.
Temos,
vn − pvn−1 − qvn−2 = (un − pun−1 − qun−2)− c1tn−21 (t21 − pt1 − q)− c2tn−22 (t22 − pt2 − q).
O primeiro pareˆntese e´ igual a zero ja´ que un e´ soluc¸a˜o de an − pan−1 − qan−2 = 0 e os dois
u´ltimos pareˆnteses sa˜o iguais a zero pois t1 e t2 sa˜o ra´ızes da equac¸a˜o t
2 − pt − q = 0 . Assim,
vn − pvn−1 − qnn−2 = 0.
Ale´m disso, como c1t1 + c2t2 = u1 e c1t
2
1 + c2t
2
2 = u2, temos v1 = v2 = 0. Entretanto, se
vn − pvn−1 − qnn−2 = 0 e v1 = v2 = 0 enta˜o vn = 0 para todo n.
4.3.3 A soluc¸a˜o do problema (Fn)
A equac¸a˜o da recorreˆncia pode ser reescrita como Fn+2 − Fn+1 − Fn = 0, cuja equac¸a˜o carac-
ter´ıstica e´ x2 − x− 1 = 0, que por sua vez tem como ra´ızes:
α =
1 +
√
5
2
e β =
1−√5
2
As soluc¸o˜es de uma recorreˆncia com tal expressa˜o sa˜o da forma:
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Fn = A ·
(
1 +
√
5
2
)n
+B ·
(
(
1−√5
2
)n
Ale´m disso, a sequeˆncia de Fibonacci tem F1 = F2 = 1. E assim podemos montar o sistema:

A ·
(
1 +
√
5
2
)
+B ·
(
1−√5
2
)
= 1
A ·
(
1 +
√
5
2
)2
+B ·
(
1−√5
2
)2
= 1
Resolvendo o sistema chegamos a`s constantes
A =
1√
5
e B = − 1√
5
Portanto, a soluc¸a˜o da recorreˆncia e´ dada por:
Fn =
1√
5
·
(
1 +
√
5
2
)n
− 1√
5
·
(
1−√5
2
)n
Esta fo´rmula e´ conhecida por fo´rmula de Binet, que a descobriu em 1843.
Observemos que o resultado obtido e´ uma soluc¸a˜o para um caso particular da recorreˆncia
xn+2 = xn+1 + xn. Caso esse, que chamamos de sequeˆncia de Fibonacci. Note que a soluc¸a˜o da
equac¸a˜o caracter´ıstica, α =
1 +
√
5
2
, e´ o chamdo nu´mero de ouro, obtido atrave´s da raza˜o a´urea.
4.3.4 Uma outra aplicac¸a˜o (O conjunto de Cantor)
Georg Ferdinand Ludwig Philipp Cantor (1845-1918) foi um matema´tico russo nascido no
Impe´rio Russo. Conhecido por ter elaborado a moderna teoria dos conjuntos, foi a partir desta
teoria que chegou ao conceito de nu´mero transfinito, incluindo as classes nume´ricas dos cardinais e
ordinais e estabelecendo a diferenc¸a entre estes dois conceitos, que colocam novos problemas quando
se referem a conjuntos infinitos. Nasceu em Sa˜o Petersburgo (Ru´ssia), filho do comerciante dina-
marqueˆs, George Waldemar Cantor, e de uma musicista russa, Maria Anna Bo¨hm. Em 1856 sua
famı´lia mudou-se para a Alemanha, continuando a´ı os seus estudos. Estudou no Instituto Federal
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de Tecnologia de Zurique. Doutorou-se na Universidade de Berlim em 1867. Teve como professores
Ernst Kummer, Karl Weierstrass e Leopold Kronecker. Em 1872 foi docente na Universidade de
Halle-Wittenberg, na cidade alema˜ Halle an der Saale, onde obteve o t´ıtulo de professor em 1879.
Toda a sua vida ira´ tentar em va˜o deixar a cidade, tendo acabado por pensar que era v´ıtima de uma
conspirac¸a˜o. Cantor provou que os conjuntos infinitos na˜o teˆm todos a mesma poteˆncia (poteˆncia
significando ”tamanho”). Fez a distinc¸a˜o entre conjuntos numera´veis (ou enumera´veis) (em ingleˆs
chamam-se countable - que se podem contar) e conjuntos cont´ınuos (ou na˜o-enumera´veis) (em
ingleˆs uncountable - que na˜o se podem contar). Provou que o conjunto dos nu´meros racionais e´
enumera´vel, enquanto que o conjunto dos nu´meros reais e´ cont´ınuo (logo, maior que o anterior). Na
demonstrac¸a˜o foi utilizado o ce´lebre argumento da diagonal de Cantor ou me´todo diagonal. Nos
u´ltimos anos de vida tentou provar, sem o conseguir, a ”hipo´tese do cont´ınuo”, ou seja, que na˜o
existem conjuntos de poteˆncia interme´dia entre os numera´veis e os cont´ınuos - em 1963, Paul Cohen
demonstrou a indemonstrabilidade desta hipo´tese. Em 1897, Cantor descobriu va´rios paradoxos
suscitados pela teoria dos conjuntos. Foi ele que utilizou pela primeira vez o s´ımbolo s ∈ R para re-
presentar o conjunto dos nu´meros reais. Durante a u´ltima metade da sua vida sofreu repetidamente
de ataques de depressa˜o, o que comprometeu a sua capacidade de trabalho e o forc¸ou a ficar hospi-
talizado va´rias vezes. Provavelmente ser-lhe-ia diagnosticado, hoje em dia, um transtorno bipolar
- vulgo man´ıaco-depressivo. A descoberta do Paradoxo de Russell conduziu-o a um esgotamento
nervoso do qual na˜o chegou a se recuperar. Comec¸ou, enta˜o, a se interessar por literatura e religia˜o.
Desenvolveu o seu conceito de Infinito Absoluto, que identificava a Deus. Ficou na penu´ria durante
a Primeira Guerra Mundial, morrendo num hospital psiquia´trico em Halle.
O conjunto de Cantor
O conjunto de Cantor,em homenagem ao matema´tico Georg Cantor (1845 - 1918), e´ constru´ıdo
como a seguir.
Comec¸amos com o intervalo fechado [0, 1] e removemos o intervalo aberto
(
1
3 ,
2
3
)
. Isso nos
leva a dois intervalos,
[
0, 13
]
e
[
2
3 , 1
]
. Dividimos novamente cada intervalo em treˆs e removemos
cada terc¸o intermedia´rio aberto. Quatro intervalos permanecem, e novamente repetimos o processo.
Continuamos esse procedimento indefinidamente, em cada passo removendo o terc¸o do meio de cada
intervalo aberto que permanece do passo anterior. O conjunto de Cantor consiste nos nu´meros que
permanecem em [0, 1] depois de todos os intervalos terem sidos removidos.
(a)Mostre que o comprimento total de todos os intervalos que foram removidos e´ 1. Apesar
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disso, o conjunto de Cantor conte´m infinitos nu´meros. Deˆ exemplos de alguns nu´meros no conjunto
de Cantor.
Soluc¸a˜o:
Na primeira etapa, somente o intervalo
(
1
3 ;
2
3
)
(comprimento 13) e´ removido.
Na segunda etapa, removemos
(
1
9 ;
2
9
)
e
(
7
9 ;
8
9
)
, no qual o comprimento total e´ 2.
(
1
3
)2
.
Na terceira etapa removemos 22 intervalos de comprimento
(
1
3
)3
. Em geral, na ene´sima etapa
removemos 2n−1 intervalos, com comprimento
(
1
3
)n
cada.
Logo removemos 2n−1 · (13)n = 13 · (23)n−1 . Portanto o total de todos comprimentos removidos
e´ AR =
∞∑
n=1
1
3
·
(
2
3
)n−1
=
1
3
1− 23
= 1 .
(b) O carpete de Sierpinsk e´ o correspondente bidimensional do conjunto de Cantor. Ele e´
constru´ıdo pela remoc¸a˜o do nono subquadrado central de um quadrado de lado 1 dividido em nove
subquadrados. A etapa seguinte consiste em remover os subquadrados centrais dos oito quadrados
menores que permaneceram, e assim por diante. (A figura apresenta as treˆs primeirras etapas da
construc¸a˜o). Mostre que a soma das a´reas dos quadrados removidos e´ 1. Isso implica que o carpete
de Sierpinski tem a´rea 0.
?
Figura 4.2: figura 2 reais carpete
Soluc¸a˜o:
A a´rea removida na 1o etapa e´
1
9
. Ja´ na segunda etapa 8 ·
(
1
9
)2
. Na terceira etapa 82 ·
(
1
9
)3
.
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Em geral, na ene´sima etapa temos 8n−1 ·
(
1
9
)n
=
1
9
·
(
8
9
)n−1
. Assim o total da a´rea removida e´
dada por
AR =
∑ 1
9
(
8
9
)n−1
=
1
9
1− 89
= 1
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Cap´ıtulo 5
Construc¸a˜o de Conjuntos Imagina´rios
Neste cap´ıtulo, usaremos o conjunto dos nu´meros reais para obter, de forma precisa, a definic¸a˜o,
e algumas propriedades aritme´ticas ba´sicas, dos nu´meros complexos.
5.1 Construc¸a˜o dos Nu´meros Complexos
No ensino elementar, os nu´meros complexos sa˜o introduzidos a partir da chamada “unidade
imagina´ria”, i, com a propriedade de que i2 = −1. Este mesmos nu´meros sa˜o definidos atrave´s
de uma expressa˜o da forma a + bi, onde a, b ∈ R, sujeitas a`s regras operacionais conhecidas dos
nu´meros reais.
Nesta sec¸a˜o, sera´ feita a construc¸a˜o rigorosa dos nu´meros complexos. A refereˆncia que serviu
como base nesta sec¸a˜o esta´ apresentada em [3].
5.1.1 Operac¸o˜es Elementares em C
Aprendemos, no ensino ba´sico, que dois nu´meros complexos da forma a+ bi e c+ di, sa˜o iguais
apenas quando a = c e b = d. O que nos lembra a igualdade entre os pares ordenados (a, b) e (c, d)
em R2 (aqui R2 = {(x, y)/x, y ∈ R}). Assim sendo, vamos estabelecer nossa definic¸a˜o dos nu´meros
complexos atrave´s de R2. Mais precisamente, temos o seguinte conceito.
Definic¸a˜o 5.1. Sejam (a, b), (c, d) ∈ R2. Definimos a operac¸a˜o + : R2×R2 → R2, chamada adic¸a˜o,
como sendo
(a, b) + (c, d) = (a+ c, b+ d),∀(a, b), (c, d) ∈ R2.
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Exemplo 5.1. E´ fa´cil ver que
(
√
2, 1) + (−1, 3) = (
√
2 + (−1), 1 + 3) = (
√
2− 1, 4).
Nossa meta principal com a adic¸a˜o e´ apresentar as propriedades elementares que esta satisfaz
em R2.
Comecemos com a comutatividade.
Teorema 5.1 (Comutatividade). Sejam (a, b), (c, d) ∈ R2. Enta˜o, (a, b) + (c, d) = (c, d) + (a, b).
Demonstrac¸a˜o. E´ fa´cil checar que
(a, b) + (c, d) = (a+ c, b+ d) = (c+ a, d+ b) = (c, d) + (a, b).
Isto completa a prova do teorema em questa˜o.
Agora, verifiquemos a associatividade.
Teorema 5.2 (Associatividade). Sejam (a, b), (c, d), (e, f) ∈ R2. Enta˜o,
[(a, b) + (c, d)] + (e, f) = (a, b) + [(c, d) + (e, f)].
Demonstrac¸a˜o. Note que
[(a, b) + (c, d)] + (e, f) = (a+ c, b+ d) + (e, f) = ((a+ c) + e, (b+ d) + f)
= (a+ (c+ e), b+ (d+ f)) = (a, b) + (c+ e, d+ f)
= (a, b) + [(c, d) + (e, f)].
Isto prova o teorema em questa˜o.
Agora, permita-nos mostrar que (0, 0) e´ o u´nico elemento neutro de R2.
Teorema 5.3 (Elemento Neutro). Seja (a, b) ∈ R2. Enta˜o, (a, b) + (0, 0) = (a, b). Ale´m disso,
(0, 0) e´ o u´nico elemento de R2 que satisfaz esta igualdade.
Demonstrac¸a˜o. E´ fa´cil ver que
(a, b) + (0, 0) = (a+ 0, b+ 0) = (a, b).
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Agora, considere que (c, d) ∈ R2 e´ tal que (a, b)+(c, d) = (a, b), para todo (a, b) ∈ R2. Dessa forma,
chegamos a
(0, 0) = (0, 0) + (c, d) = (0 + c, 0 + d) = (c, d).
Como quer´ıamos demonstrar.
Vejamos, agora, como provar a existeˆncia u´nica do sime´trico para cada elemento de R2.
Teorema 5.4 (Sime´trico). Seja (a, b) ∈ R2. Enta˜o, (a, b)+(−a,−b) = (0, 0). Ale´m disso, (−a,−b)
e´ o u´nico elemento de R2 que satisfaz esta igualdade.
Demonstrac¸a˜o. Note que
(a, b) + (−a,−b) = (a+ (−a), b+ (−b)) = (0, 0).
Suponha que existe (c, d) ∈ R2 tal que (a, b) + (c, d) = (0, 0). Assim, chegamos a
(c, d) = (c, d) + (0, 0) = (c, d) + [(a, b) + (−a,−b)]
= [(c, d) + (a, b)] + (−a,−b) = [(a, b) + (c, d)] + (−a,−b)
= (0, 0) + (−a,−b) = (−a,−b).
O Teorema 5.4 nos permite definir a subtrac¸a˜o entre dois elementos de R2 da seguinte forma:
(a, b)− (c, d) := (a, b) + (−c,−d) = (a− c, b− d), ∀(a, b), (c, d) ∈ R2.
O resultado abaixo estabelece a famosa lei do cancelamento em R2.
Teorema 5.5. Sejam (a, b), (c, d), (e, f) ∈ R2. Enta˜o,
(a, b) + (e, f) = (c, d) + (e, f)⇔ (a, b) = (c, d).
Demonstrac¸a˜o. A partir das propriedades de R, conclu´ımos que
(a, b) + (e, f) = (c, d) + (e, f)⇔ (a+ e, b+ f) = (c+ e, d+ f)
⇔ a+ e = c+ e e b+ f = d+ f
⇔ a = c e b = d
⇔ (a, b) = (c, d).
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Agora, vamos estabelecer a definic¸a˜o da multiplicac¸a˜o entre dois elementos de R2.
Definic¸a˜o 5.2. Sejam (a, b), (c, d) ∈ R2. Definimos a operc¸a˜o · : R2 × R2 → R2, chamada multi-
plicac¸a˜o, como sendo
(a, b) · (c, d) = (ac− bd, ad+ bc), ∀(a, b), (c, d) ∈ R2.
Abaixo destacamos as provas das propriedades aritme´ticas para a multiplicac¸a˜o em R2.
Comecemos com a comutatividade.
Teorema 5.6 (Comutatividade). Sejam (a, b), (c, d) ∈ R2. Enta˜o, (a, b) · (c, d) = (c, d) · (a, b).
Demonstrac¸a˜o. E´ fa´cil checar que
(a, b) · (c, d) = (ac− bd, ad+ bc) = (ca− db, cb+ da) = (c, d) · (a, b).
Isto completa a prova do teorema em questa˜o.
Verifiquemos a associatividade.
Teorema 5.7 (Associatividade). Sejam (a, b), (c, d), (e, f) ∈ R2. Enta˜o,
[(a, b) · (c, d)] · (e, f) = (a, b) · [(c, d) · (e, f)].
Demonstrac¸a˜o. Note que
(a, b) · [(c, d) · (e, f)] = (a, b) · (ce− df, cf + de)
= (a(ce− df)− b(cf + de), a(cf + de) + b(ce− df))
= (ace− adf − bcf − bde, acf + ade+ bce− bdf)
= ((ac− bd)e− (ad+ bc)f, (ac− bd)f + (ad+ bc)e)
= (ac− bd, ad+ bc) · (e, f) = [(a, b) · (c, d)] · (e, f).
Isto prova o teorema em questa˜o.
Agora, permita-nos mostrar que (1, 0) e´ o u´nico elemento neutro de R2.
Teorema 5.8 (Elemento Neutro). Seja (a, b) ∈ R2. Enta˜o, (a, b) · (1, 0) = (a, b). Ale´m disso, (1, 0)
e´ o u´nico elemento de R2 que satisfaz esta igualdade.
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Demonstrac¸a˜o. E´ fa´cil ver que
(a, b) · (1, 0) = (a · 1− b · 0, a · 0 + b · 1) = (a, b).
Agora, considere que (c, d) ∈ R2 e´ tal que (a, b) · (c, d) = (a, b), para todo (a, b) ∈ R2. Dessa forma,
chegamos a
(1, 0) = (1, 0) · (c, d) = (c, d) · (1, 0) = (c, d).
Como quer´ıamos demonstrar.
Vejamos, agora, como provar a existeˆncia u´nica do inverso para cada elemento na˜o nulo de R2.
Teorema 5.9 (Inverso). Seja (a, b) ∈ R2 tal que (a, b) 6= (0, 0). Enta˜o,
(a, b) ·
(
a
a2 + b2
,
−b
a2 + b2
)
= (1, 0).
Ale´m disso,
(
a
a2 + b2
,
−b
a2 + b2
)
e´ o u´nico elemento de R2 que satisfaz esta igualdade.
Demonstrac¸a˜o. Note que
(a, b) ·
(
a
a2 + b2
,
−b
a2 + b2
)
=
(
a2
a2 + b2
+
b2
a2 + b2
,
−ab
a2 + b2
+
ba
a2 + b2
)
=
(
a2 + b2
a2 + b2
,
−ab+ ab
a2 + b2
)
= (1, 0).
Suponha que existe (c, d) ∈ R2 tal que (a, b) · (c, d) = (1, 0). Assim, chegamos a
(c, d) = (c, d) · (1, 0) = (c, d) ·
[
(a, b) ·
(
a
a2 + b2
,
−b
a2 + b2
)]
= [(c, d) · (a, b)] ·
(
a
a2 + b2
,
−b
a2 + b2
)
= [(a, b) · (c, d)] ·
(
a
a2 + b2
,
−b
a2 + b2
)
= (1, 0) ·
(
a
a2 + b2
,
−b
a2 + b2
)
=
(
a
a2 + b2
,
−b
a2 + b2
)
.
Em muitos casos, o inverso de um elemento (a, b) ∈ R2 e´ denotado por (a, b)−1.
O Teorema 5.9 nos permite definir a divisa˜o entre dois elementos de R2 da seguinte forma:
(a, b) : (c, d) := (a, b) ·
(
c
c2 + d2
,
−d
c2 + d2
)
=
(
ac+ bd
c2 + d2
,
−ad+ bc
c2 + d2
)
, ∀(a, b), (c, d) ∈ R2,
onde (c, d) 6= (0, 0).
215
Exemplo 5.2. Temos que(
1
3
,−2
)−1
=
(
1
3
(13)
2 + (−2)2 ,
−(−2)
(13)
2 + (−2)2
)
=
(
1
3
37
9
,
2
37
9
)
=
(
3
37
,
18
37
)
.
Consequentemente,
(3, 2) :
(
1
3
,−2
)
= (3, 2) ·
(
3
37
,
18
37
)
=
(
3
3
37
− 218
37
, 3
18
37
+ 2
3
37
)
=
(
9− 36
37
,
54 + 6
37
)
=
(
−27
37
,
60
37
)
.
E´ tambe´m verdade que a propriedade distributiva, envolvendo a adic¸a˜o e a multiplicac¸a˜o, e´
va´lida em R2.
Teorema 5.10 (Distributividade). Sejam (a, b), (c, d), (e, f) ∈ R2. Enta˜o,
(a, b) · [(c, d) + (e, f)] = (a, b) · (c, d) + (a, b) · (e, f).
Demonstrac¸a˜o. Este resultado segue diretamente da igualdades abaixo:
(a, b) · [(c, d) + (e, f)] = (a, b) · (c+ e, d+ f) = (a(c+ e)− b(d+ f), a(d+ f) + b(c+ e))
= (ac+ ae− bd− bf, ad+ af + bc+ be) = (ac− bd+ ae− bf, ad+ bc+ af + be)
= (ac− bd, ad+ bc) + (ae− bf, af + be) = (a, b) · (c, d) + (a, b) · (e, f).
Permita-nos, agora, provar a lei do corte em R2.
Teorema 5.11. Sejam (a, b), (c, d), (e, f) ∈ R2 tais que (e, f) 6= (0, 0). Enta˜o,
(a, b) · (e, f) = (c, d) · (e, f)⇔ (a, b) = (c, d).
Demonstrac¸a˜o. (⇐) Na verdade, esta implicac¸a˜o vale para qualquer (e, f) ∈ R2. Note que, (a, b) =
(c, d) implica que a = c e b = d. Dessa forma,
(a, b) · (e, f) = (ae− bf, af + be) = (ce− df, cf + de) = (c, d) · (e, f).
(⇒) Suponha que (a, b) · (e, f) = (c, d) · (e, f). Como (e, f) 6= (0, 0), enta˜o existe (e, f)−1 ∈ R2
tal que (e, f) · (e, f)−1 = (1, 0). Consequentemente,
[(a, b) · (e, f)] · (e, f)−1 = [(c, d) · (e, f)] · (e, f)−1.
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Portanto, pelos Teoremas 5.7, 5.9 e 5.8, chegamos a (a, b) = (c, d).
Definic¸a˜o 5.3. O conjunto R2, dotado com as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o, definidas acima,
sera´ denominado conjunto dos nu´meros complexos e denotado por C.
5.1.2 Caracterizac¸a˜o Usual de C
Nesta subsec¸a˜o, vamos mostrar uma maneira de garantir a inclusa˜o do conjunto dos nu´meros
reais em C. Primeiramente, observemos como escrever um nu´mero complexo arbitra´rio da forma
usual. Sendo assim, e´ sabido que
(a, 0) + (b, 0) · (0, 1) = (a, 0) + (b · 0− 0 · 1, b · 1 + 0 · 0) = (a, 0) + (0, b) = (a, b).
Portanto,
(a, b) = (a, 0) + (b, 0) · (0, 1),∀(a, b) ∈ C.
Agora, vejamos como identificar os elementos da forma (a, 0) ∈ C com a ∈ R.
Teorema 5.12. Seja fR : R→ C uma func¸a˜o dada por fR(x) = (x, 0), para todo x ∈ R. Enta˜o, os
seguintes itens sa˜o va´lidos:
i) fR e´ injetora;
ii) fR(x+ y) = fR(x) + fR(y), ∀x, y ∈ R;
iii) fR(xy) = fR(x) · fR(y), ∀x, y ∈ R.
Demonstrac¸a˜o. i) E´ fa´cil ver fR e´ injetora, pois
fR(x) = fR(y)⇔ (x, 0) = (y, 0)⇔ x = y;
ii) Ale´m disso,
fR(x) + fR(y) = (x, 0) + (y, 0) = (x+ y, 0) = fR(x+ y),∀x, y ∈ R;
iii) Por fim,
fR(xy) = (xy, 0) = (x, 0) · (y, 0) = fR(x) · fR(y),∀x, y ∈ R.
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De modo similar aos casos estudados anteriormente, aqui tambe´m temos em C uma co´pia
alge´brica de R, fR(R), o que nos permite identificar R com fR(R) e, portanto, considerar N ⊆ Z ⊆
Q ⊆ R ⊂ C. Admitindo essa identificac¸a˜o e adotando o s´ımbolo i para o nu´mero complexo (0, 1), a
expressa˜o para (a, b), que e´ igual a (a, 0) + (b, 0) · (0, 1), pode ser escrita como a+ bi, como faz´ıamos
no ensino elementar. Neste caso, temos
C = {a+ bi/a, b ∈ R}.
Notemos ainda que, como no ensino ba´sico, vale:
i2 := i · i = (0, 1) · (0, 1) = (−1, 0) = −1,
por fR.
Definic¸a˜o 5.4. Sob a notac¸a˜o acima, chamamos os elementos bi ∈ C, com b 6= 0 imagina´rios puros.
Ja´ os nu´meros a ∈ C sa˜o denominados reais puros.
5.1.3 Mo´dulos e Conjugados em C
Nesta subsec¸a˜o, definiremos, de forma usual, a definic¸a˜o do que significa o mo´dulo e o conjugado
de um nu´mero complexo.
Definic¸a˜o 5.5. Dado o complexo z = a+ bi ∈ C, definimos o mo´dulo de z como sendo o nu´mero
real |z| = √a2 + b2.
Observe que quando um nu´mero complexo e´ real puro enta˜o a definic¸a˜o de mo´dulo coincide
com a de mo´dulo de um nu´mero real.
Exemplo 5.3. E´ fa´cil notar que
|1− i| =
√
12 + (−1)2 = √1 + 1 =
√
2.
Definic¸a˜o 5.6. Dado z = a+ bi ∈ C, definimos o conjugado complexo de z como sendo z := a− bi.
Veja que, pela definic¸a˜o acima, o conjugado de um nu´mero complexo e´ um nu´mero da mesma
categoria.
Exemplo 5.4. E´ fa´cil ver que (
√
2 + 3i) =
√
2− 3i.
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Vejamos algumas propriedades para o conjugado de um nu´mero complexo.
Proposic¸a˜o 5.1. Sejam z, w ∈ C. Enta˜o, valem as seguintes propriedades:
i) z = z;
ii) z + w = z + w;
iii) z · w = z · w;
iv) z · z = |z|2.
Demonstrac¸a˜o. Sejam z = a+ bi e w = c+ di ∈ C. Enta˜o,
i) z = a− bi e, enta˜o
z = a− (−b)i = a+ bi = z;
ii) Tambe´m temos que w = c− di e, assim,
z + w = (a− bi) + (c− di) = (a+ c)− (b+ d)i = z + w;
iii) E´ fato que
z · w = (a− bi) · (c− di) = (ac− bd)− (ad+ bc)i = z · w;
iv) Por fim, conclu´ımos que
z · z = (a+ bi) · (a− bi) = a2 + b2 = |z|2.
5.1.4 C na˜o enumera´vel e na˜o Ordena´vel
A seguir veremos que a na˜o enumerabilidade de C (o que na˜o ocorre com N, Z e Q) segue
diretamente da de R.
Teorema 5.13. C e´ na˜o enumera´vel.
Demonstrac¸a˜o. Vimos que R ⊂ C . Pela Proposic¸a˜o 1.19, se C fosse enumera´vel, R tambe´m deveria
ser, o que contradiz o que ja´ mostramos. Portanto, C e´ na˜o enumera´vel.
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E´ noto´rio que as propriedades aritme´ticas de C, dadas anteriormente, sa˜o as mesmas que as de
R (que sa˜o as mesmas que as de Q), sendo assim, podemos dizer que C e´ um corpo.
Apesar de os corpos Q e R serem dotados de uma relac¸a˜o de ordem compat´ıvel com suas
operac¸o˜es e sa˜o, portanto, ambos ordenados, temos que R e´ um corpo ordenado completo e Q e´ um
corpo ordenado na˜o completo.
Intuitivamente na˜o temos como dizer se 3 e´ maior do que 3i ou do que 2 + i, por exemplo.
Mostremos que C e´ um corpo na˜o ordena´vel (o que na˜o ocorre com Q e R), ou seja, e´ imposs´ıvel
dotar C de uma relac¸a˜o de ordem compat´ıvel com suas operac¸o˜es aritme´ticas. No entanto, C
possui uma importante informac¸a˜o alge´brica que R e Q na˜o teˆm: o Teorema Fundamental da
A´lgebra, cuja demonstrac¸a˜o foi a tese de doutoramento do ilustre matema´tico, Johann Carl Friedrich
Gauss(Braunschweig, 30 de abril de 1777 - Go¨ttingen, 23 de fevereiro de 1855), o qual afirma que
todo polinoˆmio na˜o constante com coeficientes complexos admite uma raiz em C (este resultado
na˜o e´ de nosso interesse). (A demonstrac¸a˜o alge´brica deste teorema encontra-se em [2]).
Teorema 5.14. C na˜o e´ um corpo ordena´vel.
Demonstrac¸a˜o. Se C fosse um corpo ordena´vel, pela Proposic¸a˜o 3.16, ter´ıamos que x2 ≥ 0, para
todo x ∈ C. Entretanto, e´ sabido que i2 = −1 < 0, para i ∈ C. Isto e´ uma contradic¸a˜o. Assim, C
na˜o e´ um corpo ordena´vel.
5.2 Aplicac¸a˜o dos nu´meros complexos
5.2.1 Nu´meros Complexos e a F´ısica
Ha´ mais de 200 anos, a f´ısica e a matema´tica esta˜o intimamente ligadas no que diz respeito a
conjuntos nume´ricos. Embora na˜o haja um estudo mais aprofundado, ja´ se sabe que atualmente,
na f´ısica contemporaˆnea, a aplicac¸a˜o do conjunto dos nu´meros complexos e´ ta˜o grande, que e´ ate´
poss´ıvel pensar em uma auteˆntica ”complejificacio´n de la f´ısica”, como cita o autor Frederico de
Rubio y Galy em ”The Role of Mathematics in the Rise of Science”. Nesta mesma obra, Dr
Frederico da´ aos nu´meros complexos a ide´ia de par ordenado: ”um par ordenado de nu´meros reais,
onde suas coordenadas representam a parte real e imagina´ria do complexo”. Assim, apresenta como
os nu´meros complexos podem multiplicar-se e como e´ simples a sua representac¸a˜o como vetor. Fica
claro enta˜o, como o universo de complexos se expande no mundo da f´ısica, onde e´ utilizado pelos
f´ısicos contemporaˆneos de forma familiar em diversas teorias. Vejamos alguns exemplos.
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Vetores e Quantidades Complexas
Dado um nu´mero complexo determinado por ( a,b ), onde a e b sa˜o nu´meros reais, podemos
facilmente representa´-lo em um plano. Tomando como base a localizac¸a˜o de pares ordenados,
localizamos o par ( a,b ) e formamos o vetor com origem em ( 0,0 ) e extremidade em ( a,b ). Para
facilitar essa representac¸a˜o, vamos utilizar uma nova quantidade que chamaremos de operador
i, embora alguns autores tambe´m o denominam operador j. Observemos a figura: O vetor H,
Figura 5.1: Sistema Complexo (a, b).
representado sobre o eixo de refereˆncia, a` direita do eixo vertical esta´ sofrendo uma rotac¸a˜o. Ao se
deslocar para a esquerda do eixo vertical, temos o vetor − H , que e´ o pro´prio vetor H multiplicado
por −1. Enta˜o, para fazer com que o vetor gire 180◦ e´ necessa´rio multiplica´-lo por −1, para que
sua rotac¸a˜o seja de 90◦ ( e o vetor se localize sobre o eixo vertical ) e´ necessa´rio multiplica´-lo por
i , pois i2.i2 = -1. Assim, qualquer vetor multiplicado por i, sofre uma rotac¸a˜o de 90◦ . Portanto,
na figura anterior temos: Esta representac¸a˜o onde o vetor acompanhado de +i esta´ no eixo vertical
Figura 5.2: Sistema Complexo Rotacional
para cima e acompanhado de −i esta´ no eixo vertical para baixo e´ chamada forma complexa.
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Nu´meros complexos e circuitos monofa´sicos
No estudo de circuitos, a aplicac¸a˜o de nu´meros complexos aparece na forma de vetores, que
determinam algumas equac¸o˜es importantes, com a presenc¸a da unidade imagina´ria. Um circuito
monofa´sico e´ alimentado por uma u´nica tensa˜o alternada. Quando a u´nica dificuldade que a tensa˜o
sofre e´ a resisteˆncia efetiva, o circuito e´ dito puramente resistivo. Nesse circuito, a tensa˜o Er e
a intensidade de corrente I atingem valores correspondentes ao mesmo tempo, o que faz com que
os seus vetores representativos fiquem sobre o eixo de refereˆncia. Dizemos enta˜o que as grandezas
esta˜o em fase.
Figura 5.3: Comportamento de E e I em um circuito Resistivo.
Figura 5.4: As grandezas E e I nos mesmos eixos de refereˆncias.
Quando a dificuldade que a corrente sofre e´ a reataˆncia capacitiva, o circuito e´ chamado pu-
ramente capacitivo. Nesse circuito, Ec e I na˜o atingem valores correspondentes ao mesmo tempo,
de modo que os vetores que as representam fiquem um sobre cada eixo. Neste caso, dizemos que
Ec e I esta˜o defasadas 90◦ ( I se antecipa aos valores de Ec ). Quando o circuito apresenta como
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Figura 5.5: Comportamento de E e I em um circuito Capacitivo.
Figura 5.6: As grandezas E e I nos eixos de refereˆncias respectivos.
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dificuldade a` reataˆncia indutiva, o circuito e´ chamado de puramente indutivo. Nesse circuito Ei e
I tambe´m esta˜o defasadas 90◦ (I esta´ atrasada aos valores de Ei).
Figura 5.7: Comportamento de E e I em um circuito Indutivo.
Figura 5.8: As grandezas E e I nos eixos de refereˆncias respectivos.
Circuito em fase tipo R-C
R e C simbolizam a resisteˆncia e a capacitaˆncia equivalente. Nesse circuito, a dificuldade
encontrada pela fonte para estabelecer uma corrente no circuito e´ determinada pela soma vetorial
de R e Xc.A tensa˜o E e´ a soma vetorial das componentes Er e Ec. Observa-se que o aˆngulo de
defasagem e´ menor que 90◦ , assim, podemos representar o vetor E na forma trigonome´trica, onde
E = Ecosθ − isenθ ou na forma binoˆmia E = Er − iEc.
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Figura 5.9: Circuito R-C.
Circuito em se´rie tipo R-L-C
Neste tipo de circuito treˆs situac¸o˜es podem ocorrer: No primeiro caso, o circuito comporta-se
Figura 5.10: Circuito R-L-C.
como circuito indutivo, o segundo como capacitivo e o terceiro como resistivo. Nesse caso o vetor
e´ representado na forma E = Er + i(El − Ec) = Ecosθ + isenθ.
Nu´meros complexos e sinais sinusoidais
Ale´m das formas trigonome´trica e binoˆmial, os nu´meros complexos podem ser representado em
notac¸a˜o exponencial, onde Z = Peiθ, sendo P o mo´dulo do complexo e θ o aˆngulo formado com o
eixo de refereˆncia (argumento).
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Esta propriedade dos complexos e´ muito utilizada para expressar as func¸o˜es seno e cosseno em
notac¸a˜o exponencial, onde:
cos(x) =
ei(x) + e−i(x)
2
sen(x) =
ei(x) − e−i(x)
2i
Assim, podemos representar as exponenciais complexas:
ei(x) = cos(x) + isen(x)
e−i(x) = cos(x)− isen(x)
Com isso, a resoluc¸a˜o de uma equac¸a˜o com func¸o˜es sinusoidais pode ser efetuada recorrendo a
uma func¸a˜o exponencial complexa.
Nu´meros complexos e a func¸a˜o de onda
A equac¸a˜o de onda que rege o movimento dos ele´trons foi obtida por Schrodinger em 1925. Erwin
Rudolf Josef Alexander Schro¨dinger foi um f´ısico teo´rico austr´ıaco, conhecido por suas contribuic¸o˜es
a` mecaˆnica quaˆntica, especialmente a equac¸a˜o que recee o seu nome, pela qual recebeu o Nobel de
F´ısica em 1933. Propoˆs o experimento mental conhecido como o Gato de Schro¨dinger e participou
da 4a, 5a, 7a e 8a Confereˆncia de Solvay. Deu ainda grande atenc¸a˜o aos aspectos filoso´ficos da
cieˆncia, bem como a conceitos filoso´ficos, a` e´tica e a`s religio˜es orientais e antigas.Sobre sua visa˜o
religiosa, ele era ateu. Em janeiro de 1926, Schro¨dinger publicou no Annalen der Physik o trabalho
”Quantisierung als Eigenwertproblem”(Quantizac¸a˜o como um Problema de Autovalor) em mecaˆnica
de ondas e que hoje e´ conhecido como a equac¸a˜o de Schro¨dinger. Neste trabalho ele deu uma
”derivac¸a˜o”da equac¸a˜o de onda para sistemas independentes de tempo, e mostrou que fornecia
autovalores de energia corretos para o a´tomo hidrogenoide. Este trabalho tem sido universalmente
considerado como uma das conquistas mais importantes do se´culo XX, criando uma revoluc¸a˜o
na mecaˆnica quaˆntica, e na verdade em toda a f´ısica e a qu´ımica. Um segundo documento foi
apresentado apenas quatro semanas depois e que resolveu o oscilador harmoˆnico quaˆntico, o rotor
r´ıgido e a mole´cula diatoˆmica, e da´ uma nova derivac¸a˜o da equac¸a˜o de Schro¨dinger. Um terceiro
documento em maio mostrou a equivaleˆncia da sua abordagem a` de Heisenberg e deu o tratamento
do efeito Stark. Um quarto trabalho de sua se´rie mais marcante mostrou como tratar os problemas
nos quais o sistema muda com o tempo, como nos problemas de dispersa˜o. Estes trabalhos foram
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os principais de sua carreira e foram imediatamente reconhecidos como tendo grande importaˆncia
pela comunidade cient´ıfica. A mecaˆnica quaˆntica e´ a teoria f´ısica que obte´m sucesso no estudo dos
sistemas f´ısicos cujas dimenso˜es sa˜o pro´ximas ou abaixo da escala atoˆmica, tais como mole´culas,
a´tomos, ele´trons, pro´tons e de outras part´ıculas subatoˆmicas, muito embora tambe´m possa descrever
fenoˆmenos macrosco´picos em diversos casos. Trataremos aqui da equac¸a˜o de Schro¨dinger, que e´
considerada A equac¸a˜o fundamental da mecaˆnica quaˆntica. A Mecaˆnica Quaˆntica e´ um ramo
fundamental da f´ısica com vasta aplicac¸a˜o. A teoria quaˆntica fornece descric¸o˜es precisas para muitos
fenoˆmenos previamente inexplicados tais como a radiac¸a˜o de corpo negro e as o´rbitas esta´veis
do ele´tron. Apesar de na maioria dos casos a Mecaˆnica Quaˆntica ser relevante para descrever
sistemas microsco´picos, os seus efeitos espec´ıficos na˜o sa˜o somente percept´ıveis em tal escala. Por
exemplo, a explicac¸a˜o de fenoˆmenos macrosco´picos como a super fluidez e a supercondutividade so´ e´
poss´ıvel se considerarmos que o comportamento microsco´pico da mate´ria e´ quaˆntico. A quantidade
caracter´ıstica da teoria, que determina quando ela e´ necessa´ria para a descric¸a˜o de um fenoˆmeno,
e´ a chamada constante de Planck, que tem dimensa˜o de momento angular ou, equivalentemente,
de ac¸a˜o. A mecaˆnica quaˆntica recebe esse nome por prever um fenoˆmeno bastante conhecido dos
f´ısicos: a quantizac¸a˜o. No caso dos estados ligados (por exemplo, um ele´tron orbitando em torno
de um nu´cleo positivo) a Mecaˆnica Quaˆntica preveˆ que a energia (do ele´tron) deve ser quantizada.
Este fenoˆmeno e´ completamente alheio ao que preveˆ a teoria cla´ssica.
Teorema 5.15. Seja Ψ : I × J ⊂ R2 −→ R2. Suponha que, h′22m .k2 = h′.w, onde h’ (h′ = h2pi e´ a
constante de Plank, t = tempo, m = massa, V(x) = energia potencial, e x = posic¸a˜o). Considere
a func¸a˜o Ψ, definida pela forma:
Ψ(x, t) = Aei(kx−ωt) = A[cos(kx− ωt) + isen(kx− ωt)],
onde, ω = frequeˆncia angular da onda, k = nu´mero de ondas (k = 2piλ ) e A uma constante qualquer.
Se, a energial potencial e´ igual a zero, ou seja, V = 0, (isto e´, temos uma part´ıcula livre no espac¸o),
enta˜o a func¸a˜o Ψ definida acima satisfaz a equac¸a˜o de Schro¨dinger, dada pela equac¸a˜o:
− h
′2
2m
∂2Ψ(x, t)
∂x2
+ V (x)Ψ(x, t) = ih′
∂Ψ(x, t)
∂t
.
Demonstrac¸a˜o. Temos que:
∂ψ(x, t)
∂t
= A(−iω)ei(kx−ωt)
Logo,
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ih′
∂ψ(x, t)
∂t
= ih′A(−iω)ei(kx−ωt) = h′ωψ(x, t)
Por outro lado, temos:
∂ψ(x, t)
∂x
= Aikei(kx−ωt)
e
∂2ψ(x, t)
∂x2
= ikAikei(kx−ωt) = −k2ψ(x, t)
Logo,
−h′2
2m
∂2ψ(x, t)
∂x2
=
−h′2
2m
(−k2)ψ(x, t) = h
′2
2m
k2ψ(x, t).
Portanto, aplicando na equanc¸a˜o de Schro¨dinger, temos:
h′2
2m
k2ψ(x, t) = h′ωψ(x, t)
Que so´ satisfaz a igualdade se:
h′2
2m
k2 = h′ω
De maneira apenas informativa, as func¸o˜es de onda de Schrodinger na˜o sa˜o necessariamente
reais, contudo a probabilidade de encontrar um ele´tron e´ totalmente real. Para podermos encontrar
essa probabilidade, mudaremos a interpretac¸a˜o da equac¸a˜o de onda de modo que ela seja real. Para
isso, utilizaremos a propriedade que o complexo possui de, quando multiplicado por seu conjugado,
se tornar real. Assim, a probabilidade sera´ dada por:
∫ −∞
+∞ Ψ
∗Ψdx = 1
,onde Ψ∗ e´ o conjugado do complexo Ψ.
Esta equac¸a˜o e´ chamada de equac¸a˜o de normalizac¸a˜o. Essa condic¸a˜o tem um papel importante
na mecaˆnica quaˆntica, pois coloca uma restric¸a˜o nas soluc¸o˜es da equac¸a˜o de Schrodinger que leva
a` quantizac¸a˜o de energia. Uma ana´lise profunda deste estudo ver [4].
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