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Abstract
In this note we shall prove that the stochastic integral with respect to a semimartingale can be
defined by Riemann’s approach. However in this approach we use non-uniform meshes instead of
the usual uniform meshes.
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1. Introduction
It is well known and often emphasized in texts that it is impossible to define stochastic
integrals using the Riemann approach, since the integrators have paths of unbounded vari-
ation, and the integrands are highly oscillatory. The deficiency of the Riemann approach
is due to the uniform meshes used in the Riemann sums. Uniform mesh is unable to han-
dle highly oscillatory integrands and integrators. A way out of this apparent impasse of
the Riemann approach was introduced by Kurzweil and Henstock independently in 1950s
[6,12]. They used non-uniform meshes (meshes that vary from point to point) in the defin-
ition of the Riemann–Stieltjes integral. This technically minor but conceptually important
modification of the classical definition of Riemann leads to the integrals which are more
general than the Riemann–Stieltjes integral and the Lebesgue–Stieltjes integral [1,7,8,13,
14,16,18].
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used to give alternative definitions to the Itô integral with respect to Brownian motion [9,
15,17,23,24,29,32].
In this paper, we shall show that the same approach can also be used to give alternative
definition to the stochastic integral with respect to a semimartingale. We remark that
McShane in [17] has already applied the Riemann approach to integrators which satisfy
a kind of Lipschitz condition. Protter, in [24], has proved that in fact, integrators used by
McShane, are semimartingales and there is a discrepancy of the McShane’s integral and
the classical stochastic integral. Our Riemann’s approach here is different from McShane’s
and our integrators are semimartingales (we do not impose any extra conditions on the
semimartingales). Further the two integrals agree.
This approach can also be used to give alternative definition to the Multiple Itô–Wiener
integral [11] which will appear elsewhere. Hopefully this approach may also give a coher-
ent notion of stochastic integrals, namely, Stratonovich integrals [19,21,26,28,33], Skoro-
hod integrals [10,19,20,27], non-linear stochastic integrals [2–4], and stochastic integrals
in the plane [31] and show an interesting insight into stochastic analysis.
2. Non-uniform meshes
Let δ be a positive function defined on [0,1]. An interval-point pair (I, ξ), where
ξ ∈ [0,1] and I = (a, b] which is a left-open subinterval of [0,1], is said to be δ-fine if
I ⊂ [ξ − δ(ξ), ξ + δ(ξ)], i.e., the size of the mesh I depends on the associated point ξ and
is less than 2δ(ξ). A finite collection of interval-point pairs {(Ii, ξi ): i = 1,2, . . . , n} is said
to be a δ-fine division of [0,1] if (i) Ii , i = 1,2, . . . , n, are disjoint left-open subintervals
of [0,1]; (ii) ⋃ni=1 Ii = (0,1]; and (iii) each (Ii , ξi ) is δ-fine. Note that we do not assume
that ξi ∈ Ii . So ξi may be in Ii or may not be in Ii .
For any given function δ as above, a δ-fine division of [0,1] exists, which is a direct
consequence of Heine–Borel open covering theorem ([7, p. 33] and [22, p. 6]). It is
clear that a δ-fine division of [0,1] produces non-uniform meshes which cover (0,1]. In
the classical Riemann–Stieltjes case, a δ-fine division {(Ii, ξi ): i = 1,2, . . . , n} is always
denoted by {Ii : i = 1,2, . . . , n} since δ is a constant function, the size of each Ii is always
less than the constant value 2δ independent of the tag ξi .
We use left-open subintervals here instead of compact subintervals and right-open
subintervals since it is consistent with left-open subintervals used in simple processes and
the Lebesgue–Stieltjes integral, where Borel measure of (a, b] is equal to Xb − Xa . We
further remark that when X is continuous, then there is no difference between using left-
open, right-open, or compact subintervals.
3. Itô integral
In this section we shall recall the Itô integral by Riemann sums produced by non-
uniform meshes. We only consider the case when Xt =Wt , which is the standard Brownian
motion. There are several versions.
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increasing family of σ -fields of F . A process u = {ut : t ∈ [0,1]} is said to be adapted
to {Ft } if ut is Ft -measurable for each t . For Sections 3 and 4 when we mention that “a
process is adapted,” we refer to this standard complete filtering space.
So far, given any positive function δ on [0,1], we have considered δ-fine divisions D of
[0,1] in Section 2. Next we shall consider belated divisions introduced by McShane [17,
p. 51].
Definition 3.1. A finite collection of interval-point pairs {(Ii, ξi ): i = 1,2, . . . , n} is said
to be a δ-fine belated partial division of [0,1] if
(1) Ii , i = 1,2, . . . , n, are disjoint left-open subintervals of [0,1], and
(2) Ii ⊂ [ξi, ξi + δ(ξi)].
We remark that given a positive function δ, for example, δ(ξ) = (1 − ξ)/2 on [0,1],
a δ-fine belated full division of [0,1] may not exist, i.e., we may not have ⋃ni=1 Ii =
(0,1] in Definition 3.1. However, for any constant η > 0, by Vitali’s covering theorem,
there exists a δ-fine belated partial division D = {((si, ti ], ξi): i = 1,2, . . . , n} such that
|1−∑ni=1 |ti − si ||< η; see [17, p. 52]. In other words, we may not have a δ-fine belated
full division of [0,1], but we can have a δ-fine belated partial division which covers (0,1]
except for a set of arbitrarily small measure.
Definition 3.2 [17, p. 52]. An adapted process u in (Ω,F , {Ft},P ) is said to be Itô–
McShane (denoted by IM) integrable to a measurable function A in (Ω,F ,P ) on [0,1]
with respect to a standard Brownian motion W if for every ε > 0, there exist a positive
function δ on [0,1] and a positive constant η > 0 for which
E
(∣∣∣∣∣
n∑
i=1
uξi (Wti −Wsi )−A
∣∣∣∣∣
2)
 ε
for every δ-fine belated partial division D = {((si, ti], ξi ): i = 1,2, . . . , n} of [0,1] with
|1−∑ni=1 |ti − si ||< η.
We remark that in [17], the δ-fine belated interval-point pair ((si , ti ], ξi) is replaced
by ([si, ti ), ξi) and the above definition is given in a more general setting with the
Brownian motion replaced by an adapted process satisfying a kind of Lipschitz condition.
In [24], Protter has proved that the integrators used in [17], in fact, are semimartingales.
Furthermore, in this general setting, the IM integral is equal to the Itô integral provided
that one takes a projection of the integrand onto the space of predictable processes before
evaluating the Itô integral. The discrepancy of the integrals is due to [si, ti) used in the IM
integral and (si, ti ] used in the simple processes of the Itô integral. This discrepancy will
disappear if we use (si, ti ] instead of [si, ti ) in the IM integral, as we will see it in Section 4.
Next we shall replace a measurable function A in Definition 3.2 by a process A in
Definition 3.3. With this stronger condition, we can omit the condition |1−∑ |ti− si ||< η
in Definition 3.3.
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tional belated (denoted by HVB) integrable to a process A in (Ω,F , {F}t , P ) if for every
ε > 0, there exists a positive function δ on [0,1] for which
E
(∣∣∣∣∣
n∑
i=1
{
uξi (Wti −Wsi )− (Ati −Asi )
}∣∣∣∣∣
2)
 ε
for every δ-fine belated partial division D = {((si , ti], ξi ): i = 1,2, . . . , n} of [0,1].
In [29] it is proved that every Itô integrable function, see [5,30] for the definition of Itô
integrable function, is HVB integrable and the integrals agree.
4. Stochastic integral with respect to semimartingale
In the last section, we consider a positive function δ on [0,1], where δ does not depend
on ω ∈Ω . From the proof of [29] that every Itô integrable function is HVB integrable, we
notice that δ(ξ) can be chosen to be independent of ω, because the quadratic variation of
a Brownian motion is deterministic and Fubini’s theorem can be applied. In this section,
integrators are martingales or semimartingales instead of Brownian motions.
To prove that classical stochastic integration with respect to martingale, semimartingale
can be defined by Riemann sums, the δ-function needs to depend on ω ∈Ω and stochastic
intervals are needed. If we restrict to deterministic δ, as defined in the previous section, the
space of all integrable processes becomes smaller.
Definition 4.1. Let δ : [0,1] × Ω → (0,1) be a measurable function with respect to the
two variables ξ ∈ [0,1] and ω ∈Ω . Then δ is called a locally stopping process if for each
ξ ∈ [0,1], ξ + δ(ξ, ·) is a stopping time.
Recall that if S :Ω → [0,∞) is a random variable defined on (Ω,F , {Ft},P ), then S
is called a stopping time if{
ω ∈Ω : S(ω) t} ∈Ft
for each t  0. We remark that if δ is deterministic or adapted, then for each ξ , ξ + δ(ξ, ·)
is a stopping time. Hence δ is a locally stopping process.
Let S and T be two stopping times with S  T  1, i.e., S(ω)  T (ω)  1 for each
ω ∈Ω . Let (S,T ] be a stochastic interval, i.e.,
(S,T ] = {(t,ω): S(ω) < t  T (ω) if S(ω) < T (ω),
S(ω)= t = T (ω) if S(ω)= T (ω)}.
The definition of (S,T ] is slightly different from the standard definition in which S < T .
We include the case S(ω) = T (ω) at our own convenience, which enables the clearer
presentation of the proof of Theorem 4.10 (see the construction of Dj in the last part).
On the other hand, it does not affect Definition 4.2.
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{((Si, Ti ], ξi): i = 1,2, . . . , n}, where Si and Ti are stopping times for all i = 1,2, . . . , n,
is said to be a δ-fine belated partial stochastic division of [0,1] if
(1) for each i , (Si , Ti] is a stochastic interval and for each ω ∈ Ω , (Si(ω),Ti(ω)], i =
1,2, . . . , n, are disjoint left-open subintervals of [0,1], and
(2) each ((Si, Ti ], ξi) is δ-fine belated, i.e., for each ω ∈ Ω we have (Si(ω),Ti(ω)] ⊂
[ξi, ξi + δ(ξi ,ω)].
For the case Si(ω)= Ti(ω), (Si(ω),Ti(ω)] is taken to be {Ti(ω)}.
Note that for each ξ ∈ [0,1], ξ + δ(ξ, ·) is a stopping time. Thus for each ξi , there exists
a stochastic interval (Si , Ti] with Si < Ti such that (Si(ω),Ti(ω)] ⊂ [ξi, ξi + δ(ξi ,ω)] for
each ω ∈Ω , namely, Si(ω)= ξi , Ti(ω)= inf{ξi + δ(ξi ,ω),1}.
Definition 4.2. An adapted process u in (Ω,F , {Ft},P ) is said to be weakly Henstock
variational belated (denoted by WHVB) integrable to a process A in (Ω,F , {Ft},P )
on [0,1] with respect to a stochastic process X if for every ε > 0, there exists a locally
stopping process δ on [0,1] ×Ω for which
E
(∣∣∣∣∣
n∑
i=1
{
u(ξi ,ω)
(
X
(
Ti(ω),ω
)−X(Si(ω),ω))
− (A(Ti(ω),ω)−A(Si(ω),ω))}
∣∣∣∣∣
2)
 ε
or, for succinctness, we may write
E
(∣∣∣∣∣
n∑
i=1
{
uξi (XTi −XSi )− (ATi −ASi )
}∣∣∣∣∣
2)
 ε
for every δ-fine belated partial stochastic division D = {((Si, Ti ], ξi): i = 1,2, . . . , n} of
[0,1].
The integral of u over [0, T ] refers to AT −A0. Two stochastic processes F,G : [0,1]×
Ω → R are said to be equal up to variation zero if for each ε > 0, there exists a
locally stopping process δ such that for any δ-fine belated partial stochastic division D =
{((Si, Ti ], ξ): i = 1,2, . . . , n}, we have
E
(∣∣∣∣∣
n∑
i=1
{
(FTi − FSi )− (GTi −GSi )
}∣∣∣∣∣
2)
 ε.
The integral of u over [0,1], referred to as A1 − A0, is unique up to variation zero by
triangle inequality.
In this paper, we always assume that X(0,ω)= 0 a.s. and X is cadlag, i.e., X a.s. has
sample paths which are right-continuous with left limits. Now we shall prove that every
classical stochastic integrable function is WHVB integrable. For the definition of classical
stochastic integral, see [5,30]. We need the following lemmas.
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all ω ∈Ω and all j = 1,2, . . . , and let sj ∈ [0,1], j = 1,2, . . . . Suppose ut (ω)= fj (ω)
if t = sj and ut (ω)= 0 if t = sj for all j . Then u is both WHVB and classical stochastic
integrable on [0,1] with respect to the L2-martingale X. Furthermore, the integrals agree
and equal to zero.
Proof. First we shall prove that u is WHVB integrable on [0,1] and its integral is zero.
We remark that the quadratic variation process {〈X〉t : t ∈ [0,1]} of X exists since {Xt :
t ∈ [0,1]} is a L2-martingale. Note that X is cadlag, so 〈X〉t (ω) is right-continuous for
almost all ω ∈ Ω . By the dominated convergence theorem, E〈X〉t is right-continuous in
t ∈ [0,1]. For each sj ∈ [0,1], there exists γj > 0 such that E〈X〉y −E〈X〉s < ε/2j when-
ever sj  s  y  sj + γj . Define δ(sj ,ω) = γj for all ω ∈ Ω . Now if t = sj for all j ,
define δ(t,ω) to be any positive value. Let D = {((Si , Ti], ξi): i = 1,2, . . . , n} be a δ-fine
belated partial stochastic division of [0,1]. We may assume ξi = si for i = 1,2, . . . , n. So
E
(∣∣∣∣∣
n∑
i=1
{
uξi (XTi −XSi )− 0
}∣∣∣∣∣
2)
=
n∑
i=1
E
(∣∣usi (XTi −XSi )∣∣2)
M2
n∑
i=1
E
(
(XTi −XSi )2
)=M2 n∑
i=1
E
(
X2Ti −X2Si
)
.
In the above we have used the fact that X is a martingale and Ti and Si are bounded stop-
ping times; see [25, p. 66]. Then
E
(
X2Ti −X2Si
)

∣∣E(X2Ti )−E(X2si )∣∣+ ∣∣E(X2si )−E(X2Si )∣∣

∣∣E(X2γi )−E(X2si )∣∣+ ∣∣E(X2γi )−E(X2si )∣∣
= ∣∣E〈X〉γi −E〈X〉si ∣∣+ ∣∣E〈X〉γi −E〈X〉si ∣∣ 2 ε2j .
Note that in the above we have used the fact that X is a cadlag martingale; si  Si(ω) <
Ti(ω) si + γi for each ω ∈Ω and 〈X〉t is increasing. Finally,
E
(∣∣∣∣∣
n∑
i=1
{
uξi (XTi −XSi )
}∣∣∣∣∣
2)
 2M2ε.
Hence u is WHVB integrable on [0,1] and its integral is zero. On the other hand, from the
classical theory of classical stochastic integration, it is clear that u is classical stochastic
integrable on [0,1] and its integral is zero. ✷
Lemma 4.4. Let u be an adapted bounded simple process in (Ω,F , {Ft},P ). Then it is
both classical stochastic and WHVB integrable on [0,1] with respect to the L2-martin-
gale X. Furthermore, the two integrals agree.
Proof. Let u be an adapted simple process in L2([0,1] ×Ω), i.e.,
ut = f01{0}(t)+
m−1∑
fj1(sj ,sj+1](t),
j=0
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such that |fj (ω)|M for all ω ∈Ω and all j . Note that ut can be written as
ut =
m∑
j=0
fj1{sj }(t)+
m−1∑
j=0
fj1(sj ,sj+1)(t).
By Lemma 4.3 and the fact that there are only finite number of sj , both the classical
stochastic integral and WHVB integral of
∑m
j=0 fj1{sj }(t) are equal to zero. Hence we
may assume that usj = 0 for all j in the following argument. Now we shall define δ(ξ,ω).
If ξ = sj for all j , assuming that ξ ∈ (sk, sk+1), define
δ(ξ,ω)= 1/2(ξ − sk, sk+1 − ξ) for all ω ∈Ω;
if ξ = sk for some k, define
δ(ξ,ω)= 1/2(sk − sk−1, sk+1 − sk) for all ω ∈Ω.
Now letD = {((Si, Ti ], ξi): i = 1,2, . . . , n} be a δ-fine belated partial stochastic division of
[0,1], and D1 = {((Si, Ti ], ξi) ∈D: ξi = sj for all j }. Let (I)
∫
ut dXt denote the classical
stochastic integral. Then
E
(∣∣∣∣∣
n∑
i=1
{
uξi (XTi −XSi )− (I)
Ti∫
Si
ut dXt
}∣∣∣∣∣
2)
= E
(∣∣∣∣∣
∑
D1
{
uξi (XTi −XSi )− (I)
Ti∫
Si
ut dXt
}∣∣∣∣∣
2)
= E
(∣∣∣∣∑
D1
{
uξi (XTi −XSi )− uξi (XTi −XSi )
}∣∣∣∣
2)
= 0.
Hence u is WHVB integrable on [0,1] and the integral agrees with the value of the classical
stochastic integral. ✷
Now we shall introduce the concept of predictable sets. The family of subsets of
[0,1]×Ω containing all sets of the form {0}×F0 and (s, t]×F , whereF0 ∈F0 and F ∈Fs
for all s < t in [0,1] is called the class of predictable rectangles and we denote it by . The
σ -field  of subsets of [0,1]×Ω generated by  is called the {Ft }-predictable σ -field and
sets in  are called the {Ft}-predictable sets. A process u = {ut (ω): t ∈ [0,1]} is called
{Ft }-predictable if it is -measurable; see [5, p. 25] and [30, p. 112]. It is known that
the {Ft }-predictable σ -field  can also be generated by all left-continuous {Ft}-adapted
processes; see [5, p. 28] and [30, p. 112].
It can be proved that a Föllmer–Doleans measure µX can be defined on  by
µX
(
(s, t] × F )=E(1F (〈X〉t − 〈X〉s))=
∫ (〈X〉t (ω)− 〈X〉s (ω))dP.
F
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µX
(
(s, t] × F )=E(1F (X2t −X2s ));
see [5, p. 32] and [30, p. 118].
Lemma 4.5. LetO ⊂ [0,1]×Ω . Suppose thatO is predictable with µX(O)= 0. Then 1O
is WHVB integrable to zero on [0,1].
Proof. Suppose O is predictable with µX(O) = 0. Then given ε > 0, there exists a
countable collection {(sj , tj ] × Fj }∞j=1 of predictable rectangles such that
O ⊂
∞⋃
j=1
(
(sj , tj ] × Fj
)
with
∞∑
j=1
µX
(
(sj , tj ] × Fj
)
< ε.
This is possible, since the measureµX is generated by predictable rectangles; see [5, pp. 32,
52]. We need only to consider (sj , tj ) instead of (sj , tj ] by Lemma 4.3. Now we shall
define δ(ξ,ω) on [0,1] ×Ω . If (ξ,ω) ∈O, then (ξ,ω) ∈ (sj , tj )×Fj for some j . Choose
j to be the smallest of such value. Define δ(ξ,ω) such that ξ + δ(ξ,ω) < tj if ξ ∈ (sj , tj )
and ω ∈ Fj . On the other hand, if (ξ,ω) ∈O, let δ(ξ,ω) to be any positive value. Hence
δ(ξ,ω) is a locally stopping process.
Let D = {((Si, Ti], ξi ): i = 1,2, . . . , n} be a δ-fine belated partial stochastic division
of [0,1]. Since 1O(ξi,ω) = 0 if ξi /∈
⋃∞
j=1(sj , tj ), we may assume that each ξi is in⋃∞
j=1(sj , tj ). Furthermore, if we add points if necessary, we may assume that for each
(sj , tj ), there exists at most one ξi ∈ (sj , tj ). We also assume that i = j . In other words,
ξi ∈ (si , ti ) for each i = 1,2, . . . , n. Now,
E
(∣∣∣∣∣
n∑
i=1
1O(ξi ,ω)(XTi −XSi )− 0
∣∣∣∣∣
2)
=E
∣∣∣∣∣
n∑
i=1
1Fi (XTi −XSi )
∣∣∣∣∣
2
= E
(
n∑
i=1
1Fi (XTi −XSi )2
)
=E
(
n∑
i=1
1Fi
(
X2Ti −X2Si
))

n∑
i=1
µX
(
(si, ti ] × Fi
)
 ε,
thereby completing the proof. ✷
Remark. Lemma 4.5 implies that if f,g : [0,1] ×Ω → R are two predictable processes
which are equal except on a set of µX-measure zero, and if f is WHVB integrable, then g
is WHVB integrable and
(WHVB)
1∫
0
ft dXt = (WHVB)
1∫
0
gt dXt .
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Suppose that u(n) converges to u everywhere in [0,1] ×Ω . Then for every ε > 0, there
exists an adapted process n(ξ,ω) with positive integer values such that∣∣un(ξ,ω)(ξ,ω)− u(ξ,ω)∣∣< ε
for each (ξ,ω) ∈ [0,1] ×Ω .
Proof. By given condition, for each (ξ,ω) ∈ [0,1] ×Ω , there exists a smallest positive
integer n(ξ,ω) such that∣∣un(ξ,ω)(ξ,ω)− u(ξ,ω)∣∣< ε.
We shall show that n(ξ,ω) is adapted. Note that for fixed ξ ∈ [0,1] and any positive inte-
ger N ,{
ω ∈Ω : n(ξ,ω)N}= {ω ∈Ω : ∣∣u(m)(ξ,ω)− u(ξ,ω)∣∣< ε for some mN}
=
N⋃
m=1
{
ω ∈Ω : ∣∣u(m)(ξ,ω)− u(ξ,ω)∣∣< ε}.
Hence n(ξ,ω) is adapted. ✷
Lemma 4.7. Let n(ξ,ω) defined on [0,1]×Ω be an adapted process with positive integer
values. Suppose that δk(ξ,ω), k = 1,2, . . . , are locally stopping processes. Then the
process δ(ξ,ω)= δn(ξ,ω)(ξ,ω) is a locally stopping time.
Proof. For any fixed ξ ∈ [0,1] and any fixed t  0,
{
ω ∈Ω : ξ + δ(ξ,ω) t}= ∞⋃
k=1
({
ω: ξ + δk(ξ,ω) t} ∩ {ω: n(ξ,ω)= k}) ∈Ft .
Hence δ(ξ,ω) is a locally stopping time. ✷
Definition 4.8. Let A and A(n), n = 1,2, . . . , be processes in (Ω,F , {Ft},P ). We say
that A(n) variationally converges to a process A if for every ε > 0, there exists a positive
integer N such that for any finite collection of disjoint stochastic intervals {(Si , Ti]: i =
1,2, . . . , q}, we have
E
(∣∣∣∣∣
q∑
i=1
{(
A
(n)
Ti
−A(n)Si
)− (ATi −ASi )}
∣∣∣∣∣
2)
 ε
whenever nN .
Example 4.9. Let u and u(n), n= 1,2, . . . , be classical stochastic integrable on [0,1] with
lim
n→∞E
( 1∫ (
u(n) − u)2
t
d〈X〉t
)
= 0.0
142 T.-L. Toh, T.-S. Chew / J. Math. Anal. Appl. 280 (2003) 133–147Suppose that A(s) = (I) ∫ s0 ut dXt and A(n)(s) = (I) ∫ s0 u(n)t dXt , where (I) indicates the
classical stochastic integral. Then A(n) variationally converges to A.
Proof. Let {(Si, Ti]: i = 1,2, . . . , n} be any finite collection of disjoint stochastic inter-
vals. By the orthogonal increment of martingales and the isometric property of the classical
stochastic integral,
E
(∣∣∣∣∣
n∑
i=1
{(
A
(n)
Ti
−A(n)Si
)− (ATi −ASi )}
∣∣∣∣∣
2)
= E
(
n∑
i=1
∣∣{(A(n)Ti −A(n)Si )− (ATi −ASi )}∣∣2
)
= E
(
n∑
i=1
Ti∫
Si
(u(n) − u)2t d〈X〉t
)
E
( 1∫
0
(u(n) − u)2t d〈X〉t
)
,
hence showing that A(n) variationally converges to A. ✷
We remark that A(n) variationally convergent to A is a version of the dominated
convergence theorem, which plays the same role of the condition of the stochastic integral
operator used in [25, p. 44]. See also Theorems 4.10 and 4.11.
From now onwards a δ-fine belated partial stochastic division D = {((Si, Ti], ξi ): i =
1,2, . . . , n} of [0,1] will be denoted by D = {((S,T ], ξ)}, in which (S,T ] represents
a typical stochastic interval in D, namely, (Si , Ti ] and {((S,T ], ξ)} a typical stochastic
interval-point pair, namely, ((Si , Ti], ξi ).
Theorem 4.10. Let u, u(n), n = 1,2, . . . , be adapted processes in (Ω,F , {Ft},P ) such
that u(n) converges to u in [0,1] ×Ω except on a set of µX-measure zero. Suppose that
each u(n) is WHVB integrable to a process A(n) on [0,1] with respect to a L2-martingale
X and A(n) variationally converges to A. Then u is WHVB integrable to the process A on
[0,1].
Proof. Let (E(f 2))1/2 be denoted by ‖f ‖ and XT − XS be denoted by X(S,T ). Given
ε > 0, by the variational convergence of A(n), we may assume that for each n, we have∥∥∥∥∑
D
{(
A
(n)
T −A(n)S
)− (AT −AS)}
∥∥∥∥< ε2n
for any finite collection of disjoint stochastic intervals D = {(S,T ]}. Otherwise, in our
proof, we may replace n by a subsequence nk , k = 1,2, . . . , where for each nk , we have∥∥∥∥∑{(A(nk)T −A(nk)S )− (AT −AS)}
∥∥∥∥< ε2k .
D
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any δn-fine belated partial stochastic division Dn = {((S,T ], ξ)}, we have∥∥∥∥∑
Dn
{
u
(n)
ξ X(S,T )−A(n)(S,T )
}∥∥∥∥< ε2n .
By the remark following Lemma 4.5, we may assume that u(n) converges to u everywhere
on [0,1] ×Ω . By Lemma 4.6, there exists an adapted process n(ξ,ω) such that∣∣un(ξ,ω)(ξ,ω)− u(ξ,ω)∣∣<√ε
for each (ξ,ω) ∈ [0,1] ×Ω . Define δ(ξ,ω)= δn(ξ,ω)(ξ,ω). By Lemma 4.7, δ is a locally
stopping process. Let D = {((S,T ], ξ)} be any δ-fine belated partial stochastic division of
[0,1]. Then
E
(∣∣∣∣∑
D
{
uξX(S,T )−A(S,T )
}∣∣∣∣
2)
 3E
(∣∣∣∣∑
D
(
u(ξ,ω)− un(ξ,ω)(ξ,ω))(X(T (ω),ω)−X(S(ω),ω))∣∣∣∣
2)
+ 3E
(∣∣∣∣∑
D
{
un(ξ,ω)(ξ,ω)
(
X
(
T (ω),ω
)−X(S(ω),ω))
− (An(ξ,ω)(T (ω),ω)−An(ξ,ω)(S(ω),ω))}∣∣∣∣
2)
+ 3E
(∣∣∣∣∑
D
{(
An(ξ,ω)
(
T (ω),ω
)−An(ξ,ω)(S(ω),ω))
− (A(T (ω),ω)−A(S(ω),ω))}∣∣∣∣
2)
= 3(I1 + I2 + I3).
Considering each of the above three parts separately, first we get
I1 =E
(∣∣∣∣∑
D
(
u(ξ,ω)− un(ξ,ω)(ξ,ω))(X(T (ω),ω)−X(S(ω),ω))∣∣∣∣
2)
=E
(∑
D
(
u(ξ,ω)− un(ξ,ω)(ξ,ω))2(X(T (ω),ω)−X(S(ω),ω))2)
 εE
(∑
D
|XT −XS |2
)
 ε
(
E〈X〉1 −E〈X〉0
)
.
Note that n(ξ,ω) takes only positive integers. Assume that the range of n(ξ,ω) is
{nj : j = 1,2, . . .}. Observe that n(ξ,ω1) may not equal to n(ξ,ω2) for ω1 = ω2. However,
for fixed ξ , B(ξ,nj ) = {ω: n(ξ,ω) = nj } ∈ Fξ , by Lemma 4.7. Note that B(ξ,nj ) may
not equal to Ω . For each nj , define Tj (ω) = T (ω) and Sj (ω) = S(ω) if ω ∈ B(ξ,nj );
otherwise Tj (ω) = Sj (ω) = ξ . Then Dj = {((Sj , Tj ], ξ)} is a δ(nj )-fine belated partial
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have
I2 =E
(∣∣∣∣ ∑
Dj ,nj
{
u
(nj )
ξ X(Sj , Tj )−A(nj )(Sj , Tj )
}∣∣∣∣
2)
,
I
1/2
2 
∑
nj
∥∥∥∥∑
Dj
{
u
(nj )
ξ X(Sj , Tj )−A(nj )(Sj , Tj )
}∥∥∥∥∑
nj
ε
2nj
 ε.
As in the case of I2, we get
I
1/2
3 
∑
nj
ε
2nj
 ε.
Hence u is WHVB integrable to the process A on [0,1]. ✷
We are now ready to prove the following theorem.
Theorem 4.11. If u is classical stochastic integrable with respect to a L2-martingale X on
[0,1], then u is WHVB integrable on [0,1], and the integrals agree.
Proof. By Lemma 4.4, the theorem holds true for any adapted bounded simple process u.
Now suppose u is a classical stochastic integrable process (see [5,30] for definition). Then
there exists a sequence of adapted bounded simple processes {u(n)} such that u(n) con-
verges to u in [0,1] ×Ω except on a set of µX-measure zero and
lim
n→∞E
( 1∫
0
(u(n) − u)2t d〈X〉t
)
= 0;
see [5, p. 37] and [30, p. 120].
Let A(n)(S,T ] = (I) ∫ TS u(n)t dXt and A(S,T ] = (I) ∫ TS ut dXt . Then by Example 4.9,
A(n) variationally converges to A. Hence by Theorem 4.10, u is WHVB integrable to A on
[0,1]. ✷
In this section, so far the integrator X is a L2-martingale. In fact, we can replace “a L2-
martingale” by “a local L2-martingale.”
Definition 4.12. A process X = {Xt : t ∈ [0,1]} is said to be a local L2-martingale with
respect to the filtration {Ft : t ∈ [0,1]} if (i) it is {Ft }-adapted; (ii) there is a sequence of
stopping times (τn), n= 1,2, . . . , such that τn ↑∞ a.s. and for each n, {Xt∧τn : t ∈ [0,1]}
is a L2-martingale.
Theorem 4.13. Suppose u is WHVB integrable to a process A with respect to X. Let T be
a stopping time. Then u is WHVB integrable to a process AT with respect to XT , where
XT = {Xt∧T : t ∈ [0,1]} and AT = {At∧T : t ∈ [0,1]}.
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u with respect to X. Let δT (ξ,ω) > 0 be defined as follows:
δT (ξ,ω)= T (ω)− ξ if ξ < T (ω) ξ + δ(ξ,ω),
δT (ξ,ω)= δ(ξ,ω) otherwise.
Then δT (ξ,ω) is a locally stopping process in view of the fact that (T (ω) ∧ ξ) ∧ (ξ +
δ(ξ,ω)) is a stopping time and {ω: T (ω) < ξ} ∈Ft if ξ < t .
Let ((U,V ], ξ) be a δT -fine belated stochastic interval-point pair.
(a) If ξ < T (ω)  ξ + δ(ξ,ω), then [U,V ] ⊂ [ξ, T ] ⊂ [ξ, ξ + δ(ξ)]. Consequently,
((U,V ], ξ) is a δ-fine belated stochastic interval-point pair, U ∧ T =U and V ∧ T = V .
(b) If T (ω) ξ , then
XT
(
V (ω),ω
)−XT (U(ω),ω)=X(T (ω),ω)−X(T (ω),ω)= 0.
(c) If ξ + δ(ξ) T , then
XT
(
V (ω),ω
)−XT (U(ω),ω)=X(V (ω)∧ T (ω),ω)−X(U(ω)∧ T (ω),ω)
=X(V (ω),ω)−X(U(ω),ω).
Similar results hold for AT . Furthermore, ((U,V ], ξ) is also δ-fine belated. Hence u is
WHVB integrable to a process AT with respect to XT . ✷
Corollary 4.14. Let X be a local L2-martingale with the corresponding sequence of
stopping times (τn), n= 1,2, . . . , as in Definition 4.12. Suppose that u is WHVB integrable
to a process A with respect to X. Then u is WHVB integrable to a process A(n) with respect
to X(n) for each n = 1,2, . . . , where X(n) = {Xt∧τn : t ∈ [0,1]} and A(n) = {At∧τn : t ∈
[0,1]}. Furthermore, for each t ∈ [0,1], limn→∞A(n)(t,ω)=A(t,ω) a.s.
Proof. This follows directly from Theorem 4.13. The last statement
lim
n→∞A
(n)(t,ω)=A(t,ω)
is clear. ✷
By Theorem 4.13 and Corollary 4.14, we have
Theorem 4.15. If u is classical stochastic integrable with respect to a local L2-martingale
X on [0,1], then it is WHVB integrable on [0,1] and the two integrals agree.
Definition 4.16. The stochastic process X = {Xt : t ∈ [0,1]} is said to be an L2-semi-
martingale if X can be expressed as
X = L+ V,
whereL is a local L2-martingale and V is a stochastic process of locally bounded variation.
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tors X= {Xt } which is adapted, cadlag, and has paths of finite variation on [0,1]. For each
ω ∈ Ω , let Vt(ω) be the total variation of X(·,ω) over [0, t]. We assume that {Vt } is an
L2-process. In fact, let B2(X) be the space of L2-processes u= {ut } which is a predictable
process on (Ω,F , {Ft},P ) such that for a.s. ω, ut (ω) is Lebesgue–Stieltjes integrable
with respect to Xt(ω) on [0,1] and E|
∫ 1
0 ut dXt |2 <∞. Then Lemmas 4.3–4.6 and The-
orems 4.10 and 4.11 also hold true for B2(X). However, in the proof of Theorem 4.10, we
have
I1  εE
(∣∣∣∣∑
D
(XT −XS)
∣∣∣∣
2)
 εE
(
V 21
)
.
Observe that as in local L2-martingales, by introducing a suitable sequence of stopping
times, we can omit the condition that {Vt } is an L2-process and weaken the condition
E| ∫ 10 ut dXt |2 <∞ by replacing it by ∫ 10 ut dXt exists a.s. In other words, we can also
consider these two conditions locally with respect to a suitable sequence of stopping times.
From Theorem 4.15, Remark 4.17, and the fact that a L2-semimartingale can be ex-
pressed as the sum of a local L2-martingale and a locally bounded variation process, we
have the following theorem.
Theorem 4.18. If u is classical stochastic integrable with respect to an L2-semimartingale
X on [0,1], then it is WHVB integrable on [0,1] and the two integrals agree.
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