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Schur analysis of matricial Hausdorff moment
sequences
Bernd Fritzsche Bernd Kirstein Conrad Mädler
We develop the algebraic instance of an algorithmic approach to the matricial
Hausdorff moment problem on a compact interval [α, β] of the real axis. Our
considerations are along the lines of the classical Schur algorithm and the treatment
of the Hamburger moment problem on the real axis by Nevanlinna. More precisely,
a transformation of matrix sequences is constructed, which transforms Hausdorff
moment sequences into Hausdorff moment sequences reduced by 1 in length. It
is shown that this transformation corresponds essentially to the left shift of the
associated sequences of canonical moments. As an application, we show that a
matricial version of the arcsine distribution can be used to characterize a certain
centrality property of non-negative Hermitian measures on [α, β].
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1. Introduction
This paper continues our former investigations on matricial Hausdorff moment sequences, i. e.,
moment sequences of matrix measures on a compact interval [α, β]. In [23], we treated the ex-
tension problem for truncated Hausdorff moment sequences in a purely algebraic way, obtaining
deeper insights into the structure of such sequences. This leads us in [24] to a parametrization
of all matricial Hausdorff moment sequences, or equivalently of the whole moment space gener-
ated by matrix measures on [α, β], in terms of matricial canonical moments in the general case
of not necessarily invertible associated block Hankel matrices. To that end, we slightly modi-
fied the approach of Dette/Studden [13] by using Moore–Penrose inverses of matrices on the
one hand and by symmetrizing their construction of matrix canonical moments on the other
hand. The one-to-one correspondence between the matricial moment space and the space of
sequences of matricial canonical moments, established in [24, Thm. 6.30], suggests in a next
step to develop a Schur–Nevanlinna type algorithm in the context of the matricial power mo-
ment problem on [α, β]. The construction of that particular instance of this algorithm, which
is connected to matricial Hausdorff moment sequences, is the content of the present paper.
The classical Schur algorithm developed by Schur [36, 37] consists in the successive decom-
position of a holomorphic function mapping the open unit disc D := {z ∈ C : |z| < 1} of the
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complex plane C into the closed unit disc D (so-called Schur functions), using the H. A. Schwarz
lemma. This gives rise to a one-to-one correspondence between the class of all Schur functions,
or equivalently the class of corresponding sequences of Taylor coefficients at the origin z0 = 0
(so-called Schur sequences), and a certain class of sequences of complex numbers from D. This
concept can also be applied in the context of finite measures σ on the real axis R, where the
class of functions in question consists of functions S defined on the open upper half-plane
Π+ := {z ∈ C : ℑz > 0} of C by S(z) :=
∫
R
(t − z)−1σ(dt) (so-called Stieltjes transforms).
These are holomorphic functions mapping Π+ into its closure Π+. In the case of existing
power moments of σ of any non-negative integer order, the associated Stieltjes transform S
admits an asymptotic expansion at z0 = ∞ in sectorial regions {z ∈ C : δ < arg z < π − δ},
0 < δ < π/2, and an expansion as finite or infinite formal continued fraction. The coefficients
occurring in this continued fraction can be identified with the real and imaginary part of points
in Π+ and are in a one-to-one correspondence to the sequence of power moments of σ. The
relevant investigations go back to Nevanlinna [33]. For finite measures on the right half-line
[0,∞), similar results are due to Stieltjes [38–41]. What concerns matricial generalizations of
this approach, we mention Kovalishina [32], Chen/Hu [5], and Fritzsche et al. [20, 26] for the
real axis R and Chen/Hu [6], Hu/Chen [30], and Fritzsche et al. [21, 22, 25] for the half-line
[0,∞).
It seems to the authors of the present paper that there was not as yet any attempt to apply
the above explained concept for finite measures on a compact interval [α, β], even in the scalar
case. Following our procedure for R in [20, 26] and for [α,∞) in [21, 22], we are going to
close this gap, first focusing in this paper on the algebraic aspect, i. e., on matricial Hausdorff
moment sequences. Our strategy is mainly based on using our former studies in [23,24] about
the intrinsic structure of [α, β]-non-negative definite sequences.
The paper is organized as follows: In Section 2, we recall the underlying setting of matricial
power moment problems on the real axis. To construct certain transformations for sequences of
complex matrices, we give in Section 3 generalizations of the Cauchy product and the recipro-
cal sequence corresponding to multiplication and (generalized) inversion, resp., of formal power
series with matrix coefficients. In Section 4, we derive some identities reflecting the interplay
between several block Hankel matrices formed by a sequence of complex p× q matrices at the
one side and by the corresponding reciprocal sequence on the other side (see in particular Theo-
rems 4.7, 4.8, and 4.12). Sections 5–7 provide for later use several facts on the classes of moment
sequences of matrix measures on R, on [α,∞) and (−∞, β], and on [α, β], partly taken from
former work. In particular, the so-called [α, β]-interval parameters e0, e1, e2, . . . from [24, Sec-
tion 6], which establish a one-to-one correspondence between matricial [α, β]-non-negative defi-
nite sequences (which proved to be exactly the moment sequences of matrix measures on [α, β])
and a certain subset of sequences from the closed matricial unit interval [[Oq×q, Iq]] are recalled.
Using the constructions from Section 2, a transformation, called Fα,β-transformation, of se-
quences of complex matrices is given in Section 8, which reduces the length of a finite sequence
by one. We obtain representations for the four relevant types of block Hankel matrices associ-
ated to the Fα,β-transformed sequence and the interval [α, β] in terms of corresponding block
Hankel matrices (or Schur complements) built from the input sequence. To that end, some
lengthy calculations are needed, which constitute the main part of the here presented work. The
above mentioned representations are then used in Section 9 to verify that [α, β]-non-negative
definiteness is respected by the Fα,β-transformation. The iterated Fα,β-transformation of an
[α, β]-non-negative definite sequence gives rise to block LDU factorizations of the four associ-
ated types of block Hankel matrices, revealing connections between the transformed sequences
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and certain Schur complements f0, f1, f2, . . . already investigated in [24, Section 6]. In our main
result Theorem 9.14, it is shown that the Fα,β-transformation of an [α, β]-non-negative defi-
nite sequence corresponds essentially to the left shift of its [α, β]-interval parameter sequence
e0, e1, e2, . . ., justifying an interpretation in the context of Schur analysis. Since a matrix mea-
sure σ on the compact interval [α, β] is completely determined by the sequence of all its power
moments of non-negative integer order, in Section 10 we can apply the Fα,β-transformation for
such measures via its moment sequences as well. In terms of Fα,β-transforms σ
{k}, we char-
acterize for a given matrix measure σ on [α, β] the situation of having finite support, which
corresponds to complete [α, β]-degeneracy of its moment sequence. Similarly, the case of cen-
trality, which is defined by having an [α, β]-central moment sequence, is shown to be equivalent
to the condition that one of the Fα,β-transforms σ
{k} of σ essentially coincides with the arcsine
distribution.
2. Matricial moment problems on Borel subsets of the real axis
In this section, we are going to formulate a class of matricial power moment problems. Before
doing this we have to introduce some terminology. We denote by Z the set of all integers. Let
N := {n ∈ Z : n ≥ 1}. Furthermore, we write R for the set of all real numbers and C for the
set of all complex numbers. In the whole paper, p and q are arbitrarily fixed integers from
N. We write Cp×q for the set of all complex p× q matrices and Cp is short for Cp×1. When
using m,n, r, s, . . . instead of p, q in this context, we always assume that these are integers
from N. We write A∗ for the conjugate transpose of a complex p× q matrix A. Denote by
C
q×q
<
:= {M ∈ Cq×q : v∗Mv ∈ [0,∞) for all v ∈ Cq} the set of non-negative Hermitian matrices
from Cq×q.
Let (X ,X) be a measurable space. Each countably additive mapping whose domain is X and
whose values belong to Cq×q
<
is called a non-negative Hermitian q × q measure on (X ,X). For
the integration theory with respect to non-negative Hermitian measures, we refer to Kats [31]
and Rosenberg [35].
Let BR (resp. BC) be the σ-algebra of all Borel subsets of R (resp. C). In the whole paper,
Ω stands for a non-empty set belonging to BR. Let BΩ be the σ-algebra of all Borel subsets of
Ω and letM<q (Ω) be the set of all non-negative Hermitian q × q measures on (Ω,BΩ). Observe
that M<1 (Ω) coincides with the set of ordinary measures on (Ω,BΩ) with values in [0,∞).
Let N0 := {m ∈ Z : m ≥ 0}. In the whole paper, κ is either an integer from N0 or ∞.
In the latter case, we have 2κ := ∞ and 2κ + 1 := ∞. Given υ, ω ∈ R ∪ {−∞,∞}, denote
Zυ,ω := {k ∈ Z : υ ≤ k ≤ ω}. Let M
<
q,κ(Ω) be the set of all µ ∈ M
<
q (Ω) such that for
each j ∈ Z0,κ the power function x 7→ x
j defined on Ω is integrable with respect to µ. If
µ ∈M<q,κ(Ω), then, for all j ∈ Z0,κ, the matrix
s
(µ)
j :=
∫
Ω
xjµ(dx) (2.1)
is called (power) moment of µ of order j. Obviously, we haveM<q (Ω) =M
<
q,0(Ω) ⊆M
<
q,ℓ(Ω) ⊆
M<q,ℓ+1(Ω) ⊆ M
<
q,∞(Ω) for every choice of ℓ ∈ N0 and, furthermore, s
(µ)
0 = µ(Ω) for all
µ ∈M<q (Ω). If Ω is bounded, then one can easily see that M
<
q (Ω) =M
<
q,∞(Ω). In particular,
for every choice of α, β ∈ R with α < β, we have M<q ([α, β]) = M
<
q,∞([α, β]). We now state
the general form of the moment problem lying in the background of our considerations:
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Problem MP[Ω; (sj)
κ
j=0,=]: Given a sequence (sj)
κ
j=0 of complex q × q matrices, parametrize
the set M<q,κ[Ω; (sj)
κ
j=0,=] of all σ ∈M
<
q,κ(Ω) satisfying s
(σ)
j = sj for all j ∈ Z0,κ.
In this paper, we mainly focus on the case that Ω is a compact interval [α, β] of the real
axis R. Each solution of Problem MP[[α, β]; (sj)
m
j=0,=] generates in a natural way solutions
to each of the problems MP[[α,∞); (sj)
m
j=0,=], MP[(−∞, β]; (sj)
m
j=0,=], and MP[R; (sj)
m
j=0,=].
The last mentioned three matricial moment problems were intensively studied in our former
work (see [15–19, 21, 26]). In particular, we analyzed the inner structure of matricial moment
sequences associated with each of the sets [α,∞), (−∞, β], and R and obtained parametriza-
tions of the corresponding moment spaces. In order to prepare the investigations of the present
paper, we recall some of this material in Sections 5 and 6.
3. Invertibility of sequences of complex matrices and the concept
of the reciprocal sequence
In this section, we continue our investigations on the concept of invertibility of finite or infinite
sequences of complex matrices which we started in [27]. The explicit computation of the inverse
sequence associated with an invertible sequence lead us in [27] to the notion of the reciprocal
sequence associated to a given sequence from Cp×q. A closer look at the construction of the
reciprocal sequence shows us now that important properties of this objects which were proved
in [27] for the subclass of invertible sequences hold in the most general case.
In this paper, the Moore–Penrose inverse of a complex matrix plays an important role. For
each matrix A ∈ Cp×q, there exists a unique matrix X ∈ Cq×p, satisfying the four equations
AXA = A, XAX = X, (AX)∗ = AX, and (XA)∗ = XA (3.1)
(see e. g. [14, Prop. 1.1.1]). This matrix X is called the Moore–Penrose inverse of A and is de-
noted by A†. Concerning the concept of Moore–Penrose inverse we refer to [34], [4, Chapter 1],
and [2, Chapter 1]. For our purposes, it is convenient to apply [14, Section 1.1].
Now we give some terminology. Let Op×q be the zero matrix from C
p×q. Sometimes, if the
size is clear from the context, we will omit the indices and write O. Let Iq := [δjk]
q
j,k=1 be the
identity matrix from Cq×q, where δjk is the Kronecker delta. Sometimes, if the size is clear
from the context, we will omit the index and write I. If A is a square matrix, then denote
by detA the determinant of A. To emphasize that a certain (block) matrix X is built from a
sequence (sj)
κ
j=0, we sometimes write X
〈s〉 for X.
Notation 3.1. Let (sj)κj=0 be a sequence of complex p× q matrices. For all m ∈ Z0,κ, then let
the block Toeplitz matrices S
〈s〉
m and S
〈s〉
m be given by
S〈s〉m :=


s0 O O . . . O
s1 s0 O . . . O
s2 s1 s0 . . . O
...
...
...
. . .
...
sm sm−1 sm−2 . . . s0


and S〈s〉m :=


s0 s1 s2 . . . sm
O s0 s1 . . . sm−1
O O s0 . . . sm−2
...
...
...
. . .
...
O O O . . . s0


.
Whenever it is clear which sequence is meant, we will simply write Sm (resp. Sm) instead of
S
〈s〉
m (resp. S
〈s〉
m ).
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If m ∈ N0, then a sequence (sj)
m
j=0 of complex p× q matrices is called invertible if there is a
sequence (rj)
m
j=0 of complex q × p matrices such that the Moore–Penrose inverse (S
〈s〉
m )
† of the
matrix S
〈s〉
m coincides with the block Toeplitz matrix S
〈r〉
m .
Remark 3.2. If m ∈ N0 and (sj)mj=0 is an invertible sequence of complex p× q matrices, then
there is a unique sequence (rj)
m
j=0 of complex q × p matrices such that
(S〈s〉m )
† = S〈r〉m . (3.2)
Recalling [27, Cor. A.11], we see that this sequence, (rj)
m
j=0, satisfies (S
〈s〉
ℓ )
† = S
〈r〉
ℓ for each
ℓ ∈ Z0,m.
Remark 3.2 shows that it is reasonable that a sequence (sj)
∞
j=0 of complex p× q matrices is
called invertible if there is a sequence, (rj)∞j=0, of complex q × p matrices such that (3.2) holds
true for each non-negative integer m. Given a κ ∈ N0 ∪ {∞}, we will use Ip×q,κ to denote
the set of all invertible sequences, (sj)
κ
j=0, of complex p× q matrices. If κ ∈ N0 ∪ {∞} and if
(sj)
κ
j=0 ∈ Ip×q,κ, then the unique sequence (rj)
κ
j=0 with (3.2) for each m ∈ Z0,κ, is called the
inverse sequence corresponding to (sj)κj=0 and will be denoted by (s
‡
j)
κ
j=0.
Remark 3.3. Let κ ∈ N0 ∪ {∞} and (sj)κj=0 ∈ Ip×q,κ. From Remark 3.2 we see that s
‡
0 = s
†
0
and that (sj)
m
j=0 ∈ Ip×q,m for all m ∈ Z0,κ. Furthermore, for all m ∈ Z0,κ, the inverse sequence
corresponding to (sj)
m
j=0 is exactly (s
‡
j)
m
j=0.
Remark 3.4. Let κ ∈ N0∪{∞} and (sj)κj=0 ∈ Ip×q,κ. Using Remark A.5, we see that (s
‡
j)
κ
j=0 ∈
Iq×p,κ and, furthermore, that (sj)
κ
j=0 is the inverse sequence corresponding to (s
‡
j)
κ
j=0.
The main focus in [27, Section 4] was firstly on coming to an explicit description of the set
Ip×q,κ of all invertible sequences (sj)
κ
j=0 in C
p×q and secondly on finding an effective method
for constructing the inverse sequence corresponding to a sequence (sj)
κ
j=0 ∈ Ip×q,κ.
In the following, we write R(A) := {Ax : x ∈ Cq} and N (A) := {x ∈ Cq : Ax = Op×1} for
the column space and the null space of a complex p× q matrix A, resp. If κ ∈ N0 ∪ {∞} and
if (sj)
κ
j=0 is a sequence in C
p×q. We then say that (sj)
κ
j=0 is dominated by its first term (or,
simply, that it is first term dominant) when
κ⋃
j=0
R(sj) ⊆ R(s0) and N (s0) ⊆
κ⋂
j=0
N (sj).
The set of all first term dominant sequences (sj)
κ
j=0 in C
p×q will be denoted by Dp×q,κ. We
recall [27, Def. 4.13]:
Definition 3.5. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Then we call the
sequence (s♯j)
κ
j=0 defined by s
♯
0 := s
†
0 and, for all j ∈ Z1,κ, recursively by s
♯
j := −s
†
0
∑j−1
ℓ=0 sj−ℓs
♯
ℓ
the reciprocal sequence associated to (sj)κj=0. For each (block) matrixX built from the sequence
(sj)
κ
j=0, we denote byX
♯ the corresponding matrix built from the reciprocal sequence associated
to (sj)
κ
j=0 instead of (sj)
κ
j=0.
Remark 3.6. Let (sj)κj=0 be a sequence of complex p× q matrices with reciprocal sequence
(rj)
κ
j=0. It is readily checked that, for each m ∈ Z0,κ, the reciprocal sequence associated to
(sj)
m
j=0 coincides with (rj)
m
j=0.
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A first observation associated with the reciprocal sequence is the following.
Proposition 3.7 ( [27, Prop. 5.10(a)]). If κ ∈ N0∪{∞} and (sj)κj=0 is a sequence from C
q×q
then (s♯j)
κ
j=0 ∈ Dq×p,κ.
The following result emphasizes the relevance of the set Dp×q,κ.
Theorem 3.8 ( [27, Thm. 4.21]). If κ ∈ N0 ∪ {∞}, then Ip×q,κ = Dp×q,κ. Furthermore,
if (sj)κj=0 ∈ Ip×q,κ, then the inverse sequence corresponding to (sj)
κ
j=0 coincides with the
reciprocal sequence associated to (sj)κj=0.
Against to the background of Theorem 3.8 the investigation of the reciprocal sequence se-
quence in [27] was mainly concentrated on the particular case of first term dominant sequences.
Our next considerations are aimed to verify that several results for first term dominant se-
quences obtained in [27] remain true in the most general case. The key to this observation
comes from a particular representation formula for the reciprocal sequence from which we ob-
tain more insight into the nature of this object. The application of Definition 3.5 immediately
yields
s♯0 = s
†
0, s
♯
1 = −s
†
0s1s
†
0, s
♯
2 = −s
†
0s2s
†
0 + s
†
0s1s
†
0s1s
†
0, (3.3)
and s♯3 = −s
†
0s3s
†
0 + s
†
0s1s
†
0s2s
†
0 + s
†
0s2s
†
0s1s
†
0 − s
†
0s1s
†
0s1s
†
0s1s
†
0. Guided by these identities we
are led to an expression for the reciprocal sequence which is not given via recursions. For
all ℓ,m ∈ N with ℓ ≤ m, denote by Gℓ,m the set of all ordered ℓ-tuples (k1, k2, . . . , kℓ) with
k1, k2, . . . , kℓ ∈ N satisfying k1 + k2 + · · ·+ kℓ = m.
Theorem 3.9. Let (sj)κj=0 be a sequence of complex p× q matrices. Then the sequence (tj)
κ
j=0
given by t0 := s
†
0 and, for all j ∈ Z1,κ, by
tj :=
j∑
ℓ=1
(−1)ℓ
∑
(k1,k2,...,kℓ)∈Gℓ,j
s†0sk1s
†
0sk2 · · · s
†
0skℓs
†
0
coincides with the reciprocal sequence associated to (sj)κj=0.
Proof. We proceed by mathematical induction. First observe that s♯0 = s
†
0 = t0. If κ ≥ 1, then
s♯1 = −s
†
0s1s
†
0 = t1, according to (3.3) and G1,1 = {(1)}. Now assume κ ≥ 2. Then there exists
an m ∈ Z2,κ such that s
♯
j = tj for all j ∈ Z0,m−1. For all k ∈ Z1,m−1 and all ℓ ∈ Zk,m−1 let
Ik,ℓ := {(m− ℓ, i1, i2, . . . , ik) : (i1, i2, . . . , ik) ∈ Gk,ℓ}.
For all k ∈ Z1,m−1, then Gk+1,m =
⋃m−1
ℓ=k Ik,ℓ, where the sets Ik,k,Ik,k+1, . . . ,Ik,m−1 are pairwise
6
disjoint. Consequently, we obtain
−
m−1∑
ℓ=1
sm−ℓtℓ = −
m−1∑
ℓ=1
sm−ℓ

 ℓ∑
k=1
(−1)k
∑
(i1,i2,...,ik)∈Gk,ℓ
s†0si1s
†
0si2 · · · s
†
0siks
†
0


=
m−1∑
ℓ=1
ℓ∑
k=1
(−1)k+1
∑
(i1,i2,...,ik)∈Gk,ℓ
sm−ℓs
†
0si1s
†
0si2 · · · s
†
0siks
†
0
=
m−1∑
k=1
m−1∑
ℓ=k
(−1)k+1
∑
(i1,i2,...,ik)∈Gk,ℓ
sm−ℓs
†
0si1s
†
0si2 · · · s
†
0siks
†
0
=
m−1∑
k=1
(−1)k+1
m−1∑
ℓ=k
∑
(i0,i1,i2,...,ik)∈Ik,ℓ
si0s
†
0si1s
†
0si2 · · · s
†
0siks
†
0
=
m−1∑
k=1
(−1)k+1
∑
(i0,i1,...,ik)∈Gk+1,m
si0s
†
0si1s
†
0si2 · · · s
†
0siks
†
0
=
m∑
ℓ=2
(−1)ℓ
∑
(n1,n2,...,nℓ)∈Gℓ,m
sn1s
†
0sn2s
†
0sn3 · · · s
†
0snℓs
†
0.
Taking additionally into account Definition 3.5 and G1,m = {(m)}, we infer then
s♯m = −s
†
0
m−1∑
ℓ=0
sm−ℓs
♯
ℓ = −s
†
0sms
♯
0 + s
†
0
(
−
m−1∑
ℓ=1
sm−ℓs
♯
ℓ
)
= −s†0sms
†
0 + s
†
0

 m∑
ℓ=2
(−1)ℓ
∑
(n1,n2,...,nℓ)∈Gℓ,m
sn1s
†
0sn2s
†
0sn3 · · · s
†
0snℓs
†
0


= (−1)1
∑
(n1)∈G1,m
s†0sn1s
†
0 +
m∑
ℓ=2
(−1)ℓ
∑
(n1,n2,...,nℓ)∈Gℓ,m
s†0sn1s
†
0sn2s
†
0sn3 · · · s
†
0snℓs
†
0
=
m∑
ℓ=1
(−1)ℓ
∑
(n1,n2,...,nℓ)∈Gℓ,m
s†0sn1s
†
0sn2s
†
0sn3 · · · s
†
0snℓs
†
0 = tm.
Corollary 3.10. Let (sj)κj=0 be a sequence of complex p× q matrices. For all k ∈ Z0,κ
then s†0s0s
♯
k = s
♯
k and s
♯
ks0s
†
0 = s
♯
k as well as R(s
♯
k) ⊆ R(s
†
0) and N (s
†
0) ⊆ N (s
♯
k).
Proof. Apply Theorem 3.9 and Remark A.12.
It should be mentioned that Corollary 3.10 can also be obtained as an immediate consequence
of Proposition 3.7 (see [27, Prop. 5.10(b)] and the corresponding proof there).
We will use Theorem 3.9 to see that several results from [26] hold in full generality without
any additional assumptions on the sequence (sj)
κ
j=0 made there. This will facilitate the anyhow
lengthy calculations in the proofs of Propositions 8.38, 8.40, 8.43, and 8.45, which are crucial
for our main results.
Beside its definition, the reciprocal sequence can be also computed in a dual recursive way:
Proposition 3.11. Suppose κ ≥ 1 and let (sj)κj=0 be a sequence from C
p×q. For all m ∈ Z1,κ,
then s♯m = −(
∑m
ℓ=1 s
♯
m−ℓsℓ)s
†
0.
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Proof. We have s♯0 = s
†
0 and s
♯
1 = −s
†
0s1s
†
0, according to (3.3), implying the asserted formula
for m = 1. Now assume κ ≥ 2 and consider an arbitrary m ∈ Z2,κ. For all k ∈ Z1,m−1 and all
ℓ ∈ Z1,m−k let
Jk,ℓ := {(j1, j2, . . . , jk, ℓ) : (j1, j2, . . . , jk) ∈ Gk,m−ℓ}.
For all k ∈ Z1,m−1, then Gk+1,m =
⋃m−k
ℓ=1 Jk,ℓ, where the sets Jk,1,Jk,2, . . . ,Jk,m−k are pairwise
disjoint. Using Theorem 3.9, we consequently obtain
−
m−1∑
ℓ=1
s♯m−ℓsℓ = −
m−1∑
ℓ=1

m−ℓ∑
k=1
(−1)k
∑
(j1,j2,...,jk)∈Gk,m−ℓ
s†0sj1s
†
0sj2 · · · s
†
0sjks
†
0

sℓ
=
m−1∑
ℓ=1
m−ℓ∑
k=1
(−1)k+1
∑
(j1,j2,...,jk)∈Gk,m−ℓ
s†0sj1s
†
0sj2 · · · s
†
0sjks
†
0sℓ
=
m−1∑
k=1
m−k∑
ℓ=1
(−1)k+1
∑
(j1,j2,...,jk)∈Gk,m−ℓ
s†0sj1s
†
0sj2 · · · s
†
0sjks
†
0sℓ
=
m−1∑
k=1
(−1)k+1
m−k∑
ℓ=1
∑
(j1,j2,...,jk,jk+1)∈Jk,ℓ
s†0sj1s
†
0sj2 · · · s
†
0sjks
†
0sjk+1
=
m−1∑
k=1
(−1)k+1
∑
(j1,j2,...,jk+1)∈Gk+1,m
s†0sj1s
†
0sj2 · · · s
†
0sjk+1
=
m∑
ℓ=2
(−1)ℓ
∑
(j1,j2,...,jℓ)∈Gℓ,m
s†0sj1s
†
0sj2 · · · s
†
0sjℓ.
Taking again into account Theorem 3.9 and additionally G1,m = {(m)}, we infer then
−
m∑
ℓ=1
s♯m−ℓsℓs
†
0 =
(
−
m−1∑
ℓ=1
s♯m−ℓsℓ
)
s†0 − s
♯
0sms
†
0
=

 m∑
ℓ=2
(−1)ℓ
∑
(j1,j2,...,jℓ)∈Gℓ,m
s†0sj1s
†
0sj2 · · · s
†
0sjℓ

s†0 − s†0sms†0
=
m∑
ℓ=2
(−1)ℓ
∑
(j1,j2,...,jℓ)∈Gℓ,m
s†0sj1s
†
0sj2 · · · s
†
0sjℓs
†
0 + (−1)
1
∑
(j1)∈G1,m
s†0sj1s
†
0
=
m∑
ℓ=1
(−1)ℓ
∑
(j1,j2,...,jℓ)∈Gℓ,m
s†0sj1s
†
0sj2 · · · s
†
0sjℓs
†
0 = s
♯
m.
It should be mentioned that the result of Proposition 3.11 was obtained in [27, Prop. 5.24]
for the particular case that (sj)
κ
j=0 belongs to Dp×q,κ. The application of [27, Prop. 5.24] lead
us in [27] to several further results in the mentioned particular case. In view of Theorem 3.9
and Proposition 3.11, we are now able to derive these results in a general case.
Given an arbitrary n ∈ N and arbitrary rectangular complex matrices A1, A2, . . . , An, we
write col (Aj)
n
j=1 = col(A1, A2, . . . , An) (resp., row (Aj)
n
j=1 := [A1, A2, . . . , An]) for the block
column (resp., block row) built from the matrices A1, A2, . . . , An if their numbers of columns
(resp., rows) are all equal.
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Let (sj)
κ
j=0 be a sequence of complex p× q matrices. For all ℓ,m ∈ N0 with ℓ ≤ m ≤ κ,
then let the block rows yℓ,m and yˆℓ,m and the block columns zℓ,m and zˆℓ,m be given by yℓ,m :=
col (sj)
m
j=ℓ and yˆℓ,m := col (sm−j)
m−ℓ
j=0 and by zℓ,m := row (sj)
m
j=ℓ and zˆℓ,m := row (sm−j)
m−ℓ
j=0 .
It is readily checked that the identities from Definition 3.5 and Proposition 3.11 can be
subsumed:
Corollary 3.12. If (sj)κj=0 is a sequence of complex p× q matrices, then y
♯
1,m = −S
♯
m−1y1,ms
†
0
and z♯1,m = −s
†
0z1,mS
♯
m−1 for all m ∈ Z1,κ.
Proof. The first identity follows from Proposition 3.11, whereas the second identity is an im-
mediate consequence of Definition 3.5.
Note that Corollary 3.12 was obtained for first term dominant sequences in [27, Cor. 4.23]
as a consequence of [27, Thm. 4.21].
Theorem 3.9 enables us an alternate approach to [27, Prop. 5.16]:
Proposition 3.13. If (sj)κj=0 is a sequence of complex p× q matrices with reciprocal sequence
(rj)
κ
j=0, then (r
∗
j )
κ
j=0 coincides with the reciprocal sequence associated to (s
∗
j )
κ
j=0.
Proof. In view of Remark A.5 we have (s∗0)
† = (s†0)
∗. Combining this with the structure of the
sets Gℓ,j with j ∈ N and ℓ ∈ Z1,j the application of Theorem 3.9 yields the assertion.
Furthermore, in view of Remark A.6, building the reciprocal sequence is a homogeneous
operation of degree −1 in the following sense:
Remark 3.14. Let λ ∈ C and let (sj)κj=0 be a sequence of complex p× q matrices with reciprocal
sequence (rj)
κ
j=0. Then (λ
†rj)
κ
j=0 coincides with the reciprocal sequence associated to (λsj)
κ
j=0.
Notation 3.15. Let (sj)κj=0 be a sequence of complex p× q matrices and let (tj)
κ
j=0 be a sequence
of complex q × r matrices. As usual, then the notation ((s ⊙ t)j)
κ
j=0 stands for the Cauchy
product of (sj)κj=0 and (tj)
κ
j=0, i. e., we have (s⊙ t)j :=
∑j
ℓ=0 sℓtj−ℓ for each j ∈ Z0,κ.
Remark 3.16. Let (sj)κj=0 be a sequence of complex p× q matrices and let (tj)
κ
j=0 be a sequence
of complex q × r matrices. Denote by (wj)
κ
j=0 the Cauchy product of (sj)
κ
j=0 and (tj)
κ
j=0. For
each k ∈ Z0,κ, then the matrix wk is built from the matrices s0, s1, . . . , sk and t0, t1, . . . , tk.
In particular, for each m ∈ Z0,κ, the Cauchy product of (sj)
m
j=0 and (tj)
m
j=0 coincides with
(wj)
m
j=0.
It is well known and easily seen that the Cauchy product can be performed by multiplying
block Toeplitz matrices of the forms described in Notation 3.1:
Remark 3.17. Let (sj)κj=0 be a sequence of complex p× q matrices, let (tj)
κ
j=0 be a sequence
of complex q × r matrices, and let (wj)
κ
j=0 be a sequence of complex p× r matrices. Then the
following statements are equivalent:
(i) (wj)
κ
j=0 is the Cauchy product of (sj)
κ
j=0 and (tj)
κ
j=0.
(ii) S
〈s〉
m S
〈t〉
m = S
〈w〉
m for all m ∈ Z0,κ.
(iii) S
〈s〉
m S
〈t〉
m = S
〈w〉
m for all m ∈ Z0,κ.
We investigate now the Cauchy product of a sequence and its associated reciprocal sequence
in both possible orders.
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Proposition 3.18. Let (sj)κj=0 be a sequence of complex p× q matrices, let (vj)
κ
j=0 be the
Cauchy product of (s♯j)
κ
j=0 and (sj)
κ
j=0, and let (wj)
κ
j=0 be the Cauchy product of (sj)
κ
j=0
and (s♯j)
κ
j=0. For all j, k ∈ Z0,κ, then vjs
♯
k = δ0js
♯
k and s
♯
kwj = δ0js
♯
k.
Proof. We have v0 = s
†
0s0 and w0 = s0s
†
0. Hence, v0s
♯
0 = (s
†
0s0)s
†
0 = s
†
0 = s
♯
0 and s
♯
0w0 =
s†0(s0s
†
0) = s
†
0 = s
♯
0. Now let j ∈ Z1,κ. Because of Proposition 3.11 and Definition 3.5, then
vj =
j∑
k=0
s♯ksj−k =
j∑
ℓ=0
s♯j−ℓsℓ = s
♯
js0 +
j∑
ℓ=1
s♯j−ℓsℓ
=

−

 j∑
ℓ=1
s♯j−ℓsℓ

s†0

s0 +
j∑
ℓ=1
s♯j−ℓsℓ =
j∑
ℓ=1
s♯j−ℓsℓ(Iq − s
†
0s0)
and
wj =
j∑
k=0
sks
♯
j−k =
j∑
ℓ=0
sj−ℓs
♯
ℓ =
j−1∑
ℓ=0
sj−ℓs
♯
ℓ + s0s
♯
j
=
j−1∑
ℓ=0
sj−ℓs
♯
ℓ + s0

−s†0
j−1∑
ℓ=0
sj−ℓs
♯
ℓ

 = (Ip − s0s†0)
j−1∑
ℓ=0
sj−ℓs
♯
ℓ.
Since s†0s0s
♯
k = s
♯
k and s
♯
ks0s
†
0 = s
♯
k hold true for all k ∈ Z0,κ by Corollary 3.10, the asserted
identities follow.
The following result shows that the block Toeplitz matrices S♯m and S
♯
m, built via Notation 3.1
from the reciprocal sequence, are in the sense of [2, Def. 1, p. 40] indeed {2}-inverses of Sm
and Sm, resp.:
Corollary 3.19. If (sj)κj=0 is a sequence of complex p× q matrices, then S
♯
mSmS
♯
m = S
♯
m
and S♯mSmS
♯
m = S
♯
m for all m ∈ Z0,κ.
Proof. Consider an arbitrary m ∈ Z0,κ. Denote by (vj)κj=0 the Cauchy product of (s
♯
j)
κ
j=0 and
(sj)
κ
j=0 and by (gj)
κ
j=0 the Cauchy product of (vj)
κ
j=0 and (s
♯
j)
κ
j=0. Because of Remark 3.17,
then S
〈g〉
m = S
〈v〉
m S
♯
m. We have v0 = s
♯
0s0 = s
†
0s0 and thus g0 = v0s
♯
0 = (s
†
0s0)s
†
0 = s
†
0 = s
♯
0.
Using Proposition 3.18, we obtain for each j ∈ Z1,κ furthermore gj =
∑j
ℓ=0 vℓs
♯
j−ℓ = s
♯
j.
Therefore, the sequence (s♯j)
κ
j=0 coincides with the Cauchy product of (vj)
κ
j=0 and (s
♯
j)
κ
j=0.
From Remark 3.17 we infer S
〈v〉
m = S♯mSm. Consequently, S
♯
m = S
〈g〉
m = (S♯mSm)S
♯
m = S
♯
mSmS
♯
m.
Analogously, we obtain S♯m = S
♯
mSmS
♯
m.
Proposition 3.20 ( [27, Prop. 4.20]). If (sj)κj=0 ∈ Dp×q,κ, then S
†
m = S
♯
m and S
†
m = S
♯
m for
all m ∈ Z0,κ.
Given an arbitrary n ∈ N and arbitrary rectangular complex matrices A1, A2, . . . , An, we
use diag (Aj)
n
j=1 or diag(A1, A2, . . . , An) to denote the corresponding block diagonal matrix.
Furthermore, for arbitrarily given A ∈ Cp×q and m ∈ N0 we write
〈A〉m := diag (A)
m
j=0. (3.4)
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Lemma 3.21 (cf. [26, Lem. 4.15]). If (sj)κj=0 ∈ Dp×q,κ, then SmS
†
m = 〈s0s
†
0〉m and SmS
†
m =
〈s0s
†
0〉m and furthermore S
†
mSm = 〈s
†
0s0〉m and S
†
mSm = 〈s
†
0s0〉m for all m ∈ Z0,κ.
In view of Remark A.11, we infer from the first chain of equations in Lemma 3.21 that the
column spaces of the matrices Sm and Sm built from a sequence belonging to Dp×q,κ are exactly
the (m+1)-fold direct product of the column space R(s0), which implies block diagonal form of
the transformation matrix associated to the corresponding orthogonal projection with respect
to the standard basis.
A closer look at [26, Def. 4.16] shows that several constructions done there even work for a
slightly larger class then the set of all first term dominant sequences. Let m ∈ N. A sequence
(sj)
m
j=0 of complex p× q matrices for which (sj)
m−1
j=0 ∈ Dp×q,m−1 is called a nearly first term
dominant sequence. The set of all nearly first term dominant sequences (sj)mj=0 will be denoted
by D˜p×q,m. We also set D˜p×q,0 := Dp×q,0. Obviously, we have Dp×q,m ⊆ D˜p×q,m for all m ∈ N0.
Lemma 3.22. Let n ∈ N and let (sj)2nj=0 ∈ D˜p×q,2n. Then
Hn =
[
Ip Op×np
y1,ns
†
0 Inp
]
(s0 ⊕ Ln)
[
Iq s
†
0z1,n
Onq×q Inq
]
. (3.5)
Proof. From the assumption (sj)2nj=0 ∈ D˜p×q,2n, we get R(z1,n) ⊆ R(s0) and N (s0) ⊆ N (y1,n).
Thus, Remark A.12 yields s0s
†
0z1,n = z1,n and y1,ns
†
0s0 = y1,n. Taking additionally into account
Remarks 4.11 and 4.9, then (3.5) follows by direct calculation.
Proposition 3.11 shows that the assumption (sj)
m
j=0 ∈ D˜p×q,m in [27, Prop. 5.24] can be
dropped. Similarly, some of the main results in [26, Section 6] can be proved without assuming
that (sj)
m
j=0 belongs to D˜p×q,m.
4. Some identities for block Hankel matrices formed by a sequence
and its reciprocal
The main goal of this section is the investigation of the interplay between various block Hankel
matrices. This topic was already studied in [26, Section 6] for nearly first term dominant
sequences. The application of results from Section 3 will enable us to verify that central
results obtained in [26, Section 6] are even true in a more general case. The first step of our
strategy to prove this coincides with that one in [26]. More precisely, we apply several identities
for block Hankel structures built from the Cauchy product of sequences of complex matrices
introduced in Notation 3.15. We work with the following three types of block Hankel matrices
associated with a sequence of complex p× q matrices.
Notation 4.1. Let (sj)κj=0 be a sequence of complex p× q matrices. Then let the block Hankel
matrices H
〈s〉
n , K
〈s〉
n , and G
〈s〉
n be given by H
〈s〉
n := [sj+k]
n
j,k=0 for all n ∈ N0 with 2n ≤ κ, by
K
〈s〉
n := [sj+k+1]
n
j,k=0 for all n ∈ N0 with 2n+1 ≤ κ, and by G
〈s〉
n := [sj+k+2]
n
j,k=0 for all n ∈ N0
with 2n+ 2 ≤ κ, resp.
If it is clear which sequence (sj)
κ
j=0 is meant, then we write Hn, Kn and Gn instead of H
〈s〉
n ,
K
〈s〉
n and G
〈s〉
n , respectively. We write A⊕B := diag(A,B), for arbitrarily given two matrices
A ∈ Cp×q and B ∈ Cr×s. Note that in the following identities, block Toeplitz structures also
occur in form of the block triangular matrices given in Notation 3.1.
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Proposition 4.2 (cf. [26, Propositions 5.2, 5.4, and 5.5]). Let (sj)κj=0 be a sequence of complex
p× q matrices and let (tj)κj=0 be a sequence of complex q × r matrices. Denote by (wj)
κ
j=0 the
Cauchy product of (sj)κj=0 and (tj)
κ
j=0. Then
H〈w〉n = H
〈s〉
n S
〈t〉
n + (Op×q ⊕ S
〈s〉
n−1)H
〈t〉
n and H
〈w〉
n = H
〈s〉
n (Op×q ⊕ S
〈t〉
n−1) + S
〈s〉
n H
〈t〉
n
for all n ∈ N with 2n ≤ κ,
K〈w〉n = K
〈s〉
n S
〈t〉
n + S
〈s〉
n K
〈t〉
n
for all n ∈ N0 with 2n + 1 ≤ κ, and
G〈w〉n = G
〈s〉
n S
〈t〉
n + y
〈s〉
1,n+1z
〈t〉
1,n+1 + S
〈s〉
n G
〈t〉
n
for all n ∈ N0 with 2n + 2 ≤ κ.
Now we consider the interplay between block Hankel matrices generated by a sequence
(sj)
κ
j=0 on the one side and by the reciprocal sequence (s
♯
j)
κ
j=0 on the other side. It will
turn out that certain identities, crucial for our subsequent considerations, can be obtained by
applying Proposition 4.2 to a sequence (sj)
κ
j=0 of complex p× q matrices together with its
reciprocal sequence (s♯j)
κ
j=0 introduced in Definition 3.5.
Remark 4.3. If (sj)κj=0 is a sequence of complex p× q matrices, then Sm =
[ s0 Op×mq
y1,m Sm−1
]
,
Sm =
[ Sm−1 Omp×q
zˆ1,m s0
]
, Sm =
[ s0 z1,m
Omp×q Sm−1
]
and Sm =
[ Sm−1 yˆ1,m
Op×mq s0
]
for all m ∈ Z1,κ.
Lemma 4.4. Let (sj)κj=0 be a sequence of complex p× q matrices. Denote by (vj)
κ
j=0 the
Cauchy product of (s♯j)
κ
j=0 and (sj)
κ
j=0 and by (wj)
κ
j=0 the Cauchy product of (sj)
κ
j=0 and
(s♯j)
κ
j=0. Then:
(a) Let j, k ∈ N0 with j + k ≤ κ. Then zˆ
〈v〉
0,j y
♯
k,k+j = s
♯
k+j and zˆ
♯
0,jy
〈w〉
k,k+j = δ0ks
♯
j.
(b) Let j, k ∈ N0 and let ℓ ∈ N with j + k + ℓ ≤ κ. Then [zˆ
〈v〉
0,j , Oq×ℓq]y
♯
k,k+j+ℓ = s
♯
k+j
and [zˆ♯0,j, Oq×ℓp]y
〈w〉
k,k+j+ℓ = δ0ks
♯
j .
(c) Let m,k ∈ N0 with m+ k ≤ κ. Then S
〈v〉
m y
♯
k,k+m = y
♯
k,k+m and S
♯
my
〈w〉
k,k+m = δ0ky
♯
0,m.
Proof. (a) Using Proposition 3.18, we obtain
zˆ
〈v〉
0,j y
♯
k,k+j =
j∑
ℓ=0
vj−ℓs
♯
k+ℓ =
j∑
ℓ=0
δ0,j−ℓs
♯
k+ℓ = s
♯
k+j
and, in view of k ≥ 0, furthermore
zˆ♯0,jy
〈w〉
k,k+j =
j∑
ℓ=0
s♯j−ℓwk+ℓ =
j∑
ℓ=0
δ0,k+ℓs
♯
j−ℓ =
{
s♯j, if k = 0
Oq×p, if k ≥ 1
.
(b) Using (a), we get
[zˆ
〈v〉
0,j , Oq×ℓq]y
♯
k,k+j+ℓ = [zˆ
〈v〉
0,j , Oq×ℓq]
[
y♯k,k+j
y♯k+j+1,k+j+ℓ
]
= zˆ
〈v〉
0,j y
♯
k,k+j = s
♯
k+j
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and
[zˆ♯0,j , Oq×ℓp]y
〈w〉
k,k+j+ℓ = [zˆ
♯
0,j , Oq×ℓp]

 y〈w〉k,k+j
y
〈w〉
k+j+1,k+j+ℓ

 = zˆ♯0,jy〈w〉k,k+j = δ0ks♯j.
(c) Using (b) and (a), we obtain
S〈v〉m y
♯
k,k+m =


[zˆ
〈v〉
0,0 , Oq×mq]
[zˆ
〈v〉
0,1 , Oq×(m−1)q]
...
[zˆ
〈v〉
0,m−1, Oq×q]
zˆ
〈v〉
0,m


y♯k,k+m =


[zˆ
〈v〉
0,0 , Oq×mq]y
♯
k,k+m
[zˆ
〈v〉
0,1 , Oq×(m−1)q]y
♯
k,k+m
...
[zˆ
〈v〉
0,m−1, Oq×q]y
♯
k,k+m
zˆ
〈v〉
0,my
♯
k,k+m


=


s♯k+0
s♯k+1
...
s♯k+m−1
s♯k+m


= y♯k,k+m
and
S♯my
〈w〉
k,k+m =


[zˆ♯0,0, Oq×mp]
[zˆ♯0,1, Oq×(m−1)p]
...
[zˆ♯0,m−1, Oq×p]
zˆ♯0,m


y
〈w〉
k,k+m =


[zˆ♯0,0, Oq×mp]y
〈w〉
k,k+m
[zˆ♯0,1, Oq×(m−1)p]y
〈w〉
k,k+m
...
[zˆ♯0,m−1, Oq×p]y
〈w〉
k,k+m
zˆ♯0,my
〈w〉
k,k+m


=


δ0ks
♯
0
δ0ks
♯
1
...
δ0ks
♯
m−1
δ0ks
♯
m


= δ0ky
♯
0,m.
Notation 4.5. For each m ∈ N, let ∆q,0,m := Iqm and let ∇q,0,m := Iqm. Furthermore, for all
ℓ,m ∈ N, let ∆q,ℓ,m :=
[ Imq
Oℓq×mq
]
and let ∇q,ℓ,m :=
[Oℓq×mq
Imq
]
.
Lemma 4.6. Let (sj)κj=0 be a sequence of complex p× q matrices. Denote by (vj)
κ
j=0 the
Cauchy product of (s♯j)
κ
j=0 and (sj)
κ
j=0 and by (wj)
κ
j=0 the Cauchy product of (sj)
κ
j=0 and
(s♯j)
κ
j=0. Then:
(a) S〈v〉n K♯n = K
♯
n and S
♯
nK
〈w〉
n = O(n+1)q×(n+1)p for all n ∈ N0 with 2n+ 1 ≤ κ.
(b) H♯n− (Oq×q ⊕S
〈v〉
n−1)H
♯
n = ∆q,n,1z
♯
0,n and S
♯
nH
〈w〉
n = y
♯
0,n∆
∗
p,n,1 for all n ∈ N with 2n ≤ κ.
(c) S〈v〉n G♯n = G
♯
n, S
♯
nG
〈w〉
n = O(n+1)q×(n+1)p, and s
♯
0z
〈w〉
1,n+1 = Oq×(n+1)p for all n ∈ N0 with
2n+ 2 ≤ κ.
Proof. (a) Consider an arbitrary n ∈ N0 with 2n + 1 ≤ κ. Using Lemma 4.4(c), we obtain
S〈v〉n K
♯
n = S
〈v〉
n [y
♯
1,n+1, y
♯
2,n+2, . . . , y
♯
n+1,2n+1]
= [S〈v〉n y
♯
1,n+1,S
〈v〉
n y
♯
2,n+2, . . . ,S
〈v〉
n y
♯
n+1,2n+1]
= [y♯1,n+1, y
♯
2,n+2, . . . , y
♯
n+1,2n+1] = K
♯
n
and
S♯nK
〈w〉
n = S
♯
n[y
〈w〉
1,n+1, y
〈w〉
2,n+2, . . . , y
〈w〉
n+1,2n+1]
= [S♯ny
〈w〉
1,n+1,S
♯
ny
〈w〉
2,n+2, . . . ,S
♯
ny
〈w〉
n+1,2n+1]
= [δ01y
♯
0,n, δ02y
♯
0,n, . . . , δ0,n+1y
♯
0,n] = O(n+1)q×(n+1)p.
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(b) Consider an arbitrary n ∈ N with 2n ≤ κ. Using (a) and Lemma 4.4(c), we obtain
(Oq×q ⊕ S
〈v〉
n−1)H
♯
n =
[
Oq×q Oq×nq
Onq×q S
〈v〉
n−1
] [
z♯0,n−1 s
♯
n
K♯n−1 y
♯
n+1,2n
]
=
[
Oq×np Oq×p
S
〈v〉
n−1K
♯
n−1 S
〈v〉
n−1y
♯
n+1,2n
]
=
[
Oq×np Oq×p
K♯n−1 y
♯
n+1,2n
]
.
Hence, we can conclude
H♯n − (Oq×q ⊕ S
〈v〉
n−1)H
♯
n =
[
z♯0,n−1 s
♯
n
K♯n−1 y
♯
n+1,2n
]
−
[
Oq×np Oq×p
K♯n−1 y
♯
n+1,2n
]
=
[
z♯0,n−1 s
♯
n
Onq×np Onq×p
]
=
[
z♯0,n
Onq×(n+1)p
]
= ∆q,n,1z
♯
0,n.
From Lemma 4.4(c) and Remark 4.3 we get furthermore
S♯nH
〈w〉
n = S
♯
n[y
〈w〉
0,n , y
〈w〉
1,n+1, . . . , y
〈w〉
n,2n] = [S
♯
ny
〈w〉
0,n ,S
♯
ny
〈w〉
1,n+1, . . . ,S
♯
ny
〈w〉
n,2n]
= [δ00y
♯
0,n, δ01y
♯
0,n, . . . , δ0ny
♯
0,n] = [y
♯
0,n, O(n+1)q×np] = y
♯
0,n∆
∗
p,n,1.
(c) Consider an arbitrary n ∈ N0 with 2n + 2 ≤ κ. Using Lemma 4.4(c), we obtain
S〈v〉n G
♯
n = S
〈v〉
n [y
♯
2,n+2, y
♯
3,n+3, . . . , y
♯
n+2,2n+2]
= [S〈v〉n y
♯
2,n+2,S
〈v〉
n y
♯
3,n+3, . . . ,S
〈v〉
n y
♯
n+2,2n+2]
= [y♯2,n+2, y
♯
3,n+3, . . . , y
♯
n+2,2n+2] = G
♯
n
and
S♯nG
〈w〉
n = S
♯
n[y
〈w〉
2,n+2, y
〈w〉
3,n+3, . . . , y
〈w〉
n+2,2n+2]
= [S♯ny
〈w〉
2,n+2,S
♯
ny
〈w〉
3,n+3, . . . ,S
♯
ny
〈w〉
n+2,2n+2]
= [δ02y
♯
0,n, δ03y
♯
0,n, . . . , δ0,n+2y
♯
0,n] = O(n+1)q×(n+1)p.
Furthermore, Proposition 3.18 yields
s♯0z
〈w〉
1,n+1 = s
♯
0[w1, w2, . . . , wn+1] = [s
♯
0w1, s
♯
0w2, . . . , s
♯
0wn+1]
= [δ01s
♯
0, δ02s
♯
0, . . . , δ0,n+1s
♯
0] = Oq×(n+1)p.
Theorem 4.7. Let (sj)κj=0 be a sequence of complex p× q matrices. Then using Notations 3.1
and 4.5 the identity H♯n + S
♯
nHnS
♯
n = y
♯
0,n∆
∗
p,n,1 +∆q,n,1z
♯
0,n holds for all n ∈ N0 with 2n ≤ κ.
Proof. By virtue of s♯0 = s
†
0, the asserted equation can be obtained for n = 0 by direct
calculation. Now consider an arbitrary n ∈ N with 2n ≤ κ. Denote by (vj)
κ
j=0 the Cauchy
product of (s♯j)
κ
j=0 and (sj)
κ
j=0 and by (wj)
κ
j=0 the Cauchy product of (sj)
κ
j=0 and (s
♯
j)
κ
j=0.
Because of the first equation in Proposition 4.2, then HnS
♯
n = H
〈w〉
n − (Op×q ⊕ Sn−1)H
♯
n.
According to Remark 3.17, furthermore S
〈v〉
n−1 = S
♯
n−1Sn−1. Using Remark 4.3, we obtain
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S♯n(Oq×q ⊕Sn−1) = Oq×q ⊕S
〈v〉
n−1. In view of Lemma 4.6(b), we have H
♯
n− (Oq×q ⊕S
〈v〉
n−1)H
♯
n =
∆q,n,1z
♯
0,n and S
♯
nH
〈w〉
n = y
♯
0,n∆
∗
p,n,1. Hence, we get
H♯n + S
♯
nHnS
♯
n = H
♯
n + S
♯
n
[
H〈w〉n − (Op×q ⊕ Sn−1)H
♯
n
]
= H♯n + S
♯
nH
〈w〉
n − S
♯
n(Op×q ⊕ Sn−1)H
♯
n
= S♯nH
〈w〉
n +H
♯
n − (Oq×q ⊕ S
〈v〉
n−1)H
♯
n = y
♯
0,n∆
∗
p,n,1 +∆q,n,1z
♯
0,n.
Theorem 4.8. Let (sj)κj=0 be a sequence of complex p× q matrices. Then K
♯
n = −S
♯
nKnS
♯
n
for all n ∈ N0 with 2n + 1 ≤ κ.
Proof. Consider an arbitrary n ∈ N0 with 2n+ 1 ≤ κ. Denote by (vj)κj=0 the Cauchy product
of (s♯j)
κ
j=0 and (sj)
κ
j=0 and by (wj)
κ
j=0 the Cauchy product of (sj)
κ
j=0 and (s
♯
j)
κ
j=0. Because of
Proposition 4.2, we have KnS
♯
n = K
〈w〉
n − SnK
♯
n, whereas Remark 3.17 yields S
〈v〉
n = S♯nSn. In
view of Lemma 4.6(a), we have S
〈v〉
n K♯n = K
♯
n and S
♯
nK
〈w〉
n = O(n+1)q×(n+1)p. Consequently,
−S♯nKnS
♯
n = −S
♯
n(K
〈w〉
n − SnK
♯
n) = S
♯
nSnK
♯
n − S
♯
nK
〈w〉
n = S
〈v〉
n K
♯
n − S
♯
nK
〈w〉
n = K
♯
n.
In our following consideration, Schur complements in block Hankel matrices play an essential
role. For this reason, we recall this construction: If M =
[
A B
C D
]
is the block representation of
a complex (p+ q)× (r + s) matrix M with p× r block A, then the matrix
M/A := D −CA†B (4.1)
is called the Schur complement of A in M . Concerning a variety of applications of this concept
in a lot of areas of mathematics, we refer to [42]. The block Hankel matrix Hn admits the
following block representations:
Remark 4.9. If (sj)κj=0 is a sequence of complex p× q matrices, then Hn =
[ Hn−1 yn,2n−1
zn,2n−1 s2n
]
and
Hn =
[ s0 z1,n
y1,n Gn−1
]
for all n ∈ N with 2n ≤ κ.
Notation 4.10. If (sj)κj=0 is a sequence of complex p× q matrices, then, by virtue of Remark 4.9,
let L0 := H0 and let Ln := Hn/s0 for all n ∈ N with 2n ≤ κ.
Remark 4.11. If (sj)κj=0 is a sequence of complex p× q matrices, then from Remark 4.9 we
infer that Ln = Gn−1 − y1,ns
†
0z1,n for all n ∈ N with 2n ≤ κ.
Theorem 4.12. Let (sj)κj=0 be a sequence of complex p× q matrices. Using Notation 4.10,
then G♯n = −S
♯
nLn+1S
♯
n for all n ∈ N0 with 2n + 2 ≤ κ.
Proof. Consider an arbitrary n ∈ N0 with 2n+ 2 ≤ κ. Denote by (vj)κj=0 the Cauchy product
of (s♯j)
κ
j=0 and (sj)
κ
j=0 and by (wj)
κ
j=0 the Cauchy product of (sj)
κ
j=0 and (s
♯
j)
κ
j=0. Because of
Proposition 4.2, then
GnS
♯
n = G
〈w〉
n − y1,n+1z
♯
1,n+1 − SnG
♯
n. (4.2)
In view of Proposition 4.2, we have Hn+1S
♯
n+1 = H
〈w〉
n+1 − (Op×q ⊕ Sn)H
♯
n+1. Comparing the
upper right p× (n + 1)p block in the latter equation, in view of Remarks 4.9 and 4.3, we obtain
then s0z
♯
1,n+1+z1,n+1S
♯
n = z
〈w〉
1,n+1. Since we have by construction s
♯
0 = s
†
0 and by Corollary 3.10
moreover s†0s0s
♯
k = s
♯
k for all k ∈ Z0,κ, hence,
s♯0z
〈w〉
1,n+1 = s
†
0z
〈w〉
1,n+1 = z
♯
1,n+1 + s
†
0z1,n+1S
♯
n (4.3)
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follows. According to Remark 3.17, we have S
〈v〉
n = S♯nSn. In view of Lemma 4.6(c), we have
S〈v〉n G
♯
n = G
♯
n, s
♯
0z
〈w〉
1,n+1 = Oq×(n+1)p, and S
♯
nG
〈w〉
n = O(n+1)q×(n+1)p. (4.4)
By application of Remark 4.11, (4.2), (4.3), S
〈v〉
n = S♯nSn, and (4.4), we obtain thus
−S♯nLn+1S
♯
n = −S
♯
n(Gn − y1,n+1s
†
0z1,n+1)S
♯
n = −S
♯
n(GnS
♯
n − y1,n+1s
†
0z1,n+1S
♯
n)
= −S♯n(G
〈w〉
n − y1,n+1z
♯
1,n+1 − SnG
♯
n − y1,n+1s
†
0z1,n+1S
♯
n)
= S♯nSnG
♯
n + S
♯
ny1,n+1(z
♯
1,n+1 + s
†
0z1,n+1S
♯
n)− S
♯
nG
〈w〉
n
= S〈v〉n G
♯
n + S
♯
ny1,n+1s
♯
0z
〈w〉
1,n+1 − S
♯
nG
〈w〉
n = G
♯
n.
5. Matricial Hamburger moment sequences and H-transformation
We recall classes of sequences of complex q × q matrices corresponding to solvability criteria for
matricial moment problems on Ω = R: For each n ∈ N0, denote byH
<
q,2n the set of all sequences
(sj)
2n
j=0 of complex q × q matrices for which the corresponding block Hankel matrix Hn =
[sj+k]
n
j,k=0 is non-negative Hermitian. Furthermore, denote by H
<
q,∞ the set of all sequences
(sj)
∞
j=0 of complex q × q matrices satisfying (sj)
2n
j=0 ∈ H
<
q,2n for all n ∈ N0. The sequences
belonging to H<q,2n or H
<
q,∞ are said to be R-non-negative definite. (Note that in [16] and
subsequent papers of the corresponding authors, the sequences belonging to H<q,2κ were called
Hankel non-negative definite. Our terminology here differs for the sake of consistency.) Finite
R-non-negative definite sequences constitute exactly the class of prescribed data (sj)
2n
j=0 for
which a slightly modified version of the Problem MP[R; (sj)
2n
j=0,=] is solvable (see, e. g. [3,5,16]).
We continue with some later used observations on the arithmetic of R-non-negative definite
sequences. Against to the background of Remark 4.9, we use in the sequel the following
notation:
Notation 5.1. If (sj)κj=0 is a sequence of complex p× q matrices, then let L0 := H0 and let
Ln := Hn/Hn−1 for all n ∈ N with 2n ≤ κ.
Obviously, H<q,0 is exactly the set of sequences (sj)
0
j=0 with s0 ∈ C
q×q
< . In view of Remark 4.9,
we obtain from Remark A.15 furthermore:
Remark 5.2. If (sj)2κj=0 ∈ H
<
q,2κ, then (sj)
2n
j=0 ∈ H
<
q,2n and Ln ∈ C
q×q
< for all n ∈ Z0,κ.
In the following two results, we are using the equivalence relation “∼” introduced in Nota-
tion A.24 (see also Remark A.25):
Lemma 5.3. Let n ∈ N0 and let (sj)2nj=0 ∈ H
<
q,2n. Then Hn ∼ diag(L0, L1, . . . , Ln).
Proof. The case n = 0 is trivial. If n ≥ 1, then the assertion is an easy consequence of [17,
Prop. 4.17].
Lemma 5.4. Let n ∈ N0, let (sj)2nj=0 ∈ H
<
q,2n, and let A0, A1, . . . , An be complex q × q matrices.
If Hn ∼ diag(A0, A1, . . . , An), then Aj = Lj for all j ∈ Z0,n.
Proof. In view of Remark A.25 and Lemma 5.3, this follows from Remark A.23.
We write A ⊗ B := [ajkB]j=1,...,m
k=1,...,n
for the Kronecker product of two matrices A =
[ajk]j=1,...,m
k=1,...,n
∈ Cm×n and B ∈ Cp×q.
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Remark 5.5. Let B ∈ Cp×q and let (sj)κj=0 be a sequence of complex numbers. Let the
sequence (xj)
κ
j=0 be given by xj := sjB. Then H
〈x〉
n = H
〈s〉
n ⊗ B for all n ∈ N0 with 2n ≤ κ
and K
〈x〉
n = K
〈s〉
n ⊗B for all n ∈ N0 with 2n + 1 ≤ κ.
Remark 5.6. If B ∈ Cq×q< and (sj)
2κ
j=0 ∈ H
<
1,2κ, then (sjB)
2κ
j=0 ∈ H
<
q,2κ by Remarks A.16 and 5.5.
Now we introduce a class of finite sequences from Cq×q which turns out to be closely related
to the class of R-non-negative definite sequences: Let n ∈ N0. Denote by H
<,e
q,2n the set of
all sequences (sj)
2n
j=0 of complex q × q matrices for which there exists a pair (s2n+1, s2n+2)
of complex q × q matrices such that the sequence (sj)
2n+2
j=0 belongs to H
<
q,2n+2. Denote by
H<,eq,2n+1 the set of all sequences (sj)
2n+1
j=0 of complex q × q matrices for which there exists a
complex q × q matrix s2n+2 such that the sequence (sj)
2n+2
j=0 belongs to H
<
q,2n+2. Furthermore,
let H<,eq,∞ := H
<
q,∞. The sequences belonging to H
<,e
q,2n, H
<,e
q,2n+1, or H
<,e
q,∞ are said to be R-non-
negative definite extendable. (Note that in [16] and subsequent papers of the corresponding
authors, the sequences belonging to H<,eq,κ were called Hankel non-negative definite extendable.)
Theorem 5.7 ( [17, Thm. 6.6] (cf. [5, Thm. 3.1])). Let (sj)κj=0 be a sequence of complex
q × q matrices. Then M<q,κ[R; (sj)
κ
j=0,=] 6= ∅ if and only if (sj)
κ
j=0 ∈ H
<,e
q,κ .
Now we consider the class of R-non-negative definite extendable sequences and R-non-
negative definite sequences against the background of first term dominant sequences and nearly
first term dominant sequences, respectively.
Proposition 5.8 ( [26, Prop. 4.24]). For each κ ∈ N0 ∪ {∞}, we have H<,eq,κ ⊆ Dq×q,κ.
Proposition 5.9 (cf. [26, Prop. 4.25]). For each n ∈ N0, the inclusion H
<
q,2n ⊆ D˜q×q,2n holds.
In order to describe the relations between the elements of R-non-negative definite sequences
(even in the general case of not necessarily invertible non-negative Hermitian block Hankel
matricesHn), in [16] the so-called canonical Hankel parametrization was introduced and further
discussed in [17,26]. We slightly reformulate this notion in a more convenient form. Therefore,
we need several special matrices.
Notation 5.10. Let (sj)κj=0 be a sequence of complex p× q matrices. Then let Θ0 := Op×q,
Σ0 := Op×q, Θn := zn,2n−1H
†
n−1yn,2n−1, and Σn := zn,2n−1H
†
n−1Kn−1H
†
n−1yn,2n−1 for all n ∈ N
with 2n − 1 ≤ κ. Furthermore, let M0 := Op×q, N0 := Op×q, Mn := zn,2n−1H
†
n−1yn+1,2n, and
Nn := zn+1,2nH
†
n−1yn,2n−1 for all n ∈ N with 2n ≤ κ. Moreover, let Λn := Mn +Nn − Σn for
all n ∈ N0 with 2n ≤ κ.
In addition to Remark 5.5, we have:
Remark 5.11. Let B ∈ Cp×q and let (sj)κj=0 be a sequence of complex numbers. Let (xj)
κ
j=0
be given by xj := sjB. Then y
〈x〉
m,n = y
〈s〉
m,n ⊗B and z
〈x〉
m,n = z
〈s〉
m,n ⊗B for all m,n ∈ Z0,κ.
Using Remarks A.4, A.9, and A.3, we obtain from Remarks 5.5 and 5.11:
Remark 5.12. Let B ∈ Cp×q and let (sj)κj=0 be a sequence of complex numbers. Let the
sequence (xj)
κ
j=0 be given by xj := sjB. Then Θ
〈x〉
n = Θ
〈s〉
n B and Σ
〈x〉
n = Σ
〈s〉
n B for all
n ∈ N0 with 2n − 1 ≤ κ. Furthermore, M
〈x〉
n = M
〈s〉
n B and N
〈x〉
n = N
〈s〉
n B and, consequently,
Λ
〈x〉
n = Λ
〈s〉
n B for all n ∈ N0 with 2n ≤ κ.
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Definition 5.13. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Using Notation 5.10
let the sequence (hj)
κ
j=0 be given by h2k := s2k − Θk for all k ∈ N0 with 2k ≤ κ and by
h2k+1 := s2k+1 − Λk for all k ∈ N0 with 2k + 1 ≤ κ. Then we call (hj)
κ
j=0 the H-parameter
sequence of (sj)κj=0.
The H-parameters were introduced in a slightly different form as a pair of two sequences
in [16] under the notion canonical Hankel parametrization. Several properties of a sequence
connected to R-non-negative definiteness can be characterized in terms of its H-parameters.
They also occur in connection with three term recurrence relations for systems of orthogonal
matrix polynomials with respect to non-negative Hermitian measures on (R,BR) (see [17], [16,
Section 3]).
Remark 5.14. Let (sj)κj=0 be a sequence of complex p× q matrices. For all n ∈ N0 with 2n ≤ κ,
then h2n = Ln. In particular, if n ≥ 1, then h2n is the Schur complement Hn/Hn−1 of Hn−1
in Hn.
Remark 5.15. If B ∈ Cp×q and (sj)κj=0 is a sequence of complex numbers, then Remark 5.12
shows that (hjB)
κ
j=0 coincides with the H-parameter sequence of (sjB)
κ
j=0.
Using the reciprocal sequence given in Definition 3.5, we introduce now a transformation of
sequences of complex matrices, which for matricial Hamburger moment sequences corresponds
to the elementary step of a Schur–Nevanlinna type algorithm:
Definition 5.16. Let (sj)
κ
j=0 be a sequence of complex p× q matrices and assume κ ≥ 2.
Then we call the sequence (tj)
κ−2
j=0 given by tj := −s0s
♯
j+2s0 the H-transform of (sj)
κ
j=0.
In [26, Def. 8.1], the H-transform was introduced under the name first Schur transform. For
R-non-negative definite extendable sequences S0, S1, S2, . . . , S2n it coincides with the sequence
S
(1)
0 , . . . , S
(1)
2n−2 implicitly given via [5, Equation (2.9), pp. 206–207] by use of Drazin inverses
(cf. [26, pp. 166–167]). For sequences s0, s1, s2, . . . , s2n−2 of Hermitian matrices with invertible
non-negative Hermitian block Hankel matrix Hn−1, one can find a similar construction already
in [32, p. 445], equivalent up to normalization. The matrices s
(2)
0 , s
(2)
1 , . . . , s
(2)
2n−4 considered
there are related to the H-transform (tj)
2n−4
j=0 of (sj)
2n−2
j=0 via s
(2)
j = s
−1
0 tjs
−1
0 = −s
♯
j+2.
We are now going to obtain representations of block Hankel matrices built form the
H-transform of a sequence.
Proposition 5.17. Assume κ ≥ 2 and let (sj)κj=0 be a sequence of complex p× q matrices
with H-transform (tj)
κ−2
j=0 . For all n ∈ N0 with 2n + 2 ≤ κ, then H
〈t〉
n = −〈s0〉nG
♯
n〈s0〉n
and H〈t〉n = 〈s0〉nS♯nLn+1S
♯
n〈s0〉n.
Proof. Taking into account Definition 5.16 the assertions follow immediately from Theo-
rem 4.12.
In the case of nearly first term dominant sequences we want to improve the last mentioned
factorization of H
〈t〉
n in Proposition 5.21 below. For this reason, we introduce corresponding
regularized triangular factors belonging to the classes Lp,m and Uq,m given in Notation A.19:
Notation 5.18. If (sj)κj=0 is a sequence of complex p× q matrices, then, for all m ∈ Z0,κ, let
Dm := 〈s0〉mS
♯
m + 〈Ip − s0s
†
0〉m and Dm := S
♯
m〈s0〉m + 〈Iq − s
†
0s0〉m.
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Remark 5.19. Let (sj)κj=0 be a sequence of complex p× q matrices. Because of s
♯
0 = s
†
0, for all
m ∈ Z0,κ, then Dm is a block Toeplitz matrix belonging to Lp,m and Dm is a block Toeplitz
matrix belonging to Uq,m. Furthermore, detDm = 1 and detDm = 1 for all m ∈ Z0,κ.
Notation 5.20. Let (sj)κj=0 be a sequence of complex p× q matrices. Then let ǫm := sm −
s0s
†
0sms
†
0s0 for all m ∈ Z0,κ and, using Notation 4.5, let Ξn,m := ∇p,n,1ǫm∇
∗
q,n,1 for all n ∈ N0
and all m ∈ Z0,κ.
Obviously, we have ǫ0 = Op×q and hence Ξn,0 = O(n+1)p×(n+1)q for all n ∈ N0. The following
result is a slight extension of [26, Prop. 8.19].
Proposition 5.21. Let n ∈ N0 and let (sj)
2n+2
j=0 ∈ D˜p×q,2n+2 with H-transform (tj)
2n
j=0. In
view of Notations 5.18 and 5.20, then
H〈t〉n = 〈s0〉nS
†
nLn+1S
†
n〈s0〉n, H
〈t〉
n = Dn(Ln+1 − Ξn,2n+2)Dn,
and rank(H〈t〉n ) = rank(Ln+1 − Ξn,2n+2). If p = q, then furthermore
det(H〈t〉n ) = (det s0)(det s0)
† detLn+1 and det(H
〈t〉
n ) = det(Ln+1 − Ξn,2n+2).
Proof. According to Proposition 3.20, we have S♯n = S
†
n and S
♯
n = S
†
n. Consequently, the
first asserted equation follows from Proposition 5.17 and the matrices Dn and Dn admit the
representations
Dn = 〈s0〉nS
†
n + 〈Ip − s0s
†
0〉n and Dn = S
†
n〈s0〉n + 〈Iq − s
†
0s0〉n.
Hence, the second asserted equation is valid, by virtue of [26, Prop. 8.19, Formula (8.5)].
According to Remark 5.19, the latter one implies the third one and, if p = q, furthermore
the fifth asserted equation. If p = q, the fourth asserted equation follows from s♯0 = s
†
0 and
Proposition 5.17.
We are now going to iterate the H-transformation introduced in Definition 5.16:
Definition 5.22. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Let the sequence
(s
(0)
j )
κ
j=0 be given by s
(0)
j := sj. If κ ≥ 2, then for all k ∈ N with 2k ≤ κ, let the sequence
(s
(k)
j )
κ−2k
j=0 be recursively defined to be the H-transform of the sequence (s
(k−1)
j )
κ−2(k−1)
j=0 . For
all k ∈ N0 with 2k ≤ κ, we call the sequence (s
(k)
j )
κ−2k
j=0 the k-th H-transform of (sj)
κ
j=0.
From the next observations it becomes clear why the H-transformation is important. The
H-transformation preserves R-non-negative definite extendability:
Proposition 5.23 ( [26, Prop. 9.4]). Let m ∈ N0 and let (sj)mj=0 ∈ H
<,e
q,m. For all k ∈ N0
with 2k ≤ m, then (s(k)j )
m−2k
j=0 ∈ H
<,e
q,m−2k.
One of the main results concerning the H-transform of R-non-negative definite sequences
can be reformulated in our terminology as follows:
Theorem 5.24 (cf. [26, Thm. 9.15]). Let (sj)2κj=0 ∈ H
<,e
q,2κ with H-parameter sequence (hj)
2κ
j=0.
Then h2k = s
(k)
0 for all k ∈ Z0,κ and h2k+1 = s
(k)
1 for all k ∈ Z0,κ−1.
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6. Matricial Stieltjes moment sequences
Let α, β ∈ R. In this section, we summarize results on [α,∞)-Stieltjes moment sequences and
(−∞, β]-Stieltjes moment sequences for our subsequent considerations. We start with some
classes of sequences of complex matrices corresponding to solvability criteria for matricial
Stieltjes moment problems on the half-line [α,∞): Let K<q,0,α := H
<
q,0. For each n ∈ N, denote
by K<q,2n,α the set of all sequences (sj)
2n
j=0 of complex q × q matrices for which the block Hankel
matrices Hn and −αHn−1 +Kn−1 are both non-negative Hermitian. For each n ∈ N0, denote
by K<q,2n+1,α the set of all sequences (sj)
2n+1
j=0 of complex q × q matrices for which the block
Hankel matrices Hn and −αHn +Kn are both non-negative Hermitian. Furthermore, denote
by K<q,∞,α the set of all sequences (sj)
∞
j=0 of complex q × q matrices satisfying (sj)
m
j=0 ∈ K
<
q,m,α
for all m ∈ N0. The sequences belonging to K
<
q,0,α, K
<
q,2n,α, K
<
q,2n+1,α, or K
<
q,∞,α are said to
be [α,∞)-non-negative definite. (Note that in [18] and subsequent papers of the corresponding
authors, the sequences belonging to K<q,κ,α were called α-Stieltjes (right-sided) non-negative
definite. Our terminology here differs in order to find a common notation for the three ma-
tricial power moment problems under study.) Finite [α,∞)-non-negative definite sequences
constitute exactly the class of prescribed data (sj)
m
j=0 for which a slightly modified version of
the Problem MP[[α,∞); (sj)mj=0,=] is solvable (see [15]).
Notation 6.1. Suppose κ ≥ 1. Let (sj)κj=0 be a sequence of complex p× q matrices. Then let
the sequence (aj)
κ−1
j=0 be given by aj := −αsj + sj+1. For each matrix Xk = X
〈s〉
k built from
the sequence (sj)
κ
j=0, we denote (if possible) by Xα,k,• := X
〈a〉
k the corresponding matrix built
from the sequence (aj)
κ−1
j=0 instead of (sj)
κ
j=0.
In view of Notation 4.1, we get in particular Hα,n,• = −αHn + Kn for all n ∈ N0 with
2n+1 ≤ κ. In the classical case α = 0, we have furthermore aj = sj+1 for all j ∈ Z0,κ−1. From
Remark 5.2 we obtain:
Remark 6.2. Let (sj)κj=0 ∈ K
<
q,κ,α. For all m ∈ Z0,κ, then (sj)
m
j=0 ∈ K
<
q,m,α. Furthermore,
Ln ∈ C
q×q
<
for all n ∈ N0 with 2n ≤ κ and Lα,n,• ∈ C
q×q
<
for all n ∈ N0 with 2n+ 1 ≤ κ.
For each m ∈ N0, denote by K
<,e
q,m,α the set of all sequences (sj)
m
j=0 of complex q × q matrices
for which there exists a complex q × q matrix sm+1 such that the sequence (sj)
m+1
j=0 belongs to
K<q,m+1,α. Furthermore, let K
<,e
q,∞,α := K
<
q,∞,α. The sequences belonging to K
<,e
q,m,α or K
<,e
q,∞,α are
said to be [α,∞)-non-negative definite extendable. It is readily checked that K<,eq,0,α = K
<
q,0,α
and, for all n ∈ N, furthermore K<,eq,2n,α = {(sj)
2n
j=0 ∈ H
<
q,2n : (aj)
2n−1
j=0 ∈ H
<,e
q,2n−1} and
K<,eq,2n−1,α =
{
(sj)
2n−1
j=0 ∈ H
<,e
q,2n−1 : (aj)
2(n−1)
j=0 ∈ H
<
q,2(n−1)
}
. (6.1)
Remark 6.3. If (sj)κj=0 ∈ K
<,e
q,κ,α, then Remark 6.2 shows that (sj)
m
j=0 ∈ K
<,e
q,m,α for all m ∈ Z0,κ.
Theorem 6.4 ( [18, Thm. 1.6]). Let (sj)κj=0 be a sequence of complex q × q matrices. Then
M<q,κ[[α,∞); (sj)
κ
j=0,=] 6= ∅ if and only if (sj)
κ
j=0 ∈ K
<,e
q,κ,α.
Now we consider, for an arbitrarily fixed number β ∈ R, a class of sequences of complex
matrices, which is dual to the class K<q,κ,α and which takes the corresponding role for the
moment problem on the left half-line (−∞, β]. (This class was already studied in [18].): Let
L<q,0,β := H
<
q,0. For each n ∈ N, denote by L
<
q,2n,β the set of all sequences (sj)
2n
j=0 of complex
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q × q matrices for which the block Hankel matrices Hn and βHn−1 − Kn−1 are both non-
negative Hermitian. For each n ∈ N0, denote by L
<
q,2n+1,β the set of all sequences (sj)
2n+1
j=0
of complex q × q matrices for which the block Hankel matrices Hn and βHn − Kn are both
non-negative Hermitian. Furthermore, denote by L<q,∞,β the set of all sequences (sj)
∞
j=0 of
complex q × q matrices satisfying (sj)
m
j=0 ∈ L
<
q,m,β for all m ∈ N0. The sequences belonging
to L<q,0,β, L
<
q,2n,β, L
<
q,2n+1,β, or L
<
q,∞,β are said to be (−∞, β]-non-negative definite. (Note that
in [18] the sequences belonging to L<q,κ,β were called β-Stieltjes left-sided non-negative definite.)
Notation 6.5. Suppose κ ≥ 1. Let (sj)κj=0 be a sequence of complex p× q matrices. Then let
the sequence (bj)
κ−1
j=0 be given by bj := βsj − sj+1. For each matrix Xk = X
〈s〉
k built from
the sequence (sj)
κ
j=0, we denote, where applicable, by X•,k,β := X
〈b〉
k the corresponding matrix
built from the sequence (bj)
κ−1
j=0 instead of (sj)
κ
j=0.
In view of Notation 4.1, we get in particular H•,n,β = βHn−Kn for all n ∈ N0 with 2n+1 ≤ κ.
Similar to Remark 6.2, we obtain from Remark 5.2:
Remark 6.6. If (sj)κj=0 ∈ L
<
q,κ,β, then (sj)
m
j=0 ∈ L
<
q,m,β for all m ∈ Z0,κ and, furthermore,
Ln ∈ C
q×q
< for all n ∈ N0 with 2n ≤ κ and L•,n,β ∈ C
q×q
< for all n ∈ N0 with 2n+ 1 ≤ κ.
For each m ∈ N0, denote by L
<,e
q,m,β the set of all sequences (sj)
m
j=0 of complex q × q matrices
for which there exists a complex q × q matrix sm+1 such that the sequence (sj)
m+1
j=0 belongs to
L<q,m+1,β. Furthermore, let L
<,e
q,∞,β := L
<
q,∞,β. The sequences belonging to L
<,e
q,m,β or L
<,e
q,∞,β are
said to be (−∞, β]-non-negative definite extendable. It is readily checked that L<,eq,0,β = L
<
q,0,β
and, for all n ∈ N, furthermore L<,eq,2n,β = {(sj)
2n
j=0 ∈ H
<
q,2n : (bj)
2n−1
j=0 ∈ H
<,e
q,2n−1} and
L<,eq,2n−1,β =
{
(sj)
2n−1
j=0 ∈ H
<,e
q,2n−1 : (bj)
2(n−1)
j=0 ∈ H
<
q,2(n−1)
}
. (6.2)
Remark 6.7. If (sj)κj=0 ∈ L
<,e
q,κ,β, then Remark 6.6 shows that (sj)
m
j=0 ∈ L
<,e
q,m,β for all m ∈ Z0,κ.
Theorem 6.8 ( [18, Thm. 1.8]). Let β ∈ R and let (sj)κj=0 be a sequence of complex q × q ma-
trices. Then M<q,κ[(−∞, β]; (sj)
κ
j=0,=] 6= ∅ if and only if (sj)
κ
j=0 ∈ L
<,e
q,κ,β.
7. Matricial [α, β]-Hausdorff moment sequences
In the remaining part of this paper, let α and β be two arbitrarily given real numbers satisfying
α < β. In this section, we recall a collection of results on the matricial Hausdorff moment
problem and corresponding moment sequences of non-negative Hermitian q × q measures on
the interval [α, β], which are mostly taken from [23,24]. To state a solvability criterion for the
matricial [α, β]-Hausdorff moment problem, we first extend Notations 6.1 and 6.5:
Notation 7.1. Suppose κ ≥ 1. Let (sj)κj=0 be a sequence of complex p× q matrices. Then let
the sequences (aj)
κ−1
j=0 and (bj)
κ−1
j=0 be given by
aj := −αsj + sj+1 and bj := βsj − sj+1,
resp. Furthermore, if κ ≥ 2, let the sequence (cj)
κ−2
j=0 be given by
cj := −αβsj + (α+ β)sj+1 − sj+2.
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For each matrix Xk = X
〈s〉
k built from the sequence (sj)
κ
j=0, we denote (if possible) by Xα,k,• :=
X
〈a〉
k , by X•,k,β := X
〈b〉
k , and by Xα,k,β := X
〈c〉
k the corresponding matrix built from the
sequences (aj)
κ−1
j=0 , (bj)
κ−1
j=0 , and (cj)
κ−2
j=0 instead of (sj)
κ
j=0, resp.
In view of Notation 4.1, we get in particular
Hα,n,• = −αHn +Kn and H•,n,β = βHn −Kn (7.1)
for all n ∈ N0 with 2n+ 1 ≤ κ and
Hα,n,β = −αβHn + (α+ β)Kn −Gn (7.2)
for all n ∈ N0 with 2n + 2 ≤ κ. Note that in the classical case where α = 0 and β = 1 hold
true, we have furthermore aj = sj+1 and bj = sj − sj+1 for all j ∈ Z0,κ−1 and cj = sj+1− sj+2
for all j ∈ Z0,κ−2. The following observations are immediate from the definitions:
Remark 7.2. If (sj)κj=0 is a sequence of complex p× q matrices, then cj = −αbj + bj+1 and
cj = βaj − aj+1 for all j ∈ Z0,κ−2.
In following computations, often the length
δ := β − α
of the interval [α, β] occurs. Observe that δ > 0, by virtue of our assumption α < β.
Remark 7.3. Let (sj)κj=0 be a sequence of complex p× q matrices. Then δsj = aj + bj and
δsj+1 = βaj +αbj for all j ∈ Z0,κ−1. Furthermore, δsj+2 = β
2aj +α
2bj − δcj for all j ∈ Z0,κ−2.
We denote by Cq×q≻ := {M ∈ C
q×q : v∗Mv ∈ (0,∞) for all v ∈ Cq \ {Oq×1}} the set of
positive Hermitian matrices from Cq×q.
Definition 7.4. Let F<q,0,α,β (resp., F
≻
q,0,α,β) be the set of all sequences (sj)
0
j=0 with s0 ∈
C
q×q
< (resp., s0 ∈ C
q×q
≻ ). For each n ∈ N, denote by F
<
q,2n,α,β (resp., F
≻
q,2n,α,β) the set of
all sequences (sj)
2n
j=0 of complex q × q matrices, for which the block Hankel matrices Hn and
Hα,n−1,β are both non-negative (resp., positive) Hermitian. For each n ∈ N0, denote by
F<q,2n+1,α,β (resp., F
≻
q,2n+1,α,β) the set of all sequences (sj)
2n+1
j=0 of complex q × q matrices for
which the block Hankel matrices Hα,n,• and H•,n,β are both non-negative (resp., positive)
Hermitian. Furthermore, denote by F<q,∞,α,β (resp., F
≻
q,∞,α,β) the set of all sequences (sj)
∞
j=0
of complex q × q matrices such that (sj)
m
j=0 belongs to F
<
q,m,α,β (resp., F
≻
q,m,α,β) for all m ∈ N0.
The sequences belonging to F<q,0,α,β, F
<
q,2n,α,β, F
<
q,2n+1,α,β, or F
<
q,∞,α,β (resp., F
≻
q,0,α,β, F
≻
q,2n,α,β,
F≻q,2n+1,α,β, or F
≻
q,∞,α,β) are said to be [α, β]-non-negative (resp., positive) definite.
Note that in [23] the sequences belonging to F<q,κ,α,β (resp., F
≻
q,κ,α,β) were called
[α, β]-Hausdorff non-negative (resp., positive) definite. The following result essentially influ-
ences our subsequent considerations.
Theorem 7.5 (cf. [10, Thm. 1.3] and [11, Thm. 1.3]). Let (sj)κj=0 be a sequence of complex
q × q matrices. Then M<q,κ[[α, β]; (sj)
κ
j=0,=] 6= ∅ if and only if (sj)
κ
j=0 ∈ F
<
q,κ,α,β.
Since Ω = [α, β] is bounded, one can easily see that M<q ([α, β]) = M
<
q,∞([α, β]), i. e., the
power moment s
(σ)
j defined by (2.1) exists for all j ∈ N0. If σ ∈ M
<
q ([α, β]), then we call
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(s
(σ)
j )
∞
j=0 given by (2.1) the sequence of power moments associated with σ. Given the complete
sequence of prescribed power moments (sj)
∞
j=0, the moment problem on the compact interval
Ω = [α, β] differs from the moment problems on the unbounded sets Ω = [α,∞) and Ω = R
in having necessarily a unique solution, assumed that a solution exists. The following result is
well known and can be proved, in view of Theorem 7.5, using the corresponding result in the
scalar case q = 1 (see, [28] or [1, Thm. 2.6.4]).
Proposition 7.6. If (sj)∞j=0 ∈ F
<
q,∞,α,β, then the set M
<
q,∞[[α, β]; (sj)
∞
j=0,=] consists of ex-
actly one element.
Assuming κ =∞, we can summarize Proposition 7.6 and Theorem 7.5:
Proposition 7.7. The mapping Ξ[α,β] : M
<
q ([α, β])→ F
<
q,∞,α,β given by σ 7→ (s
(σ)
j )
∞
j=0 is well
defined and bijective.
Observe that, for each ℓ ∈ N0, the ℓ-th moment space
Mq,ℓ([α, β]) :=
{
col(s
(σ)
0 , s
(σ)
1 , . . . , s
(σ)
ℓ ) : σ ∈M
<
q ([α, β])
}
(7.3)
on [α, β] corresponds to the class F<q,ℓ,α,β via
Mq,ℓ([α, β]) =
{
y0,ℓ : (sj)
ℓ
j=0 ∈ F
<
q,ℓ,α,β
}
(cf. [13, Thm. 2.6]). For all ι ∈ N0 ∪ {∞} and each non-empty set X , let Sι(X ) :=
{(Xj)
ι
j=0 : Xj ∈ X for all j ∈ Z0,ι}. Obviously, F
<
q,0,α,β coincides with the set of all sequences
(sj)
0
j=0 with s0 ∈ C
q×q
<
. Furthermore, using Notation 7.1, we have
F<q,2n,α,β =
{
(sj)
2n
j=0 ∈ H
<
q,2n : (cj)
2(n−1)
j=0 ∈ H
<
q,2(n−1)
}
(7.4)
for all n ∈ N and
F<q,2n+1,α,β =
{
(sj)
2n+1
j=0 ∈ S2n+1(C
q×q) : {(aj)
2n
j=0, (bj)
2n
j=0} ⊆ H
<
q,2n
}
(7.5)
for all n ∈ N0. The following Propositions 7.8, 7.9, and 7.10, which are proved in a purely
algebraic way in [23], can also be obtained immediately from Theorems 7.5 and 5.7.
Proposition 7.8 (cf. [23, Prop. 7.7(a)]). If (sj)κj=0 ∈ F
<
q,κ,α,β, then (sj)
m
j=0 ∈ F
<
q,m,α,β for
all m ∈ Z0,κ.
In view of Proposition 7.8, the definition of the class F<q,∞,α,β seems to be natural. Taking
additionally into account (7.4) and (7.5), we have furthermore
F<q,∞,α,β =
{
(sj)
∞
j=0 ∈ H
<
q,∞ : (cj)
∞
j=0 ∈ H
<
q,∞
}
=
{
(sj)
∞
j=0 ∈ S∞(C
q×q) : {(aj)
∞
j=0, (bj)
∞
j=0} ⊆ H
<
q,∞
}
.
(7.6)
Proposition 7.9 (cf. [23, Prop. 7.10]). If m ∈ N0, then F
<
q,m,α,β ⊆ H
<,e
q,m.
Proposition 7.10 ( [23, Prop. 9.1]). Let (sj)κj=0 ∈ F
<
q,κ,α,β. If κ ≥ 1, then
{(aj)
κ−1
j=0 , (bj)
κ−1
j=0} ⊆ F
<
q,κ−1,α,β. Furthermore, if κ ≥ 2, then (cj)
κ−2
j=0 ∈ F
<
q,κ−2,α,β.
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Proposition 7.11. (a) F<q,κ,α,β ⊆ Dq×q,κ.
(b) If κ ≥ 1 and if (sj)κj=0 ∈ F
<
q,κ,α,β, then {(aj)
κ−1
j=0 , (bj)
κ−1
j=0} ⊆ Dq×q,κ−1.
(c) If κ ≥ 2 and if (sj)κj=0 ∈ F
<
q,κ,α,β, then (cj)
κ−2
j=0 ∈ Dq×q,κ−2.
Proof. (a) Because of Proposition 5.8, this follows in the case κ <∞ from Proposition 7.9 and
in the case κ =∞ from (7.6), since H<q,∞ = H
<,e
q,∞ by definition.
(b), (c) Combine (a) and Proposition 7.10.
The set Cq×qH := {M ∈ C
q×q : M∗ = M} of Hermitian matrices from Cq×q is a partially
ordered vector space over the field R with positive cone Cq×q
<
. For two complex q × q matrices
A and B, we write A 4 B or B < A if A,B ∈ Cq×qH and B−A ∈ C
q×q
<
are fulfilled. The above
mentioned partial order 4 is sometimes called Löwner semi-ordering in Cq×qH .
Lemma 7.12 ( [24, Lem. 5.7]). Let (sj)κj=0 ∈ F
<
q,κ,α,β. Then sj ∈ C
q×q
H for all j ∈ Z0,κ
and s2k ∈ C
q×q
< for all k ∈ N0 with 2k ≤ κ. Furthermore, αs2k 4 s2k+1 4 βs2k for all k ∈ N0
with 2k + 1 ≤ κ.
Remark 7.13. If (sj)κj=0 ∈ F
<
q,κ,α,β, then Remark A.17 and Lemma 7.12 yield R(a2k)∪R(b2k) ⊆
R(s2k) and N (s2k) ⊆ N (a2k) ∩ N (b2k) for all k ∈ N0 with 2k ≤ κ− 1.
Finite sequences from F<q,m,α,β can always be extended to sequences from F
<
q,ℓ,α,β for all
ℓ ∈ Zm+1,∞, which becomes clear from Theorem 7.5 and the fact that a non-negative Hermitian
measure on the bounded set [α, β] possesses power moments of all non-negative orders. One of
the main results in [23] states that the possible one-step extensions sm+1 ∈ C
q×q of a sequence
(sj)
m
j=0 to an [α, β]-non-negative definite sequence (sj)
m+1
j=0 fill out a matricial interval. In order
to give an exact description of this interval, we are now going to introduce several matrices
and recall their role in the corresponding extension problem for [α, β]-non-negative definite
sequences, studied in [23].
Definition 7.14. If (sj)
κ
j=0 is a sequence of complex p× q matrices, then (using the Nota-
tions 5.10, 6.1, and 6.5) the sequences (aj)
κ
j=0 and (bj)
κ
j=0 given by a2k := αs2k + Θα,k,•
and b2k := βs2k − Θ•,k,β for all k ∈ N0 with 2k ≤ κ and by a2k+1 := Θk+1 and
b2k+1 := −αβs2k+(α+β)s2k+1−Θα,k,β for all k ∈ N0 with 2k+1 ≤ κ are called the sequence
of left matricial interval endpoints associated with (sj)κj=0 and [α, β] and the sequence of right
matricial interval endpoints associated with (sj)κj=0 and [α, β], resp.
By virtue of Notation 5.10, we have in particular
a0 = αs0, b0 = βs0, a1 = s1s
†
0s1, and b1 = −αβs0 + (α+ β)s1. (7.7)
Remark 7.15. If (sj)κj=0 ∈ F
<
q,κ,α,β, then Lemma 7.12 and Remark A.5 yield {aj , bj} ⊆ C
q×q
H
for all j ∈ Z0,κ.
Observe that for arbitrarily given Hermitian q × q matrices A and B, the (closed) matricial
interval
[[A,B]] := {X ∈ Cq×qH : A 4 X 4 B}
is non-empty if and only if A 4 B.
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Theorem 7.16 ( [23, Thm. 11.2(a)]). If m ∈ N0 and (sj)mj=0 ∈ F
<
q,m,α,β, then the matricial
interval [[am, bm]] is non-empty and coincides with the set of all complex q × q matrices sm+1
for which (sj)
m+1
j=0 belongs to F
<
q,m+1,α,β.
Definition 7.17. If (sj)
κ
j=0 is a sequence of complex p× q matrices, then we call (dj)
κ
j=0 be
given by dj := bj − aj the sequence of [α, β]-interval lengths associated with (sj)κj=0.
By virtue of (7.7), we have in particular
d0 = δs0 and d1 = −αβs0 + (α+ β)s1 − s1s
†
0s1. (7.8)
Remark 7.18. Let (sj)κj=0 be a sequence of complex p× q matrices with sequence of
[α, β]-interval lengths (dj)
κ
j=0. For each k ∈ Z0,κ, the matrix dk is built from the matrices
s0, s1, . . . , sk. In particular, for each m ∈ Z0,κ, the sequence of [α, β]-interval lengths associ-
ated with (sj)
m
j=0 coincides with (dj)
m
j=0.
Using Remark 5.12, we can conclude:
Remark 7.19. If B ∈ Cp×q and if (sj)κj=0 is a sequence of complex numbers, then (djB)
κ
j=0
coincides with the sequence of [α, β]-interval lengths associated with (sjB)
κ
j=0.
Definition 7.20. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Then the sequence
(Aj)
κ
j=0 given by A0 := s0 and by Aj := sj − aj−1 is called the sequence of lower Schur
complements associated with (sj)κj=0 and [α, β]. Furthermore, if κ ≥ 1, then the sequence
(Bj)
κ
j=1 given by Bj := bj−1− sj is called the sequence of upper Schur complements associated
with (sj)κj=0 and [α, β].
Because of (7.7), we have in particular
A1 = a0, B1 = b0, and B2 = c0. (7.9)
Remark 7.21. Let (sj)κj=0 be a sequence of complex p× q matrices. Then A2n = Ln (resp.,
A2n+1 = Lα,n,•) for all n ∈ N0 with 2n ≤ κ (resp., 2n + 1 ≤ κ). In particular, if n ≥ 1, then
A2n is the Schur complement of Hn−1 in Hn and A2n+1 is the Schur complement of Hα,n−1,•
in Hα,n,•. Furthermore, B2n+1 = L•,n,β (resp., B2n+2 = Lα,n,β) for all n ∈ N0 with 2n+1 ≤ κ
(resp., 2n+2 ≤ κ). In particular, if n ≥ 1, then B2n+1 is the Schur complement of H•,n−1,β in
H•,n,β and B2n+2 is the Schur complement of Hα,n−1,β in Hα,n,β.
Remark 7.22. If (sj)κj=0 is a sequence of complex p× q matrices, then dj = Aj+1 +Bj+1 for
all j ∈ Z0,κ−1.
Proposition 7.23 ( [23, Prop. 10.15]). If (sj)κj=0 belongs to F
<
q,κ,α,β (resp. F
≻
q,κ,α,β), then dj
is non-negative (resp., positive) Hermitian for all j ∈ Z0,κ.
Proposition 7.24 ( [23, Prop. 10.18]). Let (sj)κj=0 ∈ F
<
q,κ,α,β. Then R(d0) = R(A0) and
N (d0) = N (A0). Furthermore, R(dj) = R(Aj) ∩ R(Bj) and N (dj) = N (Aj) + N (Bj) for
all j ∈ Z1,κ, and R(dj) = R(Aj+1) + R(Bj+1) and N (dj) = N (Aj+1) ∩ N (Bj+1) for all
j ∈ Z0,κ−1.
Proposition 7.25 ( [23, Cor. 10.20]). Let (sj)κj=0 ∈ F
<
q,κ,α,β. For all j ∈ Z1,κ, then R(dj) ⊆
R(dj−1), N (dj−1) ⊆ N (dj) and R(Aj) ⊆ R(Aj−1), N (Aj−1) ⊆ N (Aj). For all j ∈ Z2,κ,
furthermore, R(Bj) ⊆ R(Bj−1) and N (Bj−1) ⊆ N (Bj).
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For sequences belonging to the class Dp×q,κ, the matrix d1 admits a symmetric multiplicative
representation:
Remark 7.26. Suppose κ ≥ 1. If (sj)κj=0 ∈ Dp×q,κ, then one can easily see from Remark A.12
and (7.8) that d1 = a0s
†
0b0 and d1 = b0s
†
0a0.
In [24, Def. 6.1], we subsumed the Schur complements mentioned in Remark 7.21 to a new
parameter sequence:
Definition 7.27. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Let the sequence
(fj)
2κ
j=0 be given by f0 := A0, by f4k+1 := A2k+1 and f4k+2 := B2k+1 for all k ∈ N0 with
2k + 1 ≤ κ, and by f4k+3 := B2k+2 and f4k+4 := A2k+2 for all k ∈ N0 with 2k + 2 ≤ κ. Then
we call (fj)
2κ
j=0 the Fα,β-parameter sequence of (sj)
κ
j=0.
In view of (7.9) and (7.7), we have in particular
f0 = s0, f1 = a0 = s1 − αs0, and f2 = b0 = βs0 − s1. (7.10)
Note that [α, β]-non-negative definiteness can be characterized in terms of Fα,β-parameters,
as well as rank constellations among the non-negative Hermitian block Hankel matrices Hn,
Hα,n,•, H•,n,β, and Hα,n,β (cf. [24, Propositions 6.13 and 6.14]).
Remark 7.28. If (sj)κj=0 is a sequence of complex p× q matrices, then {f2m−1, f2m} = {Am,Bm}
for all m ∈ Z1,κ.
Remark 7.29. If B ∈ Cp×q and (sj)κj=0 is a sequence of complex numbers, then from Re-
mark 5.12 one can see that (fjB)
2κ
j=0 coincides with the Fα,β-parameter sequence of (sjB)
κ
j=0.
Remark 7.30. If (sj)κj=0 is a sequence of complex p× q matrices, then Remarks 7.22 and 7.28
show that f2k−1 = dk−1 − f2k for all k ∈ Z1,κ.
Let (sj)
κ
j=0 ∈ F
<
q,κ,α,β with associated Fα,β-parameter sequence (fj)
2κ
j=0 (see Definition 7.27)
and associated sequence of [α, β]-interval lengths (dj)
κ
j=0. Then we are going to describe an
important connection between these objects, which is described with the aid of parallel sum of
matrices. For this reason, we recall first the construction of parallel sum: If A and B are two
complex p× q matrices, then the matrix
A⊤−⊥B := A(A+B)
†B (7.11)
is called the parallel sum of A and B. We have the following connection between
Fα,β-parameters and [α, β]-interval lengths associated to a sequence belonging to F
<
q,κ,α,β:
Proposition 7.31. If (sj)κj=0 ∈ F
<
q,κ,α,β, then d0 = δf0 and, for all k ∈ Z1,κ, furthermore
dk = δ(f2k−1 ⊤−⊥ f2k) and dk = δ(f2k ⊤−⊥ f2k−1).
Proof. In view of Remark 7.28, this is an immediate consequence of [23, Thm. 10.14].
For each matrix A ∈ Cq×q< , we use Q = A
1/2 to denote the non-negative Hermitian square
root of A. To uncover relations between the Fα,β-parameters (fj)
2κ
j=0 and obtain a parametriza-
tion of the set F<q,κ,α,β, we introduced in [24, Def. 6.21 and Notation 6.28] another parameter
sequence (ej)
κ
j=0 and a corresponding class E
<
q,κ,δ of sequences of complex matrices. (Observe
that these constructions are well defined due to Proposition 7.23 and Remark A.14.)
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Definition 7.32. Let (sj)
κ
j=0 ∈ F
<
q,κ,α,β with Fα,β-parameter sequence (fj)
2κ
j=0 and sequence
of [α, β]-interval lengths (dj)
κ
j=0. Then we call (ej)
κ
j=0 given by
e0 := f0 and by ej := (d
1/2
j−1)
†f2j(d
1/2
j−1)
†
for each j ∈ Z1,κ the [α, β]-interval parameter sequence of (sj)κj=0.
With the Euclidean scalar product 〈·, ·〉E : C
q × Cq → C given by 〈x, y〉E := y
∗x, which is
C-linear in its first argument, the vector space Cq over the field C becomes a unitary space.
Let U be an arbitrary non-empty subset of Cq. The orthogonal complement U⊥ := {v ∈
C
q : 〈v, u〉E = 0 for all u ∈ U} of U is a linear subspace of the unitary space C
q. If U is a
linear subspace itself, the unitary space Cq is the orthogonal sum of U and U⊥. In this case,
we write PU for the transformation matrix corresponding to the orthogonal projection onto U
with respect to the standard basis of Cq, i. e., PU is the uniquely determined matrix P ∈ C
q×q
satisfying P 2 = P = P ∗ and R(P ) = U .
Notation 7.33. For each η ∈ [0,∞), let E<q,κ,η be the set of all sequences (ek)
κ
k=0 from C
q×q
<
which fulfill the following condition. If κ ≥ 1, then ek 4 PR(dk−1) for all k ∈ Z1,κ, where the
sequence (dk)
κ
k=0 is recursively given by d0 := ηe0 and
dk := ηd
1/2
k−1e
1/2
k (PR(dk−1) − ek)e
1/2
k d
1/2
k−1.
Regarding Theorem 7.16, in the case q = 1 (cf. [12, Section 1.3]), the (classical) canonical
moments p1, p2, p3, . . . of a point in the moment space corresponding to a probability measure
µ on [α, β] = [0, 1] are given in our notation by
pk =
sk − ak−1
bk−1 − ak−1
=
Ak
dk−1
, k ∈ N, (7.12)
where the sequence (sj)
∞
j=0 of power moments sj :=
∫
[0,1] x
jµ(dx) associated with µ is [0, 1]-non-
negative definite with s0 = 1. Observe that the F0,1-parameters (ej)
∞
j=0 of (sj)
∞
j=0 are connected
to the canonical moments via
p1 = 1− e1, p2 = e2, p3 = 1− e3, p4 = e4, p5 = 1− e5, . . . (7.13)
By virtue of Remark 7.22, we have, for all ℓ ∈ N, indeed
f2(2ℓ−1) = f4ℓ−2 = f4(ℓ−1)+2 = B2(ℓ−1)+1
= d2(ℓ−1) − A2(ℓ−1)+1 = d(2ℓ−1)−1 − A2ℓ−1
and
f2(2ℓ) = f4ℓ = f4(ℓ−1)+4 = A2(ℓ−1)+2 = A2ℓ,
implying together with (7.12) the relations e2ℓ−1 = 1 − p2ℓ−1 and e2ℓ = p2ℓ. The quantities
qk = 1− pk occur in the classical framework as well (see, e. g. [12, Section 1.3]).
Theorem 7.34 ( [24, Thm. 6.30]). The mapping Σα,β : F
<
q,κ,α,β → E
<
q,κ,δ given by (sj)
κ
j=0 7→
(ej)
κ
j=0 is well defined and bijective.
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Example 7.35. Let λ ∈ (0, 1), let B ∈ Cq×q< , and let P := PR(B). We show that the infinite
sequence B,λP, λP, λP, . . . belongs to E<q,∞,δ and, by virtue of Theorem 7.34, hence it is the
[α, β]-interval parameter sequence of some sequence (sj)
∞
j=0 ∈ F
<
q,∞,α,β:
Let η := δ, let the sequence (ek)
∞
k=0 be given by e0 := B and by ek := λP for all k ∈ N,
and let the sequence (dk)
∞
k=0 be given by dk := η[ηλ(1− λ)]
kB. Then (ek)
∞
k=0 and (dk)
∞
k=0 are
sequences of non-negative Hermitian q × q matrices fulfilling ek 4 P = PR(dk−1) for all k ∈ N.
Observe that PB1/2 = B1/2. For all k ∈ N, we thus have
ηd
1/2
k−1e
1/2
k (PR(dk−1) − ek)e
1/2
k d
1/2
k−1
= η
(
η[ηλ(1− λ)]k−1B
)1/2
(λP )1/2(P − λP )(λP )1/2
(
η[ηλ(1− λ)]k−1B
)1/2
= ηλ(1− λ)
(
η[ηλ(1− λ)]k−1B
)
= η[ηλ(1− λ)]kB = dk.
Taking additionally into account d0 = ηB = ηe0, we can conclude then that (dk)
∞
k=0 is ex-
actly the sequence associated to (ek)
∞
k=0 in Notation 7.33. Hence, the sequence (ek)
∞
k=0 be-
longs to E<q,∞,η. By virtue of Theorem 7.34, there exists a uniquely determined sequence
(sj)
∞
j=0 ∈ F
<
q,∞,α,β with [α, β]-interval parameter sequence (ej)
∞
j=0. From [24, Prop. 6.32] we
can furthermore infer that (dj)
∞
j=0 is the sequence of [α, β]-interval lengths associated with
(sj)
∞
j=0. Denote by (fj)
∞
j=0 the Fα,β-parameter sequence of (sj)
∞
j=0. Then f0 = e0 = B. Us-
ing [24, Prop. 6.27], for all j ∈ N we get moreover
f2j−1 = d
1/2
j−1(PR(dj−1) − ej)d
1/2
j−1
=
(
η[ηλ(1− λ)]j−1B
)1/2
(P − λP )
(
η[ηλ(1− λ)]j−1B
)1/2
= (1− λ)
(
η[ηλ(1− λ)]j−1B
)
= λj−1[η(1− λ)]jB
and, analogously,
f2j = d
1/2
j−1ejd
1/2
j−1
=
(
η[ηλ(1− λ)]j−1B
)1/2
(λP )
(
η[ηλ(1− λ)]j−1B
)1/2
= (λη)j(1− λ)j−1B.
The following result supplements [24, Rem. 6.24]:
Lemma 7.36. Let B ∈ Cq×q< and let (sj)
κ
j=0 ∈ F
<
1,κ,α,β. Let the sequence (xj)
κ
j=0 be given
by xj := sjB and denote by (pj)κj=0 the [α, β]-interval parameter sequence of (xj)
κ
j=0. Then
(xj)
κ
j=0 ∈ F
<
q,κ,α,β and, furthermore, p0 = e0B and pj = ejPR(B) for all j ∈ Z1,κ.
Proof. Using Remark 5.6 and taking into account (7.4), (7.5), and (7.6), it is readily checked
that (xj)
κ
j=0 belongs to F
<
q,κ,α,β. Denote by (lj)
κ
j=0 the sequence of [α, β]-interval lengths
associated with (xj)
κ
j=0 and by (gj)
κ
j=0 the Fα,β-parameter sequence of (xj)
κ
j=0. According to
Remark 7.29, then gj = fjB for all j ∈ Z0,2κ. In particular, p0 = g0 = f0B = e0B. Now assume
κ ≥ 1. Observe that (dj)
κ
j=0 and (fj)
2κ
j=0 are sequences of complex numbers. Using Remark 7.19,
we obtain lj = djB for all j ∈ Z0,κ. Consequently, we have (l
1/2
j )
† = (d
1/2
j )
†(B1/2)† for all
j ∈ Z0,κ, by virtue of Remark A.6. From Remark A.11 we infer furthermore B
1/2(B1/2)† =
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PR(B1/2) = PR(B). Taking additionally into account Remark A.5, we can conclude P
∗
R(B) =
[B1/2(B1/2)†]∗ = (B1/2)†B1/2. For all j ∈ Z1,κ, hence,
pj = (l
1/2
j−1)
†g2j(l
1/2
j−1)
† =
[
(d
1/2
j−1)
†(B1/2)†
]
(f2jB)
[
(d
1/2
j−1)
†(B1/2)†
]
=
[
(d
1/2
j−1)
†f2j(d
1/2
j−1)
†
][
(B1/2)†B(B1/2)†
]
= ejP
∗
R(B)PR(B) = ejPR(B).
In the remaining part of this section, we recall two special properties for sequences (sj)
κ
j=0 ∈
F<q,κ,α,β, already considered in [23] and characterized in [24] in terms of their [α, β]-interval
parameters (ej)
κ
j=0. In particular, the geometry of a matricial interval suggests that in addition
to the end points am and bm of the extension interval in Theorem 7.16, the center of the
matricial interval [[am, bm]] is of particular interest:
Definition 7.37. If (sj)
κ
j=0 is a sequence of complex p× q matrices, then we call (mj)
κ
j=0 given
by mj :=
1
2(aj + bj) the sequence of [α, β]-interval mid points associated with (sj)
κ
j=0.
It should be mentioned that the choice sj+1 = mj corresponds to the maximization of
the width dj+1 of the corresponding section of the moment space (7.3), as was shown in [23,
Prop. 10.23].
Definition 7.38 (cf. [23, Def. 10.33]). Let (sj)
κ
j=0 be a sequence of complex p× q matrices,
assume κ ≥ 1, and let k ∈ Z1,κ. Then (sj)
κ
j=0 is said to be [α, β]-central of order k if sj = mj−1
for all j ∈ Zk,κ.
Notation 7.39. If (sj)κj=0 is a sequence of complex p× q matrices, then, for all j ∈ Z0,κ, let
Pj := PR(dj) be the matrix corresponding to the orthogonal projection onto R(dj).
The following result is a slight modification of [24, Prop. 6.40]:
Proposition 7.40. Let (sj)κj=0 ∈ F
<
q,κ,α,β, assume κ ≥ 1, and let k ∈ Z1,κ. Then the following
statements are equivalent:
(i) (sj)κj=0 is [α, β]-central of order k.
(ii) ej = 12Pj−1 for all j ∈ Zk,κ.
(iii) ej =
1
2Pk−1 for all j ∈ Zk,κ.
If (i) is fulfilled, then dj = (δ/4)
j−k+1dk−1 and Pj = Pk−1 for all j ∈ Zk,κ, where δ := β − α.
Proof. Suppose that (iii) is fulfilled. In particular, then ek =
1
2Pk−1. Consequently, dk =
(δ/4)dk−1, by virtue of [24, Thm. 6.34(c)]. In view of Notation 7.39 andδ > 0, hence, Pk = Pk−1.
Thus, there exists an integer m ∈ Zk,κ such that Pℓ = Pk−1 for all ℓ ∈ Zk,m. Assume m < κ.
Because of (iii), then em+1 =
1
2Pk−1 =
1
2Pm. Consequently, dm+1 = (δ/4)dm, by virtue
of [24, Thm. 6.34(c)]. In view of δ > 0, hence, Pm+1 = Pm = Pk−1. Thus, by mathematical
induction, we have proved Pj = Pk−1 for all j ∈ Zk,κ. In particular, (ii) holds true. The
application of [24, Prop. 6.40] completes the proof.
Example 7.41. Let (sj)
∞
j=0 ∈ F
<
q,∞,α,β be [α, β]-central of order 1 and let δ := β−α. According
to Proposition 7.40, then ej =
1
2P0 and dj = (δ/4)
jd0 for all j ∈ N. From (7.8) and (7.10), we
obtain dj = δ(δ/4)
js0 for all j ∈ N0 and, furthermore, e0 = s0 and ej =
1
2PR(s0) for all j ∈ N.
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On the contrary, the interval [[am, bm]] in Theorem 7.16 shrinks to a single point if dm = Oq×q,
which is equivalent to have trivial intersection R(Am)∩R(Bm) = {Oq×1} for the column spaces
of the distances Am = sm− am−1 and Bm = bm−1− sm of sm ∈ [[am−1, bm−1]] to the preceding
left and right interval endpoint (cf. [23, Lem. 10.26]):
Definition 7.42 (cf. [23, Def. 10.24 and 10.25]). Let (sj)
κ
j=0 be a sequence of complex p× q ma-
trices and let k ∈ Z0,κ. Then (sj)
κ
j=0 is said to be completely [α, β]-degenerate of order k if
dk = Op×q.
8. The Fα,β-transformation for sequences of complex matrices
In this section, we consider a particular transformation of sequences of matrices, which will
be the elementary step of a particular algorithm. First we introduce a particular matrix
polynomial and list some simple observations on it.
Notation 8.1. For each n ∈ N0, let Tq,n := [δj,k+1Iq]
n
j,k=0.
In particular, we have Tq,0 = Oq×q and Tq,n =
[
Oq×nq Oq×q
Inq Onq×q
]
for all n ∈ N. For each n ∈ N0,
the block matrix Tq,n has the shape of the first of the two matrices in Notation 3.1 with the
matrix Oq×q in the q × q block main diagonal. Thus, det(I(n+1)q − zTq,n) = 1 holds true for
all z ∈ C. Hence, the following matrix-valued function is well defined:
Notation 8.2. For all n ∈ N0, let Rq,n : C→ C(n+1)q×(n+1)q be given by
Rq,n(z) := (I(n+1)q − zTq,n)
−1.
By virtue of T n+1q,n = O(n+1)q×(n+1)q, it is readily checked that Rq,n(z) =
∑n
ℓ=0 z
ℓT ℓq,n holds
true for all z ∈ C. In particular, Rq,n is a matrix polynomial of degree n with invertible values,
admitting the following block representation:
Example 8.3. Let n ∈ N0, let z ∈ C, and let the sequence (sj)
n
j=0 be given by sj := z
jIq.
Using Notation 3.1, then Sn = Rq,n(z) and Sn = [Rq,n(z)]
∗.
Referring to the classes of particular block triangular matrices introduced in Notation A.19,
we can conclude from Example 8.3:
Remark 8.4. Let n ∈ N0 and let z ∈ C. In view of Notation A.19, then Rq,n(z) is a block
Toeplitz matrix belonging to Lp,n and [Rq,n(z)]
∗ is a block Toeplitz matrix belonging to Uq,n.
In particular, detRq,n(z) = 1, by virtue of Remark A.21.
Given a sequence (sj)
κ
j=0 of complex p× q matrices and a bounded interval [α, β] of R we
have introduced in Notation 7.1 three particular sequences associated with (sj)
κ
j=0. These
three sequences correspond to the intervals [α,∞), (−∞, β], and [α, β], respectively. Now we
slightly modify each of these sequences. We start with the case of the interval [α,∞).
Definition 8.5. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Further let a−1 := s0
and, in the case κ ≥ 1, let (aj)
κ−1
j=0 be given by Notation 7.1. Then we call the sequence (aj)
κ
j=0
given by aj := aj−1 the [α,∞)-modification of (sj)κj=0. For each matrix Xk = X
〈s〉
k built from
the sequence (sj)
κ
j=0, we denote by X
′
α,k,• := X
〈a〉
k the corresponding matrix built from the
sequence (aj)
κ
j=0 instead of (sj)
κ
j=0.
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In the classical case α = 0, the sequences (sj)
κ
j=0 and (aj)
κ
j=0 coincide. For an arbitrary
α ∈ R, the sequence (sj)
κ
j=0 is reconstructible from (aj)
κ
j=0 as well. The corresponding relations
can be written in a convenient form, using the particular block Toeplitz matrices introduced
in Notations 3.1 and 8.2:
Remark 8.6. If (sj)κj=0 is a sequence of complex p× q matrices, then S
′
α,m,• = [Rp,m(α)]
−1
Sm
and S′α,m,• = Sm[Rq,m(α)]
−∗ for all m ∈ Z0,κ.
Using [21, Lem. 4.6], we obtain the analogous relation between the corresponding reciprocal
sequences associated via Definition 3.5:
Lemma 8.7 (cf. [21, Rem. 4.7]). Let (sj)κj=0 be a sequence of complex p× q matrices.
Denote by (rj)κj=0 the reciprocal sequence associated to (aj)
κ
j=0. For all m ∈ Z0,κ, then
S
〈r〉
m = Rq,m(α)S
♯
m and S
〈r〉
m = S♯m[Rp,m(α)]
∗.
The analogue of Definition 8.5 for the interval (−∞, β] looks as follows:
Definition 8.8. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Further let b−1 := −s0
and, in the case κ ≥ 1, let (bj)
κ−1
j=0 be given by Notation 7.1. Then we call the sequence (bj)
κ
j=0
given by bj := bj−1 the (−∞, β]-modification of (sj)κj=0. For each matrix Xk = X
〈s〉
k built
from the sequence (sj)
κ
j=0, we denote by X
′
•,k,β := X
〈b〉
k the corresponding matrix built from
the sequence (bj)
κ
j=0 instead of (sj)
κ
j=0.
In particular, if β = 0, then (bj)
κ
j=0 coincides with the sequence (−sj)
κ
j=0. For an arbitrary
β ∈ R, the sequence (sj)
κ
j=0 is reconstructible from (bj)
κ
j=0 as well. The corresponding relations
can be written in a convenient form using the particular block Toeplitz matrices introduced in
Notations 3.1 and 8.2:
Remark 8.9. If (sj)κj=0 is a sequence of complex p× q matrices, then S
′
•,m,β = −[Rp,m(β)]
−1
Sm
and S′•,m,β = −Sm[Rq,m(β)]
−∗ for all m ∈ Z0,κ.
By virtue of Remark 3.14, we can conclude from Lemma 8.7 the analogous relation between
the reciprocal sequences associated via Definition 3.5 to (sj)
κ
j=0 and to (bj)
κ
j=0:
Lemma 8.10. Let (sj)κj=0 be a sequence of complex p× q matrices. Denote by (rj)
κ
j=0 the
reciprocal sequence associated to (bj)κj=0. Then S
〈r〉
m = −Rq,m(β)S
♯
m and S
〈r〉
m = −S♯m[Rp,m(β)]
∗
for all m ∈ Z0,κ.
In addition to the [α,∞)-modification (aj)
κ
j=0 and the (−∞, β]-modification (bj)
κ
j=0, we
introduce, in view of Notation 7.1, the corresponding construction associated to the sequence
(cj)
κ−2
j=0 :
Definition 8.11. Let (sj)
κ
j=0 be a sequence of complex p× q matrices and let c−2 := −s0. In
the case κ ≥ 1, let c−1 := (α+β)s0−s1. Then we call the sequence (cj)
κ
j=0 given by cj := cj−2
the [α, β]-modification of (sj)κj=0. For each matrix Xk = X
〈s〉
k built from the sequence (sj)
κ
j=0,
we denote by X ′α,k,β := X
〈c〉
k the corresponding matrix built from the sequence (cj)
κ
j=0 instead
of (sj)
κ
j=0.
Remark 8.12. It is readily checked that the sequence (cj)κj=0 coincides with the
[α,∞)-modification of (bj)
κ
j=0 as well as with the (−∞, β]-modification of (aj)
κ
j=0.
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Using Remarks 8.9 and 8.6 and Lemmata 8.10 and 8.7, resp., we obtain in particular:
Remark 8.13. If (sj)κj=0 is a sequence of complex p× q matrices, then S
′
α,m,β =
−[Rp,m(α)]
−1[Rp,m(β)]
−1
Sm and S
′
α,m,β = −Sm[Rq,m(β)]
−∗[Rq,m(α)]
−∗ for all m ∈ Z0,κ.
Using the Cauchy product given in Notation 3.15 and the reciprocal sequence associated
to the (−∞, β]-modification of (aj)
κ−1
j=0 , we introduce now a transformation of sequences of
complex matrices, which in the context of the moment problem on the interval [α, β] turns out
to play the same role as the H-transform for the moment problem on R:
Definition 8.14. Suppose κ ≥ 1. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Denote
by (gj)
κ−1
j=0 the (−∞, β]-modification of (aj)
κ−1
j=0 and by (xj)
κ−1
j=0 the Cauchy product of (bj)
κ−1
j=0
and (g♯j)
κ−1
j=0 . Then we call the sequence (tj)
κ−1
j=0 given by tj := −a0s
†
0xja0 the Fα,β-transform
of (sj)κj=0.
Since, in the classical case α = 0 and β = 1, the sequence (aj)
κ−1
j=0 coincides with the shifted
sequence (sj+1)
κ−1
j=0 , the F0,1-transform is given by tj = −s1s
†
0xjs1 with the Cauchy product
(xj)
κ−1
j=0 of (bj)
κ−1
j=0 and (g
♯
j)
κ−1
j=0 , where the sequence (bj)
κ−1
j=0 is given by bj = sj − sj+1 and the
sequence (gj)
κ−1
j=0 is given by g0 = −s1 and by gj = sj − sj+1 for j ∈ Z1,κ−1.
Remark 8.15. Assume κ ≥ 1 and let (sj)κj=0 be a sequence of complex p× q matrices with
Fα,β-transform (tj)
κ−1
j=0 . Then one can see from Remark 3.6 that for each k ∈ Z0,κ−1, the
matrix tk is built from the matrices s0, s1, . . . , sk+1. In particular, for all m ∈ Z1,κ, the
Fα,β-transform of (sj)
m
j=0 coincides with (tj)
m−1
j=0 .
The main goal of this section can be described as follows: Let κ ≥ 1 and let (sj)
κ
j=0 ∈
F<q,κ,α,β. Denote by (tj)
κ−1
j=0 the Fα,β-transform of (sj)
κ
j=0. Then we are going to prove that
(tj)
κ−1
j=0 ∈ F
<
q,κ−1,α,β. Our main strategy to realize this aim is based on using appropriate
identities for block Hankel matrices associated with the sequences (sj)
κ
j=0, (tj)
κ−1
j=0 and also
the three sequences (aj)
κ−1
j=0 , (bj)
κ−1
j=0 and (cj)
κ−2
j=0 built from (sj)
κ
j=0 via Notation 7.1. Clearly,
we will concentrate on the finite sections of the sequences (sj)
κ
j=0. There will be two different
cases, namely the sections (sj)
2n
j=0 on the one hand and the sections (sj)
2n+1
j=0 on the other hand.
We start with a collection of identities which will be later used in many proofs.
Lemma 8.16. Let n ∈ N0 and let z,w ∈ C. Using Notation 8.2, then
[Rp,n(z)]
−1[Rp,n(w)]
−1 = [Rp,n(w)]
−1[Rp,n(z)]
−1, (8.1)
[Rp,n(z)]
−1Rp,n(w) = Rp,n(w)[Rp,n(z)]
−1, (8.2)
Rp,n(z)Rp,n(w) = Rp,n(w)Rp,n(z). (8.3)
Proof. The identity (8.1) is an immediate consequence of Notation 8.2. Formula (8.2) follows
from (8.1) and implies (8.3).
Remark 8.17. Let ℓ,m ∈ N. Using Notations 4.5 and 8.1, direct computations give us:
(a) ∆q,ℓ,m∆
∗
q,ℓ,m = Imq ⊕Oℓ×ℓ and ∇q,ℓ,m∇
∗
q,ℓ,m = Oℓ×ℓ ⊕ Imq.
(b) ∆∗q,ℓ,m∆q,ℓ,m = Imq and ∇
∗
q,ℓ,m∇q,ℓ,m = Imq.
(c) If n ∈ N, then ∆∗q,1,n∇q,1,n = Tq,n−1 and ∇q,1,n∆
∗
q,1,n = Tq,n.
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Lemma 8.18. Let (sj)κj=0 be a sequence of complex p× q matrices.
(a) Let m ∈ Z1,κ. In view of Notations 3.1 and 4.5, then
∆∗p,m,1Sm = s0∆
∗
q,m,1, Sm∆q,m,1 = ∆p,m,1s0, (8.4)
∆∗p,1,mSm = Sm−1∆
∗
q,1,m, Sm∆q,1,m = ∆p,1,mSm−1, (8.5)
Sm∇q,1,m = ∇p,1,mSm−1, and ∇
∗
p,1,mSm = Sm−1∇
∗
q,1,m. (8.6)
(b) Let n ∈ Z0,κ. In view of Notation 8.1, then Tp,nSn = SnTq,n and SnT ∗q,n = T
∗
p,nSn.
(c) Let n ∈ Z0,κ and let z ∈ C. In view of Notation 8.2, then
[Rp,n(z)]
−1
Sn = Sn[Rq,n(z)]
−1, Sn[Rq,n(z)]
−∗ = [Rp,n(z)]
−∗
Sn, (8.7)
Rp,n(z)Sn = SnRq,n(z), and Sn[Rq,n(z)]
∗ = [Rp,n(z)]
∗
Sn. (8.8)
Proof. (a) The identities (8.4)–(8.6) follow from Notation 4.5 and Remark 4.3.
(b) In view of Tp,0 = Op×p and Tq,0 = Oq×q, the case n = 0 is trivial. Suppose n ≥ 1. Using
Remark 8.17(c), (8.5), and (8.6), we obtain
Tp,nSn = ∇p,1,n∆
∗
p,1,nSn = ∇p,1,nSn−1∆
∗
q,1,n = Sn∇q,1,n∆
∗
q,1,n = SnTq,n
and
SnT
∗
q,n = Sn∆q,1,n∇
∗
q,1,n = ∆p,1,nSn−1∇
∗
q,1,n = ∆p,1,n∇
∗
p,1,nSn = T
∗
p,nSn.
(c) The identities (8.7) follow from Notation 8.2 and (b). The identities (8.8) follow from
(8.7).
Remark 8.19. Let A be a complex p× q matrix. Then Lemma 8.18 yields:
(a) Let m ∈ N. Denote by 〈A〉m the block diagonal matrix built via (3.4) from A. In view
of Notations 4.5 and 8.1, then
∆∗p,m,1〈A〉m = A∆
∗
q,m,1, 〈A〉m∆q,m,1 = ∆p,m,1A, (8.9)
∆∗p,1,m〈A〉m = 〈A〉m−1∆
∗
q,1,m, 〈A〉m∆q,1,m = ∆p,1,m〈A〉m−1,
〈A〉m∇q,1,m = ∇p,1,m〈A〉m−1, and ∇
∗
p,1,m〈A〉m = 〈A〉m−1∇
∗
q,1,m. (8.10)
(b) Let n ∈ N0. Denote by 〈A〉n the block diagonal matrix built via (3.4) from A. In view
of Notation 8.1, then Tp,n〈A〉n = 〈A〉nTq,n and 〈A〉nT
∗
q,n = T
∗
p,n〈A〉n.
(c) Let n ∈ N0 and let z ∈ C. Denote by 〈A〉n the block diagonal matrix built via (3.4) from
A. In view of Notation 8.2, then
[Rp,n(z)]
−1〈A〉n = 〈A〉n[Rq,n(z)]
−1, 〈A〉n[Rq,n(z)]
−∗ = [Rp,n(z)]
−∗〈A〉n, (8.11)
Rp,n(z)〈A〉n = 〈A〉nRq,n(z), and 〈A〉n[Rq,n(z)]
∗ = [Rp,n(z)]
∗〈A〉n. (8.12)
Remark 8.20. Let A be a complex p× q matrix and let n ∈ N0. Denote by 〈A〉n the block
diagonal matrix built via (3.4) from A.
(a) It holds (〈A〉n)
∗ = 〈A∗〉n and, by virtue of Remark A.8, moreover (〈A〉n)
† = 〈A†〉n.
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(b) Let r ∈ N, let B ∈ Cq×r, and let λ ∈ C. Then 〈λA〉n = λ〈A〉n and 〈AB〉n = 〈A〉n〈B〉n.
Now we turn our attention to the [α,∞)- and (−∞, β]-modification and to the
[α, β]-modification of the Fα,β-transform and the interplay of these sequences and their re-
ciprocal sequences with forming Cauchy products:
Lemma 8.21. Let (sj)κj=0 be a sequence of complex p× q matrices and assume κ ≥ 1. Let the
sequences (aj)
κ−1
j=0 and (bj)
κ−1
j=0 be given by Notation 7.1. Denote by (tj)
κ−1
j=0 the Fα,β-transform
of (sj)κj=0 and by (fj)
κ−1
j=0 the [α,∞)-modification of (bj)
κ−1
j=0 .
(a) Denote by (gj)
κ−1
j=0 the (−∞, β]-modification of (aj)
κ−1
j=0 , by (xj)
κ−1
j=0 the Cauchy product
of (fj)
κ−1
j=0 and (g
♯
j)
κ−1
j=0 , and by (uj)
κ−1
j=0 the [α,∞)-modification of (tj)
κ−1
j=0 . For all j ∈
Z0,κ−1, then uj = −a0s
†
0xja0.
(b) Denote by (yj)
κ−1
j=0 the Cauchy product of (bj)
κ−1
j=0 and (a
♯
j)
κ−1
j=0 and by (vj)
κ−1
j=0 the
(−∞, β]-modification of (tj)
κ−1
j=0 . For all j ∈ Z0,κ−1, then vj = −a0s
†
0yja0.
(c) Denote by (zj)
κ−1
j=0 the Cauchy product of (fj)
κ−1
j=0 and (a
♯
j)
κ−1
j=0 and by (wj)
κ−1
j=0 the
[α, β]-modification of (tj)
κ−1
j=0 . For all j ∈ Z0,κ−1, then wj = −a0s
†
0zja0.
Proof. We consider an arbitrary k ∈ Z0,κ−1. Denote by (hj)
κ−1
j=0 the reciprocal sequence asso-
ciated to (gj)
κ−1
j=0 . In view of Definition 8.14 and Remark 3.17, then
S
〈t〉
k = 〈−a0s
†
0〉kS
〈b〉
k S
〈h〉
k 〈a0〉k. (8.13)
According to Remark 8.6, we have
[Rp,k(α)]
−1
S
〈b〉
k = S
〈f〉
k . (8.14)
Denote by (rj)
κ−1
j=0 the reciprocal sequence associated to (aj)
κ−1
j=0 . Then Lemma 8.10 yields
− [Rq,k(β)]
−1
S
〈h〉
k = S
〈r〉
k . (8.15)
(a) According to Remark 8.6, we have S
〈u〉
k = [Rp,k(α)]
−1
S
〈t〉
k . By virtue of (8.13), (8.11),
(8.14), and Remark 3.17, then
S
〈u〉
k = [Rp,k(α)]
−1〈−a0s
†
0〉kS
〈b〉
k S
〈h〉
k 〈a0〉k = 〈−a0s
†
0〉kS
〈f〉
k S
〈h〉
k 〈a0〉k = 〈−a0s
†
0〉kS
〈x〉
k 〈a0〉k.
follows. Consequently, uk = −a0s
†
0xka0 holds true.
(b) According to Remark 8.9, we have S
〈v〉
k = −[Rp,k(β)]
−1
S
〈t〉
k . By virtue of (8.13), (8.11),
(8.7), (8.15), and Remark 3.17, we get then
S
〈v〉
k = −[Rp,k(β)]
−1〈−a0s
†
0〉kS
〈b〉
k S
〈h〉
k 〈a0〉k = 〈−a0s
†
0〉kS
〈b〉
k S
〈r〉
k 〈a0〉k = 〈−a0s
†
0〉kS
〈y〉
k 〈a0〉k.
Consequently, vk = −a0s
†
0yka0 holds true.
(c) According to Remark 8.13, we have S
〈w〉
k = −[Rp,k(α)]
−1[Rp,k(β)]
−1
S
〈t〉
k . By virtue of
(8.13), (8.11), (8.7), (8.14), (8.15), and Remark 3.17, then
S
〈w〉
k = −[Rp,k(α)]
−1[Rp,k(β)]
−1〈−a0s
†
0〉kS
〈b〉
k S
〈h〉
k 〈a0〉k
= 〈−a0s
†
0〉kS
〈f〉
k S
〈r〉
k 〈a0〉k = 〈−a0s
†
0〉kS
〈z〉
k 〈a0〉k
follows. Consequently, wk = −a0s
†
0zka0 holds true.
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In the remaining part of this section, we will derive representations for the block Hankel ma-
trices built from the Fα,β-transform of a sequence via Notation 4.1, (7.1), and (7.2). Therefore,
we first supplement Notation 5.18:
Notation 8.22. Let κ, τ ∈ N0 ∪ {∞} and let (sj)κj=0 and (tj)
τ
j=0 be two sequences of complex
p× q matrices. Denote by (rj)
κ
j=0 the reciprocal sequence associated to (sj)
κ
j=0. For each
m ∈ N0 with m ≤ min{κ, τ}, then let
D〈s,t〉m := 〈s0〉mS
〈r〉
m S
〈t〉
m 〈 t
†
0〉m + 〈Ip − s0s
†
0t0t
†
0〉m
and
D
〈s,t〉
m := 〈 t
†
0〉mS
〈t〉
m S
〈r〉
m 〈s0〉m + 〈Iq − t
†
0t0s
†
0s0〉m.
In particular, if p = q and if the sequence (tj)
τ
j=0 is given by tj := δj0Iq, then D
〈s,t〉
m = D
〈s〉
m
and D
〈s,t〉
m = D
〈s〉
m . Referring to the classes of particular block triangular matrices introduced
in Notation A.19, by virtue of r0 = s
♯
0 = s
†
0 and Remark 3.17, we have:
Remark 8.23. Let κ, τ ∈ N0 ∪ {∞} and let (sj)κj=0 and (tj)
τ
j=0 be two sequences from C
p×q.
For all m ∈ Z0,κ ∩Z0,τ , then D
〈s,t〉
m is a block Toeplitz matrix belonging to Lp,m and D
〈s,t〉
m is a
block Toeplitz matrix belonging to Uq,m.
Remark 8.24. Let κ, τ ∈ N0 ∪{∞} and let (sj)κj=0 and (tj)
τ
j=0 be two sequences from C
p×q. In
view of Remarks 8.23 and A.21, for all m ∈ Z0,κ ∩ Z0,τ , then detD
〈s,t〉
m = 1 and detD
〈s,t〉
m = 1.
By virtue of Proposition 3.13, Remark 8.20(a), and Remark A.5, the following two remarks
can be verified:
Remark 8.25. Let (sj)κj=0 be a sequence of complex p× q matrices and let the sequence (tj)
κ
j=0
be given by tj := s
∗
j . For all m ∈ Z0,κ, then D
∗
m = D
〈t〉
m .
Remark 8.26. Let κ, τ ∈ N0∪{∞} and let (sj)κj=0 and (tj)
τ
j=0 be two sequences from C
p×q. Let
the sequences (uj)
κ
j=0 and (vj)
τ
j=0 be given by uj := s
∗
j and vj := t
∗
j , resp. For allm ∈ Z0,κ∩Z0,τ ,
then (D
〈s,t〉
m )
∗ = D
〈u,v〉
m .
Using Remark 8.20(b) and Remark A.12, we obtain the following two remarks:
Remark 8.27. Let (sj)κj=0 be a sequence of complex p× q matrices and let m ∈ Z0,κ. For all
B ∈ Cp×u with R(B) ⊆ R(s0), then Dm〈B〉m = 〈s0〉mS
♯
m〈B〉m. For all C ∈ C
v×q with
N (s0) ⊆ N (C), furthermore 〈C〉mDm = 〈C〉mS
♯
m〈s0〉m.
Remark 8.28. Let κ, τ ∈ N0 ∪ {∞}, let (sj)κj=0 and (tj)
τ
j=0 be two sequences of complex
p× q matrices, and let m ∈ N0 with m ≤ min{κ, τ}. Denote by (rj)
κ
j=0 the reciprocal sequence
associated to (sj)
κ
j=0. For all B ∈ C
p×u with R(B) ⊆ R(t0) ∩ R(s0), then D
〈s,t〉
m 〈B〉m =
〈s0〉mS
〈r〉
m S
〈t〉
m 〈 t
†
0B〉m. For all C ∈ C
v×q withN (t0)∪N (s0) ⊆ N (C), furthermore 〈C〉mD
〈s,t〉
m =
〈Ct†0〉mS
〈t〉
m S
〈r〉
m 〈s0〉m.
Lemma 8.29. Suppose κ ≥ 1. Let (sj)κj=0 ∈ Dp×q,κ. Denote by (tj)
κ−1
j=0 the Fα,β-transform
of (sj)κj=0. Then t0 = d1, where d1 is given by Definition 7.17.
Proof. Denote by (gj)
κ−1
j=0 the (−∞, β]-modification of (aj)
κ−1
j=0 , by (hj)
κ−1
j=0 the reciprocal se-
quence associated to (gj)
κ−1
j=0 , and by (xj)
κ−1
j=0 the Cauchy product of (bj)
κ−1
j=0 and (hj)
κ−1
j=0 . Then
h0 = g
†
0 = (−a0)
†. Consequently, x0 = b0h0 = −b0a
†
0. Taking into account Remark 7.26, we
get then t0 = −a0s
†
0x0a0 = a0s
†
0b0a
†
0a0 = b0s
†
0a0a
†
0a0 = d1.
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From Lemma 8.29 we obtain for the Fα,β-transform (tj)
κ−1
j=0 of a sequence (sj)
κ
j=0 belonging
to Dp×q,κ in particular H
〈t〉
0 = d1. To obtain in Proposition 8.38 below, a convenient formula
for the block Hankel matrices H
〈t〉
n for an arbitrary n ∈ N with 2n+1 ≤ κ, we need a series of
auxiliary results:
Lemma 8.30. Suppose κ ≥ 1. Let (sj)κj=0 ∈ Dp×q,κ and let the sequence (hj)
κ−1
j=0 be given
by hj := sj+1. Then Sm〈s
†
0〉mS
〈h〉
m = S
〈h〉
m 〈s
†
0〉mSm and Sm〈s
†
0〉mS
〈h〉
m = S
〈h〉
m 〈s
†
0〉mSm for
all m ∈ Z0,κ−1.
Proof. Consider an arbitrary m ∈ Z0,κ−1. According to Notation 3.1, we have S
〈h〉
m Tq,m =
Sm−〈s0〉m = Tp,mS
〈h〉
m . Because of (sj)
κ
j=0 ∈ Dp×q,κ, furthermoreR(hj) ⊆ R(s0) and N (s0) ⊆
N (hj) hold true for all j ∈ Z0,κ−1. By virtue of Remark A.12, we get then 〈s0s
†
0〉mS
〈h〉
m =
S
〈h〉
m = S
〈h〉
m 〈s
†
0s0〉m. Consequently, using additionally Remark 8.20(b) and Remark 8.19(b),
we obtain thus
Sm〈s
†
0〉mS
〈h〉
m =
(
S〈h〉m Tq,m + 〈s0〉m
)
〈s†0〉mS
〈h〉
m
= S〈h〉m Tq,m〈s
†
0〉mS
〈h〉
m + 〈s0s
†
0〉mS
〈h〉
m = S
〈h〉
m 〈s
†
0〉mTp,mS
〈h〉
m + S
〈h〉
m 〈s
†
0s0〉m
= S〈h〉m 〈s
†
0〉m
(
Tp,mS
〈h〉
m + 〈s0〉m
)
= S〈h〉m 〈s
†
0〉mSm.
The second identity can be checked analogously.
Observe that, with the sequence (hj)
κ−1
j=0 given in Lemma 8.30, we have Sα,m,• = −αSm+S
〈h〉
m ,
Sα,m,• = −αSm + S
〈h〉
m , S•,m,β = βSm − S
〈h〉
m , and S•,m,β = βSm − S
〈h〉
m for all m ∈ Z0,κ−1. In
view of Remark 7.2, we obtain:
Remark 8.31. Suppose κ ≥ 1. Let (sj)κj=0 be a sequence of complex p× q matrices. Denote by
(fj)
κ−1
j=0 the [α,∞)-modification of (bj)
κ−1
j=0 and by (gj)
κ−1
j=0 the (−∞, β]-modification of (aj)
κ−1
j=0 .
Then f0 = b0 and g0 = −a0. For all j ∈ Z1,κ−1, furthermore fj = cj−1 = gj .
Remark 8.32. Suppose κ ≥ 1. Let (sj)κj=0 be a sequence of complex p× q matrices. Denote by
(fj)
κ−1
j=0 the [α,∞)-modification of (bj)
κ−1
j=0 and by (gj)
κ−1
j=0 the (−∞, β]-modification of (aj)
κ−1
j=0 .
From Remarks 8.31 and 7.3 we can conclude that f0 − g0 = δs0 and fj − gj = Op×q for all
j ∈ Z1,κ−1.
Lemma 8.33. Suppose κ ≥ 2. Let (sj)κj=0 be a sequence of complex p× q matrices and
let n ∈ Z0,κ−2. Denote by (fj)
κ−1
j=0 the [α,∞)-modification of (bj)
κ−1
j=0 and by (gj)
κ−1
j=0 the
(−∞, β]-modification of (aj)
κ−1
j=0 . For all k ∈ Z1,κ−n−1, then
Sα,n,•〈s
†
0〉ny
〈f〉
k,k+n − S
〈f〉
n 〈s
†
0〉nyα,k,k+n,• = βyα,0,n,•s
†
0ak−1 − δ〈s0s
†
0〉nyα,k,k+n,• (8.16)
and
S•,n,β〈s
†
0〉ny
〈g〉
k,k+n − S
〈g〉
n 〈s
†
0〉ny•,k,k+n,β = δ〈s0s
†
0〉ny•,k,k+n,β − αy•,0,n,βs
†
0bk−1. (8.17)
Proof. By way of example, we only show (8.17). First consider an arbitrary k ∈ Z1,κ−1. In view
of Remarks 8.31 and 7.2, then f0 = b0 and gk = ck−1 = −αbk−1 + bk. In particular, b0s
†
0gk =
−αb0s
†
0bk−1+f0s
†
0bk. Using Remark 8.32, consequently, b0s
†
0gk−g0s
†
0bk = −αb0s
†
0bk−1+δs0s
†
0bk,
implying (8.17) in the case n = 0.
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Now assume κ ≥ 3 and n ≥ 1. Consider an arbitrary k ∈ Z1,κ−n−1. From Remark 8.32
Remark 8.20(b) we infer S
〈f〉
n −S
〈g〉
n = δ〈s0〉n. Hence, taking into account Remark 8.20(b), we
get
S〈g〉n 〈s
†
0〉ny•,k,k+n,β = S
〈f〉
n 〈s
†
0〉ny•,k,k+n,β − δ〈s0s
†
0〉ny•,k,k+n,β.
The application of Remark 8.6 to the sequence (bj)
κ−1
j=0 yields furthermore S
〈f〉
n =
[Rp,n(α)]
−1
S•,n,β, which by virtue of (8.7) and (8.11) implies
S〈f〉n 〈s
†
0〉ny•,k,k+n,β = S•,n,β〈s
†
0〉n[Rp,n(α)]
−1y•,k,k+n,β.
Thus, we can conclude
S•,n,β〈s
†
0〉ny
〈g〉
k,k+n − S
〈g〉
n 〈s
†
0〉ny•,k,k+n,β
= S•,n,β〈s
†
0〉n
(
y
〈g〉
k,k+n − [Rp,n(α)]
−1y•,k,k+n,β
)
+ δ〈s0s
†
0〉ny•,k,k+n,β. (8.18)
Using Remarks 8.31 and 7.2, we obtain y
〈g〉
k,k+n = y
〈c〉
k−1,k+n−1 =
[
ck−1
y
〈c〉
k,k+n−1
]
and
[Rp,n(α)]
−1y•,k,k+n,β =
[
bk
y•,k+1,k+n,β − αy•,k,k+n−1,β
]
=
[
ck−1 + αbk−1
y
〈c〉
k,k+n−1
]
,
implying
y
〈g〉
k,k+n − [Rp,n(α)]
−1y•,k,k+n,β = −α∆p,n,1bk−1. (8.19)
By virtue of Remark 4.3, we infer S•,n,β∆q,n,1 = y•,0,n,β. Hence, in view of (8.9), we get
S•,n,β〈s
†
0〉n(−α∆p,n,1bk−1) = −αS•,n,β∆q,n,1s
†
0bk−1 = −αy•,0,n,βs
†
0bk−1.
Taking into account (8.19) and (8.18), then (8.17) follows.
Lemma 8.34. Suppose κ ≥ 2. Let (sj)κj=0 be a sequence of complex p× q matrices and
let n ∈ Z1,κ−1. Denote by (gj)
κ−1
j=0 the (−∞, β]-modification of (aj)
κ−1
j=0 . For all k ∈ Z0,κ−n−1,
then
S•,n,β〈s
†
0〉n∇p,1,ny
〈g〉
k+1,k+n − S
〈g〉
n 〈s
†
0〉ny•,k,k+n,β =
[
a0s
†
0bk
δ〈s0s
†
0〉ny•,k+1,k+n,β − y•,1,n,βs
†
0bk
]
.
(8.20)
Proof. Let k ∈ Z0,κ−n−1. Denote by X the upper p× q block and by Y the lower np× q block
of the matrix on the left-hand side of (8.20). In view of Remark 4.3, we get
S•,n,β〈s
†
0〉n∇p,1,ny
〈g〉
k+1,k+n = S•,n,β
[
Oq×np
〈s†0〉n−1
]
y
〈g〉
k+1,k+n =
[
Op×nq
S•,n−1,β〈s
†
0〉n−1y
〈g〉
k+1,k+n
]
and
S〈g〉n 〈s
†
0〉ny•,k,k+n,β =
[
g0 Op×nq
y
〈g〉
1,n S
〈g〉
n−1
]
〈s†0〉n
[
bk
y•,k+1,k+n,β
]
=
[
g0s
†
0bk
y
〈g〉
1,ns
†
0bk + S
〈g〉
n−1〈s
†
0〉n−1y•,k+1,k+n,β
]
.
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Consequently,
X = −g0s
†
0bk and Y = S•,n−1,β〈s
†
0〉n−1y
〈g〉
k+1,k+n − y
〈g〉
1,ns
†
0bk − S
〈g〉
n−1〈s
†
0〉n−1y•,k+1,k+n,β.
According to Remark 8.31, then X = a0s
†
0bk. The application of Lemma 8.33 with n−1 instead
of n and k + 1 instead of k implies
S•,n−1,β〈s
†
0〉n−1y
〈g〉
k+1,k+n − S
〈g〉
n−1〈s
†
0〉n−1y•,k+1,k+n,β
= δ〈s0s
†
0〉n−1y•,k+1,k+n,β − αy•,0,n−1,βs
†
0bk.
Hence, Y = δ〈s0s
†
0〉n−1y•,k+1,k+n,β − (y
〈g〉
1,n + αy•,0,n−1,β)s
†
0bk. Thus, (8.20) holds true, since
Remarks 8.31 and 7.2 yield
y
〈g〉
1,n + αy•,0,n−1,β = y
〈c〉
0,n−1 + αy•,0,n−1,β = y•,1,n,β.
Lemma 8.35. Suppose κ ≥ 2. Let (sj)κj=0 ∈ Dp×q,κ. Denote by (gj)
κ−1
j=0 the
(−∞, β]-modification of (aj)
κ−1
j=0 . For all n ∈ Z1,κ−1, then
S•,n,β〈s
†
0〉n∇p,1,ny
〈g〉
1,n − S
〈g〉
n 〈s
†
0〉ny•,0,n,β = y•,0,n,βs
†
0a0. (8.21)
Proof. Let n ∈ Z1,κ−1. Obviously, for k = 0 the matrix on the left-hand side of (8.20) coincides
with the matrix on the left-hand side of (8.21). Thus, taking into account Lemma 8.34 and
the block representation y•,0,n,β =
[ b0
y•,1,n,β
]
, it is sufficient to prove that a0s
†
0b0 = b0s
†
0a0 and
δ〈s0s
†
0〉ny•,1,n,β−y•,1,n,βs
†
0b0 = y•,1,n,βs
†
0a0 are valid. Obviously, a0s
†
0b0 = b0s
†
0a0 is fulfilled, by
virtue of Lemma 7.26. Because of (sj)
κ
j=0 ∈ Dp×q,κ and Remark A.2, we have R(bj) ⊆ R(s0)
and N (s0) ⊆ N (bj) for all j ∈ Z0,κ−1. Using Remark A.12, we infer then δ〈s0s
†
0〉ny•,1,n,β =
δy•,1,n,β = y•,1,n,βs
†
0(δs0). By virtue of Remark 7.3, hence δ〈s0s
†
0〉ny•,1,n,β − y•,1,n,βs
†
0b0 =
y•,1,n,βs
†
0(δs0 − b0) = y•,1,n,βs
†
0a0.
Lemma 8.36. Suppose κ ≥ 3. Let (sj)κj=0 ∈ L
<,e
q,κ,β. Denote by (gj)
κ−1
j=0 the
(−∞, β]-modification of (aj)
κ−1
j=0 . For all n ∈ N with 2n+ 1 ≤ κ, then
S•,n,β〈s
†
0〉n∇q,1,nG
〈g〉
n−1 − S
〈g〉
n 〈s
†
0〉nH•,n,β∇q,1,n =
[
a0s
†
0z•,1,n,β
δL•,n,β + y•,1,n,βb
†
0d1b
†
0z•,1,n,β
]
. (8.22)
Proof. Consider an arbitrary n ∈ N with 2n + 1 ≤ κ. According to
Lemma 8.34, we have (8.20) for all k ∈ Z1,n. Taking into account G
〈g〉
n−1 =
[y
〈g〉
2,n+1, y
〈g〉
3,n+2, . . . , y
〈g〉
n+1,2n] as well as H•,n,β∇q,1,n = [y•,1,n+1,β, y•,2,n+2,β, . . . , y•,n,2n,β] and
G•,n−1,β = [y•,2,n+1,β, y•,3,n+2,β, . . . , y•,n+1,2n,β], these n equations can be subsumed as columns
in the single equation
S•,n,β〈s
†
0〉n∇q,1,nG
〈g〉
n−1 − S
〈g〉
n 〈s
†
0〉nH•,n,β∇q,1,n =
[
a0s
†
0z•,1,n,β
δ〈s0s
†
0〉nG•,n−1,β − y•,1,n,βs
†
0z•,1,n,β
]
.
Using Remark 6.7, we conclude that the sequence (sj)
2n+1
j=0 belongs to L
<,e
q,2n+1,β and, because
of (6.2), hence belongs to H<,eq,2n+1. According to Proposition 5.8, thus (sj)
2n+1
j=0 ∈ Dq×q,2n+1.
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By virtue of Remark A.2, then R(bj) ⊆ R(s0) follows for all j ∈ Z0,2n. Consequently, Re-
mark A.12(a) yields s0s
†
0b0 = b0 and 〈s0s
†
0〉nG•,n−1,β = G•,n−1,β. In view of Remark 4.11, we
get therefore δ〈s0s
†
0〉nG•,n−1,β = δ(L•,n,β + y•,1,n,βb
†
0z•,1,n,β) and, hence,
δ〈s0s
†
0〉nG•,n−1,β − y•,1,n,βs
†
0z•,1,n,β = δL•,n,β + y•,1,n,β(δb
†
0 − s
†
0)z•,1,n,β.
In view of (6.2), we have (bj)
2n
j=0 ∈ H
<
q,2n. Consequently, Proposition 5.9 yields (bj)
2n
j=0 ∈
D˜q×q,2n. Using Remark A.12, then we infer b0b
†
0z•,1,n,β = z•,1,n,β and y•,1,n,βb
†
0b0 = y•,1,n,β.
Taking into account s0s
†
0b0 = b0, we have, by virtue of Remarks 7.3 and 7.26, furthermore
b0(δb
†
0 − s
†
0)b0 = δb0 − b0s
†
0b0 = δs0s
†
0b0 − b0s
†
0b0 = (δs0 − b0)s
†
0b0 = a0s
†
0b0 = d1.
Consequently, we obtain (8.22) from
y•,1,n,β(δb
†
0 − s
†
0)z•,1,n,β = y•,1,n,βb
†
0b0(δb
†
0 − s
†
0)b0b
†
0z•,1,n,β = y•,1,n,βb
†
0d1b
†
0z•,1,n,β.
Lemma 8.37. Let n ∈ N and let (sj)
2n+1
j=0 ∈ F
<
q,2n+1,α,β. Denote by (gj)
2n
j=0 the
(−∞, β]-modification of (aj)2nj=0. Then
S•,n,β∇q,1,n〈s
†
0〉n−1∇
∗
q,1,nH
〈g〉
n − S
〈g〉
n 〈s
†
0〉nH•,n,β
= y•,0,n,βb
†
0d1b
†
0z•,0,n,β + δ∇q,1,nL•,n,β∇
∗
q,1,n. (8.23)
Proof. Let
S•,n,β∇q,1,n〈s
†
0〉n−1∇
∗
q,1,nH
〈g〉
n − S
〈g〉
n 〈s
†
0〉nH•,n,β = [A,B]
be the block representation of the matrix on the left-hand side of (8.23) with (n+ 1)q × q block
A. In view of Remark 4.9, we have
∇∗q,1,nH
〈g〉
n = [y
〈g〉
1,n, G
〈g〉
n−1] and H•,n,β = [y•,0,n,β,H•,n,β∇q,1,n].
Consequently, we obtain
A = S•,n,β∇q,1,n〈s
†
0〉n−1y
〈g〉
1,n − S
〈g〉
n 〈s
†
0〉ny•,0,n,β
and
B = S•,n,β∇q,1,n〈s
†
0〉n−1G
〈g〉
n−1 − S
〈g〉
n 〈s
†
0〉nH•,n,β∇q,1,n.
Since Proposition 7.11 shows that (sj)
2n+1
j=0 ∈ Dq×q,2n+1, Lemma 8.35 in combination with
(8.10) yields
A = S•,n,β〈s
†
0〉n∇q,1,ny
〈g〉
1,n − S
〈g〉
n 〈s
†
0〉ny•,0,n,β = y•,0,n,βs
†
0a0.
Because of [23, Prop. 9.2], the sequence (sj)
2n+1
j=0 belongs to L
<,e
q,2n+1,β. Thus, Lemma 8.36 in
combination with (8.10) shows that B coincides with the block matrix on the right-hand side
of (8.22). Hence, we have
[A,B] =

 b0s†0a0 a0s†0z•,1,n,β
y•,1,n,βs
†
0a0 δL•,n,β + y•,1,n,βb
†
0d1b
†
0z•,1,n,β

 =M + δ∇q,1,nL•,n,β∇∗q,1,n
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where
M :=
[
b0s
†
0a0 a0s
†
0z•,1,n,β
y•,1,n,βs
†
0a0 y•,1,n,βb
†
0d1b
†
0z•,1,n,β
]
.
From Remark 7.26 we infer b0b
†
0d1b
†
0b0 = b0s
†
0a0. As in the proof of Lemma 8.36, we can
conclude b0b
†
0z•,1,n,β = z•,1,n,β and y•,1,n,βb
†
0b0 = y•,1,n,β. Taking into account Remark 7.26, we
obtain hence b0b
†
0d1b
†
0z•,1,n,β = a0s
†
0z•,1,n,β and y•,1,n,βb
†
0d1b
†
0b0 = y•,1,n,βs
†
0a0. Consequently,
M =
[
b0b
†
0d1b
†
0b0 b0b
†
0d1b
†
0z•,1,n,β
y•,1,n,βb
†
0d1b
†
0b0 y•,1,n,βb
†
0d1b
†
0z•,1,n,β
]
= y•,0,n,βb
†
0d1b
†
0z•,0,n,β
follows, implying (8.23).
We are now able to basically reduce the block Hankel matrix H
〈t〉
n built from the
Fα,β-transform (tj)
2n
j=0 of a sequence (sj)
2n+1
j=0 ∈ F
<
q,2n+1,α,β to a block diagonal matrix con-
sisting of the matrices d1 and L•,n,β given via (7.8) and Notation 4.10, resp. In the following
proof, we make use of the H-transformation introduced in Definition 5.16:
Proposition 8.38. Let n ∈ N and let (sj)
2n+1
j=0 ∈ F
<
q,2n+1,α,β with Fα,β-transform (tj)
2n
j=0.
Then the block Hankel matrix H〈t〉n admits the representations
H〈t〉n = Rq,n(β)〈a0〉nS
†
α,n,•(y•,0,n,βb
†
0d1b
†
0z•,0,n,β + δ∇q,1,nL•,n,β∇
∗
q,1,n)S
†
α,n,•〈a0〉n[Rq,n(β)]
∗
(8.24)
and
H〈t〉n = Rq,n(β)D
〈a,b〉
n · diag(d1, δD•,n−1,βL•,n,βD•,n−1,β) · D
〈a,b〉
n [Rq,n(β)]
∗. (8.25)
In particular, rankH〈t〉n = rank d1 + rankL•,n,β and detH
〈t〉
n = δnq det(d1) det(L•,n,β).
Proof. Denote by (gj)2nj=0 the (−∞, β]-modification of (aj)
2n
j=0, by (hj)
2n
j=0 the reciprocal se-
quence associated to (gj)
2n
j=0, and by (xj)
2n
j=0 the Cauchy product of (bj)
2n
j=0 and (hj)
2n
j=0.
In view of Definition 8.14, we have tj = −a0s
†
0xja0 for all j ∈ Z0,2n. In particular,
H
〈t〉
n = 〈−a0s
†
0〉nH
〈x〉
n 〈a0〉n. According to Proposition 4.2, we have
H〈x〉n = H
〈b〉
n S
〈h〉
n + (Oq×q ⊕ S
〈b〉
n−1)H
〈h〉
n = H•,n,βS
〈h〉
n + (Oq×q ⊕ S•,n−1,β)H
〈h〉
n .
The application of Theorem 4.7 to the sequence (gj)
2n
j=0 yields furthermore
H〈h〉n = y
〈h〉
0,n∆
∗
q,n,1 +∆q,n,1z
〈h〉
0,n − S
〈h〉
n H
〈g〉
n S
〈h〉
n .
Since obviously (Oq×q ⊕ S•,n−1,β)∆q,n,1 = O(n+1)q×q holds true, we get then
H〈t〉n = 〈−a0s
†
0〉n
[
H•,n,βS
〈h〉
n + (Oq×q ⊕ S•,n−1,β)(y
〈h〉
0,n∆
∗
q,n,1 − S
〈h〉
n H
〈g〉
n S
〈h〉
n )
]
〈a0〉n. (8.26)
Applying Remark 8.9 to the sequence (aj)
2n
j=0, we obtain
S〈g〉n = −[Rq,n(β)]
−1
Sα,n,• and S
〈g〉
n = −Sα,n,•[Rq,n(β)]
−∗. (8.27)
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Denote by (rj)
2n
j=0 the reciprocal sequence associated to (aj)
2n
j=0. The application of Lemma 8.10
to the sequence (aj)
2n
j=0 yields
S〈h〉n = −Rq,n(β)S
〈r〉
n and S
〈h〉
n = −S
〈r〉
n [Rq,n(β)]
∗. (8.28)
According to Proposition 7.11(b), the sequence (aj)
2n
j=0 belongs to Dq×q,2n. Applying Proposi-
tion 3.20 and Lemma 3.21 to the sequence (aj)
2n
j=0, we get then
S†α,n,• = S
〈r〉
n , S
†
α,n,• = S
〈r〉
n (8.29)
and
Sα,n,•S
†
α,n,• = 〈a0a
†
0〉n = Sα,n,•S
†
α,n,•, S
†
α,n,•Sα,n,• = 〈a
†
0a0〉n = S
†
α,n,•Sα,n,•. (8.30)
In view of Corollary 3.10 it follows hjg0g
†
0 = hj for all j ∈ Z0,2n. Thus, y
〈h〉
0,ng0g
†
0 = y
〈h〉
0,n . Using
(8.7) and (8.27)–(8.30), we can conclude furthermore
S〈g〉n S
〈h〉
n = 〈a0a
†
0〉n and S
〈g〉
n S
〈h〉
n = 〈a0a
†
0〉n. (8.31)
By virtue of Remark 8.31 and (8.9), hence
y
〈h〉
0,n∆
∗
q,n,1 = y
〈h〉
0,ng0g
†
0∆
∗
q,n,1 = y
〈h〉
0,na0a
†
0∆
∗
q,n,1 = y
〈h〉
0,n∆
∗
q,n,1〈a0a
†
0〉n = y
〈h〉
0,n∆
∗
q,n,1S
〈g〉
n S
〈h〉
n (8.32)
follows. In view of Remark 8.20(b), (8.11), (8.30), and (8.27), we obtain
〈−a0s
†
0〉n = −Rq,n(β)[Rq,n(β)]
−1〈a0a
†
0a0s
†
0〉n = −Rq,n(β)〈a0〉n〈a
†
0a0〉n[Rq,n(β)]
−1〈s†0〉n
= −Rq,n(β)〈a0〉nS
†
α,n,•Sα,n,•[Rq,n(β)]
−1〈s†0〉n = Rq,n(β)〈a0〉nS
†
α,n,•S
〈g〉
n 〈s
†
0〉n.
(8.33)
Since the combination of the second equations in (8.28) and (8.29) yields moreover S
〈h〉
n =
−S†α,n,•[Rq,n(β)]
∗, we infer from (8.26), (8.32), and (8.33), using additionally (8.12), then
H〈t〉n = 〈−a0s
†
0〉n
[
H•,n,β + (Oq×q ⊕ S•,n−1,β)(y
〈h〉
0,n∆
∗
q,n,1S
〈g〉
n − S
〈h〉
n H
〈g〉
n )
]
S
〈h〉
n 〈a0〉n
= Rq,n(β)〈a0〉nS
†
α,n,•
×
[
S〈g〉n 〈s
†
0〉n(Oq×q ⊕ S•,n−1,β)(S
〈h〉
n H
〈g〉
n − y
〈h〉
0,n∆
∗
q,n,1S
〈g〉
n )− S
〈g〉
n 〈s
†
0〉nH•,n,β
]
× S†α,n,•〈a0〉n[Rq,n(β)]
∗.
(8.34)
According to Remarks 4.3 and 4.9, we have ∆∗q,n,1S
〈g〉
n = ∆∗q,n,1H
〈g〉
n . Thus,
S〈h〉n H
〈g〉
n − y
〈h〉
0,n∆
∗
q,n,1S
〈g〉
n = (S
〈h〉
n − y
〈h〉
0,n∆
∗
q,n,1)H
〈g〉
n .
Because of Remark 4.3 and Remark 8.17(a), furthermore
Oq×q ⊕ S•,n−1,β = S•,n,β∇q,1,n∇
∗
q,1,n
and
S〈h〉n − y
〈h〉
0,n∆
∗
q,n,1 = Oq×q ⊕ S
〈h〉
n−1 = ∇q,1,nS
〈h〉
n−1∇
∗
q,1,n.
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hold true. By virtue of Remark 8.17(b) and (8.6), we obtain
(Oq×q ⊕ S•,n−1,β)(S
〈h〉
n − y
〈h〉
0,n∆
∗
q,n,1) = S•,n,β∇q,1,nS
〈h〉
n−1∇
∗
q,1,n = S•,n,βS
〈h〉
n ∇q,1,n∇
∗
q,1,n,
and, therefore,
(Oq×q ⊕ S•,n−1,β)(S
〈h〉
n H
〈g〉
n − y
〈h〉
0,n∆
∗
q,n,1S
〈g〉
n ) = S•,n,βS
〈h〉
n ∇q,1,n∇
∗
q,1,nH
〈g〉
n .
According to Proposition 7.11(a), the sequence (sj)
2n+1
j=0 belongs to Dq×q,2n+1. From
Lemma 8.30 and Remark A.1, we thus conclude Sα,n,•〈s
†
0〉nS•,n,β = S•,n,β〈s
†
0〉nSα,n,•. In
view of the first equations in (8.27), (8.7), and (8.11), then S
〈g〉
n 〈s
†
0〉nS•,n,β = S•,n,β〈s
†
0〉nS
〈g〉
n
follows. In combination with the first equation in (8.31) and (8.10), we get then
S〈g〉n 〈s
†
0〉nS•,n,βS
〈h〉
n ∇q,1,n∇
∗
q,1,n = S•,n,β〈s
†
0〉nS
〈g〉
n S
〈h〉
n ∇q,1,n∇
∗
q,1,n
= S•,n,β〈s
†
0〉n〈a0a
†
0〉n∇q,1,n∇
∗
q,1,n = S•,n,β∇q,1,n〈s
†
0〉n−1∇
∗
q,1,n〈a0a
†
0〉n.
Taking into account Remark 7.2 and (aj)
2n
j=0 ∈ Dq×q,2n, we get from Remark A.2 furthermore
R(cj) ⊆ R(a0) and N (a0) ⊆ N (cj) for all j ∈ Z0,2n−1. By virtue of Remarks 8.31 and A.12(a),
then a0a
†
0gj = gj follows for all j ∈ Z0,2n. In particular, 〈a0a
†
0〉nH
〈g〉
n = H
〈g〉
n . Consequently,
S〈g〉n 〈s
†
0〉n(Oq×q ⊕ S•,n−1,β)(S
〈h〉
n H
〈g〉
n − y
〈h〉
0,n∆
∗
q,n,1S
〈g〉
n )
= S〈g〉n 〈s
†
0〉nS•,n,βS
〈h〉
n ∇q,1,n∇
∗
q,1,nH
〈g〉
n = S•,n,β∇q,1,n〈s
†
0〉n−1∇
∗
q,1,nH
〈g〉
n . (8.35)
Lemma 8.37 yields moreover (8.23). Substituting (8.35) into (8.34), we can then use (8.23)
to conclude (8.24). From Remark 4.3 it is readily seen that S•,n,β∆q,n,1 = y•,0,n,β and
∆∗q,n,1S•,n,β = z•,0,n,β hold true. Taking additionally into account (8.9), consequently
y•,0,n,βb
†
0d1b
†
0z•,0,n,β = S•,n,β∆q,n,1b
†
0d1d
†
1d1b
†
0∆
∗
q,n,1S•,n,β
= S•,n,β〈b
†
0d1〉n∆q,n,1d
†
1∆
∗
q,n,1〈d1b
†
0〉nS•,n,β.
(8.36)
Because of Propositions 7.10 and 7.9, the sequence (bj)
2n
j=0 belongs to H
<,e
q,2n. According to
Proposition 5.8, hence (bj)
2n
j=0 ∈ Dq×q,2n. Using Remark A.12, then
b0b
†
0bj = bj and bjb
†
0b0 = bj for all j ∈ Z0,2n (8.37)
follow. Because of Remark 4.11, in particular
〈b0b
†
0〉n−1L•,n,β〈b
†
0b0〉n−1 = L•,n,β. (8.38)
In view of Notation 5.20, we have furthermore Ξ
〈b〉
n−1,2n = O, by virtue of (8.37). Denote by
(hj)
2n−2
j=0 the H-transform of (bj)
2n
j=0. Taking into account (bj)
2n
j=0 ∈ Dq×q,2n, we can conclude
from Proposition 5.21 then the representations
H
〈h〉
n−1 = 〈b0〉n−1S
†
•,n−1,βL•,n,βS
†
•,n−1,β〈b0〉n−1 (8.39)
and
H
〈h〉
n−1 = D•,n−1,βL•,n,βD•,n−1,β. (8.40)
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The application of Lemma 3.21 to the sequence (bj)
2n
j=0 yields moreover
S•,n−1,βS
†
•,n−1,β = 〈b0b
†
0〉n−1 = S•,n−1,βS
†
•,n−1,β
and
S
†
•,n−1,βS•,n−1,β = 〈b
†
0b0〉n−1 = S
†
•,n−1,βS•,n−1,β.
In combination with (8.38), (8.39), and Remark 8.20(b), we infer
L•,n,β = 〈b0b
†
0〉n−1L•,n,β〈b
†
0b0〉n−1 = S•,n−1,βS
†
•,n−1,βL•,n,βS
†
•,n−1,βS•,n−1,β
= S•,n−1,βS
†
•,n−1,βS•,n−1,βS
†
•,n−1,βL•,n,βS
†
•,n−1,βS•,n−1,βS
†
•,n−1,βS•,n−1,β
= S•,n−1,β〈b
†
0b0〉n−1S
†
•,n−1,βL•,n,βS
†
•,n−1,β〈b0b
†
0〉n−1S•,n−1,β
= S•,n−1,β〈b
†
0〉n−1H
〈h〉
n−1〈b
†
0〉n−1S•,n−1,β.
(8.41)
Denote by (hj)
2n
j=0 the H-parameter sequence of (bj)
2n
j=0. Because of (bj)
2n
j=0 ∈ H
<,e
q,2n, we
get from Theorem 5.24 in particular h2 = h0. Using Remarks 5.14 and 7.21, we infer then
h0 = L•,1,β = B3. According to Remark 7.21, we have furthermore
A1 = Lα,0,• = a0 and B1 = L•,0,β = b0. (8.42)
In view of (bj)
2n
j=0 ∈ H
<,e
q,2n, by virtue of Proposition 5.23 the sequence (hj)
2n−2
j=0 belongs to
H<,eq,2n−2. Hence, Proposition 5.8 implies (hj)
2n−2
j=0 ∈ Dq×q,2n−2. According to Proposition 7.25,
we have R(B3) ⊆ R(B2) and N (B2) ⊆ N (B3), whereas Proposition 7.24 yields R(B2) ⊆
R(d1) and N (d1) ⊆ N (B2). Consequently, R(hj) ⊆ R(h0) = R(B3) ⊆ R(B2) ⊆ R(d1) and,
analogously, N (d1) ⊆ N (hj) follow for all j ∈ Z0,2n−2. In view of Remark A.12, hence
〈d1d
†
1〉n−1H
〈h〉
n−1〈d
†
1d1〉n−1 = H
〈h〉
n−1. (8.43)
Using Remark 8.20(b), (8.6), and (8.10), we infer from (8.41) then
∇q,1,nL•,n,β∇
∗
q,1,n = ∇q,1,nS•,n−1,β〈b
†
0d1d
†
1〉n−1H
〈h〉
n−1〈d
†
1d1b
†
0〉n−1S•,n−1,β∇
∗
q,1,n
= S•,n,β〈b
†
0d1〉n∇q,1,n〈d
†
1〉n−1H
〈h〉
n−1〈d
†
1〉n−1∇
∗
q,1,n〈d1b
†
0〉nS•,n,β.
(8.44)
According to Proposition 7.24 and (8.42), we have R(d1) = R(a0)∩R(b0) and N (a0)∪N (b0) =
N (d1). By virtue of (8.29) and Remark 8.28, thus
D〈a,b〉n 〈d1〉n = 〈a0〉nS
†
α,n,•S•,n,β〈b
†
0d1〉n
and
〈d1〉nD
〈a,b〉
n = 〈d1b
†
0〉nS•,n,βS
†
α,n,•〈a0〉n.
In combination with (8.36) and (8.44), we get then
〈a0〉nS
†
α,n,•(y•,0,n,βb
†
0d1b
†
0z•,0,n,β + δ∇q,1,nL•,n,β∇
∗
q,1,n)S
†
α,n,•〈a0〉n
= 〈a0〉nS
†
α,n,•S•,n,β〈b
†
0d1〉n
×
(
∆q,n,1d
†
1∆
∗
q,n,1 + δ∇q,1,n〈d
†
1〉n−1H
〈h〉
n−1〈d
†
1〉n−1∇
∗
q,1,n
)
〈d1b
†
0〉nS•,n,βS
†
α,n,•〈a0〉n
= D〈a,b〉n 〈d1〉n
(
∆q,n,1d
†
1∆
∗
q,n,1 + δ∇q,1,n〈d
†
1〉n−1H
〈h〉
n−1〈d
†
1〉n−1∇
∗
q,1,n
)
〈d1〉nD
〈a,b〉
n .
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Furthermore, by virtue of (8.9), we have 〈d1〉n∆q,n,1d
†
1∆
∗
q,n,1〈d1〉n = ∆q,n,1d1d
†
1d1∆
∗
q,n,1 =
∆q,n,1d1∆
∗
q,n,1 and, because of (8.10), Remark 8.20(b), (8.43), (8.40), moreover
〈d1〉n∇q,1,n〈d
†
1〉n−1H
〈h〉
n−1〈d
†
1〉n−1∇
∗
q,1,n〈d1〉n = ∇q,1,n〈d1d
†
1〉n−1H
〈h〉
n−1〈d
†
1d1〉n−1∇
∗
q,1,n
= ∇q,1,nH
〈h〉
n−1∇
∗
q,1,n = ∇q,1,nD•,n−1,βL•,n,βD•,n−1,β∇
∗
q,1,n.
Consequently,
〈a0〉nS
†
α,n,•(y•,0,n,βb
†
0d1b
†
0z•,0,n,β + δ∇q,1,nL•,n,β∇
∗
q,1,n)S
†
α,n,•〈a0〉n
= D〈a,b〉n (∆q,n,1d1∆
∗
q,n,1 + δ∇q,1,nD•,n−1,βL•,n,βD•,n−1,β∇
∗
q,1,n)D
〈a,b〉
n .
Hence, we obtain (8.25) from (8.24). Taking into account δ > 0, the formulas for rankH
〈t〉
n
and detH
〈t〉
n follow, in view of Remarks 8.4, 8.24, and 5.19, from (8.25).
In the following, we use the equivalence relation “∼” introduced in Notation A.24:
Corollary 8.39. Let n ∈ N and let (sj)
2n+1
j=0 ∈ F
<
q,2n+1,α,β with Fα,β-transform (tj)
2n
j=0. Then
L
〈t〉
n = δRq,n−1(β)D
〈a,b〉
n−1D•,n−1,βL•,n,βD•,n−1,βD
〈a,b〉
n−1 [Rq,n−1(β)]
∗ (8.45)
and, in particular, rankL〈t〉n = rankL•,n,β, detL
〈t〉
n = δnq detL•,n,β, and L
〈t〉
n ∼ δL•,n,β.
Proof. From Notation 8.22 and Remark 4.3 we see that
D〈a,b〉n =
[
Iq Oq×nq
∗ D
〈a,b〉
n−1
]
and D〈a,b〉n =
[
Iq ∗
Onq×q D
〈a,b〉
n−1
]
.
In view of Example 8.3 and Remark 4.3, we have
Rq,n(β) =
[
Iq Oq×nq
∗ Rq,n−1(β)
]
and [Rq,n(β)]
∗ =
[
Iq ∗
Onq×q [Rq,n−1(β)]
∗
]
.
Let M := Rq,n−1(β)D
〈a,b〉
n−1 , let U := Iq, let S := D
〈a,b〉
n−1 [Rq,n−1(β)]
∗, and let V := Iq. Then there
are matrices L and R such that
Rq,n(β)D
〈a,b〉
n =
[
U Oq×nq
L M
]
and D〈a,b〉n [Rq,n(β)]
∗ =
[
V R
Onq×q S
]
.
Let E := diag(d1, δD•,n−1,βL•,n,βD•,n−1,β) and let F := H
〈t〉
n . Proposition 8.38 yields
F =
[
U Oq×nq
L M
]
E
[
V R
Onq×q S
]
.
Denote by E =
[
A B
C D
]
the block representation of E with q × q Block A. Since the matrices
U and V are unitary, the application of Lemma A.18 thus yields F =
[
A ∗
∗ ∗
]
and, because of
B = O and C = O, furthermore F/A = M(E/A)S = MDS. From Notation 4.10 we infer
L
〈t〉
n = F/A. Consequently, (8.45) follows. Taking into account δ > 0, the formulas for rank
and determinant of L
〈t〉
n can be obtained, in view of Remarks 8.4, 8.24, and 5.19, from (8.45).
Analogously, L
〈t〉
n ∼ δL•,n,β follows from (8.45), using Remarks 8.4, 8.23, 5.19, and A.20 and
Notation A.24.
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Now we turn our attention to the block Hankel matrices built via (7.1) from the
Fα,β-transform (tj)
2n+1
j=0 of a sequence (sj)
2n+2
j=0 belonging to F
<
q,2n+2,α,β. We see that the
matrix −αH
〈t〉
n +K
〈t〉
n can be basically traced back to Hα,n,β:
Proposition 8.40. Let n ∈ N0 and let (sj)
2n+2
j=0 ∈ F
<
q,2n+2,α,β with Fα,β-transform (tj)
2n+1
j=0 .
Let the sequence (uj)2nj=0 be given by uj := −αtj + tj+1. Then
H〈u〉n = δRq,n(β)〈a0〉nS
†
α,n,•Hα,n,βS
†
α,n,•〈a0〉n[Rq,n(β)]
∗ (8.46)
and
H〈u〉n = δRq,n(β)Dα,n,•Hα,n,βDα,n,•[Rq,n(β)]
∗. (8.47)
In particular, rankH〈u〉n = rankHα,n,β, detH
〈u〉
n = δ(n+1)q detHα,n,β, and H
〈u〉
n ∼ δHα,n,β.
Proof. Denote by (uj)
2n+1
j=0 the [α,∞)-modification of (tj)
2n+1
j=0 . In view of Definition 8.5,
then K
〈u〉
n = H
〈u〉
n . Denote by (fj)
2n+1
j=0 the [α,∞)-modification of (bj)
2n+1
j=0 , by (gj)
2n+1
j=0 the
(−∞, β]-modification of (aj)
2n+1
j=0 , by (hj)
2n+1
j=0 the reciprocal sequence associated to (gj)
2n+1
j=0 ,
and by (xj)
2n+1
j=0 the Cauchy product of (fj)
2n+1
j=0 and (hj)
2n+1
j=0 . According to Lemma 8.21(a),
then uj = −a0s
†
0xja0 for all j ∈ Z0,2n+1. In particular, K
〈u〉
n = 〈−a0s
†
0〉nK
〈x〉
n 〈a0〉n. Because
of Proposition 4.2, we have K
〈x〉
n = K
〈f〉
n S
〈h〉
n + S
〈f〉
n K
〈h〉
n . The application of Theorem 4.8 to
the sequence (gj)
2n+1
j=0 yields furthermore K
〈h〉
n = −S
〈h〉
n K
〈g〉
n S
〈h〉
n . From Remark 8.31 one can
easily see K
〈f〉
n = Hα,n,β = K
〈g〉
n . Consequently,
H〈u〉n = K
〈u〉
n = 〈−a0s
†
0〉nK
〈x〉
n 〈a0〉n = 〈−a0s
†
0〉n(Hα,n,βS
〈h〉
n − S
〈f〉
n S
〈h〉
n Hα,n,βS
〈h〉
n )〈a0〉n.
(8.48)
Applying Lemma 8.10 to the sequence (aj)
2n+1
j=0 , we obtain (8.28), where (rj)
2n+1
j=0 is the re-
ciprocal sequence associated to (aj)
2n+1
j=0 . The application of Remark 8.6 to (bj)
2n+1
j=0 and of
Remark 8.9 to (aj)
2n+1
j=0 provides us
S〈f〉n = [Rq,n(α)]
−1
S•,n,β (8.49)
and (8.27). According to Proposition 7.11, we have (aj)
2n+1
j=0 ∈ Dq×q,2n+1. The application of
Proposition 3.20 and Lemma 3.21 to the sequence (aj)
2n+1
j=0 yields then (8.29) and (8.30), resp.
By virtue of Remark 8.20(b), (8.11), (8.30), and (8.27), we get (8.33). Combining the second
equations in (8.28) and (8.29), we obtain furthermore S
〈h〉
n = −S
†
α,n,•[Rq,n(β)]
∗. Consequently,
using (8.33) and (8.12), we infer from (8.48) that
H〈u〉n = Rq,n(β)〈a0〉nS
†
α,n,•(S
〈g〉
n 〈s
†
0〉n − S
〈g〉
n 〈s
†
0〉nS
〈f〉
n S
〈h〉
n )Hα,n,βS
〈h〉
n 〈a0〉n
= Rq,n(β)〈a0〉nS
†
α,n,•(S
〈g〉
n 〈s
†
0〉nS
〈f〉
n S
〈h〉
n − S
〈g〉
n 〈s
†
0〉n)Hα,n,βS
†
α,n,•〈a0〉n[Rq,n(β)]
∗.
(8.50)
According to Proposition 7.11, we have (sj)
2n+2
j=0 ∈ Dq×q,2n+2. Using Lemma 8.30 and Re-
mark A.1, we get then Sα,n,•〈s
†
0〉nS•,n,β = S•,n,β〈s
†
0〉nSα,n,•. By virtue of (8.49), the first
equations in (8.27), (8.7), and (8.11), and formula (8.1), thus S
〈g〉
n 〈s
†
0〉nS
〈f〉
n = S
〈f〉
n 〈s
†
0〉nS
〈g〉
n
holds true. From (8.7) and (8.27)–(8.30), furthermore (8.31) follows. Because of Remark A.2,
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we have, in view of Remark 7.2 and (aj)
2n+1
j=0 ∈ Dq×q,2n+1, obviously R(cj) ⊆ R(a0) and
N (a0) ⊆ N (cj) for all j ∈ Z0,2n. Remark A.12 yields then
a0a
†
0cj = cj and cja
†
0a0 = cj for all j ∈ Z0,2n. (8.51)
In particular, 〈a0a
†
0〉nHα,n,β = Hα,n,β. Thus, from the first equation in (8.31), we get
S〈g〉n 〈s
†
0〉nS
〈f〉
n S
〈h〉
n Hα,n,β = S
〈f〉
n 〈s
†
0〉nS
〈g〉
n S
〈h〉
n Hα,n,β = S
〈f〉
n 〈s
†
0〉nHα,n,β. (8.52)
From Remark 8.32, we know that S
〈f〉
n − S
〈g〉
n = δ〈s0〉n. Because of Remark 7.13, we have
R(a0) ⊆ R(s0) and N (s0) ⊆ N (a0). According to Remark A.12(a), then s0s
†
0a0 = a0. In view
of (8.51), therefore s0s
†
0cj = cj holds true for all j ∈ Z0,2n, implying 〈s0s
†
0〉nHα,n,β = Hα,n,β.
By virtue of (8.52) and Remark 8.20(b), we thus obtain
(S〈g〉n 〈s
†
0〉nS
〈f〉
n S
〈h〉
n − S
〈g〉
n 〈s
†
0〉n)Hα,n,β = (S
〈f〉
n − S
〈g〉
n )〈s
†
0〉nHα,n,β = δHα,n,β.
Substituting this into (8.50), we get (8.46). According to (8.51), we have
〈a0a
†
0〉nHα,n,β〈a
†
0a0〉n = Hα,n,β. In view of (8.29), the application of Remark 8.27 to the
sequence (aj)
2n+1
j=0 provides us
Dα,n,•〈a0〉n = 〈a0〉nS
†
α,n,•〈a0〉n and 〈a0〉nDα,n,• = 〈a0〉nS
†
α,n,•〈a0〉n. (8.53)
Taking additionally into account Remark 8.20(b), consequently
〈a0〉nS
†
α,n,•Hα,n,βS
†
α,n,•〈a0〉n = 〈a0〉nS
†
α,n,•〈a0a
†
0〉nHα,n,β〈a
†
0a0〉nS
†
α,n,•〈a0〉n
= Dα,n,•〈a0a
†
0〉nHα,n,β〈a
†
0a0〉nDα,n,• = Dα,n,•Hα,n,βDα,n,•.
Hence, (8.47) follows from (8.46). The formulas for rank and determinant of H
〈u〉
n can be seen,
in view of Remarks 8.4 and 5.19 and δ > 0, from (8.47). Analogously, H
〈u〉
n ∼ δHα,n,β follows
from (8.47), using Remarks 8.4, 5.19, and A.20 and Notation A.24.
To obtain in Proposition 8.43 a convenient form of the block Hankel matrix βH
〈t〉
n − K
〈t〉
n ,
we need some further technical results:
Lemma 8.41. Suppose κ ≥ 1. Let (sj)κj=0 be a sequence of complex p× q matrices and
let n ∈ Z0,κ−1. Let the sequence (hj)
κ−1
j=0 be given by hj := sj+1. For all k ∈ Z0,κ−n−1, then
Sn〈s
†
0〉nyk+1,k+n+1 − S
〈h〉
n 〈s
†
0〉nyk,k+n = 〈s0s
†
0〉nyk+1,k+n+1 − y1,n+1s
†
0sk.
Proof. Consider an arbitrary k ∈ Z0,κ−n−1. In view of Notations 8.1 and 4.5, we have
Tp,nyk+1,k+n+1 − yk,k+n = −∆p,n,1sk. Taking into account Remark 4.3, consequently
S〈h〉n 〈s
†
0〉n(Tp,nyk+1,k+n+1 − yk,k+n) = −S
〈h〉
n ∆q,n,1s
†
0sk = −y1,n+1s
†
0sk.
Because of Notation 3.1, furthermore S
〈h〉
n Tq,n+ 〈s0〉n = Sn. Thus, using Remark 8.20(b) and
Remark 8.19(b), we conclude
Sn〈s
†
0〉nyk+1,k+n+1 − S
〈h〉
n 〈s
†
0〉nyk,k+n
= S〈h〉n Tq,n〈s
†
0〉nyk+1,k+n+1 + 〈s0s
†
0〉nyk+1,k+n+1 − S
〈h〉
n 〈s
†
0〉nyk,k+n
= 〈s0s
†
0〉nyk+1,k+n+1 + S
〈h〉
n 〈s
†
0〉nTp,nyk+1,k+n+1 − S
〈h〉
n 〈s
†
0〉nyk,k+n
= 〈s0s
†
0〉nyk+1,k+n+1 − y1,n+1s
†
0sk.
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Lemma 8.42. Suppose κ ≥ 1. Let (sj)κj=0 be a sequence of complex p× q matrices and
let n ∈ Z0,κ−1. For all k ∈ Z0,κ−n−1, then
S•,n,β〈s
†
0〉nyα,k,k+n,• − Sα,n,•〈s
†
0〉ny•,k,k+n,β = δ
(
〈s0s
†
0〉nyk+1,k+n+1 − y1,n+1s
†
0sk
)
. (8.54)
Proof. Let k ∈ Z0,κ−n−1. Let the sequence (hj)
κ−1
j=0 be given by hj := sj+1. Obviously, we have
S•,n,β = βSn − S
〈h〉
n and Sα,n,• = −αSn + S
〈h〉
n as well as yα,k,k+n,• = −αyk,k+n + yk+1,k+n+1
and y•,k,k+n,β = βyk,k+n − yk+1,k+n+1. Consequently, a straightforward calculation yields
S•,n,β〈s
†
0〉nyα,k,k+n,• − Sα,n,•〈s
†
0〉ny•,k,k+n,β = δSn〈s
†
0〉nyk+1,k+n+1 − δS
〈h〉
n 〈s
†
0〉nyk,k+n.
Using Lemma 8.41, then (8.54) follows.
We are now able to basically reduce the block Hankel matrix βH
〈t〉
n − K
〈t〉
n to the Schur
complement Ln+1 of s0 in Hn+1:
Proposition 8.43. Let n ∈ N0 and let (sj)
2n+2
j=0 ∈ F
<
q,2n+2,α,β with Fα,β-transform (tj)
2n+1
j=0 .
Let the sequence (vj)2nj=0 be given by vj := βtj − tj+1. Then
H〈v〉n = δ〈a0〉nS
†
α,n,•Ln+1S
†
α,n,•〈a0〉n and H
〈v〉
n = δD
〈a,s〉
n DnLn+1DnD
〈a,s〉
n . (8.55)
In particular, rankH〈v〉n = rankLn+1, detH
〈v〉
n = δ(n+1)q detLn+1, and H
〈v〉
n ∼ δLn+1.
Proof. Denote by (vj)
2n+1
j=0 the (−∞, β]-modification of (tj)
2n+1
j=0 . In view of Definition 8.8,
then K
〈v〉
n = H
〈v〉
n . Denote by (rj)
2n+1
j=0 the reciprocal sequence associated to (aj)
2n+1
j=0 and
by (yj)
2n+1
j=0 the Cauchy product of (bj)
2n+1
j=0 and (rj)
2n+1
j=0 . According to Lemma 8.21(b), we
have vj = −a0s
†
0yja0 for all j ∈ Z0,2n+1. In particular, K
〈v〉
n = 〈−a0s
†
0〉nK
〈y〉
n 〈a0〉n. From
Proposition 4.2 we can conclude
K〈y〉n = K
〈b〉
n S
〈r〉
n + S
〈b〉
n K
〈r〉
n = K•,n,βS
〈r〉
n + S•,n,βK
〈r〉
n .
The application of Theorem 4.8 to the sequence (aj)
2n+1
j=0 yields furthermore
K〈r〉n = −S
〈r〉
n K
〈a〉
n S
〈r〉
n = −S
〈r〉
n Kα,n,•S
〈r〉
n .
Consequently,
H〈v〉n = 〈−a0s
†
0〉nK
〈y〉
n 〈a0〉n = 〈−a0s
†
0〉n(K•,n,βS
〈r〉
n − S•,n,βS
〈r〉
n Kα,n,•S
〈r〉
n )〈a0〉n (8.56)
follows. According to Proposition 7.11, we have (aj)
2n+1
j=0 ∈ Dq×q,2n+1. Applying Proposi-
tion 3.20 and Lemma 3.21 to the sequence (aj)
2n+1
j=0 , we obtain then (8.29) and (8.30), resp.
From Remark 8.20(b) and (8.30) we infer
〈−a0s
†
0〉n = −〈a0a
†
0a0s
†
0〉n = −〈a0〉n〈a
†
0a0〉n〈s
†
0〉n = −〈a0〉nS
†
α,n,•Sα,n,•〈s
†
0〉n. (8.57)
Taking additionally into account (8.56) and (8.29), we get
H〈v〉n = −〈a0〉nS
†
α,n,•Sα,n,•〈s
†
0〉n(K•,n,βS
†
α,n,• − S•,n,βS
†
α,n,•Kα,n,•S
†
α,n,•)〈a0〉n
= 〈a0〉nS
†
α,n,•
(
Sα,n,•〈s
†
0〉nS•,n,βS
†
α,n,•Kα,n,• − Sα,n,•〈s
†
0〉nK•,n,β
)
S
†
α,n,•〈a0〉n.
(8.58)
47
Because of Proposition 7.9, the sequence (sj)
2n+2
j=0 belongs to H
<,e
q,2n+2 and, according to Propo-
sition 5.8, hence it belongs to Dq×q,2n+2. By virtue of Lemma 8.30 and Remark A.1, we
can conclude then Sα,n,•〈s
†
0〉nS•,n,β = S•,n,β〈s
†
0〉nSα,n,•. In view of (aj)
2n+1
j=0 ∈ Dq×q,2n+1,
furthermore Remark A.12(a) yields a0a
†
0aj = aj for all j ∈ Z0,2n+1 and, consequently,
〈a0a
†
0〉nKα,n,• = Kα,n,•. Using (8.30), we infer then
Sα,n,•〈s
†
0〉nS•,n,βS
†
α,n,•Kα,n,• = S•,n,β〈s
†
0〉n〈a0a
†
0〉nKα,n,• = S•,n,β〈s
†
0〉nKα,n,•. (8.59)
Because of Lemma 8.42, we have (8.54) for all k ∈ Z0,n+1. In view of Kα,n,• =
[yα,1,n+1,•, yα,2,n+2,•, . . . , yα,n+1,2n+1,•], K•,n,β = [y•,1,n+1,β, y•,2,n+2,β, . . . , y•,n+1,2n+1,β], and
Gn = [y2,n+2, y3,n+3, . . . , yn+2,2n+2], the equations (8.54) for k ∈ Z1,n+1 can be summarized
to the single equation
S•,n,β〈s
†
0〉nKα,n,• − Sα,n,•〈s
†
0〉nK•,n,β = δ
(
〈s0s
†
0〉nGn − y1,n+1s
†
0z1,n+1
)
. (8.60)
By virtue of (sj)
2n+2
j=0 ∈ Dq×q,2n+2, we obtain from Remark A.12 furthermore
s0s
†
0sj = sj and sjs
†
0s0 = sj for all j ∈ Z0,2n+2. (8.61)
In particular, 〈s0s
†
0〉nGn = Gn. Because of Remark 4.11, we get from (8.60) then
S•,n,β〈s
†
0〉nKα,n,• − Sα,n,•〈s
†
0〉nK•,n,β = δLn+1.
Combining the last identity with (8.59) and (8.58), we infer the first equation in (8.55). Ac-
cording to Remark 4.11 and (8.61), we have
〈s0s
†
0〉nLn+1〈s
†
0s0〉n = Ln+1. (8.62)
Denote by (hj)
2n
j=0 the H-transform of (sj)
2n+2
j=0 . In view of Notation 5.20, we get Ξn,2n+2 = O
from (8.61). Taking into account (sj)
2n+2
j=0 ∈ Dq×q,2n+2, the application of Proposition 5.21
thus yields the representations
H〈h〉n = 〈s0〉nS
†
nLn+1S
†
n〈s0〉n and H
〈h〉
n = DnLn+1Dn. (8.63)
By virtue of Lemma 3.21, we have furthermore SnS
†
n = 〈s0s
†
0〉n = SnS
†
n and S
†
nSn = 〈s
†
0s0〉n =
S
†
nSn. In combination with (8.62), Remark 8.20(b), and the first equation in (8.63), then
Ln+1 = SnS
†
nLn+1S
†
nSn = SnS
†
nSnS
†
nLn+1S
†
nSnS
†
nSn
= Sn〈s
†
0s0〉nS
†
nLn+1S
†
n〈s0s
†
0〉nSn = Sn〈s
†
0〉nH
〈h〉
n 〈s
†
0〉nSn
(8.64)
follows. Denote by (hj)
2n+2
j=0 the H-parameter sequence of (sj)
2n+2
j=0 . Because of (sj)
2n+2
j=0 ∈
H<,eq,2n+2, we get from Theorem 5.24 in particular h2 = h0. Using Remarks 5.14 and 7.21, we
infer then h0 = L1 = A2. According to Remark 7.21, we have A1 = Lα,0,• = a0. In view
of (sj)
2n+2
j=0 ∈ H
<,e
q,2n+2, the sequence (hj)
2n
j=0 belongs to H
<,e
q,2n, by virtue of Proposition 5.23.
Hence, Proposition 5.8 implies (hj)
2n
j=0 ∈ Dq×q,2n. Proposition 7.25 shows R(A2) ⊆ R(A1) and
N (A1) ⊆ N (A2). Consequently, R(hj) ⊆ R(h0) = R(A2) ⊆ R(A1) = R(a0) and, analogously,
N (a0) ⊆ N (hj) follow for all j ∈ Z0,2n. In view of Remark A.12, hence
〈a0a
†
0〉nH
〈h〉
n 〈a
†
0a0〉n = H
〈h〉
n . (8.65)
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According to Remark 7.13, furthermore R(a0) ⊆ R(s0) and N (s0) ⊆ N (a0) hold true. By
virtue of (8.29) and Remark 8.28, thus
D〈a,s〉n 〈a0〉n = 〈a0〉nS
†
α,n,•Sn〈s
†
0a0〉n and 〈a0〉nD
〈a,s〉
n = 〈a0s
†
0〉nSnS
†
α,n,•〈a0〉n
are valid. In combination with (8.64), (8.65), Remark 8.20(b), and the second equation in
(8.63), then
〈a0〉nS
†
α,n,•Ln+1S
†
α,n,•〈a0〉n = 〈a0〉nS
†
α,n,•Sn〈s
†
0〉nH
〈h〉
n 〈s
†
0〉nSnS
†
α,n,•〈a0〉n
= 〈a0〉nS
†
α,n,•Sn〈s
†
0a0a
†
0〉nH
〈h〉
n 〈a
†
0a0s
†
0〉nSnS
†
α,n,•〈a0〉n
= D〈a,s〉n 〈a0a
†
0〉nH
〈h〉
n 〈a
†
0a0〉nD
〈a,s〉
n
= D〈a,s〉n H
〈h〉
n D
〈a,s〉
n = D
〈a,s〉
n DnLn+1DnD
〈a,s〉
n
follows. Hence, we infer the second equation in (8.55) from the first one. Taking into account
δ > 0, the formulas for rank and determinant of H
〈v〉
n follow, in view of Remarks 8.24 and 5.19,
from the second equation in (8.55). Analogously, H
〈v〉
n ∼ δLn+1 follows from (8.55), using
Remarks 8.23, 5.19, and A.20, and Notation A.24.
To obtain in Proposition 8.45 a convenient representation of the block Hankel matrix built
via (7.2) from the Fα,β-transform of a sequence, we still need one further technical result:
Lemma 8.44. Suppose κ ≥ 3. Let (sj)κj=0 ∈ K
<,e
q,κ,α. Denote by (fj)
κ−1
j=0 the [α,∞)-modification
of (bj)
κ−1
j=0 . For all n ∈ N0 with 2n+ 3 ≤ κ, then
S〈f〉n 〈s
†
0〉nLα,n+1,• − Sα,n,•〈s
†
0〉n(G
〈f〉
n − y
〈f〉
1,n+1a
†
0zα,1,n+1,•) = δLα,n+1,•. (8.66)
Proof. Consider an arbitrary n ∈ N0 with 2n+ 3 ≤ κ. Because of Lemma 8.33, we have (8.16)
for all k ∈ Z1,n+2. Consequently,
(
Sα,n,•〈s
†
0〉ny
〈f〉
1,n+1 − S
〈f〉
n 〈s
†
0〉nyα,1,n+1,•
)
a†0zα,1,n+1,•
=
(
βyα,0,n,•s
†
0a0 − δ〈s0s
†
0〉nyα,1,n+1,•
)
a†0zα,1,n+1,•
and, by virtue of the block representations G
〈f〉
n = [y
〈f〉
2,n+2, y
〈f〉
3,n+3, . . . , y
〈f〉
n+2,2n+2] and Gα,n,• =
[yα,2,n+2,•, yα,3,n+3,•, . . . , yα,n+2,2n+2,•], furthermore
Sα,n,•〈s
†
0〉nG
〈f〉
n − S
〈f〉
n 〈s
†
0〉nGα,n,• = βyα,0,n,•s
†
0zα,1,n+1,• − δ〈s0s
†
0〉nGα,n,•.
Hence, we obtain
Sα,n,•〈s
†
0〉n(G
〈f〉
n − y
〈f〉
1,n+1a
†
0zα,1,n+1,•)
=
(
S〈f〉n 〈s
†
0〉n − δ〈s0s
†
0〉n
)
(Gα,n,• − yα,1,n+1,•a
†
0zα,1,n+1,•)
+ βyα,0,n,•s
†
0(Iq − a0a
†
0)zα,1,n+1,•. (8.67)
From Remark 6.3 we infer that the sequence (sj)
2n+3
j=0 belongs to K
<,e
q,2n+3,α and, because of
(6.1), therefore it belongs to H<,eq,2n+3. According to Proposition 5.8, consequently (sj)
2n+3
j=0 ∈
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Dq×q,2n+3. Remark A.2 yields then R(aj) ⊆ R(s0) for all j ∈ Z0,2n+2. Using Remark A.12(a),
we hence get 〈s0s
†
0〉nyα,1,n+1,• = yα,1,n+1,• and 〈s0s
†
0〉nGα,n,• = Gα,n,•. From Remark 4.11
thus(
S〈f〉n 〈s
†
0〉n − δ〈s0s
†
0〉n
)
(Gα,n,•−yα,1,n+1,•a
†
0zα,1,n+1,•) = S
〈f〉
n 〈s
†
0〉nLα,n+1,•− δLα,n+1,• (8.68)
follows. Because of (sj)
2n+3
j=0 ∈ K
<,e
q,2n+3,α and (6.1), the sequence (aj)
2n+2
j=0 belongs to H
<
q,2n+2
and, according to Proposition 5.9, hence it belongs to D˜q×q,2n+2. From Remark A.12(a) we
conclude a0a
†
0zα,1,n+1,• = zα,1,n+1,•. Substituting this together with (8.68) into (8.67), we get
Sα,n,•〈s
†
0〉n(G
〈f〉
n − y
〈f〉
1,n+1a
†
0zα,1,n+1,•) = S
〈f〉
n 〈s
†
0〉nLα,n+1,• − δLα,n+1,•, implying (8.66).
The block Hankel matrix −αβH
〈t〉
n +(α+β)K
〈t〉
n −G
〈t〉
n can be basically reduced to the Schur
complement Lα,n+1,•:
Proposition 8.45. Let n ∈ N0 and let (sj)
2n+3
j=0 ∈ F
<
q,2n+3,α,β with Fα,β-transform (tj)
2n+2
j=0 .
Let the sequence (wj)2nj=0 be given by wj := −αβtj + (α+ β)tj+1 − tj+2. Then
H〈w〉n = δ〈a0〉nS
†
α,n,•Lα,n+1,•S
†
α,n,•〈a0〉n and H
〈w〉
n = δDα,n,•Lα,n+1,•Dα,n,•. (8.69)
In particular, rankH〈w〉n = rankLα,n+1,•, detH
〈w〉
n = δ(n+1)q detLα,n+1,•, and H
〈w〉
n ∼
δLα,n+1,•.
Proof. Let (wj)
2n+2
j=0 be the [α, β]-modification of (tj)
2n+2
j=0 . In view of Definition 8.11, then
G
〈w〉
n = H
〈w〉
n Denote by (fj)
2n+2
j=0 the [α,∞)-modification of (bj)
2n+2
j=0 , by (rj)
2n+2
j=0 the reciprocal
sequence associated to (aj)
2n+2
j=0 , and by (zj)
2n+2
j=0 the Cauchy product of (fj)
2n+2
j=0 and (rj)
2n+2
j=0 .
According to Lemma 8.21(c), then wj = −a0s
†
0zja0 for all j ∈ Z0,2n+2. In particular, G
〈w〉
n =
〈−a0s
†
0〉nG
〈z〉
n 〈a0〉n. Because of Proposition 4.2, we have
G〈z〉n = G
〈f〉
n S
〈r〉
n + y
〈f〉
1,n+1z
〈r〉
1,n+1 + S
〈f〉
n G
〈r〉
n .
The application of Corollary 3.12 and Theorem 4.12 to the sequence (aj)
2n+2
j=0 yields z
〈r〉
1,n+1 =
−a†0zα,1,n+1,•S
〈r〉
n and G
〈r〉
n = −S
〈r〉
n Lα,n+1,•S
〈r〉
n , resp. Consequently,
H〈w〉n = 〈−a0s
†
0〉n(G
〈f〉
n S
〈r〉
n − y
〈f〉
1,n+1a
†
0zα,1,n+1,•S
〈r〉
n − S
〈f〉
n S
〈r〉
n Lα,n+1,•S
〈r〉
n )〈a0〉n. (8.70)
According to Proposition 7.11, we have (aj)
2n+2
j=0 ∈ Dq×q,2n+2. The application of Proposi-
tion 3.20 and Lemma 3.21 to the sequence (aj)
2n+2
j=0 yields then (8.29) and (8.30), resp. From
Remark 8.20(b) and (8.30) we infer (8.57). Taking additionally into account (8.70) and (8.29),
we get
H〈w〉n = −〈a0〉nS
†
α,n,•Sα,n,•〈s
†
0〉n(G
〈f〉
n − y
〈f〉
1,n+1a
†
0zα,1,n+1,• − S
〈f〉
n S
〈r〉
n Lα,n+1,•)S
〈r〉
n 〈a0〉n
= 〈a0〉nS
†
α,n,•
×
[
Sα,n,•〈s
†
0〉nS
〈f〉
n S
†
α,n,•Lα,n+1,• − Sα,n,•〈s
†
0〉n(G
〈f〉
n − y
〈f〉
1,n+1a
†
0zα,1,n+1,•)
]
S
†
α,n,•〈a0〉n.
(8.71)
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Because of Proposition 7.11, the sequence (sj)
2n+3
j=0 belongs to Dq×q,2n+3. Using Lemma 8.30
and Remark A.1, we can conclude then Sα,n,•〈s
†
0〉nS•,n,β = S•,n,β〈s
†
0〉nSα,n,•. The application
of Remark 8.6 to the sequence (bj)
2n+2
j=0 yields furthermore S
〈f〉
n = [Rq,n(α)]
−1
S•,n,β. Using addi-
tionally the first equations in (8.7) and (8.11), consequently Sα,n,•〈s
†
0〉nS
〈f〉
n = S
〈f〉
n 〈s
†
0〉nSα,n,•
follows. In view of (aj)
2n+2
j=0 ∈ Dq×q,2n+2, we infer from Remark A.12 moreover
a0a
†
0aj = aj and aja
†
0a0 = aj for all j ∈ Z0,2n+2. (8.72)
By virtue of Remark 4.11, thus 〈a0a
†
0〉nLα,n+1,• = Lα,n+1,•. Using (8.30), then we obtain
Sα,n,•〈s
†
0〉nS
〈f〉
n S
†
α,n,•Lα,n+1,• = S
〈f〉
n 〈s
†
0〉nSα,n,•S
†
α,n,•Lα,n+1,• = S
〈f〉
n 〈s
†
0〉nLα,n+1,•. (8.73)
According to [23, Prop. 9.3], we have (sj)
2n+3
j=0 ∈ K
<,e
q,2n+3,α. Hence, Lemma 8.44 yields (8.66).
Substituting (8.73) into (8.71), we can then use (8.66) to conclude the first equation in (8.69).
From Remark 4.11 and (8.72) we get 〈a0a
†
0〉nLα,n+1,•〈a
†
0a0〉n = Lα,n+1,•. By virtue of (8.29),
the application of Remark 8.27 to the sequence (aj)
2n+2
j=0 yields (8.53). Taking additionally into
account Remark 8.20(b), consequently
〈a0〉nS
†
α,n,•Lα,n+1,•S
†
α,n,•〈a0〉n = 〈a0〉nS
†
α,n,•〈a0a
†
0〉nLα,n+1,•〈a
†
0a0〉nS
†
α,n,•〈a0〉n
= Dα,n,•〈a0a
†
0〉nLα,n+1,•〈a
†
0a0〉nDα,n,• = Dα,n,•Lα,n+1,•Dα,n,•
follows. Hence, we infer the second equation in (8.69) from the first one. Taking into ac-
count δ > 0, the formulas for rank and determinant of H
〈w〉
n follow, in view of Remark 5.19,
from the second equation in (8.69). Analogously, H
〈w〉
n ∼ δLα,n+1,• follows from (8.69), using
Remark 5.19 and Notation A.24.
In view of Remark 7.3, representations for the block Hankel matrices H
〈t〉
n , K
〈t〉
n , and G
〈t〉
n
built via Notation 4.1 from the Fα,β-transform (tj)
κ−1
j=0 of a sequence (sj)
κ
j=0 ∈ F
<
q,κ,α,β can be
obtained by appropriate combinations of Propositions 8.40, 8.43, and 8.45.
9. A Schur type algorithm in the class F<q,κ,α,β
We are now going to iterate the Fα,β-transformation introduced in Definition 8.14:
Definition 9.1. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Let the sequence
(s
{0}
j )
κ
j=0 be given by s
{0}
j := sj. If κ ≥ 1, then, for all k ∈ Z1,κ, let the sequence (s
{k}
j )
κ−k
j=0 be
recursively defined to be the Fα,β-transform of the sequence (s
{k−1}
j )
κ−(k−1)
j=0 . For all k ∈ Z0,κ,
then we call the sequence (s
{k}
j )
κ−k
j=0 the k-th Fα,β-transform of (sj)
κ
j=0.
Remark 9.2. Suppose κ ≥ 1. Let (sj)κj=0 be a sequence of complex p× q matrices. Then
(s
{1}
j )
κ−1
j=0 is exactly the Fα,β-transform of (sj)
κ
j=0 from Definition 8.14.
Since we consider the Fα,β-transformation only for a fixed interval [α, β], we omit to indicate
in our notation the dependence of the sequence (s
{k}
j )
κ−k
j=0 on the real numbers α and β.
Remark 9.3. Let k ∈ Z0,κ and let (sj)κj=0 be a sequence of complex p× q matrices with k-th
Fα,β-transform (uj)
κ−k
j=0 . In view of Remark 8.15, we see that, for each ℓ ∈ Z0,κ−k, the matrix
uℓ is built from the matrices s0, s1, . . . , sℓ+k. In particular, for each m ∈ Zk,κ, the k-th
Fα,β-transform of (sj)
m
j=0 coincides with (uj)
m−k
j=0 .
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Now we are going to prove a result, which plays a key role in our following considerations.
Theorem 9.4. If (sj)κj=0 ∈ F
<
q,κ,α,β, then (s
{k}
j )
κ−k
j=0 ∈ F
<
q,κ−k,α,β for all k ∈ Z0,κ.
Proof. Let (sj)κj=0 ∈ F
<
q,κ,α,β. By virtue of Definition 9.1, then (s
{0}
j )
κ
j=0 ∈ F
<
q,κ,α,β.
Now assume κ ≥ 1 and let k ∈ Z1,κ. Denote by (tj)
κ−1
j=0 the Fα,β-transform of (sj)
κ
j=0.
According to Proposition 7.23, we have d1 ∈ C
q×q
< .
First consider the case k = 1. Proposition 7.11 yields (sj)
κ
j=0 ∈ Dq×q,κ. From Lemma 8.29
we get then H
〈t〉
0 = d1. Hence, H
〈t〉
0 ∈ C
q×q
< , i. e., (tj)
0
j=0 ∈ F
<
q,0,α,β.
Now assume κ ≥ 2 and consider an arbitrary n ∈ N0 with 2n + 2 ≤ κ. Because of
Proposition 7.8, then (sj)
2n+2
j=0 ∈ F
<
q,2n+2,α,β. In view of (7.4), thus (cj)
2n
j=0 ∈ H
<
q,2n and
(sj)
2n+2
j=0 ∈ H
<
q,2n+2. Hence, the matrices Hα,n,β and Hn+1 are both non-negative Hermitian.
In particular, the Schur complement Ln+1 of s0 in Hn+1 is non-negative Hermitian, according
to Remark A.15. Because of Lemma 7.12, the matrices s0, s1, . . . , s2n+2 are Hermitian. Con-
sequently, the matrices a0, a1, . . . , a2n+1 are Hermitian as well. Using Remarks 8.25 and 8.26,
then D∗n = Dn, D
∗
α,n,• = Dα,n,•, and (D
〈a,s〉
n )
∗ = D
〈a,s〉
n follow. Taking additionally into ac-
count δ > 0, we can conclude, in view of Remarks A.14 and A.13, from Propositions 8.40
and 8.43 that the matrices −αH
〈t〉
n +K
〈t〉
n and βH
〈t〉
n −K
〈t〉
n are both non-negative Hermitian,
i. e., (tj)
2n+1
j=0 belongs to F
<
q,2n+1,α,β.
Now assume κ ≥ 3 and consider an arbitrary n ∈ N0 with 2n + 3 ≤ κ. By virtue of Propo-
sition 7.8, then (sj)
2n+3
j=0 ∈ F
<
q,2n+3,α,β. In view of (7.5), thus {(aj)
2n+2
j=0 , (bj)
2n+2
j=0 } ⊆ H
<
q,2n+2.
Hence, the matrices Hα,n+1,• and H•,n+1,β are both non-negative Hermitian. In particular,
the Schur complements Lα,n+1,• and L•,n+1,β are both non-negative Hermitian, according to
Remark A.15. Because of Lemma 7.12, the matrices s0, s1, . . . , s2n+3 are Hermitian. Conse-
quently, the matrices a0, a1, . . . , a2n+2 and b0, b1, . . . , b2n+2 are Hermitian as well. Remarks 8.25
and 8.26 yield D∗α,n,• = Dα,n,•, D
∗
•,n,β = D•,n,β, and (D
〈a,b〉
n+1 )
∗ = D
〈a,b〉
n+1 . Taking additionally
into account d1 ∈ C
q×q
< and δ > 0, we conclude, in view of Remarks A.14 and A.13, form
Propositions 8.38 and 8.45 that the matrices H
〈t〉
n+1 and −αβH
〈t〉
n +(α+β)K
〈t〉
n −G
〈t〉
n are both
non-negative Hermitian, i. e., (tj)
2n+2
j=0 belongs to F
<
q,2n+2,α,β.
We thus have proved (tj)
m
j=0 ∈ F
<
q,m,α,β for all m ∈ Z0,κ−1. In particular, (tj)
κ−1
j=0 ∈ F
<
q,κ−1,α,β
holds true. Because of Remark 9.2, hence (s
{1}
j )
κ−1
j=0 ∈ F
<
q,κ−1,α,β. In view of the recursive con-
struction of the k-th Fα,β-transform, we now can proceed our considerations by mathematical
induction to complete the proof.
We are now going to prove a relation similar to Theorem 5.24 between the Fα,β-parameters
of an [α, β]-non-negative definite sequence (sj)
κ
j=0 and its associated Fα,β-transforms
(s
{0}
j )
κ
j=0, (s
{1}
j )
κ−1
j=0 , (s
{2}
j )
κ−2
j=0 , . . . To that end, block LDU factorizations of the corresponding
block Hankel matrices Hn, Hα,n,•, H•,n,β, andHα,n,β are needed. By a block LDU factorization
of a given complex (n+ 1)p × (n+ 1)q block matrix M , we mean a representation M = LDU
where L ∈ Lp,n (resp. U ∈ Uq,n) is a lower (resp. upper) block triangular factor belonging to the
corresponding class introduced in Notation A.19 and D is a complex (n+ 1)p × (n+ 1)q block
diagonal matrix with p× q blocks. To avoid unnecessary explicit computations, we will use
the equivalence relation “∼” introduced in Notation A.24, omitting the left and right fac-
tors belonging to Lq,n and Uq,n, resp. For each matrix X = X
〈s〉 built from the sequence
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(sj)
κ
j=0, we denote (if possible) by X
{k} := X〈u〉 the corresponding matrix built from the k-th
Fα,β-transform (uj)
κ−k
j=0 of (sj)
κ
j=0 instead of (sj)
κ
j=0.
Lemma 9.5. Let (sj)κj=0 ∈ F
<
q,κ,α,β.
(a) If κ ≥ 3, for all n ∈ N with 2n+ 1 ≤ κ, then
δ2Hα,n,• ∼ δ
2 diag(a0,Lα,n,•) ∼ δ diag(δa0,H
{1}
α,n−1,β) ∼ diag(δ
2a0,H
{2}
α,n−1,•) (9.1)
and
δ2H•,n,β ∼ δ
2 diag(b0,L•,n,β) ∼ δ diag(δb0,L
{1}
n ) ∼ diag(δ
2b0,H
{2}
•,n−1,β). (9.2)
(b) If κ ≥ 4, for all n ∈ N with 2n+ 2 ≤ κ, then
δ2Hα,n,β ∼ δH
{1}
α,n,• ∼ δ diag(a
{1}
0 ,L
{1}
α,n,•) ∼ diag(δa
{1}
0 ,H
{2}
α,n−1,β) (9.3)
and
δ2Ln+1 ∼ δH
{1}
•,n,β ∼ δ diag(b
{1}
0 ,L
{1}
•,n,β) ∼ diag(δb
{1}
0 ,L
{2}
n ). (9.4)
Proof. (a) Assume κ ≥ 3 and consider an arbitrary n ∈ N with 2n + 1 ≤ κ. According to
Proposition 7.8, we have (sj)
2n+1
j=0 ∈ F
<
q,2n+1,α,β. In view of Proposition 7.11, in particular
{(aj)2nj=0, (bj)
2n
j=0} ⊆ Dq×q,2n holds true. Applying Lemma 3.22 to (aj)
2n
j=0 and (bj)
2n
j=0, we can
conclude then Hα,n,• ∼ diag(a0,Lα,n,•) and H•,n,β ∼ diag(b0,L•,n,β), resp. Using Proposi-
tion 8.45 and Corollary 8.39, we obtain furthermore δLα,n,• ∼ H
{1}
α,n−1,β and δL•,n,β ∼ L
{1}
n ,
resp. Because of Theorem 9.4, the sequence (s
{1}
j )
2n
j=0 belongs to F
<
q,2n,α,β. The application of
Propositions 8.40 and 8.43 to (s
{1}
j )
2n
j=0 thus yields δH
{1}
α,n−1,β ∼ H
{2}
α,n−1,• and δL
{1}
n ∼ H
{2}
•,n−1,β,
resp. By virtue of Remark A.26, then (9.1) and (9.2) follow.
(b) Assume κ ≥ 4 and consider an arbitrary n ∈ N with 2n + 2 ≤ κ. According to Propo-
sition 7.8, we have (sj)
2n+2
j=0 ∈ F
<
q,2n+2,α,β. Using Propositions 8.40 and 8.43, we obtain thus
δHα,n,β ∼ H
{1}
α,n,• and δLn+1 ∼ H
{1}
•,n,β, resp. Because of Theorem 9.4, the sequence (s
{1}
j )
2n+1
j=0
belongs to F<q,2n+1,α,β. In view of Proposition 7.11, in particular {(a
{1}
j )
2n
j=0, (b
{1}
j )
2n
j=0} ⊆
Dq×q,2n holds true. Applying Lemma 3.22 to (a
{1}
j )
2n
j=0 and (b
{1}
j )
2n
j=0, we can conclude
then H
{1}
α,n,• ∼ diag(a
{1}
0 ,L
{1}
α,n,•) and H
{1}
•,n,β ∼ diag(b
{1}
0 ,L
{1}
•,n,β), resp. The application of
Proposition 8.45 and Corollary 8.39 to (s
{1}
j )
2n+1
j=0 yields furthermore δL
{1}
α,n,• ∼ H
{2}
α,n−1,β and
δL
{1}
•,n,β ∼ L
{2}
n , resp. By virtue of Remark A.26, then (9.3) and (9.4) follow.
By repeated application of Lemma 9.5, we are able now to reduce each of the four block
Hankel matrices Hn, Hα,n,•, H•,n,β, and Hα,n,β to block diagonal form, up to equivalence:
Lemma 9.6. Let n ∈ N and let (sj)2nj=0 ∈ F
<
q,2n,α,β. Then
Hn ∼ diag(s0, δ
−1b
{1}
0 , δ
−3b
{3}
0 , . . . , δ
−(2n−1)b
{2n−1}
0 ) and Hα,n−1,β ∼ diag (δ
−(2j+1)a
{2j+1}
0 )
n−1
j=0 .
Proof. In view of Proposition 7.11, the sequence (sj)2nj=0 belongs to Dq×q,2n. Hence, using
Lemma 3.22, we infer
Hn ∼ diag(s0,Ln).
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According to Theorem 9.4, we have, for all m ∈ Z0,2n, furthermore (s
{m}
j )
2n−m
j=0 ∈ F
<
q,2n−m,α,β.
Applying Propositions 8.43 and 8.40 to the sequence (s
{2(n−1)}
j )
2
j=0, we obtain H
{2n−1}
•,0,β ∼
δL
{2n−2}
1 and H
{2n−1}
α,0,• ∼ δH
{2n−2}
α,0,β , resp. Hence,
δ−2(n−1)L
{2(n−1)}
1 ∼ δ
−(2n−1)b
{2n−1}
0 and δ
−2(n−1)H
{2(n−1)}
α,0,β ∼ δ
−(2n−1)a
{2n−1}
0
hold true. In view of Remark A.26, if n = 1, the proof is complete. Now assume n ≥ 2.
For all k ∈ Z0,n−2, the application of Lemma 9.5(b) to the sequence (s
{2k}
j )
2(n−k)
j=0 then yields
δ2L
{2k}
n−k ∼ diag(δb
{2k+1}
0 ,L
{2k+2}
n−k−1 ) and δ
2H
{2k}
α,n−k−1,β ∼ diag(δa
{2k+1}
0 ,H
{2k+2}
α,n−k−2,β). Taking into
account δ > 0, consequently
δ−2kL
{2k}
n−k ∼ diag(δ
−(2k+1)b
{2k+1}
0 , δ
−2(k+1)
L
{2(k+1)}
n−(k+1) )
and
δ−2kH
{2k}
α,n−k−1,β ∼ diag(δ
−(2k+1)a
{2k+1}
0 , δ
−2(k+1)H
{2(k+1)}
α,n−(k+1)−1,β)
follow. Using Remark A.26, we thus can conclude the assertion.
Lemma 9.7. If n ∈ N0 and (sj)
2n+1
j=0 ∈ F
<
q,2n+1,α,β, then
Hα,n,• ∼ diag (δ
−2ja
{2j}
0 )
n
j=0 and H•,n,β ∼ diag (δ
−2jb
{2j}
0 )
n
j=0.
Proof. Obviously, the assertion is valid for n = 0. Now assume n ≥ 1. According to The-
orem 9.4, we have (s
{m}
j )
2n−m+1
j=0 ∈ F
<
q,2n−m+1,α,β for all m ∈ Z0,2n+1. For all k ∈ Z0,n−1,
the application of Lemma 9.5(a) to the sequence (s
{2k}
j )
2(n−k)+1
j=0 then yields δ
2H
{2k}
α,n−k,• ∼
diag(δ2a
{2k}
0 ,H
{2k+2}
α,n−k−1,•) and δ
2H
{2k}
•,n−k,β ∼ diag(δ
2b
{2k}
0 ,H
{2k+2}
•,n−k−1,β). Taking into account
δ > 0, consequently
δ−2kH
{2k}
α,n−k,• ∼ diag(δ
−2ka
{2k}
0 , δ
−2(k+1)H
{2(k+1)}
α,n−(k+1),•)
and
δ−2kH
{2k}
•,n−k,β ∼ diag(δ
−2kb
{2k}
0 , δ
−2(k+1)H
{2(k+1)}
•,n−(k+1),β).
Because of H
{2n}
α,0,• = a
{2n}
0 and H
{2n}
•,0,β = b
{2n}
0 , the assertion follows from Remark A.26.
Using Lemma 5.4, we now obtain from Lemmata 9.6 and 9.7 a relation between the
Fα,β-parameters (fj)
2κ
j=0 of a [α, β]-non-negative definite sequence (sj)
κ
j=0 and its k-th
Fα,β-transform (s
{k}
j )
κ−k
j=0 :
Proposition 9.8. Let (sj)κj=0 ∈ F
<
q,κ,α,β with Fα,β-parameter sequence (fj)
2κ
j=0. Then f0 = s0
and furthermore
f4k+1 = δ
−2ka
{2k}
0 and f4k+2 = δ
−2kb
{2k}
0
for all k ∈ N0 with 2k + 1 ≤ κ and
f4k+3 = δ
−(2k+1)a
{2k+1}
0 and f4k+4 = δ
−(2k+1)b
{2k+1}
0
for all k ∈ N0 with 2k + 2 ≤ κ.
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Proof. In view of (7.10), we have f0 = s0.
Now assume κ ≥ 1 and consider an arbitrary k ∈ N0 with 2k + 1 ≤ κ. According
to Proposition 7.8, the sequence (sj)
2k+1
j=0 belongs to F
<
q,2k+1,α,β. In view of (7.5), thus
{(aj)
2k
j=0, (bj)
2k
j=0} ⊆ H
<
q,2k. Lemma 9.7 yields furthermore Hα,k,• ∼ diag (δ
−2ja
{2j}
0 )
k
j=0 and
H•,k,β ∼ diag (δ
−2jb
{2j}
0 )
k
j=0. Hence, we infer from Lemma 5.4 in particular Lα,k,• = δ
−2ka
{2k}
0
and L•,k,β = δ
−2kb
{2k}
0 . By virtue of Remark 7.21, then f4k+1 = A2k+1 = δ
−2ka
{2k}
0 and
f4k+2 = B2k+1 = δ
−2kb
{2k}
0 follow.
Now assume κ ≥ 2 and consider an arbitrary k ∈ N0 with 2k+2 ≤ κ. According to Proposi-
tion 7.8, the sequence (sj)
2(k+1)
j=0 belongs to F
<
q,2(k+1),α,β . In view of (7.4), thus (cj)
2k
j=0 ∈ H
<
q,2k
and (sj)
2(k+1)
j=0 ∈ H
<
q,2(k+1). Lemma 9.6 yields furthermore Hα,k,β ∼ diag (δ
−(2j+1)a
{2j+1}
0 )
k
j=0
and Hk+1 ∼ diag(s0, δ
−1b
{1}
0 , δ
−3b
{3}
0 , . . . , δ
−(2k+1)b
{2k+1}
0 ). Hence, from Lemma 5.4 we infer
in particular Lα,k,β = δ
−(2k+1)a
{2k+1}
0 and Lk+1 = δ
−(2k+1)b
{2k+1}
0 . By virtue of Remark 7.21,
then f4k+3 = B2k+2 = δ
−(2k+1)a
{2k+1}
0 and f4k+4 = A2k+2 = δ
−(2k+1)b
{2k+1}
0 follow.
Using Proposition 9.8, we are now able to express the sequence of [α, β]-interval lengths by
the Fα,β-transforms of an [α, β]-non-negative definite sequence:
Corollary 9.9. If (sj)κj=0 ∈ F
<
q,κ,α,β, then dj = δ
−(j−1)s
{j}
0 for all j ∈ Z0,κ.
Proof. In the case κ <∞, we first extend the sequence (sj)κj=0, by virtue of Theorem 7.16, to
a sequence (sj)
κ+1
j=0 ∈ F
<
q,κ+1,α,β. In view of Remarks 7.18 and 9.3, then the assertion follows
from Remarks 7.30 and 7.3 and Proposition 9.8.
Using the parallel sum given via (7.11), the effect caused by Fα,β-transformation on the
Fα,β-parameters can be completely described:
Corollary 9.10. Assume κ ≥ 1 and let (sj)κj=0 ∈ F
<
q,κ,α,β with Fα,β-transform (tj)
κ−1
j=0 . Denote
by (gj)
2(κ−1)
j=0 the Fα,β-parameter sequence of (tj)
κ−1
j=0 . Then g0 = δ(f1 ⊤−⊥ f2) and gj = δfj+2 for
all j ∈ Z1,2(κ−1).
Proof. According to (7.10), we have g0 = t0. Because of Proposition 7.11, the sequence (sj)κj=0
belongs to Dq×q,κ. Hence, we infer t0 = d1 from Lemma 8.29. By virtue of Proposition 7.31,
furthermore d1 = δ(f1⊤−⊥f2) holds true. Consequently, we get g0 = δ(f1⊤−⊥f2). Theorem 9.4 yields
(tj)
κ−1
j=0 ∈ F
<
q,κ−1,α,β. Taking into account the recursive construction of the k-th Fα,β-transform,
we can then conclude gj = δfj+2 for all j ∈ Z1,2(κ−1) from Proposition 9.8.
We are now going to show that the Fα,β-transformation of an [α, β]-non-negative definite
sequence essentially coincides with left shifting of the corresponding Fα,β-parameter sequence
or the [α, β]-interval parameter sequence. By virtue of the recursive construction of the k-th
Fα,β-transform, we infer from Corollary 9.9 immediately:
Proposition 9.11. Let k ∈ Z0,κ and let (sj)κj=0 ∈ F
<
q,κ,α,β with sequence of [α, β]-interval
lengths (dj)κj=0 and k-th Fα,β-transform (s
{k}
j )
κ−k
j=0 . Then (δ
kdk+j)
κ−k
j=0 coincides with the se-
quence of [α, β]-interval lengths associated with (s{k}j )
κ−k
j=0 .
Corollary 9.12. Let k, ℓ ∈ Z0,κ and let (sj)κj=0 ∈ F
<
q,κ,α,β be completely [α, β]-degenerate of
order ℓ. Then (s{k}j )
κ−k
j=0 is completely [α, β]-degenerate of order max{0, ℓ− k}.
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Proof. According to Definition 7.42 and Proposition 7.25, we have dj = Oq×q for all j ∈ Zℓ,κ.
By virtue of Proposition 9.11 and Definition 7.42, then the assertion follows.
Theorem 9.13. Let (sj)κj=0 ∈ F
<
q,κ,α,β with Fα,β-parameter sequence (fj)
2κ
j=0 and sequence of
[α, β]-interval lengths (dj)κj=0. Let k ∈ Z0,κ and denote by (s
{k}
j )
κ−k
j=0 the k-th Fα,β-transform
of (sj)κj=0 and by (gj)
2(κ−k)
j=0 the Fα,β-parameter sequence of (s
{k}
j )
κ−k
j=0 . Then g0 = δ
k−1dk
and gj = δkf2k+j for all j ∈ Z1,2(κ−k).
Proof. In view of (7.10) and (7.8), the assertions are obviously valid for k = 0. Now assume κ ≥
1 and k ∈ Z1,κ. Denote by (tj)
κ−(k−1)
j=0 the (k−1)-th Fα,β-transform of (sj)
κ
j=0 and by (lj)
κ−(k−1)
j=0
the sequence of [α, β]-interval lengths associated with (tj)
κ−(k−1)
j=0 . According to Theorem 9.4,
we have (s
{m}
j )
κ−m
j=0 ∈ F
<
q,κ−m,α,β for all m ∈ Z0,κ. In particular, (tj)
κ−(k−1)
j=0 ∈ F
<
q,κ−(k−1),α,β.
From Proposition 7.11 then (tj)
κ−(k−1)
j=0 ∈ Dq×q,κ−(k−1) follows. Hence, Lemma 8.29 yields
t
{1}
0 = l1. Using Proposition 9.11, we conclude l1 = δ
k−1dk. In view of t
{1}
0 = s
{k}
0 = g0, we
obtain thus g0 = δ
k−1dk. By virtue of the recursive construction of the k-th Fα,β-transform,
the repeated application of Corollary 9.10 provides gj = δ
kf2k+j for all j ∈ Z1,2(κ−k).
Theorem 9.14. Let (sj)κj=0 ∈ F
<
q,κ,α,β with sequence of [α, β]-interval lengths (dj)
κ
j=0 and
[α, β]-interval parameter sequence (ej)κj=0. Let k ∈ Z0,κ and denote by (s
{k}
j )
κ−k
j=0 the k-th
Fα,β-transform of (sj)κj=0. Then (s
{k}
j )
κ−k
j=0 belongs to F
<
q,κ−k,α,β and the [α, β]-interval param-
eter sequence (pj)
κ−k
j=0 of (s
{k}
j )
κ−k
j=0 fulfills p0 = δ
k−1dk and pj = ek+j for all j ∈ Z1,κ−k.
Proof. Theorem 9.4 yields (s{k}j )
κ−k
j=0 ∈ F
<
q,κ−k,α,β. Denote by (gj)
2(κ−k)
j=0 the Fα,β-parameter
sequence of (s
{k}
j )
κ−k
j=0 . In view of Theorem 9.13, we have p0 = g0 = δ
k−1dk. From Proposi-
tion 9.11, Theorem 9.13, and Remarks A.6 and A.10, we get, for all j ∈ Z1,κ−k, furthermore
pj =
[
(δkd(k+j)−1)
1/2
]†
g2j
[
(δkd(k+j)−1)
1/2
]†
= (δk/2d
1/2
(k+j)−1)
†(δkf2k+2j)(δ
k/2d
1/2
(k+j)−1)
†
=
[
δ−k/2(d
1/2
(k+j)−1)
†
]
(δkf2(k+j))
[
δ−k/2(d
1/2
(k+j)−1)
†
]
= ek+j.
Corollary 9.15. If (sj)κj=0 ∈ F
≻
q,κ,α,β, then (s
{k}
j )
κ−k
j=0 ∈ F
≻
q,κ−k,α,β for all k ∈ Z0,κ.
Proof. In view of δ > 0 and Proposition 7.23, we have δk−1dk ∈ C
q×q
≻ for all k ∈ Z0,κ. The
combination of Theorem 9.14 and [24, Prop. 6.36] completes the proof.
Corollary 9.16. Assume κ ≥ 1, let k ∈ Z0,κ−1, let ℓ ∈ Z1,κ, and let (sj)κj=0 ∈ F
<
q,κ,α,β
be [α, β]-central of order ℓ. Then (s{k}j )
κ−k
j=0 is [α, β]-central of order max{1, ℓ− k}.
Proof. According to Proposition 7.40 and Notation 7.39, we have ej =
1
2Pℓ−1 for all j ∈ Zℓ,κ.
Denote by (lj)
κ−k
j=0 the sequence of [α, β]-interval lengths associated with (s
{k}
j )
κ−k
j=0 and by
(pj)
κ−k
j=0 the [α, β]-interval parameter sequence of (s
{k}
j )
κ−k
j=0 . Proposition 9.11 yields lj = δ
kdk+j
for all j ∈ Z0,κ−k. In view of δ > 0, hence PR(lj) = PR(dk+j) = Pk+j for all j ∈ Z0,κ−k. From
Theorem 9.14 we infer pj = ek+j for all j ∈ Z1,κ−k. For all m ∈ N with ℓ− k ≤ m ≤ κ− k, we
have then pm = ek+m =
1
2Pk+m−1 =
1
2PR(lm−1). Since (s
{k}
j )
κ−k
j=0 belongs to F
<
q,κ−k,α,β, in view
of Theorem 9.4, the application of Proposition 7.40 completes the proof.
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10. A Schur type transformation for matrix measures on [α, β]
As a main result of this last section we are going to characterize for non-negative Hermitian
measures on the compact interval [α, β] of the real axis a centrality property associated to Defi-
nition 7.38. To that end we realize that centrality in this sense is equivalent to obtaining essen-
tially a matricial version of the arcsine distribution after transforming the given non-negative
Hermitian measure several times in accordance with the algorithm considered in Section 9 ap-
plied to the corresponding moment sequence. Observe that the following construction is well
defined due to Proposition 7.6 and Theorem 9.4:
Definition 10.1. Let σ ∈M<q ([α, β]) with sequence of power moments (sj)
∞
j=0 and let k ∈ N0.
Denote by (s
{k}
j )
∞
j=0 the k-th Fα,β-transform of (sj)
∞
j=0 and by σ
{k} the uniquely determined
element in M<q,∞[[α, β]; (s
{k}
j )
∞
j=0,=]. Then we call σ
{k} the k-th M[α, β]-transform of σ.
Against to the background of Proposition 7.7 and Theorem 7.34, we generalized in [24,
Section 8] several results from the scalar theory of canonical moments to the matrix case:
Definition 10.2. Let σ ∈ M<q ([α, β]) with sequence of power moments (s
(σ)
j )
∞
j=0. Denote
by (e
(σ)
j )
∞
j=0 the [α, β]-interval parameter sequence of (s
(σ)
j )
∞
j=0 and by (d
(σ)
j )
∞
j=0 the sequence
of [α, β]-interval lengths associated with (s
(σ)
j )
∞
j=0. Then we call (e
(σ)
j )
∞
j=0 the sequence of
matricial canonical moments associated with σ and (d(σ)j )
∞
j=0 the sequence of matricial interval
lengths associated with σ.
Theorem 10.3 ( [24, Thm. 8.2]). The mapping Π[α,β] : M
<
q ([α, β]) → E
<
q,∞,δ given by σ 7→
(e
(σ)
j )
∞
j=0 is well defined and bijective.
Regarding Proposition 7.7, we have:
Proposition 10.4. Let k ∈ N0 and let σ ∈M<q ([α, β]) with k-th M[α, β]-transform µ. Then
e
(µ)
0 = δ
k−1d
(σ)
k and e
(µ)
j = e
(σ)
k+j for all j ∈ N. Furthermore, d
(µ)
j = δ
kd
(σ)
k+j for all j ∈ N0. In
particular, µ([α, β]) = δk−1d(σ)k .
Proof. Use Theorem 9.14 and Proposition 9.11 together with (2.1) and (7.8).
Let Ω ∈ BR \ {∅}. Then let M
<,mol
q (Ω) be the set of all σ ∈ M
<
q (Ω) for which there exists
a finite subset B of Ω satisfying σ(Ω \B) = Oq×q. The elements of M
<,mol
q (Ω) are said to be
molecular. Obviously, M<,molq (Ω) is the set of all σ ∈ M
<
q (Ω) for which there exist an m ∈ N
and sequences (ξℓ)
m
ℓ=1 and (Aℓ)
m
ℓ=1 from Ω and C
q×q
< , resp., such that σ =
∑m
ℓ=1 δξℓAℓ, where δξℓ
is the Dirac measure on (Ω,BΩ) with unit mass at ξℓ. In particular, M
<,mol
q (Ω) ⊆M
<
q,∞(Ω).
It was shown in [24, Prop. 8.4] that σ ∈ M<q ([α, β]) is molecular if and only if d
(σ)
k = Oq×q
for some k ∈ N, which, in view of Definition 7.42, is equivalent to (s
(σ)
j )
∞
j=0 being com-
pletely [α, β]-degenerate of order k. This leads to a characterization in terms of the k-th
M[α, β]-transforms:
Proposition 10.5. Let σ ∈ M<q ([α, β]). Then σ is molecular if and only if σ
{k} coincides
with the q × q zero measure on ([α, β],B[α,β]) for some k ∈ N0.
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Proof. First observe that Proposition 10.4 yields σ{ℓ}([α, β]) = δℓ−1d(σ)ℓ for all ℓ ∈ N0. Taking
into account δ > 0, for all ℓ ∈ N0 we have then σ
{ℓ}([α, β]) = Oq×q if and only if d
(σ)
ℓ = Oq×q.
If σ is molecular, then [24, Prop. 8.4] yields d
(σ)
k = Oq×q for some k ∈ N, implying
σ{k}([α, β]) = Oq×q, i. e. σ
{k} is the q × q zero measure on ([α, β],B[α,β]).
Conversely, assume that there is some k ∈ N0 such that σ
{k} is the q × q zero measure on
([α, β],B[α,β]). If k = 0, then σ is molecular, since σ = σ
{0}. Now assume k ≥ 1. Then
σ{k}([α, β]) = Oq×q, implying d
(σ)
k = Oq×q. From [24, Prop. 8.4] we can conclude then that σ
is molecular.
The notion of centrality in the sense of Definition 7.38 carries over to non-negative Hermitian
measures on ([α, β],B[α,β]) in an obvious way:
Definition 10.6. Let σ ∈M<q ([α, β]) with sequence of power moments (s
(σ)
j )
∞
j=0 and let k ∈ N.
We call σ central of order k if (s(σ)j )
∞
j=0 is [α, β]-central of order k.
We are going to characterize centrality in terms of the k-th M[α, β]-transforms. First we
supplement [24, Lem. 8.11]:
Lemma 10.7. Let M ∈ Cq×q< and let ν ∈ M
<
1 ([α, β]). Then σ : B[α,β] → C
q×q
< defined
by σ(B) := [ν(B)]M belongs to M<q ([α, β]) and has sequence of power moments (s
(ν)
j M)
∞
j=0
and sequence of matricial interval lengths (d(ν)j M)
∞
j=0. Furthermore, e
(σ)
0 = e
(ν)
0 M and e
(σ)
j =
e
(ν)
j PR(M) for all j ∈ N.
Proof. This follows from (2.1), Remark 7.19, and the combination of Proposition 7.7 with
Lemma 7.36.
Let λ : BR → [0,∞) be the Lebesgue measure. For each Ω ∈ BR \ {∅}, we denote by λΩ the
restriction of λ to BΩ. Furthermore, for all a, b ∈ R with a < b, let f[a,b] : [a, b] → [0,∞) be
defined by f[a,b](x) := 0 if x ∈ {a, b} and by f[a,b](x) := [π
√
(x− a)(b− x)]−1 if x ∈ (a, b).
Example 10.8. Let ν : B[0,1] → [0, 1] be the arcsine distribution given by ν(A) :=∫
A f[0,1]dλ[0,1]. It is a probability distribution having (classical) canonical moments pk = 1/2
for all k ∈ N (cf. [12, Example 1.3.6]). By virtue of (7.13), then its sequence of matricial canon-
ical moments in the sense of Definition 10.2 fulfills e
(ν)
0 = 1 and e
(ν)
j = 1/2 for all j ∈ N. Let
T : [0, 1] → [α, β] be defined by T (x) := δx+α and denote by τ the image measure of ν under
T . Then τ(B) =
∫
B f[α,β]dλ[α,β] for all B ∈ B[α,β]. In view of δ > 0, furthermore the sequence
of matricial canonical moments associated with τ coincides, according to [24, Prop. 8.12],
with (e
(ν)
j )
∞
j=0. Let M ∈ C
q×q
< . Because of Lemma 10.7, then µ : B[α,β] → C
q×q
< defined by
µ(B) := [τ(B)]M belongs to M<q ([α, β]) and its sequence of matricial canonical moments ful-
fills e
(µ)
0 = e
(τ)
0 M = M and e
(µ)
j = e
(τ)
j PR(M) =
1
2PR(M) for all j ∈ N. (This sequence already
occurred in Example 7.41.)
Theorem 10.9. Let σ ∈ M<q ([α, β]) and let k ∈ N. Then σ is central of order k if and only
if σ{k−1} fulfills
σ{k−1}(B) = δk−2
(∫
B
f[α,β]dλ[α,β]
)
d
(σ)
k−1 for all B ∈ B[α,β]. (10.1)
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Proof. Setting µ := σ{k−1} and M := µ([α, β]), Proposition 10.4 yields M = δk−2d(σ)k−1. De-
note by (sj)
∞
j=0 the sequence of power moments associated with σ. Then the (k − 1)-th
Fα,β-transform (s
{k−1}
j )
∞
j=0 of (sj)
∞
j=0 coincides, by definition, with the sequence of power
moments associated with µ. In particular, s
{k−1}
0 = M and the sequence of matricial canon-
ical moments (e
(µ)
j )
∞
j=0 associated with µ is exactly the [α, β]-interval parameter sequence of
(s
{k−1}
j )
∞
j=0. According to Proposition 7.7, the sequences (sj)
∞
j=0 and (s
{k−1}
j )
∞
j=0 both belong
to F<q,∞,α,β.
First suppose that σ is central of order k, i. e., (sj)
∞
j=0 is [α, β]-central of order k. In view of
Corollary 9.16, hence (s
{k−1}
j )
∞
j=0 is [α, β]-central of order 1. Consequently, from Example 7.41
we get e
(µ)
0 = s
{k−1}
0 =M and e
(µ)
j =
1
2PR(M) for all j ∈ N. Taking into account Theorem 10.3,
we can conclude from Example 10.8 for all B ∈ B[α,β] then µ(B) = (
∫
B f[α,β]dλ[α,β])M , imply-
ing (10.1) by M = δk−2d
(σ)
k−1.
Conversely suppose that (10.1) holds true. Since M is non-negative Hermitian by construc-
tion, we can conclude from Example 10.8 then e
(µ)
0 = M and e
(µ)
j =
1
2PR(M) for all j ∈ N.
Proposition 10.4 yields e
(µ)
j = e
(σ)
k−1+j for all j ∈ N. Because of δ > 0, for all ℓ ∈ Zk,∞, we
obtain consequently e
(σ)
ℓ = e
(µ)
ℓ−k+1 =
1
2PR(M) =
1
2PR(d
(σ)
k−1
)
. According to Proposition 7.40, then
(sj)
∞
j=0 is [α, β]-central of order k, i. e., σ is central of order k.
A. Some facts from matrix theory
This appendix contains a summary of results from matrix theory, which are used in this paper.
What concerns results on the Moore–Penrose inverse A† of a complex matrix A, we refer
to [14, Section 1]. Results on the Kronecker product A⊗B of complex matrices A and B can
be found, e. g., in [29, Section 4.2].
Remark A.1. Let m,n ∈ N and let A1, A2, . . . , Am and B1, B2, . . . , Bn be complex p× q ma-
trices. If M ∈ Cq×p is such that AjMBk = BkMAj holds true for all j ∈ Z1,m and all
k ∈ Z1,n, then (
∑m
j=1 ηjAj)M(
∑n
k=1 θkBk) = (
∑n
k=1 θkBk)M(
∑m
j=1 ηjAj) for all complex num-
bers η1, η2, . . . , ηm and θ1, θ2, . . . , θn.
Remark A.2. If n ∈ N and A1, A2, . . . , An ∈ Cp×q, then R(
∑n
j=1 ηjAj) ⊆
∑n
j=1R(Aj) and⋂n
j=1N (Aj) ⊆ N (
∑n
j=1 ηjAj) for all η1, η2, . . . , ηn ∈ C.
Remark A.3. Let η ∈ C and let B ∈ Cp×q. Denote by A the complex 1× 1 matrix with entry
η. Then A⊗B = ηB.
Remark A.4. If A ∈ Cm×n, B ∈ Cp×q, C ∈ Cn×s, and D ∈ Cq×v, then (A ⊗ B)(C ⊗ D) =
(AC)⊗ (BD).
Remark A.5. If A ∈ Cp×q, then (A†)† = A and (A∗)† = (A†)∗.
Remark A.6. If η ∈ C and A ∈ Cp×q, then (ηA)† = η†A†.
Remark A.7. Let U ∈ Cu×p with U∗U = Ip, let V ∈ Cq×v with V V ∗ = Iq, and let A ∈ Cp×q.
Then (UAV )† = V ∗A†U∗.
Remark A.8. If D ∈ Cp×r and E ∈ Cq×s, then (D ⊕ E)† = D† ⊕ E†.
Remark A.9 (cf. [2, Ex. 3, p. 54]). If A ∈ Cm×n and B ∈ Cp×q, then (A⊗B)† = A† ⊗B†.
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Remark A.10. If A ∈ Cq×q fulfills detA 6= 0, then A† = A−1.
Remark A.11. If A ∈ Cp×q, then PR(A) = AA
† and PR(A∗) = A
†A.
Remark A.12. If A ∈ Cp×q, then:
(a) Let B ∈ Cp×m. Then R(B) ⊆ R(A) if and only if AA†B = B.
(b) Let C ∈ Cn×q. Then N (A) ⊆ N (C) if and only if CA†A = C.
Remark A.13. The set Cq×q< is a convex cone in the R-vector space C
q×q
H .
Remark A.14. If A ∈ Cq×q< and X ∈ C
q×p, then X∗AX ∈ Cp×p< .
Remark A.15 (cf. [14, Lem. 1.1.9(b)]). If M =
[
A B
C D
]
is the block representation of a non-
negative Hermitian (p+ q)× (p + q) matrix M with p× p block A, then C = B∗ and the
matrices A and M/A := D − CA†B are both non-negative Hermitian.
Remark A.16 (cf. [29, Cor. 4.2.13]). If A ∈ Cm×m
<
and B ∈ Cq×q
<
, then A⊗B ∈ Cmq×mq
<
.
Remark A.17. If A,B ∈ Cq×qH fulfill ηB 4 A 4 θB for some η, θ ∈ R, then N (B) ⊆ N (A) and
R(A) ⊆ R(B).
The following result on Schur complements (4.1) is a slight modification of [42, Thm. 1.3]:
Lemma A.18. Let M =
[
A B
C D
]
be the block representation of a complex (p+ q)× (r + s) ma-
trix M with p× r Block A, let X ∈ Cm×p, let Y ∈ Cn×p, let Z ∈ Cn×q, let U ∈ Cr×u, let
V ∈ Cr×v, and let W ∈ Cs×v. If X∗X = Ip and UU∗ = Ir, then N :=
[
X Om×q
Y Z
]
M
[
U V
Os×u W
]
admits the block representation
N =

 XAU X(AV +BW )
(Y A+ ZC)U Y AV + Y BW + ZCV + ZDW


and N/(XAU) = Y (Ip −AA†)BW + ZC(Ir −A†A)V + Z(M/A)W .
Proof. In view of Remark A.7, we have U(XAU)†X = UU∗A†X∗X = A†. Taking into account
(3.1), we hence obtain
(Y A+ ZC)U(XAU)†X(AV +BW ) = Y AV + Y AA†BW + ZCA†AV + ZCA†BW.
By virtue of (4.1), consequently,
N/(XAU) = Y BW + ZCV + ZDW − Y AA†BW − ZCA†AV − ZCA†BW
= Y (Ip −AA
†)BW + ZC(Ir −A
†A)V + Z(M/A)W.
A square matrix A is called unipotent, if its difference A − I with the identity matrix I is
nilpotent, i. e., if (A − I)k = O for some k ∈ N. Obviously, the following block triangular
matrices have this property:
Notation A.19. For each n ∈ N0 denote by Lp,n (resp., Up,n) the set of all lower (resp., upper)
p× p block triangular matrices belonging to C(n+1)p×(n+1)p with matrices Ip on its block main
diagonal.
Remark A.20. For each n ∈ N0 the sets Lp,n and Up,n are both subgroups of the general linear
group of invertible complex (n+ 1)p × (n+ 1)p matrices.
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Remark A.21. Let n ∈ N0 and let M ∈ Lp,n ∪ Up,n. Then detM = 1.
Remark A.22. Let ℓ,m ∈ N, let M =
[
A B
C D
]
be the block representation of a complex
(n + 1)p × (n+ 1)p matrix M with ℓp× ℓp Block A, and let n := ℓ+m− 1. Then:
(a) M ∈ Lp,n if and only if A ∈ Lp,ℓ−1, D ∈ Lp,m−1, and B = Oℓp×mp.
(b) M ∈ Up,n if and only if A ∈ Up,ℓ−1, D ∈ Up,m−1, and C = Omp×ℓp.
Remark A.23 (cf. [17, Lem. A.3]). Let n ∈ N0, let D0,D1, . . . ,Dn and E0, E1, . . . , En be
complex p× q matrices, let L,M ∈ Lp,n, and let U,V ∈ Uq,n. If L · diag(D0,D1, . . . ,Dn) · U =
M · diag(E0, E1, . . . , En) · V, then Dj = Ej for all j ∈ Z0,n.
Using the classes Lp,n and Uq,n, we can introduce an equivalence relation for complex
(n + 1)p × (n+ 1)q matrices:
Notation A.24. If n ∈ N0 and A,B are two complex (n+ 1)p× (n+ 1)q matrices, then we
write A ∼n,p×q B if there exist matrices L ∈ Lp,n and U ∈ Uq,n such that B = LAU. If
the corresponding (block) sizes are clear from the context, we will omit the indices and write
A ∼ B.
Remark A.25. Remark A.20 shows that, for a fixed number n ∈ N0, the relation ∼n,p×q is an
equivalence relation on the set of complex (n+ 1)p × (n+ 1)q matrices.
In view of Remark A.22, we have furthermore:
Remark A.26. Let ℓ,m ∈ N0, let A,B be two complex (ℓ+ 1)p × (ℓ+ 1)q matrices, and let
X,Y be two complex (m+ 1)p × (m+ 1)q matrices. If A ∼ℓ,p×q B and X ∼m,p×q Y, then
(A⊕ X) ∼n,p×q (B⊕ Y), where n := ℓ+m+ 1.
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