With the increasing use of polytomous item response theory (IRT) models for scoring and equating performance assessments as well as survey or personality instruments on which respondents indicate degree of agreement, it is important to assess the degree to which the observed data fit the IRT model used. PARSCALE (Muraki & Bock, 1997) , a software package for estimating the parameters for several polytomous IRT models, computes and displays one fit index, a log-likelihood χ 2 , G 2 , as follows: 
where H j is the number of ability intervals for item j; m j is one less than the number of response or score categories for item j; r hjk is the number of examinees in interval h with a score on item j in category k; N hj is the total number of examinees in interval h; and P jk (θ) is the probability of scoring in category k of item j, estimated by the item response function at the mean ability of examinees in interval h using expected a posteriori ability estimates. The degrees of freedom are equal to the number of score intervals multiplied by one less than the number of categories. When there are only two categories (a dichotomous item), this fit index reduces to the index available from BILOG (Mislevy & Bock, 1990) , with degrees of freedom equal to the number of score interval groups.
Some other fit indices correct the degrees of freedom for the number of item parameters estimated. For example, Yen's (1981) Q 1 index, proposed for use with dichotomous items, involves subtracting 3 from the degrees of freedom for the three-parameter logistic model (3-PL), 2 for the twoparameter logistic model (2-PL), and 1 for the one-parameter logistic model (1-PL). Q 1 is calculated as follows:
where N j is the number of examinees in ability interval j, O ij is the observed proportion of examinees in interval j who answer item i correctly, and E ij is the mean probability of examinees in interval j answering item i correctly. In contrast to PARSCALE's fit index, the expected probability is estimated for each examinee, given the examinee's estimated ability, and then averaged across examinees in interval j rather than estimated at the mean ability in interval j. Bock's (1972) index was a very similar index for use with dichotomous or polytomous nominal items, except that the expected probability was calculated somewhat differently. (Bock suggested calculating the probability at either the interval group median or the group centroid on the basis of the normal curve instead of calculating a probability for each examinee and then averaging, perhaps because these group probabilities were also used in his parameter estimation process.) For the nominal response model, the number of item parameters is 2 × (Categories -1); Bock subtracted this from the degrees of freedom for his χ 2 test of fit. Yen's (1981) and Bock's indices were designed for use with item parameters estimated through joint maximum likelihood methods. (In the same work, Bock proposed another index for testing the fit of the test as a whole, but not individual items, for use with marginal methods, which at that time were difficult to implement for more than a few items because the estimation methods required grouping students with the same response pattern.) In BILOG and PARSCALE, the degrees of freedom are not adjusted for the number of item parameters because in marginal maximum likelihood, Mislevy and Bock (1990) assert, "the residuals are not under linear constraints and there is no loss of degrees of freedom due to the fitting of the item parameters." Stone (2000 Stone ( , 2003 explained that Bock's (1972) procedure adjusts the degrees of freedom for the uncertainty in estimated item parameters but not for the uncertainty in ability estimates. Yen (1981) used the same adjustment of the degrees of freedom, with the rationale that for long tests, ability is well estimated. BILOG and PARSCALE do not adjust degrees of freedom for uncertainty in either the item parameters or ability estimates.
Type I Error Rates
For dichotomous items, McKinley and Mills (1985) examined the performance of a log-likelihood χ 2 index the same as equation 1, except that the number of item parameters was subtracted from the degrees of freedom (note that joint maximum likelihood was used). They included Yen's (1981;  equation 2) and Bock's (1972) indices as well. McKinley and Mills studied samples of 500, 1,000, and 2,000, with test lengths of 75 items, and found Type I error rates close to nominal α for the log-likelihood χ 2 index. Bock's χ 2 , Yen's χ 2 , and a modification of Wright and Mead's χ 2 had higher Type I error rates and similar power.
In contrast, Orlando and Thissen (2000) showed that Yen's (1981) Q 1 and McKinley and Mills's (1985) index both had very high Type I error rates for dichotomous items, particularly for short tests. With sample sizes of 1,000, for a nominal α of .05, empirical α was around .95 for 10-item tests, between .10 and .29 for 40-item tests, and somewhat lower but still inflated for 80-item tests. Orlando and Thissen found more accurate results for an index similar to Yen's conceptually except that it did not involve estimating θ and instead grouped examinees by number-correct score and used an algorithm to predict expected response for each number correct score. This procedure was less successful at reducing the Type I error rates for the log-likelihood ratio χ 2 . However, Glas and Suárez Falcón (2003) used Orlando and Thissen's (2000) procedure with the log-likelihood ratio χ 2 and found acceptable Type I error rates, particularly for tests of 20 or more items, even with sample sizes as large as 4,000. They suggested that this difference could be due to differences in item parameters. They also proposed another index based on a Lagrange multiplier (LM) test. As in Orlando and Thissen's procedure, for this index, examinees are grouped by number-correct scores rather than estimated trait scores, and the LM index also takes into account the standard errors in the item parameter estimates. This index led to Type I error rates near the nominal α level. Glas and Suárez Falcón's study also showed poor results for the usual log-likelihood ratio index where examinees were grouped on the basis of estimated trait levels. 44 EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT Reise (1990) also found that Bock's (1972) χ 2 test led to inflated Type I errors for dichotomous items. For a nominal α of .05, he found an empirical α of .21. Reise found that a procedure adapted from person fit (appropriateness measurement) kept the actual α close to the nominal α.
For polytomous items, Stone and Hansen (2000) examined a Pearson's χ 2 -type index similar to Yen's (1981) or Bock's (1972) and a log-likelihood ratio index similar to PARSCALE's index. Using true item parameters and true abilities, Type I error rates were somewhat inflated, more so for the loglikelihood ratio than for Pearson's χ 2 . However, using estimated abilities and true item parameters, Type I error rates were extremely inflated, especially for short tests. For example, for an eight-item test with a nominal α of .05, actual α ranged from .75 to 1.00 for the selected items displayed. The α inflation was smaller with longer tests or smaller sample sizes. The log-likelihood index studied by Stone and Hansen differed somewhat from PARSCALE's index; item parameters were known rather than estimated, and .000001 was added to cells with an expected frequency of 0, compared with PARSCALE's procedure of combining groups so that all cells have an expected frequency of at least 5. However, the index was similar enough to raise doubts about PARSCALE's index.
Given these mixed findings on the Type I error rates of fit indices for dichotomous items, and the pessimistic finding in one study of polytomous items, an evaluation of the Type I error rate for PARSCALE's fit index for polytomous items appears warranted. In this study, data were generated to fit either a graded response model (Samejima, 1969) or a partial credit model (Masters, 1982) . From the simulated data, the item parameters were recovered in PARSCALE and the fit index was studied.
Method

Generation of Item Parameters
The partial credit model, as parameterized for this study, was 
where P ij (θ) is the probability of scoring or selecting category j in item i, given trait score θ; a is the item discrimination, held constant across items; b ij is the category parameter (step difficulty) for category j (the transition for DEMARS 45
which j -1 and j are equally likely); and m i is the number of categories for item i (numbered from 0 to m i -1 here). There is one less step difficulty than the number of categories; there is no parameter for the first category, because the first transition is between the first and second categories (0 and 1), and θ -b i0 is defined to be 0 for any θ (or the summations can start at j = 1 if 1 is added to the denominator). This can be made equivalent to Masters's (1982) partial credit model by fixing the discrimination to 1, effectively removing it from the function, and freeing the variance of θ. PARSCALE instead estimates the discrimination and fixes the variance of θ to 1.
The graded response model, as parameterized for this study, was 
where P ij + (θ) is the probability of scoring or selecting category j or higher for item i, given θ; a i is the item discrimination for item i; and b ij is the category parameter (threshold) for category j in item i.
As in the partial credit model, there is one less category parameter than the number of categories (the probability of choosing the first category or higher is 1, so the first threshold occurs between the first and second categories, or scores 0 and 1), and a five-category item would have four category parameters.
For each of these models (partial credit and graded response), item parameters were simulated for one hundred 10-item tests and one hundred 20-item tests, with five response categories in each item. For the partial credit model, the discriminations were set at 1.0. (For readers accustomed to using a constant of 1.7 in equation 3, this would be equivalent to a discrimination of 0.588.) For the graded response model, the logs of the discrimination parameters were randomly selected from a normal distribution with a mean of -0.23 and a standard deviation of 0.5. The log of 0.588 is -0.23, so the average discrimination was about equal to the average discrimination for the partial credit model, taking into consideration that the graded response model used here had a constant of 1.7 and the partial credit model did not. The first category parameter (threshold or step difficulty) for each item was drawn from a uniform distribution between -2 and 1, and successive category parameters in the same item were 0.33 units apart. The category parameters had different meanings in the partial credit and graded response models and were kept the same only for simplicity in parameter generation. Again, each of the 100 replications used different items, simulating a different test drawn from the same item population, so for each condition, there were 100 different sets of items.
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Simulation of Response Data
Simulees were drawn from a normal (0, 1) distribution or a uniform (-2, 2) distribution. For each of the 100 test forms, 1,000 simulees were generated. To simulate response to an item, the cumulative probability of the simulee responding in each category or lower was calculated. A random number was drawn using the ranuni function in SAS 8, and the simulee's response was the lowest category for which the cumulative probability exceeded the random number.
Results
Item parameters were estimated in PARSCALE, with the models as specified in equations 3 and 4 (i.e., equal slopes for the partial credit model, with constants of 1.7 for the graded response model and 1 for the partial credit model). Fit statistics with 10 groups were requested. PARSCALE combines groups such that the minimum expected cell size is 5, so varying numbers of ability groups were actually used, up to 10. The maximum number of iterations was increased to 200 with 5 Newton cycles, and the FREE option was used to empirically estimate the posterior distribution of ability. Otherwise, program defaults were used.
In the 20-item conditions, the estimation stopped with the message "matrix is singular" in seven of the graded response test forms. Changing the constant from 1.7 to 1 (which should have no effect on the fit statistics) allowed the estimation to run properly. (I have no mathematical explanation for why changing the constant would affect the singularity of the matrix in PARSCALE, but previous experience has shown that it sometimes does, as in these cases.) In the 10-item conditions, more problems occurred in estimation, both problems with singular matrices and floating point errors. Changing the scaling constant, using prior distributions for the item parameters, or eliminating the Newton cycles helped in some cases. However, floating point errors persisted in 6 of the graded response, normal distribution test forms and 42 of the graded response, uniform distribution test forms. All of these errors occurred during the fit index estimation, after the item parameters were estimated, and if item fit statistics were not requested, the estimations ran fine, with no error messages. In the results discussed below, then, the data for the graded response conditions with 10 items are based on fewer data points.
The proportions of items flagged for misfit, using a nominal α of .05, are shown in Table 1 for each condition. In the 20-item test length conditions, the proportions were based on 2,000 items (20 items per test, 100 test forms). In the 10-item test length conditions, the proportions were based on 1,000 items when all test forms ran successfully (partial credit model). The graded DEMARS 47 response, 10-item conditions were based on only 940 items when the simulees were normally distributed and 580 items when the simulees were uniformly distributed.
The empirical α was close to the nominal α of .05 for both 20-item partial credit conditions and for the graded response, 20-item condition with a normal ability distribution. It was somewhat higher (.11) for the graded response, 20-item condition with a uniform ability distribution and was clearly inflated for all of the 10-item test length conditions.
Further exploration showed that for conditions with inflated Type I error rates, the Type I error rate was particularly high when the degrees of freedom were low. The degrees of freedom varied depending on how many groups were collapsed to reach minimum expected cell sizes of 5. Lower degrees of freedom indicated that more groups were collapsed, so there was a greater range of ability levels in each group. The degrees of freedom, across all conditions, ranged from 9 to 35. Table 2 shows the proportion of items flagged, broken down by degrees of freedom. For the partial credit model, when the test length was 20, the Type I error rate was stable (and close to nominal α, as would be expected) regardless of degrees of freedom. In the other conditions, the Type I rate decreased as the degrees of freedom increased.
Limitations and Conclusions
Limitations
As in any simulation study, decisions had to be made about which conditions to include. Only the partial credit model and the graded response model were studied; using PARSCALE, rating scale models based on each of these models, a generalized partial credit model with varying slopes, or a restricted graded response model with a fixed slope could potentially have been studied as well. Different θ distributions and different sample sizes could have affected the results, as could have different numbers or spacings of categories.
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Conclusions
With 20 five-category items, the Type I error rates for the PARSCALE fit index were close to the nominal α for the partial credit model. The same was true for the graded response model, except when many adjacent groups were collapsed in calculating fit. However, when there were only 10 items per test, the empirical α was much larger than the nominal α. This parallels Orlando and Thissen's (2000) results with the 1-PL, 2-PL, and 3-PL models. They found that a similar log-likelihood χ 2 index had higher Type I error rates with shorter tests (though even their longest tests, with 80 dichotomous items, still showed α inflation for this fit index). Similarly, Stone and Hansen (2000) found with the graded response model that a log-likelihood index (similar but not identical to PARSCALE's procedures) had inflated Type I error when used with short tests. Again, though, even with longer tests of 32 items, they found greater α inflation than was found in this study, perhaps related to the differences in the way the log-likelihood index was implemented (such as not collapsing groups to increase the expected cell frequency) or to differences in the items or sample distribution. Overall, the log-likelihood χ 2 does not seem to be a useful fit index for short tests, but it seems informative for longer tests. Note. Means not shown for cells with fewer than 10 items.
