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Abstract
Starting with the Dirac equation outside the event horizon of a non-extreme Kerr black hole, we
develop a time-dependent scattering theory for massive Dirac particles. The explicit computation
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I. INTRODUCTION
In this paper we develop a time-dependent scattering theory for massive Dirac particles
outside the event horizon of a non-extreme Kerr black hole manifold. Such a solution of the
vacuum Einstein field equations discovered by Kerr in 1963 describes an asymptotically flat
space-time containing nothing but an eternal, rotating black hole, and has been generalized
to the case of charged, spinning black holes by Newman et al. in 1965. Although it is not
the most general model of the exterior region of a black hole we can analyze theoretically,
it represents indeed the most realistic model in astrophysics since in general black holes are
embedded in environments that are rich in gas and plasma and, consequently any net charge
is neutralized by the ambient plasma (see for instance Misner et al. (1999) p.885).
The aim of scattering theory on curved space-times is to provide a detailed description of
the asymptotic behavior in time of some field (in our case Dirac fields). A general feature
of scattering theories on black hole manifolds is that two asymptotic regions are present. In
fact, in the analysis of the propagation of fields outside the event horizon of a black hole we
commonly adopt the point of view of an observer static at space-like infinity, who in turns
perceives the event horizon as an asymptotic region.
There are mainly three motivations for the analysis of our problem. The first one, quite
general on its own, aims to provide a deeper insight into the physics of black holes with
particular attention to the quantum field theory on curved space-times. The second one
is the rigorous mathematical analysis of quantum effects in general relativity such as the
Hawking effect (see Hawking (1975), Bachelot (1997), (1999), (2000), and Melnyk (2004)).
Finally, the third motivation is dictated by the study of resonances, i.e. of the complex
frequencies which are poles of the analytic continuation of the scattering operator. For such
studies in the Schwarzschild geometry we refer to Bachelot, and Motet-Bachelot (1993), and
Sa` Barreto, and Zworski (1998).
Concerning the time-dependent scattering theory for Dirac particles in a Coulomb field we
find some early publications by Dollard (1964), by Dollard, and Velo (1966), and by Enss,
and Thaller (1986). The time-dependent scattering theory for classical, and quantum scalar
fields on the Schwarzschild metric was first obtained by Dimock (1985), and by Dimock, and
Kay (1986a,b), (1987). In the same geometry Bachelot developed the scattering theory for
electromagnetic fields (1991), and Klein-Gordon fields (1994). Regarding Dirac fields in the
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Schwarzschild geometry, Nicolas (1995a) presented a scattering theory for classical massless
Dirac particles, and Jin (1998) constructed wave operators, classical at the event horizon and
Dollard-modified at infinity, in the massive case. Moreover, Melnyk (2003) gave a complete
scattering theory for massive charged Dirac fields in the Reissner-Nordstrφm metric. Finally,
Daude´ (2004) proved the existence and asymptotic completeness of wave operators, classical
at the event horizon, and Dollard-modified at infinity, for classical massive Dirac particles
in the Kerr-Newman geometry by means of the Mourre theory (see Mourre (1981)). For the
nonlinear Klein-Gordon equation on Schwarzschild like metrics partial scattering results by
means of conformal methods have been obtained by Nicolas (1995b). A complete scattering
theory for the wave equation, on stationary, asymptotically flat space-times, was developed
by Ha¨fner (2001).
Whenever we attempt to analyze the scattering properties of fields outside the event horizon
of a Kerr black hole, we are faced with some difficulties which are not present in the picture
of the Schwarzschild metric. First of all, the Kerr solution is only axially symmetric since it
possesses only two commuting Killing vector fields, namely the time coordinate vector field
∂t and the longitude coordinate vector field ∂ϕ. This implies that there is no decomposition
in spin-weighted spherical harmonics. Moreover, another apparent difficulty is due to fact
that it is impossible to find a Killing vector field which is time-like everywhere outside the
black hole. In fact ∂t becomes space-like in the ergo-sphere, a toroidal region around the
horizon. This implies that for field equations describing particles of integer spin (wave equa-
tion, Klein-Gordon, Maxwell) there exists no positive definite conserved energy. For field
equations describing particles with half-integer spin (Weyl, Dirac) we can find a conserved
L2 norm with the usual interpretation of a conserved charge. Hence, the absence of station-
arity in the Kerr metric is not really a difficulty for the scattering theory of classical Dirac
fields. Nevertheless there are only few analytical studies of the propagation of fields outside
Kerr black holes.
Our work represents a new approach to the results obtained by Jin (1998), and by Ha¨fner,
and Nicolas (2004). Firstly, our method is based on an integral representation for the Dirac
propagator outside the event horizon of a non-extreme Kerr manifold: this is new in this
context. Secondly, we are able to compute explicitly the wave operators (Dollard-modified)
at infinity. Moreover, by computing the wave operators (classical) at the event horizon and
introducing suitable global wave operators, it should be possible to give an alternative proof
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for the asymptotic completeness to that one presented by Ha¨fner, and Nicolas, and to cal-
culate the scattering matrix. This will be done in the next future.
Let us briefly describe the contents of this paper. In Section II we give the integral rep-
resentation for the Dirac propagator in the exterior region of a Kerr manifold, and the
asymptotic behavior for the radial solutions. These results are essential to the development
of our theory. In Section III we define the free dynamics asymptotically at infinity, and we
introduce the so-called Dollard-modified wave operators. In Section IV we compute explic-
itly the phase shift we need to implement in the free dynamics. In this section the main
result is Theorem IV.1 where we give an integral representation for the Dollard-modified
wave operators.
II. PRELIMINARIES
In Boyer-Lindquist coordinates (t, r, ϑ, ϕ) with r > 0, 0 ≤ ϑ ≤ π, 0 ≤ ϕ < 2π the Kerr
metric is given by (e.g. Wald)
ds2 =
∆− a2 sin2 ϑ
Σ
dt2+
2a sin2 ϑ(r2 + a2 −∆)
Σ
dtdϕ− Σ
∆
dr2−Σdϑ2 − (r2+ a2)2 Σ˜
Σ
dϕ2 (1)
with
Σ := Σ(r, θ) = r2 + a2 cos2 θ, ∆ := ∆(r) = r2 − 2Mr + a2,
and
Σ˜ := Σ˜(r, ϑ) = 1− a2γ2(r) sin2 ϑ, γ(r) :=
√
∆
r2 + a2
where M , and a are the mass, and the angular momentum per unit mass of the black hole,
respectively. Here, a is allowed to be zero, so that our results apply also to the Schwarzschild
metric. Moreover, we will always work in the non-extreme case M2 > a2 which implies that
the function ∆ has two distinct zeros at the Cauchy horizon r0 = M −
√
M2 − a2, and at
the event horizon r1 = M +
√
M2 − a2. Notice that ∆ > 0 for r > r1. Outside the event
horizon of a non-extreme Kerr manifold the integral representation of the Dirac propagator
for a particle of mass me, charge e, and energy ω is (Theorem 5.4 in Batic, and Schmid
(2006))
ψ(t, x) =
∫ +∞
−∞
dω eiωt
∑
j∈Z\{0}
∑
k∈Z
ψkjω (x)〈ψkjω |ψ0〉, x = (u, ϑ, ϕ) (2)
4
where 〈·|·〉 is the positive definite scalar product
〈ψkjω |ψ0〉 =
∫ +∞
−∞
du
∫ +1
−1
d(cosϑ)
∫ 2π
0
dϕ
√
Σ˜ ψ
kj
ω ψ0, (3)
and ψ0 denotes some initial data in C∞0 (Ω)4 with Ω := R × S2. Here, u ∈ R is the so-
called tortoise coordinate defined by du/dr = (r2 + a2)/∆. Notice that the variable u has
the property to approach −∞ as r approaches the event horizon. Furthermore, k ∈ Z is
the azimuthal quantum number, j ∈ Z\{0} labels the eigenvalues of the angular operator
arising from the Chandrasekhar separation of the Dirac equation into a radial, and an
angular system of ODEs (see Chandrasekhar (1976)), and according to the Chandrasekhar
ansatz ψkjω has the following form
ψkjω (x) =
1√
2π

Rkjω,−(u)S
kj
ω,−(ϑ)
Rkjω,+(u)S
kj
ω,+(ϑ)
Rkjω,+(u)S
kj
ω,−(ϑ)
Rkjω,−(u)S
kj
ω,+(ϑ)
 ei(k+
1
2)ϕ (4)
with Rkjω = (R
kj
ω,−, R
kj
ω,+)
T , and Skjω = (S
kj
ω,−, S
kj
ω,+)
T the radial, and angular components of
the spinor ψkjω , respectively. For further properties on the angular eigenfunctions S
kj
ω we
refer to Finster et al. (2000), and to Batic et al. (2005). As shown in Lemma 6.1-2 in Batic
and, Schmid (2006) in the limit u → −∞ the radial solutions behave for u ≤ u1 < 0 as
follows
Rkjω (u) =
 e−iΩ0u[f (0)− +O(edu)]
e+iΩ0u[f
(0)
+ +O(edu)]
 (5)
with f
(0)
± = c
(0)
± e
∓iΩ0u1 such that |c(0)− |2 + |c(0)+ |2 6= 0, and
Ω0 = ω +
a
(
k + 1
2
)
r21 + a
2
, 0 < d = 4κ+, κ+ =
r1 − r0
2(r21 + a
2)
where κ+ is the surface gravity at r = r1. For u → +∞ we have to distinguish between
the cases |ω| > me, and |ω| < me. In the first case the asymptotic behavior of the radial
functions is for u ≥ u0 > 0
Rkj> (u) = T (ω)
 e−iΦ(u)[f∞− + D(1)−,kj(ω)u +Rkj−,ω(u)]
e+iΦ(u)[f∞+ +
D
(1)
+,kj(ω)
u
+Rkj+,ω(u)]
 , |Rkj±,ω(u)| ≤ |D(2)±,kj(ω)|u2 (6)
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where f∞± = c±e
∓iΦ(u0) with c± ∈ C such that |c−|2 + |c+|2 6= 0,
T (ω) =
 coshΘ sinhΘ
sinhΘ coshΘ
 , Θ = 1
4
log
(
ω +me
ω −me
)
, Φ(u) = κu+
Mm2e
κ
log u,
κ = ǫ(ω)
√
ω2 −m2e, ǫ(ω) =
 +1 if ω > +me−1 if ω < −me ,
and
D
(1)
±,kj(ω) = ±iP˜kj(ω), D(2)±,kj(ω) = −
P˜ 2kj(ω)
2
∓ iPkj(ω)
with
P˜kj(ω) =
κ
2
(
P̂kj(ω)
κ2
+
M2m4e
κ4
)
, P̂kj(ω) = λ
2
j(ω)−m2ea2 − 2
(
k +
1
2
)
aω
Pkj(ω) =
κ
4
(
2M(λ2j (ω)− 2m2ea2)
κ2
+
Mm2eP̂kj(ω)
κ4
+
M3m6e
κ6
)
.
Notice that for some ǫ > 0 Rkj> (u) is smooth in ω ∈ (−∞,−me − ǫ] ∪ [me + ǫ,+∞).
For |ω| < me there are two fundamental solutions with exponential decay, and growth,
respectively which are smooth in ω ∈ [−me+ ǫ,me− ǫ]. In order to disregard the unphysical
solution with exponential growth we normalize the radial solutions Rkj< (u) by imposing that∣∣∣Rkj< (u)∣∣∣→ 1 as u→∞.
III. DOLLARD-MODIFIED WAVE OPERATORS
Because of the presence of two asymptotic regions (u→ ±∞) we need to specify for each
of them an asymptotic dynamics. For u→ +∞ we define the free dynamics by replacing the
Hamiltonian (4.2) in Batic, and Schmid (2006) by its formal limit H∞ when M → 0. Notice
that in this case the Kerr metric goes over to the Minkowski metric in oblate spheroidal
coordinates (OSC). Since du/dr = 1 for M = 0, and r can be extended to negative values,
we can identify the tortoise coordinate u with the spatial variable r. We consider H∞ as an
operator acting on the Hilbert space
H∞ = L2 (Ω, dµ∞)4 , dµ∞ =
√
Σ
u2 + a2
du d(cosϑ) dϕ.
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Moreover, the Hamiltonian H∞ is formally self-adjoint with respect to the positive scalar
product (Sec. 7 ibid.)
〈ψ(∞)|φ(∞)〉(∞) =
∫
Ω
dµ∞ ψ
(∞)
φ(∞), ψ(∞), φ(∞) ∈ H∞, (7)
it is essentially self-adjoint on C∞0 (Ω, dµ∞)4, and it has a unique self-adjoint extension on
the Sobolev space W 1,2(Ω, dµ∞)
4. The Dirac propagator for a particle of mass me, charge
e, and energy ω in the Minkowski metric expressed in OSC is (Lemma 7.2 ibid.)
ψ(∞)(t, x) =
∫
σ(H∞)
dω eiωt
∑
j∈Z\{0}
∑
k∈Z
ψkj,(∞)ω (x)〈ψkj,(∞)ω |ψ(∞)0 〉, x = (u, ϑ, ϕ) (8)
where ψ
(∞)
0 ∈ C∞0 (Ω, dµ∞)4, σ(H∞) = (−∞,−me] ∪ [me,+∞), and
ψkj,(∞)ω (x) =
1√
2π

R
kj,(∞)
ω,− (u)S
kj
ω,−(ϑ)
R
kj,(∞)
ω,+ (u)S
kj
ω,+(ϑ)
R
kj,(∞)
ω,+ (u)S
kj
ω,−(ϑ)
R
kj,(∞)
ω,− (u)S
kj
ω,+(ϑ)
 ei(k+
1
2)ϕ. (9)
Notice that the angular components of the spinor ψ
kj,(∞)
ω are the same as those for ψkjω since
the angular operator arising from the Chandrasekhar separation of the Dirac equation into
a radial, and an angular system of ODEs does not contain the mass parameter M. The
asymptotic behavior of the radial functions is (Lemma 7.3 ibid.)
Rkj,(∞)ω (u) = T (ω)
 e−iκu[f˜ (∞)− + D(1),(∞)−,kj (ω)u +Rkj,(∞)−,ω (u)]
e+iκu[f˜
(∞)
+ +
D
(1),(∞)
+,kj (ω)
u
+R
kj,(∞)
+,ω (u)]
 , |Rkj,(∞)±,ω (u)| ≤ |D(2),(∞)±,kj (ω)|u2
(10)
where f˜
(∞)
± = c˜±e
∓iκu0 with c˜−, c˜+ ∈ C such that |c˜−|2 + |c˜+|2 6= 0. Moreover, Θ, and κ are
defined as in Section II, and
D
(1),(∞)
±,kj (ω) = ±i
P̂kj(ω)
2κ
, D
(2),(∞)
±,kj (ω) = −
P̂ 2kj(ω)
8κ2
.
Clearly, R
kj,(∞)
ω (u) is smooth in ω ∈ (−∞,−me − µ˜] ∪ [me + µ˜,+∞) with µ˜ > 0. In
what follows we consider the full Hamiltonian H as an operator acting on the Hilbert space
H = L2(Ω, dµ)4 with dµ =
√
Σ˜ du d(cosϑ) dϕ. Since we want to compare H with H∞ we
define the smooth bounded identifying operator I∞ : H∞ −→ H as follows
I∞ψ(∞) = χ∞(u)ψ(∞), ψ(∞) ∈ H∞ (11)
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with cut-off function χ∞ ∈ C∞(R) such that
χ∞(u) =

1 if u ≥ û0
η∞(u) if u ∈ [u0, û0]
0 if u ≤ u0
(12)
with 0 ≤ η∞(u) ≤ 1 for û0 ≥ u ≥ u0 > 0. Because of the long-range nature of the
gravitational potential we define asymptotically at infinity the following Dollard-modified
wave operators (see Dollard (1964))
W±(∞)ψ
(∞)
0 = s− lim
t→±∞
e−iHtI∞eiH∞teiδ(t)ψ(∞)0 , ψ(∞)0 ∈ H∞ (13)
under the conditions that the phase shift operator δ(t) commutes with H∞, and that the
limit exists in the strong sense in H. If we apply (2), and (8) we can express (13) as follows(
W±(∞)ψ
(∞)
0
)
(x
′
) = lim
t→±∞
∫
σ(H)
dω
′
∑
j
′
∈Z\{0}
∑
k
′
∈Z
ψk
′
j
′
ω′
(x
′
)
∫
Ω
dµχ∞(u)
∫
σ(H∞)
dω ei(ω−ω
′
)t+iδ(t)
∑
j∈Z\{0}
∑
k∈Z
ψ
k
′
j
′
ω′ (x) ψ
kj,(∞)
ω (x)〈ψkj,(∞)ω |ψ(∞)0 〉(∞). (14)
In preparation of the next results we define the intervals Bǫ(±me) := {ω′ ∈ R||ω′±me| < ǫ},
I+ := {ω ∈ σ(H∞)|0 ≤ ω −me < µ˜}, and I− := {ω ∈ σ(H∞)| − µ˜ ≤ ω +me ≤ 0} for some
ǫ > 0. The following lemma controls uniformly in t the contributions of the frequency sets
Bǫ(±me), and I± to the wave operators asymptotically at infinity.
Lemma III.1 Let E : R −→ B(H), and E∞ : σ(H∞) −→ B(H∞) be the spectral families
associated to the self-adjoint operators H and H∞, respectively. In particular, let us consider
their restrictions on the Borel sets Bǫ := Bǫ(−me) ∪ Bǫ(me), and I := I+ ∪ I−, i.e. Eǫ :
Bǫ −→ B(H), E∞µ˜ : I −→ B(H∞) with
Eǫ :=
∫
R
χBǫ(ω
′
) dE(ω
′
), E∞µ˜ :=
∫
σ(H∞)
χI(ω) dE
∞(ω)
where χBǫ, and χI are the characteristic functions of the intervals Bǫ, and I. Then, for
every κ > 0, and ψ
(∞)
0 ∈ C∞0 (Ω, dµ∞)4 there exist constants µ˜, ǫ > 0 such that for every t
‖U∞(t)ψ(∞)0 − e−iHt(Id− Eǫ)I∞eiH∞t(Id∞ − E∞µ˜ )eiδ(t)ψ(∞)0 ‖H < κ
where U∞(t) := e
−iHtI∞eiH∞teiδ(t), and δ(t) is a phase shift operator commuting with H∞.
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Proof. Since there is no risk of confusion we omit to write explicitly the superscript (∞)
attached to the initial data. Let us define
∆W := e−iHtI∞eiH∞teiδ(t)ψ0 − e−iHt(Id−Eǫ)I∞eiH∞t(Id∞ − E∞µ˜ )eiδ(t)ψ0.
By adding and subtracting the term e−iHtI∞eiH∞t(Id∞ − E∞µ˜ )eiδ(t)ψ0 to ∆W we obtain
∆W = e−iHtI∞eiH∞teiδ(t)E∞µ˜ ψ0 + e−iHtEǫI∞eiH∞teiδ(t)ψ0 − e−iHtEǫI∞eiH∞tE∞µ˜ eiδ(t)ψ0.
Since e−iHt, and eiH∞t are unitary, I∞ is bounded, eiδ(t) commutes with E∞µ˜ , and Eǫ com-
mutes with e−iHt, we have
‖∆W‖H ≤ 2‖E∞µ˜ ψ0‖H∞ + ‖EǫU∞(t)ψ0‖H. (15)
Let us recall that
E∞µ˜ ψ0 =
∑
±
∫
σ(H∞)
dωχI±(ω) dE
(∞)(ω)ψ0.
Without loss of generality we consider the above expression for the set I+. Taking into
account that the idempotent projector E+,∞µ˜ is hermitian, and making use of (5.8) in Batic,
and Schmid (2006), it follows that
‖E+,∞µ˜ ψ0‖2H∞ = 〈E+,∞µ˜ ψ0|E+,∞µ˜ ψ0〉H∞ = 〈ψ0|E+,∞µ˜ ψ0〉H∞ =
∫
σ(H∞)
χI+(ω) d〈ψ0|E∞(ω)ψ0〉
=
∫
σ(H∞)
dωχI+(ω)
d
dω
〈ψ0|E∞(ω)ψ0〉 =
∫
σ(H∞)
dωχI+(ω)〈ψ0,ω|ψ0,ω〉h∞
where ψ0,ω = (Fψ0)(ω) ∈ h∞ is the representative of the element ψ0 ∈ H∞, the map
F : H∞ −→ H∞ is unitary, and 〈ψ0,ω|ψ0,ω〉h∞ = |ψ0,ω|2. For the definition of h∞ see
Theorem 5.2 (ibid.). Thus, we obtain
‖E∞µ˜ ψ0‖2H∞ =
∫
σ(H∞)
dωχI(ω)|ψ0,ω|2.
Since the r.h.s. of the above expression converges to zero with the length of I, by choosing
µ˜ sufficiently small we can arrange that
‖E∞µ˜ ψ0‖H∞ < κ/4. (16)
According to Daude´ (2004) the strong limit of U∞ exists. Moreover, Lemma 5.3 in Batic and
Schmid (2006) implies that the point spectrum of H is empty. Hence, for a fixed φ ∈ H it
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results that ‖Eǫφ‖H → 0 for ǫ→ 0. Such a limit is uniform for φ ∈ C ⊂ H with C compact.
Since U∞(t)ψ0 is continuous in t and converges for t → ±∞, the closure of {U∞(t)ψ0} is a
compact set. Thus, for a given k > 0 we can always choose ǫ sufficiently small such that for
every t ∈ R
‖EǫU∞(t)ψ0‖H < k
2
. (17)
The estimates (16), and (17) together with (15) complete the proof. 
Let us now introduce the set Λ = {ω′ ∈ R| − ω0 ≤ ω′ ≤ ω0} for some ω0 > me. In the
following remark we explain how to bring the limit t→ ±∞ inside the integral over ω′, and
why we can consider a finite number of terms in the sums over j
′
, k
′
, j, k entering in (14).
Remark III.2 Let E be the spectral family defined in Lemma III.1, and let us consider its
restriction on the set Λ
EΛ : Λ −→ B(H), EΛ :=
∫
R
χΛ(ω
′
) dE(ω
′
)
where χΛ is the characteristic function of the interval Λ. Since U∞(t) converges strongly to
W±(∞) for t→ ±∞ (see Daude´ (2004)), and EΛU∞(t) converges to EΛW±(∞) for t→ ±∞ it
follows that
EΛW
±
(∞) = s− limt→±∞EΛe
−iHtI∞eiH∞teiδ(t).
Finally, taking into account that the spectrum of H is purely absolutely continuous, and that
EΛ converges strongly to the identity for ω0 → +∞ it results that EΛW±(∞) converges strongly
to W±(∞) for ω0 → +∞. By means of a similar argument it can be shown that we can restrict
our attention to a finite number of quantum numbers j
′
, k
′
, j, k.
IV. THE WAVE OPERATORS ASYMPTOTICALLY AT INFINITY
Let us define the sets ΩI := [−ω0,−me − ǫ] ∪ [me + ǫ, ω0], ΩII := [−me + ǫ,me − ǫ], and
ΩIII := (−∞,−me− µ˜]∪ [me+ µ˜,+∞). Taking into account that
√
Σ˜ admits the following
asymptotic expansion in the spatial variable u√
Σ˜ = 1 +R(u, ϑ), |R(u, ϑ)| ≤ a
2
u2
if we apply Lemma III.1, Remark III.2, and if we make use of (4), (6), (10), and Lemma
6.1 in Batic, and Schmid (2006), concerning the asymptotic behavior of the radial functions
10
Rkj< (u), then we end up after a lengthy computation with the following expression for the
Dollard-modified wave operator (14)
W±(∞)ψ
(∞)
0 = W
±
(∞),Iψ
(∞)
0 +W
±
(∞),IIψ
(∞)
0
with
W±(∞),I/IIψ
(∞)
0 =
∫
ΩI/II
dω
′
∑
|j′ |≤j
′
0
∑
|j|≤j0
∑
|k|≤k0
ψkj
′
ω′
(x) lim
t→±∞
∫
R
duχ∞(u)
∫
ΩIII
dω ei(ω−ω
′
)t+iδ(t)F kjj
′
I/II(ω
′
, ω, u), (18)
F kjj
′
I (ω
′
, ω, u) =
∑
±
{
e±i(Φ(u)−κu)Z(ω
′
, ω)
[
Akjj′
(
f
∞
∓ f˜
∞
∓ +
A
kjj
′
±
u
)
+ hkjj
′
± (ω
′
, ω, u)
]
+e±i(Φ(u)+κu)X(ω
′
, ω)
[
Akjj′
(
f
∞
∓ f˜
∞
± +
B
kjj
′
±
u
)
+ ĥkjj
′
± (ω
′
, ω, u)
]}
gkj(ω), (19)
F kjj
′
II (ω
′
, ω, u) = e−Φ̂(u)
{
e−iκuZ(ω′, ω)
[
Akjj′
(
f̂
∞
− f˜
∞
− +
Â
kjj
′
±
u
)
+ τkjj
′
± (ω
′
, ω, u)
]
+
+eiκuX (ω′, ω)
[
Akjj′
(
f̂
∞
− f˜
∞
+ +
B̂
kjj
′
±
u
)
+ τ̂kjj
′
± (ω
′
, ω, u)
]}
gkj(ω) (20)
where gkj(ω) = 〈ψkj,(∞)ω |ψ(∞)0 〉(∞), and
Z(ω
′
, ω) = coshΘ(ω
′
) coshΘ(ω) + sinhΘ(ω
′
) sinhΘ(ω),
X(ω
′
, ω) = coshΘ(ω
′
) sinhΘ(ω) + sinhΘ(ω
′
) coshΘ(ω),
Z(ω′, ω) = sinhΘ(ω) + τ(ω′) coshΘ(ω), τ(ω′) = 1
me
(
ω
′
+ i
√
m2e − ω′2
)
X (ω′, ω) = coshΘ(ω) + τ(ω′) sinhΘ(ω),
Furthermore,
Akjj′ = Akjj′(ω
′
, ω) =
∫ +1
−1
d(cosϑ)
(
S
kj
′
ω
′
,−(ϑ)S
kj
ω,−(ϑ) + S
kj
′
ω
′
,+(ϑ)S
kj
ω,+(ϑ)
)
,
Bkjj′ = Bkjj′(ω
′
, ω) =
∫ +1
−1
d(cosϑ) sin2 ϑ
(
S
kj
′
ω′ ,−(ϑ)S
kj
ω,−(ϑ) + S
kj
′
ω′ ,+(ϑ)S
kj
ω,+(ϑ)
)
,
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A
kjj
′
± = A
kjj
′
± (ω
′
, ω) = D
(1)
∓,kj′(ω
′
) +D
(1),(∞)
∓,kj (ω) = ±i
[
κ
′
2
(
P̂kj′ (ω
′
)
κ′2
+
M2m4e
κ′4
)
− P̂kj(ω)
2κ
]
,
B
kjj
′
± = B
kjj
′
± (ω
′
, ω) = D
(1)
∓,kj′(ω
′
) +D
(1),(∞)
±,kj (ω) = ±i
[
κ
′
2
(
P̂kj′(ω
′
)
κ′2
+
M2m4e
κ′4
)
+
P̂kj(ω)
2κ
]
,
and hkjj
′
± (ω
′
, ω, u), ĥkjj
′
± (ω
′
, ω, u) are O(u−2) with
|hkjj
′
± (ω
′
, ω, u)| ≤ w
kjj
′
± (ω
′
, ω)
u2
, |ĥkjj
′
± (ω
′
, ω, u)| ≤ ŵ
kjj
′
± (ω
′
, ω)
u2
where
wkjj
′
± (ω
′
, ω) =
∣∣∣(D(2),(∞)∓,kj (ω) +D(2)∓,kj′(ω′) +D(1)∓,kj′(ω′)D(1),(∞)∓,kj (ω))Akjj′ − a2f∞∓ f˜∞∓ Bkjj′ ∣∣∣ ,
ŵkjj
′
± (ω
′
, ω) =
∣∣∣(D(2),(∞)±,kj (ω) +D(2)∓,kj′(ω′) +D(1)∓,kj′(ω′)D(1),(∞)±,kj (ω))Akjj′ − a2f∞∓ f˜∞± Bkjj′ ∣∣∣ .
Notice that Akjj
′
± , B
kjj
′
± , h
kjj
′
± , ĥ
kjj
′
± ∈ C∞(ΩI × ΩIII). Similar formulae and considera-
tions hold also for Âkjj
′
± , B̂
kjj
′
± , τ
kjj
′
± , and τ̂
kjj
′
± . Moreover, since the angular eigenfunctions
Skj
′
ω′ ,±
(ϑ), Skjω,±(ϑ) are smooth in ω
′
, and ω (Sec. II in Batic et al. (2005)), it follows that
Akjj′ , Bkjj′ ∈ C∞(ΩI × ΩIII). Finally, by means of the Ho¨lder inequality, and taking into
account that the angular eigenfunctions are normalized it can be easily shown that Akjj′ ,
Bkjj′ ≤ 2. Although (19), and (20) look quite complicated, we shall show in this section
how to reduce (18) to a more amenable form.
To determine which phase shift operator we have to introduce in order that (13) makes sense
we can proceed as follows. Let us consider for a moment the classical definition of the wave
operators asymptotically at infinity. If we proceed exactly as in the present section, we end
up with an expression analogous to (18) but without phase shift whereas (19), and (20)
remain unchanged. At this point we just need to analyze for u ∈ [û0,+∞) the long-time
behavior of the integrals containing terms of zeroth order in the expansion in powers of 1/u.
Lemma A.2 suggests the following definition for the phase shift, namely
δ(t) := −α(ω) Log
(κ
ω
t
)
, α(ω) := ǫ(ω)
Mm2e√
ω2 −m2e
(21)
where as in Dimock, and Kay (1986a) Log t is defined for all t 6= 0 by Log t := sgn(t) log |t|.
12
Theorem IV.1 Let W±(∞) be defined as in (13) with phase shift δ(t) specified by (21). Then
for every ψ
(∞)
0 ∈ C∞0 (Ω, dµ∞)4,(
W+(∞)ψ
(∞)
0
)
(x) = 2π
∫
σ(H∞)
dωf
∞
− (ω)f˜
∞
− (ω)
∑
j∈Z\{0}
∑
k∈Z
ψkjω (x)〈ψkj,(∞)ω |ψ(∞)0 〉(∞),
(
W−(∞)ψ
(∞)
0
)
(x) = 2π
∫
σ(H∞)
dωf
∞
+ (ω)f˜
∞
+ (ω)
∑
j∈Z\{0}
∑
k∈Z
ψkjω (x)〈ψkj,(∞)ω |ψ(∞)0 〉(∞).
Proof. Let us begin with the following observations. The function gkj(ω) =
〈ψkj,(∞)ω |ψ(∞)0 〉(∞) entering in (19), and (20) belongs to the space of smooth rapidly de-
creasing functions S (ΩIII) since by going from oblate spheroidal coordinates to Cartesian
coordinates gkj is simply the Fourier transform of smooth initial data with compact support.
Moreover, for ω
′ ∈ ΩI/II by means of (7), and (8) in Batic et al. (2005) it can be checked
that Akjj
′
± , B
kjj
′
± , h
kjj
′
± , and ĥ
kjj
′
± together with their first ω-derivatives are polynomially
bounded in ω which implies that their products with gkj are again Schwarzian functions.
Analogous considerations hold for Âkjj
′
± , B̂
kjj
′
± , τ
kjj
′
± , and τ̂
kjj
′
± . Finally, notice that
Z(ω
′
, ω
′
) =
ω
′
κ′
, X(ω
′
,−ω′) = 0.
Theorem B.8 ensures that for ω
′ ∈ ΩII there is no contribution to the wave operators
asymptotically at infinity. Concerning the case ω
′ ∈ ΩI we apply Theorems B.3, B.4, B.5,
and B.6 to obtain
W±(∞),IIψ
(∞)
0 =
∫
ΩII
dω
′
∑
|j
′
|≤j
′
0
∑
|j|≤j0
∑
|k|≤k0
ψkj
′
ω′
(x) lim
t→±∞
∑
±
∫ +∞
û0
du u±iα
′
∫
ΩIII
dω Z(ω
′
, ω)Akjj′(ω
′
, ω)gkj(ω)f
∞
∓ f˜
∞
∓ e
i(ω−ω
′
)t+±i(κ
′
−κ)u+iδ(t).
The result follows by applying Theorem B.3. 
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APPENDIX A: OSCILLATING INTEGRALS
Let ω ∈ ΩIII , ω′ ∈ ΩI , κ be defined as in Section II, κ′ = ǫ(ω′)
√
ω′2 −m2e, û0 > 0,
and α
′
:= Mm2e/κ
′
. Moreover, let F ∈ S (ΩIII) where S denotes the Schwarzian space of
smooth rapidly decreasing functions.
Lemma A.1
I1,± := lim
t→±∞
∫ +∞
û0
du u±iα
′
∫
ΩIII
dωF(ω)ei(ω−ω
′
)t±i(κ
′
−κ)u = 0 if F(+ω′) = 0, (A1)
I2,± := lim
t→±∞
∫ +∞
û0
du u±iα
′
∫
ΩIII
dωF(ω)ei(ω−ω′)t±i(κ′+κ)u = 0 if F(−ω′) = 0 (A2)
where the subscript ± attached to I1/2 corresponds to the ± entering in the exponents of the
integrands.
Proof. Concerning I1,±, after the introduction of a convergence generating factor e−σu with
σ > 0 we can apply Fubini theorem to obtain
I1,± = û±iα
′
0 lim
t→±∞
lim
σ→0+
∫
ΩIII
dω F(ω) ei(ω−ω
′
)t
∫ +∞
1
dτ τ±iα
′
e−z˜±τ (A3)
with τ = u/û0, and
z˜± := z˜±(ω) = [σ ∓ i(κ′ − κ)]û0. (A4)
By means of 13.2.6, and 13.1.3 in Abramowitz, and Stegun we can perform the integration
over τ , and I1,± becomes
I1,± = û1±iα
′
0 Γ(1± iα
′
) lim
t→±∞
lim
σ→0+
∫
ΩIII
dω F(ω)z˜ ∓iα
′
−1 ei(ω−ω
′
)t
− û
1±iα
′
0
1± iα′ limt→±∞ limσ→0+
∫
ΩIII
dω F(ω) e−z˜±M(1, 2± iα′; z˜±) ei(ω−ω
′
)t (A5)
where M denotes the confluent hypergeometric function of the first kind. Regarding the
second integral in the above expression, let us define the function
Fσ(ω) := F(ω)e−z˜±M(1, 2± iα′; z˜±)ei(ω−ω
′
)t.
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Using the integral representation for the confluent hypergeometric function of the first kind
13.2.1 (ibid.), we obtain the estimate |M(1, 2±iα′ ; z˜±)| ≤
√
1 + α′2eσû0 from which it follows
that |Fσ(ω)| ≤
√
1 + α′2|F(ω)|. Hence, the Lebesgue dominated convergence theorem can
be applied to the second term in (A5) which simplifies to
lim
t→±∞
∫
ΩIII
dω F˜(ω)M(1, 2± iα′; ẑ±) ei(ω−ω
′
)t
with F˜(ω) = F(ω)e−ẑ±, and ẑ± := ∓iu1(κ′−κ). Since F˜ (ω) ∈ S (ΩIII), andM(1, 2±iα′ ; ẑ±)
is bounded by
√
1 + α′2, the Riemann-Lebesgue lemma implies that the above integral is
zero for t→ ±∞, and (A5) becomes
I1,± = Γ(1± iα′) lim
t→±∞
lim
σ→0+
∫
ΩIII
dω
F(ω)
[σ ∓ i(κ′ − κ)]1±iα′ e
i(ω−ω
′
)t. (A6)
Let us rewrite the fraction entering in the above integral as follows
F(ω)
[σ ∓ i(κ′ − κ)]1±iα′ =
F(ω)
κ− κ′
κ− κ′
σ ± i(κ− κ′) [σ ∓ i(κ
′ − κ)]∓iα
′
.
Notice that |(κ− κ′)/[σ ± i(κ− κ′)]| ≤ 1. Moreover, in the case ǫ(ω′) = −ǫ(ω) the function
F(ω)/(κ−κ′) is integrable, and we can immediately apply the Lebesgue dominated conver-
gence theorem to take the limit σ → 0+ inside the integral in (A6) whereas for ǫ(ω′) = ǫ(ω)
we make in the above expression the substitution
F(ω)
κ− κ′ =
F(ω)
ω − ω′
ω − ω′
κ− κ′ ,
and observe that F(ω)/(ω − ω′) has rapid decay for |ω| → ∞, and it is integrable since
F(ω′) = 0. Hence, (A6) reduces to
I1,± = Γ(1± iα
′
)
(±i)1±iα′ limt→±∞
∫
ΩIII
dω
F(ω)
κ− κ′ (κ− κ
′
)∓iα
′
ei(ω−ω
′
)t.
Finally, the Riemann-Lebesgue lemma implies that I1,± = 0. We omit the proof for I2,±
since it resembles that one for I1,±. 
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Lemma A.2 Let I1,±, and I2,± be defined as in Lemma A.1. Then
I1,+ ∼
 2πκ
′
ω′
F(ω′) e+iα′ log (+t) if t→ +∞
0 if t→ −∞
,
I1,− ∼
 0 if t→ +∞2πκ′
ω′
F(ω′) e−iα′ log (−t) if t→ −∞
,
I2,+ ∼
 0 if t→ +∞2πκ′
ω′
F(−ω′) e−2iω′ t if t→ −∞
,
I2,− ∼
 2πκ
′
ω
′ F(−ω′) e−2iω
′
t if t→ +∞
0 if t→ −∞
.
Proof. We compute I1,+. To this purpose let us rewrite F(ω) as follows
F(ω) = F̂(ω) + F(ω′)ω
′2
+ 1
ω2 + 1
, F̂ (ω) := F(ω)−F(ω′)ω
′2
+ 1
ω2 + 1
. (A7)
If we substitute (A7) in the expression for I1,+ since F̂(ω′) = 0, Lemma A.1 implies that
I1,+ = (ω′2 + 1)F(ω′) lim
t→±∞
∫ +∞
û0
du uiα
′
∫
ΩIII
dω
ei(ω−ω
′
)t+i(κ
′
−κ)u
ω2 + 1
.
Notice that by introducing a convergence generating factor e−σu with σ > 0 in the above
expression, we can apply the Fubini theorem, and compute the integral over u exactly as in
Lemma A.1. Hence, we get
I1,+ = û1+iα
′
0 (ω
′2
+ 1)F(ω′) lim
t→±∞
lim
σ→0+
Γ(1 + iα′) ∫
ΩIII
dω
ei(ω−ω
′
)t
z˜1+iα
′
+ (ω
2 + 1)
− 1
1 + iα′
∫
ΩIII
dω
e−z˜+M(1, 2 + iα
′
; z˜+)
ω2 + 1
ei(ω−ω
′
)t

with z˜+ = [σ−i(κ′−κ)]û0 but since the second integral in the above expression is a particular
case of the second integral entering in (A5), we can conclude that
I1,+ = Γ(1 + iα
′
)
i1+iα
′ (ω
′2
+ 1)F(ω′) lim
t→±∞
lim
σ→0+
∫
ΩIII
dω
ei(ω−ω
′
)t
(ω2 + 1)(ǫ(ω)
√
ω2 −m2e − κp)1+iα
′
with κp = κ
′
+iσ. Since Lemma III.1 implies that the contributions of the frequency intervals
I± to the wave operators asymptotically at infinity can be made arbitrary small for t→ ±∞,
16
we extend the domain of integration from ΩIII to σ(H∞) in the above integral, and compute
it with the method of contour integrals. Let us define
I(±)1,+ = lim
t→±∞
lim
σ→0+
∫
σ(H∞)
dω
ei(ω−ω
′
)t
(ω2 + 1)(ǫ(ω)
√
ω2 −m2e − κp)1+iα
′ . (A8)
Concerning I(+)1,+ , we complexify the integrand as follows
F (z) =
ei(z−ω
′
)t
(z2 + 1)(
√
z2 −m2e − κp)1+iα
′ .
Since for t→ +∞ the imaginary part of eizt decays exponentially in the complex upper half
plane, we shall close the contour there. Moreover, F (z) has has two simple poles at i, and two
branch points at±me. We make F (z) single-valued by choosing ϑ1 ∈ [0, 2π) and ϑ2 ∈ (−π, π]
with θ1 := Arg(z − me), and ϑ2 := Arg(z + me) such that
√
z2 −m2e = +
√
ω2 −m2e for
ϑ1 = 0, and
√
z2 −m2e = −
√
ω2 −m2e for ϑ2 = π. To understand how to close the contour
let us rewrite F (z) as follows
F (z) =
ei(z−ω
′
)t
z2 + 1
(√
z2 −m2e + κp
z2 −m2e − κ2p
)1+iα′
,
and analyze the roots of the equation z2 −m2e − κ2 = 0. A simple calculation involving the
definition of κp gives z
2 = ω
′2−σ2+2iσκ′ . Notice that ω′2−σ2 > m2e−σ2+ǫ2+2meǫ for every
ω
′ ∈ ΩI . Since we are free to choose σ such that 0 < σ < me, it follows that ω′2 − σ2 > 0.
Taking into account that the sign of σκ
′
depends on the sign of ω
′
, we conclude that z2 lays
in the first quadrant for ǫ(ω
′
) = +1, and in the fourth quadrant for ǫ(ω
′
) = −1. Hence, it
follows that z2 −m2e − κ2 = 0 possesses for ǫ(ω′) = +1 two complex roots , let us say ω1,>,
and ω2,> = −ω1,>, in the first, and third quadrant, respectively whereas it has for ǫ(ω′) = −1
a complex roots ω1,< in the fourth quadrant, and another complex root ω2,< = −ω1,< in the
second quadrant.
Let us begin with the case ǫ(ω
′
) = +1. Since we want to apply the residue theorem, we
choose a contour C such that it circumvents the point ω1,>, and F (z) is analytic within, and
on C except for the simple pole at z = i. This can be done by fixing the contour C as in
Figure 1. Let us define
S> =
∫
σ(H∞)
dω
ei(ω−|ω
′
|)t
(ω2 + 1)(ǫ(ω)
√
ω2 −m2e − κp,>)1+iα
′
>
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×C(2)R
C(1)R
Cη
Γ2
Γ1
−R
×i
P
ω1,<
−me +R+me
C(1)
µ˜
C(2)
µ˜
FIG. 1: Integration around the contour C.
with κp,> = |κ′|+ iσ, α′> =Mm2e/
√
ω′2 −m2e, and Γ = Γ1 ∪ Cη ∪ Γ2. Then, we have
S> +
2∑
i=1
 limµ˜→0+
∫
C
(i)
µ˜
+ lim
R→+∞
∫
C
(i)
R
 dz F>(z) + limµ˜→0+
∫ +me−µ˜
−me+µ˜
dω Uσ(ω)+
lim
R→+∞
∫
Γ
dz F>(z) = 2πi Res(F>(z), z = i) (A9)
with
F>(z) =
ei(z−|ω
′
|)t
(z2 + 1)(
√
z2 −m2e − κp,>)1+iα
′
>
, Uσ(ω) =
ei(ω−|ω
′
|)t
(ω2 + 1)(
√
m2e − ω2 − κp,>)1+iα
′
>
and Γ3 := [−me + µ˜,me − µ˜]. Let us first analyze the integrals on C(i)µ˜ . For i = 1 by
introducing the parameterization z := m + µ˜eiϑ1 , and taking into account that F>(z) is
bounded on C(1)µ˜ it can be easily verified that∣∣∣∫
C
(1)
µ˜
dz F>(z)
∣∣∣ ≤ cµ˜∫ π
0
dϑ1 e
−µ˜t sinϑ1 ≤ πcµ˜.
An analogous relation holds for the integral on C(2)µ˜ . We consider now the integral on C(1)R .
To this purpose let us introduce the parameterization z = Reiϑ with 0 ≤ ϑ ≤ ϑ0 − ǫ˜, and
0 < ǫ˜ < ϑ0 < π/2 where ϑ0 denotes the slope of the ray P in Figure 1. Since F>(z) is
bounded on C(1)R , we have ∣∣∣∫
C
(1)
R
dz F (z)
∣∣∣ ≤ C ∫ ϑ0−ǫ˜
0
dϑ e−Rt sinϑ
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For R → +∞ the above integral converges to zero according to Lebesgue dominated con-
vergence theorem, and the integral on C(2)R can be treated analogously. Regarding the third
term in (A9) we find for 0 < σ < me∣∣∣∫ +me−µ˜
−me+µ˜
dω Uσ(ω)
∣∣∣ ≤ ∫ +me−µ˜
−me+µ˜
dω√
(
√
m2e − ω2 − |κ′ |)2 + σ2
≤ 2
σ
(me − µ˜),
and by taking the limit µ˜→ 0+ we obtain
lim
µ˜→0+
∫ +me−µ˜
−me+µ˜
dω Uσ(ω) =
∫ +me
−me
dω Uσ(ω).
We consider now
lim
t→±∞
lim
σ→0+
∫ +me
−me
dω Uσ(ω). (A10)
Since |Uσ(ω)| ≤ 1/
√
(
√
m2e − ω2 − |κ′|)2 + σ2, and
√
m2e − ω2 − |κ
′| =
√
m2e − ω2 −
√
ω′2 −m2e ≥
√
m2e − ω2 −
√
ω20 −m2e ≥ −
√
ω20 −m2e,
it follows that |Uσ(ω)| ≤ 1/
√
ω20 −m2e. Hence, by applying the Lebesgue dominated conver-
gence theorem to (A10) we end up with
lim
t→±∞
∫ +me
−me
dω
f(ω)ei(ω−|ω
′
|)t
(ω2 + 1)(
√
m2e − ω2 − |κ′|)iα
′
>
, f(ω) =
√
m2e − ω2 + |κ′|
2m2e − ω′2 − ω2
. (A11)
Since 2m2e − ω′
2 − ω2 ≥ m2e − ω′
2
for |ω| ≤ me it results that
f(ω) ≤
√
m2e − ω2 + |κ′ |
m2e − ω′2
, ω
′ ∈ ΩI
is integrable, and the Riemann-Lebesgue lemma implies that (A11) is zero. Regarding the
computation of the residue at z = +i, it can be checked that
|Res(F>(z), z = +i)| = e
−t
2||κ′|+ i(σ −√1 +m2e)| ≤ e
−t
2|κ′| , |κ
′| for ω′ ∈ ΩI .
Therefore, it follows that it does not give any contribution for t → +∞. Finally, since for
R→∞ the contour −Γ goes over into the Gamma function contour Γ′ (A9) simplifies to
lim
t→+∞
lim
σ→0+
S> = lim
t→+∞
lim
σ→0+
∫
Γ′
dz F>(z). (A12)
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We reduce now the complex integral in (A12) to the Hankel contour integral for the reciprocal
Gamma function. To this purpose let us rewrite F>(z) as follows
F>(z) = e
i(ω1,>−|ω
′
|)tF˜>(z)e
i(z−ω1,>)t(z − ω1,>)β−1
with
F˜>(z) =
1
z2 + 1
(√
z2 −m2 + κp,>
z + ω1,>
)1−β
, β = −iα′>.
Since F˜>(z) is continuous on, and analytic within Γ
′
, the integral in (A12) is convergent,
and F˜>(z) admits a convergent expansion around ω1,>, namely
F˜>(z) =
∞∑
n=0
cn(z − ω1,>)n |z − ω1,>| < η, η > 0.
Thus, ∫
Γ′
dz F>(z) = e
i(ω1,>−|ω
′
|)t
∞∑
n=0
cn
∫
Γ′
dz (z − ω1,>)β+n−1 ei(z−ω1,>)t.
A simple calculation employing the Hankel contour integral of the reciprocal Gamma func-
tion (see Erde´ly et al., Vol.I, p.14) gives∫
Γ
′
dz F>(z) = 2πi
1+iα
′
>ei(ω1,>−|ω
′
|)teiα
′
> log t
∞∑
n=0
cn
inΓ(1 + iα′> − n)
t−n.
Since the coefficients cn depend analytically on σ, we can perform the limit σ → 0+, and we
obtain
lim
σ→0+
S> ∼ 2πi
1+iα
′
>
Γ(1 + iα′>)
1
ω′2 + 1
(
κ
′
ω′
)1+iα′>
eiα
′
> log t, t→ +∞.
Taking into account that ω
′ ∈ ΩI , we have
lim
σ→0+
S> ∼ 2πi
1+iα
′
>
Γ(1 + iα′>)
κ
′
ω′(ω′
2
+ 1)
eiα
′
> log t, t→ +∞. (A13)
We consider now the case ǫ(ω
′
) = −1. In analogy to S> we define
S< :=
∫
σ(H∞)
dω
ei(ω+|ω
′
|)t
(ω2 + 1)(ǫ(ω)
√
ω2 −m2e − κp,<)1+iα
′
<
with κp,< = −|κ′ |+ iσ, α′< = −Mm2e/
√
ω′2 −m2e, and
F<(z) =
ei(z+|ω
′
|)t
(z2 + 1)(
√
z2 −m2e − κp,<)1+iα
′
<
.
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Proceeding as we did for S>, and taking into account that ω1,< lays on the second quadrant,
we end up with
lim
σ→0+
S< ∼ 2πi
1+iα
′
<
Γ(1 + iα′<)
1
ω′2 + 1
(
κ
′
ω′
)
eiα
′
< log t, , t→ +∞. (A14)
Putting together (A13), and (A14) and taking into account that ω
′ ∈ ΩI , we obtain for
t→ +∞
lim
σ→0+
∫
σ(H∞)
dω
ei(ω−ω
′
)t
(ω2 + 1)(ǫ(ω)
√
ω2 −m2e − κp)1+iα
′ ∼
2πi1+iα
′
Γ(1 + iα′)
κ
′
ω′(ω′2 + 1)
eiα
′
log t,
from which it results that
I1,+ ∼ 2πκ
′
ω′
F(ω′) eiα′ log (+t).
Let us consider the case t→ −∞. We complexify the integrand function in (A8) as follows
F̂ (z) =
ei(z−ω
′
)t
(z2 + 1)(−√z2 −m2e − κp)1+iα′ .
Since for t→ −∞ the imaginary part of eizt decays exponentially for Im z < 0, we have to
choose the contour in the complex lower half-plane. Moreover, we recall that
√
z2 −m2e =
−√ω2 −m2e for ϑ1 = 2π, and √z2 −m2e = +√ω2 −m2e for ϑ2 = −π. In what follows we
outline the computation in the case ǫ(ω
′
) = +1 since the case ǫ(ω
′
) = −1 is similar. In order
to apply the residue theorem we fix the contour C˜ such that it circumvents the point −ω1,>.
Moreover, the function
F̂>(z) =
ei(z−|ω
′
|)t
(z2 + 1)(−√z2 −m2e − κp,>)1+iα′>
is analytic within, and on C˜ except for the simple pole at −i. The residue theorem implies
that ∫
C˜
dz F̂>(z) = −2πiRes(F̂>(z), z = −i).
A simple computation shows that the residue is dominated by et. At this point we can
proceed similarly as we did for (A9) with the only difference that now the part of F̂>(z)
which is continuous on, and analytic within that part of the contour indentating the point
−ω1,>, admits for |z+ω1,>| < η with η > 0 a convergent expansion
∑∞
n=0 ĉn(z+ω1,>)
n such
that ĉ0 tends to zero for σ → 0+. Repeating the same procedure for ǫ(ω′) = −1, we conclude
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that I1,+ ∼ 0 for t → −∞. Finally, I1,− can be obtained directly from I1,+ by means of
complex conjugation, and of the transformation t→ −t. I2,− can be computed by the same
method used for I1,+ whereas I2,+ can be derived from I2,− by complex conjugation, and
the transformation t→ −t. 
APPENDIX B: THEOREMS FOR THE EVALUATION OF W±(∞)
Let ω ∈ ΩIII , ω′ ∈ ΩI , κ be defined as in Section II, κ′ = ǫ(ω′)
√
ω′2 −m2e, û0 > 0, and
α
′
:=Mm2e/κ
′
. Moreover, let F ∈ S (ΩIII), δ(t) be given by (21), and
δ˜(t) := −α′Log t, α′ := α(ω′) = ǫ(ω′) Mm
2
e√
ω′
2 −m2e
.
Lemma B.1 Let I = I< := [ω, ω
′
] for ω < ω
′
, and I = I> := [ω
′
, ω] for ω
′
< ω, Then,∣∣∣∣∣eiδ(t) − eiδ˜(t)ω − ω′
∣∣∣∣∣ ≤Mm2e log |t| supω∈I {ρ(ω)}, ρ(ω) = |ω|(ω2 −m2e)3/2 .
Proof. The result follows directly from the inequality
∣∣∣eiδ(t) − eiδ˜(t)∣∣∣ = ∣∣∣∣∣
∫ ω′
ω
dx
deiδ(t)
dx
∣∣∣∣∣ ≤ |ω − ω′| supω∈I
{∣∣∣∣deiδ(t)dω
∣∣∣∣},
together with the estimate∣∣∣∣deiδ(t)dω
∣∣∣∣ ≤Mm2e log |t|ρ(ω), ρ(ω) = |ω|(ω2 −m2e)3/2 .

Lemma B.2
∆± = lim
t→±∞
∫ +∞
û0
du u±iα
′
∫
ΩIII
dωF(ω)
(
eiδ(t) − eiδ˜(t)
)
ei(ω−ω
′
)t±i(κ
′
−κ)u = 0,
P± = lim
t→±∞
∫ +∞
û0
du u±iα
′
∫
ΩIII
dωF(ω)
(
eiδ(t) − eiδ˜(t)
)
ei(ω−ω
′
)t±i(κ
′
+κ)u = 0
where the subscript ± attached to ∆, and P corresponds to the ± entering in the exponents
of the integrands.
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Proof. We show the result for ∆± since P± can be computed with the same method.
Proceeding as in Lemma A.1 we obtain
∆± = û
1±iα
′
0 Γ(1± iα
′
) lim
t→±∞
lim
σ→0+
∫
ΩIII
dω F(t)(ω)z˜ ∓iα
′
−1
± e
i(ω−ω
′
)t
− û
1±iα
′
0
1± iα′ limt→±∞ limσ→0+
∫
ΩIII
dω F(t)(ω)e−z˜±M(1, 2± iα′; z˜±)ei(ω−ω
′
)t (B1)
with F(t)(ω) = F(ω)(eiδ(t)− eiδ˜(t)). Let us consider the first integral in (B1). We rewrite the
integrand as follows
F(t)(ω)z˜ ∓iα
′
−1
± e
i(ω−ω
′
)t =
F(t)(ω)
ω − ω′
ω − ω′
κ− κ′
κ− κ′
σ ∓ i(κ′ − κ)
ei(ω−ω
′
)t
[σ ∓ i(κ′ − κ)]±iα′
where we have used the definition of z˜± given in Lemma A.1. Since F(t)(ω)/(ω − ω′) is
continuous at ω = ω
′
, and has rapid decay for |ω| → ∞, we can apply the Lebesgue
dominated convergence theorem to obtain
∆(1) := lim
t→±∞
∫
ΩIII
dω F(t)(ω)(κ− κ′)∓iα
′
−1ei(ω−ω
′
)t. (B2)
Without loss of generality let us suppose that ǫ(ω
′
) = +1. For ǫ˜(t) = 1/ log2 |t| with |t| >
e1/
√
ω0−me−µ˜ which ensures that |ω′| − ǫ˜ > me+ µ˜ we introduce the following decomposition
of ΩIII , namely
ΩIII = (−∞,−me − µ˜] ∪ [me + µ˜, |ω′| − ǫ˜(t)] ∪ [|ω′| − ǫ˜(t), |ω′|+ ǫ˜(t)] ∪ [|ω′|+ ǫ˜(t),+∞).
Let us rewrite ei(ω−ω
′
)t as follows
ei(ω−ω
′
)t =
1
it
d
dω
ei(ω−ω
′
)t. (B3)
Concerning the interval I := (−∞,−me− µ˜] we use (B3) to integrate (B2) by parts. In the
limit t → ±∞ we have no boundary terms since F has rapid decay for |ω| → ∞, and at
ω = −me − µ˜ the corresponding boundary term is dominated by t−1. Hence we get
∆
(1)
I = (−)1∓iα
′
lim
t→±∞
1
it
∫
I
dω
d
dω
(
F(t)(ω)
(√
ω2 −m2e + |κ
′|
)∓iα′−1)
ei(ω−|ω
′
|)t.
Computing the derivative in the above integral, we find the following estimate
|∆(1)I | ≤ limt→±∞
C1 + C2 log |t|
|t|
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with constants C1, C2 > 0. Thus, ∆
(1)
I = 0 in the limit t → ±∞. Regarding the interval
II := [me+ µ˜, |ω′| − ǫ˜(t)], we use again (B3). The boundary terms vanish for t→ ±∞ since
the corresponding boundary term at ω = me+µ˜is dominated by t
−1 whereas at ω = |ω′|−ǫ˜(t)
if we define the function
G(t)(ω) := F(t)(ω)(
√
ω2 −m2e − |κ
′ |)∓iα′−1ei(ω−|ω′ |)t,
we find that
lim
t→±∞
∣∣∣∣∣G(t)(|ω
′| − ǫ˜(t))
t
∣∣∣∣∣ ≤ 2κ
′
ω′
|F(ω′)| lim
t→±∞
log2 |t|
|t| .
Thus, we obtain
∆
(1)
II = limt→±∞
1
it
∫
II
dω
d
dω
(
F(t)(ω)
(√
ω2 −m2e − |κ
′|
)∓iα′−1)
ei(ω−|ω
′
|)t.
By computing the derivative in the above expression, and by applying Lemma B.1 it can be
checked that
|∆(1)II | ≤ C3 limt→±∞
log4 |t|
|t|
for some constant C3 > 0. Concerning the interval III := [|ω′| − ǫ˜(t), |ω′|+ ǫ˜(t)] let
∆
(1)
III = limt→±∞
∫
III
dω F(t)(ω)(
√
ω2 −m2e − |κ
′|)∓iα′−1ei(ω−|ω′ |)t.
By rewriting the integrand as follows
F(t)(ω)(
√
ω2 −m2e − |κ
′|)∓iα′−1 = F(ω)e
iδ(t) − eiδ˜(t)
ω − |ω′|
ω − |ω′|√
ω2 −m2e − |κ′|
(
√
ω2 −m2e − |κ
′ |)∓iα′ ,
and making use of Lemma B.1, we find that
|∆(1)III | ≤ C4 limt→±∞
1
log |t|
for some constant C4 > 0. Finally, for IV := [|ω′|+ ǫ˜(t),+∞) we define
∆
(1)
IV = limt→±∞
∫
IV
dω F(t)(ω)(
√
ω2 −m2e − |κ
′|)∓iα
′
−1ei(ω−|ω
′
|)t.
Employing the methods used to compute ∆
(1)
I , and ∆
(1)
II it can be shown that ∆
(1)
IV = 0.
Hence, we can conclude that ∆(1) = 0. Concerning the second integral entering in (B1)
since we already showed in Lemma A.1 the boundedness of the function M(1, 2 ± iα′; z˜±),
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we can apply the Lebesgue dominated convergence theorem to take the limit σ → 0+ inside
the integral, and we end up with the following expression
∆(2) := lim
t→±∞
∫
ΩIII
dω F(t)(ω)M(1, 2± iα′; z±) ei(ω−ω
′
)t−z± (B4)
with z± = ∓iû0(κ′ − κ). If we now use (B3) to integrate (B4) by parts we obtain
∆(2) = − lim
t→±∞
1
it
∫
ΩIII
dω
d
dω
(
F(t)(ω)M(1, 2± iα′ ; z±) e−z±
)
ei(ω−ω
′
)t. (B5)
We do not get any boundary term since F(ω) decays rapidly for |ω| → ∞ whereas at
ω = ±(me + µ˜) the corresponding boundary terms are dominated by t−1. Taking into
account that 13.4.12 in Abramowitz, and Stegun implies that
d
dω
M(1, 2± iα′; z±) = ±(iû0)−1
(κ
ω
)[
M(1, 2± iα′ ; z±)− 1± iα
′
2± iα′M(1, 3 ± iα
′
; z±)
]
with M(1, 3 ± iα′ ; z±) ≤
√
4 + α′2 where the bound has been obtained by means of 13.2.1
(ibid.), we can compute the derivative in (B5), and we get the following estimate
|∆(2)| ≤ lim
t→±∞
C5 + C6 log |t|
|t|
for some constants C5, C6 > 0. Hence, ∆
(2) = 0, and the proof is completed. 
Theorem B.3 Let
I1 = lim
t→±∞
∫ +∞
û0
du u+iα
′
∫
ΩIII
dωF(ω) eiϕ+(t)(ω,u)+iδ(t),
I2 = lim
t→±∞
∫ +∞
û0
du u−iα
′
∫
ΩIII
dωF(ω) eiϕ−(t)(ω,u)+iδ(t),
I3 = lim
t→±∞
∫ +∞
û0
du u+iα
′
∫
ΩIII
dωF(ω) eiϕ̂+(t)(ω,u)+iδ(t),
I4 = lim
t→±∞
∫ +∞
û0
du u−iα
′
∫
ΩIII
dωF(ω) eiϕ̂−(t)(ω,u)+iδ(t)
with
ϕ±(t)(ω, u) = (ω − ω
′
)t± (κ′ − κ)u, ϕ̂±(t)(ω, u) = (ω − ω
′
)t± (κ′ + κ)u.
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Then
I1 ∼
 2π κ
′
ω′
F(ω′) if t→ +∞
0 if t→ −∞
,
I2 ∼
 0 if t→ +∞2π κ′
ω′
F(ω′) if t→ −∞
,
I3 ∼
 0 if t→ +∞2π κ′
ω′
F(−ω′) e−2iω′ t if t→ −∞
,
I4 ∼
 2π κ
′
ω
′F(−ω′) e−2iω
′
t if t→ +∞
0 if t→ −∞
.
Proof. We give the proof for the first result, the others being similar. By adding, and
subtracting to eiδ(t) the term eiδ˜(t) we obtain
I1 = lim
t→±∞
∫ +∞
û0
du uiα
′
∫
ΩIII
dω F(ω)
(
eiδ(t) − eiδ˜(t)
)
e
iϕ+
(t)
(ω,u)
+ lim
t→±∞
eiδ˜(t)
∫ +∞
û0
du uiα
′
∫
ΩIII
dω F(ω) eiϕ+(t)(ω,u).
The result follows by applying Lemma B.2, and A.2 to the first term on the r.h.s. of the
above expression and to the second term, respectively. 
Theorem B.4 Let ϕ±(t)(ω, u), and ϕ̂
±
(t)(ω, u) be defined as in Theorem B.3, Then
S±1 = lim
t→±∞
∫ +∞
û0
du u±iα
′
−1
∫
ΩIII
dω F(ω) eiϕ±(t)(ω,u)+iδ(t) = 0,
S±2 = lim
t→±∞
∫ +∞
û0
du u±iα
′
−1
∫
ΩIII
dω F(ω) eiϕ̂±(t)(ω,u)+iδ(t) = 0.
Proof. We show the result for S±1 , the proof for S
±
2 being similar. By introducing a
convergence generating factor e−σu we apply the Fubini theorem to obtain
S±1 = û
±iα
′
−1
0 lim
t→±∞
lim
σ→0+
∫
ΩIII
dω F(ω) ei(ω−ω
′
)t+iδ(t)
∫ +∞
1
dτ τ±iα
′
−1 e−z˜±τ . (B6)
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The integral over τ can be computed as in Lemma A.1, and (B6) becomes
S±1 = ±
i
α′
û±iα
′
0 lim
t→±∞
lim
σ→0+
∫
ΩIII
dω F(ω)M(1, 1± iα′ ; z˜±) ei(ω−ω
′
)t+iδ(t)−z˜±
− û±iα
′
0 Γ(∓iα
′
) lim
t→±∞
lim
σ→0+
∫
ΩIII
dω F(ω) z˜∓iα
′
± e
i(ω−ω
′
)t+iδ(t). (B7)
Concerning the second term in the above expression we can immediately take the limit
σ → 0+ inside the integral whereas for the first term in (B7) more care is required since the
real part of the arguments entering in M coincide. As a consequence 13.2.1 (ibid.) can not
be used to find a σ-independent bound for M(1, 1 ± iα′; z˜±). However, Rez˜± = û0σ > 0,
and 13.1.4 (ibid.) imply that for C > 0 there exists a ρ˜ such that
|M(1, 1± iα′; z)| ≤ |Γ(1± iα′)| eû0σ
(
1 +
C
|z|
)
(B8)
for every z ∈ C\K with K := {z ∈ C| |Rez| ≤ ρ˜, |Imz| ≤ ρ˜ }. Notice that M(1, 1± iα′; z)
is bounded for every z ∈ K. Without loss of generality we can choose C = 1, ρ˜ > 1,
and (B8) gives the estimate |M(1, 1 ± iα′; z)| ≤ 2|Γ(1 ± iα′)| eû0σ, from which it follows
that
∣∣e−z˜±M(1, 1± iα′; z˜±)∣∣ ≤ 2|Γ(1 ± iα′)|. Hence, by applying the Lebesgue dominated
convergence theorem (B7) simplifies to
S±1 = ±
i
α′
û±iα
′
0 lim
t→±∞
∫
ΩIII
dω F(ω)M(1, 1± iα′ ; z±) ei(ω−ω
′
)t+iδ(t)−z±
− (∓iû0)∓iα
′
Γ(∓iα′) lim
t→±∞
∫
ΩIII
dω F(ω)(κ′ − κ)∓iα
′
ei(ω−ω
′
)t+iδ(t)
with z± = ∓i(κ′ − κ)û0. Let us define
Ŝ±1 := lim
t→±∞
∫
ΩIII
dω F(ω)M(1, 1± iα′; z±) ei(ω−ω
′
)t+iδ(t)−z± .
By adding, and subtracting a term eiδ˜(t) to eiδ(t) we obtain
Ŝ±1 = lim
t→±∞
∫
ΩIII
dω F(t)(ω)M(1, 1± iα′ ; z±) ei(ω−ω
′
)t−z±
+ lim
t→±∞
eiδ˜(t)
∫
ΩIII
dω F(ω)M(1, 1± iα′ ; z±) ei(ω−ω
′
)t−z± (B9)
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with F(t)(ω) defined as in Lemma B.2. Concerning the first term on the r.h.s. of (B9) we
use (B3) to integrate by parts, and we end up with
ΣI = − lim
t→±∞
1
it
∫
ΩIII
dω
d
dω
(
F(t)(ω)M(1, 1± iα′; z±) e−z±
)
ei(ω−ω
′
)t.
According to 13.4.12 (ibid.) we have
d
dω
M(1, 1± iα′; z±) = ±(iû0)−1
(κ
ω
)[
M(1, 1± iα′ ; z±)∓ iα
′
1± iα′M(1, 2 ± iα
′
; z±)
]
which is bounded since M(1, 1± iα′ ; z±), and M(1, 2± iα′ ; z±)are bounded. Hence, we can
compute ΣI by the same method used to evaluate (B5) in Lemma B.2 and we conclude that
ΣI = 0. Concerning the second term on the r.h.s. of (B9), we apply the Riemann-Lebesgue
lemma. Hence, Ŝ±1 = 0. Let us define
Ŝ±2 := lim
t→±∞
∫
ΩIII
dω F(ω)(κ′ − κ)∓iα
′
ei(ω−ω
′
)t+iδ(t).
After addition, and subtraction of eiδ˜(t) to eiδ(t) we obtain
Ŝ±2 = lim
t→±∞
∫
ΩIII
dω F(t)(ω)(κ′ − κ)∓iα
′
ei(ω−ω
′
)t
+ lim
t→±∞
eiδ˜(t)
∫
ΩIII
dω F(ω)(κ′ − κ)∓iα
′
ei(ω−ω
′
)t.
The second term on the r.h.s. of the above expression is zero according to the Riemann-
Lebesgue lemma. Concerning the other term we use (B3) to integrate by parts, and we
get
Ŝ±2 = − lim
t→±∞
1
it
∫
ΩIII
dω
d
dω
(
F(t)(ω)(κ′ − κ)∓iα
′
)
ei(ω−ω
′
)t
which can be treated by means of the same methods used in Lemma B.2 to compute the
first integral entering in (B1). Hence, Ŝ±2 = 0. 
Theorem B.5 Let h(ω, u) = O(u−2) with ∂ωO(u−2) = O(u−2), and w ∈ C1(ΩIII) such that
|h(ω, u)| ≤ w(ω)/u2, and |w′(ω)| ≤ C(1 + ω2)n for some constants C, n > 0. Then
W±1 = lim
t→±∞
∫ +∞
û0
du u±iα
′
∫
ΩIII
dω F(ω)h(ω, u) eiϕ±(t)(ω,u)+iδ(t) = 0,
W±2 = lim
t→±∞
∫ +∞
û0
du u±iα
′
∫
ΩIII
dω F(ω)h(ω, u) eiϕ̂±(t)(ω,u)+iδ(t) = 0
with ϕ±(t)(ω, u), and ϕ̂
±
(t)(ω, u) as in TheoremB.3.
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Proof. We show W±1 , the proof for W
±
2 being similar. Since h(u, ω) = O(u−2) we can
immediately apply the Fubini theorem, and we obtain
W±1 = lim
t→±∞
∫
ΩIII
dω F(ω) eiδ(t)N(ω)ei(ω−ω′ )t, N(ω) =
∫ +∞
û0
du u±iα
′
h(ω, u) e±i(κ
′
−κ)u
(B10)
with |N(ω)| ≤ w(ω)/û0. By adding, and subtracting the term eiδ˜(t) to eiδ(t), and applying
the Riemann-Lebesgue lemma, (B10) reduces to
W±1 = lim
t→±∞
∫
ΩIII
dω F(t)(ω)N(ω) ei(ω−ω
′
)t.
Finally, W±1 = 0 follows by using the same method employed in Lemma B.2 to treat (B2)
on the interval I. 
Theorem B.6 Let
Z˜(ω, u) :=

1
u−1
h(ω, u)
 η∞(u)
with h(ω, u) as in Theorem B.5, and η∞(u) as in Section III. Then
L±1 = lim
t→±∞
∫ û0
u0
du u±iα
′
η∞(u)
∫
ΩIII
dω F(ω)Z˜(ω, u) eiϕ±(t)(ω,u)+iδ(t) = 0,
L±2 = lim
t→±∞
∫ û0
u0
du u±iα
′
η∞(u)
∫
ΩIII
dω F(ω)Z˜(ω, u) eiϕ̂±(t)(ω,u)+iδ(t) = 0.
Proof. We show L±1 , the proof for L
±
2 being similar. By applying the Fubini theorem we
obtain
L±1 = lim
t→±∞
∫
ΩIII
dω F(ω) eiδ(t)Q(ω)ei(ω−ω′ )t, Q(ω) =
∫ û0
u0
du u±iα
′
η∞(u)Z˜(ω, u) e
±i(κ
′
−κ)u
(B11)
with
|Q(ω)| ≤ (û0 − u0) sup
u∈[û0,u0]
{|Z˜|} = (û0 − u0)

1
u−10
w(ω)/u20
 .
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By adding, and subtracting the term eiδ˜(t) to eiδ(t), and applying the Riemann-Lebesgue
lemma, (B11) reduces to
L±1 = lim
t→±∞
∫
ΩIII
dω F(t)(ω)Q(ω) ei(ω−ω
′
)t.
Finally, L±1 = 0 follows by using the same method adopted in Lemma B.2 to treat (B2) on
the interval I. 
Remark B.7 Let us consider the definition of the modified wave operator (13) with I∞
replaced by I∞ − I ′∞, i.e.
s− lim
t→±∞
e−iHt(I∞ − I ′∞)eiH∞tψ(∞)0 (B12)
where I ′∞ is such that I∞ − I ′∞ defines a new identifying operator with cut-off function χ
having compact support K := [u0, u
′
0], and u
′
0 > û0 > u0 > 0. Proceeding as in Section III
we can reduce (B12) to the computation of the following integrals
lim
t→±∞
∫
K
du u±iα
′
χ(u)
∫
ΩIII
dω F(ω)Z˜(u, ω) eiϕ±(t)(ω,u)+iδ(t),
lim
t→±∞
∫
K
du u±iα
′
χ(u)
∫
ΩIII
dω F(ω)Z˜(u, ω) eiϕ̂±(t)(ω,u)+iδ(t).
By applying the same method used to prove Theorem B.6 it can be showed that the above
expressions are zero. Hence, (B12) is zero, implying that our definition (13) does not depend
on the particular choice of I∞.
Theorem B.8 Let ω
′ ∈ ΩII , β =
√
m2e − ω′2, α˜ =Mm2e/
√
m2e − ω′2, and
Ẑ(ω, u) :=

1
u−1
h(ω, u)

with h(ω, u) as in Theorem B.5. Then
Z±1 = lim
t→±∞
∫ +∞
û0
du e−βuuα˜
∫
ΩIII
dω F(ω)Ẑ(ω, u) ei(ω−ω
′
)t±iκu+iδ(t) = 0, (B13)
Z±2 = lim
t→±∞
∫ û0
u0
du η∞(u)e
−βuuα˜
∫
ΩIII
dω F(ω)Ẑ(ω, u) ei(ω−ω′ )t±iκu+iδ(t) = 0, (B14)
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Proof. By applying the Fubini theorem we obtain
Z±1 = lim
t→±∞
∫
ΩIII
dω F(ω) eiδ(t)Q̂(ω)ei(ω−ω′)t, Q̂(ω) =
∫ +∞
û0
du e−βuuα˜Ẑ(ω, u) e±iκu
with
|Q(ω)| ≤
∫ +∞
û0
du e−βu

uα˜
uα˜−1
w(ω)uα˜−2
 =

(e−x0xα˜0 + α˜ Γ(α˜, x0))β
−α˜−1
Γ(α˜, x0)β
−α˜
w(ω)Γ(α˜− 1, x0)β−α˜+1

where x0 = βû0 > 0, and Γ(·, ·) is the incomplete Gamma function (see Erde´ly et al.,
9.1.2 Vol.II, p.136). Notice that for α˜ = 1 the incomplete Gamma function gives rise to an
exponential integral E1(x0) = Γ(0, x0) which is well defined since x0 > 0. By adding, and
subtracting the term eiδ˜(t) to eiδ(t), and applying the Riemann-Lebesgue lemma, we get
Z±1 = lim
t→±∞
∫
ΩIII
dω F(t)(ω)Q̂(ω) ei(ω−ω
′
)t.
(B13) follows by means of the same method used in Lemma B.2 to treat (B2) whereas (B14)
can be obtained by proceeding as in Theorem B.6. 
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