where PL is the set of all polynomials of degree not exceeding 1 satisfying Eq.
(2). This problem can be solved if E is restricted to an ellipse with its center on the real line and containing S. Let E = E(d, c, a) denote an ellipse center d, foci d~c, and major semiaxis a, and which is symmetric with respect to the real axis. The polynomial solving the minimax problem (3) is then
where T'l( A) is the 
The choice of d, c, a that gives an ellipse E(d, c, a) enclosing all Aj q S that minimizes maxA~~Cj(d, c) is the optimal ellipse and is used to define the iteration polynomial (4). An algorithm for computing the optimal ellipse is described by Ho [1990] . 
Polynomial Preconditioned Arnoldi
The idea behind polynomial preconditioned Arnoldi methods is to replace A by a matrix of the form C = p(A), where p(A) is a polynomial, and to perform an Arnoldi method using C in place of A (see Saad [1989] given in the specification sheets (see Scott [1993] ).
Input Parameters
The user is required to set the following parameters prior to the first call to EB13A:
(1) N: the order of the matrix A.
(2) NUMEIG: the number of required eigenvalues.
(3) NBLOCK:
the size Of the block to be used (if NBLOCK = I, an unblocked method is used).
(4) NS'I'EPS:
the number of Arnoldi steps on each iteration.
(5) LN: the first dimension of the array that on successful exit will hold the converged basis vectors. LN > N is required. 
where e~, = (0,0, ..., I)T (see Saad [1980] 
Here ratio is the ratio of the convergence rates of the slowest and fastest converging eigenvalues (see Duff and Scott [1993] 
), we set l(k + 1) s Z3,where 
