Based on the level truncation scheme, we develop a new numerical method to evaluate the tachyon vacuum solution in the Schnabl gauge up to level L = 24. We confirm the prediction that the energy associated to this numerical solution has a local minimum at level L = 12. Extrapolating the energy data of L ≤ 24 to infinite level, we observe that the energy slightly overshoots the expected analytical value −1 at some level L > 500, which suggests the possibility that the energy has multiple oscillations around −1. Furthermore, we analyze the Ellwood invariant and show that its value converges monotonically towards the expected analytical result. We also study the tachyon vacuum expectation value (vev) and a few other coefficients of the solution. Finally, some consistency checks of the solution are performed, and we briefly discuss the search for other Schnabl gauge numerical solutions.
Introduction
In the context of Witten's open bosonic string field theory [1] , using a solution for tachyon condensation in the Schnabl gauge [2] , the first analytic proof of Sen's first conjecture [3, 4] has been performed. Based on Schnabl's work, many analytical and numerical tools have been developed [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21] and the techniques have been employed in the construction and analysis of new analytical solutions [22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33] .
In the construction of this analytical solution for tachyon condensation, the Schnabl gauge condition, B 0 Ψ = 0, plays a fundamental role. As shown in reference [2] , thanks to the combination of the B 0 gauge with the L 0 level truncation in a certain sectors of the state space formed by thec n modes, L 0 + L † 0 and B 0 + B † 0 operators acting on the vacuum, the entire set of equations of motion QΨ + Ψ * Ψ = 0 can be solved exactly, in a recursive way. The result of such a calculation gives us the analytical solution Ψ, which, in terms of wedge states with ghost insertions, can be written as
∂ n ψ n , (1.1)
where ψ N , with N → ∞, is called the phantom term [2, 5, 12, 13] . The equations (1.1) and (1.2) can be used to expand the analytical solution in the state space of Virasoro L 0 eigenstates. This level expansion of the solution is very useful for the numerical evaluation of the energy. It is important to mention that one slight disadvantage of the B 0 gauge is that the gauge fixing condition is broken by the Virasoro L 0 level truncation. In reference [2] , the author conjectured that the level dependent Schnabl gauge fixing condition would not pose problems and using the high L 0 level truncation computations of Moeller and Taylor [34] and Gaiotto and Rastelli [35] , it should be possible to construct a numerical solution that would converge to his analytical solution when the level goes to infinity.
The first attempt to obtain a numerical solution for tachyon vacuum in the Schnabl gauge was made by Arroyo et al. [36] , using traditional level-truncation computations up to level L = 10. By extrapolating the energy data of levels L ≤ 10, shown in table 1.1, to estimate the energy for L > 10, we predicted that the energy reaches a local minimum value at level L = 12, to subsequently turn back to approach −1 asymptotically as L → ∞. Although the value of the energy for this numerical solution appears to converge to the expected analytical result, the issue whether this solution could be identified with the Schnabl analytical solution [2] when L → ∞ was inconclusive. For instance, as shown in table 1.1, the tachyon vev (starting at level L = 4) appears to decrease with the level and it does not appear to converge to the expected analytical value t = 0.55346558. Extrapolating the data of the tachyon vev 1.1, it was predicted that the tachyon vev reaches a local minimum at a level close to L = 26 to then start increasing to asymptotically approach the expected analytical result. Table 1 .1: (L, 3L) level-truncation results of reference [36] for the tachyon vev and vacuum energy in the Schnabl gauge up to level L = 10.
One of the main motivations of this work is to provide a conclusive evidence of the conjecture in reference [2] , that the numerical solution constructed in the Schnabl gauge by means of level-truncation computations can be identified with the analytical solution (1.1) when L → ∞. An obvious step to accomplish this task is to perform higher level computations, this might appear as an straightforward extension of the calculations developed in reference [36] .
However the numerical method used in reference [36] is not practical for levels beyond L > 12. To see why, let us briefly explain how it works. After truncating the string field to some given level L, we plug this string field into the string field theory action and compute the level (L, 3L) tachyon potential. Then we impose the Schnabl gauge condition and, to obtain the numerical solution, we extremize this gauge fixed potential. Therefore this method needs the full (L, 3L) level truncated potential as an input, however, storing this full potential at high levels requires a huge amount of computer memory, for example, to reproduce the level 24 results in this way we would need a memory size over one petabyte.
In this work, we have managed to solve the aforementioned technical issues, and we have obtained results up to level L = 24, using a clever numerical method based on the traditional level truncation scheme, which in principle can be applied to all general linear b-gauges. We have explicitly proven that the energy of the numerical solution has in fact a local minimum at level L = 12, so the conjecture made in [36] was proven to be correct. Regarding the tachyon vev, extrapolating the corresponding data of levels L ≤ 24, we predict that a local minimum exists at a level close to L = 42, thus the prediction made in reference [36] about this local minimum at level L = 26 is not correct. Apart from the tachyon vev, we also analyzed the asymptotic behavior of a few other coefficients of the numerical solution, and showed that they converge to the expected analytical result. Furthermore, we computed the Ellwood invariant and found that its value is in agreement with the expected analytical result. By performing some consistency checks of the numerical solution, we provided an extra evidence for the conclusion that the solution can be identified with the analytical solution at the limit of the infinite level. This paper is organized as follows. In section 2, we discuss how to impose the Schnabl gauge condition (or, in general, other nontrivial linear gauge conditions) at high level numerical calculations. We implement the gauge condition using a projector acting on the full equations of motion. In section 3, we present level 24 data for the tachyon vacuum energy and the gauge invariant overlap and we extrapolate these quantities to the infinite level.
In section 4, we analyze the tachyon vev and few other coefficients of the numerical solution and compare them to coefficients of the analytical solution. In section 5, we check that the numerical solution satisfies some nontrivial identities that were discovered in [2] . In section 6, we verify that the solution obeys first few equations which were projected out during implementation of the gauge condition. In section 7, we summarize our results and discuss some related numerical experiments. Finally, in appendix A, we briefly mention two other numerical solutions in the Schnabl gauge.
Solving the equations of motion in the Schnabl gauge
In this section, we discuss how to adapt the Newton's method, which is commonly used to solve the SFT equations numerically [35, 37] with nontrivial gauge conditions. More information about our numerical algorithms can be found in [38] .
The string field theory action has a large amount of gauge symmetry, which is, in an infinitesimal form, given by
These gauge transformations do not commute with L tot 0 and therefore the gauge symmetry is broken when we truncate the action to a finite level. This may look as an advantage because the level-truncated equations of motion have only a discreet set of solutions even without any gauge fixing, but it is actually the opposite. The remnants of the gauge symmetry cause technical problems and there does not appear to be any consistent way to improve these solutions to higher levels (see [37] ), which makes this approach essentially unusable. Therefore, it is necessary to make a gauge choice in the level truncation approach. We consider gauge conditions in the form of a linear constraint,
Ultimately, we are interested only in the Schnabl gauge, where
but the way to solve the equations of motion does not really depend on the precise form of G, so for now, we will work with a generic operator G.
Once we impose some gauge conditions, the system of equations of motion
with the linear equations (2.2) become overdetermined and they have generically no solutions at finite level. The usual method to deal with this problem is to solve only a subset of the full equations of motion, which we write as
where P is a projector of an appropriate rank. The remaining equations
are left unsolved, but, for consistent solutions, they must asymptotically approach zero as the level goes to infinity.
In the Siegel gauge, which is the most common choice in the level truncation approach, these issues have a very elegant solution [34, 35] . The gauge condition
can be solved simply by removing all states that contain c 0 from the spectrum. The projected equations of motion are given by derivatives of the action with respect to the remaining Siegel gauge variables, which means that the projector is simply P = c 0 b 0 .
However when we consider a more complicated gauge (which essentially means any other gauge), such simple approach no longer works and we will have to use the projector P in a nontrivial way.
We usually expand the string field as 8) where |i are some basis states and t i is a vector of real or complex coefficients. With respect to this basis, we define the matrices 10) which allow us to write the level-truncated action as
and the equations of motion as
As long as there are no gauge conditions or they admit a trivial solution like in the Siegel gauge, we solve these equations using the well-known Newton's method. We start with an approximate solution t (0) and we iteratively improve the solution as t (n+1) = t (n) + ∆t, where ∆t is a solution of linear equations
where M ij is the Jacobian matrix
We repeat this procedure until we reach the desired precision of the solution.
Now consider the gauge condition (2.2). Once we expand the string fields into a basis, it transforms into a set of homogeneous linear equations
Using standard linear algebra, we express the matrix G as i . In the Schnabl gauge, it is convenient to use the basis of b and c ghosts, in which the matrix G is quite sparse and relatively easy to work with.
This form of G also immediately gives us a solution for the dependent variables:
This expression can be substituted into (2.12) so that we obtain equations only for the independent variables,
However, these equations are still overdetermined, so in order to solve them, we first have to select the projector P . In principle, many choices are possible as long as the projector has the correct rank N I . For example, Kishimoto and Takahashi [39, 40] used the Siegel gauge projector in their calculations in a-gauge. However, there is one canonical choice for the projector.
The most natural choice for the projected equations is obtained by substituting the dependent variables into the action, S(t) → S(t (I) , t (D) (t (I) )), and by taking derivatives of this restricted action with respect to the independent variables,
Using (2.11) and (2.17), we can derive an explicit formula for the canonical projector P C . It is closely related to the transpose of the matrix G:
If one decides to use the canonical projector, which we do in this work, one can in principle avoid explicit use of the projector by working directly with the restricted action as in [36] . However, it is not possible to construct the full matrix representation of the cubic vertex V ijk at high levels due to large memory requirements, and we have to work with the factorized matrices V matter ijk and V ghost ijk
only. The projector is not compatible with the factorized vertices, therefore we have to apply it directly in the Newton's method.
When we work out Newton's method for the projected equations (2.18), we find that the crucial step changes to
where we define the projections of the Jacobian matrix and of the equations of motion in terms of the non-projected quantities as
One of the steps of Newton's method allows us to find the change of the independent variables so the dependent variables can be then easily computed using (2.17). Notice that, if one decides to use a non-canonical projector, the Jacobian is multiplied by a different projector from each side.
As a matter of illustration, using a truncated level 4 string field, we would like to explain in some detail how the method above works. The string field up to level 4, following the notation of Sen and Zwiebach [41] , is given by 23) which means that the vector t i consists of the following coefficients:
The Schnabl gauge condition B 0 |Ψ = 0 at this level contains 5 independent equations w + 2 3 E = 0, (2.25)
The matrix of gauge conditions G that follows from ( The matrix has reordered columns compared to (2.16) because we ordered the columns following (2.24). We can easily read off the dependent and independent variables,
Then we construct the canonical projector (2.19) 
At this level, the projector has only one nontrivial element P 85 = − . The percentage of nonzero elements is very low even at higher levels, so we can work with the nontrivial elements only and forget the rest of the matrix.
Unfortunately, we can not illustrate explicitly how the projector acts on Newton's method because it would take far too much space, but we will argue that it reproduces the correct equations at least. So let us consider the expression
and compare it to (2.18). The action of the projector at level 4 is mostly trivial. The projector reproduces the original equations for variables (t, u, v, A, B, C, D, F ) and, after substituting (2.25), we obtain the same equations as in (2.18). The equations for variables (w 1 , w 2 , w 3 , w 4 ) are correctly projected out, so the equations for E and w are the only nontrivial check. The projector mixes them together as
from which we observe that the projector reproduces the correct equation.
For consistency, we have checked up to level 10 that this method provides the same solution for tachyon vacuum in the Schnabl gauge as the approach used in [36] . Furthermore, we improved the results from [36] to level 24.
3 The vacuum energy and the gauge invariant overlap in the Schnabl gauge
In a previous work [36] , it was predicted that the vacuum energy reaches a local minimum at level L ∼ 12, to then turn back to approach −1 2 asymptotically as L → ∞. In this section, this prediction is confirmed, and furthermore, using the data up to level L = 24, we show that, at very high level, the energy appears to overshoot the correct value again.
The values for the vacuum energy obtained by direct (L, 3L) level truncation computations in the Schnabl gauge up to level L = 24, are given in table 3.1. For purposes of comparison, we have also written the data for the vacuum energy in the Siegel gauge up to level L = 30 [37] .
In reference [36] , using direct level truncation computations, the energy in the Schnabl gauge up to level L = 10 was computed, and extrapolating this level L = 10 data, it was argued that the energy has a local minimum which happens at level L ∼ 12. Note that the existence of this local minimum can be confirmed by looking directly to the data given in table 3.1.
Since now we have data for the energy up to level L = 24, it would be nice to see what the behavior of the energy at higher levels is. In order to extrapolate this data, we can use interpolating functions of the form [42] where the number of coefficients a 0 , a 1 , · · · , a N will be equal to the number of corresponding data points. Namely, suppose that we have data points up to some fixed level L f ix , in order to interpolate this data using the fit function (3.1), we will need to choose
Employing the data given in table 3.1, for the case of Schnabl gauge we can construct interpolating functions E N (L) up to order N = 11, and for the case of Siegel gauge, we can have E N (L) up to order N = 14. In figure 3 .1, we show the plot of E 11 which interpolates the level L = 24 energy data in the Schnabl gauge, and E 14 which interpolates the level L = 30 energy data in the Siegel gauge. In table 3.2, for the case of Schnabl gauge, we have provided the results for the asymptotic values lim L→∞ E N (L). Even though these interpolating functions fit the corresponding data, we have noted that, at a level close to L ∼ 590, the value of the extrapolated energy overshoots the expected result −1, and the asymptotic value when the level goes to infinity has a value close to −0.9995.
Next, in order to confirm the prediction that the energy in the Schnabl gauge at level close to L ∼ 590 overshoots the correct value −1, we analyze the data using another type of interpolating functions. Given the energy data points E(0), E(2), · · · , E(L f ix ) up to some level L f ix , we define the following interpolating rational function where M indicates the degree of the interpolation. We choose the value 2M + 1 as being equal to the number of elements contained in the set {E(0),
For the case of Schnabl gauge, using the data given in table 3.1 together with the level L = 0 value for the energy E(0) = −0.68461615991, we construct an interpolating rational function of degree M = 6 which we call f En 6 (L), where the superscript En refers to the energy.
In figure 3 .2, we plotted this interpolating rational function f En 6 (L). Computing its asymptotic value, we obtain lim L→∞ f En 6 (L) = −0.999434. Note that this value is close to the one obtained by means of E 11 (lim L→∞ E 11 = −0.999486). Also, using this interpolating rational function f En 6 (L), we noted that, at a level close to L ∼ 550, the value of the extrapolated energy overshoots the expected result −1. Recall that, using the previous interpolating function E 11 , the level where the energy overshoots the value −1 happens close to L ∼ 590. These results possibly suggest that the data of the energy, obtained by means of (L, 3L) level-truncation computations in the Schnabl gauge, will overshoot the value −1 again at some level L > 500, which means that there are multiple oscillations around the correct value. However, the overshooting could also be a result of some kind of systematic error in our extrapolation procedure. Extrapolations in the Schnabl gauge Another quantity analyzed is the so-called gauge invariant overlap or Ellwood's invariant. For a given solution Ψ of the string field equation of motion, let us define this gauge invariant quantity E 0 as
where |I is the identity string field, and V(i) is an on-shell closed string vertex operator V = ccV m which is inserted at the midpoint of the string field Ψ. Using the (L, 3L) level truncated numerical solution in the Schnabl gauge up to level L = 24, we computed E 0 . The results are shown in table 3.3. Note that E 0 appears to approach the expected analytical value E 0 = 0. Let us predict the value for this gauge invariant quantity E 0 when L → ∞. To do this, we first need to interpolate the corresponding data given in table 3.3. If we use the 1/L polynomial interpolation given by equation (3.1), and the data of table 3.3, we can obtain an order N = 11 interpolation, however when we compute the asymptotic value L → ∞ of this order N = 11 interpolating function, we get 3.3629 which is clearly far away from the expected value E 0 = 0. So, we observe that for the gauge invariant overlap, we have to extrapolate levels 4k + 2 and 4k separately 4 . Namely, we divide the twelve data points of table 3.3 into two sets of six data points, the ones at levels L = (2, 6, 10, 14, 18, 22) and L = (4, 8, 12, 16, 20, 24) and for each set of data points, we use a 1/L polynomial interpolating function of order N = 5. For instance, using data of levels L = 4k + 2, where k = 0, 1, · · · , 5, we obtain the following result
Note that when L → ∞, the above expression approaches −0.00172, which is close to the expected analytical value of the gauge invariant overlap, E 0 = 0. Now, if we use data of levels L = 4k, where k = 1, · · · , 6, we obtain
So in this case, the asymptotic value turns out to be −0.00129, which is also close to the expected value of E 0 = 0. By taking the average of these two asymptotic values we get −0.0015, which means that we obtained E 0 with a relative precision of 0.15%.
As in the case of the energy, for the case of the gauge invariant quantity E 0 , we can use an alternative form for the interpolating function, namely, the interpolating rational function given in equation (3.2) . Using the level L = 0 result for the gauge invariant In order to predict the asymptotic value of the coefficients when L → ∞, employing either 1/L polynomials or rational functions, we are going to interpolate the data given in table 4.1.
For a matter of illustration, we will explain in some detail the analysis of the data 1) where N depends on the truncated level. For instance, suppose we use data up to the truncated level L = 4, since up to this level we have two available data points, the corresponding value of N should be N = 1. Note that if we use the maximal available data points that we have up to level L = 24, the value of N corresponds to N = 11. We constructed these interpolating functions T N (L), and computed the asymptotic values lim L→∞ T N (L). The results of these asymptotic values are shown in table 4.2.
The asymptotic value lim L→∞ T N (L) = 0.54540902, which has been obtained by means of the interpolating function T N (L) with maximal order N = 11, is shown in the antepenultimate row and second column of table 4.1. In table 4.1, we also show the corresponding asymptotic values for an other few more coefficients, these results were obtained from interpolating functions that are similar to the ones given in equation (4.1). We find a rough agreement between the asymptotic values and the analytical values, however, the precision is not sufficiently good. By extrapolating the eleven data points given in table 4.2, which correspond to the asymptotic values of the tachyon coefficient, we discovered that the result is very close to the expected analytical one. Let us see explicitly how this works. To interpolate the data in table 4.2, we employed the following interpolating rational function
Since we have eleven data points, the value of R corresponds to R = 5. Therefore, using the data given in table 4.2, we can construct a degree R = 5 interpolating rational function which we denote as t 5 (N ). The asymptotic value of this interpolating function is given by lim N →∞ t 5 (N ) = 0.552884. Note that this value is very close to the expected analytical one ,0.553465, with a relative error of only 0.1%. Employing this procedure, shown in some detail for the case of the tachyon coefficient studied above, we also derived the value of the other few coefficients. The results are shown in the penultimate row of table 4.1.
Regarding the (L, 3L) level truncation results for the tachyon coefficient t, which is given in the second column of table 4.1, at this point, we would like to analyze in more detail the asymptotic behavior of this tachyon coefficient. In reference [36] , using results up to level L = 10, the authors predicted that the tachyon coefficient reaches a local minimum value at level L ∼ 26, to then turn back to approach the expected analytical result as L → ∞. This local minimum probably exists, but at much higher level. Actually, Table 4 .2: Results for the asymptotic values of the interpolating functions T N (L).
using the tachyon coefficient data up to level L = 24 together with the level L = 0 result t(0) = 0.45617799, we constructed a degree M = 6 interpolating rational function of the type given in equation (3.2), which we called t 6 (L).
In figure 4 .1, we plotted this interpolating rational function t 6 (L) together with the tachyon coefficient data. As can be seen, the interpolating function fits the corresponding data very well. We also computed the local minimum of t 6 (L), and got a value close to L ∼ 42, thus, the prediction made for this local minimum in reference [36] is not correct.
Checking some symmetries
In reference [2] , the author showed that the analytical solution in the Schnabl gauge satisfies K , Q]Ψ = 0, it is possible to show that the exact coefficients satisfy the following relations
Using the values of the coefficients given in table 5.1, we can explicitly verify that these coefficients satisfy the above identities. There is one more independent identity
In reference [2] , the author failed in finding a simple origin for this identity, it might be just an accidental symmetry.
We would like to verify whether the numerical solution satisfies the identities (5.1)-(5.5). Actually the identity w 1 = 0 appears to be satisfied by the numerical solution when L → ∞, for instance, see the last column of table 4. 
Out-of-gauge equations of motion
In the level truncation approach to SFT, it is possible to solve only a subset of the full equations of motion (2.5). However in order to verify that the tachyon vacuum is a physical solution, we should check if it violates the remaining equations (2.6). In the ideal case, the violation of these equations approaches zero as the level goes to infinity.
The evaluation of these out-of-gauge equations in the Schnabl gauge is much simpler than in the Siegel gauge because we have access to the full set of cubic vertices. Therefore we decided to check the equations that come from the derivation of the action with respect to the dependable variables (2.28). The results are summarized in table 6.1 including extrapolations to infinite level. We extrapolated the data using the same type of function as (3.1), but we omit the data points at level 2, because they do not follow the trend given by the remaining data points. Table 6 .1: Violation of the equations of motion up to level 4.
The first equation f w is a direct analogue of ∆ S in [37] . We can see that it quickly decreases with the level, although somewhat slower than in case of the Siegel gauge solution. The other equations are also satisfied and most of them monotonously approach zero (excluding the exceptional level 2). The extrapolation improves the values at level 24 by another order, so it is most likely that these equations are asymptotically satisfied. The only exception to this trend is the equation f w 4 , which overshoots zero. However, its extrapolation predicts that it has a maximum around level 37 to then turn back and go to zero as well.
Summary and discussion
In this work, we developed a technique that allowed us compute high level solutions in nontrivial gauges. We applied it on the tachyon vacuum solution in the Schnabl gauge and improved the results from [36] to level 24.
The energy of the Schnabl gauge solution behaves similarly as in the Siegel gauge. In particular, it overshoots the correct value, goes through a local minimum at level 12 and then it turns back towards −1. By extrapolating the energy, we found that the solution satisfies the Sen's first conjecture with a precision of about 0.05%. This is not a bad precision, but it is worse than in the Siegel gauge. The extrapolations consistently overshoot the correct value again around L ∼ 500, it is thus possible that the lower precision of the extrapolations is caused by multiple oscillations of the energy around the correct value. Another possibility is that there is a systematic error in our extrapolation techniques, probably related to the level dependence of the Schnabl gauge condition. The gauge invariant E 0 does not suffer from such issues and converges towards the correct value monotonically.
An intriguing question is that if in fact the numerical solution converges to the Schnabl's analytical solution. In this work, we reach a conceivable conclusion that it does. Although at finite levels there is an unexpected big difference between the two solutions. By employing various extrapolation techniques we can get closer to the analytical solution, but with much lower precision than in the case of the gauge invariant observables.
In addition to straightforward comparisons of coefficients, we tested whether the numerical solution satisfies some identities valid for the analytical solution and the equations we projected out during the implementation of the Schnabl gauge. Both of these consistency checks are asymptotically satisfied, which supports the claim that the numerical solution converges to the analytical one.
The extrapolations suggest that the Schnabl gauge solution has a different type of asymptotic behavior than the Siegel gauge solution. It appears that the solution changes significantly even at high levels, which is difficult to capture by our extrapolation techniques. In order to understand the origin of this behavior, we have made a number of low level experiments with linear b-gauges. For instance, considering a simple gauge (b 0 + αb 2 )Ψ = 0, in gauges which are close to the Siegel gauge (α → 0), tachyon vacuum solutions behave well, while when we go further away from the Siegel gauge, there are similar problems with convergence as in the Schnabl gauge. The Schnabl gauge solution is not special in this respect. Our best guess is that the problems with convergence are caused by the fact that the gauge condition couples states at different levels. If the coupling is too strong, the level truncation scheme becomes less reliable. We leave the detailed analysis of the tachyon vacuum solution in these gauges as a future research project.
As another numerical experiment we tried to find a tachyon vacuum solution using a different approach inspired by analytical KBc solutions. Consider a generic KBc string field
By level expansion of such string field we find states of the form
We call the state space spanned by these states a restricted space. It can be described by linear constraints similar to (2.2) and therefore it is possible to search for SFT solutions in the restricted space using the same techniques as for the gauge fixing. The restricted space is not closed under the star product, but one can hope that the projected out equations will be satisfied in the infinite level limit.
Unfortunately, our attempts to find solutions in this setup have not been successful. First, we tried not to impose any gauge. However, the restricted space conditions do not fix enough coefficients at low levels, we therefore encountered the same difficulties as in [37] . There are multiple solutions corresponding to the tachyon vacuum and when we try to improve them to higher levels the Newton's method fails.
Therefore, it appears necessary to impose some gauge condition in addition to the restricted space conditions. We tested both the Siegel and Schnabl gauge conditions, both cases lead to similar results. At low levels there is a unique tachyon vacuum solution, but at higher levels problems with the numerical stability start to appear, actually the Newton's method fails to converge at level 20. Furthermore, the value of the energy associated to the numerical solution does not appear to converge to −1 and some of the projected out equations are not satisfied.
These results lead us to the conclusion that the KBc algebra cannot be consistently truncated to finite level. The restricted space conditions remove too many degrees of freedom at high levels (more than the gauge fixing), therefore the remaining fields cannot solve the SFT equation. Therefore the full analytical expressions are needed to work with the KBc algebra. in the Siegel gauge, we found several solutions which were more or less stable in the level truncation scheme, nonetheless only two of them behaved sufficiently well to motivate a closer attention. Both solutions are twist even and they appear at level 4.
The properties of the first solution are summarized in table A.1. The solution appears to be an analogue of the "double brane" found in [37] , but it behaves asymptotically similarly to the "half brane" solution. The extrapolated values of its energy and E 0 are non-integers, exhibiting large imaginary parts, so this solution is most likely not physical.
The second solution, which is shown in table A.2, behaves slightly better. It is real and the extrapolated values of its energy and the gauge invariant are close to 0 5 . Therefore, it is likely that this solution is gauge equivalent to the tachyon vacuum. However, the precision of its energy is quite low and the first out-of-gauge equation is not exactly satisfied, so it is possible that this solution is a relict of the level truncation approach as well. 
