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ATTRACTOR PROPERTIES FOR IRREVERSIBLE AND
REVERSIBLE INTERACTING PARTICLE SYSTEMS
BENEDIKT JAHNEL AND CHRISTOF KU¨LSKE
Abstract. We consider translation-invariant interacting particle systems on the lat-
tice with finite local state space admitting at least one Gibbs measure as a time-
stationary measure. The dynamics can be irreversible but should satisfy some mild
non-degeneracy conditions. We prove that weak limit points of any trajectory of
translation-invariant measures, satisfying a non-nullness condition, are Gibbs states
for the same specification as the time-stationary measure. This is done under the
additional assumption that zero entropy loss of the limiting measure w.r.t. the time-
stationary measure implies that they are Gibbs measures for the same specification.
We show how to prove the non-nullness for a large number of cases, and also give
an alternate version of the last condition such that the non-nullness requirement can
be dropped. As an application we obtain the attractor property if there is a reversible
Gibbs measure.
Our method generalizes convergence results using relative entropy techniques to a
large class of dynamics including irreversible and non-ergodic ones.
1. Introduction
The last years have seen an interest in the analysis of infinite-volume lattice measures
under stochastic time-evolutions, with a particular view on the possible production of
singularities of such measures [5–7, 9, 27–29]. For analogues of this phenomenon for
spatially structured systems beyond the lattice world see also [23]. These singularities
are related to the emergence of long spatial memory in the conditional probabilities
of the time-evolved measures at given transition times. When the initial measure is a
Gibbs measure in a low-temperature phase for some absolutely summable potential it
may happen that a time-evolved potential ceases to exist, and one speaks of a Gibbs-
non-Gibbs transition. Such phenomena are proved to occur on the lattice for weakly
interacting Glauber dynamics, based on the detection of ’hidden phase transitions’.
Suggested by mean-field analogues, singularities are expected to appear (and even more
easily so) for strongly interacting reversible dynamics. While the focus of this research
has been much on reversible dynamics, one expects similar singularities during time-
evolution in the huge field of irreversible dynamics, see for example [31, 32], which are
even harder to analyze.
While the assumption that all time-evolved measures are Gibbs would make it easy to
obtain a good control in terms of finite-volume approximations, this possible occurrence
of non-localities in turn poses difficulties to control the large-time behavior of trajectories
of time-evolved measures [19]. It is the purpose of this paper to exploit the key concept of
relative entropy change (per site) along trajectories in this context, including situations
of multiple phases, and including situations of irreversible dynamics. As it turns out
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this lack of reversibility forces us to work much harder, and is responsible for opening
our discussion of the non-nullness property.
Relative entropy has a huge importance in the probability theory of statistical me-
chanics in infinite volume, via its relevance in large deviations, via the Gibbs variational
principle, see for example [3,12,28], and also via a new formulation to analyze Gibbs-non
Gibbs transitions in terms of a variational principle in path space, see [6,9]. The study
of entropy decay to unique equilibria connects probability, analysis, and geometry in
fascinating ways, see [1, 8, 38, 41]. Its successful use as a Lyapunov function in infinite
volume in the context of stochastic time-evolutions goes back to very early work of Hol-
ley [17,18] in the special case of a Glauber dynamics for Ising models. Related methods
are used in the excellent reference [11] for dynamics with conserved particle numbers,
however under the necessary assumption of reversibility. Already in [30], zero entropy
loss is used to classify invariant states, but the more difficult issue of the behavior of
trajectories for starting measures off the invariant states is not studied. In this paper
we build up on these initial steps and go beyond the reversible case. As an application
we also provide a treatment of general Glauber dynamics in infinite volume, with finite
alphabets and general Hamiltonians (which to our knowledge has not appeared in the
literature).
We work in the setting of stochastic dynamics for lattice systems in the infinite
volume and in continuous time. Our local state spaces are finite and the dynamics is
specified by giving the rates to jump between different symbols in this alphabet. In
most interesting cases these jump processes are non-independent over the sites which
creates the possibility for macroscopically non-trivial collective behavior. In all what
follows we assume lattice-translation invariance for the rules specifying the dynamics.
We will for the most part not assume that the dynamics is reversible for a particular
measure.
We look at initial configurations which are chosen from lattice-translation invariant
starting measures, and will then be interested in the corresponding trajectories of lattice-
translation invariant infinite-volume measures. We ask for possible large time limiting
behavior. In the language of dynamical systems, we want to know the omega-limit
sets of the dynamics, that is the set of possible weak limit points of νtn where tn
tends to infinity. Here the usual weak convergence is chosen in which convergence
of measures is checked in terms of local observables. In particular, by compactness,
there are always weak limit points. The dynamics has at least one time-stationary
measure µ, which might be ergodic w.r.t. lattice translations or not. In fact we have
examples for both situations. For this measure we will assume that it is even a Gibbs
measure w.r.t. a quasilocal specification γ, in other words µ ∈ G(γ). This is the case
for Glauber dynamics, and for a class of irreversible dynamics [20]. However, there are
examples of irreversible dynamics with non-Gibbsian invariant measures [4]. If there is
one non-Gibbsian invariant measure, the other invariant measures must be non-Gibbsian
too [30]. We give an example of non-Gibbsian invariant measures caused by the lack of
reducibility of the dynamics in Subsection 5.3.
Let us mention that relative entropy techniques have been used successfully also in
related but different ways: In the hydrodynamic-limit approach [25] convergence of
an interacting particle system to some PDE system under the thermodynamic limit
is studied for finite times. In this context, the so-called relative entropy method is
based on the observation (see [35, 36, 42]) that, if the relative entropy density of some
starting measure is zero w.r.t. the limiting measure driven by the PDE, then this is
also true for the time-evolved measure. In that sense the technique does not directly
tackle the question of large-time behaviour of the original system. In contrast to these
2
hydrodynamic limit statements, see for example [10, 39], which are based on relative
entropy techniques, in our setting, there is no spatial rescaling involved.
Here we want to use the relative entropy h(ν|µ) w.r.t. to a time-stationary measure
µ ∈ G(γ) as a Lyapunov function to investigate trajectories and limit points. More
precisely, we give criteria under which the set of weak limit points is contained in the
set of Gibbs measures associated to the invariant measure.
Let us note that in the particular case of the uniqueness regime, |G(γ)| = 1, the
subject of entropy decay under time-evolutions is intimately linked to Log-Sobolev
inequalities for infinite-volume measures, see [1, Chapter 5] or [14]. Proving a Log-
Sobolev inequality for a non-equilibrium model implies the exponential decay of the
relative entropy distance and thus gives not only the attractor property but also the
rate of convergence to the unique equilibrium. We cannot use these methods here since
our interest goes beyond situations of uniqueness to situations where multiple invariant
measures may occur. Instead, our method is based on semicontinuity of the entropy
loss functional in infinite volume.
1.1. Relative entropy as a Lyapunov function. The difficulties using the relative
entropy as a Lyapunov function in the infinite volume are caused by the potential lack of
continuity. Recall that the relative entropy density ν 7→ h(ν|µ) is a lower semicontinuous
function in the weak topology, but in general it is not upper semicontinuous. Looking at
the time-derivative of the relative entropy gL(νtn |µ), as defined in (2), along trajectories
which are sampled at time instances tn tending to infinity, we have limn↑∞ gL(νtn |µ) = 0.
We would like to conclude that gL(ν
∗|µ) = 0 where ν∗ denotes a weak limit point of
the trajectory. This equation expresses zero entropy loss of the limiting measure and
is in itself very useful to characterize possible limits. In interesting cases it may have
multiple solutions ν∗. In many cases, and even irreversible situations as in [20], it allows
to characterize ν∗ by concluding that these solutions must be elements of G(γ).
Now, in order to prove gL(ν
∗|µ) = 0, we would have to know that ν 7→ gL(ν|µ) is
upper semicontinuous. A proof that gL is upper semicontinuous has been given in a
reversible situation for the particular case of the stochastic Ising model for which the
corresponding Ising Gibbs measures are reversible measures in [16, 17]. It is the prime
aim of the present paper to move into the realm of non-reversibility. As our main
result, we prove that gL is upper semicontinuous also for general types of non-reversible
dynamics and also in the situation of general finite state spaces. As a byproduct we
also prove the attractor property for reversible dynamics w.r.t. Gibbs measures for
irreducible finite state space interacting particle systems (IPS) on the lattice.
1.2. A useful decomposition of entropy loss. We are looking for monotonicity
in suitably chosen finite-volume approximations of gL to conclude that gL is upper
semicontinuous. This is what is done in [16], making heavy use of reversibility which we
cannot use in general, and taking advantage of the two-spin situation. We work with a
useful decomposition of gL to treat also irreversible dynamics, see (5) and (21). This
decomposition is explained for single-site dynamics in Appendix 5. The decomposition
does not have an interpretation in terms of decomposition of generators into symmetric
and antisymmetric part. It is made to separate dangerous terms in such a way as to bring
volume monotonicity and convexity into play to help provide semicontinuity. That it
can be made to work in infinite volume as well, is a main result of the present paper, and
relies on the control of boundary terms. Here irreversibility poses additional difficulties
compared to for example Glauber dynamics, and the models considered in [11], and
the property of non-nullness along the trajectory becomes essential. We also give a
proof of this non-nullness property along the trajectory for finite-range dynamics with
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single-site updates, which may be irreversible. We stress that we do not need any
assumption on quasilocality along the trajectory which in many cases indeed would not
hold, as non-Gibbsian measures are known to occur under stochastic dynamics, even
under independent dynamics, see for example [5–7,9, 27–29].
One particular motivation for considering the relative entropy decay under irreversible
dynamics comes from a class of models we consider in [20, 22]. These models exhibit
dynamical non-ergodicity, in the sense of IPS, in the presence of a unique time-stationary
Gibbs measure, making rigorous a heuristics of [34]. In the analysis of a mean-field
version of these rotation dynamics in [21] we were able to show the attractor property
of the limiting cycle using relative entropy techniques on finite-dimensional simplexes.
This proves synchronization in the sense of attractivity of macroscopically coherent
rotating states. Let us mention that a similar type of synchronization is also frequently
studied for other, however mostly mean-field models, for example the Kuramoto model
for coupled noisy phase oscillators [13]. Beyond that, our results provide a very general
analytical approach applicable also to systems where coupling and duality tools are not
available.
1.3. Organisation of the manuscript. In Section 2.1 we first introduce the equi-
librium setting of infinite-volume Gibbs measures and relative entropy densities. In
Section 2.2 we present the dynamical setting of interacting particle systems and the
associated relative entropy loss densities. In Sections 2.3, 2.4 and 2.5 the main result
about the attractor property for irreversible and reversible dynamics are stated. In
Section 3 we present supporting results which allow us to prove the main theorems of
the paper. The technical proofs of the supporting results are contained in Section 4.
Finally, in the Appendix 5 we discuss the special case of independent dynamics.
1.4. Acknowledgments. The authors thank the editor and anonymous referees for
comments and suggestions that helped to improve the presentation of the material.
This research was supported by the Leibniz program Probabilistic Methods for Mobile
Ad-Hoc Networks.
2. Entropy decay for interacting particle systems
2.1. Gibbs measures and relative entropy. Let Pθ denote the set of translation-
invariant probability measures on the configuration space Ω = {1, . . . , q}Z
d
equipped
with the usual product topology and the corresponding Borel sigma-algebra F . Then,
for µ, ν ∈ Pθ and a finite set of sites Λ ⋐ Z
d define the relative entropy via
hΛ(ν|µ) :=
{∑
ωΛ∈{1,...,q}Λ
ν(1ωΛ) log
ν(1ωΛ )
µ(1ωΛ )
, if ν ≪ µ,
∞, else,
where 1ωΛ denotes the indicator function on the finite configuration ωΛ, and ν(f) =∫
ν(dω)f(ω) is a short-hand notation for integration. Further, define the relative entropy
density via
h(ν|µ) := lim
n↑∞
1
|Λn|
hΛn(ν|µ)
where Λn := [−2
n + 1, 2n − 1]d is a sequence of hypercubes centered at the origin,
whenever the limit exists.
We will be interested in situations where µ is a Gibbs measure for a translation-
invariant non-null quasilocal specification on Ω. A specification is a family γ = (γΛ)Λ⋐Zd
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of proper probability kernels γΛ(1ηΛ |ηΛc) from (Ω,FΛc) to the set of probability mea-
sures on (Ω,F). Here, FΛc is the sub-sigma algebra of F generated by the open
sets in {1, . . . , q}Λ
c
and properness means that if ∆ ⊂ Λc, then γΛ(1ηΛ1η∆ |ηΛc) =
γΛ(1ηΛ |ηΛc)1η∆(ηΛc). Further, specifications satisfy the consistency condition γΛ(γ∆(1η∆ |·)|ηΛc) =
γΛ(1η∆ |ηΛc) whenever ∆ ⊂ Λ.
In the following, we will often denote for a given configuration ω ∈ Ω by ωΛ its
projection to the volume Λ ⊂ Zd and to write ωΛω∆ for the finite-volume configuration
in Λ∪∆ composed of ωΛ and ω∆ with disjoint Λ,∆ ⊂ Z
d. We also denote Λc := Zd \Λ
and write ic instead of {i}c for i ∈ Zd.
Definition 2.1. The specification γ is called
(1) translation invariant, if for all Λ ⋐ Zd and i ∈ Zd we have γΛ+i(1ηΛ+i |η(Λ+i)c) =
γΛ(1ηΛ |ηΛc) where Λ + i denotes the lattice translate of Λ by i;
(2) non-null, if infη γo(1ηo |ηoc) ≥ δ for some δ > 0;
(3) quasilocal, if for all Λ ⋐ Zd, lim∆↑Zd supη,ξ |γΛ(1ηΛ |η∆\Λξ∆c)−γΛ(1ηΛ |ηΛc)| = 0.
The infinite-volume probability measure µ is called a Gibbs measure for γ, i.e.,
µ ∈ G(γ), if µ satisfies the DLR equation, namely for all Λ ⋐ Zd and ηΛ we have
µ(γΛ(1ηΛ |·)) = µ(1ηΛ). For details on Gibbs measures and specifications see [4, 12].
In order to guarantee existence of the relative entropy density, µ has to be asymp-
totically decoupled as defined in [28, 37]. For this, denote Λn the centered box with
side-length 2n + 1.
Definition 2.2. A probability measure µ on (Ω,F) is called asymptotically decoupled
if
(1) there exist d : N 7→ N and c : N 7→ [0,∞), such that
lim
n↑∞
d(n)/n = 0 and lim
n↑∞
c(n)/|Λn| = 0.
(2) for all i ∈ Zd, n ∈ N, A ∈ F measurable w.r.t. Λn + i and B ∈ F measurable
w.r.t. (Λn+d(n) + i)
c, we have
e−c(n)µ(A)µ(B) ≤ µ(A ∩B) ≤ ec(n)µ(A)µ(B).
The following result, proved in [37, Proposition 3.2], guarantees existence of the
relative entropy density w.r.t. asymptotically decoupled measures.
Lemma 2.3. Let ν, µ ∈ Pθ and µ asymptotically decoupled. Then, the relative entropy
density h(ν|µ) exists and is non-negative.
For example specifications defined via translation-invariant uniformly absolutely sum-
mable potentials Φ = (ΦA)A⋐Zd are translation invariant, non-null and quasilocal. Gibbs
measures for such Gibbsian specifications are moreover asymptotically decoupled and
hence the relative entropy density of any translation-invariant measure relative to them
exists.
Note, as a subtlety, that for general translation-invariant specifications without any
further assumptions on locality properties, existence of an absolutely summable translation-
invariant potential is not guaranteed, see [4, 26, 40]. This is why we are imposing as-
ymptotic decoupledness as an additional requirement. As a side-remark, for systems of
point particles going back and forth between specifications and potential representations
are even more subtle, see [24]. The equilibrium model considered in [20] provides an
example of such asymptotically decoupled Gibbs measures, where the specification is a
priori not given in terms of an absolutely summable translation-invariant potential.
5
2.2. IPS dynamics and the relative entropy loss. Consider time-continuous, translation-
invariant Markovian dynamics on Ω, namely IPS characterized by time-homogeneous
generators L with domain D(L) and its associated Markovian semigroup (PLt )t≥0. For
the IPS we adopt the exposition given in the standard reference [31, Chapter I]. In all
generality the generator L is given via jump-rates c∆(η, ξ∆) in finite volumes ∆ ⋐ Z
d,
continuous in the starting configurations η ∈ Ω
Lf(η) =
∑
∆⋐Zd
∑
ξ∆
c∆(η, ξ∆)[f(ξ∆η∆c)− f(η)]. (1)
To ensure well-definedness, the jump-measures must satisfy a number of conditions.
Most importantly the single-site jump-intensities have to be bounded, i.e., for c∆(η) :=∑
ξ∆ 6=η∆
c∆(η, ξ∆) and c∆ := supη c∆(η) we assume
∑
∆∋o c∆ <∞. In fact the definition
of L in (1) should be read in such a way that the two summations are only over those
∆ and ξ∆ with c∆(η, ξ∆) > 0. We will call an IPS well-defined if it is well-defined in
the sense of [31, Chapter I].
The following additional conditions on IPS will be used in the sequel.
Definition 2.4. Let Lf(η) =
∑
∆⋐Zd
∑
ξ∆
c∆(η, ξ∆)[f(ξ∆η∆c)− f(η)] be a well-defined
IPS. We say that
(1) L is translation invariant, if all rates are translation invariant;
(2) for L there are only finitely many types of transitions, if c∆ > 0 for only finitely
many ∆ ⋐ Zd;
(3) for L the rates are uniformly continuous, if limΛ↑Zd sup∆∋o supη,ξ,σ |c∆(ηΛσΛc , ξ∆)−
c∆(η, ξ∆)| = 0;
(4) L has a strictly positive minimal transition rate, if for all ∆ ⋐ Zd with c∆ > 0
we have infη,ξ:c∆(η,ξ∆)>0 c∆(η, ξ∆) > 0;
(5) L can not enter trap states, if for all η ∈ {1, . . . , q}Z
d
and ξ∆ ∈ {1, . . . , q}
∆ we
have that c∆(η, ξ∆) > 0 implies that c∆(ξ∆η∆c) > 0.
Examples of IPS satisfying the above conditions are the stochastic Ising model or
more general Glauber dynamics. As another example consider the exclusion process on
{0, 1}Z
d
with rates
c{x,y}(η; (1 − ηx), (1 − ηy)) = p(x, y)ηx(1− ηy) + p(y, x)ηy(1− ηx).
Here, p(x, y) describes the possibly non-symmetric rate of moving a particle from x to
site y. Such processes are contained in the class of IPS satisfying above conditions as
long as p(x, y) > 0 implies p(y, x) > 0. Contact processes or voter models have trap
states and thus our approach can not be applied.
In this paper we want to analyze Gibbsian models given in terms of translation-
invariant non-null quasilocal specifications γ and transformations given by translation-
invariant IPS dynamics which have at least one of the Gibbs measures as a time-
stationary measure. Our main tool is to consider the evolution of the relative entropy
density. Let us define for any ν, µ ∈ Pθ with µP
L
t = µ and Λn, the relative entropy loss
via
gnL(ν|µ) :=
d
dt |t=0
hΛn(νP
L
t |µ).
Similar as for the relative entropy, we define the relative entropy loss density via
gL(ν|µ) := lim sup
n↑∞
1
|Λn|
gΛnL (ν|µ) (2)
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where Λn = [−2
n + 1, 2n − 1]d. In Proposition 3.1 we show that gL(ν|µ) ≤ 0, which
justifies the name of gL(ν|µ).
In order for our main results to cover also models with conserved quantities, let us
introduce the notation DL(µ) for a weakly-closed subset of Pθ which is time stationary
under the dynamics L containing a particular measure µ ∈ Pθ, see also below for some
specific examples. In the following section we state our first main result about the
attractor property for not necessarily reversible IPS.
2.3. Attractor property for irreversible dynamics with non-nullness. For our
first main result, we will assume that under the dynamics the following zero entropy
loss condition holds.
Condition 2.5. We say that a well-defined IPS dynamics L satisfies the zero entropy
loss condition if the following is true.
(1) L satisfies the conditions (1), (2), (3), (4) and (5) in Definition 2.4.
(2) For L there exists a translation-invariant asymptotically-decoupled time-stationary
µ ∈ G(γ) where γ is translation-invariant, non-null and quasilocal.
(3) For any ν ∈ DL(µ) with gL(ν|µ) = 0 it follows that ν ∈ G(γ).
Without the time derivative, i.e., with gL(ν|µ) replaced by h(ν|µ), and for DL(µ) =
Pθ, this condition is one direction of the Gibbs variational principle, see for example
[12, Theorem 15.37]. For DL(µ) = Pθ, all conditions given in Definition 2.4 plus the
above Condition 2.5 involving the time-derivative are proved to hold for example for the
stochastic Ising model in [17,18,31] for any choice of a possibly non-unique translation-
invariant equilibrium measures µ. It can also be proved to hold for non-reversible
rotation dynamics see [20].
A crucial requirement for our first main result to hold is non-nullness.
Definition 2.6. A probability measure ν on Ω is non-null if there exists δ > 0 and a
version of the single-site conditional probabilities such that ν(1ηo |ηoc) ≥ δ for ν-a.a. η.
Time-evolved random fields should be non-null under rather weak assumptions on
the dynamics. We include a full proof of the following statement on non-nullness for
finite-range single-site generators.
Proposition 2.7. Consider a translation-invariant IPS generator with single-site up-
dates of the form
Lf(η) =
∑
i∈Zd
∑
ξi=1,...,q
ci(η, ξi)[f(ξiηic)− f(η)].
We further assume that
(1) L is finite range. That is, there exists a finite centered box ∆ ⋐ Zd such that for
all ξo, we have co(η, ξo) = co(η∆σ∆c , ξo) for all η, σ ∈ Ω.
(2) for L, reachability is independent of the boundary conditions. That is, whenever
co(η, ξo) > 0 also co(σ, ξo) > 0 for all σ with σo = ηo. In this case we say that
ξo can be reached from ηo, and write d(ηo, ξo) for the indicator of this event.
(3) L is single-site irreducible. That is, the Markov chain on the single state space
with rates given by d is irreducible.
Then, for all τ > 0 there exists a δ = δ(τ) > 0 such that for any starting measure ν ∈ Pθ,
and any time t ∈ [τ,∞), the time-evolved measure νPLt is non-null with constant δ.
Furthermore, any subsequential weak limiting measure ν∗ = limn↑∞ νP
L
tn where tn ↑ ∞
is also non-null with constant δ.
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Let us note that the above result allows for irreversible dynamics. As it will become
clear from the proof, the statement can be generalized also to multi-site updates and
rates that are not strictly finite range. We can now state our first main result.
Theorem 2.8. Let the well-defined IPS dynamics L satisfy Condition 2.5 with time-
stationary µ ∈ G(γ). Then, for any translation-invariant starting measure ν ∈ DL(µ)
where the sequence (νPLtn)n∈N consists of non-null probability measures and converges
weakly to the non-null probability measure ν∗ as tn ↑ ∞, we have that ν∗ ∈ G(γ).
In the next section we show that the non-nullness requirement can be dropped if
the zero entropy loss Condition 2.5 is replaced by an approximating zero entropy loss
condition.
2.4. Attractor property without non-nullness assumption. Consider another se-
quence of centered hypercubes Λ˜n = [−2
n + n, 2n − n]d ⊂ Λn = [−2
n + 1, 2n − 1]d. We
then define the approximating relative entropy loss as
g˜nL(ν|µ) =
∑
i∈Λ˜n
∑
∆∋i
1
|∆∩Λn|
∑
ξ∆
∫
ν(dη)c∆(ηΛn , ξ∆) log
ν(1ξ∆∩Λn
|ηΛn\∆)µ(1η∆∩Λn |ηΛn\∆)
ν(1η∆∩Λn |ηΛn\∆)µ(1ξ∆∩Λn
|ηΛn\∆)
.
This definition seems technical at first reading, but in view of the representation of
gL(ν|µ) given in Lemma 4.1 it becomes clear, that g˜L(ν|µ) is equivalent to gL(ν|µ)
except that updates are only performed on those sets ∆ that communicate with the
smaller volume Λ˜n. As before, we define the approximating relative entropy loss density
via
g˜L(ν|µ) := lim sup
n↑∞
1
|Λn|
g˜nL(ν|µ).
Let us assume that under the dynamics the following approximating zero entropy loss
condition holds:
Condition 2.9. We say that a well-defined IPS dynamics L satisfies the approximating
zero entropy loss condition if the following is true.
(1) L satisfies the conditions (1), (2), (3), (4) and (5) in Definition 2.4.
(2) For L there exists a translation-invariant asymptotically-decoupled time-stationary
µ ∈ G(γ) where γ is translation-invariant, non-null and quasilocal.
(3) For any ν ∈ DL(µ) we have g˜L(ν|µ) ≤ 0 and from g˜L(ν|µ) = 0 follows that
ν ∈ G(γ).
In case of the SEP, also the Condition 2.9 with DL(µ) given by the set of translation-
invariant probability measures with particle density as µ can be verified. Note that
DL(µ) is indeed weakly closed as it is defined in terms of the expectation of the spin
variable at the origin. Another example for which the Condition 2.9 can be verified
with DL(µ) = Pθ is the stochastic Ising model, see [16]. Under the approximating
zero entropy loss condition we can prove the attractor property avoiding a non-nullness
requirement for the trajectory and the limiting measure.
Theorem 2.10. Let the well-defined IPS dynamics L satisfy Condition 2.9 with time-
stationary µ ∈ G(γ). Then, for any translation-invariant starting measure ν ∈ DL(µ)
where the sequence (νPLtn)n∈N converges weakly to ν∗ as tn ↑ ∞, we have that ν∗ ∈ G(γ).
In case of the SEP, Theorem 2.10 provides an alternative proof of the well known
attractor result, see [31], via relative entropy. Why do we need to pay attention to
the difference between g˜L(ν|µ) and gL(ν|µ)? We introduce the approximating quantity
g˜nL(ν|µ) to offer a way to circumvent the non-nullness requirement. At the heart of most
8
of the arguments in this paper is the need to bound certain boundary terms in Λn \ Λ˜n.
This is difficult to do in general. We offer two solutions which do the job from two
different perspectives:
(1) Ensure that the sequence of measures νtk is non-null. This can be done some-
times, see Proposition 2.7.
(2) Use a different Lyapunov function, which is g˜ instead of g. Then no non-nullness
is needed, but one has to verify that it really can serve as a Lyapunov function,
which is what we require in Condition 2.9. This is also the strategy used in our
reference results, for example [16], for the stochastic Ising model. This is also
the strategy we use to prove Theorem 2.12 presented in the next section.
In the following section, we prove that the approximating zero entropy loss condition
is satisfied if the time-stationary measure µ is even reversible for L. Hence, as an
application of Theorem 2.10, the attractor property is proven for reversible dynamics.
2.5. Attractor property for reversible dynamics. For our final result, it suffices
to show that Condition 2.9 can be verified if µ is a reversible measure for L and the
requirement that L has no trap states is replaced by the following stronger assumption
of irreducibility.
Definition 2.11. Let Lf(η) =
∑
∆⋐Zd
∑
ξ∆
c∆(η, ξ∆)[f(ξ∆η∆c)−f(η)] be a well-defined
translation-invariant IPS. We say that L is irreducible, if for all η(0) ∈ Ω and σ ∈
{1, . . . , q}∆ with ∆ ⋐ Zd there exists a finite sequence of configurations {η(1), . . . , η(n)}
with η(i) ∈ Ω and η(n) = η
(0)
∆cσ∆ such that the transition rates to jump from η
(i−1) to
η(i) are positive for all i ∈ {1, . . . , n}.
Note that for example Kawasaki dynamics or the SEP are not irreducible in the above
sense. The following Theorem 2.12 is our main statement about the attractor property
for reversible dynamics and generalizes [16,17].
Theorem 2.12. Let the well-defined IPS dynamics L satisfy the conditions (1), (2), (3)
and (4) in Definition 2.4. Further, assume that L is irreducible and admits a reversible
Gibbs measure µ ∈ G(γ) which is translation-invariant, asymptotically-decoupled and
where γ is translation-invariant, non-null and quasilocal. Then, for any ν ∈ Pθ where
the sequence (νPLtn)n∈N converges weakly to ν∗ as tn ↑ ∞, we have that ν∗ ∈ G(γ).
In the next section we present the strategy of proof, state the supporting results
and prove the main results for the irreversible dynamics. The proofs of the supporting
results follow in Section 4. In the Appendix 5 we also present a comprehensive single-site
example to illustrate our general strategy.
3. Strategy of proof
The strategy of the proof, in a nutshell, is given by the following sequence of inequal-
ities
0 = lim
k↑∞
gL(νtk |µ) ≤ gL(ν∗|µ) ≤ 0 (3)
which, under the zero entropy loss Condition, then implies Gibbsianness of the limiting
measure. All of the above inequalities require a proper introduction and this is what we
are going to do now. Let us start with the last inequality in (3) and state that indeed
the relative entropy is non increasing under the time evolution.
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Proposition 3.1. Let ν ∈ Pθ and L be a well-defined IPS generator satisfying condi-
tions (1), (2) and (3) in Definition 2.4. Assume that for L there exists a translation-
invariant asymptotically-decoupled time-stationary Gibbs measure µ ∈ G(γ) where γ is
translation-invariant non-null and quasilocal, then gL(ν|µ) ≤ g˜L(ν|µ). If ν is addition-
ally non-null, then gL(ν|µ) ≤ 0.
The relative entropy density w.r.t. translation-invariant probability measures is a non-
increasing function under rather general transformations, see for example [4, Lemma
3.3]. In case of dynamics with conserved particle numbers and allowing for a Gibbs
measure as a reversible measure, this statement is proved in [11, Formula 3.39 ff.].
The proof of the second inequality in (3) is our main technical result. It rests on the
following decomposition for the relative entropy loss densities gL(ν|µ) and g˜L(ν|µ). We
define the specific entropy loss by
gnL(ν) :=
∑
ωΛn∈{1,...,q}
Λn
ν(L1ωΛn ) log ν(1ωΛn )
and the specific energy loss by
ρnL(ν, µ) := −
∑
ωΛn∈{1,...,q}
Λn
ν(L1ωΛn ) log µ(1ωΛn ).
Then
gL(ν) = lim
n↑∞
1
|Λn|
gnL(ν) and ρL(ν, µ) = lim
n↑∞
1
|Λn|
ρnL(ν, µ)
are their associated densities, whenever their limits exist. Note that, if ρL(ν, µ) and
gL(ν) are defined, then
gL(ν|µ) = ρL(ν, µ) + gL(ν) (4)
and gL(ν|µ) is given by a limit instead of a limit superior. Similar, we define the
approximating specific entropy loss by
g˜nL(ν) =
∑
i∈Λ˜n
∑
∆∋i
1
|∆∩Λn|
∑
ξ∆
∫
ν(dη)c∆(ηΛn , ξ∆) log
ν(1ξ∆∩Λn
|ηΛn\∆)
ν(1η∆∩Λn
|ηΛn\∆)
,
the approximating specific energy loss by
ρ˜nL(ν|µ) = −
∑
i∈Λ˜n
∑
∆∋i
1
|∆∩Λn|
∑
ξ∆
∫
ν(dη)c∆(ηΛn , ξ∆) log
µ(1ξ∆∩Λn
|ηΛn\∆)
µ(1η∆∩Λn |ηΛn\∆)
,
and by
g˜L(ν) = lim
n↑∞
1
|Λn|
g˜nL(ν) and ρ˜L(ν, µ) = lim
n↑∞
1
|Λn|
ρ˜nL(ν, µ)
are their associated densities, whenever their limits exist. Again, if ρ˜L(ν, µ) and g˜L(ν)
are defined, then
g˜L(ν|µ) = ρ˜L(ν, µ) + g˜L(ν) (5)
and g˜L is given by a limit instead of a limit superior.
Let us start the analysis of the entropy loss decomposition by giving the following
representation result for the specific energy loss.
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Proposition 3.2. Let L be a well-defined and translation-invariant IPS and µ a translation-
invariant Gibbs measure for the translation-invariant non-null quasilocal specification γ.
Then, for any ν ∈ Pθ,
ρL(ν, µ) = ρ˜L(ν, µ) =
∑
∆∋o
∑
ξ∆
∫
ν(dη)c∆(η, ξ∆)
1
|∆|
log
γ∆(1η∆ |η∆c)
γ∆(1ξ∆ |η∆c)
(6)
and ν 7→ ρL(ν, µ) is continuous w.r.t. the weak topology on Pθ.
We come to our main technical result which states the existence and upper semicon-
tinuity of ν 7→ g˜L(ν). The approach is inspired by the works [16,17] for the Ising model,
but much more general.
Proposition 3.3. Let L be a well-defined IPS generator satisfying conditions (1), (2),
(3), (4) and (5) in Definition 2.4. Then, g˜L(ν) exists and is upper semicontinuous on
the set of translation-invariant probability measures.
In order to have the same statement also for gL(ν) we must impose non-nullness.
Proposition 3.4. Let L be as in Proposition 3.3. Then, g˜L(ν) = gL(ν) on the set of
non-null translation-invariant probability measures.
We are now in the position to prove our main theorems about irreversible IPS. We
start with the version without non-nullness.
Proof of Theorem 2.10. We have the following chain of inequalities,
0 = lim sup
k↑∞
gL(νtk |µ) ≤ lim sup
k↑∞
g˜L(νtk |µ) = lim sup
k↑∞
g˜L(νtk) + lim sup
k↑∞
ρ˜L(νtk , µ)
≤ g˜L(ν∗) + ρ˜L(ν∗, µ) = g˜L(ν∗|µ).
(7)
Here, for the first equality note that the relative entropy density h(νtk |µ) is non-negative
for all k ∈ N, see for example [12]. Using Proposition 3.1 and the Condition 2.9 we have
that gL(νtk |µ) ≤ g˜L(νtk |µ) ≤ 0 for all k ∈ N, and thus the derivative of h given by
gL is non-positive. It hence must approach zero, in fact as a limit, and we do not
use non-nullness of (νtk)k∈N. The second inequality is justified by Proposition 3.1, the
third and last equalities are by construction. The fourth inequality is a consequence of
Proposition 3.2 and Proposition 3.3.
By weak closedness of DL(µ), under the Condition 2.9, we then have g˜L(ν∗|µ) ≤ 0
and hence from the inequality (7) it follows that g˜L(ν∗|µ) = 0. Again by Condition 2.9
we then have ν∗ ∈ G(γ), which finishes the proof. 
The version with non-nullness is now a consequence of the fact, that for non-null
measures, the approximating relative entropy loss density equals the relative entropy
loss density.
Proof of Theorem 2.8. Using Proposition 3.4, Proposition 3.2 and Proposition 3.1 we
have that g˜L(ν|µ) = gL(ν|µ) ≤ 0 for non-null measures ν ∈ Pθ. Hence, following the
same arguments as in the proof of Theorem 2.10 we see that gL(ν∗|µ) = 0 and by
Condition 2.5 we have ν∗ ∈ G(γ). 
The proof of Theorem 2.12 is more technical and is given in the following section,
together with all other proofs.
4. Proofs
In order to increase readability, in this section, we will use the following short-hand
notation. Instead of ν(1ωΛ) we will simply write ν(ωΛ).
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4.1. Proof of Proposition 2.7. The essential part of the proof proceeds via a decou-
pling of a single-site in path space, using a Girsanov formula to show boundedness of the
errors. In this way we reduce the verification of non-nullness to a single-site situation,
where it is easily seen to hold.
Proof of Proposition 2.7. For any τ > 0, let us write σ[0, τ ] for the path of a configu-
ration σ in [0, τ ], viewed as a random variable w.r.t. the law Qν of the Markov process
started in ν and propagated by (PLt )t≥0 in [0, τ ]. Further, we denote by σ(t) the projec-
tion of σ[0, τ ] to the fixed time t ∈ [0, τ ] and we write Qω instead of Qδω . We will show
that there exists an δ(τ) > 0, such that for all finite volumes Λ \ o, all conditionings
ηΛ\o and all initial infinite-volume configurations ω, there is the lower bound
Qω(σo(τ) = ηo|σΛ\o(τ) = ηΛ\o) ≥ δ(τ). (8)
Once we have proved (8) then, abbreviating νt = νP
L
t , we have for all t ≥ τ that
νt(ηo|ηΛ\o) =
∫
νt−τ (dω)Qω(σo(τ) = ηo|σΛ\o(τ) = ηΛ\o)Qω(σΛ\o(τ) = ηΛ\o)∫
νt−τ (dω)Qω(σΛ\o(τ) = ηΛ\o)
≥ δ(τ)
and the almost-sure lower bound carries over by martingale convergence under the limit
Λ ↑ Zd, i.e.,
νt(ηo|ηoc) = lim
Λ↑Zd
νt(ηo|ηΛ\o) ≥ δ(τ). (9)
To prove (8), we introduce a reference process with generator Lb of the form
Lbf(η) =
∑
i∈Zd
∑
ξi
bi(η, ξi)[f(ξiηic)− f(η)].
Lb will be a non-translation-invariant finite-volume perturbation of L obeying all the
other conditions we assumed for L. By this we mean more precisely, that the rates are
equal, bi = ci, except (possibly) for finitely many flipping sites i ∈ ∆. We also assume
that the reachability functions d are the same for both generators L and Lb.
Denote by Qbω the measure on path space of the process with generator L
b started in
ω. Then (compare [33] in the context of a discussion of fluctuation laws or [2, Theorem
4] in the context of large deviations for IPS) we have for the Radon-Nikodym derivative
in the space of ca´dla´g paths the useful formula
dQω
dQbω
(σ[0, τ ]) = exp
(
−
∫ τ
0
λ(σ(s))ds +
∑
s∈[0,τ ]
σ∆(s
−) 6=σ∆(s)
∑
i∈∆
log
ci(σ(s
−), σi(s))
bi(σ(s−), σi(s))
)
.
(10)
In the first term we have written
λ(η) :=
∑
i∈∆
(
ci(η)− bi(η)
)
for the difference in the total rates of exiting a configuration η taken for the different
generators. This sum involves only finitely many updating sets i ∈ ∆, as the rates
of the two generators differ only in a finite volume. Moreover, the integral is well-
defined almost surely since almost surely, in a finite volume, there are only finitely
many updates. In the second term on the r.h.s. of (10), there is a sum over jumping
times of the process which again has to be taken only in finite volume ∆, as the rates
coincide except in a finite volume and again, in finite volume, almost surely, there are
only finitely many updates. Hence, the Radon-Nikodym derivative is a local function in
path-space. Spelling out the finite-volume conditional probability of the time-evolved
measure on the l.h.s. of (8), we would like the bring the reference process for a suitable
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generator Lb into play. Let us therefore abbreviate both parts of the Radon-Nikodym
derivative as
a(σ[0, τ ]) := exp
(
−
∫ τ
0
λ(σ(s))ds
)
A(σ[0, τ ]) := exp
( ∑
s∈[0,τ ]
σ∆(s
−) 6=σ∆(s)
∑
i∈∆
log
ci(σ(s
−), σi(s))
bi(σ(s−), σi(s))
)
.
(11)
Then, we have
Qω(σo(τ) = ηo|σΛ\o(τ) = ηΛ\o) =
Qω(1σo(τ)=ηo1σΛ\o(τ)=ηΛ\o)
Qω(1σΛ\o(τ)=ηΛ\o)
=
Qbω(a(σ[0, τ ])A(σ[0, τ ])1σo (τ)=ηo1σΛ\o(τ)=ηΛ\o)
Qbω(a(σ[0, τ ])A(σ[0, τ ])1σΛ\o (τ)=ηΛ\o)
.
From now on we assume that Q denotes the path-measure with an arbitrary fixed initial
configuration ω which we will drop now in the notation. By the boundedness of the
rates, both of L and the reference process Lb, we have that for each τ , there exists an
κ(τ) > 0 such that for almost all paths σ[0, τ ] there is a deterministic upper and lower
bound κ(τ) ≤ a(σ[0, τ ]) ≤ 1
κ(τ) . So we can remove this factor and obtain the lower
bound
Q(σo(τ) = ηo|σΛ\o(τ) = ηΛ\o) ≥ κ
2(τ)
Qb(A(σ[0, τ ])1σo(τ)=ηo1σΛ\o(τ)=ηΛ\o)
Qb(A(σ[0, τ ])1σΛ\o(τ)=ηΛ\o)
.
We would like to reduce the problem to a single-site problem, and we have to pay in
terms of the appearance of the more dangerous part A(·). It might look problematic, as
it is not bounded uniformly in all possible trajectories, as the number of jumps in the
finite volume ∆ can be arbitrarily large with positive probability. Nevertheless, we can
control it in terms of tails of Poisson variables with bounded intensities, as we will see.
To carry this out explicitly we have to choose first the decoupling generator Lb in
such a way, that a modification is made for all update sites i which might be influencing
the state of the process at site o. But also, conversely, might be influenced by the state
of the process at site o. To do so, denote the maximal rate of L by cˆ := supη,ξi ci(η, ξi)
and put
bi(η, ξi) := cˆd(ηi, ξi)1∆(i) + ci(η, ξi)1∆c(i)
The main point of this definition is that the processes σo[0, τ ] and σoc [0, τ ] are now
independent under the joint law Qb, for any fixed starting configuration. Let us come
to the treatment of the unbounded term A. By our choice we have from bi ≥ ci the
deterministic upper bound A ≤ 1. Making use of the minimal transition rate property
infη,ξi: ci(η,ξi)>0 ci(η, ξi) > 0, one of our general assumptions which is automatic by finite
range, we also have the lower bound in terms of the total number of jumps around 0,
i.e.,
A(σ[0, τ ]) ≥ e−RN∆(τ).
Here, for a general volume W we write NW (τ) := #{s ∈ [0, τ ], ωW (s
−) 6= ωW (s)} for
the number of updates in W until time T . Here, R > 0 is an obvious finite constant
related to the minimal and maximal rate. To summarize, what we have obtained so far
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is
Q(σo(τ) = ηo|σΛ\o(τ) = ηΛ\o) ≥ κ
2(τ)
Qb(e−RN∆(τ)1σo(τ)=ηo1σΛ\o(τ)=ηΛ\o)
Qb(1σΛ\o(τ)=ηΛ\o)
.
Using that N∆ = No +N∆\o and the independence of the processes at site o and away
from site o under Qb, the term in question factorizes and we have
Qb(e−RN∆(τ)1σo(τ)=ηo1σΛ\o(τ)=ηΛ\o)
Qb(1σΛ\o(τ)=ηΛ\o)
= Qb(e−RNo(τ)1σo(τ)=ηo)×Q
b(e−RN∆\o(τ)|σΛ\o(τ) = ηΛ\o).
(12)
The first term is just an expression in the irreducible time-homogeneous single-site
Markov chain with transition rates cˆd. To be explicit, for any single-site initial condition
ωo we write lower bounds
Qb(e−RNo(τ)1σo(τ)=ηo) ≥ e
−RnQb(No(τ) ≤ n, σo(τ) = ηo)
≥ e−Rn
(
Qb(σo(τ) = ηo)−Q
b(No(τ) > n)
)
.
(13)
First, by irreducibility, for any τ > 0 and all ηo, there is a lower bound Q
b(σo(τ) =
ηo) ≥ ρ˜(τ) > 0. Next, Q
b(No(τ) > n) is bounded from above by the tail of a Poisson
distribution, and hence, now choosing n sufficiently large but finite, gives a strictly
positive uniform lower bound ρ(τ) on the r.h.s. of (13).
The second term of (12) is bounded below by
e−Rn(1−Qb(N∆\o(τ) > n|σΛ\o(τ) = ηΛ\o))
≥ e−Rn(1−
∑
j∈∆\o
Qb(Nj(τ) >
n
|∆ \ o|
|σΛ\o(τ) = ηΛ\o)).
Considering one summand of the finitely many sites j ∈ ∆ \ o, we condition on the
behavior of the path away from j and write
Qb(Nj(τ) > m|σΛ\o(τ) = ηΛ\o)
=
∫
Qb(dωjc [0, τ ]|σΛ\o(τ) = ηΛ\o)×Q
b(Nj(τ) > m|σjc [0, τ ] = ωjc[0, τ ]).
(14)
Now, for any fixed realization of the path ωjc [0, τ ] away from j the term under the
integral on the r.h.s. is the tail of the counting variable Nj(τ) of a single-site Markov
chain at site j with time-inhomogeneous rates which are given by the behavior of the
path ωjc[0, τ ] in a finite neighborhood around the site j. These rates are not explicit,
but all that matters is that they are uniformly bounded by cˆτ . Hence, the r.h.s. of (14)
is dominated from above by the corresponding tail of a Poisson variable with parameter
cˆτ . Now choose m = n/|∆ \ o| sufficiently large but finite, to finish the proof of non-
nullness.
Finally, the non-nullness carries over to any subsequential limiting measure since the
bound δ(τ) is uniform in time, volume and the measure. 
4.2. Proof of Proposition 3.1. The proof is based on a finite-volume argument for an
approximating dynamics which depends on the infinite-volume time-stationary measure
µ, using Jensen’s inequality. We note that this proof would become much simpler
in the reversible setting, where the reversible measure and the rates can be related
configuration wise via the detailed balance equations, see the proof of Theorem 2.12.
In the irreversible case, we loose this identification and the arguments become more
involved.
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Before we enter the proof, let us give a representation of the relative entropy loss
gnL(ν|µ) that we will use for calculations in what follows.
Lemma 4.1. Let cν∆(ηΛn , ξ∆∩Λn) :=
∑
ξ∆\Λn
∫
ν(dσ|ηΛn)c∆(ηΛnσΛcn , ξ∆∩Λnξ∆\Λn), then
we have that
gnL(ν|µ) =
∑
i∈Λn
∑
∆∋i
1
|∆∩Λn|
∑
ξ∆∩Λn
∑
ηΛn
ν(ηΛn)c
ν
∆(ηΛn , ξ∆∩Λn) log
ν(ξ∆∩Λn |ηΛn\∆)µ(η∆∩Λn |ηΛn\∆)
ν(η∆∩Λn |ηΛn\∆)µ(ξ∆∩Λn |ηΛn\∆)
.
Proof of Lemma 4.1. We prove by direct calculation. We have that
gnL(ν, µ) =
∑
ωΛn
ν(L1ωΛn ) log
ν(ωΛn)
µ(ωΛn)
=
∑
ωΛn
log
ν(ωΛn)
µ(ωΛn)
∑
∆:∆∩Λn 6=∅
∑
ξ∆
∫
ν(dη)c∆(η, ξ∆)[1ωΛn (ξ∆η∆c)− 1ωΛn (η)]
=
∑
∆:∆∩Λn 6=∅
∑
ξ∆
∫
ν(dη)c∆(η, ξ∆) log
ν(ξ∆∩ΛnηΛn\∆)µ(ηΛn)
ν(ηΛn)µ(ξ∆∩ΛnηΛn\∆)
=
∑
i∈Λn
∑
∆∋i
1
|∆∩Λn|
∑
ξ∆
∫
ν(dη)c∆(η, ξ∆) log
ν(ξ∆∩Λn |ηΛn\∆)µ(η∆∩Λn |ηΛn\∆)
ν(η∆∩Λn |ηΛn\∆)µ(ξ∆∩Λn |ηΛn\∆)
.
Replacing the rates, implies the desired representation. 
Also we will often need estimates on the logarithmic terms in gnL(ν|µ). For this the
nun-nullness is a sufficient assumption. We have the following estimate.
Lemma 4.2. Let ∆ ⊂ Λ ⋐ Zd and ν ∈ Pθ be non-null with parameter δ > 0, then for
all η, ξ ∈ Ω we have that
| log
ν(ξ∆|ηΛ\∆)
ν(η∆|ηΛ\∆)
| ≤ |∆| log
1
δ
.
In particular, for µ ∈ G(γ) with non-null specification γ, the same estimate holds.
Proof of Lemma 4.2. Let i1, . . . , ik be any numbering of the sites in ∆, and denote
[ij , ik] = {ij , ij+1, . . . , ik}, then by the chain rule of conditional probabilities
ν(η∆|ηΛ\∆) =
∏
j=1,...,k−1
ν(ηij |η[ij+1,ik]ηΛ\∆).
Now, for every ij we can expand the conditioning in an elementary way and write
ν(ηij |η[ij+1,ik]ηΛ\∆) =
∫
ν(dσ)ν(ηijη[ij+1,ik]ηΛ\∆|σΛc∪[i1,ij−1])∫
ν(dσ)ν(η[ij+1,ik]ηΛ\∆|σΛc∪[i1,ij−1])
=
∫
ν(dσ)
ν(ηij η[ij+1,ik]ηΛ\∆|σΛc∪[i1,ij−1])
ν(η[ij+1,ik]ηΛ\∆|σΛc∪[i1,ij−1])
ν(η[ij+1,ik]ηΛ\∆|σΛc∪[i1,ij−1])∫
ν(dσ)ν(η[ij+1,ik]ηΛ\∆|σΛc∪[i1,ij−1])
=
∫
ν(dσ)ν(ηij |η[ij+1,ik]ηΛ\∆σΛc∪[i1,ij−1])ν(η[ij+1,ik]ηΛ\∆|σΛc∪[i1,ij−1])∫
ν(dσ)ν(η[ij+1,ik]ηΛ\∆|σΛc∪[i1,ij−1])
≥ δ
(15)
which gives the desired bound. If ν is replaced by µ ∈ G(γ) for a non-null specification γ,
then, in equation (15), using the DLR equation, the term ν(ηij |η[ij+1,ik]ηΛ\∆σΛc∪[i1,ij−1])
can be replaced by γ(ηij |η[ij+1,ik]ηΛ\∆σΛc∪[i1,ij−1]) which leads to the same bound. 
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Remark: Let us mention that throughout the manuscript, the non-nullness condition
is stronger than necessary. What is really needed is that
sup
Λn∋o
∑
∆∋o
∑
ξ∆
∫
ν(dη)cξ∆∆ (η) log
ν(η∆∩Λn |ηΛn\∆)
ν(ξ∆∩Λn |ηΛn\∆)
<∞
which is implied if ν is non-null.
Proof of Proposition 3.1. Let us first show that gL(ν|µ) ≤ g˜L(ν|µ) for all ν ∈ Pθ. In-
deed, using log x ≤ x and Lemma 4.2, we can estimate
gnL(ν|µ)− g˜
n
L(ν|µ) =
∑
i∈Λn\Λ˜n
∑
∆∋i
1
|∆∩Λn|
∑
ξ∆∩Λn
∑
ηΛn
ν(ηΛn)c
ν
∆(ηΛn , ξ∆∩Λn)
× log
ν(ξ∆∩Λn |ηΛn\∆)µ(η∆∩Λn |ηΛn\∆)
ν(η∆∩Λn |ηΛn\∆)µ(ξ∆∩Λn |ηΛn\∆)
≤
∑
i∈Λn\Λ˜n
∑
∆∋i
1
|∆∩Λn|
∑
ξ∆∩Λn
∑
ηΛn
ν(ηΛn)c
ν
∆(ηΛn , ξ∆∩Λn)
×
[ ν(ξ∆∩Λn |ηΛn\∆)
ν(η∆∩Λn |ηΛn\∆)
+ |∆ ∩ Λn| log
1
δ
]
=
∑
i∈Λn\Λ˜n
∑
∆∋i
1
|∆∩Λn|
∑
ξ∆∩Λn
∑
ηΛn
cν∆(ηΛn , ξ∆∩Λn)
×
[
ν(ξ∆∩ΛnηΛn\∆) + ν(ηΛn)|∆ ∩ Λn| log
1
δ
]
= |Λn \ Λ˜n|
∑
∆∋o
c∆(q
|∆| + log
1
δ
)
(16)
where we also used translation invariance in the last equality. Since we assume only
finitely many types of transitions, by the definition of Λn and Λ˜n, this tends to zero in
the density limit.
Now we show gL(ν|µ) ≤ 0. For this, consider the approximating finite-volume gener-
ator
Ln1ωΛn (ηΛn) =
∑
∆:∆⊂Λn
∑
ξ∆
cn∆(ηΛn , ξ∆)[1ωΛn (ξ∆ηΛn\∆)− 1ωΛn (ηΛn)]
where for ∆ ⊂ Λn the approximating rates are defined by
cn∆(ηΛn , ξ∆) =
∑
∆′⋐Λcn
∫
µ(dσΛcn |ηΛn)
∑
ζ∆′
c∆∪∆′(ηΛnσΛcn , ξ∆ζ∆′)
with µ the time-stationary Gibbs measure for the infinite-volume generator L. Note
that Ln is a well-defined finite-volume generator. The finite-volume rates are obtained
from the infinite-volume rates in terms of the following two averaging operations. First,
a conditional average over the part of the configuration outside of the finite volume
Λn given the part ηΛn inside Λn, w.r.t. the invariant measure µ in the infinite volume.
Second, a sum over the part ∆′ of the update-set ∆∪∆′ and the corresponding config-
urations ζ∆′ outside of Λ. For example if L is the generator of the exclusion process,
then the particle number in Λ is not preserved by Ln and particles are produced and
vanish at the boundary.
This construction in particular implies that µ, as a measure on {1, . . . , q}Λn , is in-
variant w.r.t. Ln. Indeed, we can write
0 = µ(L1ωΛ) =
∑
ηΛn
µ(ηΛn)
∫
µ(dσΛcn |ηΛn)(L1ωΛn )(ηΛnσΛc)
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where the first equality is the time-stationarity of µ w.r.t. the infinite-volume dynamics
and the second equality is the decomposition of the infinite-volume measure into its
finite-volume marginal and its conditional probability outside. Hence it suffices to show
that Ln1ωΛn (ηΛn) =
∫
µ(dσΛcn |ηΛn)(L1ωΛn )(ηΛnσΛcn). But this is true since
Ln1ωΛn (ηΛn) =
∑
∆:∆⊂Λn
∑
ξ∆
cn∆(ηΛn , ξ∆)[1ωΛn (ξ∆ηΛn\∆)− 1ωΛn (ηΛn)]
=
∫
µ(dσΛcn |ηΛn)
∑
∆:∆⊂Λn
∑
∆′⋐Λcn
∑
ξ∆
∑
ζ∆′
c∆∪∆′(ηΛnσΛcn , ξ∆ζ∆′)[1ωΛn (ξ∆ηΛn\∆)− 1ωΛn (ηΛn)]
=
∫
µ(dσΛcn |ηΛn)
∑
∆′′: ∆′′∩Λn 6=∅
∑
ξ∆′′
c∆(ηΛnσΛcn , ξ∆′′)[1ωΛn (ξ∆′′∩ΛnηΛn\∆′′)− 1ωΛn (ηΛn)]
=
∫
µ(dσΛcn |ηΛn)L1ωΛn (ηΛnσΛcn)
where we have used, that every ∆′′ appearing in the sum in the third line has a unique
decomposition into ∆ ⊂ Λn and ∆
′ ⊂ Λcn appearing in the second line.
Now, let (Pnt )t≥0 denote the semigroup associated to Ln, then by Jensen’s inequality
applied to the concave function Ψ(u) := −u log u+ u− 1 we have
hΛn(νP
n
t |µ) = −
∑
ηΛn
µ(ηΛn)Ψ(
νPnt (ηΛn)
µ(ηΛn)
) ≤ −
∑
ηΛn
µ(ηΛn)Ψ(
ν(ηΛn)
µ(ηΛn)
) = hΛn(ν|µ).
This is a standard argument for finite Markov processes, see for example [12, Theorem
3.A3]. Consequently, the derivative
d
dt |t=0
hΛn(νP
n
t |µ) =
∑
∆:∆⊂Λn
∑
ξ∆
∑
ηΛn
ν(ηΛn)c
n
∆(ηΛn , ξ∆) log
ν(ηΛn)µ(ξ∆ηΛn\∆)
ν(ξ∆ηΛn\∆)µ(ηΛn)
must be non-positive. What remains to show, is that the error produced by the approx-
imation of the dynamics is of boundary order. Recall the short-hand notation for the
rates from Lemma 4.1. Then we have the following estimate,
|
d
dt |t=0
hΛn(νP
L
t |µ)−
d
dt |t=0
hΛn(νP
n
t |µ)| ≤
∑
i∈Λn
∑
∆∋i
1
|∆∩Λn|
∑
ξ∆∩Λn
∑
ηΛn
ν(ηΛn)
× |cν∆(ηΛn , ξ∆∩Λn)− c
µ
∆(ηΛn , ξ∆∩Λn)|| log
ν(ξ∆∩ΛnηΛn\∆)µ(ηΛn )
ν(ηΛn )µ(ξ∆∩ΛnηΛn\∆)
|
where we resolved the rates cn into the notation cµ. Roughly speaking, by the continuity
of the rates, the distance between the rates becomes small for updates in the bulk, and
boundary terms can be estimated using non-nullness. To make this precise, we split the
first sum into a sum
∑
i∈Λ˜n
of bulk terms and a sum
∑
i∈Λn\Λ˜n
of boundary terms. The
sum of boundary terms, using Lemma 4.2, can be bounded from above by
|Λn \ Λ˜n|4 log
1
δ
∑
∆∋o
c∆ (17)
which tends to zero in the density limit. As for the sum of bulk terms, let n be sufficiently
large, such that for all ∆ with ∆ ∩ Λ˜n 6= ∅ and c∆ > 0 we have ∆ ⊂ Λn. Then, again
using Lemma 4.2, we can estimate from above by
2 log
1
δ
|Λ˜n|
∑
∆∋o: c∆>0
q|∆| sup
ξ,η,σ,σ′
|c∆(ηΛnσΛcn , ξ∆)− c∆(ηΛnσ
′
Λcn
, ξ∆)|.
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But since we assumed the rates to be uniformly continuous, this term tends to zero in
the density limit as n tends to infinity. This finishes the proof. 
4.3. Proof of Proposition 3.2. The proof is based on a proper separation of bulk
and boundary terms. The main argument then rests on the continuity of the rates and
translation invariance. Note, that in this proof, we do not require only finitely many
types of transitions.
Proof of Proposition 3.2. Considering the proof of Lemma 4.1, we have the following
representation of the finite-volume specific energy loss
ρnL(ν, µ) =
∑
i∈Λn
∑
∆∋i
1
|∆∩Λn|
∑
ξ∆∩Λn
∑
ηΛn
ν(ηΛn)c
ν
∆(ηΛn , ξ∆∩Λn) log
µ(η∆∩Λn |ηΛn\∆)
µ(ξ∆∩Λn |ηΛn\∆)
.
Using the exact same arguments as in the estimate for the boundary term in (17), we
see that |ρnL(ν, µ)− ρ˜
n
L(ν, µ)| = o(|Λn|) which proves that ρL(ν, µ) = ρ˜L(ν, µ) if the limit
exists. In order to see that the limit exists and has the desired form, note that, by
translation-invariance, the representation on the r.h.s. of (6) can be written as
1
|Λn|
∑
i∈Λn
∑
∆∋i
1
|∆|
∑
ξ∆
∫
ν(dη)c∆(η, ξ∆) log
γ∆(η∆|η∆c)
γ∆(ξ∆|η∆c)
=: RL(ν, µ).
Thus, resolving the short-hand notation for the rates cν∆, introduced in Lemma 4.1, the
non-normalized finite-volume difference can be expressed as
|Λn|RL(ν, µ)− ρ
n
L(ν, µ)
=
∑
i∈Λn
∑
∆∋i
∑
ξ∆
1
|∆|
∫
ν(dη)c∆(η, ξ∆) log
γ∆(η∆|η∆c)µ(ξ∆∩Λn |ηΛn\∆)
γ∆(ξ∆|η∆c)µ(η∆∩Λn |ηΛn\∆)
+
∑
i∈Λn
∑
∆∋i
∑
ξ∆
∫
ν(dη)(
1
|∆|
−
1
|∆ ∩ Λn|
)c∆(η, ξ∆) log
µ(η∆∩Λn |ηΛn\∆)
µ(ξ∆∩Λn |ηΛn\∆)
(18)
and it suffices to show that this difference is of the order o(|Λn|). We would like to
separate boundary terms from bulk terms. For this, let us fix a finite set o ∈ Γ ⋐ Zd
and rewrite (18) as
∑
i∈Λn: Γ+i⊂Λn
∑
∆∋i:∆ 6⊂Γ+i
∑
ξ∆
1
|∆|
∫
ν(dη)c∆(η, ξ∆) log
γ∆(η∆|η∆c)µ(ξ∆∩Λn |ηΛn\∆)
γ∆(ξ∆|η∆c)µ(η∆∩Λn |ηΛn\∆)
+
∑
i∈Λn: Γ+i⊂Λn
∑
∆∋i:∆⊂Γ+i
∑
ξ∆
1
|∆|
∫
ν(dη)c∆(η, ξ∆) log
γ∆(η∆|η∆c)µ(ξ∆|ηΛn\∆)
γ∆(ξ∆|η∆c)µ(η∆|ηΛn\∆)
+
∑
i∈Λn: Γ+i 6⊂Λn
∑
∆∋i
∑
ξ∆
1
|∆|
∫
ν(dη)c∆(η, ξ∆) log
γ∆(η∆|η∆c)µ(ξ∆∩Λn |ηΛn\∆)
γ∆(ξ∆|η∆c)µ(η∆∩Λn |ηΛn\∆)
+
∑
i∈Λn: Γ+i⊂Λn
∑
∆∋i:∆ 6⊂Γ+i
∑
ξ∆
∫
ν(dη)(
1
|∆|
−
1
|∆ ∩ Λn|
)c∆(η, ξ∆) log
µ(η∆∩Λn |ηΛn\∆)
µ(ξ∆∩Λn |ηΛn\∆)
+
∑
i∈Λn: Γ+i 6⊂Λn
∑
∆∋i
∑
ξ∆
∫
ν(dη)(
1
|∆|
−
1
|∆ ∩ Λn|
)c∆(η, ξ∆) log
µ(η∆∩Λn |ηΛn\∆)
µ(ξ∆∩Λn |ηΛn\∆)
=: I + II + III + IV + V,
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where we used that ∆ ⊂ Λn in II. Now, using once again Lemma 4.2, the terms I and
IV can be bounded from above, by
|I| ≤ |Λn|2 log
1
δ
∑
∆∋o:∆ 6⊂Γ
c∆ and |IV | ≤ |Λn| log
1
δ
∑
∆∋o:∆ 6⊂Γ
c∆
where we also applied translation invariance. Since, by well-definedness,
∑
∆∋o c∆ <∞,
we can pick Γ ⊃ Γ(ε) sufficiently large, such that |I|+ |IV | < ε|Λn|.
Further, the boundary terms III and V can be bounded from above, using again
translation invariance, by
|III| ≤ #{i ∈ Λn : Γ + i 6⊂ Λn}2 log
1
δ
∑
∆∋o
c∆ and
|V | ≤ #{i ∈ Λn : Γ + i 6⊂ Λn} log
1
δ
∑
∆∋o
c∆.
For given Γ, for sufficiently large n, we thus have |III| + |V | < ε|Λn| since #{i ∈ Λn :
Γ + i 6⊂ Λn}/|Λn| tends to zero as n tends to infinity.
In order to bound the remaining bulk term II, note that, for any fixed ∆ ⋐ Zd with
∆ ⊂ Λn, we can estimate using the DLR equation and consistency
γ∆(η∆|η∆c)µ(ξ∆|ηΛn\∆)
γ∆(ξ∆|η∆c)µ(η∆|ηΛn\∆)
=
γ∆(η∆|η∆c)µ
(
γΛn(ξ∆ηΛn\∆|·)
)
γ∆(ξ∆|η∆c)µ
(
γΛn(η∆ηΛn\∆|·)
)
=
µ
(γ∆(ξ∆|ηΛn\∆σΛcn )
γ∆(ξ∆|η∆c)
γΛn(ηΛn\∆|σΛcn)
)
µ
(γ∆(η∆|ηΛn\∆σ˜Λcn )
γ∆(η∆|η∆c)
γΛn(ηΛn\∆|σ˜Λcn)
) ≤ supξ,η,σ
γ∆(ξ∆|ηΛn\∆σΛcn )
γ∆(ξ∆|η∆c)
infη,σ
γ∆(η∆|ηΛn\∆σΛc )
γ∆(η∆|η∆c)
.
Hence, using arguments as in the proof of Lemma 4.2, we have infη γ∆(η∆|η∆c) ≥ δ
|∆|
and thus
1− δ−|∆||γ∆(ξ∆|ηΛn\∆σΛcn)− γ∆(ξ∆|η∆c)| ≤
γ∆(ξ∆|ηΛn\∆σΛcn)
γ∆(ξ∆|η∆c)
≤ 1 + δ−|∆||γ∆(ξ∆|ηΛn\∆σΛcn)− γ∆(ξ∆|η∆c)|
(19)
where l.h.s. and the r.h.s. tend to one by the quasilocality assumption on the specification
uniformly in the configurations. Thus, for the bulk term II, since we are dealing with
only finitely many sets ∆ ⊂ Γ, we can pick sufficiently larger n such that
∑
∆∋o,∆⊂Γ
∑
ξ∆
1
|∆|
∫
ν(dη)c(η, ξ∆)| log
γ∆(η∆|η∆c)µ(ξ∆|ηΛn\∆)
γ∆(ξ∆|η∆c)µ(η∆|ηΛn\∆)
| < ε|Λn|
and hence |II| < ε|Λn|. This finishes the representation part of the proof.
For the continuity let again be Γ ⋐ Zd, then
ρL(ν, µ) =
∫
ν(dη)
∑
∆∋o,∆⊂Γ
∑
ξ∆
1
|∆|
∫
c(η, ξ∆) log
γ∆(η∆|η∆c)
γ∆(ξ∆|η∆c)
+
∫
ν(dη)
∑
∆∋o,∆ 6⊂Γ
∑
ξ∆
1
|∆|
∫
c(η, ξ∆) log
γ∆(η∆|η∆c)
γ∆(ξ∆|η∆c)
=: ρΓL(ν) + ρ
Γc
L (ν)
and the map ν 7→ ρΓL(ν) is weakly continuous as a finite sum of weakly continuous
functions by the continuity of the rates and the quasilocality of the specification. The
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second summand can be bounded from above and below by
− log
1
δ
∑
∆∋o,∆ 6⊂Γ
c∆ ≤ ρ
Γc
L (ν) ≤ log
1
δ
∑
∆∋o,∆ 6⊂Γ
c∆
which can be made arbitrarily small since we assumed
∑
∆∋o c∆ <∞. Thus ρL(ν, µ) is
continuous as a uniform limit of continuous functions. 
4.4. Proof of Proposition 3.4. In perspective of the representation Lemma 4.1, we
see that gnL(ν) can be written as
gnL(ν) =
∑
i∈Λn
∑
∆∋i
1
|∆ ∩ Λn|
∑
ξ∆
∫
ν(dη)c∆(η, ξ∆) log
ν(ξ∆∩Λn |ηΛn\∆)
ν(η∆∩Λn |ηΛn\∆)
.
Correspondingly, recall the definition of the approximating entropy loss
g˜nL(ν) =
∑
i∈Λ˜n
∑
∆∋i
1
|∆ ∩ Λn|
∑
ξ∆
∫
ν(dη)c∆(η, ξ∆) log
ν(ξ∆∩Λn |ηΛn\∆)
ν(η∆∩Λn |ηΛn\∆)
and note that here we just eliminated a part of the first summation. The proof of the
proposition is a simple application of Lemma 4.2.
Proof of Proposition 3.4. Note that by non-nullness of ν and Lemma 4.2,
−|Λn| log
1
δ
∑
∆∋o
c∆ ≤ g
n
L(ν) ≤ |Λn| log
1
δ
∑
∆∋o
c∆. (20)
Further, since we assume only finitely many types of transitions, see Condition (2) in
Definition 2.4, for sufficiently large n, all ∆ ∋ i with i ∈ Λ˜n and c∆ > 0 lie in Λn. Now,
the error |gnL(ν)− g˜
n
L(ν)| is of boundary order o(|Λn|), which is immediate from equation
(20), compare also the estimates for III and V in the proof of Proposition 3.2. 
4.5. Proof of Proposition 3.3. The proof rests on a sequence of lemmas which repre-
sent separation of harmless components in terms of continuity and a bulk term argument
which guarantees the upper-semicontinuity via an application of Jensen’s inequality.
For convenience let us write cξ∆∆ (η) := c∆(η, ξ∆) and recall also the short-hand nota-
tions c∆(η) :=
∑
ξ∆ 6=η∆
cξ∆∆ (η) and c∆ := supη c∆(η).
Note that due to Property (2) in Definition 2.4, for sufficiently large n, in the definition
of g˜nL we can replace ∆ ∩ Λn = ∆ for ∆ ∩ Λ˜n 6= ∅ with c∆ > 0. We will do that in the
sequel. In order to create a term that will resembles a relative entropy, we rewrite g˜nL(ν)
as a sum of two terms
g˜nL(ν) =−
∑
i∈Λ˜n
∑
∆∋i
1
|∆|
∑
ξ∆
∫
ν(dη)cξ∆∆ (η) log
ν(η∆|ηΛn\∆)q
|∆|cξ∆∆ (η)
ν(ξ∆|ηΛn\∆)c∆(η∆cξ∆)
+
∑
i∈Λ˜n
∑
∆∋i
1
|∆|
∑
ξ∆
∫
ν(dη)cξ∆∆ (η) log
q|∆|cξ∆∆ (η)
c∆(η∆cξ∆)
=: snL(ν) + r
n
L(ν)
(21)
where the well-definedness of rnL(ν) is guaranteed by the no-trap Condition 4 in Defini-
tion 2.4. In our first supporting lemma we show that the compensating term rnL(ν) has
a limiting density which is also continuous. We postpone the proof to the end of this
section.
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Lemma 4.3. Under the assumptions of Proposition 3.3 on L, for any ν ∈ Pθ,
lim
n↑∞
|Λn|
−1rnL(ν) = rL(ν)
exists and ν 7→ rL(ν) is weakly continuous on Pθ.
Thus, using Lemma 4.3, for the proof of Proposition 3.3, it suffices to show existence
and upper semicontinuity for the density of snL(ν). For this, consider balls Bn(i) := {j ∈
Zd : |i− j| ≤ n} w.r.t. the Euclidean norm. We define an approximation of snL(ν) given
by
fnL(ν) :=
∑
i∈Λ˜n
∑
∆∋i
1
|∆|q|∆|
∑
ξ∆
∑
ηΛn
ν(ξ∆ηΛn\∆)c˜∆(ηBn−1(i)\∆ξBn−1(i)∩∆)
×Ψ[
1
ν(ξ∆ηΛn\∆)
∫
ν(dσ)1ηΛn (σ)
q|∆|cξ∆∆ (σ)
c∆(σ∆cξ∆)
].
Here, the truncated rates are defined as
c˜ξ∆∆ (ηBn−1(i)) := infσ
cξ∆∆ (ηBn−1(i)σBn−1(i)c)
and in particular, the rate to flip c˜∆(ηBn−1(i)) :=
∑
ξ∆ 6=η∆
c˜ξ∆∆ (ηBn−1(i)), for i ∈ Λ˜n,
depends only on the sites Bn−1(i) ⊂ Λn inside Λn. Further, the classical entropy
function Ψ(u) := −u log u+ u− 1 is non-positive and concave, see for example [12].
The proof of Proposition 3.3 will be finished once we have shown the following two
lemmas.
Lemma 4.4. Under the assumptions of Proposition 3.3 on L, for any ν ∈ Pθ,
lim
n↑∞
|Λn|
−1fnL(ν) = fL(ν) ∈ [−∞,∞)
exists and ν 7→ fL(ν) is weakly upper-semicontinuous on Pθ.
We postpone the proof of this and the next lemma to the end of this section.
Lemma 4.5. Under the assumptions of Proposition 3.3 for L for any ν ∈ Pθ, we have
lim
n↑∞
|Λn|
−1[snL(ν)− f
n
L(ν)] = 0.
Let us give now the proof of Proposition 3.3.
Proof of Proposition 3.3. For any ν ∈ Pθ, using the Lemmas 4.3, 4.4 and 4.5 we have
lim
n↑∞
|Λn|
−1g˜nL(ν) = lim
n↑∞
|Λn|
−1[snL(ν) + r
n
L(ν)− f
n
L(ν) + f
n
L(ν)] = rL(ν) + fL(ν).
Further, ν 7→ fL(ν) is weakly upper-semicontinuous and ν 7→ rL(ν) is weakly continuous
on Pθ which implies the desired result. 
Proof of Lemma 4.3. We can follow similar but much simpler arguments as used in the
proof of Proposition 3.2 and show that
lim
n↑∞
1
|Λn|
rnL(ν) =
∑
∆∋o
1
|∆|
∑
ξ∆
∫
ν(dη)cξ∆∆ (η) log
q|∆|cξ∆∆ (η)
c∆(η∆cξ∆)
=: rL(ν).
In particular, the mapping ν 7→ rL(ν) on Pθ is continuous by the continuity of the
rates. 
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Proof of Lemma 4.4. The main argument in the proof is to upper bound fnL by f
n−1
L
using Jensen’s inequality via the concavity of Ψ.
Consider 2d disjoined and congruent subcubes Γn,k of Λn with total side length 2
n−1
as well as 2d disjoined congruent subcubes Γ˜n,k of Λ˜n with total side length 2
n−n−1. Let
the subcubes be centered such that Γ˜n,k ⊂ Γn,k for each k. Note that
⋃
k∈{1,...,2d} Γ˜n,k (
Λ˜n. We have
fnL(ν) ≤
2d∑
j=1
∑
i∈Γ˜n,j
∑
∆∋i
1
|∆|q|∆|
∑
ξ∆
∑
ηΛn
ν(ξ∆ηΛn\∆)c˜∆(ηBn−1(i)\∆ξBn−1(i)∩∆)
×Ψ[
1
ν(ξ∆ηΛn\∆)
∫
ν(dσ)1ηΛn (σ)
q|∆|cξ∆∆ (σ)
c∆(σ∆cξ∆)
]
=
2d∑
j=1
∑
i∈Γ˜n,j
∑
∆∋i
1
|∆|q|∆|
∑
ξ∆
∑
ηΓn,j
c˜∆(ηBn−1(i)\∆ξBn−1(i)∩∆)
∑
ηΛn\Γn,j
ν(ξ∆ηΛn\∆)
×Ψ[
1
ν(ξ∆ηΛn\∆)
∫
ν(dσ)1ηΛn (σ)
q|∆|cξ∆∆ (σ)
c∆(σ∆cξ∆)
]
where the first inequality comes from dropping the terms associated to i ∈ Λ˜n \⋃
k∈{1,...,2d} Γ˜n,k, since Ψ is non-positive. The equality in the second line is possible
since for i ∈ Γ˜n,j we have Bn−1(i) ⊂ Γn,j and thus we could move the truncated rates
c˜∆ in front of the sum over configurations in Λn \ Γn,j. Now, note that there exists
m ∈ N such that c∆ = 0 if 0 ∈ ∆ 6⊂ Bm−1(0) by the finite range condition on L. For
n ≥ m from ∆ ∋ i and i ∈ Γ˜n,j follows ∆ ⊂ Γn,j. Thus, for n ≥ m, by an application of
Jensen’s inequality w.r.t. the partial sum over configurations in Λn \Γn,j to the concave
function Ψ we have∑
ηΛn\Γn,j
ν(ξ∆ηΛn\∆)Ψ[
1
ν(ξ∆ηΛn\∆)
∫
ν(dσ)1ηΛn (σ)
q|∆|cξ∆∆ (σ)
c∆(σ∆cξ∆)
]
= ν(ξ∆ηΓn,j\∆)
∑
ηΛn\Γn,j
ν(ξ∆ηΛn\∆)
ν(ξ∆ηΓn,j\∆)
Ψ[
1
ν(ξ∆ηΛn\∆)
∫
ν(dσ)1ηΛn (σ)
q|∆|cξ∆∆ (σ)
c∆(σ∆cξ∆)
]
≤ ν(ξ∆ηΓn,j\∆)Ψ[
∑
ηΛn\Γn,j
1
ν(ξ∆ηΓn,j\∆)
∫
ν(dσ)1ηΛn (σ)
q|∆|cξ∆∆ (σ)
c∆(σ∆cξ∆)
]
= ν(ξ∆ηΓn,j\∆)Ψ[
1
ν(ξ∆ηΓn,j\∆)
∫
ν(dσ)1ηΓn,j (σ)
q|∆|cξ∆∆ (σ)
c∆(σ∆cξ∆)
]
which implies that
fnL(ν) ≤
2d∑
j=1
∑
i∈Γ˜n,j
∑
∆∋i
1
|∆|q|∆|
∑
ξ∆
∑
ηΓn,j
c˜∆(ηBn−1(i)\∆ξBn−1(i)∩∆)ν(ξ∆ηΓn,j\∆)
×Ψ[
1
ν(ξ∆ηΓn,j\∆)
∫
ν(dσ)1ηΓn,j (σ)
q|∆|cξ∆∆ (σ)
c∆(σ∆cξ∆)
] ≤ 2dfn−1L (ν)
where we used translation invariance of ν and the rates. Notice that in the last inequality
we used that truncating the rates c˜ over smaller volumes only decreases the rates, which
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gives the upper bound by non-positivity of Ψ. To compensate for the different volumes
define G(n) :=
∏∞
l=n
(2l+2−2)d
(2l+2−1)d
which tends to one for n ↑ ∞, then
G(n)
(2n+1 − 1)d
fnL(ν)
is non-increasing in n since fnL(ν) ≤ 2
dfn−1L (ν) and thus
lim
n↑∞
G(n)
(2n+1 − 1)d
fnL(ν) = fL(ν) ≥ −∞
exists. This also implies limn↑∞ |Λn|
−1fnL(ν) = fL(ν). Since ν 7→ f
n
L(ν) is continuous
for every n, we have that ν 7→ fL(ν) is upper semicontinuous. 
Proof of Lemma 4.5. Recall that Ψ(u) = −u log u+u− 1. Let us start by decomposing
Ψ in fnL(ν) for sufficiently large n. We have
fnL(ν) =
∑
i∈Λ˜n
∑
∆∋i
1
|∆|q|∆|
∑
ξ∆
∑
ηΛn
ν(ξ∆ηΛn\∆)c˜∆(ηBn−1(i)\∆ξ∆)
×Ψ[
1
ν(ξ∆ηΛn\∆)
∫
ν(dσ)1ηΛn (σ)
q|∆|cξ∆∆ (σ)
c∆(σ∆cξ∆)
]
= −
∑
i∈Λ˜n
∑
∆∋i
1
|∆|
∑
ξ∆
∑
ηΛn
∫
ν(dσ)1ηΛn (σ)
c˜∆(ηBn−1(i)\∆ξ∆)c
ξ∆
∆ (σ)
c∆(σ∆cξ∆)
× log[
1
ν(ξ∆ηΛn\∆)
∫
ν(dσ)1ηΛn (σ)
q|∆|cξ∆∆ (σ)
c∆(σ∆cξ∆)
]
+
∑
i∈Λ˜n
∑
∆∋i
1
|∆|
∑
ξ∆
∫
ν(dσ)
c˜∆(σBn−1(i)\∆ξ∆)c
ξ∆
∆ (σ)
c∆(σ∆cξ∆)
−
∑
i∈Λ˜n
∑
∆∋i
1
|∆|q|∆|
∑
ξ∆
∑
ηΛn
ν(ξ∆ηΛn\∆)c˜∆(ηBn−1(i)\∆ξ∆)
=: −I + II − III.
(22)
We claim that II − III is of boundary order. Indeed, II − III can be equivalently
written as
∑
i∈Λ˜n
∑
∆∋i
1
|∆|
[∑
ξ∆
∫
ν(dσ)
c˜∆(σBn−1(i)\∆ξ∆)c
ξ∆
∆ (σ)
c∆(σ∆cξ∆)
−
∑
ηΛn
ν(ηΛn)c˜∆(ηBn−1(i))
]
=
∑
i∈Λ˜n
∑
∆∋i
1
|∆|
∫
ν(dη)
[∑
ξ∆
c˜∆(ηBn−1(i)\∆ξ∆)c
ξ∆
∆ (η)
c∆(η∆cξ∆)
− c˜∆(ηBn−1(i))
] (23)
and it suffices to show that the term in square brackets tends to zero as n ↑ ∞ uniformly
in η and i. But this is the case, indeed if c∆ = 0 by the definition L, ∆ is not included
in the summation and hence there is nothing to show. If c∆ > 0 with ∆ ∋ i we have for
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all η with c∆(η) > 0,
|
∑
ξ∆
cξ∆∆ (η)
c˜∆(ηBn−1(i)\∆ξ∆)
c∆(η∆cξ∆)
− c˜∆(ηBn−1(i))|
≤ |
∑
ξ∆
cξ∆∆ (η)
c˜∆(ηBn−1(i)\∆ξ∆)− c∆(η∆cξ∆)
c∆(η∆cξ∆)
|+ sup
η
|c∆(η)− c˜∆(ηBn−1(i))|
≤ sup
η
|c∆(η)− c˜∆(ηBn−1(i))|
∑
ξ∆
cξ∆∆ (η)
c∆(η∆cξ∆)
+ sup
η
|c∆(η)− c˜∆(ηBn−1(i))|
where∑
ξ∆
cξ∆∆ (η)
c∆(η∆cξ∆)
=
∑
ξ∆:c
ξ∆
∆ (η)>0
cξ∆∆ (η)
c∆(η∆cξ∆)
≤
c∆(η)
min
ξ∆:c
ξ∆
∆ (η)>0
c∆(η∆cξ∆)
≤ sup
η:c∆(η)>0
c∆(η)
min
ξ∆:c
ξ∆
∆ (η)>0
c∆(η∆cξ∆)
≤
c∆
inf
η,ξ∆:c
ξ∆
∆ (η)>0
c∆(η∆cξ∆)
which is finite by Condition (4) in Definition 2.4. Hence, by the uniform continuity of
the rates, the density limit of (23) tends to zero as n tends to infinity.
It remains to show convergence to zero for the density of snL(ν) + I as n tends to
infinity. For this, it suffices to show that, for all i ∈ Λ˜n, we have that
∑
∆∋i
1
|∆|
∑
ξ∆
∑
ηΛn
ν(ηΛn)
[ ∫
ν(dσ|ηΛn)
c˜∆(ηBn−1(i)\∆ξ∆)c
ξ∆
∆ (σΛcnηΛn)
c∆(σΛcnηΛn\∆ξ∆)
× log[
∫
ν(dσ˜|ηΛn)
ν(ηΛn)q
|∆|cξ∆∆ (σ˜ΛcnηΛn)
ν(ξ∆ηΛn\∆)c∆(σ˜ΛcnηΛn\∆ξ∆)
]
−
∫
ν(dσ|ηΛn)c
ξ∆
∆ (σΛcnηΛn) log
ν(ηΛn)q
|∆|cξ∆∆ (σΛcnηΛn)
ν(ξ∆ηΛn\∆)c∆(σΛcnηΛn\∆ξ∆)
]
tends to zero as n ↑ ∞. Adding and subtracting the mixed term∫
ν(dσ|ηΛn)c
ξ∆
∆ (σΛcnηΛn) log[
∫
ν(dσ˜|ηΛn)
ν(ηΛn)q
|∆|cξ∆∆ (σ˜ΛcnηΛn)
ν(ξ∆ηΛn\∆)c∆(σ˜ΛcnηΛn\∆ξ∆)
]
we first show boundary order of∑
∆∋i
1
|∆|
∑
ξ∆
∑
ηΛn
ν(ηΛn)
∫
ν(dσ|ηΛn)c
ξ∆
∆ (σΛcnηΛn) log[
∫
ν(dσ˜|ηΛn)
c
ξ∆
∆ (σ˜ΛcnηΛn )c∆(σΛcnηΛn\∆ξ∆)
c
ξ∆
∆ (σΛcnηΛn )c∆(σ˜ΛcnηΛn\∆ξ∆)
].
Define the strictly positive minimal transition rate guaranteed by Condition (4) in Def-
inition 2.4 as cmin∆ , then for the upper bound we have
cξ∆∆ (σ˜ΛcnηΛn)
cξ∆∆ (σΛcnηΛn)
≤ 1 +
1
cmin∆
sup
η,ξ,σ
|cξ∆∆ (η)− c
ξ∆
∆ (ηΛnσΛcn)| and
c∆(σΛcnηΛn\∆ξ∆)
c∆(σ˜ΛcnηΛn\∆ξ∆)
≤ 1 +
1
cmin∆
sup
η,σ
|c∆(η)− c∆(ηΛnσΛcn)|
(24)
and similar from below for the lower bound. This yields the boundary order by the
uniform continuity of the rates.
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Secondly, we show boundary order of the second mixed term∑
∆∋i
1
|∆|
∑
ξ∆
∑
ηΛn
ν(ηΛn)
∫
ν(dσ|ηΛn)
[
c˜∆(ηBn−1(i)\∆ξ∆)c
ξ∆
∆ (σΛcnηΛn )
c∆(σΛcnηΛn\∆ξ∆)
− cξ∆∆ (σΛcnηΛn)
]
× log[
ν(ηΛn)
ν(ξ∆ηΛn\∆)
∫
ν(dσ˜|ηΛn)
q|∆|cξ∆∆ (σ˜ΛcnηΛn)
c∆(σ˜ΛcnηΛn\∆ξ∆)
].
(25)
From the argument presented in equation (24) we already see that the term in square
brackets in (25)
A(ξ∆, ηΛn) :=
∫
ν(dσ|ηΛn)
[
c˜∆(ηBn−1(i)\∆ξ∆)c
ξ∆
∆ (σΛcnηΛn )
c∆(σΛcnηΛn\∆ξ∆)
− cξ∆∆ (σΛcnηΛn)
]
should tend to zero as n tends to infinity uniformly in the configurations by the uniform
continuity of the rates. Unfortunately, neither the logarithmic term nor A(ξ∆, ηΛn) have
a fixed sign, which makes a direct estimate difficult. The way out is to split the sums
over terms with fixed sign and use two different estimates. One will be log x ≤ x, the
other one is more complicated. Here, we replace the logarithmic term by the function
Ψ. This has the advantage that the logarithm is then replaced by terms with fixed signs.
Reintroducing the function fnL will allow us to bound the error against f
n
L itself, which
will lead to the following statement. If limn↑∞ |Λn|
−1fnL(ν) > −∞, then the error tends
to zero as n ↑ ∞. In case limn↑∞ |Λn|
−1fnL(ν) = −∞ then also limn↑∞ |Λn|
−1snL(ν) =
−∞.
To do this, let us split the sum
∑
ξ∆,ηΛn
in (25) into a first sum
∑
ξ∆,ηΛn :A(ξ∆,ηΛn )≥0
and a second sum
∑
ξ∆,ηΛn :A(ξ∆,ηΛn )<0
. The part of (25) under the second sum can be
bounded from above by
∑
∆∋i
1
|∆|
∑
ξ∆
∑
ηΛn
ν(ξ∆ηΛn\∆)|A(ξ∆, ηΛn)|[
∫
ν(dσ˜|ηΛn)
q|∆|cξ∆∆ (σ˜ΛcnηΛn)
c∆(σ˜ΛcnηΛn\∆ξ∆)
]−1 (26)
using log x ≤ x. The crucial point here is that in this bound, the appearances of
ν(ηΛn) have cancelled. Since we assumed the condition of a minimal transition rate,
the term [
∫
ν(dσ˜|ηΛn)
c
ξ∆
∆ (σ˜ΛcnηΛn )
c∆(σ˜ΛcnηΛn\∆ξ∆)
]−1 can be uniformly bounded by c∆/c
min
∆ . Then,
for sufficiently large n, we can bound (26) from above by
ε
∑
∆∋o
c∆
cmin∆
,
where we also used that #{η∆} = q
|∆| and thus there is another cancellation. We can
use the same arguments to bound the summands
∑
ξ∆,ηΛn :A(ξ∆,ηΛn )≥0
in (25) from below
by −ε
∑
∆∋o c∆/c
min
∆ and hence they become arbitrarily small as n ↑ ∞.
Now, to bound the summand
∑
ξ∆,ηΛn :A(ξ∆,ηΛn )≥0
in (25) from above, using the simple
bound log x ≤ x, the crucial cancellation of terms ν(ηΛn) is not available and instead
terms involving ν would remain in the denominator, creating the need to involve non-
nullness. In order to circumvent this issue, recall that for u > 0
log u = 1− u−1 − u−1Ψ(u) ≤ 1 + u−1 − u−1Ψ(u)
since only the term −u−1 is negative. Using the property of a minimal transition rate,
we can even bound A(ξ∆, ηΛn) agains its first summand, i.e., for sufficiently large n
|A(ξ∆, ηΛn)| ≤ ε
∫
ν(dσ|ηΛn)
c˜∆(ηBn−1(i)\∆ξ∆)c
ξ∆
∆ (σΛcnηΛn)
c∆(σΛcnηΛn\∆ξ∆)
.
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Thus, the part of (25) under this sum can be bounded from above by
ε
∑
∆∋i
1
|∆|
∑
ξ∆
∑
ηΛn
ν(ξ∆ηΛn\∆)
∫
ν(dσ|ηΛn)
c˜∆(ηBn−1(i)\∆ξ∆)c
ξ∆
∆ (σΛcnηΛn)
c∆(σΛcnηΛn\∆ξ∆)
×
[
log[
∫
ν(dσ˜|ηΛn)
q|∆|c
ξ∆
∆ (σ˜ΛcnηΛn )
c∆(σ˜ΛcnηΛn\∆ξ∆)
] + 2[
∫
ν(dσ˜|ηΛn)
q|∆|c
ξ∆
∆ (σ˜ΛcnηΛn )
c∆(σ˜ΛcnηΛn\∆ξ∆)
]−1
]
.
(27)
But adding and subtracting boundary-order terms of the form II− III, this expression
is equal to εfnL(ν) + o(|Λn|). We can use the same arguments for the remaining case
where we have to bound the summands
∑
ξ∆,ηΛn :A(ξ∆,ηΛn )<0
in (25) from below. This
completes the proof. 
4.6. Proof of Theorem 2.12. The proof uses the detailed balance equations to relate
the rates to the specification of the reversible Gibbs measures configuration wise.
Proof of Theorem 2.12. Using Theorem 2.10, it suffices to prove that Condition 2.9
holds. For this it is enough to show that g˜L(ν|µ) ≤ 0 and that g˜L(ν|µ) = 0 implies that
ν ∈ G(γ).
For this, the first part of the proof is similar to the proof of Proposition 3.3. Recall
that in (21) we write g˜nL(ν) as a sum of two terms. To simplify notation let us assume
n to be sufficiently large such that
∑
∆∋0:∆ 6⊂Bn−1(0)
c∆ = 0. This can be done without
loss of generality since we are interested in the large n limit and L is assumed to have
the property that there are only finitely many types of transitions.
Since we are now in a reversible setting, it is more convenient to extend g˜nL(ν) in the
following way, where we assume n to be sufficiently large,
g˜ΛnL (ν) =−
∑
i∈Λ˜n
∑
∆∋i
1
|∆|
∑
ξ∆
∫
ν(dη)cξ∆∆ (η) log
ν(ηΛn)c
ξ∆
∆ (η)
ν(ξ∆ηΛn\∆)c
η∆
∆ (η∆cξ∆)
+
∑
i∈Λ˜n
∑
∆∋i
1
|∆|
∑
ξ∆
∫
ν(dη)cξ∆∆ (η) log
cξ∆∆ (η)
cη∆∆ (η∆cξ∆)
=: snL(ν) + r
n
L(ν)
where, by the continuity of the rates
lim
n↑∞
1
|Λn|
rnL(ν) =
∑
∆∋o
1
|∆|
∑
ξ∆
∫
ν(dη)cξ∆∆ (η) log
cξ∆∆ (η)
cη∆∆ (η∆cξ∆)
=: rL(ν).
Note that snL(ν) is still well-defined since by the reversibility assumption c
ξ∆
∆ (η) > 0
implies that cη∆∆ (η∆cξ∆) > 0. Indeed, the reversibility implies that for all ηΛ and ξ∆
with ∆ ⊂ Λ∫
µ(dσ)γΛ(ηΛ|σΛc)c
ξ∆
∆ (σΛcηΛ) =
∫
µ(dσ)γΛ(ηΛ\∆ξ∆|σΛc)c
η∆
∆ (σΛcηΛ\∆ξ∆). (28)
Hence, if cξ∆∆ (η) > 0 by the continuity also c
ξ∆
∆ (σΛcηΛ) > 0 for any σ, for a suffi-
ciently large volume Λ. Further, since the specification is assumed to be non-null, also
cη∆∆ (σΛcηΛ\∆ξ∆) > 0 and c
η∆
∆ (η∆cξ∆) > 0 for any σ, for the same large volume Λ.
The reversibility in particular implies that rL(ν) + ρL(ν, µ) = 0, i.e.,
0 =
∑
∆∋o
1
|∆|
∑
ξ∆
∫
ν(dη)cξ∆∆ (η) log
cξ∆∆ (η)γ∆(η∆|η∆c)
cη∆∆ (η∆cξ∆)γ∆(ξ∆|η∆c)
.
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This can be seen in the following way. As a consequence of (28) we have
γ∆(η∆|η∆c)c
ξ∆
∆ (η)
γ∆(ξ∆|η∆c)c
η∆
∆ (η∆cξ∆)
=
∫
µ(dσ)
γ∆(ξ∆|ηΛ\∆σΛc )c
η∆
∆ (σΛcηΛ\∆ξ∆)
γ∆(ξ∆|η∆c)c
η∆
∆ (η∆cξ∆)∫
µ(dσ)
γ∆(η∆|ηΛ\∆σΛc )c
ξ∆
∆ (σΛcηΛ)
γ∆(η∆|η∆c)c
ξ∆
∆ (η)
where the r.h.s. tends to one as Λ tends to Zd by the continuity and non-nullness
assumptions on the rates as well as on the specification.
In other words, in a reversible setting, g˜L(ν|µ) = limn↑∞ |Λn|
−1snL(ν). Very similar to
the proof of Proposition 3.3, one can show, using Jensen’s inequality, that in the limit
as n tends to infinity, snL(ν) can be replaced by
fnL(ν) :=
∑
i∈Λ˜n
∑
∆∋i
1
|∆|
∑
ξ∆
∑
ηΛn
ν(ξ∆ηΛn\∆)c˜
η∆
∆ (ηBn−1(i)\∆ξ∆)
×Ψ[
1
ν(ξ∆ηΛn\∆)
∫
ν(dσ)1ηΛn (σ)
cξ∆∆ (σ)
cη∆∆ (σ∆cξ∆)
].
Again, anf
n
L(ν), with an > 0 some volume-factor, is a non-increasing sequence of non-
positive functions. Since Ψ ≤ 0 this in particular implies that g˜L(ν|µ) exists and
g˜L(ν|µ) ≤ 0, which is the first property that we wanted to check for Condition 2.9.
As for the second statement, assume that g˜L(ν|µ) = 0 which then implies that f
n
L(ν) =
0 for all sufficiently large n. Consequently, for all i ∈ Λ˜n, ∆ ∋ i, ξ∆ and ηΛn we have
ν(ξ∆ηΛn\∆)c˜
η∆
∆ (ηBn−1(i)\∆ξ∆)Ψ[
1
ν(ξ∆ηΛn\∆)
∫
ν(dσ)
1ηΛn
(ξ)cξ∆∆ (σ)
cη∆∆ (σ∆cξ∆)
] = 0. (29)
Let us assume c˜η∆∆ (ηBn−1(i)\∆ξ∆) > 0 and note, as above, that this implies
cη∆∆ (σΛcnηΛn\∆ξ∆) > 0 and c
ξ∆
∆ (σΛcnηΛn) > 0 for all σ, by continuity and reversibility.
Under this assumption, ν(ηΛn) = 0 implies ν(ξ∆ηΛn\∆) = 0 since otherwise
ν(ξ∆ηΛn\∆)c˜
η∆
∆ (ηBn−1(i)\∆ξ∆)Ψ[
1
ν(ξ∆ηΛn\∆)
∫
ν(dσ)
1ηΛn
(σ)cσ∆∆ (σ)
cη∆∆ (σ∆cξ∆)
] < 0.
In other words, whenever a jump is possible from a configuration ηΛn to a configuration
ξ∆ηΛn\∆, then ν(ηΛn) = 0 implies ν(ξ∆ηΛn\∆) = 0. By the condition that L is irre-
ducible this implies that from ν(ηΛn) = 0 it follows that ν(ξΛ˜nηΛn\Λ˜n) = 0 for all ξΛ˜n .
Further assume ν(ηΛn) = 0 for some ηΛn . Let m ≥ n be such that Λ˜m ⊃ Λn, then it
follows that ν(ξΛm\ΛnηΛn) = 0 for all ξΛm\Λn . Consequently, ν(ξΛm\ΛnξΛn) = 0 for all
ξΛn and thus ν(ηΛn) = 0 for all ηΛn which is a contradiction. Hence ν(ηΛn) > 0 for all
ηΛn .
Finally, let η by given with c˜η∆∆ (ηBn−1(i)\∆ξ∆) > 0, then using (29) and the reversibil-
ity (28), we have
1 =
∫
ν(dσ|ηΛn)
c
ξ∆
∆ (ηΛnσΛcn )ν(η∆|ηΛn\∆)
c
η∆
∆ (σΛcnηΛn\∆ξ∆)ν(ξ∆|ηΛn\∆)
∫
ν(dσ|ηΛn)
γ∆(ξ∆|ηΛn\∆σΛcn )ν(η∆|ηΛn\∆)
γ∆(η∆|ηΛn\∆σΛcn )ν(ξ∆|ηΛn\∆)
.
By martingale convergence, this implies that ν almost surely
γ∆(η∆|η∆c)
γ∆(ξ∆|η∆c)
=
ν(η∆|η∆c)
ν(ξ∆|η∆c)
. (30)
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Again by the assumption that L is irreducible, the above equation is true for ν al-
most all η and ξ∆ ∈ {1, . . . , q}
∆. Recall the following general fact: Let (a1, ...aq) and
(b1, ........, bq) be probability vectors with
al
ak
= bl
bk
for all k, l ∈ {1, ........, q} then
al =
al∑q
k=1 ak
=
1
1 +
∑
k 6=l
ak
al
=
1
1 +
∑
k 6=l
bk
bl
= bl.
Hence (30) implies γ∆(ξ∆|η∆c) = ν(ξ∆|η∆c) for ν almost all η and ξ∆ ∈ {1, . . . , q}
∆.
But this implies that ν is a Gibbs measure for the specification γ. 
5. Appendix: Independent dynamics
The first three subsections are completely elementary, and can serve as an illustration
which can be read independently, before or after the bulk of the paper. The last sub-
section gives an example going beyond our framework, where a non-Gibbsian invariant
measure occurs caused by lack of reducibility.
Let us explain the main ideas for the entropy loss and the energy-entropy decom-
position first in a single-site situation. Denote by ℓ the generator of a continuous-time
Markov chain on the single-site state space {1, . . . , q} which is irreducible. It is described
by the matrix of jump-rates ℓij and acts on test-functions f via
ℓf(i) =
q∑
j=1
ℓij(f(j) − f(i)). (31)
By irreducibility there is a unique time-stationary (not necessarily reversible) distribu-
tion given by the probability vector µ = (µi)i∈1,...,q. The semigroup giving the probabil-
ity to jump in time t from i to j is given by the ij-th entries of the matrix exponential
P ℓt = exp(tℓ).
For any single-site starting measure ν, the relative entropy loss w.r.t. the time-
stationary measure is the time-derivative of the relative entropy
gℓ(ν|µ) =
d
dt |t=0
h(νP ℓt |µ) = ρℓ(ν, µ) + gℓ(ν)
with an energetic term and an entropic term
ρℓ(ν, µ) =
∑
j 6=i
νjℓji log
µj
µi
gℓ(ν) = −
∑
j 6=i
νjℓji log
νj
νi
.
(32)
5.1. Detailed balance. Let us note that in the special case of a reversible dynamics,
i.e., if µjℓji = µiℓij , we can write the entropy loss
gℓ(ν|µ) = −
∑
j 6=i
νjℓji log
νjℓji
νiℓij
which can be interpreted as a new relative entropy for measures on a doubled system.
The analogue of this step for the proof of semicontinuity in the interacting system in
finite-volume approximations is useful as it allows for simplifications in the treatment
of boundary terms. This makes the treatment of reversible interacting dynamics easier
than non-reversible dynamics.
28
More precisely, defining ℓ0ji = ℓji1j 6=i and the pair of measures ν
+(j, i) = νjℓ
0
ji/Z and
ν−(j, i) = νiℓ
0
ij/Z on {1, . . . , q}
2 with normalization Z =
∑
j,i νjℓ
0
ji, we can write
gℓ(ν|µ) = −Zh(ν
+|ν−).
Note that gℓ(ν|µ) is non-positive.
5.2. Decomposing entropy loss for non-reversible dynamics. It turns out to be
useful to involve an entropy representation also for the non-reversible dynamics, as it
suggests a way to prove the semicontinuity of ν 7→ gℓ(ν|µ) also in the full infinite-
dimensional problem with interacting dynamics.
Using the measures ν± as defined above, we write the entropic part of the entropy
loss as
gℓ(ν) = −Zh(ν
+|ν−) +
∑
j 6=i
νjℓji log
ℓji
ℓij
. (33)
The analogue of this decomposition in the infinite-dimensional setting is very useful for
us to see semicontinuity. Let us outline the reasons. Note first that, under sufficient
regularity assumptions on µ and ℓ, the continuity of the energy part ρℓ(ν, µ) holds, as
it is a linear function of ν. Also the infinite-volume analogue of the second term on the
r.h.s. of (33) is linear, and again under suitable regularity assumptions on ℓ is friendly.
Finally, h is convex, which is an essential ingredient and helps the actual proof of upper-
semicontinuity in the infinite-volume problem, via finite-volume approximations, see the
proof of Propositions 3.4, 3.3 and Theorem 2.12.
5.3. Independent infinite-volume dynamics without reversibility assumption.
Let us check the theory in the simple case of independent dynamics. Take the indepen-
dent sum in infinite volume of the generator above
Lf(η) =
∑
x∈Zd
q∑
j=1
ℓηx,j[f(η
x,j)− f(η)],
where (ηx,j)y = ηy for y 6= x and (η
x,j)x = j. The associated infinite-volume semigroup
PLt factorizes over the matrix exponentials P
ℓ
t . Clearly, under irreducibility of the
single-site generator ℓ, for any translation-invariant starting measure ν, there is weak
convergence of νt := νP
L
t to the unique time-stationary measure obtained by tensoring
the single-site time-stationary measures over the sites.
This is seen by looking at the probabilities directly, but of course we find from our
Theorem 2.8, noting that for independent irreducible (in the local state spaces) dy-
namics, non-nullness along the trajectory is guaranteed with the bound νt(1η0 |η0c) ≥
minω0=1,...,q P
ℓ
t (ω0, η0) which converges to µη0 as time tends to infinity.
5.4. Lack of reducibility, invariant spaces and fuzzy map and potential lack
of Gibbsianness. Let us drop reducibility in the single-site space. We consider an
infinite-volume dynamics with single-site generator which has two disjoint communicat-
ing classes C1, C2 so that C1∪C2 = {1, . . . , q}. On each Ca the single-site Markov chain
has a time-stationary distribution which we denote by µa. No reversibility is assumed.
Now, for translation-invariant ν, as time tends to infinity, we have weak convergence to
the ν-dependent time-stationary measure µ given by the non-trivial mixture
νt(dη)→ µ(dη) :=
∫
ν(dω)
∏
x∈Zd
(∑
a=1,2
1Ca(ωx)µ
a(dηx)
)
. (34)
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Let us introduce the fuzzy map T (ωx) := a iff ωx ∈ Ca, extend it to infinite-volume
configurations by T (ω)x := T (ωx), and write Tµ = µ ◦ T
−1 for its action on infinite-
volume measures. The dynamics preserves fuzzy image measure Tν. Hence, the spaces
of measures
DTL(µ) := {ν ∈ Pθ : Tν = Tµ}
are closed under the dynamics. On these spaces weak convergence to µ indeed takes
place. While in the case of the reversible particle-exchange dynamics on the lattice
as presented in [11], under assumption of particle-exchange irreducibility, the family of
invariant spaces is indexed by the possible single-site distributions on {1, . . . , q}, in the
present case the family of invariant spaces is indexed by the possible fuzzy measures on
{1, 2}Z
d
.
Let us finally mention that there are particular examples for which the limiting mea-
sure µ is non-Gibbsian, even if the starting measure ν is Gibbsian: Consider a 2k-state
Potts model ν at low temperatures in zero magnetic field. To be specific assume that
ν is obtained with fixed boundary condition, say equal to 1. Put C1 = {1, . . . , k},
C2 = {k + 1, . . . , 2k}. Consider any independent dynamics with these communicating
classes, which may not be reversible (assuming k ≥ 3). Then, the measure Tν, which
is known as a fuzzy Potts measure, is proved to be non-Gibbs at low enough tempera-
tures, see [15], for a lack of quasilocality. Observe, that the conditional probabilities of
the time-stationary measure µ and the fuzzy measure Tν corresponding to the starting
measure ν, are related via
µ(1η0 |ηV \0) = Tν(1T (η0)|T (ηV \0))µ
T (η0)(1η0).
In this case, also the corresponding time-stationary infinite-volume measure µ in (34) is
a non-Gibbsian measure. This goes beyond our original framework and points towards
another line of research where (dependent) dynamics are considered that have no Gibb-
sian time-stationary measure, where one may hope to make progress by a combination
of the present methods and those of [28] with new ideas.
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