Abstract-In the literature, two system solutions have been proposed to overcome high dispersion problems typical of G.652 fibers at high bit rates (40 Gb/s): they are periodic and all-at-the-end dispersion compensation. We carry out an exhaustive comparison between the two methods that, up to this moment, have been studied separately. In the first part, we introduce a simplified model on strong dispersion management (DM) with intrachannel four-waves mixing (IFWM) and intrachannel cross-phase modulation (IXPM). We then carry out extensive numerical simulations of a complete system in order to verify the results as a function of the input average power and of the input pulsewidth. Finally, we tackle a typical system aspect, i.e., the influence of nonlinear effects on dispersion compensating fibers (DCFs).
I. INTRODUCTION

I
N THE LITERATURE, there are several papers dealing with 40-Gb/s transmission on single-channel or on wavelengthdivision multiplexed (WDM) systems. They focus generally on dispersion-managed (DM) links with different kinds of maps on nonzero dispersion (ITU G.655) fibers.
However, a large part of the fibers deployed in existing systems are conventional single-mode fibers (ITU G.652), and it would be very important to improve the capacity of systems with such fibers. There are a few papers [1] - [4] that report numerical and experimental results on this kind of fibers, but there are still a number of open issues-not only on which is the best dispersion compensation method to be used, but also on the tolerances acceptable in these systems and on their behavior with respect to several nonlinear effects.
A preliminary analysis should deal with the choice of the signal format; however, it is recognized [3] that for terrestrial 40-Gb/s systems on G.652 fibers and long amplifier spacing ( 80 km), the return-to-zero (RZ) format guarantees the best performances. As a consequence, we focus our analysis on RZ systems, and we compare two of the compensation methods presented in literature: periodic compensation and all-at-the-end compensation. Periodic compensation has already been investigated [1] - [3] , with the conclusion that the system's best performances can be achieved introducing a small prechirp at the beginning of the link. On the other side, the all-at-the-end compensation scheme has been introduced quite recently [4] , [5] and is based on the transmission of very short RZ pulses that are rapidly dispersed and allowed to reduce the effects of self-phase modulation (SPM). Our aim is to carry out a complete comparison on these two methods, which, up to this moment, is lacking. After the description of the system setup under examination, the comparison is divided in two parts: at first, we introduce a theory on intrachannel cross-phase modulation (IXPM) and intrachannel four-waves mixing (IFWM), then we show the results of extensive simulations to verify the previous theory and to give useful indications for the system design and experimental implementation.
As a further step, we analyze an important system aspect, i.e., the tolerance versus the input power of the dispersion compensating fibers (DCFs). In fact, in the first part of the paper, we simulate ideal dispersion compensation, and in the last part, we take in consideration the effective typical nonlinear coefficient of a conventional DCF.
Part of the numerical results to be reported in this paper has already been confirmed by experiments carried out in the framework of the European project IST/ATLAS (All optical Terabit per second LAmbda Shifted transmission).
II. SYSTEM SETUP
In this section, we report a scheme of the transmission system and all the parameters included in the simulations. As already explained, we consider the transmission on ITU G.652 fibers with -20 ps /km, -0 going to use both in the laboratory and in the field experiment, for the ATLAS project, have an extremely low PMD coefficient 0.04 ps/ km [6] . We simulate exact loss compensation by means of ideal erbium-doped fiber amplifiers (EDFAs) with inversion population factor , and we do not introduce in-line filtering. We obtain all the results by solving numerically the generalized Schrödinger equation with the split-step method [7] , [8] . The interaction among pulses is investigated analyzing the propagation of pseudorandom sequences of different lengths (from 32 up to 512 b).
The receiver is modeled as an ideal photodiode followed by a fourth-order Bessel-Thomson electrical filter with bandwidth 32 GHz. Then, the system performances are evaluated in terms of eye-opening penalty (EOP), defined as
where ' and ' are the amplitudes of the received marks and spaces, respectively, while '1' and '0' are the amplitudes of marks and spaces in back-to-back.
Input pulses have a Gaussian shape with 5 ps, and average power between 0 and 10 dBm. In this work, we focus our attention on a typical terrestrial link of 500 km with amplifiers' spacing of 100 km.
Finally, we report the dispersion compensation schemes in Fig. 1 . Fig. 1(a) refers to the periodic dispersion compensation, which can eventually be modified by adding an initial prechirp and a final postchirp, shown in Fig. 1(b) . Fig. 1(c) corresponds to the all-at-the-end dispersion compensation scheme.
III. THEORY ON PROPAGATION IN HIGHLY DISPERSIVE REGIME WITH IFWM AND IXPM
Conventional single-mode fibers are characterized by a large amount of chromatic dispersion. Hence, optical pulses with a time width of a few picoseconds undergo a strong broadening and consequent pulses overlapping (e.g., 5 ps corresponds to a dispersion length of 450 m, and in about 4 km, adjacent pulses overlap completely, while the nonlinear length is of the order of hundreds of kilometers). This propagation regime has already been analyzed in literature and is usually divided in two branches: dispersion management (DM), which is based on periodic dispersion compensation [3] , [9] - [11] , and propagation of highly dispersive pulses (HDP) [4] , [5] , which allow the dispersion compensation all at the end of the system.
Since the dispersion length is much shorter than the nonlinear length, the nonlinearity can be considered as a small perturbation compared with the pulse distortion caused by dispersion. Hence, according to [9] through [11] , the nonlinear Schrödinger (NLS) equation can be solved, assuming a solution in the form , where is the linear solution and is the small nonlinear induced perturbation. Solving the modified NLS equation under these conditions,we obtain the following linear equation for :
Considering the propagation of two adjacent Gaussian pulses and , and replacing by , we obtain
The first couple of terms on the right-hand side (RHS) of (2) is due to SPM, the second one is responsible for the IXPM, and the last one is the cause of the IFWM. These three nonlinear effects induce pulse distortion, timing jitter, and energy fluctuations, respectively. For transmission distances of few hundreds of kilometers, the pulse distortion induced by the SPM is a minor effect. On the other hand, the timing jitter and energy fluctuations induced by the IXPM and the IFWM, respectively, can assume a major role in the system performance. Considering just the IXPM, each pulse suffers an instantaneous frequency deviation due to the presence of the neighboring one. As found in [9] , the leading pulse suffers an instantaneous frequency deviation in an infinitesimal distance due to the presence of and it reads
This instantaneous frequency deviation induces a pulse central frequency shift , which after propagation over a distance , produces a timing shift given by . The central frequency shift of the leading pulse evolves according with the curves presented in Fig. 2 . It should be noted that IXPM produces a pulse red shift, which is less critical in the HDP scheme. In fact, after the first span, the central frequency shift is completely different in the two dispersion compensa- tion schemes. In the DM case [line (a)], the pulse recovers its initial shape after the chromatic dispersion compensation device, giving rise to a similar behavior in all the spans. In the HDP scheme [line (c)], the leading pulse central frequency shift due to the pulse-to-pulse interaction becomes very small after a few kilometers of propagation, despite the huge overlap between pulses. This happens because the pulses broaden continuously until the end of the link, which reduces the pulses derivative and changes its sign across the overlap region. Actually, this confirms once more the theory reported in [9] and [10] .
Regarding IFWM, it should be noted that the last two terms in (2) allow power to flow from the signal pulse slots to adjacent bit slots, giving rise to the so-called "shadow" or "ghost" pulses that grow in bit slots carrying zeros or to amplitude fluctuations in bit slots carrying ones [5] , [9] - [11] . Using (2), we derive the expression for the perturbation induced by the IFWM terms in the frequency domain, as follows: (4) where is the Fourier transform of the IFWM terms, shown in (2) . From (4), we obtain the energy transferred by the IFWM process, as follows: Fig. 3 shows the percentage of energy in the "shadow" pulses due to the IFWM term [see (2) ]. According to [5] , we plotted the ratio between the mean energy in the "shadow" pulses and the mean energy in the marks. The IFWM process gives rise to a closure in the eye vertical aperture and is much more efficient in the DM case [line (a)] than in the HDP scheme [line (c)] in the assumption of two adjacent pulses. In fact, in the DM case, the perturbation field originated by the IFWM is enhanced by an identical contribution in all spans, because of the Fig. 3 . Percentage of energy in "shadow" pulses for P = 8 dBm.
Line (a) corresponds to DM scheme. Line (c) corresponds to all-at-the-end compensation. is calculated as the ratio between the standard deviation of the peak pulse power and the mean peak power of ones [5] . Line (a) corresponds to DM scheme. Line (c) corresponds to all-at-the-end compensation.
periodicity of the dispersion map. As a consequence, the energy in "shadow" pulses increases according to a quadratic law with the number of spans. This can be seen clearly in Fig. 3 , and confirms the result predicted in [9] and [10] .
However, a radical change occurs when long sequences of pulses are considered. Fig. 4 shows the pulses' peak power standard deviation, measured at the end of the system, for sequences of consecutive marks of various lengths. Indeed, for more than five consecutive pulses, the HDP system presents a larger fluctuation in the marks compared with the DM system. This can be understood by comparing the pulse breath dynamics in the two schemes. In the DM scheme, the pulses recover their initial width at the end of each span so that the pulse-to-pulse nonlinear interaction is limited to the neighboring pulses. On the contrary, the pulsewidth in the HDP scheme increases proportionally to the propagation distance and so does the number of interacting pulses. This effect produces, in turn, a considerable increase in the pulses' amplitude fluctuation up to approximately 15 consecutive marks. After this point, it can be observed in Fig. 4 that the amplitude fluctuation remains high and presents a behavior similar to the DM regime, which means that it is almost independent of the number of consecutive pulses. In real systems, random pulse sequences cross the system, and, consequently, this long-range nonlinear interaction is the cause of a large eye penalty in the HDP scheme.
In accordance with these results, we expect that the maximum achievable distance will be determined by the timing jitter in the DM scheme and by the amplitude fluctuation in the HDP scheme.
IV. SIMULATION RESULTS
The aim of this section is to verify the previous results with extensive simulations, according to the parameters introduced in Section II. Fig. 5 reports the eye diagrams corresponding to the system of 500 km for a pseudorandom sequence of 512 b and input average power 8 dBm. The eye diagram on the left-hand side corresponds to periodic postcompensation and is clearly affected by timing jitter. The eye diagram on the RHS corresponds to all-at-the-end dispersion compensation; while the timing jitter is negligible, there is a visible amplitude fluctuation. Moreover, the energy in "shadow" pulses is negligible for this system length, pulsewidth, and peak power. In order to calculate exactly nonlinear intrachannel effects in the two schemes, we evaluate the timing jitter as the standard deviation of the pulse position, as follows: (6) where is the propagation distance. The amplitude fluctuation is the ratio between the standard deviation of the pulse energy and the mean energy of ones [5] . At this point, we would like to understand whether the overall system is affected more strongly by the DM timing jitter or by the HDP amplitude fluctuation. We made simulations in the following cases: postcompensation, prechirp postcompensation postchirp and all-at-the-end compensation (a simple scheme of the three cases is shown in Fig. 1). Fig. 8 summarizes the results reporting the EOP versus the input average power. It can be noted that the three curves have the same behavior for low input powers, when the signal-to-noise ratio (SNR) is small. For larger values of input power, the nonlinear effects prevail over any other source of distortion, but their influence is different for the three compensation schemes. The postcompensation scheme [line (a)] is affected by SPM for average powers larger than 7 dBm. On the other side, the optimum choice for the prechirp [line (b)] in Fig. 8 guarantees the same EOP of an ideal linear system [3] , [12] , up to 8 dBm. By means of simulations, we obtained an optimum prechirp of 100 ps that agrees with the one obtained theoretically in [3] . In the all-at-the-end compensation scheme [line (c)], the system performances present an optimum for an input power of 6 dBm. For higher input powers, the EOP becomes worse than the one with optimum prechirp. As a consequence, in a 500-km-long link in the HDP scheme, the EOP curve's behavior should not be attributed to timing jitter but to amplitude fluctuations.
In order to complete the comparison between DM with or without optimum prechirp and HDP, we fix the input power and vary the pulse time width. It can be noted that the DM with optimum prechirp guarantees better results also for different pulsewidths for all input powers, as already observed in Fig. 8 . While the differences between the three curves are negligible for 5 dBm [ Fig. 9(I) ], the advantage of the optimum prechirp becomes consistent for increasing values of the input power [ Fig. 9(II) ].
Another important comment deals with the optimum pulsewidth: in literature [4] , [5] , the HDP scheme was adopted only with pulses as short as 3 ps. In contrast, Fig. 9 shows that it is possible to obtain fine results also with larger pulses that are certainly easier to be generated in practice. In conclusion, longer pulses and HDP scheme, in spite of a small performance degradation, allow quite good results with a much simpler system.
V. SYSTEM ASPECTS: NONLINEAR EFFECTS IN DCF
Up to this point, we supposed that we would be able to achieve exact chromatic compensation and to have ideal dispersion compensation devices. It is known that in a 40-Gb/s system, the tolerance for chromatic dispersion compensation is a critical issue when considering G.652 fibers. In particular, we verified that for the system described in Section II, an EOP of 1 dB corresponds to a difference on the span length of only 1 km. On the other side, though several new methods, namely Bragg gratings and higher order modes, for fixed and tunable dispersion compensation are the object of research, most of the installed systems deploy fibers for dispersion compensation [13] . A commercially available DCF module allows compensation only for a fixed value of dispersion, and consequently, the postcompensation scheme with optimum prechirp becomes practically unfeasible.
Moreover, two other drawbacks of DCF are the high losses that force the adoption of double-stage amplifiers and the small effective area that leads to a large nonlinear coefficient. This means that the DCF input power is actually a critical parameter and should be considered in the design of an optical transmission system. Fig. 10 shows the penalty versus the average optical input power in the DCF. The simulations were done considering an amplifier before the DCF, as shown in Fig. 1 ; amplified spontaneous emission (ASE) noise has not been included in order to focus the attention on nonlinear effects in the DCF. As usual, we made simulations for the following dispersion compensation schemes: DM [line (a)], DM with optimum prechirp [line (b)], and HDP [line (c)]. Our purpose is to show the tolerance of the three kinds of compensation toward DCF nonlinearity, and consequently, we calculated the penalty as the difference between the eye opening of the system with ideal DCF and the one with real nonlinear DCF ( 6 W km ). In this way, it can be demonstrated that the periodic behavior described in [3] for the DM with optimum prechirp is no longer valid; in addition, the HDP scheme is more robust with respect to these effects.
VI. CONCLUSION
In this paper, we reported a comparison between DM and HDP dispersion compensation schemes on G.652 fibers. Such fibers are characterized by high chromatic dispersion, which makes it quite difficult to realize 40-Gb/s systems with long amplifiers spacing.
In conditions of perfect compensation and ideal dispersion compensating devices, the DM scheme with optimum prechirp guarantees the best performances in terms of bit error rate (BER), in spite of a larger timing jitter. The HDP scheme allows a BER quite similar to the one of the DM scheme for a good range of input pulsewidths. Moreover, if one considers real drawbacks typical of long-haul terrestrial systems, such as non-exact dispersion compensation and nonlinear effects in the DCF, the result is that the HDP scheme is the only one that achieves a good compromise between performances, feasibility, and simplicity.
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