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Abstract. In this paper, we design preconditioners for the matrix-free solution of high-order continuous
and discontinuous Galerkin discretizations of elliptic problems based on FEM-SEM equivalence and additive
Schwarz methods. The high-order operators are applied without forming the system matrix, making use
of sum factorization for efficient evaluation. The system is preconditioned using a spectrally equivalent
low-order (p = 1) finite element operator discretization on a refined mesh. The low-order refined mesh is
anisotropic and not shape regular in the polynomial degree of the high-order operator, requiring specialized
solvers to treat the anisotropy. We make use of an element-structured, geometric multigrid V-cycle with
ordered ILU(0) smoothing. The preconditioner is parallelized through an overlapping additive Schwarz
method that is robust in h and p. The method is extended to interior penalty and BR2 discontinuous
Galerkin discretizations, for which it is also robust in the size of the penalty parameter. Numerical results
are presented on a variety of examples, verifying the uniformity of the preconditioner.
1. Introduction
High-order numerical methods are playing an increasingly significant role in many areas of scientific
computation in recent years [61, 58, 16]. These methods promise higher accuracy with fewer degrees of
freedom, at the cost of more arithmetic operations performed per degree of freedom. Because of their
high arithmetic intensity, high-order methods have been seen as promising candidates to run on GPUs and
accelerator-based architectures [41, 60]. Due to the restrictive memory limitations on these architectures,
much of the past research in this area has focused on problems with explicit time integration, thus avoiding
the solution of large linear systems of equations. In this work, we study the iterative solution to the
linear systems arising from high-order finite element discretizations in the matrix-free context, avoiding the
restrictive memory cost of assembling the system matrix.
A standard finite element or discontinuous Galerkin method with polynomial degree p will result in
coupling between all the degrees of freedom within a single element (and with a subset of the degrees of
freedom of neighboring elements). The number of degrees of freedom per element scales like O(pd) in d
spatial dimensions, and as a result, the number of couplings (i.e. the number of nonzeros per row of the
system matrix) will also scale like O(pd). Consequently, the system matrix will have O(p2d) nonzero entries,
and thus the memory required to form the matrix system matrix grows quadratically with the number of
degrees of freedom under p-refinement. This is in contrast to h-refinement, in which the memory required
for the system matrix grows only linearly with the number of degrees of freedom. This motivates the use of
matrix-free operator evaluation, whereby the action of the operator applied to a vector is computed without
forming the system matrix.
In the matrix-free context, the memory requirements for the high-order operator can be reduced to O(pd).
Naive implementations of the action of the operator will still require O(p2d) operations. However, making use
of sum factorization techniques, this complexity can be reduced to O(dpd+1) [50, 52]. These techniques have
been shown to be effective on modern many-core and accelerator-based architectures [15, 47]. In addition to
efficient algorithms for the evaluation of the action of the operator, solving the resulting linear systems in a
practical setting also requires effective preconditioners. The development of preconditioners in the matrix-
free setting is particularly challenging, because traditional matrix-based methods such as Gauss-Seidel or
algebraic multigrid require access to the entries of the matrix [55]. Furthermore, element-based domain
decomposition methods such as additive and multiplicative Schwarz methods necessitate the solution of
local problems, which, if performed by means of a direct solver, requires O(p3d) operations [59].
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2 LOW-ORDER PRECONDITIONERS FOR HIGH-ORDER CG AND DG
There has been significant past work on the development of preconditioners suitable for use in the high-
order matrix-free context. Much of this work has made use of related low-order, sparse discretizations in
order to construct preconditioners for the high-order system, an idea originally introduced by Orszag in
1980, and since built upon by numerous others [50, 28, 22, 19]. New low-order methods for preconditioning
high-order spectral element discretizations were developed in [11]. The automatic construction of sparse
preconditioners for high-order finite element discretizations was considered in [9]. Matrix-free multigrid
methods using polynomial smoothers (Cf. [1]) were considered in [42]. Matrix-free approximate block Jacobi
methods using Kronecker product approximations were constructed for discontinuous Galerkin discretizations
of conservation laws in [52] and extended to interior penalty discretizations in [53]. Overlapping Schwarz
solvers for the spectral element discretization of the Navier-Stokes equations were proposed in [32]. Hybrid
multigrid solvers with Schwarz smoothers for high-order spectral element discretizations were developed in
[44], and extended to the Navier-Stokes equations in [33]. These Schwarz smoothers are based on solving
structured subdomain problems using the fast diagonalization method.
In this work, we construct preconditioners for high-order finite element discretizations based on corre-
sponding low-order (p = 1) finite element discretizations formed on a refined mesh. The refined mesh is
generated using a structured grid of Gauss-Lobatto points within each element. These preconditioners make
use of the spectral equivalence between the two discretizations, widely known as the finite element method–
spectral element method (FEM-SEM) equivalence [23]. The resulting low-order discretization is sparse, and,
because the polynomial degree is fixed, its system matrix can be formed using only constant memory per
degree of freedom. In order to precondition the high-order system, it is necessary to solve the linear system
corresponding to the low-order system. This is challenging because the low-order refined mesh is anisotropic
and not shape-regular with respect to p. Thus, standard algebraic multigrid or geometric multigrid methods
with pointwise smoothers do not converge uniformly with respect to p. To address this issue, we develop
ordered ILU smoothers that perform the function of line relaxation in the context of unstructured meshes.
Distinguishing this solver from other Schwarz-based methods, the use of ordered ILU smoothing allows the
solver to handle domains with highly anisotropic meshes. The method is parallelized using an additive
Schwarz method based on overlapping subdomains. The resulting preconditioner is robust in the polynomial
degree p and mesh size h. The preconditioner can also be extended to discontinuous Galerkin methods, for
which it is also robust in the size of the penalty parameter η.
The structure of the paper is as follows. In Section 2 we introduce the model problem and finite element
discretization. Then, in Section 3 we design and analyze the matrix-free preconditioners considered in this
paper. In Section 4, we present a variety of numerical results using finite element and discontinuous Galerkin
discretizations on structured and unstructured meshes. We end with conclusions in Section 5.
2. Model problem and discretization
In this work, we will consider the solution to the model Poisson problem with homogeneous Dirichlet
boundary conditions,
(1) −∇ · (b∇u) = f in Ω, u = 0 on ∂Ω,
where the coefficient b and right-hand side f are sufficiently smooth, and b is bounded away from zero on the
spatial domain Ω ⊆ Rd, d ∈ {2, 3}. To simplify the exposition, in what follows we will take b ≡ 1. However,
numerical examples with variable coefficients are considered in Section 4. The solution to this problem is
approximated using a high-order finite element method. To begin, we consider standard H1 conforming
discretizations. Discontinuous Galerkin discretizations of this problem are presented in Section 2.1. The
spatial domain Ω ⊆ Rd is tessellated using a mesh of tensor-product elements denoted Tp. An element
D ∈ Tp is given as the image of the unit cube [0, 1]d under a suitable transformation mapping. We introduce
the usual continuous piecewise polynomial finite element space of degree at most p in each variable on the
mesh Tp, which we denote Vp.
The finite element problem corresponding to (1) is to find up ∈ Vp such that
(2) (∇up,∇vp) = (f, vp), for all vp ∈ Vp,
where (·, ·) denotes the standard L2 inner product on Ω, defined by
(3) (u, v) =
∫
Ω
u(x)v(x) dx.
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Introducing a basis for the space Vp, we can write (2) as the algebraic system
(4) Kpu = Mpf ,
where Kp is the stiffness matrix corresponding to the bilinear form a(·, ·) = (∇·,∇·), Mp is the mass matrix
corresponding to the L2 inner product (·, ·), and u and f are vectors of coefficients in the chosen basis. It is
well-known that the system of equations (4) quickly becomes ill-conditioned when the polynomial degree p is
large or the mesh spacing h is small. For that reason, effective preconditioners are required for the efficient
iterative solution of (4). Additionally, the number of nonzeros in the stiffness and mass matrices scales like
O(p2d). Naive assembly of this matrix (using local dense matrix-matrix products) requires O(p3d) operations,
and sum-factorized matrix assembly can be performed in O(p2d+1) operations [46]. This computational cost,
in terms of both memory and arithmetic operations, is seen to be prohibitive for high or even moderate p,
especially in three dimensions. On the other hand, the action of the operators Kp and Mp may be computed
using techniques such as sum factorization with O(pd+1) operations and O(pd) memory [50]. The purpose
of this paper is the development of matrix-free preconditioners for (4), which can be constructed without
explicit knowledge of the entries of the matrices Kp and Mp, whose total memory cost scales like the number
of degrees of freedom (O(pd)), and whose computational complexity is no more than that of applying the
operator.
2.1. Discontinuous Galerkin Methods. Also of interest are discontinuous Galerkin discretizations of
(1). Let VDG denote the degree-p discontinuous piecewise polynomial space defined on the mesh Tp. No
continuity is enforced between the elements of the mesh. There are a wide range of DG discretizations for
elliptic problems [8]. We consider the symmetric interior penalty (IP) discretization [7], whose formulation
is as follows: find uDG ∈ VDG such that
(5) aIP(uDG, vDG) = (∇uDG,∇vDG)−〈{∇uDG}, JvDGK〉−〈JuDGK, {∇vDG}〉+ 〈σJuDGK, JvDGK〉 = (f, vDG),
for all vDG ∈ VDG. Here, 〈·, ·〉 denotes integration over the union of all faces of elements D ∈ Tp, which we
denote by Γ. Consider a common face shared by two mesh elements, D− and D+. Then, {·} and J·K denote
the average and jump operators, respectively, defined by
(6) {φ} = 1
2
(φ− + φ+), JφK = φ−n− + φ+n+,
where the superscripts ± denote the traces from within the elements D±. Similarly, n± denotes the outward
facing normal vector from within D±.
The parameter σ in (5) is a penalty parameter, which is required to be sufficiently large in order to stabilize
the method. In particular, σ must be chosen to scale like p2/h to ensure that the system is positive-definite
[8], and so we write σ = ηp2/h. However, large values of the penalty parameter result in ill-conditioned
systems [56]. In this paper, we will seek to design preconditioners for the DG system (5) whose convergence
is independent of the value of the penalty parameter.
In addition to the symmetric interior penalty discretization (5), we are also interested in alternative DG
discretizations, such as the second method of Bassi and Rebay (BR2) [10]. This method makes use of a dif-
ferent stabilization scheme based on lifting operators. In the BR2 method, the penalty term 〈σJuDGK, JvDGK〉
in (5) is replaced by an alternative penalty term 〈α(uDG), JvDGK〉. The term α(uDG) is defined on a face e
by α(uDG) = −η{re(JuDGK)}, where the lifting operator re is given by
(7)
∫
Ω
re(ϕ) · τ dx = −
∫
e
ϕ · {τ} ds.
We can see that the stabilization term satisfies 〈α(uDG), JvDGK〉 = ∑e (ηre(JuDGK), re(JvDGK)) , and thus the
BR2 bilinear form aBR2(·, ·) can be written
(8) aBR2(uDG, vDG) = (∇uDG,∇vDG)−〈{∇uDG}, JvDGK〉−〈JuDGK, {∇vDG}〉+∑
e
(ηre(JuDGK), re(JvDGK)) .
The BR2 method has the advantage that the coefficient η of the stabilization term can be chosen to be
O(1), and is not required to scale with the mesh spacing [13]. However, multigrid solvers often struggle with
discretizations involving lifting operators [5, 48, 34].
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3. Matrix-free preconditioning
We now describe the construction of a class of matrix-free preconditioners for the high-order Poisson
problem (4). These preconditioners are based on a structured, geometric multigrid V-cycle applied to a
low-order refined discretization described in Section 3.1. Parallelization of the method is performed using
an overlapping additive Schwarz method, described and analyzed in Section 3.2. The low-order formulation
gives rise to anisotropy that is treated by means of line smoothing. An algebraic alternative to line smoothing
suitable for use on unstructured meshes is ordered incomplete LU (ILU), which is considered in Section 3.4.
The extension to discontinuous Galerkin discretizations, also by means of an additive Schwarz method, is
described in 3.5.
Remark 1. Throughout what follows, we will use some notational conventions. We will use x . y and
x & y to mean x ≤ Cy and x ≥ Cy, respectively, where C is a generic constant that is independent of the
relevant discretization parameters (e.g. h and p, which represent the mesh spacing and polynomial degree of
the high-order problem). When dealing with high-order objects (e.g. spaces, meshes, and operators) we will
generally use a subscript p. Likewise, a subscript h will be used to indicate the corresponding low-order (i.e.
multilinear) object.
3.1. Low-order refined equivalence. The main tool used in the construction of our preconditioners is
the spectral equivalence between the high-order finite element operator Kp and a low-order finite element
operator Kh defined on the low-order refined mesh. Essential to the construction of the refined mesh will
be a structured sub-grid of Gauss-Lobatto point within each element, which will give rise to the spectral
equivalence between the high-order and low-order operators [20, 21]. This refined mesh, which, for simplicity
of exposition, we assume in this section to be affine, is defined by subdividing each mesh element D ∈ Tp
into mapped images of parallelepipeds with vertices at adjacent Gauss-Lobatto nodes in each dimension.
The resulting refined mesh is denoted Th. The low-order stiffness matrix Kh corresponds to a standard
multilinear (p = 1) finite-element discretization on the mesh Th. This low-order refined stiffness matrix has
two important properties that make it a suitable preconditioner in our setting. First, Kh is much sparser
than Kp: the number of non-zeros per row of this matrix is bounded independently of the polynomial degree
p of the high-order operator. Secondly, the low-order operator Kh is spectrally equivalent to the high-order
operator Kp, where the constants of equivalence are independent of p. This equivalence is often referred to
as FEM-SEM equivalence [24, 23].
Following the work of Canuto, Hussaini, Quarteroni, and Zang [23, 20] and Canuto, Gervasio, and Quar-
teroni [19], we give a very brief overview of the FEM-SEM equivalence. First, it is useful to establish the
spectral equivalence in one spatial dimension between a Galerkin spectral method (“G-NI”) and piecewise
linear finite elements on the Gauss-Lobatto points on the unit interval [0, 1]. Given a degree-p polynomial
φp defined on [0, 1], we associate to it its piecewise linear interpolant at the p + 1 Gauss-Lobatto points,
denoted φh. We then have the following result due to Canuto.
Proposition 1 ([18, Propositions 2.1 and 2.2]). There exist constants c and c′ independent of p such that
1
c
‖φp‖L2([0,1]) ≤ ‖φh‖L2([0,1]) ≤ c‖φp‖L2([0,1])
and
1
c′
‖φ′p‖L2([0,1]) ≤ ‖φ′h‖L2([0,1]) ≤ c′‖φ′p‖L2([0,1]).
This equivalence in L2 norm and H1 seminorm immediately gives spectral equivalence of the constant-
coefficient one-dimensional spectral and finite element mass and stiffness matrices, which we denote here
by M1Dp ,M
1D
h ,K
1D
p , and K
1D
h . The extension to multiple space dimensions is straightforward when using
tensor-product elements. Define Kjp by
Kjp =
d⊗
i=1
Gji , where G
j
i =
{
K1Dp if i = j,
M1Dp if i 6= j,
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i.e. Kjp is given by the Kronecker product of (d−1) one-dimensional mass matrices, and the one-dimensional
stiffness matrix in the jth place. We define Kjh analogously. The mass and stiffness matrices on the d-
dimensional unit cube [0, 1]d are then given by
Mp =
d⊗
i=1
M1Dp ,
Mh =
d⊗
i=1
M1Dh ,
Kp =
d∑
j=1
Kjp,
Kh =
d∑
j=1
Kjh.
Spectral equivalence of the d-dimensional operators follows from the product formula for eigenvalues of
Kronecker products and the Courant-Fischer min-max theorem. Finally, a simple Rayleigh quotient argument
allows us to conclude the following spectral equivalence of the low-order and high-order operators.
Proposition 2 (Cf. section 6.3.4 of [23]). There exist constants c and C, independent of h and p such that
cvTKhv ≤ vTKpv ≤ CvTKhv,
and
cvTMhv ≤ vTMpv ≤ CvTMhv,
where Mp and Kp are the high-order finite element operators from (4) defined on the mesh Tp, and Mh and
Kh are the low-order operators defined on the Gauss-Lobatto low-order refined mesh Th.
As a consequence of this result, a good preconditioner for the low-order refined system Kh will also be a
good preconditioner for the original high-order system Kp. Thus, we devote our attention to the construction
of robust and scalable preconditioners for the systems Kh, which are obtained through a low-order refinement
procedure.
Remark 2. The main challenge in designing a preconditioner for the low-order refined operator Kh is that
the resulting mesh is anisotropic. The spacing of Gauss-Lobatto points near the interval endpoints scales like
1/p2, and the spacing of Gauss-Lobatto points near the midpoint of the interval scales like 1/p [14]. Thus, the
aspect ratio of the parallelepipeds making up the Cartesian grid generated from the one-dimensional Gauss-
Lobatto points scales like p. As a consequence, the low-order refined meshes Th are not shape regular in p,
and we can expect degraded convergence of multigrid-type algorithms [35].
3.2. Additive Schwarz and parallel subspace correction methods. In order to reduce the global
problem Kh into a set of smaller, local problems that can be solved in parallel, we make use of the additive
Schwarz domain decomposition framework [59, 29, 51]. The main idea of the additive Schwarz method is to
decompose the finite element space Vh into a sum of subspaces
(9) Vh = V0 + V1 + · · ·+ VJ .
At this point, it will be useful to introduce some notation. We define the operator Ah : Vh → Vh by
(Ahuh, vh) = a(uh, vh) where (·, ·) is the L2 inner product, and a(uh, vh) = (∇uh,∇vh). Furthermore, for
each subspace Vj , we define the elliptic projection Pj : Vh → Vj , satisfying
(10) a(Pjuh, vj) = a(uh, vj) for all vj ∈ Vj ,
and the L2 projection Qj : Vh → Vj satisfying
(11) (Qjuh, vj) = (uh, vj) for all vj ∈ Vj .
On each subspace Vj , let Aj be the restriction of Ah to Vj . Then, we have the following useful identity,
(12) AjPj = QjAh,
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and so Pj = A
−1
j QjAh. However, it is usually not feasible to invert the subspace operators Aj exactly, and
thus we introduce approximate local solvers Rj ≈ A−1j . The additive Schwarz preconditioner is then given
by
(13) B =
J∑
j=0
RjQj .
Each of the local approximate solvers Rj may be applied in parallel. Thus, this method is also often referred
to as the method of parallel subspace corrections [63].
In what follows, we will be interested in studying the convergence properties of a particular choice of
additive Schwarz method. The main quantity we are interested in studying is the iterative condition number
of the preconditioned system. For a generic operator A, which we assume is similar to a symmetric positive-
definite matrix, the iterative condition number is defined as the ratio of largest eigenvalue to the smallest
eigenvalue,
(14) κ(A) =
λmax(A)
λmin(A)
.
This quantity will control the speed of convergence of the preconditioned system when used with a Krylov
subspace method such as conjugate gradients.
We now define the space decomposition used for the present solver. The space V0 is taken to be a coarse
subspace, defined as the multilinear (p = 1) finite element space on the original (coarse) mesh Tp. V0 consists
of piecewise polynomials of degree p = 1, whose degrees of freedom are defined at the (low-order) vertices
of the coarse mesh Tp. Note that the size of V0 is independent of the polynomial degree p of the high-order
space. Since we are interested in the case of high polynomial degree p, the mesh Tp is typically fairly coarse,
and thus the space V0 is only a small fraction of the size of the space Vh (which is refined according to
the degree p). However, this space will usually still be too large for use with direct solvers. In this work,
we choose the coarse solver R0 to be given by one V-cycle of the algebraic multigrid method BoomerAMG
implemented in hypre [30, 40]. In the massively parallel setting, the choice of coarse solver can be quite
important. We choose to use hypre for this component of the solver because of its demonstrated scalability.
In principle, any scalable solver suitable for standard low-order finite element discretizations on unstructured
meshes can be used for R0. Our experience suggests that for relatively small problems with coarse meshes at
high order the convergence of the preconditioner B is often not overly sensitive to the choice of coarse solver
R0, and in this case the cost of applying R0 represents a relatively small portion of the overall algorithm. For
the remainder of this section, we will assume that R0 is a uniform preconditioner for A0, i.e. that κ(R0A0)
is bounded independent of mesh size h.
The spaces V1, . . . , VJ are defined in terms of overlapping, unstructured vertex patches (cf. [51, 29]). These
patches are defined in terms of sets of vertices of the original coarse mesh Tp. We begin by partitioning the
vertices of Tp into J disjoint sets, E1, . . . , EJ . To each set of vertices Ej , we associate a subdomain Ωj ⊆ Ω,
which is obtained by taking the union of all coarse elements D ∈ Tp containing any vertex xk ∈ Ej . In other
words, Ωj is defined by
(15) Ωj =
⋃
xk∈Ej
⋃
D∈Tp
xk∈D
D.
Note that in general, the subdomains Ωj overlap, since each element D ∈ Tp has 2d vertices, each of which
may belong to a different vertex set Ej . The number of overlapping subdomains containing a single element
is bounded by the number of vertices per element. The subspace Vj , for j ≥ 1 is defined as the multilinear
finite element space on the mesh Th restricted to the subdomain Ωj . Homogeneous Dirichlet conditions are
enforced at the subdomain boundary ∂Ωj . The linear systems Aj associated with each patch subspace Vj
may be quite large, and so the approximate solvers Rj associated with each of these subspaces are given
by a structured geometric multigrid V-cycle with ordered ILU smoothing. These approximate solvers will
be described and studied in greater detail in Section 3.3. For now, we will assume that Rj is a uniform
preconditioner for Aj , i.e. that κ(RjAj) is bounded independent of mesh size h and polynomial degree p.
We are now interested in studying the speed of convergence of the preconditioned system BAh, where the
additive Schwarz preconditioner B is defined by (13). To estimate the condition number of the preconditioned
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system, we largely follow the domain decomposition theory developed in [29, 59, 63, 64]. Note that the
condition number κ(BAh) is bounded by c1/c0, where c1 and c0 are constants satisfying
(16) c0a(uh, uh) ≤ a(BAhuh, uh) ≤ c1a(uh, uh).
To begin, we first make use the assumption that each of the subspace solvers gives a uniformly well-
conditioned system. In other words, that there exist constants C0 and C1, independent of h and p, such that
(for all 0 ≤ j ≤ J)
(17) C0a(uj , uj) ≤ a(RjAjuj , uj) ≤ C1a(uj , uj) for all uj ∈ Vj .
Using this assumption and making use of the identity (12), we have
a(BAhuh, uh) =
J∑
j=0
a(RjQjAhuh, uh) =
J∑
j=0
a(RjAjPjuh, uh) =
J∑
j=0
a(RjAjPjuh, Pjuh),
and by (17) we see
(18) C0
J∑
j=0
a(Pjuh, uh) ≤ a(BAhuh, uh) ≤ C1
J∑
j=0
a(Pjuh, uh).
From this, we conclude that it suffices to find bounds c˜0 and c˜1 such that
(19) c˜0a(uh, uh) ≤
J∑
j=0
a(Pjuh, uh) ≤ c˜1a(uh, uh),
from which we immediately have c0 ≥ c˜0C0 and c1 ≤ c˜1C1.
For the upper bound, we make a standard argument using the finite overlap of the mesh patches. Note
that, since the projection operators Pj have norm one,
(20)
J∑
j=0
a(Pjuh, uh) =
J∑
j=0
a(Pjuh, Pjuh) =
J∑
j=0
aj(Pjuh, Pjuh) ≤
J∑
j=0
aj(uh, uh),
Each element is contained in a bounded number of overlapping patches (bounded by the number of vertices
per element, 2d). Accounting for the course space V0, we then have c˜1 ≤ 2d + 1.
It remains to estimate the lower bound c˜0, for which we recall Lions’ lemma [43].
Lemma 1 (Lions’ lemma). Let uh ∈ Vh be written as an element of V0 + V1 + · · ·VJ , uh =
∑J
j=0 uj, where
uj ∈ Vj. If
(21)
J∑
j=0
a(uj , uj) ≤ c˜−10 a(uh, uh)
then
c˜0a(uh, uh) ≤
J∑
j=0
a(Pjuh, uh).
By means of this lemma, it suffices to demonstrate a stable decomposition uh =
∑J
j=0 uj for uh ∈ Vh
satisfying inequality (21). On the coarse space, we use the L2 projection to define u0 = Q0uh. Making use
of the results from Bramble and Xu [12], we have the following properties:
(22) a(Q0uh, Q0uh) . a(uh, uh), and ‖uh −Q0uh‖2L2 . h2a(uh, uh).
Now it remains to write w =
∑J
j=1 uj , where w = uh − u0.
We begin by defining a partition of unity {θj} subordinate to the patches Ωj . Each function of the
partition of unity will be a member of the low-order coarse finite element space V0. Recall that the space
V0 is given by the p = 1 finite element space defined on the coarse mesh Tp, and therefore θj : Ω → R is
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completely determined by its values at the coarse mesh vertices xk. Additionally, recall that the subdomains
Ωj are defined in terms of sets of vertices Ej . Then, let θj ∈ V0 be defined by
(23) θj(xk) =
{
1 if xk ∈ Ej ,
0 if xk /∈ Ej .
It is clear from this definition that supp(θj) ⊆ Ωj . Since each coarse mesh vertex xk is included in exactly one
vertex set Ej , we have that
∑J
j=1 θj(x) = 1 for all x ∈ Ω. Letting wj = θjw, we have
∑J
j=1 wj = w. However,
note that in general, wj /∈ Vj , since wj may include quadratic terms. Therefore, define uj = Ih(wj) ∈ Vj ,
where Ih denotes multilinear interpolation on the refined mesh Th. By linearity of Ih, the functions uj also
satisfy
∑J
j=1 uj = w and thus u0 +
∑J
j=1 uj = uh.
We make the following claim concerning the H1 seminorm of uj . This lemma is the key technical result
allowing us to prove uniformity of the preconditioner with respect to p as well as h. We thank D. Kalchev
for his contributions to the proof of this lemma.
Lemma 2. Let w ∈ Vh be given, and let wj = θjw, where θj is defined by (23). Let uj = Ih(wj). Then,
|uj |2H1(Ωj) . h−2‖w‖2L2(Ωj) + |w|2H1(Ωj).
Remark 3. The main issue that must be addressed in this lemma is that the mesh Th is not shape-regular
with respect to p, even though we assume that the original coarse mesh Tp is shape regular. The aspect ratio
of elements in Th increases linearly with the polynomial degree p of the high-order space Vp. For this reason,
standard inverse inequalities (such as those used in e.g. [29]) are insufficient to prove this claim.
Proof. We first claim that
(24) |wj |2H1(Ωj) . h−2‖w‖2L2(Ωj) + |w|2H1(Ωj).
We work on a single element in the refined mesh D ∈ Th. On D, both w and θj are bilinear functions (and
hence smooth). So, a simple application of the product rule gives
|∇(θjw)|2 = |(∇θj)w + θj∇w|2 ≤ 2|(∇θj)w|2 + 2|θj∇w|2.
Given the definition of θj , we have the pointwise
0 ≤ θj ≤ 1, |∇θj | . 1/h.
Making use of these bounds, we obtain
|wj |2H1(D) . h−2‖w‖2L2(D) + |w|2H1(D).
Thus, summing over all elements D ⊆ Ωj , we arrive at (24).
Now, it remains to show that |Ih(wj)|2H1(D) . |wj |2H1(D), where the constant is independent of the aspect
ratio of the element D. It suffices to consider the case that D is the rectangle [0, h1] × · · · × [0, hd]. This
simplification can be performed because the coarse mesh element containing D can be mapped to the
reference element [0, 1]d, and the resulting H1 seminorms will be equivalent up to a constant depending on
the regularity of the coarse mesh Tp.
We proceed dimension-by-dimension. Define the ith-directional seminorm | · |H1i (D) by
|u|2H1i (D) =
∫
D
∣∣∣∣ ∂u∂xi
∣∣∣∣2 dx.
From this definition, it follows that
|u|2H1(D) =
d∑
i=1
|u|2H1i (D).
Define uˆj on the reference element [0, 1]
d by uˆj(x) = uj(hx), where hx = (h1x1, . . . , hd, xd). Then, a simple
change of variables shows that
|uj |2H1i (K) =
∏d
j=1 hj
h2i
|uˆj |2H1i ([0,1]d).
Note that since uj = Ih(wj), we have uˆj = Îh(wj) = Ih(wˆj). Furthermore, let Q2([0, 1]d) be the space of
polynomials on the unit cube that are at most quadratic in each variable, and let Q1([0, 1]d) be the space
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of multilinear polynomials on the unit cube. Then, since this space is finite-dimensional, it is clear that
Ih : Q2([0, 1]d) → Q1([0, 1]d) is a bounded linear operator with the respect to the | · |H1i (D) seminorms. In
other words, there exists some constant cI such that, for 1 ≤ i ≤ d,
(25) |Ih(wˆj)|2H1i ([0,1]d) ≤ cI |wˆj |
2
H1i ([0,1]
d).
Therefore, we have
|uj |2H1(D) =
d∑
i=1
|uj |2H1i (D) =
d∑
i=1
∏d
j=1 hj
h2i
|uˆj |2H1i ([0,1]d) =
d∑
i=1
∏d
j=1 hj
h2i
|Ih(wˆj)|2H1i ([0,1]d).
Making use of the inequality (25), this gives
(26) |uj |2H1(D) ≤ cI
d∑
i=1
∏d
j=1 hj
h2i
|wˆj |2H1i ([0,1]d) = cI
d∑
i=1
|wj |2H1i (D) = cI |wj |
2
H1(D),
where it is important to note that the constant cI is independent of the aspect ratio of the rectangle
[0, h1] × · · · × [0, hd], and hence independent of the high-order degree p. Summing over all elements D ⊆
Ωj , D ∈ Th, we combine (26) with (24) to conclude
|uj |2H1(Ωj) . h−2‖w‖2L2(Ωj) + |w|2H1(Ωj). 
Remark 4. Note that the above lemma additionally applies to mesh patches Ωj featuring anisotropy from
sources other than Gauss-Lobatto refinement, suggesting that this additive Schwarz technique could prove
to be useful when applied to problems with boundary layers or other more general anisotropic features. An
example of such a problem is considered in Section 4.5.
We are now ready to state the main result concerning the additive Schwarz preconditioner applied to the
low-order refined system.
Theorem 1. Define the preconditioner B by (13), where each local solver Rj is an approximation to A
−1
j
that is uniform in h and p. Then, there exists a constant C˜, independent of h and p, such that
κ(BAh) ≤ C˜.
Proof. The constant C˜ is bounded above by c˜1/c˜0 from (19). Using the finite overlap of the mesh patches,
the estimate given by (20) implies that c˜1 ≤ 2d + 1.
To estimate the lower-bound c˜0 we use Lions’ lemma and the decomposition uh =
∑J
j=0 uj described
above. Property (22) implies that a(u0, u0) . a(uh, uh) and ‖w‖2L2 . h2a(uh, uh). Combining these estimates
with the result of Lemma 2, we have
J∑
j=0
a(uj , uj) . a(uh, uh) +
J∑
j=1
a(uj , uj)
. a(uh, uh) +
J∑
j=1
(
h−2‖w‖2L2(Ωj) + |w|2H1(Ωj)
)
. a(uh, uh) +
J∑
j=1
|uh|2H1(Ωj)
. (2d + 1)a(uh, uh).
Thus, c˜0 & 1/(2d + 1), completing the proof. 
Combining the estimates from Theorem 1 and Proposition 2, this result extends to the high-order system
(4).
Corollary 1. Let B be the preconditioner defined by (13). Then, there exists a constant C, independent of
h and p, such that
κ(BAp) ≤ C.
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Figure 1. Multigrid-preconditioned conjugate gradient iteration counts (residual reduction
of 1012) for a Poisson problem on a Cartesian grid. The grids are obtained by refining a
2× 2 Cartesian grid using either uniform or Gauss-Lobatto refinement.
Remark 5. The components described above can also be used to construct a simple two-grid scheme, using
V1 + · · ·+VJ as a smoother and V0 as a coarse solver. Furthermore, the multiplicative version of the Schwarz
solver is easily constructed. In the remainder of this paper, we consider only the additive version of the
algorithm for reasons of simplicity and ease of parallelization.
3.3. Element-structured multigrid V-cycle. In order to precondition the local patch operators Aj ,
1 ≤ j ≤ J , we introduce an element-structured multigrid V-cycle. This V-cycle is used as a local approximate
solver in an additive Schwarz framework, which in turn is used as a preconditioner in a Krylov subspace
method. Recall that each element D ⊆ Ωj , D ∈ Tp from the original high-order mesh is refined by meshing
the Gauss-Lobatto nodes, resulting in a (non-uniform) Cartesian grid of sub-elements on each coarse element.
This gives rise to a natural geometric hierarchy of meshes, which can be obtained from the refined mesh by
coarsening the Cartesian subgrid within each coarse element.
Each level in the hierarchy is constructed from the previous level by removing half of the interior Gauss-
Lobatto points within each element, resulting in O(log(p)) levels. For instance, this can be achieved by
deleting every other interior one-dimensional Gauss-Lobatto point (proceeding, for example, left-to-right)
within the coarse element D. This process terminates when all interior Gauss-Lobatto points have been
removed. At this point, the coarsened elements coincide with the elements from the original mesh Tp.
This multigrid procedure bears some resemblance to p-multigrid methods, with p = 1 as the coarsest level
[38, 39, 31]. The key difference is the current method operates only on low-order refined operators, avoiding
the prohibitive cost of assembling the stiffness matrices associated with high-order operators. At each level
of the multigrid hierarchy, we perform one pre-smoothing and one post-smoothing step. The construction of
appropriate smoothers is discussed in Section 3.4. Depending on the size of the mesh patch, at the coarsest
level we can use either a direct solver, or a less expensive approximate solver such as ILU.
3.4. Ordered ILU smoothers. As mentioned previously, the refined mesh Th is highly anisotropic. It
is well-known that the performance of standard smoothers such as Jacobi and Gauss-Seidel depend on the
anisotropy of the mesh, and thus degrade as the polynomial degree p of the high-order system is increased.
To illustrate this, we apply a variety of algebraic and geometric multigrid methods to the Poisson problem
on a 2 × 2 coarse mesh. Each coarse element is subdivided using a regular grid defined by a given number
of refinement points in each direction. These points are either distributed uniformly or according to the
Gauss-Lobatto rule. In Figure 1, we present the number of CG iterations required to reduce the residual by
a factor of 1012 while increasing the number of refinement points per direction in each element. We apply the
commonly used BoomerAMG [40] and PyAMG [49] algebraic multigrid preconditioners, as well as a standard
geometric multigrid V-cycle based on block-structured mesh coarsening. For each of these multigrid methods,
we consider both Jacobian and Gauss-Seidel smoothing. When the grid is refined uniformly, geometric and
algebraic multigrid method converge uniformly using the simple point Jacobi smoother. However, when the
grid is refined anisotropically using Gauss-Lobatto points, the iteration counts quickly grow. Using a more
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Figure 2. Line and ILU smoothing: multigrid-preconditioned conjugate gradient iteration
counts (residual reduction of 1012) for a Poisson problem on a Cartesian grid. The grids are
obtained by refining a 2× 2 Cartesian grid using Gauss-Lobatto refinement.
powerful smoother such as Gauss-Seidel can improve performance, however the iteration counts are no longer
robust in the refinement level.
A common method for addressing this difficulty is line smoothing [62, 57]. On general, unstructured
meshes, properly identifying nonintersecting lines of degrees of freedom along which to perform the smoothing
is no longer trivial [36]. To avoid this difficulty, we make use of incomplete LU (ILU) smoothing. Different
orderings of the degrees of freedom result in different ILU factorizations. The choice of ordering is known
to have a large effect on the convergence of ILU-preconditioned conjugate gradient methods [26]. To make
the connection between ILU smoothing and alternating line smoothing, we see that if the ordering is chosen
such that the degrees of freedom on each line appear consecutively, then alternating applications of the
ILU factorization can be used to perform the alternating line smoothing [37]. We refer to this smoother as
“alternating line-ordered ILU.” This procedure still requires the identification of lines corresponding to strong
coupling. We are interested in ordering the degrees of freedom in the context of unstructured meshes, and
thus turn to algebraic ordering methods. In particular, we consider approximate minimum degree (AMD)
[2], reverse Cuthill-McKee (RCM) [25], and minimum discarded fill (MDF) [26, 54] orderings.
We apply alternating line Jacobi, alternating line Gauss-Seidel, and ordered ILU smoothing to the model
problem with Gauss-Lobatto refinement. In Figure 2 we show the number of CG iterations required to
reduce the residual by a factor of 1012. We first note that the alternating line relaxation methods all result
in iteration counts that remain constant, independent of the refinement level. Line Gauss-Seidel smoothing
results in iteration counts that are about one-half of those obtained using line Jacobi smoothing. Alternating
line-ordered ILU results in iteration counts slightly less than alternating line Gauss-Seidel. MDF-ordered and
RCM-ordered ILU give comparable iteration counts, and both remain robust in the number of refinements.
AMD-ordered ILU results in iteration counts that exhibit an odd-even effect and that grow with the number
of refinements, indicating that the AMD ordering is not suitable for our ILU smoothers. The minimum
discarded fill and reverse Cuthill-McKee orderings perform similarly for this simple test problem. In the
remainder of this work, we will make use of the MDF ordering because it has been shown to perform well
on problems with high anisotropy and complex coefficients [27]. In Figure 3, we illustrate the smoothing
properties of the above methods by displaying the error after two multigrid iterations, with a random initial
guess and zero right-hand side. It is clear that the pointwise smoothers such as Jacobi and Gauss-Seidel do
not smooth the error in regions of anisotropy (i.e. at the medians and towards the edges of the domain).
Line Jacobi and AMD-ordered ILU smoothing perform better, but still suffer in anisotropic regions. Line
Gauss-Seidel and the remaining ILU methods all result in smooth errors, even in regions of high anisotropy.
3.5. Extension to DG methods. In this section, we consider the extension of the above preconditioners to
discontinuous Galerkin (DG) discretizations of (1). Of particular interest are the interior penalty and BR2
discretizations, given by (5) and (8), respectively. The goal is to obtain preconditioners whose convergence
is independent of the DG penalty parameter η. This is achieved very naturally in the additive Schwarz
12 LOW-ORDER PRECONDITIONERS FOR HIGH-ORDER CG AND DG
Initial Error
‖e‖∞ = 1.0× 100
Jacobi
‖e‖∞ = 3.5× 10−1
Gauss-Seidel
‖e‖∞ = 9.4× 10−2
Line Jacobi
‖e‖∞ = 1.7× 10−2
Line Gauss-Seidel
‖e‖∞ = 1.4× 10−4
AMD ILU
‖e‖∞ = 6.0× 10−3
RCM ILU
‖e‖∞ = 8.5× 10−5
Line ILU
‖e‖∞ = 1.0× 10−5
MDF ILU
‖e‖∞ = 7.7× 10−5
Figure 3. Two multigrid iterations with different smoothers applied to 2×2 Cartesian grid
with Gauss-Lobatto refinement and random initial error.
LOW-ORDER PRECONDITIONERS FOR HIGH-ORDER CG AND DG 13
framework by making use of the space decomposition introduced in [6]. Recall that VDG is the space
of degree-p piecewise polynomial space defined on the mesh Tp, where no continuity is enforced between
elements. We write
(27) VDG = VB + Vp,
where Vp is the standard H
1 conforming degree-p finite element space. The space VB consists of all functions
that vanish at all interior Gauss-Lobatto nodes. Using the space decomposition (27), the additive Schwarz
preconditioner for the DG discretization becomes
(28) BDG = RBQB +RpQp,
where RB and Rp are approximate solvers, RB ≈ A−1B and Rp ≈ A−1p . We take Rp to be the additive
Schwarz preconditioner Rp = B for the conforming problem, defined by (13), which, according to Theorem 1
is a uniform preconditioner for Ap. As in [6], we take RB to be a simple point Jacobi preconditioner. Then,
we have the following result.
Theorem 2 ([6, Theorem 2]). Let AIP denote the operator corresponding to the interior penalty bilinear
form aIP. Let RB denote the point Jacobi preconditioner on VB and let Rp be a uniform (in h and p)
approximation to A−1p . Then, the additive Schwarz preconditioner BDG defined by (28) satisfies
κ(BDGAIP) ≤ C,
where the constant C is independent of h, p, and penalty parameter η.
We now extend this result to the BR2 discretization given by (8). We begin by defining the interior
penalty and BR2 norms,
‖v‖2IP = ‖∇v‖2L2(Ω) +
∑
e
p2
h
‖η1/2JvK‖2L2(e),(29)
‖v‖2BR2 = ‖∇v‖2L2(Ω) +
∑
e
‖η1/2re(JvK)‖2L2(Ω),(30)
where we recall that the lifting operator re is defined by
(31)
∫
Ω
re(ϕ) · τ dx = −
∫
e
ϕ · {τ} ds.
Then, we have the following boundedness and coercivity estimates.
Lemma 3. For the IP bilinear form, we have (e.g. from [4])
aIP(u, v) . ‖u‖IP‖v‖IP,
aIP(u, u) & ‖u‖2IP.
For the BR2 bilinear form, we have (Cf. [13])
aBR2(u, v) . ‖u‖BR2‖v‖BR2,
aBR2(u, u) & ‖u‖2BR2.
Thus, to prove an estimate for the BR2 bilinear form, it suffices to prove equivalence of the norms ‖ · ‖IP
and ‖ · ‖BR2. We will make use of the following results from [17].
Lemma 4 ([17, Lemma 3.1]). The following trace and inverse trace inequalities hold.
‖v‖2L2(∂K) .
p2
h
‖v‖2L2(K) for all v ∈ VDG,(32)
‖vB‖2L2(K) .
h
p2
‖vB‖2L2(∂K) for all vB ∈ VB,(33)
where we recall that the space VB denotes the space of functions in VDG that vanish on all interior Gauss-
Lobatto nodes.
Proposition 3. The norms ‖ · ‖IP and ‖ · ‖BR2 are equivalent.
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Proof. It is clear that it suffices to prove for every face e that
‖re(JvK)‖2L2(Ω) . p2h ‖JvK‖2L2(e),
p2
h
‖JvK‖2L2(e) . ‖re(JvK)‖2L2(Ω).
Let JvK be given on e. Let v denote the extension of JvK to the element K by setting v = JvK componentwise
on all Gauss-Lobatto nodes lying on the face e, and v = 0 at all other Gauss-Lobatto nodes. Then, choosing
τ = v and ϕ = JvK in equation (31), we have
‖JvK‖2L2(e) = −∫
Ω
re(JvK) · v dx ≤ ‖re(JvK)‖L2(Ω)‖v‖L2(Ω) . h1/2
p
‖re(JvK)‖L2(Ω)‖JvK‖L2(e),
where for the last inequality we made use of (33).
For the other direction, we let τ = re(JvK) and ϕ = JvK, and obtain from (31)
‖re(JvK)‖2L2(Ω) ≤ ‖JvK‖L2(e)‖re(JvK)‖L2(e) . ph1/2 ‖JvK‖L2(e)‖re(JvK)‖L2(Ω),
making use of inequality (32). 
Corollary 2. Let ABR2 denote the operator corresponding to the BR2 bilinear form aBR2. Then, the additive
Schwarz preconditioner BDG defined by (28) satisfies
κ(BDGABR2) ≤ C,
where the constant C is independent of h, p, and penalty parameter η.
In Section 4.3, we present numerical results using both the IP and BR2 discretizations, verifying the
robustness of the resulting preconditioner.
3.6. Computational cost and memory requirements. We briefly discuss the computational cost asso-
ciated with the matrix-free preconditioners described above. Recall that the number of degrees of freedom
for the high-order problem (4) scales like ndof = O(pdnel), where nel is the number of elements in the
mesh Tp. Using sum-factorized operator evaluation, the action of the operator Kp can be computed in
O(pd+1nel) = O(pndof) operations [50, 52]. The matrices associated with the low-order refined discretization
are assembled, requiring a constant number of operations per degree of freedom. Similarly, because of the
inherent sparsity of the low-order operator, the number of nonzeros per row of these matrices is constant,
independent of p. Let ncoarse denote the number of degrees of freedom in the coarse (multilinear) finite
element space defined on the mesh Tp. It is clear that ncoarse < ndof, and in the very high-order case, we
have ncoarse  ndof. Additionally, let nloc denote an upper bound on the number of degrees of freedom in
a given patch and recall that J denotes the total number of mesh patches, so that ndof . Jnloc. We will
assume that the number of elements per patch is bounded by some constant, and so nloc = O(pd). The
minimum discarded fill ordering on each patch is performed in O(nloc log(nloc)) time using a min-heap data
structure [54]. This cost is asymptotically dominated by the cost of the high-order operator evaluation, and
is only performed once as a preprocessing step, rather than at every iteration. The computational cost and
memory requirements for the preconditioning operations are summarized in Table 1. Given that the pre-
conditioner is robust in the discretization parameters, we conclude that the total runtime for the algorithm
scales like the cost of a matrix-free application of the high-order operator. Furthermore, the total memory
cost associated with building and applying the preconditioner is optimal, scaling linearly in the number of
degrees of freedom.
4. Numerical results
In this section, we present a variety of numerical results intended to study the performance of the pre-
conditioner and verify the properties shown in the preceding sections. The preconditioner was implemented
in the MFEM finite element discretization library [3].
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Table 1. Computational complexity and memory requirements for preconditioning operations
Operations Memory
Matrix-free application of Kp O(pndof) O(ndof)
Matrix-based assembly of Kh O(ndof) O(ndof)
Coarse solver R0 O(ncoarse) O(ncoarse)
MDF ordering O(ndof log(nloc)) O(ndof)
ILU smoothing O(ndof) O(ndof)
Total preconditioner application O(pndof) O(ndof)
4.1. Cartesian grid. For a first numerical example, we consider the h- and p-refinement of a Cartesian grid
with constant coefficient b = 1. We begin with a 2× 2 grid, and refine uniformly by factors of two, so that
the finest mesh is a 32×32 grid. Polynomial degrees between 2 and 20 are used, such that the largest system
consider has a total of 410,881 degrees of freedom. We first study the performance of the local multigrid
solver by using a single additive Schwarz patch for the entire domain. This corresponds to preconditioning
the high-order system Kp with an element-structured multigrid V-cycle applied to the low-order refined
system Kh, coarsening each element using the strategy described in Section 3.3. The coarsening procedure
terminates when all interior Gauss-Lobatto points have been eliminated. One application of MDF-ordered
ILU(0) is used for pre-smoothing and post-smoothing at each level. The coarse solve is performed on the
p = 1 discretization on the coarse mesh Tp, using one V-cycle of BoomerAMG. The number of conjugate
gradient iterations required to reduce the residual by a factor of 108 are shown in Table 2. We observe that
for this problem, fewer than 20 iterations were required for all cases considered. We also observe a mild
pre-asymptotic dependence of the number of iterations on p for low polynomial degrees. However, for p
larger than about 10, the iterations remain almost constant.
Additionally, we study the performance of the additive Schwarz method with vertex patches. In this case,
the domain is decomposed into overlapping subdomains corresponding to each vertex of the coarse mesh
Tp. Each subdomain consists of all elements containing the given vertex. The same geometric multigrid
procedure with ILU smoothing as described above is applied to each of the low-order refined subdomain
local problems independently. As before, the coarse solver is one V-cycle of BoomerAMG on the global
coarse problem. The number of conjugate gradient iterations required to reduce the residual by a factor of
108 are shown in Table 3. Similar to the previous case, we observe a pre-asymptotic dependence on the mesh
size and polynomial degree. The number of iterations in larger by about a factor of two when compared
with one patch per domain. However, in the case of vertex patches, the computations can be performed in
parallel on each patch.
Note that the iteration counts shown in Tables 2 and 3 are largely consistent with past results from the
literature on low-order preconditioning of high-order operators. In particular, we compare these results to
the low-order finite element preconditioning of spectral element methods presented in [44], in which several
additive Schwarz and multigrid preconditioners were studied. The results from [44] suggest that increased
performance could be obtained by using a hybrid Schwarz strategy (incorporating the coarse solve in a
multiplicative rather than additive way), and by using a larger coarse space. Additionally, in [44], the
importance of weighting the smoother by a diagonal counting matrix was emphasized. Investigating these
considerations in the context of the present solver is future work.
We also study the performance of the preconditioner in terms of wall-clock run time under h- and p-
refinement in 2D and 3D. We first fix the polynomial degree to be p = 8, and perform a sequence of uniform
refinements. The wall-clock time required for the solution (i.e. total time over all CG iterations) scales
optimally (i.e. O (ndof)). The time required for setup (i.e. construction of the preconditioner) scales like
O (ndof log(ndof)), because of the n log(n) complexity of the MDF ordering used in the ILU factorization.
In 2D, the cost of the MDF factorization appears to be negligible, and we observe the setup run time to
scale close to linearly in the number of degrees of freedom. However, in 3D, the cost of computing the
MDF ordering is no longer negligible. We also perform p-refinement on a fixed mesh in 2D and 3D. In
both cases, we observe that the setup run time scales linearly in the number of degrees of freedom (O(pd))
since the construction of the preconditioner requires only the low-order operator Kh. The run time for the
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Table 2. Number of CG iterations required to reduce the residual by a factor of 108.
Constant coefficient Cartesian grid with one patch.
p nx = 2 nx = 4 nx = 8 nx = 16 nx = 32
2 4 10 12 12 13
4 13 14 14 14 14
6 15 16 15 16 16
8 16 16 16 15 16
10 17 17 17 17 18
12 17 18 17 18 19
14 18 18 17 19 19
16 18 17 17 16 18
18 18 18 17 19 19
20 18 18 17 19 19
Table 3. Number of CG iterations required to reduce the residual by a factor of 108.
Constant coefficient Cartesian grid with vertex patches.
p nx = 2 nx = 4 nx = 8 nx = 16 nx = 32
2 4 10 14 20 26
4 12 17 22 26 29
6 17 22 26 31 32
8 19 24 28 33 34
10 22 26 31 35 36
12 24 27 30 35 36
14 24 30 32 36 37
16 25 31 33 36 37
18 26 31 34 37 38
20 27 32 34 37 38
CG iterations scales like O(pd+1) because of the cost of applying the high-order operator Kp using the sum
factorization technique. Figures 4 and 5 show timings performed in serial running on an Intel Xeon Gold
6130 CPU (2.10 GHz), confirming these scalings.
4.2. Variable coefficients and unstructured meshes. We now consider the variable coefficient case,
with several choices of non-constant function b(x, y). The coefficients (the first three of which are from [57])
are:
• b1(x, y) = 104(1 − x2)(1 − y2), which features sharp gradients near the boundaries of the domain
[−1, 1]2.
• b2(x, y) = 100x2 + y2 + 1, which is anisotropic, and results in an anisotropic solution with a steep
gradient.
• b3(x, y) = (1 + x2 + y2)4.
• b4(x, y) is chosen to be a discontinuous, piecewise constant coefficient with values 10 and 1 on
elements, distributed randomly on the mesh.
We also consider unstructured meshes and more complicated geometries. The meshes used for the numerical
experiments are shown in Figure 6. The first mesh is an unstructured quadrilateral mesh of the domain
[−1, 1]2. The domain of the second mesh consists of the unit square [−1, 1]2 with a disk of radius 1/4
removed. The iteration counts remain bounded for all coefficients, although convergence is slower for b1 than
for the remaining coefficients. The additive Schwarz method with one patch per vertex converges in about
twice as many iterations as using a single patch for the domain. Iteration counts are similar between the
two meshes, and are about 50% larger than in the case of the Cartesian grid.
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Figure 4. Wall-clock run times in 2D and 3D under uniform h-refinement using fixed
polynomial degree p = 8.
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Figure 5. Wall-clock run times in 2D and 3D under p-refinement using a fixed Cartesian mesh.
4.3. Discontinuous Galerkin methods. To test the performance of the additive Schwarz preconditioner
BDG applied to interior penalty and BR2 discontinuous Galerkin discretizations, we again make use of the
unstructured meshes shown in Figure 6. We measure the number of conjugate gradient iterations required
to reduce the residual by a factor of 108 under h- and p-refinement. We present these results in Tables 6 and
7. We note that the number of iterations do not increase as the mesh is further refined, verifying robustness
in h. Similar to the continuous Galerkin examples presented previously, we observe a slight pre-asymptotic
increase in the iteration count with p, though the number of iterations remains bounded, verifying robustness
in p. Since of the main features of the preconditioner is its robustness in the IP and BR2 penalty parameters
η, we consider a fixed mesh and set p = 6. We increase the value of η from 1 to 10,000 by factors of 10, and
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(a) (b)
Figure 6. Unstructured quadrilateral meshes used for the numerical experiments.
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Figure 7. Variable coefficients bi(x, y) used for the examples in Section 4.2.
report the iterations required to converge in Table 8. Confirming the results from Section 3.5, the iteration
counts remains robust in η for both the IP and BR2 methods.
4.4. Comparison with AMG methods. In order to compare the present method with a possible alterna-
tive matrix-free method for high-order operators, we consider a FEM-SEM preconditioner using an algebraic
multigrid V-cycle as an approximate solver for the low-order preconditioner. We make use of BoomerAMG
with both `1-scaled hybrid symmetric Gauss-Seidel relaxation and `1-scaled Jacobi relaxation [40]. We com-
pare the number of CG iterations for increasing polynomial degree p. For this test, we use an unstructured
mesh with 80 curved isoparametric quadrilateral elements. We also consider the high-order DG BR2 system
with η = 10 to ensure coercivity of the system. Because the FEM-SEM equivalence is less straightforward
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Table 4. Variable coefficient case on unstructured mesh (a). Numer of iterations required
to reduce the residual by 108.
Single patch Vertex patches
p b1(x, y) b2(x, y) b3(x, y) b4(x, y) b1(x, y) b2(x, y) b3(x, y) b4(x, y)
2 15 15 14 16 24 23 22 26
4 18 17 17 17 35 30 29 31
6 23 19 19 19 42 34 34 35
8 23 21 21 21 49 38 37 38
10 29 22 22 23 55 40 40 41
12 30 22 22 23 58 41 41 43
14 35 23 23 26 63 43 43 44
16 30 24 24 25 66 44 44 46
18 41 25 25 28 71 46 45 47
20 37 24 24 28 72 46 46 48
Table 5. Variable coefficient case on unstructured mesh (b). Numer of iterations required
to reduce the residual by 108.
Single patch Vertex patches
p b1(x, y) b2(x, y) b3(x, y) b4(x, y) b1(x, y) b2(x, y) b3(x, y) b4(x, y)
2 15 15 15 16 31 28 27 31
4 18 17 17 18 39 34 34 33
6 23 20 20 22 46 39 38 37
8 24 22 22 22 52 42 41 41
10 31 23 23 26 56 44 43 44
12 30 24 24 27 60 45 44 46
14 36 25 25 30 66 46 46 50
16 29 25 25 27 66 47 47 50
18 41 27 26 34 72 48 47 55
20 37 26 26 31 71 48 48 53
when applied to DG systems, we compare with AMG applied to the fully assembled high-order DG system
(i.e. standard matrix-based AMG). The results are shown in Table 9. We notice that the additive Schwarz
preconditioner is robust in p and in the number of mesh patches. Consistent with the previous results,
using vertex patches requires about 1.5 times more iterations than a single patch for the domain. However,
these patches allow for parallelization, because the local solutions on all the patches may be computed si-
multaneously. The algebraic multigrid methods are not robust in p, likely due to the anisotropy introduced
in the low-order refined mesh by the Gauss-Lobatto points. When applied to discontinuous Galerkin dis-
cretizations, the number of CG iterations required when using AMG methods were quite large, consistent
with results previously reported in the literature, indicating that multigrid methods may struggle with DG
discretizations with lifting operators such as local DG or BR2 [5, 48].
4.5. Anisotropic meshes. In Remark 4, it is mentioned that the additive Schwarz approach described
presently could be used with mesh patches featuring anisotropy originating not only from the low-order
refined Gauss-Lobatto mesh. Solvers often struggle with highly anisotropic meshes, which are commonly
used to resolve boundary layers when solving convection-dominated problems (e.g. high Reynolds number
Navier-Stokes) [45]. In this example, we consider a sequence of two-dimensional unstructured meshes, with
a strip of high-aspect-ratio elements. We begin with a mesh that is roughly isotropic (maximum aspect ratio
1.5), and increase the aspect ratio of the elements in the strip by a factor of 10, until reaching a maximum
aspect ratio of 1500. An example of one such mesh is shown in Figure 8.
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Table 6. BR2 discontinuous Galerkin method. Number of CG iterations required to reduce
the residual by a factor of 108 under p-refinement.
p Mesh (a) Mesh(b)
2 21 22
4 22 23
6 25 26
8 23 26
10 26 29
12 26 30
14 27 31
16 26 29
18 29 32
20 28 31
Table 7. BR2 discontinuous Galerkin method. Number of CG iterations required to reduce
the residual by a factor of 108 under h-refinement.
Mesh (a) Mesh (b)
Refinements Iterations DOFs Iterations DOFs
0 25 5,880 26 23,814
1 24 23,520 26 95,256
2 23 94,080 25 381,024
3 22 376,320 24 1,524,096
Table 8. Effect of DG penalty parameter η on convergence. Number of iterations required
to reduce the residual by a factor of 108 using interior penalty and BR2 DG methods on
the unstructured meshes from Figure 6.
Mesh (a) Mesh (b)
η IP BR2 IP BR2
100 29 23 33 25
101 27 22 28 23
102 25 18 27 21
103 23 18 26 21
104 22 18 24 19
We solve the high-order constant-coefficient problem (with p = 3, 7, 11, 15) on this sequence of meshes,
using the additive Schwarz preconditioner described here, and compare with BoomerAMG with Gauss-Seidel
smoothing applied to the low-order refined problem (denoted LOR-AMR(G-S)). For this problem, in order for
the additive Schwarz method to be robust in the aspect ratio of the elements, the overlap of the subdomains
must be independent of the aspect ratio. To achieve this, subdomain patches containing anisotropic elements
are extended to ensure that the overlap remains isotropic. For this test case, we use n = 1, 2, 3 additive
Schwarz patches (denoted B(n)), as well as one patch per vertex (about 250 overlapping patches for this
test case), where patches containing anisotropic elements are enlarged to obtain isotropic overlap (denoted
B(V)). In Figure 9, we compare the number of conjugate gradient iterations required to reduce the residual
by a factor of 108. We note that algebraic multigrid applied to the low-order refined system is strongly
dependent on both the polynomial degree and on the anisotropy of the mesh. On the other hand, since
the additive Schwarz patches have isotropic overlap, the hypotheses of Lemma 2 are satisfied, and so the
resulting space decomposition is stable. Consistent with this, the iteration counts using the additive Schwarz
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Table 9. Comparison with algebraic multigrid methods. Number of CG iterations required
to reduce the residual by a factor of 108. AMG(J) and AMG(GS) indicate BoomerAMG us-
ing `1-scaled Jacobi and hybrid symmetric Gauss-Seidel, respectively. LOR-AMG indicates
that the AMG V-cycle is applied to the low-order refined system. B(1) and B(V ) indicate
the present preconditioner with a single patch, and one patch per vertex, respectively.
Continuous Galerkin Discontinuous Galerkin
p B(1) B(V ) LOR-AMG(J) LOR-AMG(G-S) B(1) B(V ) AMG(J) AMG(G-S)
2 15 24 26 20 18 37 186 81
4 18 31 39 31 22 46 329 124
6 20 35 53 40 23 48 370 145
8 21 38 65 46 25 49 361 130
10 23 40 76 52 26 51 381 130
12 26 42 96 61 27 53 318 122
14 28 43 106 71 29 53 344 131
16 30 44 114 75 31 54 296 123
18 31 45 123 77 34 55 319 124
20 33 46 132 87 36 55 287 110
Figure 8. Example of mesh used for the anisotropic test case, showing elements (high-
lighted in red) with an aspect ratio of 15.
solver remain constant with respect to the aspect ratio. Slight increases in iteration counts are observed
for higher polynomial degrees and increased number of subdomains, as is also observed in the preceding
numerical examples.
5. Conclusions
In this work, we introduced a matrix-free preconditioner for high-order finite element discretizations of
elliptic problems based on a low-order refined methodology. The low-order refined system is sparse, and the
associated matrix can be formed in linear time and memory. The low-order refined system is preconditioned
using a patch-based overlapping additive Schwarz method. The local approximate solvers in the Schwarz
method use a structured geometric multigrid technique with ordered ILU smoothing to treat the anisotropy of
the low-order discretization. The extension to discontinuous Galerkin discretizations is performed naturally
in the additive Schwarz context. The resulting preconditioners are robust in the discretization parameters
h, p, and the DG penalty parameter η. Numerical experiments are performed on a variety of geometries
and meshes. The robustness of the preconditioner is verified on test cases involving variable coefficients
with sharp gradients and directional biases. The efficiency of the method is compared with a FEM-SEM
preconditioner using algebraic multigrid for the low-order refined system.
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Figure 9. Convergence on a sequence of meshes with anisotropic elements, showing number
of conjugate gradient iterations required to reduce the residual by a factor of 108. B(n)
indicates additive Schwarz with n subdomains, B(V) indicates additive Schwarz with vertex
patches with isotropic overlap, and LOR-AMG(G-S) indicates one V-cycle of BoomerAMG
applied to the low-order refined system.
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