The defect of a continuous approximate solution to an ODE is the amount by which that approximation fails to satisfy the ODE. A number of studies have explored the use of asymptotically correct defect estimates in the numerical solution of initial value ODEs (IVODEs). By employing an appropriately constructed interpolant to an approximate discrete solution to the ODE, various researchers have shown that it is possible to obtain estimates of the local error and/or the maximum defect that are asymptotically correct on each step, as the stepsize h → 0. In this paper, we investigate the usefulness of asymptotically correct defect estimates for defect control in boundary value ODE (BVODE) codes. In the BVODE context, for a sequence of meshes which partition the problem interval, one computes a discrete numerical solution, constructs an interpolant, and estimates the maximum defect. The estimates (typically obtained by sampling the defect at a small number of points on each subinterval of the mesh) are used in a redistribution process to determine the next mesh and thus the availability of these more reliable maximum defect estimates can lead to improved meshes. As well, when such estimates are available, the code can terminate with more confidence that the defect is bounded throughout the problem domain by the user-prescribed tolerance. In this paper we employ a boot-strapping approach to derive interpolants that allow asymptotically correct defect estimates. Numerical results are included to demonstrate the validity of this approach.
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Introduction
Systems of boundary value ordinary differential equations (BVODEs) arise in a wide variety of applications-see [1] , section 1.2. We will assume BVODEs of the form,
y (t) = f (t, y(t)), g(y(a), y(b ))
where t ∈ [a, b ], y : R → R n , f : R × R n → R n , and g : R n × R n → R n . We refer the reader to [1] , section 1.1, for a description of various classes of BVODEs and a discussion of how many of these can be converted to an equivalent problem of the form given in (1) . Necessary and sufficient conditions for the existence and uniqueness of solutions to (1) are discussed in [1] , section 3.1.
Runge-Kutta (RK) schemes (see, e.g., [5] ) have been used in the numerical solution of BVODEs for some time (see, e.g., [36] ). The COLSYS/COLNEW codes [2, 3] , the COLMOD code [8] and the D02TKF code, (The Numerical Algorithms Group, Oxford, UK), are based on collocation methods, which for (1) are equivalent to a subclass of RK methods [37] . Another popular subclass of RK methods used for BVODEs are the mono-implicit RungeKutta (MIRK) methods (see [4, 6, 7, 9, 11, 12, 20, 24] ). Specific A-stable, symmetric methods from this subclass have been employed in the Fortran 77 BVODE packages TWPBVP [13] and MIRKDC [20] , in the MATLAB solver bvp4c [27] , and in the recently developed Fortran 90/95 solver BVP_SOLVER [35] .
All of the above codes compute an approximate solution to the BVODE by employing a mesh of points that partitions the problem domain into subintervals. The codes iteratively adapt the mesh based on some measure of the accuracy of the numerical solution on each subinterval, with the goal of obtaining a numerical solution for which the estimated accuracy of the solution is less than a user-provided tolerance on each subinterval. Codes such as COLSYS, COLNEW, COLMOD, D02TKF and TWPBVP use some estimate of the global error of the numerical solution, that is, the magnitude of the difference between the true solution and the approximate solution, as the underlying measure of accuracy. Other codes such as MIRKDC, bvp4c, and BVP_SOLVER use an estimate of the magnitude of the defect of the numerical solution as the underlying measure of accuracy. Letting u(t) be a continuous approximate solution generated by the method, then, for the ODE (1), the defect is δ(t) = u (t) − f (t, u(t)), i.e., the amount by which the approximate solution fails to satisfy the ODE. For a method that controls an estimate of the defect, it is also useful to efficiently estimate the sensitivity or conditioning of the BVODE [34] since the product of the associated conditioning constant and the maximum defect can be shown to give a bound on the global error [1] . An estimate of the conditioning of the BVODE can also been useful in improving the mesh adaptation process; improved performance can be obtained if the mesh adaption is based on a combination of an estimate of the error in the numerical solution and an estimate of the conditioning of the BVODE-see, e.g., [28] .
The goal in defect control is to compute a numerical solution by adaptively choosing a mesh so that, for the final accepted numerical solution, the maximum defect over the entire problem domain is bounded by a user-provided tolerance. In order to do this, one needs an estimate of the maximum defect on each subinterval. While it is straightforward to compute δ(t) at any point in the domain, the challenge is to determine, in an efficient manner, the maximum value of the defect on each subinterval. When a standard interpolant is employed for u(t) the usual approach is to simply sample the defect at a few points on each subinterval with the hope that one of the points will be close enough to the location of the true maximum defect. When the number of samples is small (and this must be the case in order for the estimation process to be reasonably efficient) there is no particular justification for this hope. Since such sampling will essentially always underestimate the maximum defect, it is easy to see that defect control codes can return solutions whose defects do not meet the user tolerance. When standard defect estimation is employed we have observed in some cases that the estimated maximum defect can be exceeded by the true maximum defect by an order of magnitude. Thus a defect control code may accept a numerical solution for which the defect is in fact larger than the user-tolerance. Furthermore, the underestimate of the maximum defect can impact negatively on the performance of the rest of the computation because the mesh selection algorithm will not have access to a good "profile" of the defect over the subintervals of the mesh.
The primary goal of this paper is to consider the development of new types of interpolants that can replace the standard ones currently employed in defect control BVODE solvers such as MIRKDC and BVP_SOLVER. The new interpolants will be shown to yield defects for which the location of the maximum defect on each subinterval can be determined à priori (at least asymptotically) allowing a code employing these interpolants to terminate with more confidence that the defect is within the prescribed tolerance. As well, the availability of more reliable estimates of the maximum defect on each mesh subinterval can improve the mesh redistribution process, thus contributing to an improvement in the overall efficiency of the computation.
In the approach we consider in this paper for the numerical solution of a BVODE, one begins with a MIRK formula that produces approximations at the discrete mesh points a = t 0 < t 1 
. For a given discrete MIRK formula there will be a large family of possible interpolation schemes to adopt and we will describe and justify our particular choice later in this paper. Our choice is primarily guided by our desire to have an accurate u i (t) for which it is possible to derive an inexpensive and asymptotically correct estimate of the maximum defect associated with the i th subinterval. One can analyze the error and defect associated with u i (t) by considering it to be an approximation to the solution, z i (t), of the local IVP,
For this analysis it is convenient to introduce the interpolant,z i (t), of degree at most p + 1, that interpolates the exact local solution at t i−1 , t i , and the derivative of the exact local solution at the p distinct points
. The free parameters, 0 < μ 1 · · · < μ p−2 < 1, will depend on the specific local interpolant being analyzed. This approach allows one to analyze the error in u i (t) by considering two components -the error inherent in polynomial interpolation (the local interpolation error) and the error that arises as a consequence of "inexact" values being interpolated (the data error associated with the fact that we are interpolating approximate solution and derivative values). This approach was first used for the analysis of continuous Runge Kutta methods for IVPs by Shampine [32] and Gladwell et al. [23] to investigate the local errors introduced on each step of an IVP method. It was also subsequently used by Higham [25, 26] to investigate the defects and the quality of the defect estimates for a different class of continuous Runge Kutta methods for IVPs. One of the first papers to consider the defect of the numerical solution in the BVODE context was that of Russell and Christiansen [31] . In a series of papers, [14] [15] [16] , Enright considered the use of defect control in the numerical solution of IVPs. As mentioned earlier, defect control for BVODEs was employed by Enright and Muir in the Fortran 77 MIRKDC code [21] and by Kierzenka and Shampine in the MATLAB bvp4c code [27] ; the latter employs an interpolant that allows an asymptotically correct estimate of the maximum defect but the interpolant is not of optimal order. In [17] , Enright surveyed work up to the year 2000 on the use of defect control for the IVPs and BVODEs; the paper also includes some discussion of defect control for delay differential equations (DDEs) and differential algebraic equations (DAEs). Shampine, in [33] , described a new MATLAB DDE solver that employs defect control. The recent paper by Enright and Hayes, [19] , considered asymptotically correct defect control on problems where the local interpolation error is assumed to be small relative to the data errors. In [22] , Enright and Yan have derived and justified interpolation schemes allowing asymptotically correct defect estimates for optimal p th -order continuous Runge Kutta methods for 4 ≤ p ≤ 8 without the assumption on the local interpolation error.
In most of these investigations, the focus has been on explicit Runge Kutta methods and asymptotically correct expressions for the continuous local error, z i (t) − u i (t), and for the defect, u i (t) − f (t, u i (t)), are derived and the relationship between these quantities and the discrete local error investigated. The key tool is the well-known local error expansion for Runge-Kutta methods-see, e.g., [5] . For the methods we consider, on the i th subinterval, u i (t) satisfies
where z i (t) satisfies (2) . Similarly, the derivative of the numerical solution satisfies
. Using the fact that z i (t) is the exact solution of (2), the defect of the numerical solution can be written, for t ∈ [t i−1 , t i ], as
Assuming a Lipschitz condition on f , the second term in (3) is O(h p+1 i ) and we have
From this expression we can see that the expansion of the defect has a leading term that is O(h p i ) but in this paper we will examine a more detailed form of this expression. This relationship will be used to identify those interpolation schemes for which inexpensive asymptotically correct estimates of the maximum defect are available. In our justification of a suitable u i (t) for use in BVODE methods we will adopt this approach but we point out that the underlying discrete MIRK formula used for the determination of the mesh point solution approximations will be implicit while the u i (t) will be determined afterwards from an explicit computation. This paper is organized as follows. In the next section we briefly review MIRK and continuous MIRK (CMIRK) [30] schemes, as well as a bootstrapping approach for deriving higher order Hermite-Birkhoff interpolants. We also contrast the continuity of CMIRK and Hermite-Birkhoff interpolants in the BVODE context. This is followed in Section 3 by an analysis of the form of the defect for a standard CMIRK interpolant and for a special HermiteBirkhoff interpolant we derive, which is shown to allow an asymptotically correct defect estimate. Section 4 provides numerical results which confirm the validity of our approach and Section 5 gives our summary and conclusions.
MIRK and CMIRK schemes
In the MIRKDC and BVP_SOLVER codes, the primary formulas used for the discretization of the BVODEs and for the construction of the continuous solution approximations are MIRK and CMIRK formulas, which we now briefly review.
A discrete numerical solution, y i ≈ y(t i ), i = 0, . . . , N, is obtained by applying Newton's method to the nonlinear system of equations consisting of the boundary conditions and n equations per subinterval having the following form (on the i th subinterval),
where
The scheme is defined by the number of stages, s, the coefficients, {v r } 
A MIRK scheme is of order p if the numerical solution at the i th meshpoint, obtained by solving (4), satisfies
A family of MIRK schemes of order p is derived by requiring its coefficients to satisfy a set of equations called order conditions-see, e.g., [5] .
After the discrete solution is obtained, a CMIRK scheme can be used on each subinterval to augment the discrete solution with a C 1 continuous interpolant over the whole problem interval. (A number of other approaches for the development of interpolants for MIRK schemes have been investigated-see, e.g., [10] ; these interpolants do not have the special properties we require for the defect estimation approach we consider in this paper.) A CMIRK scheme applied on the i th subinterval gives,
for 0 ≤ θ ≤ 1, where the k r 's are defined as in (5) and s * is the total number of required stages. In addition to the coefficients which define its stages, the scheme is defined by {b r (θ )} s * r=1 , which are (weight) polynomials in θ. A CMIRK scheme is of order p if, with u i (t) as in (6), we have
A p th order CMIRK scheme can be derived by requiring the coefficients and weight polynomials to satisfy continuous versions of the MIRK order conditions (see [30] ).
An alternative approach for the derivation of an interpolant for the discrete numerical solution associated with a Runge-Kutta method is based on an algorithm known as boot-strapping [18] . Such interpolants,ũ i (t), are usually derived in a Hermite-Birkhoff form: on the subinterval [t i−1 , t i ], and for 0 ≤ θ ≤ 1, we havẽ
where the k r 's have the same general form as in (5),
* is the total number of required stages. The required stages and corresponding weight polynomials are determined by requiringũ i (t) and its derivative to satisfy certain interpolation conditions at several points within the i th subinterval. A detailed description of this process will be provided later in this paper.
It is straightforward to convert an interpolant represented in this form into the standard CMIRK representation (6) . To see this, use the discrete formula (4) to substitute for y i in (7), giving (7) in the CMIRK form
where we have made use of the fact that d 0 (θ ) + d 1 (θ ) = 1 (which follows from the interpolation conditions imposed on (7)). From the above it is easy to see that one could derive an interpolant in Hermite-Birkhoff form (7) and convert it to the CMIRK form (6) assumed by MIRKDC and BVP_SOLVER. However, there is an advantage to employing the Hermite-Birkhoff form (7) within a BVODE code. In the numerical solution of a BVODE, the solution approximations at the mesh points, {y i } N i=0 , are obtained from the solution of a large nonlinear algebraic system which consists of the boundary conditions together with N − 1 sets of equations of the form (4) and thus given pairs of y i−1 and y i values satisfy (4) only to within the Newton tolerance applied to this nonlinear system. The CMIRK interpolant is constructed with
This interpolant also satisfies, u(t i−1 ) = y i−1 but when θ = 1 it reduces to the discrete MIRK formula (4) ) approximation to the local solution on the i th interval. We will use a similar idea, starting with a standard p th order CMIRK, such as that already used in MIRKDC or BVP_SOLVER, and use it to derive an "improved" local Hermite-Birkhoff interpolant that allows an inexpensive asymptotically correct estimate of the maximum magnitude of the defect.
Derivation of interpolants allowing asymptotically correct defect estimates
The MIRKDC and BVP_SOLVER codes provide the user with the option of employing second order, fourth order, or sixth order Runge-Kutta formulas. We will illustrate our approach for the derivation of an interpolant for which the maximum defect can be reliably estimated by considering in detail the derivation of such an interpolant for the sixth order case, as this is the most challenging of the three cases that need to be developed. However, for second and fourth order cases improved local interpolants can be developed similarly, as is shown for IVPs in [22] .
The formulas that are implemented in BVP_SOLVER have been optimized with respect to their leading error coefficients. That is the free coefficients of the Runge-Kutta formulas that remained after the order conditions were satisfied were chosen to minimize the norm of the coefficients of the elementary differentials appearing in the O(h p+1 i ) term of the error expansion subject to the constraint that the ratio of this norm to the norm of the coefficients of the elementary differentials associated with the O(h p+2 i ) term not be too small. In the sixth order case, the CMIRK formula employed in BVP_SOLVER is a further improvement over the corresponding formula used in MIRKDC because it also requires one less stage evaluation. See [29] for details.
Analysis of the standard sixth order CMIRK interpolant
The sixth order discrete formula of the BVP_SOLVER package uses five stages and the local interpolant, u i (t), a polynomial in θ (θ = (t − t i−1 )/ h i )) of 
with
where the q j (θ )'s are polynomials of degree six (that are independent of the problem or h i ), the F j 's (elementary differentials) depend only on the problem, and ρ + 1 > 1 is the number of elementary differentials of seventh order-see [5] for further details. As we will see in the next subsection, when we derive a similar expansion of the defect for the new interpolant,ũ i (t), our analysis will show that the correspondingG(t) simplifies considerably and leads to insights into how to select the additional abscissa necessary to defineũ i (t) from u i (t). From (9) and (10) and the above discussion we see that as h i → 0, the value of the defect will approach a linear combination of the q j (θ ) values, where the coefficients of the linear combination depend on the F j values. Hence, for any given subinterval, it is impossible to know à priori where the maximum value of the leading term of the defect will occur. The location of the maximum will vary from subinterval to subinterval depending on the problem. Figure 1 illustrates the typical behavior of the defect in this case.
Derivation and analysis of a new sixth order
Hermite-Birkhoff interpolant
In this subsection we demonstrate the application of the boot-strapping algorithm in the development of a new sixth order interpolant,ũ i (t), that will be shown to allow an asymptotically correct estimate of the defect for any t ∈ [t i−1 , t i ]. We will use this estimate to determine an asymptotically correct estimate of the maximum defect on each subinterval.
As mentioned earlier, the computation performed by BVP_SOLVER yields, for the i th subinterval, discrete solution values, y i−1 and y i , based on the MIRK formula, and an interpolant, u i (t), defined by the CMIRK formula. Considering the local problem, (2), the y i and u i (t) values have local errors that are O(h 7 i ). The boot-strapping algorithm will construct a Hermite-Birkhoff interpolant of the form (7) . From the form of this interpolant it is easy to see that it depends on approximate solution and derivative values and thus the error associated with this interpolant has contributions from both the data values upon which it is based and from the standard interpolation error. In what follows we will derive an interpolant,ũ i (t), that has an error that is dominated by the data error; that is, the degree ofũ i (t) will be at most seven and eight data values will be interpolated so that the interpolation error will be one order higher than the data error.
Note that, if we were to have used the boot-strapping process, definingũ i (t) to be a polynomial of degree at most six, using the abscissa c 9 , c 10 , c 11 (as was done in [19] ) then there would be two terms contributing to the leading term in the expansion of the defect. The first term isq 0 (θ )F 0 h 6 i , wherẽ
and this is the contribution that arises from the inherent interpolation error which is a consequence of our use of a degree six interpolating polynomial to approximate the exact local solution, z i (t). The second term contributing to the leading coefficient in the expansion of the defect for such aũ i (t) would be directly related to the discrete local error on this subinterval and satisfies
Our objective, in deriving a suitable new interpolantũ i (t), is to have only one term contributing to the leading coefficient in the expansion of the associated defect. To accomplish this we must increase the degree of the resultingũ i (t) (to be at most degree seven) by adding an additional abscissa, c 12 . This will eliminate the contribution to the leading coefficient arising from the inherent interpolation error (i.e., this inherent error will be O(h
The derivation ofũ i (t), the special sixth order interpolant that allows an asymptotically correct defect estimate, involves several considerations:
1. As mentioned earlier, the standard sixth order interpolant, u i (t), computed by BVP_SOLVER is of degree six and involves the two stages
, the three other stages that were computed for use with the discrete MIRK formula (4), and the three additional stages needed for the CMIRK formula (6 
Of critical importance in selecting the new abscissa is the size of the leading coefficient in the defect expansion for the resultingũ i (t) relative to the size of coefficients of terms in the next highest order of this defect expansion. Assuming that the new interpolant is designed to allow an asymptotically correct defect estimate, we want to choose any remaining free parameters so that the leading term in the expansion of the defect is significantly larger than those arising in the next highest order term. This will improve the range of subinterval sizes over which the estimate remains reliable. In [22] were found to be close to optimal. We have used these values to define the additional stages of our new local interpolant.
Thenũ i (t), is the unique polynomial of degree at most seven that satisfies
, and,
The Hermite-Birkhoff representation of this interpolant has the form and then the defect satisfies
Since the evaluations of u i (t) have an error that is O(h
(Equation (13) gives an explicit expression for theq 1 (θ ) polynomial mentioned earlier-we haveq
will always approach a multiple of the polynomial d 1 (θ ) and an asymptotically correct estimate of the maximum magnitude of the defect can be obtained by an evaluation of the defect at the location in the subinterval corresponding to the extreme of
. That is, as h i → 0, the maximum will occur at the same place within each subinterval, for every problem. For the above choice of abscissa, plots of the corresponding q 1 (θ ) are given in [22] and its local maximum occurs at θ = . Figure 2 illustrates the typical behavior of the defect for thisũ(t), when h i is sufficiently small.
Once the new stages, k 9 , . . . , k 12 , are computed, the new interpolant,ũ(t), can be evaluated at the point t i−1 + θ h i by first evaluating the weight poly- 12 (θ ) at θ, and then computing the expression on the right hand side of (12) . For the indicated choices of c 9 , . . . , c 12 , these weight polynomials are
We conclude this section with a brief summary of the number of function evaluations, i.e., evaluations of the f (t, y) function appearing in (1), involved in the computation of (i) the discrete numerical solution, (ii) the standard interpolant and its defect estimate, and (iii) the new interpolant and its defect estimate.
(i) For a given mesh, the corresponding discrete solution is obtained by applying a Newton iteration to the nonlinear algebraic system obtained from the discretization of the BVODE together with the boundary conditions. Each Newton iteration requires an evaluation of the 6th order MIRK formula, once for each subinterval of the current mesh. The 6th order discrete MIRK scheme employs 5 stages (and thus requires 5 function evaluations) per subinterval. The total number of function evaluations, for a given mesh, is thus 5 times the number of mesh subintervals times the number of Newton iterations. (ii) Once the Newton iteration has converged, the standard interpolant is constructed using 3 more stage evaluations (i.e., function evaluations) followed by 2 more function evalutations to obtain the estimate of the maximum defect, per subinterval. The total number of function evaluations from this step is thus 5 times the number of mesh subintervals. (iii) The new interpolant is built on the standard interpolant and requires an additional 4 stage evaluations followed by one function evaluation to estimate the maximum defect, on each subinterval. Therefore the contribution to the number of function evaluations from this step is also 5 times the number of mesh subintervals.
Assuming (for example) an average of 5 Newton interations per mesh and letting N be the number of subintervals for a given mesh, the standard approach would cost 25N + 5N = 30N while the approach involving the use of the new interpolant would cost 25N + 3N + 5N = 33N; thus the increase to the total number of function evaluations from step (iii) is not significant.
Numerical results and discussion
We have conducted numerous tests to investigate the effectiveness of the new interpolant in providing BVP_SOLVER with a more robust defect estimation procedure. In this section we report on some of these results, providing a numerical comparison of defect estimation based on the standard sixth order CMIRK interpolant vs. the new sixth order Hermite-Birkhoff interpolant. We present results for three test problems chosen from the literature:
(i) This example is used to illustrate the use of the MUSN solver and is described in [1] . The ODEs are
with boundary conditions,
and B = 0.9, C = 1000, D = 10, and α is a known parameter. The initial guesses provided with the problem description are
(ii) This example models swirling flow between two rotating disks and is taken from [1] . It consists of a mixed second/fourth order nonlinear system:
where f (t), g(t), f (t) are proportional to the radial, angular, and axial velocities of the fluid and is proportional to the viscosity of the fluid.
The boundary conditions are
where 0 = −1 and 1 = 1 are angular velocities at the endpoints. The initial guesses are
We convert this ODE system to a system of first order equations before treating it with BVP_SOLVER. (iii) This example models a shock wave in one-dimensional nozzle flow and is taken from [1] . It consists of a single, second order, nonlinear ODE:
where t is the normalized downstream distance, y(t) is the normalized velocity, We convert this ODE to a system of first order equations before treating it with BVP_SOLVER.
For each problem we make a typical choice of parameter value and tolerance, as indicated below. The determination of the numerical solution of each problem involves computations over several meshes and for each subinterval of each such mesh, we compare the estimated maximum defect based on the standard interpolant with the estimated maximum defect based on the new interpolant. For the standard interpolant, the maximum defect is estimated by sampling the defect at two points within each subinterval. When the new interpolant is employed, the defect is sampled at the point which corresponds to the maximum value of d 1 (θ ) (for the new sixth order interpolant this is at θ =
2
). We also determine a good estimate of the true maximum defect value over each subinterval by sampling the defect at 101 uniformly distributed points over the subinterval. In the experimental results reported below, we define the estimate of the maximum defect to be successful if it underestimates the true maximum defect by less than 1%. We will also report the number of Newton iterations, NI, required by the code to achieve convergence on the given mesh of N subintervals. In each table, %Success ≡ percentage of subintervals of each mesh for which maximum defect estimate is within 1% of the true maximum defect on that subinterval, and NC ≡ no convergence of the Newton iteration. We also report j N j × N I j , where N j is the number of subintervals in the 
The maximum defect estimate obtained using the CMIRK interpolant is never within 1% of the true defect maximum, but using the new interpolant yields a successful estimate on every subinterval. Both versions of BVP_SOLVER employ meshes of approximately the same size and the same number of Newton iterations are required.
jth mesh and N I j is the number of Newton iterations performed to solve the nonlinear system defined on that mesh; this summation gives a good machineindependent measure of the relative cost of each computation, as we will explain later in this section.
From Tables 1, 2 , and 3, we make two general observations:
• We can first observe that the standard interpolant rarely leads to a successful estimate of the defect. Over the problems considered here and over all subintervals of all meshes treated, the estimated maximum defect was within 1% of the true maximum defect for, on average, about 5% of the subintervals. In contrast, the maximum defect estimates from the new interpolant are generally in good agreement with the true maximum defects. This is particularly true on the terminal meshes where the success rate approaches 100%. We observe that the success rates for the new interpolant are lower, e.g., 83%, for the first mesh with a converged solution for problem (iii). From a close examination of the computations we observed that the subintervals where estimation failures occurred were ones for which the size of the subinterval was relatively large. In such cases, we are not in the asymptotic regime for the formula and thus the leading 
The maximum defect estimate obtained using the CMIRK interpolant is rarely within 1% of the true defect maximum, but using the new interpolant yields a successful estimate on almost every subinterval. Both versions of BVP_SOLVER employ meshes of approximately the same size and the same number of Newton iterations are required. 
The maximum defect estimate obtained using the CMIRK interpolant is rarely within 1% of the true defect maximum, but using the new interpolant yields a successful estimate on almost all subintervals. Both versions of BVP_SOLVER employ meshes of approximately the same size and the same number of Newton iterations are required.
term in the expansion does not dominate the higher order terms and one can therefore not expect the one-point sampling process to be valid. In such cases it is then important to be able to detect the failure of the estimation process and then respond with an alternative strategy for estimation of the maximum defect. In order to allow the code to be able to detect when its estimate of the maximum defect may not be reliable, we are currently investigating an auxiliary process which we call a validity check. This involves a further sampling of the defect on each subinterval at a point where, assuming we are in the asymptotic regime, the value of the defect should be approximately half of what it is at the first sample point. When this validity check fails, we then flag the subinterval as suspect, and can then perform an auxiliary computation to improve the quality of the defect estimate. For example one might sample the defect at several additional points on each subinterval and choose the maximum of these as the estimate of the maximum defect.
• Since the estimates of the maximum defect on each subinterval for the new interpolant are closer to the true maximum defects, they can also be larger, and it may therefore be more demanding (i.e., smaller h i required) to compute a numerical solution for which the estimated maximum defect is less than the user tolerance. On the other hand, from (13) and (9), (10), we can see thatũ(t) has only one coefficient, d 1 (θ )F 1 , contributing to the leading term in the expansion of its defect while u(t) has many coefficients contributing to its leading term (q j (θ )F j , j = 0, 1, . . . , ρ) and therefore the magnitude of the leading term in the expansion of the defect is expected to be smaller forũ(t) than it is for u(t). (A similar argument applied to the expansion of the respective continuous local errors can be used to show that the size of the local errors associated withũ(t) are expected to be smaller than those for u(t) (for the same h i value.)) A second observation we can draw from the above numerical results is that the number of meshes and the number of subintervals per mesh employed by BVP_SOLVER when it uses the new interpolant are about the same as those employed by the code when it uses the standard interpolant.
The most significant computational costs incurred by BVP_SOLVER are associated with the construction and factorization of the large Newton matrices that arise from the discretization of the ODEs on a given mesh, each of which has a cost that is O(Nn 3 ) for each Newton matrix considered. Thus the sum of terms of the form N j × N I j , where j ranges over the meshes employed in the solution of a given problem, gives a good machineindependent measure of the overall computational cost for a given problem. Because the meshes employed by BVP_SOLVER when it uses the new interpolant to get an improved defect estimate are about the same as the ones it uses when it employs the standard interpolant, the overall costs for both computations are comparable. From the analysis at the end of Section 3, we can see that the computation of the discrete solution, the construction of the standard interpolant, and the construction of the new interpolant and the estimation of its maximum defect are all O(Nn) in the number of evaluations of the right hand side of the BVODE (1). Furthermore, as indicated in that analysis, the construction of the new interpolant and the estimation of its maximum defect do not contribute a significant amount to the overall number of right hand side evaluations. Thus, compared with the O(Nn 3 ) linear algebra costs, the defect estimation computation is a relatively small part of the overall computation and does not result in a significant increase in the overall cost.
Summary and conclusions
The BVP_SOLVER code employs discrete and continuous Runge-Kutta formulas of orders two, four, and six, for the numerical solution of BVODEs. For the sixth order case we have derived a new interpolant that allows an asymptotically correct estimate of the defect. The derivation employs a bootstrapping algorithm to obtain the desired interpolant. Numerical results show that the maximum defect estimates for the new interpolant are much more robust that than those currently obtained by BVP_SOLVER, based on a CMIRK interpolant. On almost all subintervals of all meshes employed by the code in the numerical solution of the given test problems, the computation based on the new interpolant results in an estimate the maximum defect to within 1% of the true maximum defect, while the computation based on the original interpolant rarely does so. Furthermore, the numerical results show that the computation based on the new interpolant employs about the same meshes as for the original computation and thus the overall computational costs are comparable to those of the original algorithm. One reason for this is that the better defect information allows the mesh selection algorithm to do a better job of adapting the mesh to the defect profile. A second reason is that the defect expansion for the new interpolant has a leading expression that involves only one term and thus we can expect that the numerical solutions computed using this interpolant will have a smaller true defect than will the numerical solution computed using the original interpolant.
The more reliable estimates of the maximum magnitudes of the defect we can obtain using our improved interpolants have been used in our modified version of BVP_SOLVER. This change has resulted in a more reliable and robust adaptive mesh strategy that is effective even at coarse meshes where the asymptotic analysis is not applicable. We have also modified the code to implement the Hermite-Birkhoff form of the interpolant in order to obtain a smoother representation of the numerical solution.
Future work involves the development of interpolants that lead to asymptotically correct defect estimates for the more straightforward cases of second and fourth order. More significant future tasks include (i) further investigation of validity checking for the detection of subintervals for which the estimation of the maximum defect may be larger than expected, and (ii) investigation and implementation of new algorithms for effective estimation of the maximum defect on subintervals which are flagged by the validity check and thus for which the asymptotically correct estimate has failed.
