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RÉSUMÉ 
Ce mémoire est centré sur l'étude des coefficients de corrélation partiels en régre­
ssion linéaire multiple, à travers les tests de permutation. Ces tests sont nécessaires 
lorsque les suppositions du modèle linéaire ne sont pas verifiées, et l'application des 
tests classiques est en'onnée. On présente les bases t.héoriqucs dc trois m(~?tllOdes de 
la littérature, Manly (1991), Freedman et Lane (1983) et I<':cnn('c!y (1995), d. on fait 
une étude de simulation afin de les comparer. On ajoutc aux comparaisons [(' t.est. pa­
ramétrique, ainsi qu'une méthode qu'on propose. On regarde l'errcm de t·yP(? 1 ('t. la 
puissance de ces test.s. 
Un dernier volet du mémoire est la présentation des tests de Mantel (1967) et 
Smoose et al. (1986) qui sont. des généralisations de ces méthodes de permutation pour 
la régression multiple à des matrices de distances. A titre d'exemple, ces différentes 
techniques de permu tation sont appliquées sur des matrices de distances génétiqùes en 
relation avec des di~tances environnementales et des distances géographiques. 
Mots clés: Échangeabilité, test de permutation, test de Mantel, t.est de Mantel partiel, 
régression multiple, corrélation partielle, résidus. 
INTRODUCTION 
Lorsque les conditions d'application de l'inférence statistique paramétrique ne sont pas 
respectées, les résultats des tests paramétriques sont peu fiables. Fisher (1935) et Pitruan 
(1937) ont proposé une nouvelle classe de tests, les tests de permutation. En dépit d'être 
les plus anciens de tous les tests non paramétriques, ces tests ne se sont pas répandus à 
cause de l'énorme tâche de calcul qu'ils demandent. Avec l'augmentation de la r.apacité 
de calcul des ordinateurs, ces tests sont de plus en plus utilisés dans des situations de 
plus en plus différentes et des domaines d'application très divers. 
Tous les tests de permutation sont dérivés du même principe fondamental. Ce principe 
est intuitif: sous l'hypothèse nulle appropriée, et en fixant les valeurs échantillonnales, 
toute permutation des observations de l'échantillon a la même probabilité d'être tirée. 
On demande que, sous l'hypothèse nulle, les observations soient échangeables (concept 
un peu plus général que celui de variables indépendantes et de m[~lTle loi, voir chapitre 1). 
Ainsi, un test de permutation consiste à une comparaison de la valeur observée d(~ la 
statistique du test avec les valeurs générées Cil r)(~IïTIIltant les données Les prolmbi­
lités critiques sont calculées en considérant la loi conditionnelle par rapport au vecteur 
des statistiques d'ordres observées, et cette loi conditiollnelle fournit une distribution 
empirique par rapport à laquelle la statistique observée du test peut être située. 
Les tests de permutation sont parmis les tests les plus puissants quand les suppositions 
des tests paramétriques traditionnels ne sont pas valiùes (Good, 1994). Cependant, dans 
des situations complexes, il n'est pas toujours évident dc d(~finir la façon de permuter les 
données afin d'effectuer ce test. Par exemple, la construction d'un test de permutation 
pour les coefficients de régression partiels dans la régression multiple est controversée. 
C'est ce contexte d'application qui est l'objet central de notre étude. 
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Ainsi, soit un modèle de régression multiple Y = (3, X + (32 Z + f, et supposons qu'on 
s'intéresse à tester l'effet de la variable X sur Y, en tenant compte de la présence 
de Z, donc à tester Ho : (31 = O. Si on voulait effectuer un test il. partir de triplets 
d'observations (Xi, Zi, Yi), i = 1, ... , n, en permutant les valeurs de Y, cela ne serait 
pas approprié car les valeurs observées cie Y ne sont pas éch,Ulg(~ables sous l'hypothèse 
nulle Ho : (31 = O. Les différentes méthodes de permutation suggén'~es dans lu littérature 
(F'reedman et Lane, 1983; Collins, 1987; Oja, 1987; WeJch, 1990; Draak, 1992; Kennedy, 
1995; Manly, 1997) reflètent des différences dans la façon de construire un test de 
permutation qui est forcément approximatif (voir chapitre 2). Dans ce mémoire, on 
compare trois méthodes (Kennedy, 1995; Manly, 1997; F'reedman et Lune, Hl83) ainsi 
qu'une nouvelle méthode qu'on a proposée, en terme d'erreur de type 1 et de puissance, 
en utilisant des simulations numériques. On présente aussi la généralisation de cette 
méthodologie à des modèles de régression multiple sur des matrices de distances. Cela 
comprend, entre autres, le test cla.ssique de Mantel (Hl67). 
La structure du mémoire est la suivante. Le premier chapitre présente le principe des 
tests de permutation, leur condition d'application et leurs propriétés statistiques, ainsi 
que le test t de Student de permutation et une brève description d'une application de 
ces tests dans le domaine de la génétique. 
Dans le chapitre II, on présente le test de permutation exact pour le coefficient de cor­
relation partiel en régression linéaire multiple, ainsi CJlIe trois méthodes de p(~rlllutation 
approximatives de la littérature (Kennedy, 1995; Manly, 1997; Freedman et. Lune, 1983). 
On suggère aussi notre propre méthode qui utilise une techniCJue de type bootstrap pour 
estimer le paramètre inconnu, estimation nécessaire pour faire un test qui ressemble le 
plus au test de permutation exact. 
Le chapitre III compare l'erreur cie type l et la puissance empiriques des quatre méthodes 
présentées dans le chapitre II en utilisant des simulations. On examine l'effet de la taille 
d'échantillon n, le degré de colinéarité ent.re les covariables, Px 7,' la valeur du coefficient 
de la covariable Z, (32, et la loi de l'erreur aléatoire, f. 
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Enfin, le 4ème chapitre clôture ce mémoire par une généralisation des tests de permuta­
tion à des modéles de régression sur des matrices de distances. On présente la procédure 
introduite par Mantel (1967), ainsi qlle les modifications ajout.ées par Srnoose et al. 
(1986). Ensuite, on décrit. le test de Mante! partiel lorsqu'il .Y a p]IlS de dCllx matrices d<, 
distances. Finalement, 011 illust.f(~ ces méthodes en appliquant. le test de Mallte! Silllplc 
et le test de Mante! part.iel sur des données écologiques préselltées par Manly (1997). 
CHAPITRE 1 
LES TESTS DE PERMUTATION 
Les approches paramétriques standard exigent plusieurs suppositions d'application concer­
nant le plan de l'expérience (échantillonnage aléatoire) et le mocièle de population (distri­
bution normale ou homoscédasticité, par exemple). Lorsque les conditions d'application 
de ces approches ne sont pas respectées, en part.iculi(~r lorsque la loi des donn(~es n'est 
pas conforme aux exigences du test, les résultats des tests paralTl(\triques SOllt moins 
fiables. 
Les tests non paramétriques offrent Ulle alternative importante puisqu'ils necessitent 
moins de suppositions. Une classe importante de tels tests sont les tests de permuta­
tion que l'on décrit dans ce premier chapitre. On présente leurs conùitions d'applica­
tion et leurs propriétés statistiques. Afin d'illustrer la méthodologie, on introduit un 
exemple d'application pour le cas de la compamison de la moyenne ùe deux <'~chantillons 
indépendants. Finalement, on indique J'applicat.ion <1(' cette mét.hode dans le dOllmill(' 
de la génétique. 
1.1 Principe et propriétés des tests de permutation 
L'importance des tests de permutation réside dans leur flexibilité et leur robustesse 
lorsque les suppositions statistiques des tests paramétriques habituels ne sont pas va­
lides. Ils permettent le choix complet de la statistique du test appropriée au problème 
en main, et cette liberté de choix permet des milliers d'applications pratiques (voir, par 
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exemple, Cood 1994 et Pesarin 2001). 
L'idée derrière ces méthodes est que, au lieu de comparer la valeur d'une statistique 
de test à une valeur critique correspondant il une distribution théorique de probabilité, 
on génère la distribution de référence à partir des données mêmes, en recalculant la 
statistique du test pour chaque permutation des données et en se référant à la loi discrète 
qui en résulte. 
Le principe général de permutation est intuitif. En langage inforrneJ il revient à : sous 
1'hypothèse nulle appropriée, toute permutation des observations de l'échantillon a la 
même probabilité d'être "tirée" (dans l'ensemble des permutations). En d'autres termes, 
les différentes permutations possibles de l'échantillon observé sont équiprobables. La 
propriété d'équiprobabilité est déjà utilisée dans la statistique non paramétrique pour 
la construction des tests libres de loi (basés sur les rangs). Cett.e propriété résulte du 
fait que sous l'hypothèse nulle appropriée, les observations de l'échantillon sont des 
réalisations de variables aléatoires échangeables (voir définition 1.1). 
Pour appliquer les tests de permutation, il faut. que la condition nécessaire et suffisante 
sous l'hypothèse nulle, l'échangeabilité des observations, soit verihée. Sinon, leur utili­
sation devient inappropriée et erronée. Afin de détailler ce qu'oll vient d'énoncer, on 
introduit quelques définitions et concepts, et on commence par la définition de variables 
échangeables (Randles and Wolfe,1979, chapitre 1). Dans ce qui suit, on suppose toujours 
que nos variables sont continues et admettent une densité f. 
Définition 1.1 
(a)	 Soit TI l'ensemble des permutations des entiers (1,··· ,71.). Un ensemble de va­
riables aléatoires XI,'" , Xn est échang(',able, si pO?lr toute permutatwn 1f = 
(?Tl,'" ,?Tn ) E TI on a: 
(1.1) 
où g indique que les deux vecteurs ont la même Junction de répaTtition (égalité en 
loi). 
6 
(b)	 On dit que la Jonction de densité conjointe du vecteur x = (x 1, ... , x,;) est inva­
riante par rapport aux permutations des éléments du vecteur x si : 
J(x)	 = J(Xl,'" , Xli) = J(1;"'I"" ,x.",,). (1.2) 
• 
L'exemple le plus simple de variables échangeables est. le cas où XI,' .. , Xli sont des 
variables indépendantes et ident.iquement. distribuées. Dans cc cas, les variables sont. 
échangeables car: 
" 
J(x)	 = J(Xj,' .. , xn) = rI J(Xi) = J(X"'II' .. ,:L".",,). (1.3) 
;c= 1 
Le problème considéré est celui de tester une hypothèse nulle Ho, concernant la loi 
de probabilité d'un échantillon, contre une alternative HI concernant cette loi. Not.ons 
par Jo(x) la densit.é de x sous l'hypothèse nulle Ho et par h (x) la densit.é de x SO\1S 
j'alternative HI' Avant. de décrire un t.est de permutation, on doit. d'abord int.roduire le 
concept de test statistique. 
Définition 1.2 
Un test non randomisé IIi est une règle de décision (Jonction) qui prend les valeurs 0 
ou 1, 
on rejet te Ho; 
(1.4) 
on accepte Ho. 
• 
Dans ce cas, faire un t.est IIi consiste à déterminer une région de rejet (qui correspond à 
l'ensemble de x tel que lIi(x) = 1 ) telle que, si l'échantillon observé appartient à cette 
région, on rejette l'hypothèse nulle Ho. Les critères qui définissent la région de rejet 
d'un test IIi sont l'erreur de type 1 (la probabilité de rejeter Ho quand elle est vraie) et 
la puissance (la probabilité de rejeter Ho chaque fois qu'elle est fausse). 
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La region de rejet ou critique, C, se définit à l'aide d'une variable aléat.oire appelée 
stat.istique du test, U(x) et on met 
l1i(x) = SI X E C. 
On veut toujours cont.rôler l'erreur de type l pour qu'elle ne dépasse pas un seuil de 
signification determiné a et maximiser la puissance du test; ainsi, on met: 
P(U(x) E C) = \lJ(x)fo(x)dx ::; a·	 (1.5 ) J

Un tel test s'appele test conservatenr. Si, en plus, on a que pour toute densité fa qui 
satisfait Ho, 
'/11i(X)!O(X)dX = 0, 
le test s'appelle exact. 
Notons par H la famille de densités invariantcs par rapport aux permutations, par Sx 
l'ensemble qui contient toutes les permutations de x, avec x fixé et par N le nombre cie 
points de Sx, évidemment on a N = card{x" E Sx} = n!. Dans ce qui suit on montre 
que les tests de permutation sont des tests conditionn(~ls et qu'on travaille avec la loi 
discrète sur l'espace Sx' 
Tout d'abord, on commence par définir les st.at,ist.iqlles d'ordre el le vectem des rangs. 
Définition 1.3 
Soit un vecteur aléatoirc X = (XI,'" ,X,,). 
(a) La statistiquc d'ordrc k, notée X(k), cst égale à la k ème plus pctitc valcur. 
(b)	 Soit (X(I)"" ,X(,,)) le vecteur des statistiques d'ordre correspondant à 
X = (Xl,'" ,X,,). L'observation échantillonalc Xi a le rang R; parmi XI,'" ,Xn 
si Xl = X CH.), à condition quc la R-ième statistique d'unLTe suit uniqucment définie . 
• 
Soit Ir = (Ir!,· .. , Irn ) une permutation quelconque dans li et le vecteur x" = (X"i' .. , , x",,) 
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correspondant. On présente un théorème important sur lequel se base l'inférence non 
paramét.rique, et en particulier les test.s de rangs. 
Théorème 1.1 (Randlc~ and Wolfe, 19'1D, chnpûTc 11, lh 2.3.3) 
Soit le vecleur X = (Xl,'" ,X,,) de densité fa E H. Alors le vecte1Lr des rangs 
R = (RI,'" ,R"J el le vecleur des statistiques d'ordre X(.) = (X(l),'" , X(,,») sont 
indépendants. De plus, R est uniformément distribuée sur n, c'est à dire 
1 
P(R = n) = -, \:In E Il. 
711 
• 
D'après le théorème précédent, l'indépendance entre le vecteur des rangs et. le vect.eur 
des statistiques d'ordre nous permet d'écrire: 
(1.6) 
L'égalité (1.6) s'interprète ainsi: en gardant fixe le Vf~Ct.eur des stat.istiques d'ordre 
x(.) = (x(I), . .. , X(n»), toutes les N = rd permut.ations des valeurs du vecteur x(.) sont. 
équiprobables. On conclut que, sous J'hypothèse Ho qui suppose l'échangeabilité des 
variables, la distribution conditionnelle {XIX() = X(.)} est uniforme sur Sx En d'autres 
mots, sous Ho, on peut considérer que l'échal\tilloll observé x a la même probabilité 
d'être choisi que tout autre élement de Sx, car tous les points de Sx sont équiprobables. 
La définition formelle d'un test de permutation peut se faire cie deux façons: en termes 
de sa fonction critique, 'Ji, ou en termes de statistique de test (via le principe de ppr­
mutation). 
Définition 1.4 (Hajek 1967, 11.2.1) 
Un test de permutation au seuil de signification 0' a une fonction crüiq7le qui s'exTlT'ime 
comme fonction du vecteur des statistiques d 'oT'(lre x(.) et des mngs, 7T = (7TI, 7T'2, ... 7T,,). 
donc \lJ(x) = (li(X(), 7T], 7T2, ... 7Tn ) et est telle que 
2: 71' (li (xC) , 7T l , 7r2, . . . 7T,,)
-"------'--'-------,--,--------- = 0'. 
N 
• 
Si le test est non randomisé, \lJ(x) ne prend que les valeurs 1 ou a et on ne peut pas 
toujours atteindre 0' exactement; alors, la définition précédente s'applique aux valeurs 
0' qui sont de la forme k/ N, k = 1,2, ... , N. 
Remarque 1.1 (Randles et Wolfe 1979, formule (11.1.4)) 
Si on décrit la région de rejet à l'aide d'une statistiqur. de test, U (x), cette statistique 
doit satisfaire le principe de permutation, qui revient au tirage un'iIorme sous Ho. 
Si on considère l'ensembleU = {ulu= U(X-,r),X-,r E Sx} on doit avoir que: 
• 
En d'autres mots, la statistique du test est de loi conditionnelle uniforme sur U. Alors, 
pour un seuil de signification 0' = k/ N, k = l,' .. ,N, la région critique va contenir k 
éléments de U, par exemple les k plus grandes valeurs de U. À la section (1.3) nous 
décrivons en détail un tel test. Pour conclure, nous signalons les points suivants: 
•	 Les tests de permutation sont des procédures conditionnelles où le conditionne­
ment se fai t par rapport au vecteur des statistiques d 'ord]'(~ et cela. donne une loi 
discrète sur l'espace des permutations Sx' 
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•	 Les tests de permutation sont des tests libres de loi parce que la loi d(~ la statis­
tique du test ne depend pas de la densité fo(.) E H, qui peut être partiellement. 
ou complètement inconnue . 
•	 Les tests de permutation sont toujours exacts ou conservateurs puisque la pro­
babilité de l'erreur de type l est contrôlée pour tous les échantillons possibles de 
densité Jo E H. 
1.2	 L'application d'un test de permutation: étapes de calcul et méthode 
Monte Carlo 
Selon Good (1994), pour faire un test de permutation, il faut. procéder en quatre étapes, 
comme suit: 
(a)	 on commence par l'analyse du problème: définir l'hypothèse nulle, l'hypothèse 
alternative, la loi des observations, et les suppositions du t.est; 
(b)	 après, on choisit la statistique de test la plus appropriée pOllf distinguer les cieux 
hypothèses, et on calcule la statistique pour les observations dont on dispose; 
(c)	 on recalcule la statistique du test pour t.outes les permutations possibles des 
observations de départ; notons qu'il faut préciser comment faire les perrm.jt.at.ions 
selon chaque problème; 
(d)	 finalement, on prend la décision: accepter ou rejeter l'hypot.hèsc nulle en uti­
lisant la loi de la st.atistique comme guide. Cela reviellt à voir si la statistique 
observée est extrême ou non par rapport à la loi empirique de la statistique de 
t.est générée par les permutations. 
Si on considère les étapes (b) et (c) on constate plusieurs problèmes liés aux tests de 
permutation. Premièrement, la statistique du test sous Ho, particulièrement dans les 
situations multivariées, peut avoir des formes difficiles à exprimer et à calculer. Un 
exemple serait le cas où on fait un test de permutation à partir du rapport de vrai­
semblance. Ensuite, si la taille d'échantillon n'est pa~ pet.it.e, un calcul direct de la 
loi par énurneration de toutes les permut.ations devient, impraticable il caus(~ du grand 
Il 
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nombre de permutations à faire. Par exemple, même si on compare les espérances de 
deux échantillons de tailles m = 5 et n = 5, le nombre de permutations possibles est 
2) = 30240. Finalement, une approximation asymptotique de la statistique du test 
n'est pas toujours appropriée, à moins que le nombre d'observat.ions soit suffisamment 
grand. 
Même si, en principe, il est toujours possible de faire un calcul exact en énumérant· 
toutes les permutations possibles, en pratique, on ut.ilise des approches qui sont plus 
efficaces du point de vue des calculs. La méthode la plus utilisée est la méthode de 
Monte Carlo. Cette technique consiste à tirer un échantillon aléatoire de taille M, M 
grand, parmi toutes les permutations possibles et appliquer le test seulement sur cet 
échantillon, au lieu de considérer la loi complète. En effet, avec un grand échantillon, la 
distribution sous Ho peut être bien approximée par la technique de Monte Carlo. Alors, 
on estime la p-valeur par 
- k'(x)Pif (reJ'ctter Ho) = - ­
o M 
où k'(x) est le nombre dc fois que la st.atist.ique du t.est est plus extrême que la statistique 
observée parmi les M pemutations retenues dans l'échantillon. 
Efron (1993) a demontré que le nombre de valeurs de la statistique de test qui sont 
extrêmes par rapport à la valeur observée suit. une loi binomiale IJin(M, cr). Plusieurs 
auteurs ont signalé (Ernst 2004, Cood 1994, Manly 1997) qu'un M égal à quelques 
milliers est suffisant pour obtenir une estimation précise de la probabilité critique (p­
valeur) exacte. 
Dans ce qui suit., nous allons illust.rer les concept.s présentés sur deux exemples. 
1.3 Le test de permutation pour deux échantillons indépendants 
Afin d'illust.rer le principe de permut.ation, on prend l'exemple de comparaison de 
deux échantillons indépendants. On a deux groupes d'observations {xi,i = l,'" ,n} 
et {Yj,j = l,'" ,m} d'effectifs n et m, et on veut tester Ho: Mx = My contre l'alter­
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native Hl: P-y :::: P- x ' par exemple. On choisit comme statistique U(;;{, t) = y - x. 
Pour faire un test de permutation, il faut générer la loi conditionnelle de la statist.ique 
U sous Ho. D'abord, on calcule la valeur observée Uobo = Yobs - Xobs. On prend ensuite 
tous les (m + n) éléments des vecteurs observés (x l, ... ,xn) et ()j 1, ... ,Yrn) et on crée 
le vecteur (z(1),··· , z(m+n») des statistiques d'ordre des (TT/. + TI) observat.ions mises 
ensembles. Après, on les mélange (permute aléatoirement) ct 011 t.ire au hasard deux 
nouveaux groupes avec m et. n éléments respect.ivement. Le nombre de valeurs distinctes 
de U est égal à (m,;;:") car si on permute les observat.ions à l'interieur de chaque groupe 
la valeur de U reste la même. 
Si les tailles des échantillons sont petites, on peut faire toutes les permutations possibles. 
Sinon, on obtient un bon résultat en effectuant seulement un certain nombre M de 
permutations, par exemple M = 4999, choisies au hasard et sans remise parmi t.out.es 
celles qui sont possibles. 
Après avoir généré les valeurs de la st.at.istique U, on place ell ordre croissant les valeurs 
obtenues (U(1),··· , U(M»). Pour un seuil de signification a, le test rejette Ho si Uobo :::: 
U(k) où. U(k) est le quantile qui correspond à k = [M (1- a)], la partie entière de M (1-0'). 
Cela veut dire qu'on rejette si la valeur observée Uobs est. suffisamment extrême qu'elle 
ne peut être due seulement au hasard. 
On reprend ici l'exemple numérique présenté par Randles et Wolfe (1979), chapitre XI. 
Les valeurs observées sont x = (4.3,6.0,3.6) et y = (7.4,5.5,6.2). Le vecteur des st.atis­
t.iques d'ordre pour J'échant.illon combiné est z() = (3.(;,4.3,5.5, G.O, 0.2, 7.4). Le nOlllbre 
de permutations possibles esl M = C) = 20. L(~ tabll~all (1.1) présente les différentes va­
leurs x et y possibles étant donné z() = (3.6,4.3,5.5,6.0,6.2,7.4), ainsi que la loi discrète 
de la statistique U. La valeur observée est tobo = !Jobs - Xobs = 6.4 - 4.63 = 1.7667 et, 
pour chaque valeur U dans la colonne 8, on a 
1 
PHu (U(X, Y) = U Z() = (3.6,4.3,5.5,6.0,6.2,7.4)) = 20·1 
En effet, en verlu du théori~n1e 1.1, sous Ho t.out.es les répartitions des valeurs du vecleur 
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z(.) = (3.6,4.3,5.5,6.0,6.2,7.4) entre les x et les y sont de même probabilité 1/20 Pour 
un seuil de signification 0' = 0.05 on a k = M(l - 0') = 20(1 - 0.05) = 19. Comme la 
valeur observée tobs = 1.7667 est supérieure à la valeur critique f( 19) = 1.733, on peut 
rejetter l'hypothèse nulle. 
Tableau 1.1 Les permutations possibles de deux groupes de t.ailles m = 3 et n = 3 
No XI X2 X;l YI Y2 Y3 U(x,y) Rang 
3.6 4.3 5.5 6.0 6.2 7.4 2.067 20 
2 3.6 4.3 6.0 5.5 6.2 7.4 1.733 19 
3 3.6 4.3 6.2 5.5 6.0 7.4 1.600 18 
4 3.6 4.3 7.4 5.5 6.0 6.2 0.800 17 
5 3.6 5.5 6.0 4.3 6.2 7.4 0.933 16 
6 3.6 5.5 6.2 4.3 6.0 7.4 0.800 15 
7 3.6 5.5 7.4 4.3 6.0 G.2 0.000 14 
8 3.6 6.0 6.2 4.3 5.5 7.4 0.467 13 
9 3.6 6.0 7.4 4.3 5.5 6.2 -0.333 12 
la 3.6 6.2 7.4 4.3 5.5 6.0 -0.333 11 
11 4.3 5.5 6.0 3.6 6.2 7.4 -0.467 la 
12 4.3 5.5 6.2 3.6 6.0 7.4 0.333 9 
13 4.3 5.5 7.4 3.6 6.0 6.2 -0.467 8 
14 4.3 60 6.2 3.6 5.5 7.4 0.000 7 
15 4.3 6.0 7.4 3.6 5.5 6.2 -0.800 6 
16 4.3 6.2 7.4 3.6 5.5 6.0 -0.933 5 
17 5.5 6.0 6.2 3.6 4.3 7.4 -0.800 4 
18 5.5 6.0 7.4 3.6 4.3 6.2 -1.600 3 
19 5.5 6.2 7.4 3.6 4.3 6.0 -1.733 2 
20 6.0 6.2 7.4 3.6 4.3 5.5 -2.067 
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1.4	 Intérêt pratique des tests de permutation dans la détection cl 'un 
QTL en génétique 
Pour illustrer l'intérêt pratique de ces tests, nous pré:-;enton:-; une application dans Je 
domaine de la génétique (Doerge et Churchill, 1996), mais sans rentrer dans les dét.ails 
techniques. On commence par définir quelques termes géndiqucs tléœssaires pour com­
prendre cet exemple. On a : 
- ADN: code d'information génétique. les gènes composés de séquences d'ADN, se 
présentent en paires; 
- Locus: emplacement précis d'un gène sur un chromosome; 
- Marqueur: séquence d'ADN repérable spécifiquement; 
Allèle: une des différentes forme:-; que peut prendw un même gène; les allèles 
occupent la même position (locus) sur les chromosomes appariés; 
- QTL : un locus dont les allèles déterminent la valeur d'ul! caractère quantitatif, 
par exemple, le taux de cholest.érol. 
Pour un marqueur donné, on veut savoir s'il y a un gène à son voisinage responsable 
de la valeur du caractère quantitatif. Les données observées se composent d'une partie 
génétique (carte génétique des individus observés, un codage numérique de son ADN) et 
d'une partie phénotypique qui représente la valeur du caract.ère quantitatif d'intérêt, par 
exemple, le taux de cholesterol dans le sang. On a n individus et (Yi, Mi), i = l,··· ,n, 
où Yi est la valeur du caract.ère quantitatif chez l'individu i, et Mi représente le marqueur 
de l'individu i. 
À un point précis du génome (marqueur M) on veut tester l'hypot.h()se nulle suivante 
(en langage informel), Ho : QTL absent ou présent mais non relié au marqueur, contre 
une alternative Hl : QTL relié au marqueur. On suppose que, sous Ho, en réassignant 
aléatoirement chaque valeur de trait Yi (de l'individu i) à. un autre individu qui a la 
carte génétique j, la loi de Y ne change pas. Pour simplifier l'exemple on considère que 
la valeur du caractère Y est définie par une composante génétique et une composante 
aléatoire. 
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Sans rentrer dans les détails techniques liés à la génétique, le test de détection d'un 
QTL revient il faire un test de Ho : 6. = a versus Hl : 6. t= 0, où 6. représente l'effet de 
la présence du QTL au marqueur en question. Les méthodes de permutation offrent un 
choix multiple de la statistique de test U : on peut par exemple utiliser le {(Lod score» 
qui est le logarithme du rapport de vraissemblance, la statistique t de Student ou celle 
de Fisher (les auteurs ont utilisé la st.atistique t de Student pour cette étucle). 
L'idée est que, s'il n'y a pas d'effet du QTL lié au marqueur M, on peut mélanger 
aléatoirement les valeurs du caract(~re quantitatif :IJi à travers les individus sans que la 
valeur de la statistique de test U devienne extrême. 
Pour trouver la loi de la statistique de test U, on numérote les individus de 1 il n, 
et on calcule la statistique observée U,,!Js. Les valeurs de trait JI. sont permutées (t.out 
en gardant les cartes génétiques fixes) en faisant une permutation 'Tf = ('Tf],'" ,'Tf,,) 
et en assignant la ième valeur du caractère après permutation, Yrr" à l'individu' qui a 
l'indice i. On répète cette procédure un grand nombre de fois (M = 4999 est suffisant) 
pour trouver les valeurs de la statistique du test U{l), U(2)' ... ,U(M)' et on cherche le 
(1 - a)ème quantile U[(I-ü)M]' 
La décision du test se fait en comparant 11.olls avec U[(l-n)M) et en rejetant l'hypothèse 
nulle si Uobs > U[(I-ü)M]' Si on rej(~tte, on conclut que le marqueur est relié au caractère 
quantitatif d'intérêt. On refait le t.est de p(~rmutation pour tous les marqueurs afin de 
trouver les QTL qui contribuent il la détermini1.tion de la valeur du caractère Cjuantitatif. 
CHAPITRE II 
LES TESTS DE PERMUTATION ET LA RÉGRESSION LINÉAIRE 
MULTIPLE 
Dans ce chapitre, on va présenter le test de permutation exact pour le coefficient de 
corrélation (coefficient de régression) dans la régression linéaire simple, ainsi que trois 
méthodes de permutation approximatives pour le test ùu coefficient de régression partiel. 
On suggère aussi notre propre méthode qui utilise la technique du «bootstrap» pour 
estimer le paramètre inconnu nécessaire pour effectuer le t.est, exact. 
Pour introduire le problème, on va commencer par le cas de la régression linéaire simple. 
qui est suivi de la régression multiple, 
2.1 La régression linéaire simple 
La situation de régression linéaire simple se produit lorsque deux variables X et Y 
sont mesurées sur n sujets. Les données se composent de n couples d'observations 
(:rl,YI),'" , (x1l , y,,) qui sont des rôalisatiolls dl' couples de variables aléatoires (Xi, Y,) 
où i = l,'" , n. Pour des fins de Sililplicit.é, et salis perte dl' g(~lIéralit(\ 011 considère 
que les variables Xi et Yi ont des moyennes nulles, /1.'\ = /1y = 0, Ainsi, on considère 
un modèle de régression linéaire simple décrit par l'équat.ioll suivante: 
Yi = {JXi + Ei, i = l, ... , n. (2.1 ) 
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Les suppositions de ce modèle sont: 
•	 les erreurs aléatoires fi, i = 1,'" ,n sont des variables indépendantes et ident.i­
quement distribuées de loi normale N(O, (/:) ; 
• les erreurs Ei sont indépendant.es des variables explicatives Xi, i = 1, ... , n. 
Par contre, l'inférence statistique habituelle suppose que les variables Xi sont. connues 
sans erreur. Cela veut dire qu'en régression simple on tré\ite les valeurs de la variable X 
comme étant fixes (ou, autrement dit, on conditionne par rapport à X). 
L'estimateur de la méthode des moindres carrés du coefficient de régression (J est décrit 
par l'équation (2.2) 
' b Sy:c ~;~I CTi - X)(Yl - Y) (2.2)fJ = v·, = -S = '\''' (. .,.--)2
xx ~i=l Xi - .r 
où (Xi, Yi), i = 1,··' , TI sont les valeurs observ(~es. Les résidus est.imés sont la différence 
entre la valeur de Y observée et estimée. Soit :f;=Yi - fi, = Yi - byx Xi· 
Souvent, on a intérêt. à savoir si le coefficient de régression (J est significativement. 
dilt'érent de zéro. Dans ce cas, on fait. le test de l'hypot.hèse nulle Ho : fJ = 0 contre 
l'alternative Hl : fJ =1= O. 
On sait que le coefficient. de corrélation entre les variables X ct. Y est. égal à 
_ cov(X, Y) _ fJ ax 
PXy - -. 
a x a y al' 
Ainsi, sous le modèle (2.1), l'hypothèse Ho : fJ = 0 est équivalente à l'hypothèse 
Ho: PXy = O. 
Dans la littérature on considère aussi les suppositions un peu plus générales, Clue les 
erreurs aléatoires fi sont. des variables identiquement distribuées de loi symétrique par 
rapport à 0 et telles que COV(Ei, Xi) = 0, i = 1,'" , net COV(fi, EJ ) = 0 si i =1= j. 
2.1.1 Le test paramétrique 
Si les suppositions du modèle linéaire (2.1) sont verifiées, et on conditionne par rapport 
à X alors le test paramétrique usuel est le test t de Student, de statistique observée 
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définie par l'équat.ion suivant.e 
byx
Toils = '" T7I - 2 , (2.3 ) Se(by,) 
où 0,-2 dénote une variabl(~ aléatoire t de Stu<.knt. avec (TI. - 2) degrés de lilwrt('~ el. 
Se(byx ) est l'est.imateur de l'écart type de by," On rejette l'hypothèse nulle si Itobsl 2: 
t cr .n -2, où tcr ,n-2 représente la valeur critique correspondant à un seuil de signification 
Cl: fixé d'avance. 
2.1.2 Le test de permutation 
Quand les suppositions du modèle de régression linéaire ne sont. pas verifiées, on ne peut. 
pas utiliser le test. paramétrique. Dans ce cas, on peut effect.uer un test. de permutation 
qui nécessite seulement l'échangeabilité des observations (Xi, Yi)(voir la définit.ion 1.1). 
En effet, sous Ho : {3 = 0, le modèle devient Yi = fi et la supposition nécessaire et 
suffisante pour faire le test de permutation (l'échangeabilit.é des Yi) est verifiéc. Donc, 
sous Ho, les variables X ct Y ne sont pas reliées linéairement et tout appariement des 
valeurs de X et Y est équiprobable. Ainsi, en permutant les valeurs Yi, on obtient n! 
permutat.ions possibles, en gardant les Xi fixes des TI. couples (XI,:tJl) ... (.'E n , y,,), qui sont 
toutes équiprobables. 
Notons d'abord que, dans ce qui suit, on va indiquer par un indice supérieur 7T que la 
variable Y (ou le résidu) a été permuté et par un indice inférieur 7T une valeur Y qui a 
été recréée il partir d'un résidu permuté. 
D'aprés l'équation (2.2), on remarque que les tests basés sur les statistiques Syx, by.'C 
et T yx = Syx/ jSyyS,'Cx sont équivalents puisque Syy et 5.1;1: restent fixes à travers les 
permutations. Donc, le test de permutation donnera le même résultat. On va prendre 
la statistique 1';x parce qu'elle est facile il interpreter pour faire le t.est bilatéral, en 
utilisant M permutations (méthode Monte Carlo). 
Soit (x t,.y')'l. J i = 1 ... n l et soit un sous ensemble {7T( 1) l ... , 7T(M)} tiré aléatoirement " 
de J'ensemble des permutations possibles, fI, (M < ni). Fixons la permutation 7T(j), j = 
19 
1,··· , M. Si on remplace les couples (Xi, Yi), i = 1,'" ,n par des couples où les va­
leurs Yi ont été pérmutés selon K(j) on obtient une autre valeur TJ. Ainsi {TT,' .. ,T~} 
sont les valeurs de la statistique du test pour ce sous-ensemble de perrnutat.ions et 
{T{I)' ... ,TfM)} est l'ensemble en ordre croissant de ces valeurs de 1'2 
Alors, le t.est. de permutation est le suivant: on rejette Ho si T~bs 2: Tfk) , où 1'{k) est le 
quanti le qui correspond à k = [M(1 - a)], la partie entii~re de M(l - 0). 
Si, dans la littérature, les chercheurs sont. d'accord sur la procédure de permut.at.ion à 
utiliser dans le cas de la régression simple (Manly 1991 et Eclgington 1987), ce n'est. 
pas le cas lorsqu'il y a plusieurs variables explicatives. Pour simplifier, dans la section 
suivante, on va discuter du cas de la régression multiple avec deux variables explicatives 
univariées (X, Z). Les résultats peuvent être généralisés au cas cie deux vecteurs de 
variables (X, Z) avec X = (Xl,' .. ,Xp ) et Y = (YI,' .. , Y,J 
2.2 La régression multiple Tests de ce modèle 
Supposons qu'on a mesuré trois variables (X, Y, Z) pour n individus et on a observé 
(Xi, Yt, Zi), i = 1,'" , n. Pour la simplicité et sans perte de généralité, on suppose que 
ces variables ont. des espérances nulles IL x = /l.\. = Il,,; = Q. Le Illodèle de régression 
linéaire multiple de Y sur X et Z est défini alors par j'équation suivant.e 
(2.4) 
où Yi est une variable aléatoire à expliquer, Xi et Zi sont des variables explicatives, (31 
et (32 sont les coefficients de régression partiels et ft est J'erreur aléat.oire. Les conditions 
usuelles pour l'utilisation du modèle de régression linéaire multiple sont 
•	 les erreurs aléat.oires fi, i = 1, ... 1 n sont des variables ind(~pendant.es (~t. ident.i­
quernent distribuées cie loi normale N (0, on ; 
•	 les erreurs Ei sont indépendantes des vecteurs de variables explicatives (Xi, Z,), 
i = 1,'" ,n. 
20 
Par contre, en inférence, on conditionne par rapport il X et Z, et Oll suppose Xi, Zi 
fixes, i = l, ... ,n. Notons qu'on peut considérer les suppositions un pcu plus générales 
suivantes 
•	 les erreurs aléatoires fi sont des variables identiquement. distribuées de loi symétrique 
par rapport il 0 et telles quc COV( fi, f j) = 0 si i f= j ; 
On entend par test de signification du modèle de régression multiplc, le test de l'IW­
pothèse 
Ho : {JI = {J2 = 0 contre Hl: au moins {JI ou {J2 f= O. 
En d'autres mots, on veut tester l'hypothèse que la variable de réponse Y est indépendante 
des variables X et Z contre l'hypothèse que la variable Y est (linéairement) liée il au 
moins une des deux variables X et Z. 
Le test paramétrique usuel est bé.U:lé sur la statistique de Fish(~r. L'expression la pl us 
commode de cette statistique F est basée sur le coefficient. de détermination R2 qui 
donne la proportion de la variation totale de Y expliquée par le modèle. Alors on a 
(2.5 ) 
où 
avec Yi = b1 Xi + b2Zi et F2.1I-:l dénote une variable dc Fisher avec 2 et TL - 3 degd~s dc 
liberté. Ainsi, pour un seuil de signification a, on comparc la statistique observéc avcc 
la valeur critique correspondante, Fa .2,71-:1' 
Afin de construire le test de permutation correspondant, on peut utiliser la statistique 
R2 ou F. D'abord, on doit connaître quelles variables sont échangeables sous 1'hy­
pothése nulle. Sous Ho, le modèle devient Yi = fi. Ainsi, la supposition des erreurs 
f l indépendantes et identiquements distribuées peut être aJlég(~e pour une supposition 
d'erreurs échangeables. Dans ce Cé.U:l, Oll peut faire un test de permut.ation exact en 
permu tant les valems de la variabltl Y. 
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Sous l'hypothèse nulle, Y n'a aucune relation avec X et Z pris ensemble. Cela signifie 
que, pour des valeurs Xi = Xi et Zi = Zi fixes, on peut obtenir n'importe quelle valeul' de 
Yi. En d'autres termes, si on prend des permutations 'Ir E 0, tous les triplets (Yi, Xi, Zi) 
sont équiprobables (conditionnellement aux statistiques d'ordre de Yi, i = l,'" ,71). 
Aprés avoir généré et placé en ordre croissant les M valeurs de la statistique, le t.est. 
rejett,e Ho si R~bs ;::: Rfk) , oü oü RfA) est le (juantile qui correspond ù k = [M(l - a)j, 
la partie entière de M(l - a). 
2.3 Coefficient de régression partiel 
Les chercheurs sont souvent intéressés à des hypothèses spécifiques conœrnant les co­
efficients de régression partiels, par exemple Ho : /31 = O. En d'autres termes, on veut 
savoir si la variable X explique une parti(~ de la variabilit/~ de Y en tenant. compte de 
l'effet de la variable concomitante Z, qui peut être reliée it X. 
Si les suppositions du modèle sont verifiées et on conditionne par rapport à X et Z, la 
statistique du test paramétrique familier prend la forme habituelle décrite par l'équation 
(2.6) 
61 
t = -S-- ~ Tn - J , (2.6) 
e(h]) 
où b1 est l'estimateur des moindres carr(~s du coefficient (il, Se(h)) est l'est.imat.eur de 
son écart-t.ype (~t T,,-J repr6sentt~ la loi t d(~ St.udent. avec TI - ;) degr6s de liberté. 
Lorsque les conditions du modéle de régression linéaire multiple ne sont pas respectées, 
les tests paramétriques ne sont pas fiables. Pour ,remédier à cette situation, plusieurs 
chercheurs ont proposé des techniques de permuta.tion approximatives nécessitant peu 
de suppositions (Welch 1990, I3raak 1992, Oja 1987, I3rown et Martiz 1982, Freedman 
et Lane 1983, Kennedy 1995, Manly 1997). 
Ici on s'intéresse à présenter des méthodes de permutation qui permettent une relation 
potentielle entre les variables X et Z (colinéarité). Ces méthodes sont: 
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1.	 permutation des résidus sous le modèle réduit proposée par Freedman et Lane 
(1983); 
2.	 permutation des résidus sous le modèle réduit proposée par Kennedy (1996) ; 
3.	 permutation de la variable dépendante Yi proposée par Manly (1997). 
Une autre méthode de la Iitterature qu'on ne décrit pas ici ( car trop différente) est celle 
proposée par I3raak (1992). Afin d'introrluire ces t.rois méthodes (qui sont des tests <le 
permutation approximatifs), on présente un test conceptuel de permut.ation exact, qui 
suppose que la relation entre la variable dépendante Y et la variable concomitante Z est 
connue. À t.ravers ce test conceptuel on peut. juger de la qualité des méthodes de per­
mutation appliquées en pratique. Ce .développement. suit celui présenté dans Anderson 
et Robinson (2001). 
2.3.1 Un test de permutation exact 
Dans cette section, nous présent.ons des idées de tests de permutation exacts (clans le 
sens du chapitre 1) de l'hypothèse nulle Ho : (31 = 0 dans le modèle (2.4). Un tel t.ype de 
test est conceptuel, car il suppose la connaissance parfaite des paramètres du modèle. 
On le présente afin de justifier les tests utilisés en pratique. 
Considérons le coefficient de corrélation partiel défini en (2.15). Alors, on peut noter 
que l'hypothèse Ho : (31 = 0 revient. à l'hypot.hèsc fI.XI 7. = 0 (voir section 2.4.2), et que 
le carré de ce coefficient s'écrit comme, 
(2.7) 
où 
En d'autres mots, À y Z, Àx Z sont. les meilleurs approximants linéaires de Y, respective­
ment X, en fonction de Z (voir section 2.4.2). 
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L'estimateur de p2 est 1'2 et est. égal à : 
XY.Z Xy Z 
(2.8) 
est. le résidu cie la régression linéaire cie Y sur Z et. Rx,Z est. le résidu cie laOÙ RYlZ
 
régression linéaire cie X sur Z.
 
Pour effectuer un test exact on devrait pouvoir recalculer la st.at.istique 1'~ " % sous des
 
permut.at.ions qui font. que toutes les valellfs de T~,,% obt.enues sont. cie même pl;olmbilit.é
 
(principe de permutation énoncé au chapit.re 1). Supposons CJu'on obserV<' (Xi, l" Yi),
 
i = 1, ... , n, et qu'on conditionne par rapport. à (Xi, Zi)' Ainsi, on fixe les couples (:1;i, li)
 
et on note que, sous Ho : /31 = 0, les différences
 
sont des variables i.i.d. Donc, si on connaissait À y , on pourrait consiclérer les triplet.s 
(Xi, li, Yi - Ày l;) et permuter El' Z = Yi - À l, li tout en laissant (Xi, li) fixes. Pour= RYlZ 
la simplicité, on omet l'indice i clans R et. Eyz · Sous Ho, C I• Z = Yi - À l . l, sont. des nz 
réalisations de variables i.i.d. et, par conséquent., les valeurs permutées E" = R" de 
y z ~ïZ 
E = R sont équiprobables une fois nu'on connaît les st.atistiques cI'ordre cie E = YZ YIZ ,'1 YZ 
Yi - Àl , li· Cela revient à clire que tous les n! triplet.s (X, Z, R~,z) avec (X, Z) fixés d. 
R YlZ permutés sont. équiprobables. Dans cette démarche, les valeurs (Xi, Zi), i = 1, . .. , TI. 
restent fixes, clone les résidus RxlZ = Xi - ~xZi ne c1Iangent pas. On pourrait. même 
supposer ~x = Àx si on considérait seulement la loi discrète, uniforme sur les n couples 
(Xi,Zi), ce qui donnerait exact.ement. R x1z = E . En prat.ique, j'idée de p(~rtnut.er dexz 
cette façon a conduit au test cie Kennedy (1996), qu'on présente il la section 2.3.4. 
Par contre, ici on met l'emphase sur un aut.re type de test cie permutation exact dans 
le sens du chapit.re l, qui est celui introduit clans Anderson et Robinson (2001) afin cie 
justifier et comparer les méthodes de Freedman et Lane (1983) et Manly (1997). Pour 
effectuer le test on passe par les étapes suivantes (l'indice E veut clire exact) : 
(1°) on permute les résidus R et il partir des rl'siclus permutés R" on crée y IZ ' • , Y1Z' 
de nouvelles observations, Y"(E) = À y Z + n~lz ; 
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(2°) on recalcule les résidus R y 
nlE) IZ qui correspondent à la régression du vecteur 
Yrr(E) sur le vecteur Z; ces résidus s'écrivent comme RI'nlt,')I;; = Yrr(E) - ~rr(F,)Z Olt 
~rr(E) = 2: Yrr (E)Z/2:Z2 est l'estimateur deÀ\. pour la permutation 71'; 
(3°) on recalcule T 2 en remplaçant dans (2.8) Rl'IZ par R v IZ' ce qui donne XY.Z 'niE) , 
la statistique de test 
(L RYnlE)IZ R XIZ )2 (2.9) 
L(R\'nIE)lz)2 2: R~IZ 
Cette façon de construire un nouveau vecteur d'observations, Yrr(E), fait en sorte que, si 
on fixe Z et on conditionne par rapport aux stat.istiqu(~s d'ordre des résiùus R~I7,' tout 
vecteur Yrr(E) a la même chance d'être tiré. Notons qu'il y a en tout (au plus) ni vecteurs 
Yrr(E) différents et, par conséquent, n! valeurs différentes de T~. Par la eonstruction du 
vecteur Yrr(E) et le fait que la loi conditionnelle des résidus observés R~lz est uniforme 
(sous Ho), on obtient indirectement que les valeurs de T~ sont, elles-aussi, équiprobables 
(sur l'espace des ni valeurs différentes de T~). 
Notons que, dans le calcul ùe T~yZ' à chaque permutation on refait la régression et on 
obtient les résidus avec À y estimé. Cela se justifie (Anderson et Robinson, 2001) par 
la nécessité de reproduire chaque fois la démarche effectuée pour obtenir la statistique 
observée, T;bs' L'avantage de cette métltorle par rapport à celle olt on permute seulement 
les résidus de départ et on travaille avec RylZ ressort dans les propriétés des versions 
pratiques de ces tests de permutation exacts (test de Kennedy, 1996 versus Freedman 
et Lane, 1983). 
Cependant, À est inconnu. Il est donc impossible de faire Je test exact. Plusieurs cher­l , 
cheurs ont suggéré des méthodes de perlllutation approxilllatives pour rellledier il cette 
situation (Freedman et Lane, 1983; Kennedy, 1996; Manly, 1(97). Dans ce qui suit, on 
va décrir ces procédures qui sont utilisées en pratique. 
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2.3.2 L'approche de Frcedman et Lane 
Freedman et Lane (1983) coni:iidèrent que leur méthode ei:it une approche non i:itochéli;­
tique en se référant à la probabilité critique (la proportion dei:i valeuri:i de la i:itatii:itique 
qui sont supérieurei:i à la statii:itique obi:iervée) comme étant une i:itatii:itique dei:icriptive 
et non une probabilité. Cependant, on peut. justifier leur mét.hode il partir du deuxième 
test exact. décrit il la i:iection précédente. 
L'idée du test de Freedman et Lane (1983) ei:it intuit.ivc. Puisque -\' ei:it inconnu, on 
peut l'estimer en régresi:iant Y sur Z. Les résidus sont approximativement égaux aux 
vraies erreuri:i dans le modèle de la régrei:ii:iion, et sont échangeables i:iOUS l'hypothbe 
nulle. Ainsi, la distribution générée par permutation approxime la distribution qu'on 
devrait avoir si on avait utilisé lei:i vraies erreuri:i (Anderi:ion ct Robini:ion, 2001). 
Ensuite, pour chacune des n! permutationi:i pOi:ii:iiblei:i, la valeur de la corrélation part.ielle 
au carré, notée r~, ei:it calculée de la même façon CIue r~ où À y est remplacée i:ion 
estimateur ~y dans la partie (1°) du test exact. 
Notoni:i que X et Z ne i:iont pas permutéei:i et rei:itcnt clans J'ordre original. Cela (li:ii:iure 
que la relation entre X et Z reste intacte et n'affecte pai:i le test (les résidus Rx,Z restent 
coni:itanti:i à traveri:i l'eni:iemble dei:i permutationi:i). Lei:i différentei:i étapei:i de J'approche 
propoi:iée par Freedman et Lane(1983) sont(l'indice F identifie Freedman et Lane) : 
Etape 1 : Calcul de la statistique observée: 
(10) chacune dei:i variables Y et X ei:it régrei:ii:iéc i:i\lf la variable Z ; 
(20 ) on calcule \ ct ~x ; 
(30) on obtient ICi:i réi:iidui:i RYlZ = y - = X - ~x Z;\' Z ct RxlZ 
(4 0 ) on calcule la i:itatistique du test obi:iervée r~b~ il partir de l'équation (2.8); 
Etape Il : Algorithme de permutation: 
(10) on permute aléatoirement les réi:iidus R ylZ pour trouver le vecteur R~lz' 
On recalcule les valeurs Y7f (F) = ~y Z + R~lz' L'ancien couple (Y, Z) est 
remplacé par (Y7f(F) , Z) ; 
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(2°) on régresse Y"(F) sur Z, cc qui donne un nouvel estimateur ~"(F) de À y ,
 
et après on calcule les résidus RY'(F)IZ = Y"(F) - ~"(F)Z;
 
(3°) on calcule la statistique du test T}
 
2 (L: RY'(F}IZRxlz)2 (L:(Y,,(F) - ~"(F)Z)RXIZ)2 (210) 
TF = L:(RY'(F)lz)2L:R~IZ L:(Y"(F) - ~,,(F)Z)2 L: R~IZ 
Etape III : Répétition de l'algorithme et décision: 
(1°) on répète l'étape II N fois (N grand) pour obtenir la loi de la statistique 
du test r} ; 
(2°) on ordonne les valeurs de T2F pour obtenir (r 2 ,'" r2 ) .p(1) 'F(N) , 
(3°) le test rejette Ho si r 2 > r~ où 7,2F est le quantile qui correspond ilobs 
- l'(k) (q 
k = [M(l - 0')], la partie entière de M(l - 0'). 
2.3.3 L'approche de Kennedy 
Cette technique de permutation a été proposée auparavant par des chercheurs dans un 
contexte multivarié pour tester le coefficient corrélation part.ielle pour des matrices de 
distances (Smouse et al 1986, Legendre et l'ortin 1989). 
La méthode est bru;6e sur l'idée générale que le coefficient de corrélation partielle entre Y 
et X sachant Z, r y x.Z' est égal au coefficient de corrélation simple entre les erreurs des 
deux modèles linéaires simples, Y = À y Z +é yZ et X = À x Z + é x z (voir démonstration, 
section 2.4). Ce test correspond au premier test exact présenté il la section 2.3.1. 
Comme sous Ho : (31 = 0 (modèle réduit de 2.4) la statistique du test est le carré du 
coefficient de corrélation simple entre les résidus R x,Z et. Rn 7- ' on permute ici les rè;idus 
de la régression dc Y sur Z pour obtenir R''' et. on calcule la corrélation entre R et.nz XI? 
R~ïZ pour chaque permutation 1r. 
C'est seulement le numérateur qui change à travers les permutations, car chaque per­
mutation donne un nouvel appariement enti'c les deux résidus (R" . , R"lz) alors que les YIZ ,, ­
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sommes des carrés des résidus ne change pas (L: R2 = L:(R7r , )2) Les étapes d'un 
1'17. YIZ 
test de permutation en utilisant la méthode de Kennedy (1 9U5) sont: 
Etape l ' Calcul de la st.atistiquc observée: 
identique à l'étape l de la méthode de Fl'eedman eL Lane. 
Etape Il : Algorithme de permutation: 
(1)0 on permute aléatoirement les résidus R '12 pour obtenir le vecteur n" ;\ YI? 
(2)0 on recalcule la statistique du test, T7<' qui est le carré de la corrélation 
simple entre R7r et R .lï2 'XIZ 1 
('\' R7r R )2U 1'17. XI2 (2.11 ) 
Etape III : Répétition de l'algorithme et décision: 
on refait l'étape III décrite dans l'approche de Freedman et Lane, où T7< remplace 
T2 F' 
Notons que cette approche demande moins de calcul que celle de Freedman et Lane 
(1983) car la régression ne doit pas être refaite pom chaque permutation. 
2.3.4 L'approche de Manly 
Manly (1991) a proposé une approche différente pour faire le test de permutation. Pour 
obtenir la loi de la statistique du test il faut permuter la variable de réponse, Y. La 
justification de cette méthode repose sur la considération générale qui suggère que, si 
y est indépendante de (X ,2), alors le mécanisme qui génère les données donne des 
probabilités égales il Y d'apparaître avec n'importe quel couple (X, Z). Cela signifie que 
la distribution des observations Y est similaire à celle des erreurs sous l'hypothèse nulle. 
On remarque ici que cette justification assume implicitement que rh = 0 (en plus de 
(31 = 0 ), ce qui n'est pas toujours vrai. 
Dans cette approche, on permute Y en gardant Z et X fixes et, pour chaque permuta­
tion, on calcule le coefficient de corrélation entre les résidus de la régression de X sur Z, 
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et les résidus de la régression de Y" sur Z, RY"lz' Les différentes étapes de cetteRXIZ 
procédure sont (l'indice M identifie Manly) : 
Etape 1 : Calcul de la stat.istiquc observée: 
identique il. l'étape l de la méthode de l'Î'eedman et Lane. 
Etape Il : Algorithme de permutation: 
(1)0 les valeurs de Y sont permutées aléatoirement pour obtenir un autre 
vecteur Y" ; 
(2)0 le vecteur Y" est régressé sur Z pour obtenir les résidus Ry",Z avec 
RY"IZ = Y" - ),"(M)Z où ),"("'1) = I:Y"Z/I:Z2 ; 
(3)0 on recalcule la statistique du test, rX'I' qui est le carré de la corrélatioll 
simple entre Ry",Z et R Xl2 ; 
(2.12) 
Etape III : Répétition de l'algorithme et décision: 
on refait l'étape III décrite dans l'approche de Fl'eedman et Lane, où r~ remplace 
2r F' 
2.3.5 Comparaison entre les trois méthodes de permutation 
Il faut d'abord noter qu'aucune des trois méthodes ne propose un test de permutation 
exact dans le sens défini au chapitre 1. Anderson et Robinson (2001) ont montré que 
la méthode de Freedman et Lane (1983) donne le test le plus proche de leur test de 
permutation conceptuel exact (le deuxième test présenté il. la section 2.3.1). Anderson 
et Legendre (1999) ont aussi montré que cette méthode donne les meilleurs résultats 
empiriques en termes d'erreur de type l et de puissance par rapport aux autres méthodes. 
Même si Kennedy (1995) a prétendu que sa méthode donne des résultats identiques à. 
celle de Freedman et Lune (1983), les deux méthodes sont differentes. En effet, la logique 
derrière les deux méthodes est semblable et se base sur le calcul des résidus sous le modèle 
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réduit (c'est à dire sous Ho). Puisque les vraies erreurs sont inconnues, on utilise les 
résidus pour les estimer. Cependant, les deux méthodes procèdent diff{~remmetlt pour 
générer la loi de la statistique de test sous permutation. 
La différence entre les deux techniques de permutation est délicate, mais elle a des 
conséquences importautes. Pour la méthode de Kennedy, les résidus permutés R7T 
YI2 
sont utilisés directement dans le calcul de la statistique du test et ça veut dire que 
l'estimation du paramètre \. reste fixe à travers les permutations. 
Pour la méthode de Freedman et Lane (1983) les résidus R7T sont utilisés pour créerY1Z 
de nouvelles observations Y7T(F) qui seront régressées de nouveau sur la covariable Z 
afin de créer de nouveaux résidus R, . C'est à partir de ces résidus qu'on calcule la 
1.(1')1 2 
statistique du test. 
Anderson et Robinson (2001) out donné la relation entre les statistiques du test r~<, pro­
posée par Kennedy (1995) et r;', proposée par F'reedman ct. Lane(1983). Cette relation 
est 
(2.13) 
où 
2 Œ:Ry • lz Z)2 
A7T = L::R2. L::Z2 
Y.12 
est le coefficient de corrélation entre RI" IZ et Z, avec R y • 12 les résid us de la régression 
de Y7T sur Z. La preuve détaillée de (2.13) est donnée il la sœtion 2.4. 
En effet, même si L:: Z R = 0, en permutant R une petite relation entre Z etylZ ylZ 
RylZ est réintroduite. Cela fait que A; est différent de 0 pour toute permutation 'Tf. La 
2 2 2 2relation (2.13) entre r et r montre que r est plus petite que r ' Cela veut dire que p K K p. 
la valeur observée apparaît plus extrême pour la méthode de Kennedy, ce qui donne 
une plus petite probabilité critique. 
La méthode de Manly ne souffre pas du même problème que la mdhode ùe Kennedy. 
Après chaque permutation des observations, Y 7T est à nouveau régressée sur la cova­
riable Z. 
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Par contre, même sous Ho, les triplets (Xi, Zi, y;) ne sont pas équiprobables car l'espérance 
de Yi dépend de Zi, i = l, ... ,n. En effet, une étude empirique d'Anderson et Legendre 
(1999) a montré que l'approche de Manly est sensible aux données extrêmes de la co­
variable Z. Sous l'hypothèse Ho : {JI = 0, on a Y = {J2 Z + E. Alors, si les valeurs 
Zi, i = l," . ,n ne sont pas trés différentes, on peut supposer que Yi, i = l," ,n sont 
approximativement de même loi. Dans ce cas, les unités permutées Y sont (~challgeabjes 
sous Ho. Mais, si on observe une valeur extrême de Z, disons Z', quand on permute les 
valeurs de la variable Y, là valeur Y' de Y qui au départ corresponciait il ce Z' ne sera 
plus appariée avec Z·. Finalement, on n'obtient pas un test précis de Ho. 
2.3.6 Suggestion d'une nouvelle méthode 
Dans nos simulations (chapitre III) nous avons exploré une approche différente mais 
proche de la méthode de Freedman et Lane (1983). L'idée était d'estimer le paramètre 
À y , inconnu, à partir d'autres données, puis utiliser cette estimation et appliquer Illl 
test de permutation qui ressemhle plus au test exact.. 
En principe, on pourrait faire ceci en mettant de coté une partie des observations, 
disons 20%, et l'utiliser pour estimer le paramètre inconnu. Après, on appliquerait le 
test conceptuel exact sur la partie restante. Par contre, si on procède ainsi, on réduit 
la taille de l'échantillon utilisé pour effectuer le test, et il serait difficile de comparer la 
performance d'une telle procédure avec les autres mét.hodes. 
En consiciérant ceci, nous avons procédé cJ'une autre façon. On a effectué des tirages avec 
remise, de type « 1..>ootstrap» afin d'estilller je paralll(~tre inconnu À\, et avons utiiis(', 
cette estimation pour faire le test «exact» de Anderson et Robinson (2001), à partir de 
toutes les données. 
31 
2.4 Quelques résultats théoriques
 
Dans cette section nous complétons quelques preuves présentées dans ce chapitre.
 
2.4.1	 Relation entre la statistique de Freedman et Lane et la statis­
tique de Kennedy 
On va démontrer ici un énoncé de Anderson et Robinson (2001) sur la. relation (2.13) 
entre la statistique du test proposé par Frecdman et Lane (H183) et celle du test de 
Kennedy (1995). On a que 
2r
r2 = __1<_ 
F 1 _ A~ l 
(2.14) 
où 
2:JYn (F)2) 
Yn(F) = \y 2 + R~lz et \'n(F) = L 2 2 
On remplace Yrr(F) dans la formule de \rr(F) et on obtient: 
L(\y 2 + Ry1z )2 
L22 
, 2 L(>\~·2 +2flylz ) 
L 2 2 
, L 2 2 À l · + L 2 RylZ 
L 2 2 
, L 2 RylZ 
\' + L22 
Ensuite, on réécrit la différence 
Yrr(F) - ~n(F)2 = ~y 2 + RylZ - 2 (\y + L ~ ~~IZ ) 
L 2 fl ylZ
RylZ -	 2 L 2'2 . 
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On remplace ce dernier résultat dans le numérateur et le dénominateur de la statistique 
de Freedman, r}. Pour le numérateur on a : 
et on retrouve le numérateur de la statistique de Kennedy, d(. Si on introduit 
IJYrr(F) - ~7T(F)Z)2 dans le dénominateur, on obtient: 
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On remplace ces résultats dans la formule de r2 et on obtient:F
' 
(2::(Yrr(F) - ~rr(F)Z)RxïZ) 2 
2:: (Yrr(F) - ~rr(F)Z f 2:: R~'\IZ 
(2:: R~IZ RXI 7. f 
En divisant le numérateur et le dénominateur avec 2:: R~I7. 2::(R~IZ)2 on obtient le 
résultat, car 
(2:: R~I7. R"IZ) 2 
2:: R~"IZ 2::(R~lz)2 
rr 2 2 2 (L: Z lI~ï;Y2::(RyIZ )	 2:: Rx1z - 2:: RXIZ L z'2 
2:: R~"IZ 2::(R~lz)2 
(2:: R~IZ RxlZ f 
2:: R~'\IZ 2::(R~lz)2 
(2:: Z R~lz)2 
1 - 2:: Z2 2::(R~lz)2 
(2:: R~ïZ RXIZ ) 2 
2::R\lz2::R~IZ 
(2:: ZR~lz)2 
1-,\, 2'\' 2 
L.. Z L.. R ylZ 
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2.4.2 Quelques résultats classiques utilisés dans ce chapitre 
Dan~ le~ démon~trations ~uivante~ on ~uppo~e, ~an~ perte de généralité, qu'on a les 
troi~ variables X, Y et Z avec des espérances nulle~. On cOlllmence par démontrer 
l'égalité (2.7). 
Soit le vecteur aléatoire (X, Y, Z) ; alors, la corrélation partielle entre Y et X sachant 
Z se définit par 
PXl' - PX 7. Py7.Px 1'.7. = I=====,"""",~==== (2.15) JI - P~, L: JI - P~ x 
Dan~ le c~ où (X, Y, Z) ~uit Ulle loi normale multivariée, PXl' z est la corrélation entre 
y et X conditionnellement il Z. En général, cette corr{~lation partielle se définit comme 
la corrélation entre t y 07. et t x z où 
et À Z, respectivement À y Z est le meilleur approximant linéaire de X, respectivementx 
y (on suppose toujour~ que /-lx = /-lI' = 0). En d'autres tnot~, ce~ valeur~ \, et À,x 
minimisent le~ quantité~ E[(Y - À Z)2 et E[(X - Àx Z)21. Apr()s avoir calculé les l . 
dérivées par rapport à À, 011 peut voir que 
À _ E[X Z] _ cov(X, Z) À = ElY Z] = cov(Y, Z) 
x - E[Z2] - a~ , l' E[Z2] a~' 
De plus, on a cov(t xz , Z) = 0 et cov(t l . X ' Z) = O. D'après la définition de la corrélation 
entre deux variables on a : 
et on peut montrer que PXl'o7. = P<)"2<xz où p.>;)z a été défini ell (2.15) La covarianœ 
entre les erreurs est égale à 
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cov(tYZ,t xz ) E[(X - Àx Z)(Y - Ày Z)] 
E[XY] - ÀxE[YZ]- À~,E[XZ] + Àx Ày E[Z2] 
E[XY] _ E[YZ]E[XZ] _ E[YZ]E[XZ] E[XZ]E[YZ] 
E[Z2j E[Z2] + ElZ2j 
E[XY] _ E[YZ]E[XZ] 
E[Z2] 
cov(X, Z)cov(Y, Z) 
COy (X, Y) - 2 ' 
aZ 
tandis que la variance de l'erreur f), z est égale à : 
a;yZ E[(Y - À y Z)2\ 
E[(y 2 - 2À), Y Z + À~, Z2)] 
2 E[Y Z]2 E[Y Z]2 
E[(Y )] - 2 E[Z2] + E!Z2j 
E[y2] _ E[Y Z]2 
E[Z2] 
2 cov(Y, Z) 
ay ­ 2a Z 
. fIl I..J 2 - 2 COV(X,Z)De 1a meme açon, on ca cu e Cl variance lie t x z et on trouve que a"" Z - a)( - 2 ' 
" / a % 
On remplace les valeurs de cov(t l , Z ,t x"')' a e et a, dans la formule de la corr<\lat.ion , " x Z l' Z 
simple et on obtient: 
_ cov(X, Z)cov(Y, Z) 
COy (X , Y) 2 
az 
2 cov2(y, Z) 2 cov2(X, Z) 
a y - 2 a x - 2 az az 
cov(X, Y) cov(X, Z) cov(Y, Z) 
aXay aXay 
cov2(y, Z) cov2(X, Z) 
1- 22 1- 22 
ayaZ axaz 
PXI' - PXZPI,z 
tel que désiré, 
36 
Finalement, on démontre l'équivalence entre les hypothèses Ho : f31 = 0 et Ho 
PXYZ = O. Soit le modèle de régression multiple Y = f3IX + f32Z + C Sous l'hypot.hèse 
nulle, le modèle linéaire multiple devicnt Y = fhZ + c Soit Ics covariances cov(Y, X) ct 
cov(Y, Z) sous Ho, qui se calculcnt comme suit: 
cov(X, Y)	 E[XY] 
E[X(f32Z + t)] 
f32E[XZ] + E[Xt] 
~ 
o 
fhcov(X, Z), 
ainsi que 
cov(Y, Z)	 E[YZ] 
E[Z(f32Z + t)] 
f32E[Z2] + E[Zt] 
"-v--' 
o 
2f32(J z ' 
car Z et f ainsi quc X ct é sont de covariancc nulle par hypot.hèse. Cela donne 132 = 
cov(y,Z)j(J;, ainsi quc: 
cov(X, Y) 
PX)' 
(Jx(Jy 
cov(Y, Z)cov(X, Z) 
(J~ (JX(JI' 
cov(Y, Z) cov(X, Z) 
Comme le numérateur de la corrélation partielle est égal à PXy - PyzPxz, on conclut 
d'après le résultat précédent que f3 est nul si est seulement si la corrélation partielle est 
nulle. 
CHAPITRE III 
COMPARAISON EMPIRIQUE DE QUATRE MÉTHODES DE
 
PERMUTATION
 
Dans ce chapitre, on compare, en utilisant des simulations, l'erreur de type l et la puis­
sance empiriques des tests de permutation approximatifs présent(~s dans le chapitre II . 
On examine l'effet des paramètres suivants: 
(i) la taille de l'échantillon n; 
(ii) le degré de colinéarité entre les covariables, Px;;; ; 
(iii) la valeur du coefficient de la covariable Z, rh; 
(iv) la loi de l'erreur aléatoire, E. 
3.1 Les méthodes de simulation 
Les simulations ont été faitf~s à travers plusieurs niveaux de tous les facteurs il. l'étude 
(voir section 3.1.1). Le programme informatique utilisé pour les simulations et les calculs 
a été écrit et exécuté dans le langage Il. L'étude a été faite il. partir de 2000 séries de 
données simulées pour chaque combinaison de facteurs ct 999 permutations pour chaque 
test effectué. 
3.1.1 Les facteurs à l'étude 
Notre modèle de régression multiple est Yi = {JI Xi +{J2Zi+Ei, i = 1, ... , n, et l'hypothèse 
nulle d'intérêt est Ho : (JI = O. C'est il. dire, sous Ho il n'y ft aucun effet significatif de 
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la variable X dans la régression linéaire multiple. Les données ont été simulées pour 
toutes les combinaisons des niveaux choisis pour chacun des facteurs. On a simulé des 
échantillons en tenant compte des différents niveaux des facteurs suivants: 
•	 Puisqu'on veut connaître le comportement des quatre méthodes selon la taille 
de l'échantillon on a considéré différentes tailles (n «petit» et n «grand») : n E 
{l0, 30,45, 50}. 
•	 On a considéré que les variables explicatives sont fixes. Donc, pour chaque taille TI 
on a généré une seule fois un couple de loi bivariée normale (X" Zi), i = 1,'" ,n. 
•	 Les quatre méthodes permettent la colin(~arité (c-iL-d la corrélation lin6aire entre 
les variables explicatives Pxz peut être différente de 0) ct c'est pour cela qu'on a 
considéré deux situations, indépendance et de forte relation linéaire et on a pris: 
E {O,O.g}.Pxz 
•	 Puisque les tests de permutation nécessitent 1'6changeaGilité seulement sous Ho, 
on a pris des situations où les suppositions du modèle linéaire ne sont pas verifiées 
(la normalité et l'indépendance des erreurs). Pour la violation de la condition de 
normalité, on a choisi des erreurs qui ne sont pas normales, mais qui suivent une 
loi centrée sur 0, fi ev UniJarme(-l, 1). Pour la violation de l'indépendance on a 
pris des erreurs de loi normale dépendantes et tdles que la corrélation Pt" i i:- jJ' 
est différente de O. On a considéré un vecteur (fI, ... ,fn ) qui suit une loi normale 
multivariée ~ = (fI,'" , En) N(O, L:) (afin d'avoir l'échangebilité).rv 
Pour la valeur du coefficient de la covariable Z on a pris deux valeurs du coeHlcient 
de régression: {32 E {O, 1.5}. 
Notons que, pour introduire la colinéarité entre les covariables X et Z, on génère un 
vecteur de loi normale bivariée (X, Z) ev N(O, L:) tel que X et Z sont d{~pendantes avec 
une corrélation Px z i:- o. Pour cela on procède par les étapes suivantes: 
1) On génère deux variables XI et ZI de loi normale centrée réduite XI, Z, ev 
LV (0,1) indépendantes. 
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1 
2) On calcule 2::2 il partir de la matrice de variance-covariance où : 
2:: = ( 1 P12) 
P12 
1 
Pour créer 2:: 1 , on fait la décomposition orthogonale de la matrice de variance-
covariance. On calcule les valeurs propres ()1},)'2l de 2:: et la lllatrice orthogonale 
P constituée de ses vecteurs propres VI, V2 . )\ lors, la matrice 2:: l 
1 
est égale il 
2::~ = P Id pT 
1 
où 
3) Finalement, on calcule les nouvelles valeurs des variables X et Z corrélées en 
utilisant l'équation suivante 
(3.1 ) 
Alors, on peut voir que la matrice de variance covariance de (X, Z) est e11 effd {~gale 
à 2::. Notons que, contrairement à j'étude de Anderson et Legendre (1999), on exclut le 
choix des erreurs de loi exponentielle cubique [Exp(1)j3 car elle n'est pas centrée sur 0 
et cela contredit la notion d'erreur. 
3.1.2 Étude de l'erreur type 1 
Pour j'étude de l'erreur de type l, on a fait les simulations lorsque l'hypothèse nulle est 
vraie Ho : PI = 0 en considéra.nt les différentes combinaisons des facteurs cités dans 
la section précédante. On a fait 999 permutations rom cha(]ue ensemble de cionnées 
simulées et on a considéré un seuil de signification égal il 0' = 0.05. L'erreur de type 1 
empirique a été calculée pour les quatre tests de permutation et le test t de Student. 
Cette erreur de type 1 empirique est la proportion des probabilités critiques inferieures 
à 0', donc se calcule par la formule suivante; 
(NO p-valeur ::; a)
Erreur type I empirique = (3.2)
2000 
40 
3.1.3	 Étude de la puissance 
Dans ce cas, la puissance a été définie par la proportion de rejets parmi les 2000 simu­
lations lorsque l'hypothèse nulle est fausse, c-à-d sous H} : (31 i- O. Pour la calculer, on 
a utilisé la formule suivante, 
(NO p-valeur :::; 0)
Puissance empirique	 (3.3)
2000 
Pour l'étude de la puissance, les données ont été générées de la même manière, sauf 
qu'on a pris des valeurs de (3\ i- O. Le paramètre {JI a ét.é choisi t.el que la corrélat.ion 
partielle soit égale à une valeur donnée, et on a pris: PXYZ = 0.5 (valeur «moyenne » 
pas trop grande). À partir des formules appropriées on peut déduire la valeur de {JI en 
fonction des autres paramètres, (3} = f(p yx z, Px Z' (32)' 
En effet, voila comment on peut obtenir (31. Soit X et Z deux variables normales centrées 
réduites (a x = az = 1) avec une corrélation Px z = cov(X, Z)/(J~ a; = cov(X, Z). 
D'après le modèle de régression linéaire multiple on ct Y = (31 X + (32Z + f, d'où la 
variance de Y, V(Y) = a; est égale à : 
V(Y)	 = V((31X + (32Z + f) 
= (3rV(X) + (3iV(Z) + (31 (32 cOV (X, Z) + V(f) 
Les autres t.ermes de covarla.nce sont nuls, car f est supposé t.d que COV(X,f) = 0 et 
cov(Z, f) = O. On calcule maint.enant les expressions des difrér('nt(·~s covariances pour les 
remplacer dans la formule de la corrélation partielle. Soit. 
cov(Y, Z) = COV((31X + (32Z + f, Z) 
= (3} cov(X, Z) +(32 V(Z) + COV(Zf) 
'-.r--" '-v--" '-v--' 
1 0Pxz 
(31Pxz	 +(32, 
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ainsi que 
cov(Y, X) = cov({JJ X + (J2Z + E, X) 
= (Ji V(X) +(J2 COV(X, Z) + COV(X E) 
'--v--" '----v---" ~ 
1 Px z 0 
{JJ + {J2P xz ' 
On remplace ces résultats dans PXY.z ' en tenant compt(~ du fait que Ux = ŒZ = 1 : 
PXY.z v(1 - P~ z ) V(1 - P~ z ) 
cov(X, Y) cov(X, Z) cov(Y, Z) 
cov2(y, Z)
1 - --::-'-~-=­
u 2 u 2 y Z 
cov(X, Y) - cov(X, Z)cov(Y, Z) 
JI - cov(X, Z)2Vu~ - cov(Y, Z)2 
/31 + {J2P x z ..,.. Pxz (fJ1p xz + th) 
VI - P~z V({J? + {Ji + {J1{J2P xz + uz - ({JIP xz + (J2)2) 
{JI (1 - p~J 
VI - P~z Vu; - (3d32Pxz + {J?(1 - P~J 
{JI 
D'après le calcul précédent on peut déduire les valeurs de fJl correspondant à une 
corrélation partielle Px Y.Z = 0.5, si fJ2, Px z et u? sont connus. Cela revient ~1 résoudre 
l'équation de 2ème degré suivante en (31 :' 
(J2(1 - 2 ) + {J (J2PxZP~yZ (3.4)1 PX)'. z 1 1 _ p2 
xz 
Pour des erreurs de loi normale on a u; = l, et pour des erreurs de loi uniforme [-l, 11 
on au; = (b - a)2/12 = 1/3. Le tableau suivant présente les solut.ions de l'équation 
(3.4) selon les valeurs de PXYZ ' Pxz, fJ2 et Œ;. 
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Tableau 3.1 Les solutions de l'équation (3.4) en fonction de la variance de l'erreur 
aléatoire (JZ, de /32 et Px Z' 
Loi de f Px> /32 solutionl solution2 
Normale 0 \://32 0.58 -0.58 
Uniforme 0 \://32 0.19 -0.10 
Normale 0.0 0 1.32 -1.32 
Uniforme 0.0 0 0.44 -0.44 
Normale 0.0 1.5 0.59 -2.95 
Uniforme 0.9 1.5 2.45 -0.08 
Puisqu'on a choisi la corrélation partielle P \.z=0.5 positive, et on sait que P et (31X XYZ 
sont de même signe, on a retenu les solutions positives de l'équation (34) pour faire les 
simulations. 
3.2 Résultats des simulations 
Dans cette section, on présente les résultats des simulat.ions. Les figures 3.1 et 3.2 com­
parent les quatre méthodes approximatives de test de permut.ation présentés clans le 
chapitre précédant., ainsi que le test t de Student en terme d'erreur de type l empi­
rique. En abscisse, on a la taille de l'échantillon, ct chaque gmphique correspond à une 
autre valeur cie la colinéarité P ?- et du coefficient de la covariable /32, Les figures 3.3 x 
d 3.4 comparent. la puissance empirique des quatre mét.hodes et le test t de St.udcnt. ell 
fonction de la taille de l'{)chant.illon, s(~lon la colinéarité Px?- ct. la valeur du coefficient 
de la covariable /32. La méthode qu'on a proposé a donné des résultats identiques à la 
méthode de Freedman et Lane (1983) pour la majorité des simulations avec une seule 
différence minime, et c'est pourquoi on ne l'a pas présentée dans les graphiques. 
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3.2.1 Erreur de type 1 empirique 
D'aprés les figures 3.1 et. 3.2, on remarque que la mét.hode de Manly (1997) et F'reedman 
et Lane (1983) donnent des résultats similaires pour les différentes sit.uations. 
Les résultats des simulations ont montré que la méthode de Kennedy donne une erreur 
type l empirique plus élevée que les autres méthodes et largement supérieure à Cl' = 0.05, 
lorsque la taille de l'échantillon est petite (n = 10). Ce problème diminue au fur et à 
mesure que la taille de l'échantillon augmente (figures 3.1 et 3.2). L'étude de Anderson 
et Legendre (1999) a montré que ce problème d'erreur de type l gonflée devient plus 
grave avec l'augmentation du nombre de covariables dam; la régression multiple. 
La présence du paramètre (32 -=j:. 0 de la covariable Z n'a pas Ull effet remarquable sur 
l'erreur de type l pour les quatre méthodes de permutat.ion (figure 3.1 c,d et figure 3.2 
c,d ). La présence de la colinéarité (dépendance linéaire) entre les covariables X. et Z, 
P -=j:. 0, a peu d'effet sur les résultab (figure 3.1 b,d et figure 3.2 b,d ).xz 
Lorsque les erreurs sont normales dépendantes, la diHérence ent.re la méthode de Ken­
nedy (1995) et les autres méthodes est moins important.e, même si l'erreur de type l 
reste encore gonflée. Les autres méthodes, Manly (1997), F'reedman et Lane (1983) et 
la méthode proposée, donnent une erreur de type l qui se rapproche du résult.at du 
test t de Student et ne diffèrent pas beaucoup de Cl' = 0.05. L'étude de Anderson et 
Legendre (1999) a trouvé que ces différentes méthodes de permutat.ion convergent plus 
vite que le test t de Student vers l'erreur de type l appropriée si on considère des si­
tuations avec des erreurs extrêmement non normales [exp( 1) 13 (choix exclu dans nos 
simulations) . 
Contrairement aux résultats de l'étude de Anderson et Legendre (1999), le test t de 
Student donne des erreurs de type l très bonnes, mais pas toujours inférieures à ex = 0.05. 
À l'exception de la méthode de Kennedy, les autres méthodes de permutation donnent 
des résultats plus proches du test t de S.tudent (surtout la méthode de Manly, 1997) 
pour les différentes combinaisons. Cela peut. êt.re expliqué par le fait qu'on a gardé les 
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variables X et Z fixes à ti'avers les simulations et la méthode cie Manly est supposée 
bien fonctionner dans cette situation. Les résultats de )'étude cie Anderson et Legendre 
(1999) ont montré que la méthode de Manly dOlll1e une erreur de type 1 biaisée en 
présence de valeurs extrêmes dam; les données, ce qui n'est pas notre ca.s. 
Figure 3.1 Comparaison de l'erreur de type 1 de qua.tre tests de permutation et du test 
t de Student comme fonction de la ta.ille d'échantillon, selon quatre valeurs de ({32, Px J, 
lorsque les erreurs aléatoires suivent une loi uniforme 1-1,1]. 
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Figure 3.2 Comparaison de l'erreur de type l de quatre tests de permutation et du test 
t de Student comme fonction de la taille d'échantillon, selon quatre valeurs de ({h, Px '/.), 
lorsque les erreurs aléatoires sont de lois normales dépendantes, 
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3.2.2 La puissance empirique 
Pour l'étude de la puissance on a considéré des valeurs <..le /32 qui correspondent. à une 
corrélation partielle de Py x.z = 0.5. On note ici flue, cOlltrairement à l'étude <..le Anderson 
et Legendre (1999), on a inclus la méthode de Kennedy dans J'étude de la puissance. 
Ces résultats sont présentés dans les figures fig 3.3 et fig 3.4. 
Toutes les méthodes montrent une augmentation de la puissance avec l'augmentation 
de la taille d'échantillon et l'augmentat.ion de la valeur de {Jj. Cela est naturel puisqu'on 
s'attend a ce que la puissance augmente avec l'augmentation de la taille d'échant.iIJon. 
Aussi, tel qu'attendu, plus {3J s'éloigne de 0, plus les tests sont puissants et capables 
de detecter que l'hypothèse nulle est fausse. On remarque que la méthode <..le Kennedy 
donne une puissance plus élevée que les autres méthodes, et que cette différence est plus 
importante lorsque la taille d'échantillon est petit.e, mais disparaît avec l'augment.ation 
de la taille d'échantillon. 
Pour ce qui est de la loi du terme aléatoire, on remarque que, pour les quatre t.est.s de 
permutation et. le test t de Student, la puissance est moins élevée lorsque les erreurs sont 
uniformes, que lorsqu'elles sont normales dépendantes, mais cet.t.e différence disparaît 
avec l'augmentation de la taille d'échantillon. 
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Figure 3.3 Comparaison de la puissance de quatre t.ests de permutation et du test t 
de St.udent comme fonction de la t.aille d'échantillon, selon qllatl(~ valeurs cie ((32'P J, 
lorsque les erreurs aléatoires suivent une loi uniforme [-l, II, 
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Figure 3.4 Comparaison de la puissance de quatre tests de permutation et du t.est t. 
de Stlldent comme fonction de la t.aille d'ôchant.illol1, selon qllaLre valeurs de ((1'l, (Ix 7.)' 
lorsque les erreurs aléatoires sont de lois normales dépendaIlt<~s. 
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3.3 Conclusion 
Les résultats obtenus par ces simulations montrent que la méthode de permutation pro­
posée par Kennedy (1995) ne donne pa~ des résultats équivalents ü ln méthode proposée 
par Freedman et Lane (1983), en utilisant la corrélation partielle comme statistique 
de test. La méthode de Kennedy (1995) donne une erreur de type l gonflée, parti ­
culièrement lorsque la taille d'échantillon est petite (n = 10). L'étude de Anderson et 
Legendre (1999) a montré que ce problème d'erreur de type l devient plus sérieux avec 
l'augmentation du nombre de variables explicatives incluses dans le modèle. Donc la 
méthode de Kennedy (1995) ne donne pas les mêmes résultats que la méthode de Freed­
man et Lane (1983). Notons que Kennedy (1995) avait. proposé sa méthooe conH1W une 
alternative équivalente à la méthode de Freedl1lan et Lane (1983) qui serait plus simple 
quant au niveau du calcul. 
Anderson et Robinson (2001) ont montré théoriquement quelle est la différence entre 
ces deux méthodes de permutation (Kennedy, 1995; et Freedman et Lane, 1983). Cette 
formule a été présentée dans la section (2.4) du chapitre II. Nos simulations confirment 
cette différence entre ces deux méthodes. 
Si on applique la même technique de permutation pour les tests de corrélation partielle 
entre les matrices de distances proposôe par Smoosc et al (1986) comme extension du 
test de Mantel dans le cas de plusieurs matrices qu'on va présenter dans le chapitre IV, 
on s'attend à ce qu'elle souffre des mêmes faiblesses que la méthode de Kennedy. 
Pour ce qui est des trois autres méthodes, la permutation des valeurs de la variable 
dépendante proposée par Manly (1997) et la métllOch~ 0(' permutation des résiùus sous 
le modèle réduit proposée par Freedman et Lane (1983), ainsi que la méthode qu'on ft 
proposé (où le bootstrap est utilisé pour estimer le coefficient de régression inconnu) 
donnent ùes résultats équivalents dans la plupart des situations simulé~~s. 
Pour ce qui est de l'effet de la loi du terme aléatoire, et contrairement à l'étude de 
Anderson et Legendre (1999), on n'a pas détecté des différences importantes dans la 
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performances des quatres méthodes. Cela est dû peut être au fait qu'on n'a pas choisi 
des situations où il y a des lois très asymétriques et non centrées à O. Les lois utilisées 
pour la génération des erreurs aléatoires sont symétriques 011 se rapproc!lent de la loi 
normale. 
Pour des tailles d'échantillon suffisamment grandes (n 2 45) les qllatre méthodes sont 
équivalentes pour ce qui est de l'erreur de type 1 et de la puissance. Dans un tel cas, on 
choisit celle qui demande moins de calcul. Dans un tel cas, on peut recommander d'uti ­
liser la méthode de Kennedy (1995) puisqu'elle ne demande pas de refaire la régression 
après chaque permutation. 
CHAPITRE IV
 
LE TEST DE MANTEL SIMPLE ET LE TEST DE MANTEL
 
PARTIEL
 
Dans ce chapitre, on va présènter une généralisat.ion des tests de permut.ation pour 
les coefficients partiels de régression à des mat.rices de distances. Certains tableaux de 
données multivariées portent sur les ressemblances (des similarités ou des dissimilarités). 
En effet, plusieurs méthodes d'analyse multivariée comme la classification (clustering) 
et l'ordination sont basées sur de telles ressemblances. Ces méthodes sont généralement 
utilisées dans un contexte exploratoire et descriptif des données, sans tests st.at.istiques 
formels sur les relations entre les variables (Shannon, 2002). 
Une dissimilarité (similarité) entre deux objets mesure à quel point ils sont différents 
(semblables). Parfois, on peut employer une distance entre les objets, mais une dissimi­
larité n'est pas nécessairement une distance. ~n math{~rnati(]IlC, on appelle distallce sur 
un ensemble E une applicat.ion D : E x E ---> R t.elle que, pour t.out i, j, k E E : 
• D(i,j) 2: 0, la distance est positive cnt.re deux points; 
• D(i, i) = 0, la distance est zéro d'un poillt Ù. lui ITl(~me; 
• D(i,j) = DU, i), la distance est symét.ri(]ue; 
• D(i, k) ~ D(i,j) + D(k,j), inégalité triangulaire. 
Souvent, seulement les trois premiers axiomes d'une distance sont satisfaits. Dans ce 
qui suit, sans perte de généralité, on considère seulement des matrices de distances 
symétriques. 
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Les chercheurs s'intéressent parfois à comparer deux ou plusieurs matrices de distances 
(entre plusieurs groupes de variables) sur les mêmes sujets, pour examiner l'hypothèse 
d'une présumée relation entre ces matrices de distances. 
Plusieurs auteurs ont proposé des calculs simples d'un test de signification pour le co­
efficient de corrélation entre les éléments de deux matrices de distances. Cependant, 
les méthodes paramétriques comme la régression et la corrélation ne peuvent. être ap­
pliquées. Les suppositions de la normalité et de l'indépendance nécessaires pour faire 
le test ne sont pas valides dans le cas des mesures de distance (Dietz, 1983). Dans la 
littérature, on propose des tests de permutation afin de surmollter cette difficulté. Nous 
trouvons ce point discutable et nous reviendrons là-dessus plus tard. 
Une alternative simple et flexible a été proposée par Mantel (1967). Manly a nommé cette 
procédure le «test de Mantel», et elle est largement utilisôe dalls différents domaines de 
la recherche comme l'environnement, la biologie, l'écologie et la géllétique pour comparer 
deux matrices de distances. 
Dans ce chapitre, on va d'abord présenter de façoll informelle la procédure introduite 
par Mantel, ainsi que les modifications proposées par Smoose et al (1986). Ensuite, 
on décrit le test de Mantel partiel lorsqu'il y a plus de deux matrices de distances. 
Finalement, on présente un exemple d'application du test de Mantel simple et du test 
de Mantel partiel sur des données présentées par Manly (1997). 
4.1 Le test de Mantel simple 
4.1.1 Présentation du test 
En 1967, Mantel a présenté une nouvelle approche pour évaluer la relation entre deux 
matrices de correspondances mesurées sur les mêmes individus. Plus tard, Manly (1986) 
a nommé cette approche «le test de Mantel». Pour bien comprendre ce test on va le 
présenter comme Mante! l'a fait dans son article de HJ67. Ensuite, on va expliquer les 
modifications apportées à ce test par Smoose et. al (HJ86). 
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Mantel a proposé cette méthode dans le contexte de la détection d'un regroupement 
(clustering) en temps et en espace pour la maladie de leucémie pour n(n - 1)/2 paires 
de distances formées à partir de n cas observés de cette maladie. 
Supposons qu'on a n individus et que deux groupes de variables ont été mesurés pour 
chaque individu (dans notre exemple il s'agit de la variable temps et de la variable 
espace). Chaque groupe de variables est utilisé pour construire une matrice de distances. 
Ainsi, on a deux matrices de distances X nxn et Y nx1/.' Par exemple, l'entrée de la i ème 
ligne et la /me colonne de la matrice X mesure la distance entre les individus i et j 
basée sur le 1eT groupe de variables, tandis que 1'entr{~e de la i~me ligne et la lm" colonne 
de la matrice Y mesure la distance entre les individus i ct j ba.sée sur le 2è1fLC groupe 
de variables. 
Ces matrices de distances sont, dans la plupart. des cas, symétriques et ont des éléments 
nuls sur la diagonale. En effet, la distance entre un individu et lui même est Tlulle, 
Xi; = 0, et la distp,nce entre l'individu i et. l'individu j ne change pas, c'est-à-dire pour 
tout i, j = 1,'" , n i i' j Xij = Xji. Notons que la symétrie dépend de la métrique 
choisie pour calculer les distances. Dans ce cas, on a N = (;) = n(n - 1)/2 couples 
distincts de distances (Xij,Yij ), i,j = 1,·· ,n ainsi que les matrices: 
0 X I2 X ln 0 Y12 YIn 
X 21 0 X 2n Y21 0 Y 2n 
X= ,Y= 
X nl X n2 0 Y nl Y,,2 0 
Mant.el a proposé de faire une régression de l'tille des matrices ( temps) sur l'autre 
(espace) en mettant Y = {JX -1- E 0\1 E est une matrice d'erreurs aléatoires, dans le but 
de détecter des regroupements (clusters), et non pas de vérifier une éventuelle relation 
entre les deux matrices. 
En langage courant, l'hypothèse nulle du test est Ho : il n'y a pas de regroupement 
«no clustering». En termes de X,Y cela veut dire que les éléments correspondants 
des deux matrices ne sont pas associés. En d'autres mots, le mécanisme qui génère les 
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distances de la matrice X est indépendant du mécanisme qui génère les distances cie 
la matrice Y (ManteI,1967). Cela revient au cas où les &;tanccs de deux ensembles 
seraient calculées à partir cie deux ensembles indépendants d'individus (ManJy,199l). 
L'hypothèse alternative est souvent unilatérale, dans le sens d'une relation positive ou 
négative entre X et Y. 
La statistique du test est le produit croisé des éléments des deux matrices: 
" n 
Txy = LLXijYi), 
i~l j~l 
Puisqu'on considère des distances symét.riques et que la distance entre un individu et 
lui même est nulle, la statistique Txy est (~quivftlente à la stat.istique UXY définie par: 
" i-l 
UXY = LLXijYij , 
i=2 j=) 
La distribution sous l'hypothèse nulle de UXY peut être obtenue par l'approche de per­
mutation que Mantel (H)67) a nommé «approche de population finie». On a n positions 
des individus dans l'espace et n positions des individus dans Je temps. L'hypothèse Ho 
«no clustering» est équivalente It celle que les emplacements des cas dans l'espace sont 
regroupés aléatoirement avec les emplacements des cas dans le temps. Il y a au total n! 
ensembles correspondants équiprobables. 
Comme aux chapitres précédents, soit 7l' = (7l'\,'" ,7l'n) une permutation des entiers 
(l, ... ,n) et soit TI l'ensemble de toutes les n' permutations possibles. La loi de la 
:;tatistique UXY sous ]'ltypotll('se nulle s'obtient Cil dOllnant une probabilité lin! pour 
les n! valeurs U XY correspondant it 7r E n. Chaque valeur de UXY correspond il une 
permutation des n individus sur lesquels on a mesuré le:; cieux (groupes de) variable:;, 
par exemple temp:; et espace. 
Notons ici que ce sont les individus qui sont les unités de p(~rmutation et non pas 
les distances. L'hypothèse nulle Ho affirme que le vecteur de variables obtenu pour 
un individu peut être observé pour tout autre individu. Cela veut dire que, si Ho est 
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vraie, alors on peut permuter les individus, recalculer les matrices de distances après 
chaque permutation et finalement calculer la statistique du test. Ainsi la condition 
d'échangeabilité des observations nécessaire pour effectuer un test. de permutation est. 
sat.isfai te. 
Pour faire le test de permutation, la stratégie de permutation est similaire à celle décrite 
dans le premier chapitre. On permute les individus dans l'une des matrices de données 
brutes et on recalcule les distances à partir ùes données pcrrnut(~es. Finalement, on 
recalcule la statistique du test. 
n i-l 
UXY" = L L X t ] Y;j, 7r E n. (4.1) 
i=2 j= 1 
De fait, il y a un algorithme qui donne les mêmes résultat.s en permutant les lignes et 
leurs colonnes correspondantes dans la matrice des distances (voir section 4.3). 
Si le nombre d'individus n'est pa.s petit, le calcul direct de la loi (k la statistique sous 
Ho devient «impraticable» à cause du grand nombre de permutations possibles. Alors, 
en pratique, on utilise des approches de calcul efficaces comme la méthode de Monte 
Carlo. 
Ainsi, on utilise la distribution empirique de UXY pour calculer la probabilité de trouver 
des valeurs de U Xy aussi extrêmes que la valeur observée U XY"•., par chance seulement. 
L'hypothèse alternative considère souvent une a.:;sociation positive ent.re les (~lél1\ents des 
deux matrices. 
La probabilité critique (p-valeur) pour tester la non existence cl 'un regroupement «clus­
tering» est: 
P - valeur = Pr(UXY" > UXY"i',)' 
Mantel a présenté aussi une approximation asymptotique par la loi normale de la sta­
tistique UXY, et a calculé son espérance et sa variance. Cependant, Mielke (1978) a 
démontré que UXY n'est pas toujours asymptotiquement normale. 
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4.1.2 Le test de Mantel modifié 
Le critère UXY proposé par Mantel est une mesure peu familière dont l'échelle varie 
d'un problème à un aut.re. Pour cela, Smoose et. al. (1986) ont. proposé de st.andardiser ce 
critère. En effet, UXY est le produit croisé des éléments des cieux matrices de distances 
X ij et Y ij . On a déjà remarqué qu'il existe N = n(n-l)/2 éléments différents dans les 
matrices X et Y, car Xii = Yii = 0 et X ij = Xji et Yi) = Y)i' On calcule les moyennes 
des éléments des deux matrices X = Li<j(X,j/N) et Y = Li<j(y,j/N) 
La somme corrigée d'un produit croisé est calculée par: 
SP(X, Y) = UXY - NXY. (4.2) 
En correspondance avec cette somme de produits corrigée on a aussi une paire des 
sommes au carré corrigées pour les éléments de chacune des matrices: 
SS(X) = 2:)Xi ) - X)2; (43) 
i.j 
SS(Y) = L:(Yij - y)2 (4.4) 
i,j 
Notons que SP(X, Y) change quand les éléments d'une des matrices sont permutés, alors 
que les sommes SS(X) et SS(Y) restent invariantes. La corrélation entre les éléments 
des deux matrices est égale à : 
SP(X,Y) UXY - NXY 
rXy = -------'--'---; ­(SS(X)SS(Y))~ (SS(X)SS'(Y)) ~ 
Ainsi, les statistiques U Xy et rXY sont équivalentes d restent en relation monot.one. 
Cela montre que la procédure de Mantel est vraiment une analyse de régression pour 
des distances. L'avantage d'utiliser r3<Y au lieu de UXY est que r3<Y varie entre 0 et 1, 
donc l'association ent.re les deux matrices est facile à interpréter. Par contre, l'utilisation 
de r3<Y ou UXY ne change rien à la probabilité critique du test. 
Selon Smoose et al. (1986) le manque r1'indépendance entre les distances n'est pas un 
problème, puisqu'on trouve la distributioll de la stat.ist.iquc <1\\ test. par la Illôthodc de 
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permutation. Cela résulte du fait que les mesures des individus sont échangeables sous 
Ho. Par contre, ici on démont.re que sous certaines suppositions les distances restent 
échangeables sous Ho, même si elies sont dépendantes (voir section 4.3). 
4.2 Le test de Mantel partiel 
Il Y a beaucoup d'applications où on peut s'intéresser il utiliser plus de deux matrices. 
Soit un tel vecteur de matrices (XI," . , Xp), p > 2 explicat.ives pOlir prédire les élémcnt.s 
de la matrice de réponsc Y. Plusieurs auteurs ont. présenté unc g(~néralisation du test 
de Mantel simple pour de telles situations (Smouse et al. 1986; Manly 1997). Dans un 
tel contexte, il est souvent le cas que les éléments des diflérentes matrices Xi soient 
corrélés entre eux. Ainsi, il y a une certaine redondance de l'information. On a besoin 
de pouvoir évaluer comment les matrices individuelles prédisent la matrice de réponse 
Y, mais on veut connaître l'information additionnelle d'une matrice particulière Xi en 
sachant que d'autres Inatrices ont été déjà dans le modèle. 
On considère ici deux matrices explicatives X et Z. La généralisation à plus de deux 
matrices est évidente. En remplaçant dans le modèle linéaire les variables (Yi, Xi, Zd 
par les éléments des matrices Y, X et Z on peut considérer le modèle 
(4.5) 
où fij est une erreur aléatoire. Cela nous ramène à l'approche du chapitre II. Le seul 
aspect difficile est le test de significat.ion des coefficient.s de régression (par exemple 
Ho: (3, = 0). Smoose et al. (1986) suggèrent que la procéJure de permutation diffère si 
on considère que les matrices X et. Z prédiscnt Y, Oll SOllt seulement corrélées avec Y. 
On sait que les matrices X et Z sont corrélées, et on veut une procédure de permutation 
qui conserve cette dépenda,nce à travers les permutations. 
Smoose et al. (1986) ont proposé deux méthodes de permutation. La première, reprise 
aussi par Manly (1997), consiste à permuter la matrice dépendante Y en gardant les 
matrices explicatives X et Z fixes, et calculer la statistique du test désirée pour chaque 
permutation de Y. 
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Smoose et al. (1986) notent, que, si X et Z sont elles mêmes variables, possiblement 
mesurées avec erreur plutôt que fixes et é\~sociées h Y, il est prcHérable de permut(~r 
une des matrices résiduelles plutôt que la matrice Y. Pour cela, on fait la régression d(~ 
chacune des matrices de distances Y et X sur la matrice Z pour obtenir deux matrices 
résiduelles Ryz et Rxz. La corrélation entre les éléments correspondants des deux 
matrices résiduelles représente la corrélation partielle entre les éléments des matrices de 
distances X et Y en tenant compte de Z. Pour faire le test de permutation, on permute 
la matrice residuelle Ryz pour obtenir une matrice R yZ et on calcule la corrélation 
entre les matrices R yZ et Rxz pour chaque permutation. Notons que c'est la même 
technique de permutation que Kennedy (19%) a proposé (voir chapitre II, section 2.3.3). 
Dans nos applications numériques, nous proposons de généraliser la technique proposée 
par Freedman et Lane (1983) à des matrices de distances. La description est la même 
que pour le cas de la régression habituelle. Dans ce cas, les éléments des matrices.Y et 
X sont régressés sur les éléments de la matrice Z, pour obtenir deux matrices de résidus 
Rxz et Ryz· Après, on procède de la façon suivante: 
• on permute la matrice des résiclus Ryz pom obtenir une matrice R yZ ; 
• on ajoute la matrice permutée au modèle de régressiou pour construire une nou­
velle matrice dépendante Y rr, où Y rr = jjz + R yZ ; 
•	 cette matrice Y rr est régressée de nouveau sur la matrice Z pour trouver une 
nouvelle matrice résiduelle R ynZ ; 
• la statistique du test e:;t la corrélation entre les éléments des deux matrices 
résiduelle:; RYnZ et Rxz. 
À la section 4.4 nous présentons uue application de ces tests. 
- -
- -
- -
- -
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4.3 Deux résultats théoriques 
4.3.1 Équivalence entre deux façons de permuter 
On va montrer l'équivalence entre la permutation des lignes de la matrice de données 
brutes, A, et la permutation des lignes avec leurs colonnes correspondantes dans la 
matrice de distances calculée à partir de ces données. 
Supposons qu'on a n individus et qu'on a mesuré p variables pour chacun d'entre eux 
pour obtenir la matrice de données brutes A nxp . On calcnle la mat.rice cie distances 
D"xll entre les mesures sur les individu~. Alors, on il : dij = dl; et ri,; = 0, i = 1, ... ,7/, 
et j = 1,' .. ln. 
Soi t, par exemple, une matrice D4 x4 
0 d 12 d l3 dl<1 
d 21 0 d23 d24 D= 
d 3 ! d 32 0 d3<1 
d<11 d<12 d<13 0 
Regardons dans cet exemple l'effet de la permutation de deux lignes dans la matrice 
de données brutes, A, sur la matrice de distances, D. Si on permute les lignes i et j, 
on obtient une matrice A à laquelle correspond une matrice de distances D telle que 
c4k est la distance entre l'individu k et l'individu i de la matrice A qui correspond à la 
distance entre les les individus k et j de la matrice A. }\lors dik = djk = dkj = dki et 
d Jk = dik = db = d kj . 
Supposons que, dans notre exemple, on permute la ligne 2 avec la ligne 3 dans la matrice 
A. Alors, par le raisonnement qu'on vient de faire, la matrice D suivante: 
0 d 12 = d 13 d 13 = d12 d!4 = d l4 
d21 =d31 0 d23 = d32 d24 = d3<1 
D= 
d 31 = d2J d23 = d 23 0 d 34 = d 24 
d41 = d41 d 42 = d 43 d13 = d 42 0 
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est égale à 
0 d l3 d 12 d l4 
d:H 0 d32 d 34 
d 21 d23 0 d2~ 
d~l d~3 d42 0 
Donc, on peut voir que la matrice D ~'obtient de la façon ~uivante il partir de la matrice 
D : on permute la ligne 2 avec la ligne 3 en même temp~ qu'on permute la colonne 2 avec 
la colonne 3. Ainsi, permuter deux ligne~ dan~ la matrice de donnée~ brutes revient à 
permuter le~ lignes en même temp~ quc leurs colonne~ corre~pondante~ dan~ la matrice 
de distances. Donc, dans le~ tests de permutation, pour plus d'efficacité, et pour éviter 
des calculs inutiles, on peut effectuer les permutations directement dans la matrice de 
di~tances. 
4.3.2 Échangeabilité des distances 
On commence par démontrer ici que, si les mesures sur les individus sont indépendantes 
ou échangeables, les distances entre ces mesures restent échangeables. Cela se hase sur 
le théorème qui suit. 
Théorème 4.1 (Rand les and Wulfe 1979, théorème 1.3.7) 
Si les vecteurs X et Y sont de même loi, X d. Y, et U(.) est une function mesurable 
définie sur le support commun des variables, alors: 
U(X) g U( Y). 
•
 
Notons par Yi = (V;],' .. , Vip) le vecteur des Tl variabks pour l'individu -i. La mat.rice 
de données brutes est V = (y l, Y2,' .. ,y,,). Puis'lue les vect.eurs y, sont supposès 
indépendants ou échangeables, alors, pour une permutation 7r E Il, on a : 
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Soit la fonction 6(.) une distance entre les mesures de deux individus i et j. Ainsi, on 
prend: 
et 
On applique le théorème précédent il. la fonction U (.) = 6(.) et on obtient, par conséquent., 
que les distances restent échangeables même si elle ne sont pas indépendantes, d'où 
Donc, on peut considérer les distances comme des variables doublement indicées et on 
peut appliquer directement les méthodes présentées dans le chapitre II. Cela permet 
de formuler le test de Mant.el cie la façon suivantc. Soit. deux groupes de vari·ables 
V = (V(l),.·· , V(p)) et W = (W(l), .. , W(q)) qu'on mesure sur n individus. À ces 
groupes de variables on associe les distances respective::; 6. (V) el. 6. (W) i J. = 1 ... , n. 
, 1 1.) 1.) " 1 
L'hypothèse nulle est qu'il n'y a pas de relation entre les deux groupes de variables 
pour le même individu, et donc Yi est indépendant de )yi, i = 1,··· ,n. De plus, les 
individus sont "indépendants" ct donc Yi est indépendant. de Yj, i 1= j. On conclut 
ainsi que Yi est. indépendant de W), i 1= j. 
Finalement, on a que 6.~:) = f(Yi, Yj) est indépendant dc 6.}7) = f(W" W j ) pour 
i et j fixés. De plus, les vecteurs de distances 6~:) li = 1,··· 1 n; j S i et 6~7) li = 
l, ... , n; j S i sont des vecteurs de variables échangeables. 
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4.4 Exemple d'application 
On illustre la méthodologie sur un exemple de données du chapitre IX de Manly 
(1997), où on étudie la relation entre les conditions environnementales et les varia­
tions génétiques pour 21 colonies de papillons «Euphydryas Editha», en tenant compte 
des distances géographiques entre ces colonies. Ces donnéees proviennent d'une étude 
faite par McKechnie et al. (1975) en Californie et Oregon. On commence par faire le 
test de Mantel pour évaluer les relations entre les trois matrices de distances prises deux 
à deux. Puis on applique le test de Mantel partiel en utilisant les différentes techniques 
présentées au chapitre II pour évaluer s'il y a une relation entre les distances génétiques 
et les distances environnementales, étant donné les distances géographiques. 
On note par G la matrice de distances génétiques, par E la matrice de distances envi­
ronnementales et par S la matrice de distances géographiques. 
Les éléments de la matrice E sont obtenus par le calcul de la distance euclidienne stan­
dardisée basée sur dix variables qui décrivent l'environnement (l'altitude, les précipita­
tions annuelles et huit variables de température). Notons par Eik la valeur de la k"me 
variable environnementale pour la i ème colonie après standardisation. Ainsi, la moyenne 
est 0 et l'écart type est 1. La dist.ance environnementale entre la colonie i et la colonie 
j est décrite par l'équation suivant.e : 
10 
Eij = 2:)Eik - E;k)2. (4.6) 
k=l 
Les éléments de la matrice des distances génétiques sont obtenus on utilisant la matrice 
des différences génétiques de l'enzyme hexokinase «Hexokinase» entre deux colonies, 
cette matrice est décrite par l'équation suivante: 
:1 
G ij = L IPi,. - pj,.1 . (4.7) 
,.=\ 
où Pi,. représente la fréquence de l'allèle T dans la i ème colonie. Notons qu'il y a trois 
allèles responsables de l'enzyme hexokinase. 
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Le calcul de la distance géographique entre deux colonies se fait en utilisant la distance 
en ligne droite entre les colonies avec une unité d'approximativement 111.2 km. 
Les trois matrices de distances environnementales, g{~nétiq\les et, géographiques de ces 
données sont présentées dans les tableaux suivants: 
Tableau 4.1 la matrice de distances environnementales 
1 2 3 4 5 6 7 8 9 10 Il 12 13 1tI 15 16 17 18 19 20 
2 1.05 
3 2261.40 
4 1.78 0,87 0.55 
5 1.780,870.550.01 
6 1.78 0,87 0,55 0,01 0,00 
7 2,261.300.450,510.500.50 
8 2.09 1.170.33 0,37 0.38 0.38 0.40 
9 1.95 1.02 0.46 0,19 0.190.19 034 0.31 
102.401.41 0.570.680680680.29046053 
11 2.40 1.41 0.570,680.680,680.270470530,03 
122.09 1.160.820730740.740.820.550,760,710.74
 
132,16 1.320.730.790.800,800900,530810,810,840,38
 
14 1.09 1.08 1.89 1.54 1.55 1.55 1.99 1.67 1.702,03 2,05 1.19 1.48
 
152,632.322,602.462,472,472,72 2,37 2.57 2,60 2,631.93191 162
 
161.851.291.691.451.461461.741.421561661680,991050,93109
 
172.11 128 1.24 1.11 1.121.12 124 0,96 1.15 1.09 1.120,49060 1.35 1.580.65
 
184033,914.294,164.17 tl17 4.40 4.071,26 4,27 4,29 3.61 3,61 3,151.72 2,76 3.24
 
194.72 462 4.85 478 4.79 4.795.014,664,884,87 tl90 4,22 417 3,78 23t1 342 3,87 0,93 
205.495.535935.805.825,826,075,72 5,915,945975285251.673.37 4.tl1 492 172 125 
21 6.536.536.886.786796797.01 6686886,876.906226.205.701,335,395862652.09 1.06 
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Tableau 4.2 la matrice des distances génétiques 
1 2 3 4 5 6 7 8 9 10 Il 12 13 14 15 16 17 18 19 20 
2 003 
3 0.64 0.61 
4 0.28025036 
5 0.300.270.34 0.02 
6 0.360.330.280080.06 
7 0.180.150.460.100.120.18 
8 0.280.250360.000.020.080.10 
9 0.35 0.32 0.29 0.07 0.05 0.01 0.17 0.07 
101.000.970.360.72 0.70 0.640.820.72 065 
Il 0.930.900.290.650.630.570.750.650.580.09 
120.600.570040.320.300.240.420.320.260.390.33 
13 0.61 0.58 0.03 0.33 0.31 0.25 0.43 0.33 0.26 0.39 0.32 0.01 
140.910.880.27 0.63 0.610.550.730.630.560.090.320.31 0.30 
150.810.780.170.530510.450.630.530.460190.030.21 0.200.10 
160.58 0.55 0090.300,280.220.40 0.300.23 0.44 0.12 0.05 0.00 O.JO 0,26 
17 063 060 0.05 0.35 033 0.27 0.45 0.35 0.28 0.40 035 004 0.04 0.32 022 005 
180.840.81 0200.560.540.480660.560.490,16 n.31 0,240.23007 OO:l 029 025 
19 0.96 0.93 0.32 0.G8 0.G6 0.60 0.78 0,68 O.G 1 001 o.ml O,JG 0.35 0.05 (J 15 0.11 0.37 0 12 
20 0.99 0.96 0.35 0.71 069 0.63 0.81 071 0.61 O.O} 009 039 0.38 0.08 0 18 0.4/} 0.40 0 15 0.03 
210.960.930.320.680.660,600.780.680.61 0.0,10060.360.350.050,150.41 0370.12 (LOO o.n} 
Tableau 4.3 la matrice des distances géographiques 
1 2 3 4 5 6 7 8 9 10 Il 12 13 14 15 16 17 18 19 20 
2 0.07 
3 7.37 7.36 
4 7.64 7.63 0.30 
5 7.66 7.65 0.300.08 
6 7.68 7.67 0.340.04010 
7 7.81 7.79 0.710.470.530.43 
8 8.07 8.05 0.80 0.50 0.53 0.46 0.31 
9 10.1310.11 3.012.702.72 2.66 2.39 2.20 
1013.9713.947467.167.207126.77 6.66156 
11 13.9813.957.477.187.21 7.146.796684.57 O.O} 
127.86 7.84 1.11 0.900.970.870.44 0.662.276.506.52 
1310.14 10.123.092,782812.742.452.280.21 tl.43 4.442.29 
14536 5.34 2.332.532.572.552.552.851.788.71 8732.534.78 
157.93 7.89 2652.522.602.502.10 2.31 2.876.046.061.662.762.75 
168.19 8.16 2.602.442.512.41 1.992,172.555.785.801.55 2.4 /} 2.96032 
178.25 8,22 2.352.172.242.14 1.71 1.872.305765781.27221 2.95 0.58 0.32 
18888 8.84 3.203.003.072.972.542652.395.095.11 2.102.233690950.74087 
199.46 9.43 3.71 3.493553.453.023.092.364.514.532.602.181.301.560.34 1.44 061 
207.40 7.36 2.74 2.672.71 2.652.302.563.11 6.58659 1.903.322.340.580.90 1.11 1.49207 
21 8.18 815 3.183043.123.022.61 2.803.075.81 5.832.172.943150.530650.970801.31081 
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La figure 4.1 suivante présente les distances tracées l'une contre l'autre. D'après cette 
figure, la relation entre les distances environnementales et les distances génétiques paraît 
faible. En outre, elle indique une relation possible entre les distances génétiques et les 
distances géographiques d'une part et les distances environnementales d'autre part. 
Figure 4.1 Les graphiques des mat,rices de distances l'uue versus l'autre 
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Pour tester l'association entre les matrices deux à deux, on a utilisé le test de Mante!. 
L'argument pour faire le test de Mantel est de considérer les 'TI. colonies de papillons 
pour lesquelles les distances sont calculées comme un échantillon aléatoire d'une plus 
grande population de colonies potentielles qui pourraient être étudiées. 
Le test de Mantel a été fait avec 4999 permutations et on a utilisé la statistique U 
décrite à la formule (4.1) . Le ti\.bJeau (4.4) présente les r{~sultat,s obt.enus : 
Tableau 4.4 Résult.ats du test de Mante! simple 
Corrélation P-valeur 
Génétiques vs Géographiques 0.48534 00002 
Génét.iques vs Environnementales 0.2915438 00072 
Environnementales vs Géographiques 0.02640319 0.3894 
On voit bien que les distances génétiques sont significativelfl(,nt corrélées aux distances 
géographiques et environnementales. Par cont.re, le test. cie Mantel n'est pas significatif 
pour la corrélation entre les distances géographiques et les distances environnementales, 
ce qui est surprenant à premier abord. D'autres part, selon la carte géographique, les 
données qui proviennent de la même latitude (donc avec les mêmes condit.ions envi­
ronnementales, le même climat) ne sont pas nécessairement proches du point. de vue 
géographique. Ces résultats sont consistants avec les représentations graphiques de la 
figure (4.1), à part la relation significa.t.ive entre les distances génét.iqu('s et environne­
mentales, qui est vraisemblablement due au grand nombre de colonies où <tIltant les 
distances génétiques, que les distances environnement.al(~s,sont proches de 'l,('I'O. 
La relation significative entre les distances génétiques et les distances environnementa!cs 
peut s'expliquer par l'adaptation au climat. La relation significative entre les distances 
génétiques et les distances géographiques peut s'expliquer par la migration entre les 
colonies proches. 
On peut alors essayer d'expliquer les distances génétiques en fonction des distances 
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géographiques et les distances environnementales prises ensemble. On se retrouve ici 
avec un modèle de régression avec E et. S fixes qui explique les distances génétiques 
G"Xll par les distances géographiques SlIXlI et environnementales E lIxn . Ce modèle est. 
de la forme 
où (3\ mesure la relation entre G ij et E'j en tenant compte l'effet de Sij et (32 mesure la. 
relat.ion entre G ij et Sij en tenant. compte j'dfet de E i ], tandis que f.ij sont des erreurs 
aléatoires indépendantes. 
Après, on s'intéresse à tester l'hypot.hèse nulle Ho : (3] = O. C'est à dire on veut sa­
voir si relation ent.re les distances génétiques entre les colonies de papillons d leurs 
distances environnementales est significat.ive lorsqu'on tient compte de leurs distances 
géographiques. 
On a régressé les distanœs génétiques sur les distances géographiques et les distances 
environnementah,s et on trouvé l'équation de régression ajustée suivante: 
G ij = 0.133 + 0.041Eij + 0.037Si] . (4.9) 
On peut utiliser la régression usuelle pour ajuster l'équation précédente, mais on ne 
peut pas appliquer les tests usuels parce que, si on utilise les dist.ances, les hypot.èses 
du modèle linéaire ne sont pas satisfaites (les distances ne sont pas indépendantes). 
Cela suggère l'utilisat.ion des ciiffèrcntes techniques de p('rDlut,at.ion préscnt.<\es dans le 
chapitre précèdent, pour évaluer la signification ùes cuefficients de régression partiels. 
Afin d'effectuer nos tests on a adapt.é les techniques cie permutation de Freedrnan et 
Lane (1983), Kennedy (1995) et Manly (1997) sur les matrices de distances. On a uti­
lisé la corrélation partielle comme statistique de test, et on a généré sa distribution 
approximative en utilisant 4999 permut.ations. Notons que la méthode de Freedrna.n et 
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Lane (1983) n'a pas encore été utilisée dans le cas des matrices. 
Pour la méthode de Manly (1997) on a gardé les deux matrices explicatives (ici S et E) 
fixes et on a permuté aléatoirement l'ordre des 21 colonies dans la matrice des distances 
génétiques, G. Pour la méthode de Kennedy (1995) on a permuté la matrice des résidus 
de la régression des distances génétiques sur les distances géographiques RGS et on a 
utilisé la corrélation entre les matrices des résidus Res et RES (cela revient à appliquer 
le test de Mantel simple sur les matrices des résidus). 
Pour la méthode de Freeomall et Lane (1983), on a penflut0 la matrice des n;sidlls de la 
régression des distances génétiques sur Jes distances géographiques et. on a utilisé cette 
matrice Res pour construire une nouvelle matrice de distances génétiques G". G" est 
régressée de nouveau sur S et la st.atistique du test est la corrélation entre la matrice 
RG.s et RES· 
Le programme décrit dans l'annexe a donné une corrélation partielle égale à 
R 2 . = 0.1017002 et la même probabilité critique ou (p-valeur) de 0.000242 pour les Cf:.S 
trois méthodes. Cela est peut-être dû au fait qu'on a un grand nombre d'observations 
n = 210, et on a déjà vu dans les simulations qu'it partir d'une certaine taille (environ 
45) les méthodes donnent des résultats similaires. 
Pour le test sur Ho : Ih = 0 on a trouvé une corrélation partielle entre les distances 
génétiques et les distances géographiques en tenant compte des distances environnemen­
tales de R~SE = 0.2495090. Le t.est est significatif avec probabilité crit.ique (p-valeur) 
de 0.000237 
CONCLUSION 
Ce mémoire est centré sur l'application des techniques de permutation pour tester les 
coefficients de corrélation partiels dans la régression multiple. Nous avons vu que ce 
genre de méthodologie est difficile à réaliser puisque la permutation des valeurs de la 
variable dépendante Y n'est pas appropriée. Cela est dû au fait que, sous l'hypothèse 
nulle Ho : {JI = 0, les valeurs observées de Y ne sont pas échangeables. Ce sont plutôt 
les erreurs qui sont échangeables sous l'hypothèse nulle. 
En effet, un test exact reposerait sur la connaissance du paramp.tre de la régression de 
y sur Z, Ày, sous Ho. Cela permettrait de permuter les résidus de cette régression, 
(YZ = Yi - ÀyZ. Évidemment, Ày est inconnu et aucun test de permutation exact n'est 
possible (Anderson et Robinson, 2001). Plusieurs auteurs ont proposé différentes façons 
pour construire un test de permutation approximatif (Freedrnan et Lane, 1983; Collins, 
1987; Oja, 1987; Welch, 1990 ;I3raak, 1992; Kennedy, 1995; Manly, 1997). Trois de ces 
tests (Freedman et Lane, 1983; Kennedy, 1995; Manly, 1997) sont présentés en détail 
dans ce travail. Ensuite, la présentation théorique est complétée par une comparaison par 
simulation entre ces trois façons différentes de faire un tcst de permutation approximatif. 
On a examiné l'effet de la taille de l'échantillon n, le degré de colinéarité entre les 
covariables, Pxz, la valeur du coefficient ne la covariable Z, rh et la loi de l'erreur 
aléatoire (, Pour notre étudc, on a introduit dc nouvelles lois pour les erreurs par rapport 
à la littérature existante, par exemple le ca..'i OlJ les crrcurs sont é'changcables, nmis pas 
indépendantes. 
Les méthodes de F'reedman ct Lane (1983) et Kennedy (1995) se basent sur la per­
mutation des résidus sous le modèle réduit, mais les façons de faire les permutations 
sont différentes. La méthode de Kennedy, utilise directement les résidus permutés dans 
le calcul de la statistique du test, et ainsi l'estimation du paramètre \' reste fixe à 
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travers les permutations. La méthode de Freedman et Lane (1983) utilise les résidus 
permutés pour créer de nouvelles observations qui seront régressées de nouveau sur la 
covariable Z, ainsi, l'estimation du paramètre À y change iL travers des permutations. 
Manly (1997), quant à lui, a proposé <.le permuter Y en gardant Z et X fixes et., pour 
chaque permutation, utiliser les résidus de la régression des valeurs permutées de Y sur 
la covariable Z dans le calcul de la statistique du test. 
Les résultats de nos simulations ont montré que la mét.ho<.le <.le permutation proposée 
par Kennedy (1995) n'est pas équivalent.e it la môthode proposée par F'reedman et Lane 
(1983). La méthode de Kennedy (HJ95) donnc une erreur de t.ype 1 gonflée, parti ­
culièrement lorsque la taille de l'échantillon est petite. Ces résultats concordent avec 
ce qui avait été trouvé dans la littérature. Pour ce qui est <.les trois autres rn(~thodes 
(Manly, 1997; Freedman et Lane,'1983 et la méthode qu'on a proposée), elle ont donné 
des résultats équivalents dans la plupart des situations simulées. 
Par contre, l'étude empirique d'Anderson et Legendre (1999) avait montré que même 
l'approche de Manly ne fonctionne pas toujours bien, car elle est sensible aux données 
extrêmes de la 'Covariable Z, investigation qu'on n'a pas repris dans notre étu<.le. On 
constate ainsi que la méthode proposée par Freedman et Lane (1983) est la plus proche 
du test de permutation exact conceptuel. 
Une avenue intéressante il. explorer serait le développement d'un test ressemblant. au 
test de Kennedy (1996) mais qui incorporait une estimation de type bootstmp. Cette 
variante pourrait améliorer la performance de ce dernier test. 
On remarque aussi que pour des t.ailles d'<\chantillon suftisarmuent grandes, TI. 2 45, les 
quatre méthodes sont équivalentes au niveau de l'erreur type 1 et de la puissance. Cela 
veut dire qu'on pourrait choisir celle qui demande moins de calcul. Dans ce cas, on peut 
recommander d'utiliser la méthode de Kennedy (1995) puisqu'elle n'exige pas de refaire 
la régression après chaque permutation. 
Finalement, dans un dernier chapitre de ce travail, on a présenté une généralisation des 
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tests de permutation pour les coefficients partiels de régression lorsque les variables sont 
remplacées par des éléments de matrices de distances. Cette généralisation est de plus 
en plus utilisée dans l'analyse des données mult.ivariées (écologie, biologie, agriculture ... ) 
lorsque les données ne respectent pas, généralement., les suppositions nécessaires pour les 
tests paramétriques traditionnels. Nous avons proposé d'appliquer les trois différentes 
techniques de permutation sur un exemple de données génétiques. Il s'agit de l'étude 
de la relation des distances génétiques en fonction des distances géographiques et des 
distances environnementales. L'analyse iL donné des résultats équivalents, mais on pense 
que cela est dû à la grande taille d'échantillon de cet. exemple. Notons que l'adaptation 
de la méthode de Freedman et Lane (1983) dans ce contexte (matrices de distances) 
n'avait pas été encore faite ct elle pourrait. s'avérer ut.ile pour des données qui pr{~sentent. 
des valeurs extrêmes en Z. 
APPENDICE A
 
SIMULATION DES ERREURS DE LOI NORMALE
 
DÉPENDANTES
 
Pour générer un vecteur de loi normale multivariée: 
tel que Xi et X j sont dépendants avec une corrélation P,] 1= 0, on doit proc{~der par les 
étapes suivantes: 
1. On génère n variables (Z,,'" ,Z,,) de loi normale cent.rée réduite avec Zi ".J 
N(O, 1) indépendantes (Pour cela on utilise la fonction rnorm) ; 
2.	 On fait la décomposition orthogonale de la matrice de covariance. Pour cela, on 
calcule les valeurs propres (>" , ... , Àn ) de E et la matrice orthgonale P constituée 
de ces vecteurs propres VI, ... , v". La matrice E:I
1 
est éagl<' à : 
(A.l) 
où A~ est une matrice diagonale composée des racines carr{~s des valeurs propres 
~""'A. 
(A.2) 
3. on calcule les valeurs des variables Xl,'" , X" en utilisant l'équation suivante: 
1 
X	 = E2Z ".J N(O,E) (A.3) 
APPENDICE A 
PROGRAMMES 
###### ERREUR DE TYPE l PUISSANCE EMPIRIQUE ################# 
simul_puissance<-functionCn,betal,beta2,rho,loi=cC"un iforme","normaldep")) 
{ 
# ce programme calcule l'erreur de type 1 lorsque betal=O # et la 
puissance lorsque betal différent de 0 # d'abord on détermine les 
constantes # taille, nombre de simulations, # coefficient de 
regression partiel, nombre de permutation. # le modele est Y= 
beta_l*X + beta_2* Z + e #l'hypothese alternative est que le 
coefficient partiel beta-l 
nperm<-999 nsimul<-2000 
#############la fonction normal.bivariee"################### # # 
#Cette fonction génère un couple bivarié de loi normale 
normal.bivariee<-functionCn,rho) 
{ 
sigma<-matrixCcCl,rho,rho,1),nrow=2) 
result<-eigenCsigma,symmetric=T) 
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# on construit une matrice diagonale "val" telle que ses diagonales
 
# sont les racines carrées des valeurs propres; vec représente la
 
# matrice orthogonale des vecteurs propres
 
val<-diag(sqrt(result$values)) vec<-result$vectors
 
sigmaldemi<-vec%*%val%*%t(vec)
 
# on génère deux variables normales centrées réduites
 
#indépendantes on calcule deux variables normales corrélées
 
#X=(Xl,X2) A partir de la formule X = sigma~1/2 Z
 
Z<-matrix(rnorm(2*n) ,nrow=2,ncol=n) X<-matrix(O,nrow=2,ncol=n)
 
X<- sigmaldemi%*%Z
 
X }
 
################ fonction multinormale.dep "##############
 
# la fonction "multinormale.dep" simule des erreurs normales
 
#corrélées dans cette fonction on suppose que la corrélation entre
 
# les variables epsilon_i et epsilon_j
 
multinormale.dep<-function(n){ rhol<-O.85
 
# la matrice de covariance est une matrice symétrique appelée
 
#sigma où sigmaii=l et sigmaij = rho
 
ma<-matrix(rhol,nrow=n,ncol=n) di<-diag(l-rhol,nrow=n,ncol=n)
 
sigma<-ma + di
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# on doit calculer la matrice sigma-l/2 nécessaire pour trouver #
 
# des normales corrélées; on va calculer les valeurs et les
 
#vecteurs propres de sigma on construit une matrice diagonale
 
#"val" tel que ses diagonales sont les racines carees des valeurs
 
#propres.
 
result<-eigen(sigma,symmetric=T) val<-diag(sqrt(result$values»
 
vec<-result$vectors
 
sigmaldemi<-round(vec%*%val%*%t(vec) ,2)
 
epsilon<- rep(O,n)
 
# epsilon est un vecteur où on va stoquer les valeurs calculées
 
Z<-rnorm(n)
 
epsilon <-sigmaldemi%*%Z
 
epsilon}
 
################ PROGRAMME PRINCIPAL #################### # 
#on génère le couple(X,Z) de loi normale et de corrélation rho
 
#set.seed(3) U<-normal.bivariee(n,rho) X <- U[l,] Z <- U[2,]
 
compteur<-rep(O,5)
 
# On génère 2000 vecteurs Y de taille "n"
 
# pour garder la trace de la simulation des erreurs epsilon on fixe le germe
 
set.seed(2009) for(k in l:nsimul)
 
{ 
loi<-match.arg(loi) 
if Cloi=="normaldep") epsilon<- multinormale. dep (n) 
else if Cloi=="uniforme") epsilon<- runif (n, -1,1) 
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Y<- betal*X + beta2*Z + epsilon 
# On estime le paramètre inconnu par la méthode du bootstrap 
coef<-matrix(O,nrow=1000,ncol=2)
 
coef[l,]<-coefficients(lm(Y-Z»
 
for (k in 2:1000){
 
s<-sample(n,replace=T)
 
Ys<- Y[s]
 
Zs<- Z[s]
 
coef[k,]<-coefficients(lm(Ys-Zs»
 
}
 
coef.btspl<-mean(coef[,l])
 
coef.btsp2<-mean(coef[,2])
 
# la statistique du test est la corrélation partielle entre Ryx.z 
# on fait la régression linéaire du vecteur Y sur Z 
# et la régression linéaire du vecteur X sur Z 
Ryz<-residuals(lm(Y-Z»
 
Rxz<-residuals(lm(X-Z»
 
R_obs <- (sum(Ryz*Rxz)~2)/(sum(Ryz-2)*sum(Rxz~2»
 
p.ttest<- coefficients(summary(lm(Y - X+Z»)[2,4]
 
coef<-coefficients(lm(Y-Z»
 
# la statistique du test est déterminée par l'utilisateur 
# elle calcule la corrélation entre les deux vecteurs de résidus 
# R_obs est la valeur observée de la statistique du test 
# on définie des vecteurs pour stoker des calculs de la régression 
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stat.freedrnan <- numeric(nperm) 
stat.kennedy <- numeric(nperm) 
stat.manly <- numeric(nperm) 
stat.propose <- numeric(nperm) 
Res.freedrnan<-numeric(n) 
Res.manly<-numeric(n) 
Res.propose<-numeric(n) 
# On estime le paramètre inconnu par la méthode du bootstrap 
# cette boucle calcule la distribution empirique de la statistique 
# du test pour les différentes méthodes 
for (i in (l:nperm» { 
# on permute le vecteur des résidus Ryz et le vecteur Y 
# on calcule la statistique de Kennedy directement 
# on régresse la variable de réponse Y permutée sur Z (Manly) 
s<-sample(n)
 
RYZpi<- Ryz[s]
 
Ypi<- Y[s]
 
stat.kennedy[i] <- (sum(RYZpi*Rxz)~2)/(sum(Rxz~2)*sum(Ryz~2»
 
Res.manly<-residuals(lm(Ypi-Z»
 
stat.manly[i]<- (sum(Res.manly*Rxz)~2)/(sum(Rxz·2)*sum(Res.manly~2»
 
# on utilise les résidus permutés pour construire des nouvelles 
# observations de Ypi 
# on régresse les nouvelles observations Ypi sur Z et on calcule la 
# statistique de freedrnan et la méthode 
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Ys<-coef.btspl +coef.btsp2*Z + RYZpi
 
Res.propose <- residuals(lm(Ys-Z))
 
stat.propose[i]<­

(sum(Res.propose*Rxz)-2)/(sum(Rxz-2)*sum(Res.propose-2»
 
Ypi<- coef[l] + coef[2]*Z + RYZpi
 
Res.freedamn<-residuals(lm(Ypi-Z))
 
stat.freedman[i]<­

(sum(Res.freedamn*Rxz)-2)/(sum(Rxz-2)*sum(Res.freedamn-2))
 
}
 
# on fait le tri des distributions nulle calculées
 
# calcule la puissance pour un test bilatéral
 
null.stat.freedman <- sort(stat.freedman) 
null.stat.kennedy <- sort(stat.kennedy) 
null.stat.manly <- sort (stat.manly) 
null.stat.propose <- sort (stat.propose) 
pvalue.freedman<-(sum(null.stat.freedman>= R_obs)+l)/(nperm+l) 
pvalue.kennedy<-(sum(null.stat.kennedy>= R_obs)+l)/(nperm+l) 
pvalue.manly<-(sum(null.stat.manly >= R_obs)+l)/(nperm+l) 
pvalue.propose<-(sum(null.stat.propose >= R_obs)+l)/(nperm+l) 
# On compte le nombre de fois qu'on rejette l'hypothese nulle 
# on compare la pvalue pour chaque méthode avec le niveau alpha=0.05 
if (pvalue.freedman <= 0.05) compteur[l]<- compteur[l] + 1 
if (pvalue.kennedy <= 0.05) compteur[2]<- compteur[2]+ 1 
if (pvalue.manly <= 0.05) compteur[3]<- compteur[3] + 1 
if (pvalue.propose <= 0.05) compteur[5]<- compteur[5] + 1 
if (p.ttest <= 0.05) compteur[4]<-compteur[4]+ 1 
} 
puissance<-compteur/nsimul puissance } 
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################### TEST DE MANTEL PARTIEL #################### 
partial.mantel<-function(M1,M2,M3) { # les entrées de la fonction 
partial.mantel sont des matrices de distances qu'on suppose 
symétrique avec diagonales nulles 
n<- dim(M1) [lJ
 
nperm<-4999
 
Y<-as.vector(as.dist(M1))
 
X<-as.vector(as.dist(M2))
 
Z<-as.vector(as.dist(M3))
 
# on fait le test usuel d'un coefficient de régression. la 
régression linéaire de la partie inférieure de la matrice Y sur 
les éléments de la partie inférieure des les matrices X et Z 
p.ttest<- coefficients(summary(lm(Y -X+Z)))[2,4J
 
res1<-residuals(lm(Y-Z))
 
res2<-residuals(lm(X-Z))
 
r_carrée<- (sum(resl*res2)-2)/(sum(resl-2)*sum(res2-2))
 
# on stocke les residus de Y sur Z dans la matrice D 
coef<-coefficients(lm(Y-Z)) 
D_yz<-matrix(O,n,n) 
D_yz[row(D_yz»col(D_yz)J<-resl 
D<-D_yz +t(D_yz) 
# on cree des vecteurs pour stocker la distribution de r-2 selon la 
technique de permutation utilisée 
stat.manly<-numeric(nperm) 
stat.kennedy<-numeric(nperm) 
stat.freedman<-numeric(nperm) 
for (i in l:nperm){ 
s<- sample(n)
 
# on permute la matrice dépendante Ml et la matrice des résidus D
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D_pi<- o[s,s]
 
# La méthode de Manly
 
Ml_pi<- as,vector(as,dist(Ml[s,s]»
 
res.manly<- residuals(lm(Ml_pi-Z»
 
stat,manly <- (sum(res.manly*res2)-2)/(sum(res,manly-2)*sum(res2-2»
 
# la méthode de Kennedy
 
res_pi<-as,vector(as,dist(D_pi»
 
stat.kennedy<- (sum(res_pi*res2)-2)/(sum(res_pi-2)*sum(res2-2»
 
# la méthode de Freedman
 
Y,freedman <- coef[l] +coef[2]*Z+ res_pi
 
res,freedman<- residuals(lm(Y,freedman-Z»
 
stat,freedman<- (sum(res,freedman*res2)-2)/(sum(res,freedman-2)*sum(res2-2»
 
}
 
null,stat,freedman <- sort(stat,freedman)
 
null,stat,kennedy <- sort(stat,kennedy)
 
null.stat.manly <- sort (stat,manly)
 
pvalue,freedman<-(sum(null,stat,freedman>= r_carrée)+l)/(nperm+l)
 
pvalue,kennedy<-(sum(null.stat.kennedy>= r_carrée)+l)/(nperm+l)
 
pvalue,manly<-(sum(null,stat.manly >= r_carrée)+l)/(nperm+l)
 
list(r_carrée,pvalue,manly,pvalue.freedman,pvalue,kennedy,p,ttest) 
} 
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