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Many-body forces are sometimes a relevant ingredient in various fields, such as atomic, nuclear
or hadronic physics. Their precise structure is generally difficult to uncover. So, phenomenolog-
ical effective forces are often used in practice. Nevertheless, they are always very heavy to treat
numerically. The envelope theory, also known as the auxiliary field method, is a very efficient tech-
nique to obtain approximate, but reliable, solutions of many-body systems interacting via one- or
two-body forces. It is adapted here to allow the treatment of a special form of many-body forces.
In the most favourable cases, the approximate eigenvalues are analytical lower or upper bounds.
Otherwise, numerical approximation can always be computed. Two examples of many-body forces
are presented, and the critical coupling constants for generic attractive many-body potentials are
computed. Finally, a semiclassical interpretation is given for the generic formula of the eigenvalues.
I. INTRODUCTION
Generally, two-body forces are the only type of interaction considered in many-body quantum systems. But three-
body forces (and more generally many-body forces) are sometimes a crucial ingredient in atomic physics [1], nuclear
physics [2], or hadronic physics [3–6]. Many-body forces have deep theoretical foundations, but their structure can be
very difficult to compute. Effective forms can then be used to take into account at best possible these complicated
many-body contributions. Among the possible structures for a K-body force in a N -body system, one often chosen
for its practical use is given by [1, 4, 5]
N∑
{i1,...,iK}
V
(
r{i1,...,iK}
)
with r2{i1,...,iK} =
{i1,...,iK}∑
i<j
r2ij , (1)
where r2ij = (ri − rj)2 and {i1, . . . , iK} is a set of K particles among the N possible ones, with i1 < . . . < iK . The
sum
∑N
{i1,...,iK}
runs over the CKN different sets {i1, . . . , iK}, while the sum
∑{i1,...,iK}
i<j runs over the C
2
K different
pairs in a particular set {i1, . . . , iK}, where CBA is a usual binomial coefficient. If K = 2, the usual two-body case is
recovered. Even with a simple phenomenological structure, many-body effects in many-body systems are always very
heavy to treat numerically. That is why it is interesting to develop efficient methods to obtain reliable results, even
at the price of approximations.
The envelope theory (ET) [7–9], independently rediscovered under the name of auxiliary field method [10], is
a simple technique to compute approximate solutions, eigenvalues and eigenvectors, of many-body systems with
arbitrary kinematics in D dimensions [11, 12]. The basic idea is to replace the Hamiltonian H under study by an
auxiliary Hamiltonian H˜ which is solvable, the eigenvalues of H˜ being optimised to be as close as possible to those
of H . Quite good approximations can be obtained for various systems containing up to 10 bosons [13]. The accuracy
can be improved, but to the detriment of the possible variational character [14]. The ET can yield interesting results
for systems of N identical particles, whose Hamiltonians are given by [11, 15]
H =
N∑
i=1
T (pi) +
N∑
i=1
U (si) +
N∑
i<j
V (rij) , (2)
with pi = |pi| and si = |ri −R|, where R = 1N
∑N
i=1 ri is the centre of mass position. T is the kinetic energy, and
U and V are potentials (~ = c = 1). As only the internal motion is relevant,
∑N
i=1 pi = 0. The momentum pi and
position ri of the particle i are conjugate variables.
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2The purpose of this work is to generalise ET to treat Hamiltonians with K-body forces of type
H =
N∑
i=1
T (pi) +
N∑
i=1
U (si) +
N∑
{i1,...,iK}
V
(
r{i1,...,iK}
)
. (3)
Let us note that the Hamiltonian can contain several many-body potentials with various values of K. We keep here
only one many-body contribution to lighten the demonstration. The one-body term U is kept, because its treatment
is a little bit different.
In Sec. II, the exact solution for the non-relativistic system of N identical harmonic oscillators with K-body
forces is first given, and the ET treatment, based on this solution, is then developed for general Hamiltonians. Two
analytical examples are presented in Sec. III. Critical coupling constants for generic attractive many-body potentials
are computed in Sec. IV. A semiclassical interpretation is given for the generic formula of the eigenvalues in Sec. V.
Concluding remarks are given in the last section.
II. ENVELOPE THEORY EQUATIONS
Let us first consider the following harmonic oscillator type Hamiltonian
Hho =
1
2µ
N∑
i=1
p2i + ν
N∑
i=1
s2i + ρ
N∑
{i1,...,iK}
r2{i1,...,iK}. (4)
It can be rewritten
Hho =
1
2µ
N∑
i=1
p2i + ν
N∑
i=1
s2i + ρC
K−2
N−2
N∑
i<j
r2ij . (5)
The parts proportional to ρ are identical in (4) and (5) since
CKN C
2
K = C
K−2
N−2 C
2
N . (6)
An eigenvalue Eho of Hho is given by [10]
Eho = Q
√
2
µ
(
ν +N CK−2N−2 ρ
)
with Q =
N−1∑
i=1
(
2ni + li +
D
2
)
. (7)
In order to find the eigensolutions of Hamiltonian (3), the auxiliary Hamiltonian H˜ is built
H˜ =
N∑
i=1
[
p2i
2µi
+ T (G(µi)) − G
2(µi)
2µi
] } N∑
i=1
T˜i(pi)
+
N∑
i=1
[
νis
2
i + U(I(νi))− νiI2(νi)
] } N∑
i=1
U˜i(si)
+
N∑
{}
[
ρ{}r
2
{} + V (J(ρ{}))− ρ{}J2(ρ{})
] 

N∑
{}
V˜{}(r{}), (8)
where the symbol {} stands for {i1, ..., iK}. Quantities µi, νi and ρ{} are just c-numbers. The auxiliary functions G,
I and J are such that
G(x) = F−1(x), F (x) =
x
T ′(x)
, (9)
I(x) = K−1(x), K(x) =
U ′(x)
2 x
, (10)
J(x) = L−1(x), L(x) =
V ′(x)
2 x
. (11)
3They are assumed to be invertible for x > 0. The principle of the method is to search for the set of parameters
α0 = {µi,0; νi,0; ρ{},0} which extremises the energy E of a particular eigenstate |α0〉 of H˜0, which is H˜ evaluated in
α0 (the quantum numbers are not indicated to lighten the notations)
∂E
∂µi
∣∣∣∣
α0
=
∂E
∂νi
∣∣∣∣
α0
=
∂E
∂ρ{}
∣∣∣∣
α0
= 0. (12)
The procedure is detailed in [10], but the main steps are given here. Using the notation 〈·〉α0 = 〈α0| · |α0〉, the
Hellmann-Feynman theorem applied to the parameter µi, for instance, implies
0 =
∂E
∂µi
∣∣∣∣
α0
=
〈
∂H˜0
∂µi,0
〉
α0
(13)
=
〈
G2(µi,0)− p2i
2µ2i,0
+G′(µi,0)
[
T ′(G(µi,0))− G(µi,0)
µi,0
]〉
α0
=
〈
G2(µi,0)− p2i
2µ2i,0
〉
α0
, (14)
thanks to (9). Similar calculations finally yield 〈p2i 〉α0 = G2(µi,0), 〈s2i 〉α0 = I2(νi,0) and 〈r2{}〉α0 = J2(ρ{},0). As all
particles are identical, an eigenstate must be completely (anti)symmetrised. This implies that µi,0 = µ0, νi,0 = ν0
and ρ{},0 = ρ0 for all particle numbers [10]. So α0 stands now simply for {µ0, ν0, ρ0}. It is then quite natural to define
p20 = G
2(µ0) and r
2
0/N
2 = I2(ν0) [11]. The value of J
2(ρ{},0) must now be computed. It is a matter of combinatorial
analysis to show that
r20
N2
= 〈s2i 〉α0 =
C2N
N2
〈r2ij〉α0 . (15)
This is true ∀ i, j because of the symmetry of the wave-function. Due to (1), 〈r2{}〉α0 =
∑{}
i<j〈r2ij〉α0 , so
J2(ρ{},0) = 〈r2{}〉α0 = C2K〈r2ij〉α0 =
C2K
C2N
r20 . (16)
Using these results, an eigenvalue E of H˜ can be written as a function of p0 and r0
E = 〈H˜0〉α0 = NT (p0) +NU
(r0
N
)
+ CKN V
(√
C2K
C2N
r0
)
. (17)
The Hamiltonian H˜0 can also be written H˜0 = Hho,0 +B(µ0, ν0, ρ0) with
Hho,0 =
1
2µ0
N∑
i=1
p2i + ν0
N∑
i=1
s2i + ρ0
N∑
{}
r2{}, (18)
and where B(µ0, ν0, ρ0) is a c-number which can be deduced from (8). Applied to the Hamiltonian H˜0, the generalized
virial theorem [16] gives
1
µ0
N∑
i=1
〈p2i 〉α0 = 2ν0
N∑
i=1
〈s2i 〉α0 + 2ρ0
N∑
{}
〈r2{}〉α0 , (19)
that is to say
N
µ0
p20 = 2Nν0
r20
N2
+ 2CKN ρ0
C2K
C2N
r20 . (20)
Definitions (9)-(11) yielding µ0 = F (p0), ν0 = K(r0/N) and ρ0 = L(
√
C2K/C
2
Nr0), (20) finally reduces to
Np0T
′ (p0) = r0U
′
(r0
N
)
+ CKN
√
C2K
C2N
r0V
′
(√
C2K
C2N
r0
)
. (21)
4Thanks to (7), a mean value 〈Hho,0〉α0 can be written
〈Hho,0〉α0 = N
p20
2µ0
+
(ν0
N
+ CK−2N−2ρ0
)
r20 = Q
√
2
µ0
(
ν0 +N C
K−2
N−2 ρ0
)
. (22)
With some algebra, (20) and (22) implies that p0 r0 = Q. Finally, the set of equations giving an approximate energy
of Hamiltonian (3) is given by
E = N T (p0) +N U
(r0
N
)
+ CKN V
(√
C2K
C2N
r0
)
, (23)
p0 =
Q
r0
, (24)
N p0 T
′ (p0) = r0 U
′
(r0
N
)
+ CKN
√
C2K
C2N
r0 V
′
(√
C2K
C2N
r0
)
. (25)
The particular state considered is fixed by the value of Q. If K = 2, the equations in [11] are recovered. Let us note
that (25) is also obtained by setting dE/dr0 = 0 with the constraint (24), which shows the extremum character of E.
As expected, the exact solution (7) is recovered for T (x), U(x) and V (x) proportional to x2.
Following (8) and (10), and the fact that I(ν0) = r0/N , U˜ from H˜0 can be written (the index i is no longer relevant)
U˜0(x) = U
(r0
N
)
+
N
2 r0
U ′
(r0
N
)(
x2 − r
2
0
N2
)
. (26)
It is easy to see that U˜0(r0/N) = U(r0/N) and U˜
′
0(r0/N) = U
′(r0/N). So functions U˜0 and U are tangent in r0/N .
This is actually the property on which relies the development of the ET [7, 8]. With similar calculations, one can see
that functions T˜0 and T are tangent in p0, and that functions V˜0 and V are tangent in
√
C2K/C
2
Nr0. If, for instance,
the system is such that T˜0 ≥ T , U˜0 ≥ U and V˜0 ≥ V for all values of their arguments, than the comparison theorem
[17] implies that E is an upper bound of the exact eigenvalue. A procedure to verify if such a situation happens is to
define three functions bT , bU and bV such that
T (x) = bT (x
2), U(x) = bU (x
2) and V (x) = bV (x
2). (27)
This procedure relies on the fact that ET functions are tangent to genuine functions. It can be shown that, if b′′T (x),
b′′U (x) and b
′′
V (x) are all concave functions, E is an upper bound [8]. Conversely, if all these second derivatives are
convex functions, E is a lower bound. If the second derivative is vanishing for one or two of these functions, the
variational character is solely ruled by the convexity of the other(s). In the other cases, the variational character of
the solution cannot be guaranteed.
III. EXAMPLES
In the following, the generic kinetic energy is considered
T (p) = Dα p
α, (28)
with Dα > 0 and α > 0, in order that T be positive and growing with the modulus of the momentum p. Such an
operator is, for instance, used in the framework of the fractional quantum mechanics [18, 19]. This form encompasses
the non-relativistic case (Dα = 1/(2m) and α = 2) and the ultra-relativistic case (Dα = 1 and α = 1). In this last
case, T is a phenomenological operator since Hamiltonian (3) is not covariant. Moreover, Hamiltonian (3) can be the
mass operator only with appropriate potentials. For instance, it is known that massless particles cannot be bound
with an attractive potential vanishing at infinity. With α ≤ 2, an upper bound can be obtained for the energy with
appropriate potentials.
A. Power-law potentials
A first interaction which allows analytical bounds is the the power-law potential
V (r) = a sgn(b)xb with a > 0. (29)
5With the kinetic energy (28), (24) and (25) implies that
r0 =
[
αN DαQ
α
CKN a |b|
(
C2N
C2K
)b/2]1/(b+α)
. (30)
After some simple algebra, the approximate energy is given by
E = sgn(b) (b+ α)
[(
N Dα
|b|
)b(
aCKN
α
)α(
C2K
C2N
)α b/2
Qα b
]1/(b+α)
. (31)
The sign of E must be given by the sign of b, so the constraint b > −α appears. With α = b = 2, the exact solution
is found. For K = α = 2 and b = −1, this result coincides with the one in [13], where the numerical accuracy has
been tested. For K = 2 and Dα = α = 1, it coincides with a calculation in [10]. An upper bound is obtained if α ≤ 2
and b ≤ 2.
B. Exponential potentials
Another interaction which allows analytical bounds is the general exponential potential
V (r) = −a exp (−b rγ) with a, b, γ > 0. (32)
With the kinetic energy (28), (24) and (25) implies that
αDα
a b γ
N
CKN
(
C2N
C2K
)γ/2
Qα = rα+γ0 e
−b
(√
C2
K
/C2
N
r0
)γ
. (33)
The solution of this equation is given by the multivalued Lambert W function [20]. After some algebra, the approxi-
mate energy is given by
E = −aCKN exp
(
α+ γ
γ
W0(δ)
)[
α+ γ
α
W0(δ) + 1
]
,
with δ = − γ
α+ γ
(
α bα/γDα
a γ
N
CKN
(
C2K
C2N
)α/2
Qα
)γ/(α+γ)
. (34)
Bound states, that is to say negative energy solutions, can only be obtained with the branchW0. For K = α = γ = 2,
this result coincides with the one in [13], where the numerical accuracy has been tested. The fact that E < 0 and
that −1/e ≤ δ < 0 puts constraints on the global quantum number Q. For too high values of the quantum numbers
{ni, li}, no bound state exists. An upper bound is obtained if α ≤ 2 and γ ≤ 2.
IV. CRITICAL COUPLING CONSTANTS
For some potentials, as the exponential one, only a finite number of bound states exist. Such an interaction can be
written under the form
V (r) = −g v(r), (35)
where g is a positive quantity with the dimension of an energy and v(x) a “globally positive” dimensionless function
vanishing at infinity. The critical coupling constant gc({q}), where {q} stands for a set of quantum numbers, is such
that the potential admits a bound state with the quantum numbers {q} if g > gc({q}). A critical coupling constant
can be determined with the system (23)-(25) by setting E = 0 and searching for the conditions on g.
For a N -body system with the kinetic part (28) and a K-body interaction of the form (35), the critical constant
gc, for a quantum state characterised by the global quantum number Q, is given by
gc =
1
xα0 v(x0)
N
CKN
(
C2K
C2N
)α/2
DαQ
α,
0 = x0 v
′(x0) + αv(x0). (36)
6gc is an upper (lower) bound of the genuine constant if the ET energy is an upper (lower) bound of the genuine energy.
The variable x0 depends only on the form of the function v(x) and on the power α. For K = α = 2, (36) coincides
with the formula given in [11], which is in agreement with the results obtained in [21]. The critical constant for a
one-body interaction is also given in [11].
V. SEMICLASSICAL INTERPRETATION
Though the ET is a full-quantum calculation, a semiclassical interpretation of the main equations is possible. This
is given in [11] for the cases of one-body and two-body interactions. Independently of the value of D, equations (23)-
(24) describe a system of N particles, each with a momentum p0, located at the vertices of a regular simplex in N − 1
dimensions, whose circumscribed sphere has a radius r0/N . The distance e between two particles is a constant which
is the length of the edge of the simplex, with e = r0/
√
C2N [22]. So, the quantum mechanics with the symmetrisation
procedure predict a geometry for the system which is not possible to achieve in a (semi)classical way in our world
when N > 3.
Is this interpretation still relevant for K-body interactions? With the definition (1) of the arguments of the K-body
potential, it can be expected that r2{ } = C
2
K e
2 in the simplex. That is to say r{ } =
√
C2K/C
2
N r0, which is exactly
the argument of V in (23).
The force Fi,{ } acting on the particle i from a particular set of particles { } is given by
Fi,{ } = −∇riV
(
r{ }
)
= −V ′ (r{ })∇rir{ } = −V ′ (r{ })
∑
j 6=i (ri − rj)
r{ }
(37)
if i ∈ { }, and zero otherwise. In the simplex, due to the symmetry of the shape, only the radial force can contribute.
The projection of ri − rj on this direction nˆ (outward) gives [11]
(ri − rj) · nˆ = −e cosα with cosα = N
2
√
C2N
, (38)
for all pairs of particles. If the force is not vanishing, given the constant values of r{ } and e,
Fi,{ } · nˆ = V ′
(√
C2K
C2N
r0
)√
C2N
C2K
1
r0
(K − 1) r0√
C2N
N
2
√
C2N
(39)
in the simplex. It is a matter of combinatorial analysis to show that the number i is present in CK−1N−1 = C
K
N K/N
sets { }. So, the total radial force acting on a particle i is
CK−1N−1 Fi,{ } · nˆ = CKN
√
C2K
C2N
V ′
(√
C2K
C2N
r0
)
. (40)
Once multiplied by r0 (coming from the kinetic part [11]), this gives exactly the K-body contribution in (25). So, the
semiclassical interpretation developed for one-body and two-body forces is also relevant to K-body forces.
VI. CONCLUDING REMARKS
The envelope theory is a very simple method to solve eigenvalue quantum equations for N identical particles in D
dimensions [11], with a reasonable accuracy [13]. It is shown here that the treated potentials can include a special
type of many-body forces where the radial variable is a sum of squares of relative two-body distance. In the most
favourable cases, analytical bounds of the energy can be obtained, like the two examples studied above. The method
can also yield information about the critical coupling constant for attractive wells with a finite number of bound
states. At last, a semiclassical interpretation of the method can be done in which the system behaves like a set of
particles lying at the vertices of a regular simplex.
A drawback of the envelope theory is the strong degeneracy inherent to this method. For one-body and two-body
interactions, it is possible to correct this by combining the method with the dominantly orbital state method [14].
This can lead to improvements of the energies, but the price to pay is the lost of the possible variational character of
the eigenvalues. It could be interesting to test if the mixing of these methods is still possible for many-body forces. It
7could also be interesting to extend the method to systems with two, or more, different types of particles. Applications
of this method are potentially numerous in various domains of physics.
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