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A random walk on a graph is defined in which a particle moves from one vertex to any 
adjoining vertex, each with equal probability. The expected number of steps to get from one 
point to another is considered. It is shown that the maximum expectation for a graph with N 
vertices is O(N3). It is also shown that for all graphs whose maximal valence is bounded by a 
constant K the maximum expectation is O(N2). 
In the study of efficiency of chemical reactions, random walks on lattices with 
defects have been studied. In studying such walks, one needs to consider the 
geometry of the defective lattice: in what ways does it act like the original attice 
and in what ways does it act like an arbitrary graph.'? In this paper, we consider 
what can be concluded from assuming only that a walk is on a graph. In 
particular, we ask how large the expected number of steps between two sites of a 
connected graph with N vertices can be (as a function of N). The main result is 
that the expected number of steps can grow like O(N a) if we allow sites to have 
arbitrarily large valences, but can grow no faster than O(N 2) if the maximal 
valence is bounded. 
Let G be a finite simple graph, i.e., a finite set of vertices G and a set of 
unordered pairs of elements of G, E(G), called the edges of G, such that 
(x, x) ~ E(G) for each x. We are interested in simple random walk on G. From 
each site (vertex) of G, a particle chooses a new site, giving equal probabilities to 
all vertices which are connected to it by an edge. If no edges touch a given vertex, 
a particle at that vertex stays at rest. 
If we let v(x; G) = v(x) denote the valence ofx in G, i.e., the number of edges 
of G with x as an endpoint, we can write the transition function zr(x, y) for this 
random walk: 
1, v(x) = 0, 
• r(x, x) = O, v(x) >- 1, 
and ifx #y ,  
0, (x, y) q~ E(G), 
g(x, y) = l/v(x) (x, y) e E(G). 
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Since this is a Markov chain (see [1], e.g. for facts about Markov chains used in 
this paper) on a finite state space G, there exists an invariant probability measure 
on G, i.e., a non-negative function tp on G satisfying 
~(x)= 1 
xEG 
and for every x e G, 
x) = ,(x). (1) 
y~G 




satisfies (1), where [.] denotes cardinality, q~ is the unique invariant probability 
measure if and only if the Markov chain is irreducible if and only if G is a 
connected graph. 
We will use S(n) to denote simple random walk on G defined on a probability 
space (£2, P), and Px and E,, will denote probabilities and expectations assuming 
s(0)=x. 
Now assume that G is connected. Then for any x, y ~ G, 
P,,{S(j)=y for some j>O} = 1. 
We can therefore define the random variable 
r y = inf{j: S(j) = y} 
(where S(O)= x) and 
e(x, y; G)= Ex(rY). 
By Markov chain theory, e(x, y, G) < ~ for every finite connected graph G. We 
will investigate how fast e(x,y; G) can grow as we increase the number of 
vertices of G. In order to compute e(x, y; G) we define the following functions 
for x, y, z e G" 
p(x, y; G) = P~ {3j > 0 with S(j) = y, S(i) ~ x, 1 <~ i < j} 
p(x, z, y; G) = Px {3j >I 0 with S(j) = z, S(i) ¢ y, 0 <<- i < j} 
R(x, y; G) = E~Lj=0 6x(S 
= expected number of visits to x before the first visit to y. 
Note that p(x, x; G) = 1, p(x, y, y; G) = 1, R(x, x; G) = 1. Standard renewal 
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arguments for Markov chains give 
R(x, y; G)= [p(x, y; G)] -1. (2) 
Also 
e(x, y; G) = Ex(• y) 
= ~ p(x, z, y; G)R(z, y; G) -  1 
z~G 
= ~ p(x, z, y; G) 
z,C p(z,y;  G) - 1. (3) 
We will consider two examples; we will suppress the graph G in the notation 
below. 
Example 1. G = {xl, .  • •, XN}, (Xi, Xi+O ~ E(G), 1 <~ i < N. Note first that 
p(XN_I, XN)=½ (4) 
and for 1 < i < N, 
p(x,, xN) = ½p(x,+~, xN, x3. (5) 
But, 
p(Xi+l ' XN" Xi ) _.. p(Xi+l " XN ) .~ [1 - -p(Xi+l  ' XN)lp(Xi+a ' XN ' Xi ) 
(here, ½--p(Xi+l, XN) represents the probability that the first step from xi+l is to 
x~÷2 and that the walk returns to xi÷~ before hitting XN). Solving we get 
p(xi+ l, x,,,) 
p(xi+l, Xl,,, x,) = 1 
+ p(xi+l, XN) 
Combining this with (4) and (5), we get, for 1 < i < n, 
1 1 
p (xi, XN) -- 2 N - i" 
Clearly, p(xl, XN) =p(x2, XN, Xt) = 1/(N - 1). Also, p(xl, xi, XN) = 1 for 1 ~<i~ < 
N. Therefore by (3), 
N 
e(x1, XN) = E p(X1, Xi, XN) _ 1 
i=1  p(x i ,  XN) 
N-1 
=(N-I)+ ~ 2(N-i) 
i=2 
= N 2 - 2N + 1. 
(This example is simple random walk on {1 , . . . ,  N} with reflecting boundaries 
and is closely related to the 'gambler's ruin' problem.) 
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Example 2. 
G={Xl , . . . ,XN,  y l , . . . , yN} (x~,xi) eE(G) (l<~i</<~N) 
(XN, y,) • E(G) 
(yi, Yi+l)•E(a) (1 ~<i <N).  
The following can be checked easily: 
p(xa, yi, yN)= l ( l< i~<U)  
1 
p(XN, YN) = ~P(Yl, YN, XN). 
by an argument similar to that in Example 1, 
1 
P(Yl, YN, XN) = ~/, (6) 
and hence p(XN, YN) = 1/N2. By Example 1 again, for 1 ~< i < N, 
1 1 
P(Y,, YN) -- 2 N _ i . 
For 1 <~ i < N, 
1 
p(XN, yN, Xi)=~I {P(Yx, yN, XN) + (1 -  P(Yl, yN, XN))p(XN, yN, Xi)} 
N 
2p(xp XN, xi)p(XN, YN, Xi), 
-~ N 
where ] < N, ] ~ i. By symmetry, p(xp XN, X~) = ½. Solving, using (6), we get 
p(XN, YN, X~) = 2/(N 2 + 2). For 1 < i < N, 
1 
p(xl, yN, Xi) = p(x1,  XN, Xi)p(XN, \ yN'Xi)=N2 + 2" 
For i < N, 
1 N-2  
pfxi' XN) = N-  1 + N -lP(XP XN, Xi), 
where j ~: i, N. Again, p(xp XN, Xi) = ½, hence p(x, XN) = ½N/(N- 1) and 
p(x,, yN) = p(x,, x,,)p(xN, yN, x,) 
N 2 N 
=2(N-  1)N 2 + 2 - (N-  1)(N 2 + 2/" 
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Therefore, 
e(xl, YN)= ~ p(xl, Z, YN)_ 1 
z~6 p(z, YN) 
_ 1 2)P(XI' Xj, YN) p(x~, XN, YN) 
p(xl, YN) + (N-  -~ , .  y~ + p(XN, YN) 
N 
+ E p(xl, Yi, YN)_ 1 
i=1 P(Yi, YN) 
(N -  1) (N  2 + 2) ( 1 ) (N -  1)(N 2 + 2) 
= ~- + (N - E)_ 1 N2 + 2. 
N 
+N 2+ ~ 2(N- i )  
i=1  
= N 3 + O(N2). 
By Example 2, we see that e(x, y; G) can be of order N 3, in fact, in this 
example the average value of e(x, YN; G) over all x e G is of order N 3. What we 
will show is that this is the largest it can be. The key result is: 
Theorem 1. Let g be a connected graph with N vertices. Then for every x, y ~ G 
1 
v(x; G)p(x, y; G)~N---~" 
Note that by Example 1, this estimate is best possible• We can conclude from 
this theorem: 
Theorem 2. Let G be a connected graph with N vertices• Then for every x, y ~ G, 
1 
(i) p(x, y; G) (N - 1) 2, 
(ii) e(x, y; G)<<-N(N- 1) 2. 
Part (i) follows from the fact that v(x; G)~< N-  1. Part (ii) then follows from 
(3). We suspect that we do not have optimal constants in Theorem 
2. Example 2 shows, however, that e(x, y; G) can grow as fast as i8N3. 
Sometimes we know that v(x; G) <- K for all x ~ G and some K (for example, 
if G is a subgraph of the integer lattice zd). We then have 
Theorem 3. Let G be a connected graph with N vertices, satisfying v(x; G)~K 
for each x ~ G. Then for every x, y ~ G, 
1 
(i) p(x, y; G)>~ K(N-  1)' 
(ii) e(x, y; G) <~ KN(N - 1). 
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That is, in the case of bounded valence, e(x, y; G) can only grow as fast as KN 2. 
To prove Theorem 1 we will need the following lemma about Markov chains. 
Lemma 4. Let S be an ergodic Markov chain on a finite state space G; x, y • G; 
p(x, y)= Px{3j, S(j) =y, S(i) ¢ x, 1 <-i <j}. 
Then 
pO', x )_  q'(x) 
p(x, y) dp(y)" 
In our context, since ~(x)/dp(y)= v(x)/v(y) we get: 
Lemma 5. If g is a graph, x, y e G, then 
v(x; G)p(x, y; G) = v(y; G)p(y, x; G). 
We have not assumed that G is connected in the hypotheses of Lemma 5; 
however unless x and y are in the same connected component of G, the result is 
trivial. 
We now proceed to prove Theorem 1 by induction on the number of vertices of 
G. If G has only two vertices, the result is immediate. Suppose the result holds 
for all connected graphs O with fewer than N vertices and let x, y e G, where G 
has N vertices (N >13). We may assume (x, y) ~ E(G), for otherwise, 
v(x; G)p(x, y; G)>~ v(x; G):r(x, y)= 1. 
Case 1. v(x; G) = 1 i.e., there exists z e G with (x, z) e E(G) but (x, w) ~ E(G) 
for w :]: z. Let (31 denote the (connected) graph with N-  1 vertices gotten by 
deleting x from G. By the inductive hypothesis, 
1 
v(z; Ga)p(z, y; Gx)~> N----~- 2" 
But, 
p(x, y; G) =p(z, y, x; G) 
v(z; GO 
p(z, y,x; G) -v (z ,  G,)+ 1 {p(z, y; V l )+[1-p(z ,  y; G1)lP(z, y,x; G,)}. 
Solving, we get 
1)(Z; G1)p(z, y; G1) 
p(z,  y, x; G) = 
1 + v(z; G1)p(z, y; el) 
1 
N-2  1 
1 N- l "  
1 + ~  
N-2  
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Case 2. Removal of x separates the graph, i.e., G = G1 U 62 with G1 A G2 = {x} 
and for z leG l \{x} ,  z2eG2\{x},  (zl, z2)~E(G). We may suppose yeG1.  By 
the inductive hypothesis 
1 1 
v(x; al)p(x, y; G1) >i 1611-1 ~>N- 1 " 
But, 
p(x, y; G)= i p(x, y; G~). 
i,x ; t., ) 
Hence 
v(x; C)p(x, y; c)  = v(x; C, Op(x, y; el). 
Now suppose G, x, y do not fall into Case 1 or Case 2. Then v(x; G) > 1, and 
there exists (x, z) e E(G) such that the graph H gotten by deleting the edge (x, z) 
from G is still connected. We will show that 
v(x; H)p(x, y; H) <~ v(x; G)p(x, y; G). (7) 
We could then continue this process until the graph H fell into Case 1 or Case 2, 
and we would have the general result. 
By Lemma 5, to show (7) it is sufficient o show 
v(y, n)p(y,  x; H) ~ v(y; G)p(y, x; G), 
but since v(y; H) = v(y; G), this is equivalent to 
p(y, x; H) p(y, x; G). (8) 
Let 
fix = Pr {:::lj, S(j) = x, S(i) ~ y, z, 1 <~ i < j}, 
#z= Py{3j, S(j)= z, S(i) # y, x, l <~i <j}. 
Note that it does not matter in the above definitions whether we take the random 
walk on G or on H. Then 
p(y, x; H) = #x + #z(p(z, x, y; H) (9) 
p(y, x; G) = fix + flzp(z, x, y; G). (10) 
Now let S denote the walk on H and let 
)'x = Pz {=lj, S(j) = x, S(i) ~ y, z, 1 <- i < j}, 
)'r = Pz {=1], S(j) = y, S(i) ~ x, z, 1 <~ i < j}, 
Yz = Pz {:::ij >I 1, S(j) = z, S(i) ~ x, y, 1 <~i < j}. 
Note that yx + yy + ~'z = 1. Then 
p(z, x, y; H) = ~,~ + )'zp(z, x, y; H) 
or 
p(z, x, y; H) = )'~ Yx + Yr" 
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Also, 
1 v(z; G) - 1 
p(z, x, y; G) = + {Yx + yzp(z, x, y; G)}, 
v(z ;G)  v (z ;G)  
which gives 
1 + (v(z; G) - 1)yx 
p(z, x, y; G) = 
1 + (v(z; G) - 1)(y/+ Yr) 
Yx 
Yx+Yr 
= p(z, x, y; H). 
Combining this with (9) and (10), we get (8). 
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