In a comment on the paper by Krol et al. [1998],Prinnand surements to the modeled OH change between preindustrial Huang [this issue] compare the estimates of the linear OH trends from the Atmospheric Lifetime Experiment/Global Atmospheric Gases Experiment/Advanced Global Atmospheric Gases Experiment (ALE/GAGE/AGAGE) methylchloroform data using a recursive weighted least squares (Kalman) filter described by Prinn et al. [1995] with the OH trend obtained using the ensemble method by Krol et al. [1998]. We refer to these two papers as K98 and P95 hereafter. The comment interprets the difference between the times and modern times.
First Reply
We will show in this first reply that our results (1) are not Prinn and Huang [this issue] also note that we augmented a 5% error to the standard deviation to account for uncertainties in the absolute calibration of the CHaCCla measurements. They correctly argue that these calibration errors are systematic in nature and should not be treated as random errors. However, the two-dimensional (2-D) model used by biased by the treatment of the observations, and (2) are not Prinn and Huang is tuned with observations of chlorofluorosensitive to the different emission scenarios used by Prinn carbons to reduce errors due to inaccurate large-scale model and Huang. We will show that the differences are caused by transport [Prinn et al., 1995] . In contrast, our model has differences in the estimation methods that are used by K98 not been tuned toward such observations at the ALE/GAGE and P95, respectively. It is quite important to differentiate stations. Errors arise because the models are not able to between a zero trend and a positive trend in OH. In their simulate interannual variability. Also, the description of comment, Prinn and Huang [this issue] compare the trend other transport processes (such as the exchange between the estimates of different models. Models generally calculate a boundary layer and the free troposphere and the strength of negative trend when simulations of preindustrial times are the convection) may introduce errors. Since the nature of compared to simulations of the modem atmosphere. Only these model errors in unknown, we argue that the addition Table 2 ) are unrealistically high. Moreover, they claim that the optimization of the AMCF parameter is ill-conditioned. We will show here that our method is misrepresented by Prinn and Huang and that our optimization is not ill-conditioned. 
Should We Optimize the

How Can the Pre-1978 Emissions Be Optimized?
Optimizing all annual emission figures prior to 1978 would clearly lead to an underdetermined system. One way to proceed would be the optimization of a factor that is multiplied with the pre-1978 emissions. In that case we would still require an initial condition. A method that is approximately equivalent to the optimization of the emissions is the optimization of the atmospheric burden at a specific time before the start of the measurements. We selected 1975, almost one CH3 CC13 turnover time before the start of the measurements in July 1978. Table 5 of K98) amount to 1.111 (Oregon) and 1.008 (Tasmania). Thus the factor 14 reduces to much smaller proportions. Nevertheless, the more than 10% difference in the optimized AMCF values is rather large and has not been discussed in detail by K98. As men- These rather large covariances do not imply that the system is ill-conditioned. A system is ill-conditioned if the inverse of the covariance matrix cannot be calculated. A covariance of +1 between two parameters produces such an ill-conditioned matrix and implies that many combinations of the two parameters produce the same value of the cost function. In the work of K98 (Figure 6) we showed that the three parameters have a distinctly different effect on the modeled CH3CC13 concentrations and that our optimization is therefore not ill-conditioned.
Is the
The existence of the inverse covariance matrix emphasizes the validity of that statement. 
Are the
Third Reply
Conclusion
The differences between P95 and K98 are not caused by different data treatment or emission scenarios, but are mainly due to a different optimization method. We consistently deduce the same OH trend for all emission scenarios, mainly because we allow the system to optimize the initial CHaCC13 concentration. Moreover, we showed that optimization of the initial CHaCC13 concentration is equivalent to the optimization of the estimated pre-1978 emissions. For both methods the inferred trend and OH level are independent of the emissions and OH levels prior to 1978. All arguments raised against our optimization strategy are therefore invalid. We thus infer a trend that ranges between 0.35 and 0.58% yr -•, depending on the absolute calibration (-+-5%). 
