Abstract: We look into nonparametric regression with repeated measurements collected on a fine grid. An asymptotic normality result is obtained in a function space equipped with the supremum norm. This result can be used to build simultaneous confidence bands (SCB) for statistical exploration, estimation and inference. Two applications are proposed: one is a SCB procedure for the regression function and the other is a goodness-of-fit test for linear regression models. The first one improves upon other available methods in terms of accuracy while the second can detect local departures from a parametric shape, as opposed to the usual goodness-of-fit tests which only track global departures. A numerical study is also provided.
Introduction
In function estimation problems, simultaneous confidence bands [SCB] provide a unified set of graphical and analytical tools to harness tasks such as data exploration, model specification or validation, assessment of variability in estimation, prediction, and inference.
In the usual setting where a single, discrete observation of the target function is available with independent measurement errors, the construction of SCB has been extensively studied. For instance in the context of nonparametric regression on which we focus in this paper, Härdle (1989) , Eubank and Speckman (1993) , and Wang and Yang (2009) have used strong invariance principles to build SCB in fixed and random designs. Another way to derive SCB appeals to the celebrated "tube formulas" which turn the calculation of simultaneous coverage probabilities into the simpler geometric computation of tubes' volumes. This technique has been applied to simultaneous prediction bands and significance tests for projection pursuit regression in Johansen and Johnstone (1990), and to bias-corrected confidence regions with linear multivariate estimators in Sun and Loader (1994) . Other SCB procedures rely on bootstrapping (e.g. Neumann and Polzehl (1998) ) or on simultaneous confidence intervals [SCI] followed by interpolation arguments (e.g. Hall and Titterington (1988) ). We also point to Baraud (2004) for the computation of SCI on an increasing (fixed) design, and to Deheuvels and Mason (2004) for SCB with asymptotic coverage 100%.
In the case of dependent errors, the construction of confidence regions proves more difficult and has received less attention in the literature. Robinson (1997) gives a SCI procedure for a kernel estimator under assumptions that cover short-range, longrange and negative dependence. In the context of time series regression, Wu and Zhao (2007) have built SCB for the trend and proposed a test for the existence of structural breaks. For random designs, SCB for the mean regression and conditional variance functions can be found in Zhao and Wu (2008) .
Dealing with repeated measurements, an important setup is that of functional data for which the response variable is recorded on a dense, balanced grid. In this framework where both the numbers of sampled curves (or statistical units), say n, and of design points, say p, may vary, Degras (2008) has shown that for all linear estimators, the asymptotic variance is of order n −1 . In the same paper SCI are derived and compared to Bonferroni-and Scheffé-type intervals. Degras (2009) builds SCB for the regression function by coupling a functional central limit theorem [CLT] with a limit result for the supremum of a Gaussian process.
The present work aims at providing a functional asymptotic normality result that can serve as a building block for exploration, estimation, and inference in nonparametric regression with repeated measurements data. We apply this result to the band estimation of the regression function and to a goodness-of-fit test for curvilinear regression models. To the best of our knowledge, these tasks have not yet been addressed in the functional data setup. The band estimation procedure corrects the shortcomings of Degras (2009) by fully accounting for the covariance structure of the data-generating process. The goodness-of-fit test relies on a SCB for the difference between the regression function and its orthogonal projection onto the null space. Being based on a supremum norm, it can detect local departures from a parametric shape as opposed to other tests based on residual sums of squares or L 2 norms which only track global departures.
The paper is organized as follows. Section 2 presents the regression model and estimator under study. Section 3 provides the main result of asymptotic normality in a function space equipped with the L ∞ norm. The SCB procedure and goodnessof-fit test are introduced in Section 4 and studied numerically in Section 5, along with a bootstrap band procedure and the Pseudo-Likelihood Ratio Test of Azzalini and Bowman (1993) . Concluding remarks are offered in Section 6. The proof of the main result is deferred to the Appendix.
Model and local linear estimator
Let (x j , y ij ), i = 1, . . . , n, j = 1, . . . , p be a collection of repeated measurements on a random sample of n experimental units, where y ij stands for the observed response on the ith unit at the value x j of a variable x ∈ R d . It is assumed that x may vary in a compact subset of R d , say [0, 1] d without loss of generality, and that the x j are fixed. Consider the regression model
where µ is an unknown smooth function, the Z i are independent copies of a random process Z = {Z(x) : x ∈ [0, 1] d } with mean zero and covariance function R, and the ε ij are random errors having mean zero. A triangular array structure is assumed for the data as n varies (in particular p = p(n) and x j = x j (n, p)). The regression function µ may be viewed as a population mean response while the Z i represent individual departures from µ. In this paper we restrict our attention to the case d ∈ {1, 2} for notational simplicity but our results readily extend to higher dimensions. We need the following assumptions for our asymptotic study.
(A.1) The function µ has bounded (partial) derivatives on [0, 1] d up to order 2.
(A.2) With probability one, it holds that
d , where M is a random variable (r.v.) of finite variance, β > 0 is a constant, and · is a norm on [0, 1] d .
(A.
3) The x j form a regular grid generated by a density function f (t 1 , . . . , 
, and α 1 , . . . , α d ∈ [0, 1] are constants. In particular
(A.5) The random vectors (ε i1 , . . . , ε ip ) , i = 1, . . . , n are mutually independent, independent of the Z i , and have the same normal distribution N p (0, V).
The eigenvalues of the covariance matrix V are uniformly bounded in n, p.
Note that assumptions (A.1)-(A.5) are tailored for the functional data framework wherein typically, the design points are balanced and taken on a regular grid, the observed random processes are smooth, and the design size p is quite large relative to the sample size n so as to accommodate (A.4). We recall here the definition of the local linear estimator (e.g. Fan (1992) ). Let us denote by ·, · d the euclidean scalar product in R d and use arithmetic symbols in a componentwise sense. Let K be a kernel function on R d , which for simplicity we take as a Lipschitz-continuous density function with compact support such that
d and a d-vector of bandwidths h, the local linear estimator µ(x) is defined as β 0 , where
with y j = n −1 n i=1 y ij . This estimator can be expressed as
for d = 2, using the notations z = (z (1) , z (2) ) and
Main result
Before to state the main result we introduce some notation. Let · be a norm on d ) is said to converge weakly to a limit X in
The asymptotic normality result to follow is derived thanks to a functional CLT of Pollard (1990) . (5) with a deterministic bandwidth h satisfying n h 4 → 0 and (p/ log(p))
Let us comment on the assumptions of Theorem 1. The regularity condition (A.2) for Z can be weakened if one uses suitable estimators. See Degras (2009) for an example with bounded variations for Z and an interpolation-type estimator. The density-generated grid (A.3) can be relaxed to a balanced, quasi-uniform design, i.e. such that
The growth conditions (A.4) state that n must not be too large relative to p. This ensures the existence of a bandwidth h = h(n, p) small enough to make the squared bias of µ negligible before its variance and large enough for the measurement errors ε ij to be smoothed out as n, p → ∞. Note that (A.4) can be weakened (allowing for larger n and smaller p) by assuming a higher differentiability for µ in (A.1) and using higher order local polynomial estimators or bias reduction techniques. In (A.5) the uniform bound on the covariance of the ε ij accommodates various forms of dependence such as short-range dependence and ARMA or mixing processes. Theorem 1 extends e.g. to long-range dependent errors by enforcing a slower convergence of h to zero. Also, for simplicity Theorem 1 is presented with a deterministic h but can be extended to handle data-driven bandwidth selection, e.g. the cross-validation technique of Hart and Wehrly (1993) (see Section 6).
Remark 1.
In contradistinction to the functional data setup, asymptotic normality results in C( [0, 1] d ) cannot be obtained in the longitudinal data setup where typically, each unit of a large sample is observed at a few random points. Indeed, due to the sparsity of a longitudinal design, nonparametric estimators mostly use data across the sample units, which are independent, and not within, where the random process structure plays. As a consequence estimators converge pointwise to a Gaussian white noise process at the usual regression rate (Yao (2007) ).
Applications

4.1.
Simultaneous confidence bands. We first apply Theorem 1 to the construction of SCB for the regression function µ. Denoting respectively by σ 2 and ρ the variance and correlation functions of Z, it stems rom Theorem 1 and Slutsky's theorem that for any uniformly consistent estimator σ 2 of σ 2 , the standardized estimator
as n → ∞. Hence, given a confidence level 1 − γ and putting P G(0, ρ) ∞ > z γ = γ, we seek approximate SCB of the form
A convenient estimator of σ 2 is the empirical variance function of the smoothed curves µ i = p j=1 W j y ij , i = 1, . . . , n, namely
This estimator is unbiased for the finite sample variance n Var( µ(x)) and can be shown to converge uniformly to σ 2 (x) in probability by using a uniform law of large numbers and a classical limit result on Wishart matrices with (A.2)-(A.5).
Two difficulties arise in the computation of z γ : first, the correlation function ρ must be estimated, and second, it is well-known that there exists no explicit formula for the distribution of the maximum of a general Gaussian process. In the first problem a suitable estimator of ρ is the empirical correlation function
or a smooth version thereof. The uniform convergence of ρ to ρ can be shown in the same way as for σ 2 . In the second problem two approaches may be considered: on the one hand, one may use theoretical approximations to the tail probabilities of maxima of Gaussian processes. However these results provide either conservative or inaccurate estimates of the threshold z γ (see the discussion in Section 6). Alternatively it proves useful to resort to numerical techniques to estimate z γ . This can be done by simulating, conditional on ρ, a large number of sample paths of G(0, ρ) to obtain the law L( G(0, ρ) ∞ | ρ) and then by setting z γ as the associated (1 − γ)100% quantile:
P G(0, ρ) ∞ > z γ | ρ = γ. The estimator z γ may then be plugged in (6) . (In view of Slutsky's theorem and of the uniform convergence ρ → ρ, defining Ψ γ (C) = P ( G(0, C) ∞ > z γ ) for all covariance function C, it would suffice to show that Ψ γ is continuous at ρ in the L ∞ metric to conclude rigorously that z γ → z γ in probability.)
In the case where the sample size n is small and the process Z cannot be assumed to have an approximate normal distribution, it may not be reasonable to rely on a functional CLT to build SCB for µ. We thus propose, without theoretical justification, the following simple bootstrap procedure:
(1) Resample with replacement from the µ i , i = 1, . . . , n to produce a bootstrap sample µ * 1 , . . . , µ * n . (2) Compute the empirical mean and variance functions of the µ * i , say µ * and (σ * ) 2 , and compute
Repeat steps 1 and 2 many times to approximate the conditional law
Remark 2. In model (1) the amplitude of the SCB (6) does not depend as much on the bandwidth h as it does in the usual regression framework where n = 1 (one observed curve), Z = 0, and the errors ε ij are i.i.d.. Indeed in the latter situation the variance of µ is of order (ph) −1 as p → ∞ whereas it is of order n −1 in (1) as n, p → ∞ with h playing a role only at the second order (e.g. Hart and Wehrly (1993) ). See also Tables 4.1 and 4.2 for a numerical illustration.
4.2.
Goodness-of-fit test for parametric models. We now apply the ideas underlying Theorem 1 to a goodness-of-fit test for a linear regression model. Indeed, disposing of the limit distribution of an estimator in a function space equipped with the sup norm, it becomes possible to detect and test local departures from a given candidate model for µ. This feature should be contrasted with tests based on euclidean norms which only track global departures. See e.g. Azzalini and Bowman (1993), Härdle and Mammen (1993) , and Stute (1997) where parametric and nonparametric estimates are compared either via their residual sum of squares or directly through L 2 distances.
Consider a candidate parametric model for µ of the form 
Introducing the vectors Y = (y 1 , . . . , y p ) , ϕ(x) = (ϕ 1 (x), . . . , ϕ L (x)) and the p×L matrix Φ = (ϕ(x 1 ), . . . , ϕ(x p )) , the least squares estimator of µ(x) under (8) reads
We now apply the local linear weights W (x) = (W 1 (x), . . . , W p (x)) to the residuals of the parametric fit (9) . The smoothed residual random process r is (10) r
where I denotes the p × p identity matrix and P = Φ(Φ Φ) −1 Φ denotes the p × p projection matrix onto the space spanned by the columns of Φ.
Next, we determine the asymptotic mean and covariance functions of the (scaled) process r. Under (8) , it is straightforward to see that E(r(x)) = 0. More generally let P be the orthogonal projection from (
by (A.1) and the bias properties of local linear estimators. Also, exploiting the former bias properties, (B.1), (B.2), and classical error bounds for numerical approximations of integrals, it can be easily proved that
Combining these relations with (10) yields
With the above calculations one can infer from (10) that r has the same asymptotic covariance as the process µ − µ LS and then, using these calculations together with Theorem 1, the limit covariances and cross-covariances of µ and µ LS (scaled by √ n) are derived without difficulty. (In particular the limit covariance of √ n µ is R.) Finally the limit covariance function of √ nr is
where the simple (resp. double) integrals are taken over 
We now apply Theorem 2 to testing (8) against fixed or local alternatives. Consider the test statistic (11) and the previous theorem we deduce the following statement. Corollary 1. Under the assumptions of Theorem 2, the test obtained by rejecting (8) if T > z α is consistent against any fixed alternative
. Given a constant B ∈ (0, +∞) and a real sequence n > 0 such that n −1/2 = o( n ), the test is also consistent against the sequence of local alternatives
For finite samples, the covariance function of √ nr is
where Σ is the p × p covariance matrix (R(x j , x k )) and V is the common covariance matrix of the measurement errors in (A.5). In practice, (Σ + V) can be estimated e.g. by the empirical covariance of the data y ij , yielding the associated estimator Γ(x, x ) for (13) . The threshold z α must also be estimated. This can be done as in Section 4.1:
(ii) derive by simulation the conditional distribution of G(0, ρ Γ ) ∞ given ρ Γ ; (iii) take the (1 − α)100% quantile z α of this distribution to estimate z α . Finally, the test is implemented by computing T = √ n r/ σ Γ ∞ and rejecting (8) if T > z α , which is graphically equivalent to plotting SCB of the form r(x) ± ( z α σ Γ (x)/ √ n) for µ(x) − P µ(x) and rejecting (8) if the horizontal line y = 0 is not contained within the bands.
5. Numerical study 5.1. Normal and bootstrap SCB procedures. In this section we assess the normal and bootstrap SCB procedures of Section 4.1 in terms of coverage and amplitude through the numerical study of two examples of model (1) . In short, the first example depicts a favorable situation with a smooth polynomial trend, Gaussian data, and no measurement errors while the second features very adverse conditions with a rapidly varying trend, a strongly non-normal random process Z, and additive white noise.
The two models are now described at greater length. The first one, taken from Hart and Wehrly (1986) , is
2 exp(20 log(0.9)|x − x |).
The x j are equidistant and the Z i are distributed as a centered Gaussian process with an Ornstein-Uhlenbeck covariance function chosen so that any two measurements spaced by 0.05 units have correlation 0.9. The noise level σ = 0.25 represents 25% of the range of the trend µ, which is considered as a moderate amount of noise in the data. The second model is specified by
2 ), ε ij and Z i independent.
In this case, the regression function µ displays rapid variations over [0, 1] and has a sharp peak near the origin at x = 0.058. The process Z strongly deviates from normality, being based on chi-square and exponential r.v.. The standard deviation function σ(x) = (R(x, x)+0.1 2 ) 1/2 ranges between 0.295 and 0.348, which represents a fraction between 21% and 25% of the range of µ. However, looking at the local variations of µ as measured by |µ | and the noise level σ, it appears that |µ |/ σ ranges in [7, 1650] (compare with the range [0, 23] for the same function ratio in (14) ). Such a range indicates than in regions where µ has high curvature, i.e. around peaks and troughs, serious estimation problems should arise due to the fact that the (squared) bias will be overwhelmingly larger than the variance, a violation of the conditions of Theorem 1. In particular near x = 0.058, the problem will be prominent since the classical peak underestimation problem will combine with boundary effects.
The simulations were conducted as follows. For each model (14) or (15), several values were selected for the sample size n, the design size p, and the local linear estimator's bandwidth h. For each (n, p, h) the model was simulated N rep = 50, 000 times to assess the normal bands and only N rep = 5, 000 times for the bootstrap procedure due to its heavy computational cost. The bands were built at the confidence level 1 − γ = 95%. Both their coverage levels (i.e. the proportion of simulations where the bands contained µ) and amplitudes (in terms of the estimated threshold z γ in (6)) were recorded over the simulations. In model (14) the margins of error in the coverage levels can be evaluated as about γ(1 − γ)/N rep = 0.0009, 0.0031 for the normal and bootstrap procedures, respectively. In model (15) the observed coverage levels are quite different from the target 95% and it seems more reasonable to evaluate their margins of errors by 1/(2 N rep ) = 0.0022, 0.0070 respectively. It has been observed that for a given setup (n, p, h), the main source of variability in the bands' amplitude over the simulations lies in the estimation of the threshold z γ in (6) whereas the estimation of σ 2 (x) bears little influence. For this reason the bands' average amplitudes are displayed in terms of thresholds, which besides allows for a direct comparison with the correct thresholds yielding nominal coverage.
The implementation of the SCB was realized in the R environment as follows. For the normal SCB, µ was estimated by a local linear fit with the Epanechnikov kernel K(x) = 0.75 max(1 − x 2 , 0). For this task a custom R script based on sparse matrix representations was written by the author, allowing for fast and exact evaluations. The variance function σ 2 of Z was estimated by the empirical variance function of the µ i as in Section 4.1. The correlation function ρ of Z was estimated by a shrunken version ρ of the empirical correlation of the µ i thanks to the R package corpcor. After that, a number N of sample paths of the process G(0, ρ) were simulated on an equispaced grid of size 100 in [0, 1] and the threshold z γ in (6) was computed as the 95% quantile of the N associated sup norms. The number N was set at 8000, 10000, and 13000 for p = 10, 20, 100, respectively, to ensure a good tradeoff between numerical accuracy and computational time. Concerning the bootstrap SCB, µ and σ 2 were estimated as in the normal SCB procedure and the threshold z γ was estimated as in Section 4.1 with 2500 bootstraps.
Normal SCB Bootstrap SCB Correct 95% threshold z γ n p h Coverage z γ Coverage z γ R estimated R known 10 Table 1 . Observed coverage levels and thresholds for SCB of nominal level 95% in model (14) . For each (n, p, h), the model was simulated 50,000 and 5,000 times for the normal and bootstrap procedures, respectively. The two columns z γ indicate the median threshold obtained in (6) . The last two columns show the actual thresholds yielding 95% coverage when the covariance function R is estimated or known.
It can be observed from Table 1 that both the normal and bootstrap SCB methods work quite well in model (14) , for a wide range of combinations of n, p and h. They have similar performances (see Figure 1 ) and achieve a coverage near the target level 95%. This positive result can be explained by three favorable aspects of (14): (i) the low curvature of the polynomial function µ; (ii) the absence of measurement errors; and (iii) the normality of Z. The first point ensures that even for large n and small p, the squared bias of µ remains uniformly small before its variance over [0, 1] . The second point allows the use of small bandwidths since no smoothing is needed to control the absent errors. (In this case the second condition in (A.4) Table 2 . Observed coverage levels and thresholds for SCB of nominal level 95% in model (15) . For each (n, p, h), the model was simulated 50,000 and 5,000 times for the normal and bootstrap procedures, respectively. The two columns z γ indicate the median threshold obtained in (6) . The last two columns show the actual thresholds yielding nominal coverage when the covariance R is estimated or known.
In model (15) the estimation conditions are very adverse, as seen earlier. It is thus no surprise to observe in Table 2 coverage levels falling short of the 95% target level both for the normal and boostrap SCB, although the bootstrap is more robust. On the other hand the last two columns of Table 2 show how intrisically difficult estimation is in (15) . For instance when p = 20 and R is unknown, the threshold yielding correct coverage is close to 10 (compare to the 95% standard normal quantile 1.96 used in pointwise confidence bands), yielding SCB so large that they loose all practical interest. (See also the right panel in Figure 1 .) Note that the extreme difficulty of the case p = 20 stems mostly from the scarcity of the data near the sharp peak of µ at x = 0.058. Regarding the influence of smoothing on the coverage level, it appears in Table 2 that the smaller the bandwidth h, the higher the coverage. The former fact is essentially related to bias control issues and was confirmed with a wider range of values h not displayed here. For each p = 20, 50, 100, the values selected for h were first, the smallest h for which µ is well-defined on the evaluation grid and second, a nearby value indicating how quickly the coverage degrades when h increases. Interestingly enough, increasing the sample size n has different effects on the coverage according to p: for p = 20, as n increases the coverage decreases. This is due to the corresponding decrease in Var( µ(x)) ≈ σ 2 (x)/n, which makes the squared bias increasingly non-negligible before the variance. For p = 50, increasing n also increases the squared bias to variance ratio but the latter may remain negligible provided that n is not too big: the coverage increases from n = 10 to n = 20 and then decreases from n = 20 to n = 50. For p = 100 the coverage, as a function of n, would start to decrease after a value n much larger than 100. (Note that the supremum of the squared bias to variance ratio is asymptotic to nh 4 /4 · µ /σ 2 ∞ .) Two other important effects of increasing n are first to reduce the stochastic error in the normal approximation to the distribution of µ, and second to improve the estimation of σ 2 . To conclude this section, we comment briefly on additional simulations not displayed here. Model (14) was simulated at different correlation levels, replacing the parameter ν = 0.9 in the covariance R by ν = 0.7, 0.5. Coverage levels close to nominal were observed for the two SCB procedures and as expected, the threshold z γ increased as the amount of correlation ν decreased. Simulations crossing the functions µ and R of (14) and (15) were also performed, confirming the idea that the coverage level depends mostly on the (negligibility of) the squared bias to variance ratio and the (non-)normality of the estimator.
5.2.
Goodness-of-fit: comparison of the SCB-based test and of a PseudoLikelihood Ratio Test. Simulations were executed to assess the statistical significance and power of the goodness-of-fit test of Section 4.2. This test will be referred to as the SCB-based test from here on. The Pseudo-Likelihood Ratio Test (PLRT) of Azzalini and Bowman (1993) was chosen as a benchmark for comparison because of its generality, ease of implementation, and simple adaptability to model (1) . This section proceeds with the description of the simulated model, tests' implementations, and experimental results.
The model under study was
where π k denotes the space of polynomials of degree at most k. The covariance structure of the data is the same as in model (14) . The candidate model for µ is M = π 1 . The sequence of local alternatives is obtained by adding a scaled bump function g to the null µ 0 (x) = x. Having support [0.4, 0.6], g adds a local nonlinearity to µ 0 . On account on Section 4.2 we can expect the SCB-based test to detect the nonlinearity in µ while the PLRT might very well miss it. The simulations were realized in the same fashion as in Section 5.1. For different values (n, p, h), model (16) was simulated 50,000 times under the null H 0 and the alternative H n , the goodness-of-fit tests were implemented and their type I and type II error rates were measured. The SCB-based test required to estimate the covariance function of the test statistic √ nr defined by (10) and the threshold z α of Corollary 1. The covariance was estimated by shrinking the empirical covariance of the data with the R package corpcor and plugging the shrinkage matrix into (13) in place of Σ. (Observe that the error covariance matrix V is zero in the absence of measurement errors in (16) .) The threshold z α was estimated as in Section 4.2, using an equispaced grid of size 100 to simulate realizations of the Gaussian process G(0, ρ Γ ) conditional on the correlation estimator ρ Γ . The PLRT of Azzalini and Bowman (1993) was implemented with standard R packages. We give here a short description of this procedure in the context of (16) . The test starts by fitting a regression line µ LS and a local linear estimator µ to the averaged data (x j , y j ). It then computes the test statistic F = 1−RSS 1 /RSS 0 , where RSS 0 and RSS 1 are the residual sums of squares of µ LS and µ LS , respectively. Denoting by F obs the observed value of F and putting Z p = (Z(x 1 ) , . . . , Z(x p )) , the p-value P (F > F obs |H 0 ) can be written as P (Z p AZ p > 0) for some p×p symmetric matrix A depending on F obs and on the smoothing matrices of µ LS and µ. The distribution of Z p AZ p is well approximated by an aχ x 1 ) , . . . , Z(x p )) and estimating σ 2 and ρ through standard repeated measurements techniques (e.g. Hart and Wehrly (1986) ). To assess the influence of covariance estimation, the PLRT was also implemented with Σ known. Table 3 . Proportion of type I errors in testing for linearity at the significance level α = 5% in model (16) . For each (n, p, h) and each procedure 50,000 simulations were run. In the PLRT procedure, the covariance structure of the data was either estimated nonparametrically, parametrically, or known. Table 3 displays the type I error rates over the simulations. For the PLRT procedure, when Σ is known this rate is very near the significance level α = 5% as expected. When Σ is estimated parametrically the rate is slightly excessive, around 6%. In the case of a nonparametric estimation of Σ, the PLRT is clearly not accurate for small sample size n = p = 10 and slightly off for n = p = 20. For n = p = 50 it works only with h = 0.035 but the error rate jumps to 50.3% as soon as h increases to 0.05. It works fine with n = p = 100. In comparison, the (also nonparametric) SCB-based test for linearity is never more than 2.4% away from the significance level 5% over the simulations and for each (n, p), there is at least one value h that yields nearly nominal coverage. Looking at Table 4 , it appears that the SCB-based test has a much larger statistical power than the PLRT. Across the simulations, this test has an average power of 80% while the PLRT power ranges in the 30%-35%. Besides the SCB test power does not go below 45% while the PLRT power can be as low as 1%-5% for small samples. In other simulations not displayed here, the superiority of the SCB test gets even larger if the bump function n −1/2 log(n)g(x)
in (16) Table 4 . Statistical power of the the SCB and PLRT procedures in model (16) . The nominal significance level was α = 5% and 50,000 simulations were executed for each (n, p, h) and each procedure. For the PLRT procedure, the covariance structure of the data was either estimated nonparametrically, parametrically, or known.
Discussion
We have presented in this paper a limit distributional result for nonparametric regression with repeated measurements data. This result allows for the construction of various SCB that have been successfully applied in simulations to the band estimation of the regression function µ and to a linearity test.
The band estimation procedure has proved its efficiency both in coverage and amplitude provided that µ is sufficiently smooth or that enough data are available. In particular it has produced significantly better results than an initial attempt by the author to extend the SCI of Degras (2008) to full bands via the interpolation arguments of Hall and Titterington (1988) . This initial procedure required the difficult estimation of derivatives of µ, causing visually unattractive confidence bands and low coverage. It should also be pointed that the numerical determination of the quantile z γ in the SCB (6) has proved much more accurate than the author's previous use of theoretical formulae such as Borell's inequality (see (29) in Section A.2) which is too conservative or the limit result of Landau and Shepp (1970) which, applied to the limit distribution G(0, ρ) of the normalized estimator √ n( µ − µ)/σ in Theorem 1, gives a value for z γ that only depends on γ and not at all on the correlation function ρ (see Degras (2009) ).
On the basis of the previous simulations, the SCB-based linearity test clearly outperforms the PLRT of Azzalini and Bowman (1993) in detecting local departures of µ from a linear model while retaining a close-to-nominal significance level. This superiority, due to the use of a supremum norm in the test construction, can be expected to maintain before other tests based on residual sums of squares or L 2 distances. The SCB-based goodness-of-fit test easily extends to nonlinear parametric regression models.
Beside band estimation and goodness-of-fit tests, the type of asymptotic normality result and SCB construction developed in the present paper can harness tasks such as quantile regression, detection of discontinuity jumps, comparison of several regression curves, and additivity tests in multivariate regression, among others. For instance with the arguments of Theorem 1 it is possible to show the asymptotic normality in C([0, 1]) of the double-kernel local linear estimator studied in Yu and Jones (1998) .
The present methodology can be enhanced by including a data-driven bandwidth selection and a bias correction step. The cross-validation technique of Hart and Wehrly (1993) has given good results in limited numerical studies. Since by construction the bandwidth in this method is of order n −1/3 , it suffices to strengthen the condition n 1/4 log(p) = o(p) in (A.4) by replacing n 1/4 with n 1/3 . Theorem 1 then extends to this random bandwidth by simple conditioning arguments. Concerning bias correction, the jacknife method (i.e. using an estimator 2 µ h − µ h √ 2 instead of µ h ) seems to improve significantly the estimation in practice. Assuming 3 bounded derivatives for µ instead of 2 in (A.1), the bias of the jacknife estimator is of order h 3 while only of order h 2 for µ h . The same bias order h 3 can be achieved by fitting a local quadratic polynomial to the data. Finally, one interesting theoretical developement would be to investigate the optimality of the amplitude proposed SCB.
Using the fact that the Z i are independent and distributed as Z and convergence properties of local linear fits, it appears easily that
as n → ∞, h → 0 and ph → ∞. Observe that with the same arguments as above, E(X n (x)X n (x )) → R(x, x ) as n → ∞, h → 0 and ph → ∞, which is condition (ii) of the aforementioned theorem. Conditions (iii) and (iv) hold because Note that the packing numbers, euclidean norm and rescaling terminology of Definition 7.9 in Pollard (1990) have been rephrased in terms of covering numbers and l ∞ norm after observing that
ni for all rescaling (α 1 , . . . , α n ) ∈ R n is equivalent to |φ ni (x) − φ ni (x )| ≤ Φ ni for i = 1, . . . , n. Let us fix > 0 and distinguish two cases according to h = h(n).
• h β ≤ . First write
for all x ∈ [0, 1] and all h ≥ 1/(2p max [0, 1] (f )) (the latter condition ensures welldefiniteness of local linear smoothing under the design (A.3)), by using the compacity of the support of K, the Hölder-continuity assumption (A.2) for Z i , and the trivial fact that A.2. Control of the smoothed error process. Let us denote by W (x) the vector of weight functions (W 1 (x) , . . . , W p (x)) of the local linear estimator at x and by ε(x) the smoothed error process j W j (x)ε j . We will show that √ n ε ∞ converges to zero in probability as n → ∞ by applying the well-known Borell's inequality (29) P sup t∈T X(t) > λ ≤ 2 exp − 1 2σ
holding for all centered, continuous Gaussian process X indexed by a set T and for all λ > E(sup t∈T X(t)), where σ (see e.g. Adler (1990) p.106) where C > 0 is a universal constant and N ( ) is the smallest number of balls needed to cover T in the pseudo-metric d(s, t) = (E(X(s)− X(t)) 2 ) 1/2 . Here, with assumption (A.5) on the common covariance matrix V of the random vectors (ε i1 , . . . , ε ip ) , i = 1, . . . , n, we have
where V denotes the largest eigenvalue of V. It follows from Lemma 1 that 
