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0. INTRODUCTION 
The study of smooth complex projective varieties of dimension three has 
been a rather erratic enterprise, characterized until recently, if indeed any 
characterization is possible, by attempts to proceed ‘by analogy” with the 
theory of algebraic surfaces. The introduction of the intermediate Jacobian of 
varieties of dimension three (and higher) by Weil [32, pp. 332-3331 and 
Grifliths [ 18, p. 9ff] has opened the way to develop an analogy between the 
theory of threefolds and curve theory, since the intermediate Jacobian seems 
the natural place to do arithmetic and equivalence of algebraic one-cycles on 
the threefold, just as the Jacobian variety of a curve serves for the study of 
algebraic zero-cycles on the curve. It was this latter point of view which was 
adopted by Griffiths and the author in [ 1 I], and by Beauville in [5]. 
However, the fact that neither -approach has yet succeeded in treating 
varieties whose geometric genus (Hodge number h3?‘) is greater than zero 
tells us there is still unsuffkient data on which to base any judgment as to 
how to develop a general theory of threefolds. In such a situation, study of 
specific examples seems to be an appropriate pursuit. In [14] and [ 151, 
Griffiths has studied smooth hypersurfaces. This volume proposes to study 
threefolds which can be realized as branched two-sheeted coverings of 
complex projective space P,. We call such threefolds “double solids.” 
It must be confessed that the motivation for making this particular choice 
of a class of threefolds to study comes again from curve theory. The easiest 
class of curves to study, which contains families of curves of arbitrarily high 
genus, is the class of hyperelliptic curves, or double lines. Indeed the study of 
the corresponding algebraic integrals 
I P(X) mdx’ (O*l) 
p(x) and q(x) polynomials, is probably the starting point of complex 
*This work, done during 1977-1979, was partially supported under National Science 
Foundation Research Grant MCS-78-02428. 
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algebraic geometry. Now the class of double solids again includes families of 
arbitrarily high geometric genus, and the study of integrals in three variables 
analogous to (0.1) is, as we shall see, in Section 2, the natural context for the 
Hodge theory of these varieties. 
We study, then, double covers 
71: v+ IP, (0.2) 
with branch locus B a hypersurface in [P, which is allowed to have, as its 
only singularities, ordinary nodes. In Section 1 we discuss the topology of V, 
in particular, the relation of the resolution of the singularities of V to the 
standard “S3 x D, to S2 x D4” surgery (see Lemma 1.11). In Section 2, the 
Hodge theory of double solids is developed using differentials of the second 
kind on V with poles only along B, and Hodge numbers are computed. In 
particular, the notion of the “adjoint conditions” imposed by the double 
points of V is treated (see Corollary 2.32). Section 3 gives some interesting 
applications, a local Torelli theorem, as well as a residue formula which 
characterizes Poincare duality on V in terms of the algebraic differential 
mentioned above. ’ Also the notion of “defect” is studied, the defect being the 
measure of by how much the imposition of double points on B fails to lower 
the Hodge number h’*‘(~),, where P is the blow-up of V centered at its 
double points. 
Part Two consists in a liner analysis in case some additional hypotheses 
are satisfied. The situation we desire is guaranteed by Assumption 4.27, and 
all of Sections 4 and 5 may be read in the context of its hypotheses. In 
particular an explicit basis for Hr(v; Z) is constructed in Section 4, as is a 
method for computing the period matrix of P with respect to this basis and 
our algebraic integrals of the second kind (see (4.30)). 
Section 5 may seem somewhat obscure and specialized. The general idea 
is as follows. Let the homogeneous equation 
W,,X,,X,)=O 
define a smooth quartic plane curve B and 
Wo,X,,X,)=O 
the smooth conic A. We consider the family {B,} of curves of genus three 
given by 
tF-G2=0. 
’ Added in proof: Carlson and Grifflths have subsequently proved independently the 
analogous formulas for hypersurfaces. Later Donagi has proved generic global Torelli 
theorems for hypersurfaces and double varieties. 
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As I + 0 the plane curve B, degenerates “badly” but, considered as a map 
from the t-line to the moduli space of curves of genus 3, the correspondence 
approaches, as t approaches zero, the hyperelliptic curve which is the double 
cover of A branched at the points of (B n7A). Thus the Hodge theory of B, 
does not degenerate but rather behaves quite nicely in the limit. Also, if the 
B, and A are quartic and quadric surfaces, rather than curves, then the 
surface of bitangent lines to B, becomes, in the limit, the surface of bisecant 
lines to C = (B n A) (see Section 8). These very classical facts lead us to 
expect that, if V, is a family of double solids whose branch locus is given by 
the homogeneous equation 
tF-G2=0 
with deg F = 2(deg G), then the Hodge theory of V, should behave 
reasonably as t approaches zero, and its limiting value should have 
something to do with the Hodge theory of the curve C defined by 
F=G=O. 
Indeed we show that, under sutable restrictions, the intermediate Jacobian 
J( Yt) becomes, in the limit, a (C *)N-extension of the Jacobian variety of C. 
Here 
N = second Betti number 
of surface defined by G = 0 * 
We also compute the associated extension class data. This last can perhaps 
be more easily approached via the Grothendieck-Deligne theory of motives 
in the case h3*O( 0 = 0, but seems accessible only by more cumbersome “ad 
hoc” methods in the general case. 
As an application of the general theory of double solids, the quartic case, 
that is, 
degB=4, 
is studied in Part Three. In Section 6, the Chow ring, modulo numerical 
equivalence, is studied and the unicity of the representation of p as a double 
solid is proved. In Section 7 the codifferential of the period mapping is 
computed and a geometric interpretation of the kernel is given, the analogue 
of Noether’s theorem for curves. The proof is based on the residue formula 
for Poincari duality proved in Section 3. An application is a local Torelli 
theorem for quartic double solids with a fixed set of double points, as well as 
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a proof of the unirationality of the moduli space of principally polarized 
abelian varieties of dimension four. 
The results in Sections 8 and 9 again concern properties of intermediate 
Jacobians of generic quartic double solids with a given number (<6) of 
double points. With more care, the exact conditions under which many of 
these results hold could probably be worked out but would be of limited 
interest. Furthermore, it is often the case, as with the computation in 
Section 8 of the homology class of the surface in J(n generated by 
bitangents to B, that the result for generic P is sufficient to imply the same 
result for all p with the given double point set. Incidently, it is in the 
computation of this homology class that our study of the degeneration in 
Section 5 is put to its most essential use. Finally in Section 9 we relate the 
theory of theta functions of abelian varieties of dimension four to that of 
intermediate Jacobians of quartic double solids with six double points. This 
is done via the theory of Prym varieties. 
Finally, I would like to thank A. Beauville, J. Carlson, K. Chakiris, R. 
Donagi, P. Griffiths, D. Mumford, and R. Varley for very helpful conver- 
sations during the course of the preparation of this work, and Jeane Scolield 
and Sylvia Morris for preparation of the manuscript. My introduction to 
these problems, the point of view, and many of the techniques used in 
specific solutions are the generous gift of my teacher, Phillip Griffiths, to 
whom I express special thanks. 
PART ONE:THE GENERAL THEORY OF DOUBLE SOLIDS 
1. TOPOLOGICAL CONSIDERATIONS 
Let 
BGIP, V-1) 
be a complex hypersurface of even degree whose only singularities (if any) 
are isolated ordinary double points. Then B considered as a divisor (with 
multiplicity 1) is the zero set of a non-trivial section 
of the line bundle r(n) on Ip,, where 
U.2) n = degree B. 
Now define 
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E = the total space of the line bundle 4 on P,, 
(1.3) 
V= the inverse image in E of the set 
o(lP,) under the squaring map 
Then V is a two-sheeted covering 
7r: v+ P, (1.4) 
of P, branched over B, and the only singular points of V are ordinary double 
points, one for each double point of B. (We will often use the same notation 
for a double point of B and the corresponding double point of V.) The 
threefolds V, which we call double solids, are the objects which we propose 
to study in this work. 
We first take up a study of the construction involved in resolving the 
singularities of V. One way to proceed is to let 
denote the blow-up of P, at the double points of B. Next we let 
denote the proper transform of B, and let D be a (not necessarily effective) 
divisor of degree n/2 such that, near each double point P of B, D is given by 
a smooth hypersurface containing P. Then B’ is linearly equivalent to 2fi on 
P, (where 0’ is the proper transform of D). Thus we again have a “squaring 
map” of bundles, this time over p3, 
and the inverse image of the section of b(B) which vanishes along B gives a 
non-singular ramified cover 
ir’: P-t I&. 
Under the composition 
the inverse image of each double point is a smooth surface isomorphic to 
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Ip, x Ip,. In fact F also occurs as the proper transform of V when the 
singular points of B are blown-up in E (see (1.3)). 
Now for proper choice of complex analytic coordinates for P, in a 
neighborhood of a double point P of B, the surface B is given locally by 
x2+y2+z*=o, 
so that V can be given locally as 
w2+x2+y2+z2=o. (1.7) 
To resolve this singularity of V in another way, let 
M = total space of the vector bundle 
6(-l) 0 a(-1) on Pi. 
(1.8) 
Suppose that we denote by a and b a basis for the linear functionals on the 
first line bundle summand d(-1) of M, and by a’ and b’ a basis for the 
linear functionals on the second. Further we can suppose that a’ and b’ are 
so chosen that the relation 
ab’-a’b=O 
is identically satisfied on M. (We suppose here, of course, that the functions 
a and b are extended to all of M so as to be linear on fibres and zero on the 
second line bundle summand-analogously for a’ and b’.) We can then map 
a neighborhood of the zero section of M to the neighborhood of the double 
point P in V given in (1.7) by the rule 
w=a+b’, y=a’-b, 
x = i(a - b’), z = i(a’ + b). 
It is easy to check that this mapping is a complex analytic isomorphism 
except at points of the zero section of M, all of which are collapsed to the 
singlar point P. Replacing a neighborhood of P in V by the corresponding 
neighborhood of the zero section of M, and repeating this process at each 
double point of I’, we construct a non-singular complex manifold 
P 
endowed with a proper morphism 
^ 
,U:V+V (1.9) 
which is an isomorphism except over the singular points of I’. 
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There is an easy relation between P and l? Namely, let L =,K’(P) for 
some singular point P of V. If we blow up 9 along L, then a neighborhood 
of the exceptional locus in the blow-up is isomorphic to a neighborhood of 
the zero section of the line bundle 8(-l) over a non-singular quadratic 
surface in iP,. But this latter space is isomorphic to a neighborhood of the 
inverse image of P under the mapping (1.6). Thus: 
LEMMA 1.10. p is obtained from v by blowing up along p - ‘(P) for each 
singular point P of V. 
The next relationship which we wish to examine is a purely topological 
one, namely, suppose we have a one-parameter family 
of even degree surfaces in P, such that B, acquires one more double point 
than the general fibre which we will call B, . We let E,, V,, pt,, and pt be the 
varieties we have previously associated to B,. 
LEMMA 1.11. There is an open set U in P, and an isomorphism 
UzSs3 xD, (3-sphere x 3-disc) 
such that the dlgerentiable manifold f,, is obtained from P, by removing U 
and attaching 
D, x S2 
in the standard way. 
Proof of Lemma 1.11. Let P be the “new” double point of B, (and so 
also V,,). Then near P the family {V,) can be given locally by the equation 
z; + z; + z: + z: = t. (1.12) 
In what follows we will assume t real and non-negative. Let 
Zj=Xj+iyi, 
x = (x, ,--a, x4), Y = (Y 1 ,-‘-T YJ’ 
The subset U, of V, given in (1.12) is defined by 
x* ‘x-y. ‘y=t, 
x . ‘x + y . ‘y < constant, 
x * ‘y=O. 
(1.13) 
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For t # 0 we construct an explicit isomorphism between U, and S’ X D, as 
follows. Given 
u = (u,, U2’ u3, UJ E R4, 
we can consider u as an element of the quaternion division ring by writing 
aU=u,+iu2, pU=u3+iu4. 
The ring of matrices 
is the quaternion ring. Now given 
((u , ,..., u4), (r,, r2, r3)) E S’ X D3, 
we associate to it the point of U, given by the rule 
x=(t+r. ‘r)1/2u, 
y given as a quaternion by 
[h (A :ij+r2 (-9 i)+r3 (9 :)I( -4;r, f). 
The map 
S3xD3+Ut 
is defined for all t and is clearly an isomorphism if t > 0. 
Next let t = 0 and define the composition 
(D4-{O])xS2+S3~D3+Uo, 
(u,r)t-+(IuI-‘u,Iulr). 
This map is an isomorphism onto 
U, - {singular point}. 
Recalling now the vector bundle M defined in (1.8), let 
W = (neighborhood of the zero section of M) 
and define again 
w-, u, 
(1.14) 
(1.15) 
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z1 = a + b’, ~~=a’-b, 
z2 = i(u -b’), zq = i(a’ + b). 
Again the map (1.15) is an analytic isomorphism off the zero-section of M 
so we can compose the map (1.14) with the inverse of (1.15) to obtain 
(04 - (0)) x s2 + w. (1.16) 
To finish the proof of the lemma, we need only show that the mapping (1.16) 
extends to an isomorphism 
D,xS’t, W. 
To accomplish this, it will suffice to show that under the mapping (1.16), 
a fibre 
(r, , r2, r3) = constant 
of (D., - (0)) x S2 corresponds to the intersection of a tibre of the vector 
bundle M with 
W - (zero section of M). 
Now a fibre of it4 is given by the equations, 
la+pb=O, 
la’ +pb’ = 0, 
(1.17) 
where A = A r + iA2 and Jo = ,u r + ip2 are constants such that 
nx+pp= 1. 
Equations (1.17) translate to equations 
where x and y are the coordinates for U, given in (1.13). Now the matrices 
which appear in this last equation are orthonormal so we obtain 
116 
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and a is the signed angle between @, ,&) and (I,, A,). (This last map 
(,I, ,D) E+ (rr , r2, r3) is called the HopfJbrution.) 
But now (1.18) can be written in quaternion form as 
(1 2)= [r1 (A Oi)+r2 (-9 ;) 
+r,(Y (fJ](:ix !!J. 
Thus the corresponding set in (II, - (0)) X S* is simply the set 
(r, , r2, r3) = constant. 
This completes the proof of Lemma 1.11. 
Now given any of our surfaces B, we can construct a linear pencil of 
surfaces {I?,} in P, such that 
B=B,, 
B, is smooth for t small, # 0. 
From this family we construct the corresponding family 
of threefolds, where V, is the double cover of P, ramified along B,. 
Associated to each doub1.e point P of B is a so-called “vanishing cycle” in 
Vl. In terms of the local coordinates (1.12), the vanishing cycle is the three- 
sphere given by 
z zf = t, zjlt I/* real for all j. 
We denote this cycle by a(P, t). Then p= p,, is constructed from V, by 
surgery along the a(P, t). 
COROLLARY 1.19. The threefolds P (and therefore also the threefolds p) 
are simply connected. 
Proof of Corollary 1.19. By our remarks just above, it suffices to show 
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that V is simply connected in the case in which B is non-singular. By the 
Lefschetz theorem, it suffkes to show that if 
S+P, (1.20) 
is a two-sheeted cover ramified along a non-singular curve C, then S is 
simply connected. But this is immediate from the fact that n,(S - C) is 
generated by a loop which runs along the boundary of a two-disc normal to 
C in S. Thus Corollary 1.19 is proved. 
Thus H4(fi; Z) has no torsion. Next we wish to show that if B is non- 
singular, then the fourth Betti-number, p4(V), is equal to one. Let 
be the n (= degree B) sheeted cover totally ramified along B. Then we have 
an induced morphism 
ljl:w+v (1.21) 
which is a covering space map except over B. If w  E N’(V, Cc), 
v E H4( Y; C) then 
I, w*w V w*v = (n/2) I, w V rt. (1.22) 
Thus 
However W is a non-singular hypersurface in P, and so, again by the 
Lefschetz theorem, 
P4W = 1. 
Thus, 
@2(v) =/34(v) = 1. 
LEMMA 1.23. Zf B is non-singular, then H,(V; Z) (and so also H,(V; Z)) 
is torsion-free. In fact H2( V, Z) z Z. 
Proof of Lemma 1.23.2 Since this is a topological question, it suffkes to 
prove the lemma for a particular choice of a non-singular B. We suppose B 
to be given by 
x,“+x:+x;+x;=o. 
* All homology groups in this proof are with integer coeffkients. 
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Let H be the hyperplane defined by x,, = 0 and let L s H be the line defined 
by 
x, + rx* = 0, 
where r is an nth root of -1. Then L intersects B in only one point so that, 
referring to (1.4), 
x-‘(L)=L,ULz, 
that is, the preimage of L in V has two components. Clearly, 
(Li . S) = 1, (1.24) 
where 
S = n-‘(H). 
Also (V- S) is isomorphic to the threefold 
1 +x;+x;+x;=y* 
in C4 and so, by [27, p. 51, (V - S) has the homotopy type of a bouquet of 
three-spheres. 
Now let U be a tubular neighborhood of S in V. We form the Gysin 
sequence associated to the circle bundle XIz 
.-- -, H,(S)& H,(S)--+ Hl@U)+ H,(S)+ .a.. 
By the Lefschetz theorem 
H,(S) = H,(V) = 0. 
By (1.24), the mapping IJI is onto so that 
H&W) = 0. 
Also 
H,(S) E H,(W) @ Z. 
Since H,(V- S) = 0, the Mayer-Vietoris sequence for the pair (V - U, q 
gives that 
H,( v; Z) z Z. 
A generator of this group is therefore the homology class of the “line” Li 
given in (1.24). This completes the proof of Lemma 1.23. 
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Now let us return to the discussion preceding Corollary 1.19 where we 
realized our given threefold V as the fibre of a family of threefolds {V,}: 
v= v,, 
We let 
V, non-singular for t small, #O. 
(1.25) 
B = B,, B’ = the proper transform of B in v, 
.Y = the set of singular points of B (which, abusing 
notation, we identify with the set of singular points 
of 0 
.A = the free Z-module with generators the elements 
of ,40, 
QP = the exceptional quadric surface in P which lies 
over the singular point P, (1.26) 
L, = the exceptional projective line in f which lies over 
the singular point P, 
A, = a fibre of the ruling of QP which goes to a point 
in P, 
B, = a tibre of the ruling of QP which goes 
isomorphically onto L, in p, 
E, = the exceptional curve in B’ lying over P. 
We next define 
X= Vt with a four cell glued on along the vanishing 
cycle a(P, t) for each P E S. 
We have a continuous map 
which sends the four-cell associated to P to the point P E V (= V,). Let U be 
an open neighborhood of the set 9 in V. Forming the Mayer-Vietoris 
sequences for the pairs (U, (V - Y)) and df-‘(U),f-‘(V - 9)) and the 
natural map between them we see by the “five-lemma” that the mapping f 
above induces an isomorphism in integral homology (and cohomology). 
From this fact we obtain the exact sequence 
O+H,(V,; Z)-,H,(v; Z)-+.Af+H3(Vt; Z)-+HJY; Z)-rO, 
P -+ a(P, t) 
(1.27) 
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as well as the isomorphism 
H*(V,; Z) zHH,(V; H). (1.28) 
Similarly if we let 
Y = P with a three-cell glued along each L,, 
we obtain an exact sequence 
OjH~(P;iZ)-,H~(V;Z),~-X~H*(~;~)-fH*(V;Z)~O 
p-+ {LPI 
(1.29) 
and the isomorphism H4(P; Z) z H,(V, Z). Putting things together we obtain 
a diagram 
o-H,(V,;Z)-H,(f;Z)A/H 
0 t H,(V,; Z) - H*(P; Z) &n. 
(1.30) 
By Lemma 1.11, if ( , ) is the bilinear form on A induced by the rule 
(P, P) = 1, then for y E H4( 3; Z), m E M, 
Finally putting 
(WY), m) = (Y . k’(m)). (1.31) 
Z = v with a D, X S* glued along each Q+, so that 
(aD,> X (point) is identified with A,, 
we obtain exact sequences 
In fact the first sequence splits since 
(Ap . Qp) = -1, (A,.Q,,>=O if Pf P’. 
We also obtain the isomorphism 
(1.32) 
f&p; Z) g H3(P; Z). (1.33) 
From (1.28), (1.29) and (1.3 1) it is clear that all of H2( 8; Z) is algebraic, 
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so the same must be true of H,(p; Z) by Hodge theory. Also since P is 
simply connected, H.,( P; Z) has no torsion. It will be helpful to know the 
mappings in (1.27) and (1.29) more precisely, especially those surrounding 
.& If we make further assumptions on 8, the branch locus of the ramified 
cover 
we can be more precise. 
THEOREM 1.34. If i? is ample in P,, then the exact sequence (1.27) splits 
into 
Proof of Theorem 1.34. For any curve CC P 
(7?(C) * B), = 2(C * B)p. 
Also for c = (B. &, we have that 
2c= (IT. B)p,, 
and for any surface S G t 
(f(S) * 6);)4 = 2(S * C)p. 
So by the Moishezon-Nakai criterion, if 3 is ample in P,, then B is also 
ample in I? So by the Lefschetz theory [I] there is a pencil on divisors on P 
such that 
(i) the general divisor of the pencil is smooth and meets P 
transversely in a very ample divisor, 
(ii) NB is a divisor of the pencil for some positive integer N, 
(iii) any other singular divisor of the pencil has only one ordinary 
double point. 
Thus the affme variety (V-B) has the homotopy type of a finite cell 
complex of dimension three. Using the Thorn isomorphism, we have the 
exact sequence with integer coefficients 
o~H4(~)-,H*(~)-,H,(P-~)~H,(~~o. (1.35) 
The intersection mapping H.,(P; Z) + H,(& Z) is injective and, since 
601/47/2-2 
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H,( p - 8) must be torsion-free, H4( p; Z) goes isomorphically onto a direct 
summand of the free Z-module H,(B”; Z). 
Next consider the commutative diagram 
&(P; Z)-%H4(P3; E) 
intersection 
I I 
intersection (1.36) 
H,(lT; rn) - H,(B; Z). 
a w 2a 
No group in this diagram has torsion and 75* is surjective if the diagram is 
tensored with Q, so all the maps of diagram (1.36) are injections. But (1.30) 
and (1.32) give an isomorphism 
(1.37) 
where S is a surface in V and $ is its proper transform in I? Since the rank 
of H,(F), ; H) is (rank.&) + 1, we conclude that H,(V, Z) is free of rank 1. 
Then since .H is free, the only possibility is that the map 
is an isomorphism. This concludes the proof of Theorem 1.34. 
We now turn our attention to the sequence (1.29). Since we have seen that 
the first sequence in (1.32) splits, the torsion group of H,(r; Z) is the same 
as that of H,(P; Z) and so the same as that of H3(p; Z). Since the initial 
segment of the sequence (1.29) 
O+Z-Z,(P;Z)-+H,(V;Z)-+(imageinA)+O 
splits, the above torsion group is also the torsion subgroup of H,(V, Z). We 
denote this finite group as 6. But now if we assume that B’ is ample in P 3, 
then 
rank H2( P; Z) = 1 
and so by (1.29) 
&F E A/(image H,( V; Z)). (1.38) 
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2. HODGE THEORY 
In this section we continue with the situation and notation of Section 1. 
We have a ramified two-sheeted covering 
We will again abuse notation and use the symbol B to denote both the 
ramljication locus of 7~ in V and the branch locus in P,. Again we permit B 
to have only ordinary double points as singularities, and we denote the set of 
these singular points by 9. Our goal in this section is to study the Hodge 
decomposition of the cohomology of r, and our methods are patterned after 
[ 14, 151. 
LEMMA 2.1. There is an exact sequence 
O+H3(P;C)+H3(V-B;C)ske”4N*(Y), 
where “skew” means the skew-symmetric part with respect to the natural 
involution of V over Ip,, o, is the generator of H2(QP - Ep ; Z), and Res, 
denotes the residue of w  along (Qp - E,,). (See (1.26).) 
Proof of Lemma 2.1. First of all 
Y-B)= (“- PuI;! Qp)) 
By repeated use of the Thorn isomorphism [31, p. 2591, we obtain the 
following diagram whose row and column are exact: 
0 
1 
O+H3(@)-‘H3(~-@+H2(@ 
1 
H3(V- B) 
(2.2) 
c H’(Qp - EP) .Y 
1 
H4(P-B”) 
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(All cohomology groups in the proof will have complex coefficients.) We use 
here that H’(g) = 0 as is HI@ - U.vEp). Now (V-B) is a covering space 
of an affrne, therefore also affrne, and so H4(V-- B) = 0. Examining 
(QP - I?,,) more closely, we see that we have a ramified cover 
ramified along E, and that the branch locus in P, can be assumed to be 
given by 
x2+y2+z2=o. 
Also the function 
k: P, + [O, I], 
is singular only along k-‘(O) and k-‘(l) and defines a retraction of 
(IP, - EP) onto RIP,. So the inverse image of RIP, in (QP - EP) is therefore a 
two-sphere which we call up. Thus a generator for H2(QP - EP) is the dif- 
ferential 
dx dy 
(x2 + y2 + 1)3’2 (2.3) 
(given in afftne coordinates) since 
.r,* (x’ +Ty 1)3/l > ‘* 
Now the involution on P over P, splits (2.2) into a symmetric diagram and 
a skew-symmetric one, each with the same exactness properties. The skew 
diagram is 
0 
1 
0 
since H3(p3) = H2((n’(Q,) - Ep)) = 0. This proves Lemma 2.1. 
(2.4) 
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In fact the proof says more. We have 
dimH4(P--&C)=dimZZ,(~-#;C)=dimkerq, 
where q: H4( p; Cc) + H,(l?; C) is the intersection map. But by the diagram 
(1.36) and (1.37), 
dim ker q = dim ZZ4( p; C) - (#(Y) t 1) 
=dimZZ,(V;C)- 1 
by (1.37). So if we let Z be the dimension of the image of H3(V- B)skew in 
Cgcy), then Z = #(Y) - /3,(V) + 1 (1 7,) p3( V,) - P3( v). Also 
#(,i”) -/3,(V) t 1 o~Oo) dim coimage k (‘7’) #V) -P*<O + P*(Vt) 
(, **)=(, 29) P3W -B3(0 
. . . 
Putting everyting together we conclude the following lemma. 
LEMMA 2.5. 
dim H3( P; C) = dim H3( Vt ; Cc) - 21, 
ZZ~*~(~ t h**‘(~ = dim h3*‘(V,) + dim ham’-2 
where, referring to the mappings of Lemma 2.1, 
Z = dimension of image of H3( V - B)skew in @#c9). 
Lemma 2.5 is quite useful since, as we shall soon see, it is often very easy 
to check explicitly that the hypothesis of the lemma is satisfied. Before we 
can proceed to this, however, we will need to explicitly construct algebraic 
representatives for the elements of H3( V - B). Such representatives exist by 
a theorem of Atiyah-Hodge and Grothendieck [ 19, p. 4531. 
We define 
QQ(k) = sheaf on P of meromorphic q-forms having a pole 
of order (k along 8; 
l&(k) = sheaf of closed forms in Q$(k). 
(2.6) 
Notice that if f = 0 defines B” locally in p3 and y =f ‘I*, then elements of 
at(k) can be written locally in the form 
a (?) +P (++ 
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where the forms a and p do not involve dy, whereas elements of &5(k) can 
be written locally in the form 
a ($)+S (+T) 
where a and p do not involve &. By [ 15, Section lo], we have exact 
sequences 
O--4$(1)+ .n$(1)5Q$(2)-0, 
(2.7) 
0+6$-d;(l) a@-0. 
The “push-down” functor 75* associated to the ramified covering 
75: F-t P, 
clearly preserves exactness of the sequences (2.7), giving us exact sheaf 
sequences on P, : 
o+ Z*@(l) + 77, a;(l)-“1 Z*@(2) - 0, 
(2.8) 
Odz*d$- 7?*&(l) J%$*fi&-+O. 
Now for coherent sheaves, push-down by & does not affect cohomology 
since 75 is proper and finite, so by the “five-lemma” we have 
W( 8; .ci$( 1)) z H~(lP, ; ??* &( 1)). (2.9) 
But the groups Hq(p,; E*fi$ (1)) have involutions induced from the 
involution of r over 6,. Thus we can define 
K = skew-symmetric subspace of H’(p, ; I?* d $( 1)). 
Next consider the following commutative diagram with exact rows: 
‘-2 o- Ia,- - r&c 1) J%r@- H’(P; s;> 
-2 0-r7?*a,- r75*@(1)J%rfi~- H’(lP,; f*LQ 
- H’(F; &(l)) 
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Since H*(& fii) is clearly symmetric with respect to the induced involution 
K 2 skew subspace of H’(F’, ; Is, &) 
and so by the above diagram we obtain an injection 
K+H’(P;&). (2.10) 
So we obtain by (2.8) and (2.10) a natural injection 
(2.11) 
This injection is natural in the sense that elements of rii,L?$(2) are three- 
forms of the second kind of v and so represent elements of H3(P; C), as do 
elements of 
H’(P; rj$) z z-z3’O(F) + EP(v) 
(see [ 17, p. 1831). The map (2.11) pairs elefnents corr_esponding to the same 
element of H3(V, C). Finally, since H**O(V) = H’.‘(B) = by (1.28), (1.29) 
and (1.32) we obtain 
The map d: I?& J?$( 1) + I& L!$(2) is injective. (2.12) 
In fact we will show that the map (2.11) is always an isomorphism. We 
begin by simplifying notation. We define 
Aq(k) = skew-symmetric elements of I& 0$(k). (2.13) 
Next we restrict our attention to the case in which 9 is empty, that is, the 
branch locus B is non-singular. In this case the cohomology groups 
Hp(V-- B; P(m)) 
all vanish if p > 0 since (V-B) is afXne. Therefore the complex 
(rQq( co), d) computes the cohomology of (V - B). By Lemma 2.1, 
therefore, 
H3(A*(ao), d) = H3(V) 
and 
Hq(A*(ao), d) = 0 
if 4 # 3. Notice however that A3(2Z) = A3(21 + 1) for all 1. In fact, if we have 
the nth degree equation 
F(X, ,..., X4) = 0 
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defining B in P, and 
y r f’1/2, (2.14) 
then for w E A *(co), Yo is the pull-back of a section of @(n/2) @ Ok,. If, 
for example, o E A 3(k), then 
by [ 14, p. 4691, where 
and 
fi =; (-l’XjdX, A ..a AdXj A . . . A dX,) 
deg P = n( [k/2] + l/2) - 4. 
This leads us to define the following filtration of the complex A *(co), 
namely, 
A?(Z) = Y-‘(rational q-forms on P, with a pole 
of order <(I + q - 3) along B). (2.16) 
The filtration (2.16) defines a spectral sequence abutting to 
H*(V)skew = H3(V). The E,-term of this spectral sequence is given by the 
groups 
ET*“ = Hp+q(cT*(p)/c%‘*(p - 1)). 
But these groups are easily computed since 
d:Z9(p)/ZQ(p - l)+R~+l(p)/P+l(p - l), 
so that the cohomology is computed using Koszul complexes. To see this, let 
fg= 4 x.a j:, J ax, ’
4 
$“= 1 CdXj. 
j=l 
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Since the partial derivatives 
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8F ( ) -9 ax, j = l,..., 4, 
have no common zeros, they form a regular sequence for the ring of 
polynomials 
9 = @[X, )..., X4] 
and we therefore have a Koszul resolution 
--+9@A4T- -9/T-0, 
where 3’ is the ideal generated by the i3F/8Xj. Since these partials are all 
homogeneous of the same degree, the above resolution is the direct sum of 
homogeneous pieces 
0-+%-4@--1) + (9 0 T-)&3(n-1) --t **** 
Now in [ 14, Sect. 21 it is shown that for appropriate choice of k we have an 
epimorphism of complexes 
where the vertical maps are given by contraction with the vector field 
e 
yF/+9-3’ 
The commutativity of (2.17) is given by (0, dF A co) = (deg F) Fo - 
dF A w(e, w). But clearly the last such map 
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~~n(,+*,2)-4 cGn”p- + GT3(lycT3(I - 1) 
has kernel F a Pn+-1,2t-4. Preceding diagram (2.17) by the complex given by 
the kernel of the vertical maps, we obtain a short exact sequence of 
complexes. From the associated long exact sequence of cohomology groups, 
we obtain the following information. 
H3(~*(o/~*(~ - 1)) = vv%,,+ l/2)-49 
Hq;F”*(l)/x*(l- 1)) = 0, j< 3. 
(2.18) 
This tells us that the dimension of E:,3 can be computed from the Koszul 
resolution of .P/,Y to be 
(2.19) 
where we understand ( ; ). = ( ;) if r > 0, = 0 if I < 0. Thus E:w3 = 0 
whenever 
n(l- 7/2)+ 3 >O. (2.20) 
From (2.18) and (2.20) we conclude that if 
&W3vw, 12 0, 
denotes the filtration on H3(V) induced by the filtration (GV*(/)),>~ of the 
complex computing H3( V), then 
Jw3vwGw3m g v%7)“,,,,,2,-4. (2.21) 
From (2.19) we can now explicitly compute the dimensions of these graded 
quotients: 
(i) dim&/&, = 0 if 1>4; 
(ii) dim&/&= (n(7/23)-1)-4 (“‘53/2’)+6(n(3/:)+1) 
-4 rY+2) 
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(iii) dim&“,/&= (“‘5’~J-1)-4 (“(~2’)+~(n(1~:)+1) 
= 4 n(-3/2) + 3 
3 
= (n(3’i)-1)-4 (n(y))=dimd;/&.(222) 
We next follow [ 14, Sect. 81 to show that the filtration & of H3(V) is 
subordinate to the Hodge filtration. Even in the singular case we can define 
Rq(l) = Y-’ . (rational q-forms on p2 with a pole 
of order <(1+ q - 3) along B), (2.23) 
and the subcomplexes X3(1) of Z3(co) define an increasing filtration on the 
image of 6pp3(co) in H’(n). We will show that even in this case the filtration 
is subordinate to the Hodge filtration. 
To see this, suppose that on an open set U in P,, 8 is defined locally by 
the equation 
f=O. 
Let y =f ‘I2 and consider the set 9q*k(l), of Qm q-forms on X-‘(U) of the 
form 
n’*Gs1 3 A n’*(a) + - 
Yf 
I-I 9 
where a and /3 are forms on U which do not involve 4f, a of type 
(q- 1,0)+ *** + (q - 1 - k, k), /iI of type (q, 0) + .a. + (q - k, k). The sets 
.!P,‘(l),, define a sheaf on P, whose global sections we shall denote by 
Bqvk(l). (2.24) 
Clearly for each 12 0, let ZqVk(l) denote the kernel of 
d: B’-k(r) + BP+ I*k+ ‘(I). 
Notice that 
A?‘(l) G Z3*O(Z). 
LEMMA 2.25. If Q E Zqvk(l), I> 0, then there exist ty E Bq-‘vk(l), 
q E Zq*k+‘(l -- 1) that 
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Proof of Lemma 2.25. Let U be an open set on P, as above. Locally 
above U we can write 
Let 
Then 
So if (pU} is a partition of unity on P, subordinate to a covering by such 
open sets U and if we put 
then (4 - dv) has the form 
df A a’ + P’ pi- yf’-” 
where a has type (q - 1,0) + +.. + (q - 1 -k, k) and p has type 
(4,0> + *** + (q - k, k). But (4 - dty) is a closed form so p’ =fy’ and the 
lemma is proved. 
Next we define a map 
T: Zq.k(Z)+ Zq3k+‘(Z - l)/dBq-‘*k(Z - l), 
4++v in Lemma 2.25. 
The mapping is well-defined since if 
#=dyl+q=dy/‘+q’, 
then V- q’ = d(y’ - ty), Also, if 
4 E dBq-‘.k-l(l), 
then we can take q = 0. Thus we obtain 
T: Zq,k(Z)/dBq-l*k-‘(Z) + Zq*k+l(z - l)/dPk(z- 1). 
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By repeated use of T we obtain that any element of H3( P - B’> which has a 
representative in Aq(l) also has one in Zq*‘(0), that is, one which is 
everywhere locally of the form 
dyAa+yP 
where a has type (q - 1,O) + ..a + (q - 1 -1, I) and p has type 
GAO)+ -*a + (4 - 191). 
LEMMA 2.26. Under the natural mapping 
K: H3(A *(as), d) + H3(@ 
the filtration q on the domain is subordinate to the Hodgefiltration. If B 
(and so also V) is non-singular, then K is an isomorphism on spaces and on 
filtrations. 
Proof of Lemma 2.26. This lemma is an immediate consequence of the 
considerations preceding the lemma and formulas (2.22). 
Next we restrict our attention to the double point set 9 of B. Choose 
local coordinates 
ZI9 229 -73 
for P E 9 such that locally B is defined by 
z: + z; + z: = 0. 
As we have seen in (2.15), each skew-symmetric rational three-form on the 
singular variety V can be written 
E 
YF’ ’ 
(2.27) 
where deg Q = n(l + l/2) - 4. Developing this differential locally around P, 
we obtain 
q dz, dz, dz, 
(z: + z; + z:)‘+“2’ 
To lift this differential locally to p, we blow up P on P,. The differential 
then becomes 
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Thus: 
(2.28) If 1= 0 in (2.27), the form pulls back to a holomorphic three-form 
on I? So even if V is singular, we have 
But by [9, p. 2311, h3*0 cannot increase as I’ acquires double points, so 
(2.29) If I= 1 in (2.27), then the form pulls back to a form with no 
worse than simple pole along each QP. Either this pull-back is holomorphic 
along (Qp - (Qp n 2)) or its residue there is the form (2.3). Thus the 
condition that the form be an element of Z’“( 1) is precisely the condition 
that it be in the kernel of the residue map 
defined in Lemma 2.1. Again this is simply the condition that Q in (2.27) 
vanish on the set Y of singular points of B, the so-called adjoint conditions. 
Next suppose w  is a skew rational two-form on V with pole along B. Then 
F’Yo is a 2-form on C4 such that, as in [ 14, p. 4671, (0, w) = 0. So by [ 14, 
p. 4691, o must have the form 
Y-IF-’ 2 (-ly’+k[~jAk -x,Jj] dx, . . . Gj . . . & ..a dx,, (2.30) 
ick 
where degree Aj = n(l+ l/2) - 3. Such a form is zero if and only if there 
exists a homogeneous S such that 
Aj = xjS, j = l,..., 4. 
LEMMA 2.31. The natural map 
GF’(l)/&P(O)+H3(F) 
is an injection with image H3,‘(o + Hz*‘@). 
Proof of Lemma 2.31. The map is an injection into H3.‘(n + Hz*‘@) 
by (2.11). By (2.29), (2.30) and (2.12), 
dim Z’“(l)/~‘(O) > (43/23)-l)+ 
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where Z, as before, is the dimension of the image of H3( V - B) in CNY) 
under the residue map. By formulas (2.22) for a V, with smooth branch 
locus of the same degree n, 
and so by Lemma 2.5 the above inequality must actually be an quality and 
Lemma 2.31 is proved. 
COROLLARY 2.32. If 
has smooth branch locus of the same degree n as 
then 
h3*‘( 0 = h3.0( V,), 
h**‘(n = h**‘(V,) -Z, 
where I is the number of conditions that vanishing on 9’ (the double point 
set of the branch locus) imposes on homogeneous forms of degree 
(n(3/2) - 4) on P,. 
3. CONSEQUENCES OF HODGE THEORY 
The considerations of Section 2 have several geometric applications. We 
will devote this section to three of these, namely, “local Torelli” theorems, a 
duality theorem for rational forms of the second kind, and a notion which we 
shall call the “defect” of our double solid. 
We begin by proving a local Torelli theorem exactly parallel to that of 
GrifIiths in [ 14, Sect. 91. In order that the double points of B not cause 
difficulties we make the assumption 
n=degreeB)8. 
This is the case in which h3-O(o > 0. To see what the local Torelli problem 
amounts to in our context, we choose a basis 
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for 
H3( 9; Z)/(torsion subgroup), 
such that, considered as point sets in p, 
yj = 75- ‘(ai), j = l,..., N, 
for some three-chain oj on (P, - (g U LJ yQ,)). Let 
Fo(X, )...) X4) = 0 
be the defining equation for B in P 3, and let 
(3.2) 
be a deformation of F, for 111 < E. Let 
Y, = Ff,/’ , 
and let Fe1 denote the smooth threefold associated to FL. For sufficiently 
small E, the sets 
in p1 give at least a partial basis for H,(pJ)/(torsion subgroup). Also the 
forms 
(3.3) 
where {C,} is a basis of homogeneous forms of degree (n/2 - 4), give a basis 
for H330(pA). We form the period matrices 
To compute &!/a,$ we can differentiate under the integral sign. At I = 0, 
In order that all the pA be biregularly equivalent for small Iz, there must be 
isomorphisms 
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such that the induced map on H,(rA) sends Ei’(a,) to ~;‘(a,) for each j. 
Thus it is necessary that, for each 1, the vectors 
lie in the subspace of CN spanned by the columns of a(1). But at 1= 0, we 
can use (2.28), (2.29) and Lemma 2.3 1 to conclude that this last condition 
means that each 
is cohomologous, via an element of Z*(O), to an element of @(O). 
Differentiating a form (2.30) in Z’(0) explicitly we see that, at L = 0, this is 
just the condition that 
F, E 
aF,, aF, 
ideal generated by ax ,..., ax , 
1 4 
that is, 
F, = 2 arkXi -. 
3% 
(3.5) 
On the other hand, if we let A = (aik) and put 
G, = F,((X, v..., X4)V + J/i I), 
then in the power series expansion for G,, the coefficient of d is given by 
formula (3.5). We conclude that our original deformation FA is tangent to an 
orbit of GL(4; C) at d = 0. Since we may apply the same argument at any 
smooth point of an analytic family {PA} of biregularly equivalent threefolds, 
we conclude: 
THEOREM 3.6. Zf n > 8, then any irreducible family {PA} of biregularlj 
equivalent threefolds lies in an orbit of lPGL(4; Cc). 
Also, in the case n > 6, the local Torelli theorem proved just above can 
again be proved by the same methods if the branch locus B is non-singular. 
However we will study the Torelli problem for n = 4 later on, using methods 
which are also applicable to the singular case. 
In addition, notice that for IZ > 10 the canonical linear system gives a 
mapping 
P-b lP(w/y)-, 
607/47/2.3 
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which factors through the Veronese map 
Thus: 
(3.7) If h3,‘(pj) > 1, that is, if n > 10, and if 
f: P, -+ v* 
is a birational isomorphism, then there is a linear automorphism g of I?, 
such that the diagram 
commutes. In particular f must be biregular and the divisor B is uniquely 
determined by I? 
Our next goal is to give an interpretation of the natural wedge product 
pairing 
in terms of the differentials of the second kind used in Section 2 to represent 
classes in H3*‘(n + H2,‘(n. We will start with rational forms 
where deg P = n - 4, deg Q = n/2 and degree R = 5n/2 - 4. Suppose further 
that Q vanishes at the singular point set 9 and R has triple zero at each 
point of 9’. Then, as in Lemma 2.26, PQLl/F”’ corresponds to a Q”-form 
wP,c on v of type (3,O) + (2, l), and RLl/F”* corresponds to a @“-form 
0, on P of type (3,O) + (2, 1) + (1,2). 
THEOREM 3.8. There is a non-zero rational constant c, independent of 
the choice of P, Q, and R, such that 
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Proof of Theorem 3.8. As before let Y = F112 and write 
QRO Q RB 
F=--’ Y F’12 
Using Lemma 2.25, we can write 
Rf2 
-=dyl, + tll, 
YF2 (3.9) 
where w, E B2*O(2) and g, E Z3,‘(l). Again 
where w2 E B2*‘(1) and q3 E 23*2(O). Thus, 
v2=p3.0 +p +p2 (3.10) 
is a closed TV’-form on p of type (3,0) + (2, 1) + (1,2). On the other hand 
we can perform the analogous process for the differential form 
QRfJ 
F3 
as is done in [ 14, Sect. 8’1. Locally we write 
QRfJ qdf 
7=fJ /ja’=24dy/Ja’ 
YY4 
so that, in the choice of v,,, such that 
we take 
39 
WQ.1 =qp 
where w1 is as in (3.9). Then locally 
39 f/\a”+- 8” 
tlQ.1 
--- 
4 yvl= f' f 
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is a differential form of type (3,O). So in the construction of wp,* we can 
similarly arrange that 
vQ.1 =hQ.2 + qQ,29 
where qQ,2 is a closed form of type (3,O) + (2, 1) + (1,2) such that 
qa+2 - (rational constant) f r,r2 = df A a”’ +/I”’ 
f 
(3.11) 
is of type (3,O) + (2, 1). 
On the other hand, suppose we begin with the rational differential 
PQQ 
YF 
on V with Q as above. Again proceeding as in the proof of Lemma 2.25, we 
construct a G?j’“-form a of type (2,O) on all of P such that 
where wP,c is our %?“-form of type (3,O) + (2, 1). In fact, 
. 
So now we are ready to compute 
I QRQ a A Res,- - = I F3 (constant) lim i E-r0 n,(b) a A vQ.2 
(3?0, 
(constant) lim 
I 
Q 
E-0 m,(I) 
a A ~FP~.~, (3.12) 
(3.11) 
where T,(B) is tubular neighborhood of B in P of radius E. On the other 
hand, 
wP,Q A oR = (constant) lim 
E-10 I 
g a A qz 
n,(B) y 
= (constant) ljz Ia A +pl, 2. (3.13) 
Combining (3.12) and (3.13) and noticing that the constant in each case is a 
rational multiple of 2ni, we complete the proof of Theorem 3.8. 
DOUBLE SOLIDS 141 
In a completely analogous way, one proves the following. 
THEOREM 3.14. Let P be a homogeneous of degree (n/2 - 4), and Q a 
homogeneous form of degree n/2 vanishing on 9, and R a homogeneous 
form of degree (3n - 4) vanishing to order 4 at the points of 9. Then there 
is a rational, non-zero constant c’ such that 
i 
PO 
-AA 
p Fl/l Q,R = c’ 
Resy) A (Res$), 
where CIJ~,~ is the 4* three-form corresponding to the rational dtrerential 
QRa/F’,‘. 
THEOREM 3.15. Let P be a homogeneous form of degree (3n/2 - 4) 
vanishing at points of 9, let Q be of degree n/2 vanishing on 9 and let R 
be of degree (2n - 4) vanishing doubly at each point of 9. Then there is a 
rational, non-zero constant c” such that 
Q,R = c” Res?) A (Res?), 
where CIJ~,~ is the IV’-form of type (3,0) + (2, 1) + (1,2) corresponding to 
the rational dtrerential QRajF5/‘. 
We will end Section 3 by making a further study of the adjoint conditions 
given in Corollary 2.33. Referring to Lemmas 2.1 and 2.5 we have the 
somewhat mysterious fact that for any branched double cover 
whose branch locus B has only ordinary double points, then 
I+ Pm = ww + 11, 
where 9 is, as always, the set of double points of B and I is the number of 
independent conditions which vanishing on Y imposes on homogeneous 
forms of degree (n(3/2) - 4) on Ip, . We define the defect of V to be the non- 
negative integer 
#(P) - z. (3.16) 
(For example, if B’ is ample in P,, the defect of V is zero.) We first notice 
that letting .-T” be the ideal sheaf of Y in P,, the exact sequence 
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and Bott’s vanishing theorem [6, p. 2461 tells us that 
defect V=dimH’ (lP,;P,@@ (T-4)) 
=dimH’ (lPI;y,@W (+II) @nib,), (3.17) 
where a’ denotes the sheaf of holomorphic three-forms. Next we notice that 
if 
K:lP3+P3 
is the “blowing-up” map with K, = K-~(P) for each P E 9, then, letting K* 
denote the “push-down” sheaf, 
and so, by the “projection formula” (see [21, p. 52]), 
@fi’;,EK, (6~~ (+2&). (3.18) 
And so the Leray spectral sequence abutting to Z-Z*(~3;@~l($B”)@R$J has 
E;*4-term 
which is always 0 unless q = 0. This last follows by Satz 1 and Satz 2 of 
Grauert in [ 13, pp. 355-3571 and the fact that, 
Hq(Kp ; e(3) @ ~7-2) @ b(k)) = 0 
for all k > -2, q > 0. So the above spectral sequence degenerates at E, and 
(defect V) is equal to the dimension of 
or, via Serre duality, the dimension of 
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Now we make use of Gtauert’s theorem again to conclude that, for q = 1,2, 
zP(lP, ; @p,(-48)) z HQ(lP, ; 8,,(-fB)) = 0. 
Therefore, tensoring the exact sequence 
with @pJ-@), we obtain a cohomology sequence which allows the 
conclusion that the defect is measured by the dimension of 
H’@; Y), (3.19) 
where 9 is the line bundle on B’ obtained by restricting the line bundle 
a,,(-@) to 8; in other words, 9 is the conormal bundle to B in p. 
For example if we assume that there exists a smooth surface A of 
degree = i(degree B) which contains 9 and whose intersection with B is 
reduced, then the cohomology sequence associated to the sheaf sequence 
gives that 
(defect V) = (number of topological components of (x n #)) - 1. 
Examples of V with defect = 1 and degree B = 4 are given by: 
(i) Sp = six points lying on a (plane) conic curve; 
(ii) 9 = the intersection of three generic quadratic (3*20) 
hypersurfaces in P,. 
Case (i) is obained by projecting a cubic threefold from a point on the 
threefold (see [ 11, Sect. 71). 
Examples (3.20) suggest that we examine the case: 
(3.21) (defect v) = 1, and the linear system &3 of {A: deg A = n/2 and 
P’ E A} has (projective) dimension 21 and for generic A E K, 
A.B=C,VD, 
with CA and D, each reduced, irreducible, and smooth. There are two cases: 
(i) one of the two curves, say CA, is fixed as A varies 
in K; 
(ii) the linear system (2. g: A E t3) has no.fixed com- 
(3.22) 
ponent. 
144 C.HERBERTCLEMENS 
Let CA and 5, denote the liftings of CA and D, respectively to (2 n 8). Our 
hypotheses imply that CA and 5, each meet each exceptional curve E,, 
P E 9, exactly once. In case (i) let us further assume that ideal theoretically 
C,=K.A (3.23) 
for some divisor K in iP,. Then 
B.K=C,+C:, 
with Ci linearly equivalent to CA in K and CA passes through all points of 
9’ since B . K has multiplicity >2 at each point of 9. By Bott’s vanishing 
theorems [6, p. 2461, the map 
H”(P, ; @‘(A)) -, H’(K; @(C,)) 
is onto so that there must be some A’ of degree n/2 with A’ - K = CA. But 
C, E A’ for all A’ E 5, so we are forced to conclude that 
CA = c:, . 
Thus, B is tangent to K along CA = B n K. Since K - A is smooth, K must be 
smooth along CA. Thus K has only isolated singularities all of which lie 
away from CA, and under 
7r: v-t P, 
the induced double cover 
(where Z? is the normalization of x-‘(K)) is unbranched. But hypersurfaces 
in P, with only isolated singularities are simply connected [27, p. 181, so k 
must, in fact, be reducible. Let K’ and K” denote the two components of k 
considered as subvarieties of V and let 2’ and k” be the proper transforms 
in I? Now since 9 G K, one easily concludes that, if QP is the exceptional 
locus in a lying above P E 9, then 
Z’I - Q, = (a line of one of the two rulings of Q,) 
RI’ . QP = (a line of the other ruling). 
(3.24) 
Therefore I?’ and g/t give linearly independent elements of H,(f; Z). 
LEMMA 3.25. Under assumptions (3.21) and (3.23), the homology 
classes represented by 
f-‘(H), {Qp~~e~~ I?’ 
DOUBLE SOLIDS 145 
give an integral basis of H4( r; Z), where H is a hyperplane in Ip, not 
meeting 9. 
Proof of Lemma 3.25. Our stating point is the exact sequence 
given in (1.27). The class {K’ J E H4(V, Z) does not go to zero in M. In fact, 
(3.24) together with the last half of the proof of Lemma 1.11 ((1.16)ff.) tell 
us that, with appropriate choice of orientation, the image of K’ is 
In other words, if we take K’, remove a small regular neighborhood of each 
P E 9, then push the remaining four-chain into a nearby V,, the boundary 
of the resulting four-chain is the sum CpE9cz(P, t) of the vanishing cycles. 
Now (defect v) = 1 means that the rank of H4(V; H) is two. Also by (1.27), 
H4( V; Z) has no torsion. These two facts together with the fact that CpEY P 
is an indivisible element of J imply that t-‘(H) and K’ give a basis of the 
Z-module H,(V, Z). So the isomorphism 
H@; Z) 2 H4(v; Z), 
together with the exact sequence 
O~~~H,(P;Z)~H,(P;Z)-+O 
given in (1.32), completes the proof of Lemma 3.25. 
PART Two: SOLIDS WITH DISTINGUISHED LEFSCHETZ PENCILS 
4. A FINER TOPOLOGICAL ANALYSIS 
There is an important case in which we can make a more precise analysis 
of the concepts introduced in Part One. We will devote Part Two to this 
analysis. As before, let 9 denote the set of double points of B. Throughout 
Part Two we will make the following assumption. 
Assumption 4.1. There exists a smooth hypersurface A G I?, such that 
deg A = (degree B)/2 satisfying the following conditions: 
(ii) the proper transforms 2 and B in P, meet transversely in a 
connected curve which is ample in g, 
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(iii) the linear pencil ( Ft} in P, with Fr, = B’ and fm = ti has the 
property that if t # co, then Ft has at worst ordinary double points as 
singularities and these occur off the base locus (B’ n A). 
We picture the parameter space of the pencil { ftT,) as follows 
t=Kl 
A t. 
ca 
;;1 
5 1 t1 
*-- ---_ 
it 
. 
4J 
” j 
t=O 
where tj, j = l,..., r, denote the finite values of t where F( is singular. For 
notational simplicity, we can assume no tj is real and positive nor is any tj/tk 
with j # k real and positive, and that the tj have been numbered so as to 
occur in counterclockwise order with respect to 0 as j increases. Let aj 
denote the geodesic arc from 0 to tj. Associated to each j = l,..., r, we have 
an embedded two-sphere 
PjG Fl),1 (4.2) 
the so-called “vanishing cycle,” such that, as t moves along aj from 0 to tj, 
pj is collapsed to the singular point of Ffj. In fact, the locus of the pertur- 
bation of pi along aj describes an embedded three-cell 
‘rjgP, (4.3) 
such that 3Zj = pi and Zj does not intersect A’ nor any of the exceptional P,‘s 
Kt-3 PEY 
obtained from blowing up P, at the points of 9. 
Now by the Lefschetz theory [ 1,2], 
(P, A) 
(4.4) 
has the homotopy type of 
(B”-(/hB”))u rj zj 
j=l 
(4.5) 
So if we consider the exact sequence 
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0 + H2(F3 - 2; rn) + &(I& ; Z) + H&r; Z), 
we conclude that if u E H@ - (2 n 8); Z) is such that 
(see (1.26)) for all P E 9, then Q - 0 in the space (4.5). Now @n fi) is 
ample in B, so (B’ - (2 n 8)) has the homotopy type of a two-dimensional 
cell complex. Thus u must be in the subspace generated by the vanishing 
cycles /Ij. 
(4.6) The vanishing cycles {/Ii};=, generate the submodule of 
If,@ - (Xn 8); Z) consisting of those u such that in B 
U. (Alnii)=O, 
u.E,=O for all P E 9. 
So too the {a,} generate the kernel of the inclusion-induced epimorphism 
H,(B; Z) + H2(lP3 ; Z). 
From this last statement we can further conclude: 
(4.7) The vanishing cycles c/3,} generate a Z-module direct summand 
of H,(B; Z). 
This follows immediately from the fact that H,(p,; Z) is a free Z-module. 
Next we turn to our threefold 
7;: 9-+ I&. 
We let 9, = B” c p, s, = 75-r @), and notice that for any t # 0, co, Z- ‘(f,) 
is reducible. We denote the two components of <-I (Ft) as 
ss and g-,, 
where s* = C. Notice that 
75: s, + Ts2 
is an isomorphism for all s # 00. At co, 75 is the 2-l cover 
s,+a 
branched along (2 n @. Also the linear system {gs} forms a Lefchefz 
pencil for p, whose only sigular fibres are 
s;, and %,, j = l,..., r, 
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where sj = !i. This allows us many explicit constructions. First of all, we can 
assume 
(imaginary part sj) > 0 
by our assumption that no tj was real. We can then picture the Riemann 
sphere parametrizing the Lefschetz pencil {gS} as follows: 
(4.8) 
The paths yj and rj both lie over aj on the t-sphere. Now we consider the 
vanishing cycles {pi} given in (4.2) as spheres in s,, = B’= FO. These are 
exactly the vanishing cycles for the pencil {S,},only each one ocurs twice. 
Again the inclusion-induced map 
x: H*(&; Z) -+ H,( P; Z) 
is onto. Composing this map with the projection-induced map 
75*:H,(F;Z)+H,P,;Z) 
we conclude from (4.6) that {/I?~};=, generate ker x since 
(/lj} G ker x c ker(& o x). 
The following theorem is therefore proved. 
THEOREM 4.9. Under Assumption 4.1, H2(v; Z) is a free Z-module of 
rank (1 + #(P)). In fact the map 
75, : H,(p; Z) + H,(I& ; Z) 
is an isomorphism. Thus referring to (1.32) and (1.30) 
H,( p; Z) E Z, 
H,( P; 6) E H,( v; Z) 
and we have an exact sequence 
O+ H,(f; H)-, H,(V; Z)+-X-0. 
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But since H,( P; Z) is torsion-free, so is H,(v; Z) and so also H,(V, Z). 
Finally referring to (1.27) 
H4( vt ; Z) 2 H4( K Z) 
and the sequence 
is exact. 
However we can obtain even even more detailed topological information 
in this setting, namely, we can exhibit a basis of H3(p; Z). Define: 
Ti = locus of pi as s describes yj in (4.8), 
c; = locus of /Ii as s describes yj’ in (4.8). 
Then 7?-‘(.Ej) = rj U r; is embedded three-sphere and 
rj - rj’ , j = l,..., r, 
is a three-cycle on I? Also we can compute the intersection number 
(rj-ri’) * (r,-r;) 
(4.10) 
in H,( p; Z). To do this we move the arcs yk and y; to geodesic arcs joining 
s,, < 0 with sk and -sk, respectively, thereby perturbing the three-cells r, and 
ri into general position with respect to r1 - P,. If k > j, the only points of 
intersection will lie in .!?$ where s is the unique point of intersection of yj with 
the perturbation of y;. Thus, if k > j, 
(q.4;). (rk-rk)=/Llj./?,, (4.11) 
where pi and pk are the corresponding vanishing cycles in H,(fi; Z). If k <j, 
the same argument shows, as it must because of the general properties of 
intersection pairing, that 
(rj-r;). (r,-ri)=-pi.&. 
In particular, (4.11) tells us that, modulo 2, the intersection pairing on the 
vanishing cycles {pj} is equal to the intersection pairing on the cycles 
{rj - rj }. Now we have seen in (4.6)-(4.9) that 
submodule generated 
(4.12) 
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We tensor (4.12) with Z/2.77 to obtain 
H,(B; Z/22) z T* 0 4; (4.13) 
and note that the intersection pairing induces a unimodular symmetric 
bilinear form on (4.13). (Notice we do not claim that 7: I 4;. In fact we 
shall soon see that no non-zero vector in 7; is perpendicular to S;.) The 
rank of this form on 7;) call it N, must satisfy the inequality 
N>dimF;-dimTZ 
so that in terms of Betti-numbers 
N 2 P,(B) - 2(#(9) + 1). 
Also by formula (4.11) 
P,(Q>N. 
But the formula for topological Euler characteristics tells us 
x(0 = 2xm - txm 
that is, 
P,<Q = m - xH~) + 1). (4.14) 
Therefore the cycles {rj - r,!}J= 1 generate H3(p; Z/22) and H3(p; 0). Now 
by the Lefschetz theory [2; 33, Chap. VI], all of H,(v; Z) is generated by 
cycles {ci - rj} together with cycles of the form 
c cjpj - D, (4.15) 
where D is a three-chain in #, and 
Also since H,(p; Z) is torsion-free and H3(p3; Z) = 0, all of H,(p; Z) is 
skew-symmetric with respect to the involution associated to the branched 
cover 77 Thus, 
2 
( 
1 cjrj - D 
1 
- cj (rj - r,) 
so that the submodule of H,(v; Z) generated by the {rj - r;} contains 
2H,(p; Z). But this submodule also generates with (Z/22)-coefftcients. 
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LEMMA 4.16. The cycles {ri -I”}& 1 generate H,(p; Z). 
Next let 8, (6;) be the geodesic arc from s, to sj (-s,). On the s-sphere: 
\ \ 
, \ \ 
, 
0 
I 6, j 
-*j 'S I r 
-1 I sj 
I' 
8' 
s-0 
Let Aj (Al) be the locus of the vanishing cycles a, (u;) of H,(S, ; Z) along 8, 
(8;). Notice that it is no longer true that 0, and ai coincide. If 
S:P+P (4.17) 
is the involution associated to the cover 
then we can suppose 
Again by the Lefschetz theory, any element of H,(p; h) can be represented 
in the form 
Z,(c,A, - d,A;) + D, (4.18) 
where D is a three-chain in $, such that 
aD = Zj(d,Oj - cjOj)* 
With appropriate choice of local analytic coordinates for P near the double 
point in $$,, r, can be given locally by lR3 in C3 while A, is given locally by 
iR3. Thus we can assume we have oriented things so that 
QA,=I” .A;=l. 
Then for any cycle Z E H,( P; Z) given by formma (4.18) we have 
(rj - r;) - 6 = (c, + d,). (4.19) 
152 C. HERBERT CLEMENS 
From this we infer that 
c - g?z - Z(Z)). 
Thus any integral three-cycle can be represented in the form 
f 
i 
c nj(dj-dj)+D ) 
j 1 
(4.20) 
where 
~nj(uj-uj)-o 
.i 
in H,(S,; H). By (4.19) the intersection number of any cycle of the form 
(1.58) is an integer so the cycles (4.20) must all lie in H#; L) and therefore 
generate it. 
In fact, we can say more. Consider the natural homomorphism 
Since ??, has no two-torsion, the kernel K of this homomorphism is a free Z- 
module direct summand of @Zaj. To compute its rank, we start from the 
fact that the pj generate the kernel of the homomorphism 
H,($; Z)+ H#; 12). 
But the path {s: s real > 0} induces a diffeomorphism under which we can 
identify H,(f?, ; Z) with HZ(goo ; Z). Under this identification 
etc. 
Thus the { uj}J= I generate the kernel of the epimorphism 
Thus 
Hz&,; 7)+ Hz@; Z). 
rank K = r - p,(@ + (#(Y) + 1). 
But the involution 3’ in (4.17) restricts to an involution on s, , and since 3 
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induces the identity on H2(8; Z), the skew-symmetric part of H,(S, ; Z) lies 
entirely in the image of @IO,. This skew part has rank 
P2@) -&co 
We let 
(4.22) 
and conclude that 
rank JV = r -/3,(B) + p,(J). 
LEMMA 4.23. rankJY =&(n sd that the cycles 
f f n,(d,Aj)+D), 
t-1 
where the C njaj run over a basis of A’-, give an integral basis of H3(p; Z). 
Proof of Lemma 4.23. We must show that 
MO = r - P2(@ + P2(4. 
Using (4.14) it suftices to show that 
r = 2P,(B) -j?,(Z) - 2(7+(-i”) + 1). (4.24) 
To see this recall that in (4.2~(4.7) we showed that (p, “2) has the 
homotopy type of the space (4.5) and that therefore 
&(P, - 2) = r - (p,(B” - (A’n 8)) A #(Y)) 
since three-cycies in (P, -x) are given by elements C mjZ; such that 
JJ mj/Ij - 0 in (B’ - (A” n 8)). From the exact sequence 
O-,H4(riS3;Z)-‘H2(~;Z)~H3(lij3-K;Z)~0 
we conclude that 
&(P, -4 =P*@) - (#W + 1) 
Also 
P2(~-(~n~))=8,(A”nB”)++2(~)- 1 
and so 
P,@) - (#(,i”) + 1) = r - p,(Z n 8) + B,(B) - (isc(9) + 1)). 
60-l/47/2-4 
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Thus 
r=P,(~)+p,(~n~)+P,(~)-2(#(~)+ 1). 
So we use the formula 
Pm = a3,m + &@n 8 
obtained from the formula for the topological Euler characteristic of the 
ramified cover 
kS,4 
to verify (4.24). Thus Lemma 4.23 is proved. 
COROLLARY 4.25. Let 
I 1 n,juj : 1 = l,..., P,(F) I 
be a basis of 1 4”. Let 
and let c, = (cli) E Z’ be such that 
nk . cI = Kronecker 6,, . 
Then 
n,j(dj -dj) + D[ )I 
Lb(P) 4303 
and C C[j(Tj - Tj) 
I=1 j I /=I 
are dual bases of H3( p; Z) with respect to the intersection pairing. 
Of course, Assumption 4.1 is satisfied in the case in which the branch 
locus B is generic and smooth. However there are many other cases where 
Assumption 1.39 is satisfied for the generic B of degree n with given double 
point set P’. Since the conclusions obtained under Assumption 4.1 are 
topological in nature, and since the set of nth degree surfaces with double 
point set Y is irreducible, all conclusions which make sense for a given 
special surface B will then hold for any other such surface, for example, the 
conclusion that P has no torsion in its homology. We will close Section 4 
with the description of a situation in which Assumption 4.1 holds for the 
generic B with the given double point set Y. 
We then fix an even number n and a finite set 9 G P 3. 
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DEFINITION 4.26. The set 9 is called m-regular if it imposes #(P) 
independent conditions on the set of hypersurfaces of degree m. 
Assumption 4.27. Suppose, for given n and given (n/2)-regular set Y, 
that the mapping 
defined by the linear system 
{A:degA=(n/2),YEA} 
in P, is a morphism. Suppose further that there exists a finite set 
c c, * ,.a*, 
of connected, mutually disjoint curves such that: 
(i) f(Cj) h as d imension zero for each j, and, given C,, the generic A 
which contains it is smooth (if there are no Cj then this condition requires 
only that the generic A in the above linear system be smooth); 
(ii) J (P, - (Jy=, Cj) -+ P, is a mapping onto a smooth quasipro- 
jective variety which is of rank 3 except possibly along a smooth divisor R 
in the domain; 
(iii) locally at points of R,fhas simple (2 - 1) ramification, and.& is 
a generically injective immersion. 
To show that in this case we can satisfy Assumption 4.1 for the generic B of 
degree n with double point set 9, we proceed as follows. Let 59 be the linear 
system spanned by divisors (A + A’) where A and A’ are in the above linear 
system. By our assumptions on the linear system {A}, .it is easy to see, using 
Bertini’s theorem, that the generic divisor in g0 has only ordinary double 
points as singularities, and those exactly at the points of 9’. It therefore 
suffices to prove that the hypotheses of Assumption 4.1 are satisfied for 
B = a generic divisor of 9. Consider the mapping 
g: P, --) P(y)-, (4.28) 
obtained by composing f with the Segre map of degree two on IF’,. 
Conditions (i)-(iii) hold for the mapping g, where we replace A with a 
divisor of the linear system Q. It follows from Lefschetz theory (see [2, 
pp. 17-201) that the set of divisors D E Q such that 
(i) fi has more than one singular point (where 0” is the proper 
transform in P, of D), or 
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(ii) fi has a unique singular point which is not an ordinary double 
point of 6, 
is of codimension 22 in G?. 
Thus a generic pencil in D which contains a fixed divisor 2A, where A is 
smooth of degree n/2 and contains P’, is such that almost all fibres of the 
pencil are smooth in p, and the only one with worse than one ordinary 
double point is 2,4. If this pencil is chosen such that g(base locus) lies in the 
set of smooth points of g(p,), then no double point of the pencil will lie on 
the base locus. Finally if we take as our B a generic fibre of such a pencil, 
(8 n A) is clearly smooth and connected. (3 n 2) is ample in B’ since B’ is to 
be chosen so that 
fin i, cj=O. 
j=l 
For example, if n = degreeB = 4, and 5‘ is a set of ,<5 points which are in 
general position with respect to the linear subspaces of P,, then the quadrics 
containing .Y’ give an embedding 
where (Li} is the set of lines which join two points of 9. It is easy to see, 
using Bertini’s theorem, that the generic quadric containing (9 UL,) is 
smooth. Thus if the tangent cone of B at each of the two singular points 
along L, does not contain Lj as a ray, the conditions of Assumption 4.21 are 
satisfied. If #(.Y) = 5, the closure of the image of (4.29) is called the Segre 
cubic primal (see [30, p. 1691) which is a cubic hypersurface in P, with 
exactly 10 ordinary double points at the images of the Lj. In fact, f locally 
around Lj has the structure which we examined in (l.S)ff. The Segre cubic 
primal has six two-parameter families of lines, five corresponding to families 
of lines in P, which pass through a point of ,V’, and the sixth corresponding 
to the set of all twisted cubits in P, which pass through all points of 9. 
Thus if we project the Segre cubic primal with center one of its smooth 
points we expect to realize P, as a ramified two-sheeted cover of P, with 
quartic branch locus having 16 double points. Indeed this is the case for if 
we let 
#(Y) = 6, 
and this time demand somewhat more stringent general position 
requirements, we obtain a 2-l branched covering 
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where L , ,..., L ,s denote lines meeting two points of 9 and L,, is the unique 
twisted cubic containing 9. The ramification surface R is the so-called 
Weddle surface associated to the six points, and its image in P, is a Kummer 
surface associated to the double cover of L,, branched at the points of 9’ 
(see [23, Chap. XV]). Thus the conditions of Assumption 4.27 are again 
satisfied, as long as we choose B correctly. Since any second degree 
polynomial in the quadrics containing 9 gives a quartic with double points 
at the points of 9, it is easy to see that the generic B with only ordinary 
double points at 9 has the property that B avoids the Lj. 
One final note-Lemma 4.23 gives us an explicit basis for H3(P; 2). In 
fact this basis is very well suited to the representation of H3(p; C) by 
differentials of the second kind given in Section 2. To see this, let 
t=Cnj(dj-Ad;)+D 
represent an element of 2H,( 9; Z). Around c = (SW n 8), the three-chain D 
can be taken to have the form of a two-disc bundle E over a one-cycle y on 
c, where 
y=(D.&; 
To obtain a representative of {c} E H,(F; Z) which does not intersect 8, we 
can assume that E doubly covers a two-disc bundle E, in P, and find a 
three-chain a,, in (P, - 8) whose boundary is i3E,. The inverse image of a, 
in p gives a three-chain a which is symmetric with respect to the involution 
on P and whose boundary is aE. Thus 
(a-E)wO 
in H,(v; Z) since it is a symmetric cycle and so we can replace 5 by 
without changing its homology class. The integral 
is then well-defined. To compute it, notice that 
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since (D -E) lies in the algebraic surface (SW - c) and that 
since a is symmetric and 
! 
PfJ 
a-S 
=o 
PR/YF’ is skew. Finally we can let 
Ej 
be the isomorphic image in p, of the interior of Aj. Then with appropriate 
orientation we have the important formula 
(4.30) 
This formula holds, of course, only when we are in the situation of 
Assumption 4.1. 
5. A USEFUL DEGENERATION 
Again suppose we give ourselves a 2-l branched cover 
where the branch locus B has as its only singularities a finite set Y of 
ordinary double points. Assumption 4.1 implies that there exists a smooth 
surface A such that: 
(i) degree A = +(degree B), 
(ii) .Y’ G A, (5.1) 
(iii) in P, (see (1.5)), x mets B’ transversely in a smooth connected 
curve c’. 
Let 
F(X, ,..., X,) = 0 
be the defining equation of B in P, and let 
G(X, ,..., X4) = 0 
be the defining equation of A. We use these polynomials to define a threefold 
.B by the equation 
tF-G2=0 (5.2) 
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in C x P,. The divisor 9 is linearly equivalent to 2.~’ where & is the 
divisor in C x P, given by the equation 
G = 0. 
So we can proceed as in Section 1 to define a double cover 
7r:F--+CxP, (5.3) 
with branch locus 9. Also we can blow up C x P, along C x 27 and obtain 
a double cover 
branched over 9, the proper transform of 9 in C x I?,. 
Now 3 is non-singular near 
K=3n({o} x P,) 
except that it has c’ = [(J n B”) n ({0} x P,)] as an ordinary double curve. 
Our next step is to blow up c’ in (Cc x P,) to obtain a threefold EC. Let 
(i) 5 = (C x P,) blown up along c, 
(ii) cc: p + .2? be the double cover branched over 
(5.4) 
9 = proper transform of 9 in 227. 
We clearly have a proper mapping 
such that $7 is smooth in a neighborhood 27 of v-‘(O) and v J~-v-,(,,B is a 
smooth fibration with tibre 
p, = double cover of P, branched along al,, the proper 
transform of the solution set of the equation (5.6) 
rF-G2=0 
in P,. 
Furthermore 
v-‘(O)=D,UD,UD, 
with 
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D, = double cover of the threefold Ee branched over 
2 n Es, that is, D, is a bundle over the curve C? with 
fibre P, x P,; 
Dj, j = 1, 2, is a component of the reducible variety 
where l? is the proper transform of ((0) x P,) in X. 
For j = 1, 2, D,i is isomorphic to P, blown up along the curve c. Also 
D,,=D,nD,r& 
and for j= 1, 2, 
D,=D,nDj 
is a fibre bundle over c’ with fibre P, , while 
In fact, the tibre bundle D, over c’ is simply the product of the bundles D,, 
and D,,. Thus we are in precisely the situation [9, pp. 232-2331 where the 
components Dj, j = 0, 1,2, of the central fibre V,, are all smooth, have 
normal crossings, and are each acquired with multiplicity one. We wish to 
examine the asymptotic mixed Hodge structure of the family ( pf}. From the 
geometry of the situation, it is clear that we should expect to find the Hodge 
structures associated to H*@; C)” and H’(c; Cc) as graded pieces of this 
asymptotic mixed Hodge structure. (The superscript 0 will denote the part of 
the cohomology annihilated by the hyperplane section and by the proper 
transforms of the points of Y’ GA.) 
Reference [29, Sect. 61 tells us that to understand the asymptotic mixed 
Hodge structure at t = 0 we need to understand the local monodromy of the 
family Ft. Now since we have restricted ourselves to the situation of 
Assumption 4.1, we can explicitly compute the monodromy (over Z) of this 
situation. 
We can now make an appropriate list of the elements of H,(p* ; Z) for t 
near 0. We begin by letting 
zj = rS(interior of dj) = G(interior of dj) 
(see (4.17)-(4.23)). Now Ej is an open three-cell in P, whose closure avoids 
B”, for all t real #O as well as the curve 2;. Let 
Ej(‘) and E;(t) 
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be the two liftings of Ej into pt for each positive real number t. Then there 
are three-chains D,(t) in 
P-w x A) 
such that the elements of H,(vt ; Z) given by 
{r(t) = 
( 
i n,(lTj(t) - =j((‘>) + Dl(‘)) 
/=I 
(5.7) 
give a homology basis which is simply the variation along {t: t > 0) of the 
basis given in Corollary 4.25. Thus for t > 0 we get a well-defined map 
2H,(Q Z)+ H,(C; Z), 
C(t) - (W) * q+(,r,x.z) = Y/m 
(5-g) 
Notice that the nli in (5.7) are determined by the fact that the cycles 
give a basis for h - ‘({symmetric elements of H,(gW ; Z)” }) under the natural 
map 
h: @ zuj + H,(sa, ; Z). ‘(5.9) 
j=l 
So we can arrange things such that for 
I= l,..., (&(pJ - rank H,@; H)‘) 
the cycles C n,joj form a basis for the kernel of the map (5.9). For these 
values of I, there is a three-chain E,(t) in y -‘({t) x 2) such that 
rrw = i C=l nfjEj(t) + E,(t) ) 
is a well-defined element of Z-Z3( vt ; Z). Since all of H,(vt ; Z) is skew- 
symmetric, 
Mf) = 2rlr(t) = 
Ll 
i nlj(Ej(f) - E;(t)) + (E,(t) -E;(t))), 
where E;(t) is the image of E,(t) under the natural involution over 2. Thus 
for these values of 1 
P,(f) * %w, XX) = 0. (5.10) 
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We next turn our attention to 
Again each Ej has inverse images 
Ej(0) in D,, 
E;(o) in D,. 
The boundary of each of these three-cells lies in 2 = D, n D,. In fact, 
referring again to (4.17) - (4.23), 
a(Ej(o)) = ?qUj)’ a(q(0)) = 7quj). 
Again picking three-chains D,(O) appropriately we can build three-cycles 
<l(O) = 
C-1 
i n,j(Zj(O) - Ej(O)) + D,(O)) 
in (0, U D,). An easy continuity argument shows that 
(D,(O) - & = 27,. (5.11) 
By (9, p. 2451, the regular neighborhood ?F of p,, in $/ has the homotopy 
type of F,, so that the inclusion 
Ft;c; t small 
induces a map 
p: H,(F,; z)+H,(~o; E). 
By (5.11) it is not possible that p((,(t)) = r,(O) in general since 
(l,(t) . D,) = 0 if t # 0. However, if we let Fe denote the conic bundle over c’ 
which makes up the exception locus of the blow-up 
we write 
9 - 3 > 
(= branch locus (= branch locus 
in S) in C x P,) 
and notice that it is geometrically clear that 
P(W) = t-,(O) + m (0 - 1 (r,) 1. 
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Since (a-‘(~,) . EC) = (-2) y, inside X we obtain that 
o-‘(Y,) * aI = C-2) YI (5.12) 
in D, inside ZK There is only one value of m above which is consistent with 
(5.11) and (5.12) and the fact that’<,(t) . D, = 0 if 1# 0, namely, m = 1, and 
so we conclude: 
Suppose t > 0, t small. Then in HJ(% Z) 
r,(f) N 6x9 + {eYr)l) 
(5.13) 
and, if IQ @,(p,) - rank H,(J; Z)“), we have by (5.10) that t,(t) N e,(O). 
We shall see in (5.16) that in fact (5.10) is true for all 1 and so 
for all values of the index 1. 
Before we can proceed further we must compute 
Hj(zq Z) z H,(Fo; Z). 
We use the Mayer-Vietoris sequence 
O-rH3(D,;Z)OH,(D,;Z)-tH~(D,uD,;Z)-,H2(~;E)’~0 
where superscript 0 means the part of the homology whose intersections with 
the hyperplane section and with the proper transforms of the points of 9’ are 
all 0. By the exact same reasoning as in (1.27)-(1.33), 
H,(D, ; Z) 2 H,(D,; Z) is H,(C; Z). 
Also the Thorn isomorphism gives that 
H,(D,, (Don (0, U 02)); z) z f&.--4(6; z) 
so that the inclusion induces an isomorphism 
H,(D,U D,; H)~HH,(DouD,U D,; Z). 
Putting this information into the above exact sequence, we obtain a new 
exact sequence 
0 -+ H,(C; Z) @ H,(C; E) f H(Vo; Z) 5 H,(A; Z)” + . 
To describe the maps in this sequence, let 
boj * *Do,-+ t, j= 1,2, 
(5.14) 
164 C. HERBERT CLEMENS 
denote the exceptional P,-bundle in Dj. Then the map x in (5.14) can be 
described as 
(r19 YJ I---+ kGI’W + G’W* 
Notice that for any one-cycle y in c”, 
(GIYY) + U,‘(Y)> - u-‘(Y) 
in v,, where o-‘(y) is as in (5.13). The map ry in (5.14) can be described 
explicitly, at least in that under it 
t,(O) ++ $ n/j7?(uj), 
j=I 
where n” and crj are as in (4.21~(4.25). Now we saw in (4.21)-(4.22) that the 
cycles {uj}J= r generated H,(.!?, ; Z)“. Thus given a E H,(J; Z)“, Z-‘(a) is a 
symmetric element of H,(S, ; Z)” and so can be written in the form 
(see (4.22)). Then 
v njcrjE.4‘ 
77(77’(a)) = 2a - 1 nj7?(u,i) 
so that under the mapping 
H3( F”o; Z) + H,(X; Z)” 
the images of the cycles r,(O) generates at least the submodule 
2[H,(& Z)“]. 
So by (5.13), the same is true for the submodule generated by the images of 
the cycles cc(t) under the mapping 
H3(~~;~)~H3(~o;H)jH,(~;Z)o. (5.15) 
Since the (&(t))~:(~’ form a basis for the free Z-module 
2fw~; z> 
we have that: 
The composition map (5.15) is onto. Also, if HP(tm; Z)’ 
is the submodule of symmetric elements of Hz@,; Z)“, 
then 2: ,!?, + A’ induces an isomorphism (5.16) 
7s, : H,(.?m; Z)+ -+ 2H,(& z)“. 
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Therefore the argument leading up to (5.10) can be extended by taking 
E,(t) so that X,(t) = - 2 n,,u, + n’-‘(a). Thus conclude that (5.10) is true 
for all values of 1. 
It is clear however that the mapping 
p:H,(~t;Z)hz,(~o;Z) 
is not onto. For the natural involution associated to the covering 
acts on w, pt and pO. We saw in Section 1 that all of H,(pt; Z) was skew 
with respect to this involution, whereas, in the exact sequence (5.14), the 
involution acts on H,(c; Z) 0 H,(c; Z) by 
(r19 I4 - (Yz, YJ 
Thus p(H,(Ft; Z)) c H&70; Z)skew, the skew subspace, and we have an 
exact sequence 
0 - H,(C”; Z) -5 H3( v. ; qskew A H,(fT; Z)” - 0. 
We next wish to show that the map 
p: H,(Ft; z)4z,(~o; qskew 
(5.17) 
is, in fact, onto. It suffices to show that 
H&Y, m, Z) = 0, 
since then, under the inclusion-induced map 
H,(rn z> -+ HJ(K a, 
(5.18) 
we can pick a, H a&‘(~) for any y E H,(c; Z). Then let a2 = image of a, 
under the involution on ZY. We have 
and (a, -a*) E H3(P, Z)skew. By the Wang sequence, the inclusion- 
induced map 
H3(Ft; Z) -+ H,(W, Z)skew 
is onto since Z-Z,(V, ; Z)skew = 0. 
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To prove (5.18), it &ices, by duality, to show that H5(v, Z) = 0. But, 
again by the Thorn isomorphism 
H”(Po, (0, UD,); Z) z H*-4(C; Z) 
from which we conclude that 
H5(po; Z) z H’(D, u D,; Z). 
The Mayer-Vietoris sequence 
H4(D,; Z)@H4(D,; Z)-,H4(& .Z)-,H5(D1 UD,; Z)+ 0 
will then give the sesired result if we can shown that 
H4(Dj; Z)+ H4(x; Z) 
is onto. By duality we need only show that the intersection mapping 
H*(Dj; Z) ~ H,(AI; ‘) 
is onto. But this follows from the fact that a fibre of the P,-bundle D, has 
intersection number one with x. Thus: 
LEMMA 5.19. The natural mapping 
p: H#,; Z)+ H,(&; b)skew 
is onto. Also H,(F,,; Z)skew is an extension oJH,(x; if)” by H,(c; Z). 
We next consider the monodromy transformation 
y*: Hk(pt; Z)+ Hk(pf; Z) (5.20) 
associated with our family. If k # 3, our study of the topology of p, in 
Sections 1 and 4 shows that 
is injective with image of maximal rank in Hk(pt; Z). Thus y* = identity 
unless k = 3. For k = 3 we know by 19, p. 2591 that y* is unipotent since all 
components of F. are acquired with multiplicity one. Next, in the 
computations preceding (5.14) we saw that 
H,(D,, C&l u Do,); Z) = 0 
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so that H@, - (Do, u D,,); Z) is a torsion group. In [9, sect. 5; 10, p. 1001 
it is shown that if 
%$,? = regular neighborhood of D,,, in V, 
then (KIz n p,) contains a torus bundle over DoI E c. We denote the 
bundle as 
By formula (4.13) in [ 10, p. 1031, 
(y* - ident.)*(H,( vt ; Z)) 
lies in the subpace of H3(rt1; Z) generated by cycles 
r-‘(a), aEH,(C;E). 
However these cycles ~-‘(a) lie in a subspace of pt which is isomorphic to 
(D, - (D,, U D,,J), so that, since they are torsion cycles in 
(D, - (D,, U Do2)) and H,(pt ; Z) has no torsion, the r-‘(a) must all bound 
in F,. Thus 
(y* - ident.)’ = 0 = (y* - ident.)*. (5.21) 
We next wish to compute (y* - ident.). In view of (5.21), Theorem 4.4 of 
[ 10, p. 1011 tells us that 
(y* - ident.)(H,( pt ; Z)) 
is generated by cycles r-‘(a) where a is a two-cycle in 
(Do, - &,2) or ml2 -4,2) or (012 - 4x2) 
and r is a circle bundle lying in a regular neighborhood. The same argument 
which led to (5.21) shows that if a lies in (Do, - D,,,) or in (D,, - D,,,), 
then 7-‘(a) bounds in Ft. We are therefore left to examine p, near 
To do this, we take a generic point p E A and a generic line L cutting A 
transversely at p in P,. We examine the monodromy of the family of 
hyperelliptic curves with branch locus given by 
@‘Id - (G Id* = 0. 
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This is the original Lefschetz situation (see [25, pp. 310-3111). We can 
make the following picture: 
1OCd 
coordinate 
z=G/F% 
Clearly as t goes twice around zero in the positive direction, t”’ goes once 
around zero and the chain q with endpoint above z = 0 returns to itselfplus 
the cycle y. If we assume our line L is taken to pass through the double point 
of Tti (see Assumption 4.1 ff.), and ifp is taken to vary over 7s(aj) where oj is 
the associated vanishing cycle aj in SW, we can therefore conclude that, at t 
goes twice around 0, 
~j(t) ~ (~j(t) + 5 -  ’ ( I ) ) ,  
where 
is the “vanishing” circle bundle in v[ over (D,, - D,i2) in vO. Since 
H,(F,; Z) has no torsion, we therefore use formula (2.46) to conclude: 
(y* - ident.) + $ nj(Ej(t) - E;(t)) + D) 
J 
We also have the commutative diagram 
(5.22) 
(5.23) 
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If we could show that the “Gysin mapping” 
H&r; Z)“+ H&,; Z) 
were injective, we could then conclude that the invariant part of H,( p, ; Z) is 
simply the kernel of the composition mapping (5.15). We next proceed to 
show this-the proof will be an immediate corollary of the application of the 
theory of mixed Hodge structures to the degenerating family { r(}. In fact 
this is a good example of the advantage of applying mixed Hodge theory. A 
direct proof of this fact by topological techniques would be very cumbersome 
at best. 
That which follows will assume some general familarity with Deligne’s 
theory of mixed Hodge structures as outlined in [9, sect. 81. Also the striking 
effect of this theory on monodromy will be used. This is treated in Schmid’s 
fundamental paper [29, sect. 61 and in [9]. We will be especially interest in 
the asymptotic. mixed Hodge structure for the family { p,} as constructed in 
[9, sect. 91. 
The Mayer-Vietoris sequence 
0 + H2(x; C)” -, H3(D, u D, ; Cc) -, H’(D, ; C) @ H3(D, ; C) + 0 
gives, as before, an exact sequence 
O+ H2(& Cc)“+ H3(ro; C)+ H’@;C)@ H’(C;C)+O, (5.24) 
where HZ@; C)” denotes the elements of HZ@; Cc) which pair to zero with 
the hyperplane section and the exceptional curves of 2. However the 
mappings in (5.24) have additional structure; namely, they are morphisms of 
mixed Hodge structures (see [9, p. 2681). H3( To ; C) therefore has a mixed 
Hodge structure with weight filtration 
0 (image of HZ@; C)“) H3( PO ; c) 
and an isomorphism of type (-1, -1) 
(q/T) z HI@; C) @ HI@; C). 
Also the family (H3( vt ; Cc)} has an associated asymptotic mixed Hodge 
structure 3’ at t = 0 (see [9, sect. 91) such that the natural map 
H3(po; C)-+R 
607/47/2-5 
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is a morphism of mixed Hodge structures of type (0,O). (One caution about 
notation-in the following we will have to deal with both the usual Hodge 
structure on H3( p* ; C) for t near 0 and the mixed Hodge structure on a 
vector space of the same dimension associated to t = 0. Thus we use a 
different letter 3 to denote the latter structure, a notational distinction 
which was unnecessary in [9, sect. 91.) 
We next examine the monodromy exact sequence [9, p. 2291 associated to 
our degeneration 
and notice that the involution associated to the family of double coverings 
acts on this sequence of mixed Hodge structures and so, by Lemma 5.19, we 
obtain an exact sequence 
O- H3(V,,) skew 
(Since (y* - ident.)* = 0, log y* = 1 - y*.) Also, log y* is a morphism of 
mixed Hodge structures of type (-1, -1). Using (11.21) of [9], the 
monodromy exact sequence, and our analysis of the mixed Hodge structure 
of H3(p,,), we infer that the weight filtration on Z is given by 
II II II /I 
0 G (image of H*(x)‘) G (image of H3(po)) c SF 
where ZZPJ?Y~ is mapped isomorphically onto (the image of) H*(J)’ by 
log y*, and 
Therefore we can conclude that the cycles r-‘(a) occurring in (5.22) span 
a submodule of H3(Ft; Z) of rank Cg,($ - #(Y) - 1) =/3,(A) - 1. This 
submodule is contained in the submodule 
L@~=kernel@:H3(~~;Z)+H3(~o;Z)) (5.25) 
of “vanishing cycles.” 3’u is a Z-module direct summand of H3(pt ; Z) since 
H,( p0 ; Z) is torsion free. Since ~3’” also has rank Q.&(x) - #(Y) - l), the 
r-‘(a) span 2”. Also the cycles r-‘(a) are contained in the module 
LFi = kernel((y, - ident.): H,( pt ; Z) + H3( vt ; Z)) (5.26) 
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of “invariant cycles.” Thus 
Y* - ident. Is, = 0 
and so 
9oE9,. (5.27) 
Also, with regard to the intersection pairing on H& ; Z), 
s*-Ls” (5.28) 
since, up to sign, log y* is self-adjoint. So for appropriate choice of the 
cycles 6,(r) in H,(Pf ; Z) we can choose a free basis 
&k(f), k = l,..., (/3,(J) - #(P) - l), 
for <2[. such that in H,( p, ‘1; Z) 
6,(t) * Ek’(t) = Q(t) * Ek’(t) = 0, 
J,(t) . t+(t) = Kronecker a,,, . 
Finally then we can choose a complementary basis 
‘t,(t)7 1 = l,..., PI(C), 
to gL. in J%‘, such that 
M) * tl,(t) = &k(t) * ttrw = 0 
(5.29) 
(5.30) 
so that: 
The intersection pairing, restricted to the submodule 
41(C) 
c Q,(t) (5.3 1) 
I=1 
is unimodular. 
Now as in Theorem 7.56 of [9] we have a canonical isomorphism of 
complex vector spaces 
G?%H3(~t;C) (5.32) 
for each t near (but not =) 0. This map is defined over R and has the 
property that the composition 
H3(&; C)-+c?=--+ H3(Ft; C) (5.33) 
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is the map induced by the inclusion of p( into the regular neighborhood ?Y 
of p,,. However the map (5.32) is not a morphism of (mixed) Hodge 
structures. For one thing, if {Ff} is the image in Z’ of the usual Hodge 
filtration on H3(vt ; C), then the Hodge filtration on 2 is not the limit, as 
t + 0, of {Xi}. In fact, we propose to prove that, at least for a “generic” 
family { Ft}, 
where {Z?J and (f;} denote, respectively, the weight and Hodge filtrations 
on X. 
The proof of (5.34) will be rather long. We begin by letting 
ew>7 4YQ vlw (5.35) 
be the Poincare dual basis in H3(?, ; Z) to the basis for iY,(p, ; Z) given in 
(5.29)(5.30). Next recall that in Section 2 we have explicitly computed a 
basis for Xi, namely, 
Pj12 
(tF - G2)3’2 ’ 
(5.36) 
where the Pj run over a partial basis for the homogeneous forms of degree 
(3n/2 - 4) which vanish on the singular set 9. We write 
PjQ 
(# - Gy - - - v (ajk sft(t> + bjkEk*(t>) + T  cj,rlr*(t)* 
k 
(5.37) 
The coefficients (ujk(t)) have very nice asymptotic behavior. Namely, if for 
r-‘(a) as in (5.23) 
r-‘(a) - x rlkEk 
for some a E H,(J; Z)“, then 
ii7 x nkajk = lim 
+ k r-10 !  r-,laj ( 
‘jfl -laRes (31, 
iF - G2)3’2 - 
where 
Res: 
meromorphic forms on 
Ip 3 with poles along A 
--$ H2(A ; C)” (5.38) 
is as in [ 14, p. 4881. Thus the functions ujk(t) which are well-defined and 
holomorphic in r. punctured neighborhood of t = 0 extend to holomorphic 
functions on the entire disc. Also the functions cjr(t) are all well defined on 
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the puntured disc. To compute their asymptotic behavior, we use local atline 
coordinates t, f, g, z in p3 where 
f = 0 gives B locally, 
g = 0 gives X locally. 
Writing an integral (5.36) in these coordinates we have 
Pj d! & dz 
(ff - gy3’z * 
To blow up along c’ = zn B” we can use the transformation 
(Gs, g, z) t-+ (6 tf; QT, z> 
so that in terms of local coordinates on X the integral becomes 
On fibres (t = constant) this integral becomes 
(5.39) 
This last formula enables us to compute the functions tc,,(t) at I = 0. 
Namely, we recall that we have a branched cover 
where EC is the blow-up of c’ in C x p3. This cover is branched over 
(9 n Ed 
where 9, as before, is the branch locus of 
NOW (EC - (2 n EC)) is a bundle over c whose fibre has the homotopy 
type of [RIP, (see remarks preceding (2.3)). Thus (Do - (D, Ad’)) is a 
homotopy S2-bundle over the curve c’ and so admits a Gysin map 
f: H,(c; Z) + H,(D, - (D, n 9); Z).’ 
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In fact, referring to (5.17), we have a commutative diagram 
Now each cycle x’(y) is the image of a three-chain rl in pt for f near zero 
under the retraction mapping p: v, + p0 constructed in [9, sect. 61. 
where pi lies in a subspace of pi which is isomorphic to 
(Oj-(DojUD,*))~(~,--), 
Since pj is easily seen to bound in P, -2, we can choose a three-chain 
r$ in (iP, -2) such that 
As t + 0, r; approaches a three-cycle Tjo in Dj which is homologous to 
(-l)“- “a&’ (y), where uoj is as in (5.14)ff. Thus there exists an element 
such that vY is disjoint from .2? and for the cycle 
r,(t) = vy * v, 
in F,, we have 
AkqOl) = 2X-(Y) 
in H3( f0 ; Z). The cycles v,(t) therefore all lie in Si and span .Si/S,,. In fact 
the cycles q,(t) must therefore generate the module 
and we therefore have produced explicit generating sets in Z-Z,( p, ; 2’) for each 
module occurring in the exact sequence 
O-t~~~~i~~H,(~o;Z)~~H,(~;Z)o~O, 
where w  is as in (5.17). 
(5.41) 
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We now return to the integrals (5.36)-(5.39). The differential 
gives a (closed) meromorphic four-form on ?Y with double pole along &’ and 
simple pole along D, by the formula (5.39). Thus 
dt tP0 
t - a (tF - G2)3’2 (5.42) 
has simple pole along PO, double pole along A?’ and no other poles. Then 
cJy(a) = ,-fiQ, Res (A (tF T&,2) 
= 
dt tpJa 
t - a (tF - G2)3/2 
is holomorphic in a neighborhood of a = 0 and 
(2=S3) (constant) 1 pj dz. 
.  
Y 
Now by the fact that, under the retraction 
H,(Q ‘q+H,(Klb; Z), 
the cycles q,,(t) generate the submodule 
zL(~,(~; Z)), 
we can choose a basis (y,} for H,(c; Z) such that 
tt~,rtol,=o) = 4 tc,y,m (5.43) 
(see (5.37) and (5.41)). This tells us that the functions c,, in (5.37) have (no 
worse than) first order pole at t = 0 and computes their principal parts. 
Namely, since the map 
llese 0 RCSA 
- Ho@; 0’) 
is onto a basis of H’(c?; a’) and since the image is given by the same 
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differentials (locally written as pi dz above) which occur in the computation 
of the matrix cj,(0), we have that, by appropriate choice of Pi, the matrix 
is simply the period matrix for the curve c’. We can and do assume that 
polynomials 
pj, j = l,..., &(A) - 1) 
are taken to vanish on c. We next consider the map 
p.Q (52(.4)-I) 
Res: -&- 
I I 
+ EP(A; C)” 
j=l 
as in (5.38). We will need to require that the image set of this map is a basis 
for H*(A; C)“. Using Griffith’s theory in [ 14, p. 4881, this is equivalent to 
showing that the map 
fP~O(A) -+ H2(A; G)/(H2~o(A) + EP’(A)), 
(ResT)i+ (Reti?) 
(5.44) 
is an isomorphism. This is clear if n = deg B < 6 since both spaces have 
dimension zero. If n > 8, then by Griffith’s theory (see [ 14, p. 4721) (5.44) is 
an isomorphism unless F divides some form 
vcac -i. j&yj’ degree Cj = (n - 3). (5.45) 
We will first examine this situation variationally. Namely, by Macauley’s 
theorem, the vector space of forms (5.45) has constant dimension 
(=4(‘;)-6(“‘2,+’ )) as long as G is non-singular. The question we are asking 
is whether the subspace of forms (5.45) and the subspace of forms 
PF, degP= c-4 , 
i ) 
(5.46) 
which are of complementary dimension, intersect non-trivially in the vector 
space of all homogeneous forms of degree (3n/2 - 4). Clearly this is a closed 
condition when we allow F to vary freely and G to vary over non-singular 
forms. The condition is not always satisfied-for example if 
F = -$n/41Xy/4+ 11X5n/41Xy/4+ 11, 1 
G = X;j2 + . . . + X;/2. 
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Thus the condition of non-trivial intersection is not satisfied for 
F= G,G,, 
G=G,, 
(5.47) 
where Gj, j = 0, 1,2, are generic forms of degree n/2. Next suppose we 
assume that the hypotheses of Assumption 4.27 are all satisfied for some 
Then these hypotheses continue to be satisfied for all 9 in some Zariski 
open subset of the symmetric product (iP,)‘m’. Therefore we can find an Y 
of cardinality m and non-singular forms G,, G, , G, such that for F and G as 
in (5.47), the vector spaces (5.45) and (5.46) have only 0 in common. 
Therefore the same must be true for 
F = generic quadratic polynomial in the homogeneous forms 
of degree n/2 which annihilate Y, 
G = generic homogeneous form of degree n/2 
which annihilates 9. 
Furthermore the result holds for any Y in some Zariski open subset of 
(IP,)‘“‘. 
LEMMA 5.48. If there exists 3pI s P, of cardinality m for which the 
hypotheses of Assumption 4.27 hold, then there exists a Zariski open subset 
in (lP3)(m) such that for all Sp G (subset), and 
F = generic homogeneous n-form whose zero set has 
double points at Sp and no other singularities, 
G = generic homogeneous nl2form which vanishes on 9, 
the mapping (5.44) is an isomorphism. 
We are still trying to prove (5.34). We now proceed to finish the proof in 
the case that the mapping (5.44) is an isomorphism. For in this case the 
matrix 
in (5.37) has maximal rank at t = 0. Now all that remains is to compute the 
178 C. HERBERT CLEMENS 
asymptotic behavior of the coefficients bjk(t). Using (4.30) we can estimate 
this behavior by estimating, say, 
J 
tP.0 
zj (tl: - G2)“* ’ 
Locally near a point of (gj - ;li), we can write this integral as 
J 
tp dg dx dy 
[t(g2 - 1) - g2]3’2 ’ 
(5.49) 
(5.50) 
where g = 0 locally determines 2 in P,, and, for the purposes of the 
estimate, we can assume that the domain of integration is given by 
g real > 0, x, y real. 
Thus we can bound the integral (5.50) in a neighborhood of t = 0 by 
showing that the integral 
t J O<r<c [r2 + t(ld’_ r2),“/’ 
stays bounded as t -+ O+. This in turn follows from the fact that the integral 
is bounded by 
dr 
t ii (r2 + ct)3’2 
for some constant c > 0, and so by 
t.f 
Notice furthermore that if G ) P in (5.49), then the same procedure shows 
that the integral (5.49) is bounded by (constant) 1 t 1 ‘j2. 
Next notice that since the monodromy log y* operates by 
(log Y*) 
(dz::L) = M(e~~:%) 
(5.5 1) 
for some integral-valued matrix M with det M# 0, the matrix-valued 
function 
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is a well-defined meromorphic function in a neighborhood of t = 0, so by the 
above estimates we can conclude that: 
(i) the meromorphic functions b;k(f) have at worst a first-order pole 
at t = 0, 
(ii) if G ) P,, then the bjk(t) are holomorphic at t = 0. Also, Schmid’s 
construction of the asymptotic mixed Hodge structure [29, p. 2551 tells us 
that, under the isomorphism (5.32), the space 
F;cz 
is given by 
!iy subspace spanned by the vectors --t I 
C ('/k 'tCt) + bjksk*(t)) + F cj,rl:(t): 
k 
(5.52) 
We have already supposed that the indices 
j = l,..., (/3,(A) - 1) 
correspond to those differentials 
4” 
(tF - G2)3'2 
such that P, vanishes on the base curve (Z? n A). Let us further arrange 
things so that, for 
j = I,..., (@(A) + P(A) - l), (5.53) 
we have that G 1 Pi. (Again, we can do this by Grifiths’ theory [ 14, p. 4881.) 
For such j our estimates tell us that the bjk grow at most like t-“2 and so 
must in fact extend to functions holomorphic at t = 0. Referring to (5.52), 
this means that, since the S,* are a basis for 
3%pq 2 H2(A, C)O 0 
I 
trivial Hodge structure 
of rank 1, weight 2, type (1, 1) I ’ 
the highest non-trivial graded quotient for the weight filtration on our mixed 
Hodge structure X’, the vectors 
c q,(O) 8: (5.54) 
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for j as in (5.53) lie in the subspace determined by ST: and so, by dimension, 
are a basis for it modulo q. Now if 
(h*,‘(A) + h’.‘(A)) < j < @,(A) - l), (5.55) 
the vector (5.54) cannot lie in jro. ’ The only possibility, therefore, is that the 
matrix 
(cbjk(c))jas in (5.55) 
has maximal rank at t = 0. This works out just right since then the vectors 
s (fbjlk(4)lt=OEk* 
k 
span 
We have therefore computed the asymptotic behaviour of all the entries in 
(5.37). We can immediately conclude an important result. 
THEOREM 5.56. Zf m is such that, for a generic set 9 c P, such that 
#(Y) = m, the hypotheses of Assumption 4.27 hold, then for generic 9 of 
cardinality m, generic B with Y as double point set, and generic A 2 9, we 
have the asymptotic formula 
relating the usual Hodge structure on H3(r, ; C) to the asymptotic mixed 
Hodge structure at t = 0. Zf deg B < 8, this relation holds for each B and A 
such that the pencil spanned by B and 2A satisfies the hypotheses of 
Assumption 4. I. 
Next we let 0~ be the (2g x g) period matrix for the curve 
c= (k--d) 
with respect to the basis {y,} of H,(c; Z) used in (3.43). Then the elements 
are all invariant cocycles and together their projections frame X: for t near 
0 (t # 0). Furthermore, they correspond in Z to a basis for 
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((3: n K) + %$. So altogether they frame a trivial holomorphic vector 
bundle 
with tibre Yf for t # 0 and fibre ((Yi nZQ + K) at c = 0. From our 
computation of the coefficients in (5.37) we conclude immediately that if 
v: 8 + (t - disc) (5.57) 
is the dual bundle, the sections 
of v form the basis of a partial lattice in each fibre. For t # 0 we can 
complete the partial lattice to a full lattice by throwing in the elements 
as additional generators. This lattice, which we denote as 
m (5.58) 
is the period lattice associated to H3(Ff ; C), and as t + 0, the generators 
6,(t) go off to infinity. If we then form the quotient of 8* by the lattice 
elements, we obtain a fibration 
v: X + (t - disc) (5.59) 
such that, if t # 0, v-‘(t) is the intermediate Jacobian of vt (see [ 11, sect. 31) 
and, if t = 0, v-‘(t) is a (C *)42(A)-‘-extension of 
J(& 
the Jacobian variety of the curve c. 
To make full use of the fibration (5.59) we will need to be able to interpret 
geometrically the extension class of the extension 
I--) (@*)52(‘w -JO-+J(c)+O, (5.60) 
where 
J1 = v-‘(t). (5.6 1) 
The interpretation which follows was suggested by Carlson’s work [7]. 
The kernel of the morphism 
H3(Po; C)-+‘z 
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of mixed Hodge structures is the symmetric part of H3( v0 ; C) by 
Lemma 5.19. Thus we have an injection of mixed Hodge structures 
H3( r7, ; qskew + 2 
which goes onto the subspace q of 2. Thus the subspace 
((TinYe) + T) of 7& transfers to the corresponding space in 
H3( v, ; qskew which we will continue to call by the same name. By 
Lemma 5.19, the partial lattice in 
which we used to construct J,, corresponds to the module H3( p,, ; h)skew, and 
using (5.17) we see that {q,(O)} corresponds to the image of a basis of 
H,(c; Z) under x-. Using (5.16) we see that the elements of H3(V0; Z)skew 
corresponding to {Sj(0)) go onto a basis of H&4; Z j” under w. Thus with 
respect to the mixed Hodge structure on H3( PO ; C)skew 
Jo z ((sq n %$) + zq)*/H3( PO ; zykew. 
Also the inclusion 
induces an isomorphism 
ff,(D, u D,; Z) z IYI,(~~,; Z) 
as we have seen in the computations leading up to (5.14). So we have an 
isomorphism 
.f,, 2 ([ (Fi2 n T) + W;]““‘“)*/H,(D, u D, ; .Qskew, (5.62) 
where the spaces ;Tsz and 7 refer to the natural mixed Hodge structure on 
H3(D, U D, ;C) (see [20, sect. 41). Finally the natural map 
H,(D,, d; Z) + H,(D, u D,; Z)skew, 
Ada-a’ 
for a’ the image of a under the natural isomorphism 
D, z D,, 
is again an isomorphism. 
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LEMMA 5.63. There is an isomorphism of complex Lie groups 
Jog fy3+4*w-I I r 0, 
where To is the partial lattice generated by the jirst g(c) rows of a 
(g(c’) + &4) - 1) x (g(c’) +/$(A) - 1) identity matrix and the uectors 
where (F,} is a symplectic basis of H,(D, ; Z) so chosen that 
{Wj}-is the basis of H’*‘(D,) such that a/ is of type (3,0) + (2, 1) and 
Wj 1 A = 0 and such that fir 1 < I < g(C) 
! h wj = Kronecker ai,, 
and the qk are elements of HJ(D, ,z; H) which go to a basis of H,(x; H)’ 
under the transgression mapping in the homology exact sequence for the pair 
(D,,J) (see (5.15) and (5.16)). 
Proof of Lemma 5.63. First of all, we use the first Riemann relation on 
the complex torus Jt for all t # 0 to conclude that, referring to (5.37) and an 
appropriate choice of basis 
Pi0 
(tF - G2)3’2 ’ 
j = l,..., c/?,(A) - 11, 
tpia 
(tF - G2)3’2 ’ j=P,(~),..., (dc’)+B2(4- lb 
the matrix 
is equal to the transpose of the matrix 
Namely, we must choose such that, for j = l,...,/?2(A) - 1, 
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f$j 
PjQ 
(@ _ ~2)3/2 = Kronecker ajky 
and such that, for j > p2(A) and I = l,..., g(e), 
f% 
tPj” 
(to _ ~2)3/2 = Kronecker sjl' 
Now we can arrange things so that, in addition, 
for j >/?,(A), that is, so that, on P,, 
Res pj.R 
i i G3 
= 0. 
In order to complete the proof of Lemma 5.63 we must be able to identify 
the following two g(C)-dimensional subspace of ((Xi n y) + Pi): 
M’ = lim (subspace generated by the differentials 
IdO 
Pj12/(tF - G2)3’2 where j > &(A)}, 
.B = (subspace of H3(D, U D, ; C)skew given by 
forms a such that if aj = aIDj 
then cxj is of type (3,O) + (2, 1) and 
a2 = -a, 
under the natural identification between D, and D,}. 
To see that M’ = ZS, notice that, if a E 57, then a corresponds uniquely to an 
element of H3( F. ; c)skew which is a sum of three-forms of type 
(3,O) + (2, 1) on each of the three components of PO. Let a0 denote the 
restriction of this form to Do. Again we write 
a = a, + a, + a2. (5.64) 
Now in [9, sect. 61 there is constructed a P-retraction mapping 
p: 7F-+ Fo, 
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so that p*(a) is a C” form on Z Therefore in terms of the norms induced 
on each rt from a Kiihler metric on W, 
KU, 2) + (0,3))-component ofp*(a)lp,llf < C, ItI (5.65) 
for some constant C, (see Corollary 5.8 of [9]). On the other hand, from our 
computation of the asymptotic behaviour of the periods (5.37) we can check 
to see which part of Sr2(H3( rt ; C)) approaches p*(H’(v,, ; C)) sufficiently 
rapidly to be consistent with (5.65). Let 
a, ,***, a,(S) 
be a basis for 9 by cycles (5.64) and, for each C, let 
be such that 
is the closest point of ah with respect to some fixed metric on Z’. Referring 
to (5.37), if M’ #A%‘, then there is a continuous family 
“, = c rh(f) O1h 
of vectors of length one such that, writing 
hZ.%4)+h’.‘L4)-1 
c 
p.4 
j=l 
‘jtt)(log ‘1: ’ (tp _ ~2)3/2 
/3&4-l 
+ c 
v 
j=h*.O(A)+hl.l(A) 
n.i(r)t (tp _ ~2)3/2 ’ 
the functions A, have finite limits as t approaches zero along a ray, and, for 
some ~jzj, j < p*(A) - 1, the limit is not zero. Now by (5.65) we have that 
IIV, - WI111 G ccl ItI. (5.66) 
Since each a in (5.64) depends only on the E: and the q,?, 
h2.%4)+h’.‘(A)-l 
co,-vv,= 
c ~,./(0(10g t) - ‘~jk(O 6: 
j=l 
+ 
j2h2,0(~+h,,,(*) W) f”A) a: 
+ (a bounded linear combination of the ef and ~7). 
607/47/2-6 
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On the other hand. since the matrix 
("jk(o))l<jrk<B&4- I 
is of maximal rank, we conclude that the vector 
cannot have bounded (/ /I,- norm as t approaches zero along a ray. We reason 
as follows. There is a continuous, bounded function p(t) such that 
cl(t) m (w, - v,) = s Vk(t) s,* + 
I 
where the vk’s are continuous with limits not all zero. By Corollary 6.11 of 
1291, no such family of vectors can have bounded growth in the ]] 11, norm as 
t approaches zero along a ray because the cycle C ~~(0) St is not invariant 
under local monodromy. Thus we have contradicted the assumption that 
.c? f .$. Using (5.62) and elementary properties mixed Hodge structures in 
the normal crossing case 120, sect. 41, Lemma 5.63 follows at once. 
To see the use of Lemma 5.63, let us suppose we have a cycle 
a E H,(J; Z)” which is of type (1, l), that is, which is annihilated by the 
elements of H**‘(x) = H*,‘(A). By Lefschetz theorem, a is represented by a 
difference 
c, - c2 
of effective algebraic curves on A’ such that 
(C, * C)n= (C, * C),p 
Also we can choose the Cj such that they do not intersect the exceptional 
curves on 1 caused by blowing up the double point set 9. Now in D,, C, 
and C, are homologous so that it makes sense to talk about the point 
(tc, I - {C2/> E JP,) 
the intermediate Jacobian of the threefold D, (see [ 1 I, sect. 31). But 
J(D,) s J(C) 
by [ 11, p. 2941 and since rational and homological equivalence are the same 
on p,, it is an easy exercise to show that under this isomorphism the point 
(C,} - {C,} in J(Dl) corresponds to the point 
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in J(c). Since the set of cycles of type (1, 1) is a Z-module direct summand 
of H,(J; Z)“, we apply Lemma 5.63 to conclude the following theorem 
which sums up the results of this chapter. 
THEOREM 5.67. Suppose that there exists 9’ c iP, of cardinality m for 
which the hypotheses of Assumption 4.27 hold. Then for generic 9 of 
cardinality m, generic n-form F with 9 as double point set, and generic n/2- 
form G annihilating 9 we can associate to the family 
VI = double cover of P, branched along the surface tF - G2 = 0 
an analytic family 
such that .P is smooth and v is everywhere of maximal rank and 
(i) if t # 0, then JI = n-‘(t) is the intermediate Jacobian of r, ; 
(ii) if A is the zero set of G and c” is the normalization of the curve 
F = 0 on A, then Jo is a (C*)42(A)-1 -extension of J(c) such that, if 2, ,..., Z, 
is a basis for the primitive algebraic one-cycles on A such that 
zjnY=O for all j, 
Jo contains as a direct summand the (C*)‘-extension of J(c’) given by the 
divisors 
considered as points of J(c). 
PART THREE: QUARTIC DOUBLE SOLIDS 
6. BIREGULAR MAPS AND THE CHOW RING 
In Part Three of this work, we will restrict ourselves to the case 
7r: v+ P,; (6.1) 
a double cover branched along a surface B of degree four in Ip,. We again 
denote 
9 = {singular points of B) 
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and assume that all points of Y are ordinary nodes in B. Further we assume 
that 
M=#(9')<6 (6.2) 
and that ,Y lies in a generic orbit of the action of PGL(4) on the Mth 
symmetric product of P,. Thus, as we have seen at the end of Section 4, 9 
satisfies Assumption 4.27. We then suppose B chosen generically for the 
given .Y. So by (2.22) and Corollary 2.33, we have that 
h3,0( ?q = 0, h2J(P) = (10 -M). (6.3) 
We first examine the Chow ring of l? We let 
A2(F) = & A’(V) 
i=O 
be the Chow ring modulo numerical equivalence. Since 
A’(F) g HZ’@; 2) E H,-,,(F; Z) 
the topological analysis of Section 4 allows us to construct a specific basis of 
A’(P) for each i. For 
n”: P-b P, 
let 
K,j = blow-up of jth point of 9 in P, , 
Qj = C'(Kj). 
Then 
A’(F)= h{?‘(H)} @ & Z{Qj}, (6.6) 
j=l 
where H is a hyperplane in P, not meeting 9. 
Now 75: Qj+ Kj is branched along a conic Ej. Thus if L is a line in Kj 
tangent to Ej, Z-‘(L) has two components which turn out to be homologous 
in P by the topological analysis in Section 4. Let L, denote one of these 
components. Also if L is a bitangent line to B which does not intersect 9, 
then P'(L) again breaks up into two homologous components. From now 
on we will reverse the notation Lo for one of these two components. Then 
A*(v)= 6 ZLj. (6.7) 
j=O 
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If we let 75, and n’* denote the covariant and contravariant maps on Chow 
rings associated to Y?, we have 
7?* P = 2 identity (6.8) 
and if aEA(n), BEA’( we have by (6.6) and (6.7) that 
??*(a * b) = #*a) * (E*b), (6.9) 
so, in fact, formula (6.9) holds for all Q, b E A(@. 
Formula (6.9) gives the following useful formulas. Namely if S is any 
irreducible surface in P and S, is its image (with the appropriate 
multiplicity) in P,, and if - denotes numerical equivalence, we have 
s - + [(degree s,) S*(H) - 5 m,~,] , 
j=1 
(6.10) 
where mj = the multiplicity of S, at the jth point of 9. (If S = Qj, we make 
the convention that mj = -2, all other mk = 0.) Similarly, if C is an 
irreducible curve in P and C, is its image in IP,, 
C- (degree C,) Z,, - 5 njLj, 
j=l 
(6.11) 
where nj = multiplicity of C, at the jth point of 9. Again if C = Lj, j > 0, 
we put nj = -1, other nk = 0. 
We will call a divisor D positive if it is ample, and efictive if it is a 
formal sum of irreducible subvarieties with no negative coefficients. 
Furthermore we will call a divisor D on P non-negative if 
(i) D3 = (Da Da D) > 0, 
(ii) (D . C) > 0 for each irreducible curve C, 
(iii) (D . D . S) > 0 for each irreducible surface S. 
LEMMA 6.12. A divisor 
D w  moir’*(H) - 5 mjQj 
j=l 
is non-negative if and only if 
(i) m,>O and mj>Ofor each j> 1, 
(ii) ml+m,<m,for all 1 < j#k<M. 
The strictness of all three inequalities is equivalent to the ampleness 
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(positivity) of D. (If M = 0, condition (ii) is vacuous; if M = 1, condition (ii) 
should be read as m 1 < m, .) 
Proof of Lemma 6.12. To see that conditions (i) and (ii) are necessary, 
notice that 
(D.L,)=m, so m, 20, 
(Da Lj) = mj so mj> 0, 
and if L = a component of the inverse image of a line through two points, Pi 
and P,, of F, 
(D.L)=m,--(mi+m,). 
(If M = 1, L should lie above a line through the double point of B which is 
tangent to B at the other point of intersection.) Conversely now, suppose that 
conditions (i) and (ii) are satisfied, and let C be an irreducible curve on I? If 
C G Qj, (D . C) > 0 since (D . Lj) > 0. We write C in the form (6.11) and 
first assume that C, does not lie in the plane K spanned by the three points 
Pj, P,, P, of ,Y’ such that nj, nk, n, are the three largest coefficients of the 
L,i. Then 
(nj + nk + n,) < (C, . K) = degree C,. 
By condition (ii), therefore, 
m,(degree C,) > (mj, + m,,)(nj + nk + n,), 
where mj, and mk, are the two largest of the mj. Since M < 6, we therefore 
have that 
M 
mddegree C,) > C mj . nj 
j=l 
and so (D . C) = m,(degree C,) - ,JJy= 1 mj . nj > 0. If C lies in K, then nj = 0 
for at least three of the j. If C, is not a line through two of the Pi, then 
(degree C,) > nj + nk, and since Cy=, mj . nj has at most three non-zero 
terms, we conclude as above that (D . C) > 0. To prove non-negativity, we 
must also show that (D . D . S) > 0 for any irreducible surface S. We first 
compute 
(D.D)-2 mzL,--5 m;Lj . 
j=l 1 
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If S = Q, therefore (D . D . S) = mf > 0. Otherwise we write 
Clearly, (deg S,) > &j for each j since tij is the multiplicity of S, at a point. 
Also if M > 5, S, cannot contain all the twisted cubits through five of the 
points of 9 so that adding the inequalities obtained by intersecting with 
these cubes, we obtain 
5 ,$, fij < Wdeg So). 
So, since we increase EYE, mftiij by keeping C,“= r fij fixed but making 
I;ti = 0 for the two values ofj with mj smallest, 
5 rn~ri$<(rn~, + rnj2 + rnj, + mf4)(deg S,), 
j=l 
where mj,,..., mj’j, are the four largest of the mj. Now 
(D . D s S) = mi(deg S,) - 2 rnjfij 
j=l 
2 [rni - (m,f,+ rnj*+ m,f3 + mjJ](deg S,). 
But now if m,, and mj2 are the two largest of the mj, then m, > m,, + mj, so 
rni 2 mj, + rnj2 + 2m,,m,*> mi,,+ rnjz + mj3 + rn& 
Thus, in any case, (D - D - S) > 0. Also D3 > 0 since M < 6 and so 
If the inequalities in (i) and (ii) of Lemma 4.12 are strict, then the above 
computations give 
(D - C) > 0, (D-D * S)> 0, D3>0, . 
and so D is ample by the criterion of Moishezon-Nakai [22, p. 301. Thus the 
proof of Lemma 6.12 is complete. 
For example 
fi- (2f*W -a Q,) 
is a non-negative divisor; however, it is not ample if M > 2. 
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THEOREM 6.13. For fixed M = #(Y), let 
p-p, 
be a biregular isomorphism. Then there is a commutative diagram: 
where g is a linear isomorphism taking 9, to Yz and B, to B,. 
Proof of Theorem 6.13. Let H’” be a hyperplane in P, which does not 
intersect Y,. Then 
[7y(H”‘)]3 = 2 
and Z;‘(H(‘)) is a non-negative divisor on f. ThusT(:(75;‘(H”‘)) must be a 
non-negative divisor on p, and so by Lemma 6.12, it must be equivalent to 
m,iS;‘(H’*‘) - 5 m,QJ*‘, 
j=l 
where m,, m,i>Oandm,>mj+m,, l<j#k<M.Butalso 
M 
2mi-2 C mj=2. 
If we let mj, and mj, be the two largest of the mj, j > 1, then we have 
rni > mj, + rnj, + 3mf,mj2 + 3mj,mjz. 
So, if both mj, and mj, are positive, we would have 
rn:>: mj’+2 
j=l 
(6.14) 
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which contradicts (6.14). If only mj, is positive, again (6.14) is contradicted 
since the difference of two cubes cannot be one. Thus 
&Y; ‘(P)) - z; yH(*)). 
The proof of Theorem 6.13 is then completed by observing that if H is a 
generic hyperplane in P, and a: V-P P, is one of our quartic double solids 
dim H’(n-r(H); @(n-‘(H))],-,,,,) = 3 
which, together with the fact that H’(p; 8) = 0, implies that 
dim H”( F; P(C’(H))) = 4. 
A corollary of Theorem 6.13 is that quartic double solids with six double 
points give an example of a family of varieties for which the biregular Torelli 
question has a negative answer. The biregular Torelli question can be stated 
as follows: 
Suppose v and 81 are diffeomorphic and their intermediate 
Jacobians, J(n and J(P), are isomorphic as principally 
polarized complex tori (see [ 11, p. 2931). Then are p and p 
biregularly isomorphic as algebraic varieties? (6.15) 
The reason the answer to (6.15) is negative in this case is that quartic 
surfaces with six double points have 13 moduli (see [24, p. 2]), while by 
(6.3) their intermediate Jacobians are principally polarized abelian varieties 
of dimension four and therefore have at most ten moduli. (In fact we shall 
see later on that the generic principally polarized abelian variety of 
dimension four occurs as the intermediate Jacobian of a quartic double solid 
with six nodes.) 
Of course, there are also other cases for which the answer to (6.15) is 
known to be negative, for example, cubic surfaces are not determined up to 
biregular isomorphism by their polarized Hodge structures. However, in 
most of these other examples, the birutional Torelli question has an aftir- 
mative answer.3 This is the question: 
Under the hypothesis of (6.15), are P and p 
birationally isomorphic as algebraic varieties? (6.16) 
The answer to (6.16) in the case of quartic double solids with six nodes 
seems rather difficult to ascertain. 
’ Professor A. Todorov of the Bulgarian Academy of Sciences has recently constructed a 
family of simply connected surfaces of general type for which the birational type is not deter- 
mined by the polarized Hodge structure. 
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We end this section by proving a lemma which characterizes in geometric, 
rather than numerical, terms the notion of non-negativity of divisors. 
LEMMA 6.17. Let D be a divisor on P which is not linearly equivalent to 
zero. Then D is non-negative if and only if the complete linear system 1 D[ 
associated to D has no fixed points. Furthermore either of these conditions is 
equivalent to the condition that 1 D 1 has no fixed curves. 
Proof of Lemma 6.17. If 1 DI has no fixed curves, then, just as in the first 
part of the proof of Lemma 6.12, we use the facts that D . Lj > 0, etc., to 
conclude that if 
then m,, mj>O and m,>mj+m,. So by Lemma 6.12, D is non-negative. 
Conversely we must show that the complete linear system associated to a 
non-negative divisor 
M 
m,,%‘(H)- 2 mjQj 
j= I 
(6.18) 
has no fix-points. To see this, first suppose that at least two of the mj,j > 1, 
are non-zero. We subtract from the divisor (6.18) a divisor 5 ‘(IV), where 
W G P, is the proper transform of a quadric in IP, which passes simply 
through exactly those points Pj E .ip such that mj > 0. The resulting divisor 
D, is still non-negative and the complete linear system associated to Z-‘(W) 
has no fix-points. We repeat this process with the new divisor D, replacing 
the divisor (6.18). Eventually we obtain a divisor 
D, w n,?-‘(H) - njQj, 
where n,, nj > 0 and n, > nj. Next subtract from D, a divisor n,i 5’ (X) 
where X is the proper transform in P, of a hyperplane in P, whose inter- 
section with .Y is Pj. Again the divisor class associated to n’-‘(X) has no 
fix-points. In this way, we see that our original divisor (6.18) is linearly 
equivalent to a sum of divisors whose associated linear systems have no 
base-points, and the proof of Lemma 6.17 is complete. 
7. THE PERIOD MAPPING 
We continue to study quartic double solids V under the restrictions set 
down in the first paragraph of Section 6. Associated to each such V, we have 
the intermediate Jacobian 
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an abelian variety which is principally polarized by the intersection pairing 
on H,(v; Z) (see [ 11, sect. 31). Also the collection of sets S@ satisfying 
Assumption 4.27 forms a smooth Zariski open subset of the Mth symmetric 
product of P, ; let us denote this set by JT. It is easy to see then that there is 
a smooth quasi-projective variety M and a map 
0:A-+“Y- (7.2) 
where u- ’ (.i”) is the set of all square roots of homogeneous forms of degree 
four which have as their only singularities non-degenerate double points at 
the points of .4p and which satisfy the additional property that they contain 
no lines linking pairs of points of P’. Then for each Y = F”* E Yx, we have 
an associated double solid V, and an associated intermediate Jacobian J(@. 
In fact we have a holomorphic mapping 
(7.3) 
where .F is the Siegel upper half-space and I-, = 5’~1(2( 10 -M); Z), since 
r,w is the moduli space of principally polarized abelian varieties of 
dimension (10 - M). It is the mapping ~1 that we called the period mapping. 
Now the mapping p is locally liftable, that is, given any F:” Ed there is 
a small open neighborhood U of Ff’ in M and a map 
/lo: u+z (7.4) 
whose composition with the natural quotient map 
agrees with .u. This lifting is obtained by choosing locally a symplectic basis 
of H3( r’; Z) and then normalizing the choice of basis of Z-Z*,‘( 0 with respect 
to it. We wish to study the local behaviour of the mapping p,, at F:“. We 
begin by giving an appropriate interpretation to the cotangent bundle of X 
and T,w. 
We fix a vector space V of dimension (10 - h4) and a system of coor- 
dinates 
x = (x1 vs.*, X,&&f) 
for V. Then the dual vector space V* has a natural coordinate system 
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such that the natural contraction mapping 
vx v*+c 
is given in local coordinates by 
(x, u) = x * 5l. 
Next we form the vector space 
with natural coordinates induced by using the standard basis of z2(‘0--M) as 
basis of W. Then W has a distinguished (integral) lattice as does its dual 
W*. Next we imbed 
lc:zx V+Rx w, 
(G x> I-+ (6 x * (1 z)), 
(7.5) 
where Z is the identity matrix of rank (10 -M). Dual to (7.5) we have the 
mapping 
~5vX v*covx w*. (74 
Under the mapping (7.6) the distinguished integral lattice of W* maps to the 
lattice 
(u = ar + 6: u, b E Z(‘opn”} 
in V*. Now the tangent bundle to A? is naturally a subbundle of the bundle 
Hom(x(R x V), (Rx W)/K(~ x V)), 
that is, a subbundle of 
K(R x v>* 0 [R x W/K(R x V)]. 
However the bilinear form given by the matrix 
on W induces, for each r E H, an isomorphism 
K(V)” E W/K(V). 
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Thus the tangent bundle to R is naturally isomorphic to a subbundle of 
A? x (v* @ v*). (7.7) 
Tracing through the various identifications one sees that if r(t) is a smooth 
curve ‘in 3 depending on real parameter t, then, in terms of the distinguished 
basis of V* @ V*, the corresponding section of (7.7) is given by the matrices 
&/at. Thus the tangent vector r*(+%) becomes the bilinear form on V given 
in distinguished coordinates by 
at 
(x9 Y) ++ x - ‘y. 
( ) at (7.8) 
Next, the symplectic group rI acts on R by the rule 
- (5) = (az + b)(ct + d)-‘. 
We compute the matrix of differential forms 
= a(dz)(cs + d)-’ - (at + b)(cz + d)-‘c(dr)(cs + d)-’ 
= [(r % + ‘d)-‘(z ?a + ‘da) 
- (t ‘c + ‘d)-‘(z ‘ac + ‘bc)](dt)(cr + d)-’ 
= ‘(cr + d)-‘(dz)(cz + d)-‘. 
So, referring to (7.7) and (7.8), the induced action of (z i) on the tangent 
bundle of A?@ corresponds to the action on V* @ V* induced by the linear 
transformation 
v+ v, 
xt--+x’(cr+d)-‘. 
(7.9) 
Thus the tangent space to A? at r is naturally the space of all symmetric 
bilinear forms on (5) x V, in such a way that the induced action of r, is 
simply the action (7.9). Dualizing, the cotangent space to X at 7 becomes 
the space of symmetric bilinear forms on V* and the action of (z 2) on the 
cotangent bundle corresponds to the action on bilinear forms induced by the 
transformation 
v* --f v*, 
u I-P u(cr + d)-‘. 
(7.10) 
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We now return to the mappings ~1 and ,uO in (7.3) and (7.4). We define the 
“universal bundle” 
p: Y-‘--FM (7.11) 
whose fibre at FL’* is the desingularization of the double solid with branch 
locus defined by 
F= 0. 
We also define the bundle 
kS-+df (7.12) 
whose fibre is the vector space of dimension (10 -M) consisting in all 
second degree homogeneous forms vanishing at the set o(Fl’*) (see (7.2)). 
In a simple connected open neighborhood U of Fif’ in Yn; we can choose, 
in a continuous way, a symplectic basis 
Yj9 sj, j= I,..., (10-M) (7.13) 
for H3(P&; Z) where F>,,, is the tibre of p at F”*. Referring to (7.5), we 
map 
3*RXV 
a 
I I 
(7.14) 
us&” 
in such a way that Q E A-‘(F”‘) goes to the point of (,q,(F”‘)} x V with 
coordinates 
Qfi x0= - 0 1 Yj YF j=l....,(lo--M) 
(see (4.30)). Then if 
correspond to the distinguished basis of the fixed vector space V, the 
mapping p, can be taken to be given by the matrix 
cloP”*)= i,,$ , (, 1 
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which is guaranteed to the symmetric with positive definite imaginary part 
by Riemann’s bilinear relations. 
Next suppose we have a closed path 
IO, 11 +Jf (7.15) 
which begins and ends at our chosen point F. . ‘I* If we analytically continue 
the construction (7.14) along this path, we arrive at a new diagram 
with the same properties of the original one except that everything is done 
with respect to a new symplectic basis 
c x3 
of H,(T p,,z ; Z), where (: f;) E Sp(2( 10 -M); Z); one therefore computes 
p,(F”*) = (ap,(F”*) + b)(cp,,(F”*) + d) - ’ 
and also v, is given by the formula 
= x0 ‘(cpo(F1’*) + d). 
Thus by (7.9) the action of the fundamental group 
is compatible with the action of 
r1 = Sp(2( 10 - iv); Z) 
on A’@ x V. Therefore if k3: is the cotangent sheaf of r,w we obtain via 
(7.10) a sheaf mapping . 
s’*‘9 4kF-:. (7.16) 
Next we turn our attention to the Hodge theory of the branch loci of the 
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fibres of p in (7.11). By Theorem 6.13, the branching divisor is uniquely 
determined by the analytic structure of the double solid. Let 
and let 
B”,, = desingularization of (F, = 0) 
H$ = (<E Hz@,,; Z): (E, 6) = 0 whenever E 
is the hyperplane section or one of the 
(10 - M) exceptional curves of BO}. 
If r, is the orthogonal group of the intersection pairing on Hi, then there is 
a natural map 
K:Jf-+ I-,\0 (7.17) 
(see [ 16, p. 2341) which is again locally liftable to D, a homogeneous space 
for the real orthogonal group of the intersection pairing. If 
is again such a local lifting, the cotangent space to D is given as the dual of 
Hom Hz,o(B) HZqo(B”) + H’v’(@o 
9 
H’*‘(B) 
(7.18) 
at each point of K~(U). (Here, as before, 0 refers to the subspace vanishing 
on the hyperplane section and the exceptional curves.) 
Now the exact sequences 
0 -d’ (1) p3 --+.n~,(l)L .n@) - 0, 
o---b J-p h --+&(l)J% & -0 
imply, just as in (2.7)ff., that 
(7.19) 
rP3; ~~pw-(~,; f%,(l)) 
injects into (HZso@) + H”l(@), and that 
d: I-(& ; Q’,,(l)) + @, ; R;(2)) 
is injective. But, using [ 14, p. 4721, one computes that elements of 
r(p’, ; a$,( 1)) are written in the form 
F-’ 1 (-l)‘+‘(XiAj-XjAi)(dX, . . . & . . . dx;. . . . dx,), (7.20) 
id 
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where the Ai are linear and the matrix 
has rank 1 at the points of 9, the singular set of B. Thus if M = number of 
double points of B < 4 
dimT(P,;L?&3(1))=M+4(4-M)- 1 
and ifM=5,6 
dim @, , L&( 1)) = 0. 
On the other hand, if M < 5, then by [28, p. 2401 all quartics with double 
points at .4p are quadrics in the homogeneous forms of degree 2 vanishing on 
9 so that sections of r(P, ; Og3(2)) can be written 
4QW 
F2 ’ 
(7.21) 
where a is a second-degree homogeneous form in the quadrics Q vanishing 
on 9. 
Next we let F’j2 E U, and we let F, be any other quartic form which is 
also singular at the set of double points of F. We consider the linear defor- 
mation 
F+dF,=O. 
This deformation maps @3AIn=o to the element of (7.18) which takes 
(Res(LJ/F)) to the equivalence class of (Res(F,f2/F2)) (see [ 14; p. 4941). If 
Res(F,12/F2) @ HZ*‘@), then 
since the cup-product is negative definite on primitive classes of type (1, 1). 
Now by (7.18) we can identify the cotangent space to D at points of K~(U) 
with 
601/41/2-l 
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Using this identification, each linear functional 
H**O(lT) + H’J(B)O ~ c 
H’*‘(B) , 
(7.22) 
defines, via rc,*, an element of the cotangent space to d at F1’*. By our 
remarks just above, this element is zero if and only if 
Res F,Q -jyr E H**‘(@, 
and so, by (7.19)-(7.20), if and only if, for some constants a, b, 
F =aF+brA ?f? I L ‘axi’ 
where A = @to,..., A,) is a linear transformation preserving Y, the singular 
set of B. 
We are now ready to establish the main relationship of this chapter, 
namely, that if M ,< 5, then the natural mapping of cotangent sheaves 
/4u*:tF-f+&f-~ 
(see (7.16)) factors into the composition 
@-‘:a * $2’5 L g.33 (7.23) 
where Y is the mapping which sends a “quadric of quadrics” a(Q) to the 
image of the linear functional (7.22) with F, = a(Q). Also if M = 6 and if 
My= o-‘(Y) 
(see (7.2)), then the natural map 
factors into 
YY a: y’ s’*‘L?,- &* J%Y (7.24) 
with the same property as before. 
To prove the existence of the factorization (7.23) for M < 5 and the 
factorization (7.24) for M = 6, it suffices to prove (7.24) for each M < 6. 
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This is because five or fewer points in Ip, have no moduli, that is, if M < 5, 
then .Y must lie by assumption in the unique generic orbit of the action of 
GL(4, C) on the symmetric product Ip $“‘. What we must show is that (up to 
a fixed rational constant) the cotangent vector 
Q, 0 Q, 
pairs with the tangent vector a/~% of the deformation 
F+AF, 
to give the complex number 
!( F,Q B Res 7 
Now our identification of the cotangent space to S at p,(F’12) gives that 
Q, @ Q2 actually pairs with a/~% to give 
I( Q2JJ (2, 1) form representing F A 1 ( Q,F,G form representing yFz . -P 1 
The factorizations (7.23) and (7.24) therefore follow from Theorem 3.15. 
Thus by (7.22)ff. we have the folloing results which will be of central impor- 
tance in the remainder of Part Three. 
THEOREM 7.25. The kernel of the bundle mappings 
E s(2’%+ ET--* “My MG5, 
Y,, : S2’2,, + E&, M(6 
at a point F’/’ E A consists in “quadrics of quadrics” a(Q) which lie in the 
homogeneous ideal generated by the partial derivatives of F. 
Now M < 5 if and only if all quartics F such that FL’* E A, are given by 
quadrics in the homogeneous polynomials of degree 2 which vanish on 9 
(28, pp. 240-2411. Let L@A denote the tangent vector at F”’ f MY 
corresponding to the deformation 
where F, is a quadric of quadrics through 9’. If a/aA is annihilated by the 
differential of some lifting 
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on a neighborhood of F , ‘I2 then by our computation above we must have 
F,Q Res - 
F2 
even when a(Q) = F, and so (Res(F,O/F’)) E H**‘(@. But analogous to 
(2.11) we have an injection 
and so as in (3.5) we have that 
F 1 =aF+bCA ?- 
ii jaxj 
(7.26) 
Therefore, just as in Theorem 3.6 we conclude the following. 
THEOREM 7.27. If M = #(P) < 5, then the local Torelli property holds 
at each point of .HV, that is, tf a tangent vector a/an is annihilated by some 
lifting ,u,, of the period mapping, then that vector is tangent to the orbit of the 
subgroup G,,. of elements of GL(4; C) which fix Y. In particular, any 
irreducible family of biregularly equivalent threefolds lies in an orbit of G,. 
Next notice that Eq. (7.26) has no non-trivial solutions when A4 > 5. To 
see this notice that the partial derivatives of F, must by hypothesis vanish at 
the points of .Y. Since each point of 9 is a non-degenerate singularity of F, 
the matrix 
a2F 
is of corank one at each point of P. Together these two facts imply that all 
the linear forms Aj must have rk(T;...,j “‘“3) = 1 on 9 which is clearly 
impossible for M > 5 unless @,A, -. - AJ = A@‘, - - - X,) since the points of 
.4”‘ are in general position with respect to linear subspaces of P,. We 
therefore conclude the following. 
THEOREM 7.28. If 5 < M Q 6, the kernel of the bundle mapping 
YI,: S2'2 Y-+ e& 
at F’12 consists of those “quadrics of quadrics” a(Q) such that 
a(Q) = AF 
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for some A# 0. Since a generic F cannot be w&ten as a quadric of quadrics 
if M = 6 we have that if M = #(Y) = 6, the period mapping 
is generically subjective onto the space of principally polarized abelian 
varieties of dimension 4. 
COROLLARY 1.29. The moduli space of principally polarized abelian 
varieties of dimension four is unirational. 
Proof of Corollary 1.29. The variety MY is a Zariski open subset of a 
projective space. 
There is another way to see that, for M= 6, the full mapping 
is generically surjective. Namely, it sufftces to show that the generic Cc*- 
extension of a generic principally polarized abelian variety of dimension 
three is realized as a limit of abelian varieties in &M). Surprisingly, the 
degenerations constructed in Section 5 are suffkient for this purpose. To see 
this, let c” be a generic curve of genus 3 and let g: and hi be two generic 
linear series of degree four and projective dimension one on c. We consider 
the mapping 
f: c”-+ IP, x IP, =A 
induced by g: x hi and since, for some c, f is an immersion and f(c) has 
only ordinary nodes, the same must hold for the generic f. We consider A as 
a quadric in P, and let 9 < P, be the double point set of f(6). Again since 
the generic set of six points Y’ < IP, occurs for some f(c), we have that our 
.Y’ can be taken generically. Next notice that the residual intersection 
f(c) + (zeros of F), F”* E A& 
belongs to the bicanonical linear series for c. Now MY has dimension 11 
[ 28, p. 24 11, whereas by the Riemann-Roth theorem, the bicanonical series 
has (projective) dimension 6. Finally, the set of F”* EM such that 
has projective dimension 3. Thus there exists a quartic polynomial F, 
singular at the points of 9 such that F defines f(c) on A. By taking linear 
combinations of F with QQ’ where Q and Q’ are quadrics and Q defines A, 
one concludes by Bertini’s theorem that F can be chosen to have only 
ordinary double points at the points of P’ and no other singularities. Now by 
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Theorem 5.67, the family of intermediate Jacobians of double solids with 
branch loci given by 
F,=tF-G2=0 
degenerates to the C *-extension of J(c) given by the divisor class 
g:--h:, 
that is, by a generic element of Pic”(c’), which is what we wished to show. 
8. THE ABEL-JACOBI MAPPING 
In Section 7 we produced, out of the geometry of the period mapping near 
a point 
F’12 E A”, 
a set of symmetric forms on the dual of the vector space 
W, = {quadratic homogeneous forms Q: Q Iy z 0). 
Now if P is the (smoothed) double solid associated to F”*, then 
Qc*$ 
03.1) 
Thus we have produced a set of symmetric bilinear forms on 
H2*‘( o*. 
But the intermediate Jacobian of P is given by 
H2.‘(@* 
Thus the kernel of the codifferential of the period mapping has produced for 
us quadrics in the (projectivized) tangent space of J(n at the origin. For 
instance, if 
M=#(Y)=5, 
what we have produced is a quadric on 
P( W$) = IP(H2,‘(~*). 
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In fact, if 
is as in (4.29), this quadric is naturally identified with the one which defines 
f(B) on the Segre cubic primal 
The information which we obtain by studying the kernel of the codifferential 
of the period mapping is the natural analogue of the content of Noether’s 
theorem for curves (see [ 19, p. 2531). 
Another analogy with curve theory is provided by the Abel-Jacobi 
mapping. Let T be a smooth, connected parameter space for an algebraic 
family 
Kltsr 
of algebraic curves on I? Then for each choice of a base point to E T, we 
define a mapping 
K: T+ J(o, 
called the Abel-Jacobi mapping, where jzo is the linear operator on H**‘(@ 
given by integrating along a three-chain whose boundary is Z, - Zto. The 
mapping K is holomorphic (see [ 15, p. 5041); in fact, if Z, is smooth and 
reduced, then every tangent vector a/& to T at t gives, in a canonical way, a 
section r of the normal bundle to Z, in r, and ~*(a/&) is specified by the 
contractions 
(8.3) 
This is because the cotangent bundle to J(@ is simply 
J(@ x H**‘(n. 
Using this presentation of the cotangent space of J( 0 we make the following 
basic observation. 
LEMMA 8.4. Let Z, be smooth and reduced, Q E W,, and denote by 2 
the proper transform of the zero set of Q in P, = (IP, blown up at the set 9). 
Suppose that for each x E Z, 
(multiplicity, n’*(J)) > (multiplicity, B), 
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where, as before, 8 c P is the ramification locus of 
7?: P+ P,. 
Furthermore, let w E H2*‘(@ correspond to Q under the isomorphism (8.1). 
Then o lies in the kernel of the codlflerential of K at z. 
Proof of Lemma 8.4. The essential ingredient of the proof will be an 
examination of the considerations leading u~i to Lemma 2.26 which 
established the specific isomorphism (8.1). Namely, the differential 
can be written on any small open set U G P in the form 
where y locally defines g, q locally defines 2 and a is holomorphic. Then by 
hypothesis 
qo?! 
Y 
is holomorphic on Z, n U so that it is the restriction to this set of an 
analytic function f on all of U. Now let {pU} be a 59’” partition of unity 
subordinate to a finite cover of p by such open sets U. Then 
d Pa 
( ( 
f*(P) 
p-f* ca*w)) 
Y 
gives an explicit cohomology between QCI/F312 and a representative of type 
(3,O) + (2, 1) of the class o specified in the statement of the lemma. By 
construction, the (2, 1) part of this representive vanishes at each point of Z,. 
Thus each contraction (8.3) is zero, and Lemma 8.4 is proved. 
Of course, it may happen, for a given family {Z,},,,, that the Abel-Jacobi 
mapping (8.2) is the zero mapping. For example, suppose {Y,),,, is a 
smooth, connected family of curves in p3, such that the generic Yt is smooth 
and transverse to the branch locus g. Let 
z, = f*(Y,). 
If 
1:F+P (8.5) 
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is the involution of P over P,, then in formula (8.3) the section < is 
symmetric with respect to I and w  is skew-symmetric so that 
Thus we conclude that the Abel-Jacobi mapping 
K: T-d(r) W) 
induced by a family {75*(Yl)}l,r is identically zero. 
This last conclusion tells us where to look for families of curves whose 
Abel-Jacobi map is non-trivial. These will have to be made up of curves 2 
such that 
f*(f*w) 
are reducible. A sufficient condition is the following: 
Let C E P, be a complete irreducible curve. Let Q E W, and 
let A’ be the proper transform of the zero set of Q in P,. Then 
Is*(C) is reducible if there exists a section t of a(l)12; such 
that r’/(Fl~) is a non-zero constant. (S-7) 
To see (8.7), recall that P is a subvariety of the line bundle @(A”). 
From (8.7) it is clear that we want to find families of curves C which have 
everywhere even order contact with the branch locus B. The family which 
immediately suggests itself is: 
T = (surface of bitangent lines to the branch locus 3 in lP3). (8-W 
We consider T as a subvariety of the Grassmanian Gr(2,4) of lines in P,. 
Let L E T. Then there are three cases according to the number of points of 
the singular set Sp which lie on L. If (L n y) is empty and L does not lie in 
B, then Bertini’s theorem tells us that the generic hyperplane H through L 
cuts out a smooth quartic curve on B. Thus the variety of lines in H meets T 
transversely at 28 points in Gr(2,4) so that, in particular, To must be 
smooth at L. If 
then Bertini’s theorem tells us that the generic H through L cuts out a 
quartic which has only one singular point, namely, an ordinary node at P. So 
in this case the classical theory of plane curves tells us that the variety of 
lines on H meets T doubly at six points, one of which is L, and simply at 16 
other points. Let 
D,={LET:PEL}. (8.9) 
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Then D, is a double curve for T,,. In fact, if we project the branch locus B 
from P onto Ip,, D, is simply isomorphic to the branch locus of the 
projection. Thus D, can be identified with a plane sextic which we will also 
denote as D,. A constant count gives that for generic choice of B, D, is an 
irreducible plane curve whose only singularities are ordinary double points at 
the image set Yp of (9 - (P}) under the projection (see [24, p. xi]). Again 
generically, the tangent cone to B at P gives a conic which has contact of 
order two at each point at which it meets D, and which contains no point of 
%* 
All this information allows us to remove at least the codimension one 
singularities from T geometrically. We let 
f= (closure in the Chow ring of P, of the set of 
irreducible curves obtained by lifting lines 
L f T which miss the singular set 9). (8.10) 
As L E T approaches an element L, E D,, the corresponding “line” in F,, 
must approaches the union of the proper transform L, of L, and a line L, in 
the exceptional projective plane K above P. Notice that we have a copy of 
D, in K consisting of the points (L, n K) for all possible choices of L,. Let 
E=Kng 
and suppose (L, n K) tZ E. Then L, must be one of the two tangents to E 
through (L, nK). The curve in D, X Ipc consisting of pairs (x, {L}) such 
that x E D, and x E L and L is tangent to E is the irreducible unbranched 
double cover fi of D, given by the line bundle 
Thus the map 
is at least two-to-one over generic points of D,. Since D,p is a curve of 
multiplicity two on T, the inverse image BP of D, in T must have the 
property that F is smooth at a generic point of B,. 
LEMMA 8.11. The surface F is irreducible and has only isolated 
singularities above lines which either lie in B or pass through two points of 
the singular set 9. 
Proof of Lemma 8.11. Everything except the irreducibility has been 
proved in the remarks preceding the statement of the lemma. Also recall that 
in Part Three we are making our assertions only for the generic B with 
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double point set 9’. With this in mind we first prove that F is irreducible in 
case the singular set 3’ is non-empty. We have shown above that for 
generic B, and P E 9, F contains an irreducible unbranched double cover 6 
of the irreducible plane sextic D, . Now any point of B through which 
exactly six bitangents pass can be connected to P by a path of points each of 
which is contained in exactly six bitangents. Thus any element of 
PO) = (F - {singular set of F}) 
can be connected by a path in y”’ to a point of 
Thus p”) is path connected and so irreducible. So F and also T are 
irreducible. Now this means that a generic hyperplane section of 
T E Gr(2,4) E IP, 
is irreducible (and reduced). Now suppose B is a generic smooth quartic. 
Then a generic hyperplane section of T must also be irreducible. Since this 
section is also smooth we can infer that for each smooth B, each hyperplane 
section of T is connected. Since the generic hyperplane section is smooth, T 
must be irreducible for any smooth B. This completes the proof of 
Lemma 8.11. 
We next wish to show that, under a degeneration of the type studied in 
Section 5, the surface T specializes to the irreducible surface To of bisecant 
lines to the curve 
C=BnA 
studied there. Assuming this for a moment we reason as follows. If a,, is the 
Schubert cycle of lines in a hyperplane Hz iP,, then in the Grassman 
variety Gr(2,4), 
Thus the irreducible surface To must be acquired with multiplicity one in the 
limit. To tinish this discussion, we define 
T, = (family (8.10) for the branch locus B, of the double cover 
7r: v,-+ IP,) 
where V, is as in Section 5. Let 
y:A*+ u T1 
o< If1 < I 
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be a mapping of the punctured disc such that y is analytic and 
~6) E T,, t = sq, 
for some fixed positive integer q. We must show that if 
then L, E T,,. It suffices to assume 
L,@B,, t = sq, 
for any s E A *. Then after replacing A * by a double cover if necessary, there 
exists a one-parameter family of isomorphisms G, E GL(4, c) and induced 
G,:P,+P, 
such that 
and (1, 0, 0,O) is one of the two points of G,(L, n B,,). This last set is then 
given by the equation 
sqF(G;‘(Xo, X,, 0,O)) - G2(G;‘(Xo,X,, 0,O)) = 0. (8.12) 
Then 
for each s # 0 so that 
Thus the point 
must be a point of 
Now divide (8.12) by Xi and repeat the argument. We conclude that either 
L, s A or L, is tangent to A at G;‘((l, 0, 0,O)) E C or L, meets A in two 
distinct points of C. This completes the proof of our assertion about the 
asymptotic behavior of the family T,. 
So we have just seen that we have, associated to the degeneration in 
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Section 5, an algebraic family ( pt},,, <e of curves in P, such that each fl is 
irreducible and for t # 0, Ft has only isolated singularities, and such that Y?, 
has an open dense subset which is isomorphic to an open dense subset of the 
set of bisecants to the curve C. Referring to the notation of (5.4)-(S.6), for 
each t # 0, we let 
,!?t = (complete family of curves on pf whose generic 
member in one of the two components of F-‘(L) 
where L is a generic “line” in FJ (8.13) 
We then define L?,, to be the set of all limiting curves 
2 = lim Z,, 
s-0 
where q is a positive integer and 
A+ u $3 ItI<& 
s-z,, t = &sq 
is an analytic map of the unit disc into a component of the Chow scheme of 
jY (see (5.4)). We th en h ave that f. is an algebraic family of curves in the 
reducible variety 
Retaining the notation of (5.6)ff., we let 
i?= (I?, blown up at the points of 9 
and then along the curve c’). (8.14) 
About the only thing we can say about go at the moment is that under the 
mapping 
the family go is carried in a generically 2-l way onto the family To. In fact, 
if Z E PO, then the two preimages must lie in y-‘(Z) in such a way that one 
is contained in the components Do U D, and the other in the components 
Do U D,. Thus s”, has two components, each birationally equivalent to To. 
Let us call these components 
and i32’ 0 * 
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in (5.4) is a proper finite map, we can derive more information about the ,I?!’ 
from our knowledge of FO. Namely, for a generic family of curves 
z, E Tf, tEA,, 
the curve z, can be pictured as follows: 
K’ 
15, = proper transform in E’ of a bisecant of CC P, . K’ = tibre of blow-up of ((0) x c’) in 
(c X P,); K” = tibre of blow-up of ((0) X c) in (C x 6,). 
Then &, = L, u L; U L{, where the two ovals in the picture represent the 
tonics obtained by intersecting 9 with fibres of the blow-up of ((0) X c) in 
(Cc x p’,). So the element of 3:” corresponding to &, under ,u consists of a 
copy of L, in D, (z,??) together with the line of the ruling of p-‘(F) which 
is homologous to (D, n ,u-‘(K’)) and which passes through x and the line of 
the ruling of p- ‘(ZP) which is homologous to (D, n ,K ‘(K”)) and which 
passes through y. 
We next wish to study the Abel-Jacobi mappings 
K(: S,-d(P,) (8.16) 
for t E A, = (t: 1 tl < e}. By Theorem 5.67, the intermediate Jacobians J(pt) 
fit together to form a smooth analytic variety Y over the s-disc A,. Also we 
have an analytic variety 
‘Ii+= (J s, 
III<& 
over the e-disc. If s:” is an analytic section of 
p:Z-+A,, 
such that $’ E $2) and the cycle 2 
that the induced mappings 
,;I, does not meet 9, we wish to show 
i 
ZS 
as> = 
Zh 
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in (8.16) for r # 0 tit together to give an analytic almost-everywhere-defined 
map 
K: (Z - Si2’) + x. 
Explicit computation of K,,(?$/)) will then allow us to compute the homology 
cl&s of ~~(9,) in J(ft) for t # 0. 
We begin by recalling that in (5.42) - (5.56) we trivialized the vector 
bundle 
whose libre at t # 0 is H”‘( FJ in a particular way, namely, via the cocycles 
tQ,fi 
(tF - G2)3'2 ' j = l,..., (genus of c’), 
(8.17) 
where the Q, and G together form a basis for the quadrics passing through 
the singular set 9 in P,. As in (5.42)ff., we realize the differentials (8.17) as 
residues of meromorphic 4-forms on Y: 
dt GO 
t-u A (tF-G2)3’2 
(8.18) 
which has simple pole along r=, double pole along 9, and no other poles; 
(8.19) 
which has simple pole along pa, double pole along 9 and simple zero along 
(Di U D2). We alter these last differentials by coboundaries in a manner 
analogous to that used in the proof of Lemma 2.25. We begin with a 
sufficiently fine open cover {U} of v-*(da). If 
@nU)=0, 
we let w, be the zero three-form on U. If (2 n U) # 0 but 
[(Do, U D,,) n U] = 0, then we can write (8.18) locally in the form 
dt ,, dyAa 
t-a y2’ 
where y = 0 is a local defining equation for 9. We let 
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Wa=dtAa 
t-a y2 
on U. If (2 n D, n U) # 0, then locally 
t = toti, 
where t, and tj are local coordinates such that 
to = 0 defines D, locally, 
tj = 0 defines Dj locally (j = 1 or 2). 
We write (8.18) locally as 
dt, A dtj A dy A a 
(t - 4Y2 
and define 
dt, A dtj A a 
“=- (t-a)y * 
Next let (p,} be a smooth partition of unity subordinate to the cover {U}. 
The differential 
dt GQ 
t _ a A @r; _ ~2)3/2 - d(zp”vU) (8.20) 
is smooth and of type (4,O) + (3, 1) on 
o+(4) - CJ 
with simple pole along rO. The residue of the differential (8.20) is of type 
(3,O) except in some neighborhood of (A? n FJ, and this neighborhood can 
be made arbitrarily small. Next we define, with respect the section {Z,} of 
p: L+ A, mentioned in (8.16)ff. and 2, E g,, a function 
f,(a, 4 = Jz,) ((2, I)- component of residue of (8.20)). 
(1 
Notice that this map is analytic, at least for a # 0 (see [ 15, p. 5041). Now we 
can extend this last mapping continuously over those points Z E 3:’ such 
that Z avoids a small neighborhood of 3 n (Do, U D,,) since then the 
differential (8.20) has as residue at a = 0 a differential form whose (2, l)- 
component is bounded and smooth near Z. (Notice that this (2, l)- 
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component is in fact zero near (Z n (Di U D,)).) In fact, if we let R be the 
curve of cycles in &, which are incident to (&n (D,, U &)), we can 
extend the definition of fG to all of 
(Z - (sa) U R)) 
since its definition for a + 0 is independent of the choice of the covering (U}. 
We proceed in the same manner with the differentials (8.19) only in this 
case 
residue d’r\ tQ,fJ t (tF - G2)3’2 
is zero along (D, U D2) and near points of (2 n (Q,, U I&)) we can write 
(8.19) in the form 
and so put 
t, dt, /\ dt, A dy /\ a 
0 - ah2 
vlu=- 
t, dt, A dt, A a 
(t-a)y ’ 
This means that 
dt Q/J 
t--a A (TV _ ~2)3/2 - ('h%~) 
has residue at a = 0 which consists of a smooth form of type ((3,0) + (2, 1)) 
on D, and zero on D, and D,. Thus the corresponding functions 
can be extended by analytic continuation to multivalued functions on all of 
z. 
Now just as in [3, sect. I], there is a smooth family of abelian varieties A,, 
t Ed, such that 
A, = J(C) 
and the functions f&r, s) give a multivalued map 
3,+A, (8.22) 
varying analytically with t. If we specialize to t = 0 and restrict to either 
component Sb” or S b2’, then the fa give a univalued map 
3f) -+ J(C). (8.23) 
607/47/2-E 
218 C. HERBERT CLEMENS 
In fact by (8.15)ff. and (5.42)-(5.43), one sees easily that up to translation 
the map (8.23) is given on the components $r’ and sr’ by (-l)j times the 
composition 
p birational isomorpbism 
0 t P + J(C), (8.24) 
where c’(‘) is the second symmetric product of the smooth curve c. 
It is the interpretation (8.24) which allows the computation of the 
homology class of K,(,!?~) S J(vf). We begin with the non-singular case 
.5/’ = 0. What we wish to show is that 
where 0, is the theta-divisor of J(pJ and the superscript refers to self- 
intersection. We proceed as in [3, sect. l] to compactify Y over t = 0 to a 
proper mapping 
ky+A, (8.25) 
by completing the C *-bundle Jo to a P,-bundle, then identifying the infinite 
section with the zero-section in accordance with the extension class data 
given by Lemma 5.63. There is one difference when compared with the 
situation of 13, sect. 11, namely, one easily computes that for the homology 
basis 
W), E(t), v,(t), I = l,..., p& 
given in (5.29) the monodromy transformation around t = 0 is given by 
v*(m) = rw + W(t) * G)) HO. 
This means that the abelian variety J(C) which we adjoin to Y to achieve 
the compactification 2 makes 2 singular. In fact, this locus is an ordinary 
double locus for 2. After blowing up this locus we achieve a family of 
abelian varieties 
over the t-disc such that the tibre x-‘(O) is the compactilication of the Neron 
minimal model for the original family 
over the disc. 
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Now Z?r) lies in the closure of one component of the minimal model and 
Sk*” lies in the other. The fact that functions fe used in (8.22) extend over all 
C tells us that the proper transform of ,?Z in y intersects x-‘(O) in two 
components which by (8.24) must each project to a surface in J(c) whose 
homology class is &hat of C?*). 
So ,!?b” and .!?b” each project to a variety in J(c) whose homology class is 
given by 
0; 
-. 
7! 
So if we knew that K,($,) - q + (0,)*/8! for some integer q, then as in [3, 
sect. 21 we could conclude that q = 2. What we can conclude at this point is 
that there exists a symplectic basis 
Yo, 4J, Y17 4v..9 Ys,~, 
for H3( V,; Z) such that, under the identification 
H3K; q = ~,(W,; z>, 
one has 
where x means Pontriagyn product and 
But this cycle is invariant under monodromy. So we conclude that 
that is. 
p = y. x (two-cycle). 
Thus we conclude 
Kt(S,)-yOX?+ c ~,xd,x~kx~k’ 
1 <i.k<9 
Finally 
WV 
-- 8! C YjX dj X yk X 6k O<i,k<9 
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so that if we now look at the generic quartic double solid V and the generic 
Abel-Jacobi map 
K: S+J(v), 
then the cycle 
w,)* 
K(S) - gr (8.26) 
must be divisible by a one-cycle, that is, 
(8.26) - Y x r, 
where 
But the fundamental group 
n,(space of non-singular quartic double solids) 
acts irreducibly on the vector space 
and the four-cycle (8.26) is invariant under this action. Thus (8.26) must be 
divisible by each of a collection of one-cycles which form a basis for the ten- 
dimensional vector space H,(J(V); Q). But this is clearly impossible unless 
the cycle (8.26) is zero, which is what we wanted to prove all along. 
By acquiring, one at a time, the double points of the singular set 9, one 
concludes the following by the same techniques. 
THEOREM 8.27. If 
K: S-bJ(F) 
is the Abel-Jacobi mapping associated to the family of “components of 
inverse images of bitangent lines,” then the homology class 
K*(g) E H,(J(n; z) 
is given by 
@8-M’ 
2 (8 -M)! ’ 
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where 0 is the theta-divisor of J( n and 
M = #(sp). 
In particular, if M = 6, then 
the minimal algebraic cycle on a generic abelian variety of dimension four 
which has an effective representative (see [3]). 
Thus, in particular, the Abel-Jacobi map 
is generically of maximal rank. Lemma 8.4 has a nice application in this 
context, namely, it says that if 
.iF: K(S) + ( 
Grassmann of lines in 
w,(m) ) 
is the Gauss map (see [ 11, pp. 337-338]), then (L%’ o K) factors through the 
surface F of bitangent lines to B 5 I?, and assigns to a bitangent L the line 
through the two points f(L n 8) under the map 
defined in Assumption 4.27. 
9. QUARTIC DOUBLE SOLIDS WITH FIVE AND SIX NODES 
We end our treatment of quartic double solids by treating two special 
cases in which the period mapping has particularly interesting properties. 
First of all, if M = 1, that is, the singular set 
then there is a morphism 
p: P+ iP, 
whose tibres are of the form Z’-‘(L), where L is the proper transform in P, 
of a line through P in P,. As in [24, p. lff.] we put P at infinity and write 
the equation for B as 
u2w*+u,w+u,=o. 
607/47/2-9 
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At least in the generic case, 
Z= (xE P,: p-‘(x) is singular] 
= zero set of (u: - 4u,u,) (9.1) 
is a smooth plane curve of degree six with a natural non-trivial unbranched 
double cover 
o:‘LAr, P-2) 
whose fibres are the components of the fibres of p over Z. So, by a theorem 
of Mumford [5, p. 329ff.1, p is realized as a conic bundle over P, and the 
natural Abel-Jacobi map 
.:2sJ(~ (9.3) 
induces an isomorphism 
P(a) z J(v), P-4) 
where P(a) is the Prym variety associated to the double cover u. 
Next we allow the double solid V to acquire a second double point. Under 
this degeneration, the intermediate Jacobian J( @ becomes a @*-extension J,, 
of J(p,,) where I’, is the double solid with two double points (see [ 15, 
p. 5251). It is easy to see that, generically at least, the discriminant curve 
acquires a double point x0 E C, such that u,(x,) # 0 (see (9.1)). Of the three 
possibilities for the limiting behaviour of the double cover ,!? (see [S, 
(3.2)-(3.4)]), two are eliminated by the fact that the limit of the J(@ is a 
C*-extension, rather than an abelian variety. Then, using the techniques of 
Section 8, we see that the mapping (9.3) becomes, in the limit, a map 
x0: (~o-u-l(xo))‘Jo. P-5) 
Then, following [3, sect. 21, one computes that the composition of K, with 
the natural projection 
extends to a natural morphism 
(normalization of ,&) -+ J( FO) 
where the image curve has homology class 
and 0, is the (homology class of the) theta divisor of J(p,,). 
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So by a theorem of Masiewicki (see [26, Proposition 7.4]), J( vO) is 
isomorphic to the Prym variety associated to the double cover . 
(normalization of E,) + (normalization of Z,). 
We repeat this reasoning as the double solid acquires more and more double 
points (up to a maximum of six). 
Next, notice that, in all cases, the curve .Z sits in Ip, as the ramification 
curve of the projection of the singular quartic 
q:B+lP, (9.6) 
centered at our chosen point P E 9. Let 
be, as in Assumption 4.27, the map induced by the linear system of quadrics 
through , Y. 
LEMMA 9.8. Considering Z as a curve on B, the curve f(Z) is Prym- 
canonically embedded, that is, it is the image of the embedding of the 
normalization 2 of C by sections of the canonical bundle of 2 twisted by the 
line bundle of order two determined by the double cover of 2. 
Proof of Lemma 9.8. We begin by noting that, having fixed M > 1 and 
chosen a distinguished point PO E Y, then, at least generically, the double 
cover 
of the plane sextic Z can be obtained as follows. The projection 
q:B-+IP, 
centered at P,, has the property that it maps the tangent cone to B at P, onto 
a smooth conic E which is everywhere tangent to the sextic CL E should be 
thought of as lying in the IP, obtained as the exceptional locus when IP, is 
blown-up at P,. Then, as we have seen, in Section 8, each lifting of a 
bitangent to B which passes through P, intersects 
{exceptional locus of the blow-up of V at P,} 
in one point lying over Z. Thus $ is realized as the inverse image of Z in the 
double cover of IP, branched along E. Next notice that, again generically, the 
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sextic Z has, as its only singularities, one ordinary double point for each of 
the poihts of the set 
and the canonical series of its normalization is therefore given by residual 
intersections with plane cubits through the double points. So the Prym 
canonical series contains the following divisor 
Pi + .*. + P; + PI’ + *** + P$(,-,,, (9.9) 
where the Pi’ are the six points of tangency of Z and E, and the Pt are the 
residual intersections with ,?Y of a conic E” passing through its double points. 
Now the cone over E” with vertex P, realizes the divisor (9.9) as a hyper- 
plane section of f(Z) under the mapping f given in (9.7). Thus Lemma 9.8 is 
proved. 
We now turn our attention to the case 
M= 5. 
As we mentioned following Theorem 7.25, quartics with five double points in 
general position are given by quadratic polynomials in the quadrics through 
the five points. More explicitly, let 
be, as in Assumption 4.27, the morphism induced by the quadrics in Ip, 
through the five points of ,.sP. f(P,) is the Segre cubic primal (see [30, 
pp. 169-1701) which contains: 
(i) 10 ordinary double points which are the images 
under f of lines in Ip, through two points of 5“; 
(ii) fifteen planes, five of which come from the five 
exceptional [PZ’s in P, and 10 of which come from the 10 
planes in Ip, which contain three points of ,40, each plane 
containing 4 of the 10 double points; 
(iii) six two-dimensional rational families of lines, five 
coming from lines in Ip, through a point of 9 and one coming 
from the system of twisted cubits through all five points of 9. (9.10) 
Furthermore, there is a group of linear automorphisms of f(P,) G Ip, which 
acts transitively on the six rulings given in (iii). 
Now a quadric in ip, intersects f(P,) in a surface whose inverse image in 
P, is the proper transform of a quartic with double points at the points of 
.Y. Furthermore, no quadric contains f(P,). So a constant count gives easily 
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that the generic quartic with double point set Sp is such an inverse image. 
Thus we have another birational model for the system of quartic double 
solids with five double points, namely, we let 
ww  (9.11) 
denote the Segre cubic primal in IP, and consider double covers of (SCP) 
branched along smooth intersections of (SCP) with quadrics in I?,. In this 
way it becomes clear that each of these threefolds is a conic bundle in six 
ways corresponding to the six rational families of lines in (9.lO)(iii). Five of 
the six come from the five double points of the quartic double solid in the 
manner studied at the beginning of this section, the sixth from the system of 
everywhere tangent twisted cubits. However none of the six is distinguished 
under the representation of our threefold as a double cover of the (SCP). 
Furthermore, work of Beauville on the Prym mapping from the space double 
covers of curves of genus six to the space of principally polarized abelian 
varieties of dimension five [4, p. 1781 shows that the kernel of the codif- 
ferential of the Prym mapping consists, under the identifications 
(7.9)-(7.10), of those quadrics which contain the Prym-canonically 
embedded curve. Thus the six double covers of plane sextics obtained from 
the realizations of our threefold as a conic bundle are all points at which the 
Prym mapping does not have maximal rank. However we saw in Section 7 
that the set of intermediate Jacobians of quartic double solids with five 
double points has dimension 14. Therefore this set must give a component of 
the branch locus of the Prym mapping. 
Work of R. Donagi and R. Smith in progress suggests that the above 
considerations will lead to a proof of a Torelli theorem for quartic double 
solids with five double points. To be more precise, we consider the set A0 of 
all double covers of the Segre cubic primal branched along its intersection 
with a quadric. If, as work of Donagi and Smith seems to indicate, the Prym 
mapping is branched at only six of the preimages of J( 0, for generic 
BE &, then inside J(q there are six distinguished curves 
2 &, , ,***, 
such that J( n is the Prym variety associated to each of the six, and under 
the Gauss map 
XW 
translate of tangent 
line to 2, at x 
each fj goes to a Prym-canonically embedded curve Z> of genus six, and all 
the Zi lie in the same uniquely determined quadric Q. Now, the Segre cubic 
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primal in iP, is determined only up to linear isomorphism in P,, but the 
requirement that a Segre cubic primal contain six distinct curves, each of 
degree 10, all lying on a quadric Q, uniquely determines the position of the 
cubic primal. Thus the double cover V of the primal branched along its inter- 
section with Q is uniquely determined, and so the period mapping 
(where r,w is the moduli space of principally polarized abelian varieties of 
dimension 5) would have to be generically injective. Notice that there is no 
chance that the map from isomorphism classes of quartic double solids with 
five double to r,w be generically injective since we proved in 
Theorem 6.13 that isomorphisms between quartic double solids are induced 
by linear isomorphisms of the underlying P, whereas in this case we have 
quartic double solids which give the same double cover of the Segre cubic 
primal but come from birational rather than biregular isomorphisms of IP, 
(see (9.lO)(iii) and [30, p. 1691). 
We have already seen that the case 
M=#(Y’)=6 
differs from the others because the period mapping does not satisfy the local 
Torelli property. There is another property of the period mapping in the case 
M = 6 which deserves mention. Suppose now that we choose our quartic 
double solid 
with six double points in such a way that the branch locus B is not chosen 
generically but is chosen from among those quartics whose defining equation 
is quadratic in the quadratic homogeneous forms which vanish on the six 
points of .Y (see Theorem 7.28), and suppose B is a generic quartic given as 
a quadric of quadrics. Then all the results of Sections 6-8 continue to hold 
near B, in particular Theorem 7.28. The space of such B form a hypersurface 
in ~ k’Y [ 24, p. 21, and, by Theorem 7.28, this hypersurface must map onto a 
subvariety of codimension one in f,w, the moduli space of principally 
polarized abelian varieties of dimension four. 
THEOREM 9.12. If M = #(Y) = 6, the image of the “quadric of 
quadrics” locus in MY under the period mapping 
is the (unirational) divisor in r,w determined by “one vanishing theta- 
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nullwerte.” (See [4, p. 1491 for the deJlnition of the locus “one vanishing 
theta-nullwerte” and the proof of its irreducibility.) 
Proof of Theorem 9.12. Let Q,,..., Q, be a basis for the quadrics 
vanishing on Sp, and let 
a(Qo,..., Q,) = 0 
be the defining equation of I?. B’ is then the preimage, under the mapping 
f: B, + Ip,, 
(xov.., 4 + <QoW-, Q,(x)) 
of a smooth second degree surface A defined by a. Let {L,} and {Mt} be the 
two rulings of A by projective lines. Their inverse images under f give two 
rulings of B’ by elliptic curves. Now if we choose one of the singular points 
P, E Y 
as center of a projection 
we have seen that B with P, blown-up is realized as double cover of P, 
branched along a sextic Z with five double points. Now the two families 
are rational families of cubits in P, which are adjoint curves, that is, they 
pass through the double points of Z. These curves also have everywhere 
even-order-contact with .Z. Thus the residual intersections 
Q(podf-‘(LH ’ C) = B,, 
f(p,df-‘MN -6) =D, 
determine line bundles L and A4 which are theta-characteristics for the 
normalization of Z, call it 2, a curve of genus five, and 
dim Ho@; B(L)) ) 2, 
dim H’((f; 4(M)) ) 2. 
Now if either of these last were a strict inequality, then there would have to 
exist a family of everywhere tangent adjoint curves of projective dimension at 
least two, and so a family of smooth elliptic curves on B of projective 
dimension at least two, which is impossible since B’ is a K - 3 surface. Thus 
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L and M are even theta-characteristics. Also (L @ AC-‘) is a square-trivial 
line bundle on 2, and by Lemma 9.8, the bundle 
is the Prym canonical bundle associated with the double cover 
a:i+‘F 
whose Prym variety is the intermediate Jacobian J(p). Since 
L @L = canonical bundle of 2 
we conclude that L @M-’ must be the square-trivial line bundle associated 
with u. We can now complete the proof of Theorem 9.12 by appealing to a 
formula of Schottky and Jung ([ 12, p. 4421) which says that the ratio 
(9.13) 
of theta-nullwerte q on the Prym variety of (T to theta-nullwerte 0 on the 
Jacobian of ,Z? is independent of the choice of characteristic [g] as long as 
aet/l=O (mod 2) 
and ( y :::I,“) is the period characteristic corresponding to the double cover cr. 
If we choose [ ;] such that 
then 
&f= ’ a [ 1 1 P 
and the denominator of (9.13) vanishes so that the numerator must also 
vanish. Thus the image of the “quadric of quadric” locus, a subvariety of 
codimension one in r,w, lies inside the irreducible divisor “one vanishing 
theta-nullwerte” and Theorem 9.12 is proved. 
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