Abstract. We prove that a measure on [−d, d] is the spectral measure of a factor of i.i.d. process on a vertex-transitive infinite graph if and only if it is absolutely continuous with respect to the spectral measure of the graph. Moreover, we show that the set of spectral measures of factor of i.i.d. processes and that ofd 2 -limits of factor of i.i.d. processes are the same.
Introduction
We consider invariant random processes on vertex transitive graphs that can be performed with "randomized local" algorithms (factor of i.i.d. processes). The aim of the paper is characterizing the covariance structures of factor of i.i.d. processes, in terms of the absolute continuity of their spectral measure with respect to the spectral measure of the graph.
1.1. Factor of i.i.d. processes. Let G = (V (G), E(G)) be a vertextransitive graph with countable vertex set V (G). We assign a random variable X v to each v ∈ V (G). We get an invariant random process if the joint distribution is invariant under the automorphisms of G. These are the analogues of stationary processes on Z, and they may be interesting on their own right (Arnaud 1980 (Arnaud , 1994 .
Among invariant random processes, we deal with factor of i.i.d. processes, see e.g. Elek and Lippner (2010) , Hatami, Lovász and Szegedy (2014) or the paper of Lyons (2014) and the references therein. Results of randomized local algorithms (or constant-time parallelized algorithms) belong to this class. Furthermore, factor of i.i.d. processes can be useful for finding large independent sets (Csóka, Gerencsér, Harangi and Virág 2014 , Harangi and Virág 2013 , Hoppen and Wormald 2013 , matchings on nonamenable graphs (Lyons and Nazarov 2011, Csóka and Lippner 2012) , colorings, other structures (Gaboriau and Lyons 2009 , Kun 2013 , Backhausz and Szegedy 2014 . This family of processes may also be interesting from an ergodic theoretic point of Date: 2 September 2016 . 2010 view (Bowen 2010) , as they are the factors of the Bernoulli shift. To define factor of i.i.d. processes, loosely speaking, we start with independent and identically distributed labels (from R) on the vertices. Then each vertex gets a new label, depending on the labelled rooted graph as it is seen from that vertex. The rule is fixed, and it is the same for all vertices. See Subsection 2.2 for the precise definition.
1.2. Spectral measures, covariance structures andd 2 limit. We assign a finite measure on R to invariant random processes on G, which is the spectral measure of the process. (Throughout the paper, we always consider Borel measures.) This measure is the spectral measure of the graphing associated to the process (Section 2.3). This is also related to the covariance structure of the process, as the following is satisfied for a process X:
where A is the adjacency operator, c X : V → R is the covariance structure assigning cov(X o , X v ) to each vertex v, and µ X is the spectral measure of X.
Our goal is characterizing the set of spectral measures of factor of i.i.d. processes. As we will see, the same characterization holds for d 2 -limits of factor of i.i.d. processes. The following metric is based on Ornstein'sd-metric (see e.g. Lyons 2014 ). Definition 1. Thed 2 -distance of the random invariant processes X, X ′ (with marginals having finite second moments) is defined as follows.
If the graph is the d-regular tree (throughout the paper, we denote by T d the infinite d-regular tree), the spectral measure equals to the Fourier transform of the covariance structure, see e.g. Cartier (1973) , Arnaud (1980 Arnaud ( , 1994 , Figà-Talamanca and Picardello (1982) . On the other hand, in Backhausz, Szegedy and Virág (2015) a uniform exponential bound was proved for the decay of the correlation sequence of a factor of i.i.d. process, and the pointwise closure of the possible correlation sequences was described in the case G = T d (d ≥ 3). (v) It is the spectral measure of some invariant process which is thē d 2 -limit of processes with spectral measures satisfying (i).
The equivalence of (iii) and (iv) shows that the conjecture aboutd 2 -limits of factor of i.i.d. processes can not be refuted based on spectral measures or covariance structures.
Remark 3. The proof shows that the family of processes with spectral measures absolutely continuous with respect to any fixed measure on [−1, 1] is closed underd 2 -convergence.
Based on this theorem, we give the characterization of spectral measures of processes that are limits of factor of i.i.d. processes in distribution. (i) Its support is contained in the support of the spectral measure of G, that is, supp(µ) ⊆ supp(ν).
(ii) It is the spectral measure of the weak limit of some linear factor of i.i.d. processes.
(iii) It is the spectral measure of the weak limit of some factor of i.i.d. process.
As for the d-regular tree, Theorem 5.1 of Backhausz, Szegedy and Virág (2014) gives a description of the pointwise closure of the correlation sequences of factor of i.i.d. processes, which shows the equivalence of (i) and (iii) in Theorem 4 after some reformulation.
Remark 5. The family of processes that can be modelled on random dregular graphs in an appropriate sense (see e.g. Backhausz and Szegedy (2014) ) is strictly wider than the limit of factor of i.i.d. processes; for example, for large d, the independence ratio is twice as large as the proportion of an independent set that can be constructed with factor of i.i.d. (Gamarnik and Sudan 2014, Rahman and Virág 2014) . However, the possible covariance structures are the same for the two families of invariant random processes, and the results remain valid.
Applications.
Process spectrum. The aim of this section is describing the set of points that can be included in the spectrum of an invariant random process.
Definition 6 (Process spectrum of a graph). Let G be a d-regular vertex transitive graph. Its process spectrum is defined as follows:
where the union is for all invariant random processes on G with marginals having finite variance. The process spectral radius ̺
If d is fixed, one can ask whether there are d-regular graphs with process spectral radius arbitrarily close to 2
Theorem 7. Let µ be a finite measure with supp(µ) ⊆ psp(G). Then there exists an invariant random process X with spectral measure µ.
For the d-regular tree it is known that the process spectrum is [−d, d] (Arnaud 1980 , 1994 , Lasser and Leitner 1990 , while the spectrum of the tree is [−2 We will also prove the following statement about the connection of process spectrum and Kazhdan's property (T ) (see e.g. Bekka, de la Harpe and Valette 2008) . This also shows that the behavior of process spectral radius and the behavior of spectral radius with respect to tensor product of graphs are different (take the product of two graphs, one with process spectral radius equal to d, and the other one less than d).
Proposition 8. Let H be a finitely generated infinite group, and G its Cayley graph with some set of generators. Then the following are equivalent.
(i) H has Kazhdan's property (T ).
(ii) The process spectral radius ̺ + p (G) is less than d. d 2 -distance and total variation distance of the spectral measures. During the proof of the main theorem, we will show the following inequality and orthogonality. The total variation distance of probability measures will be denoted by d T V (·, ·). However, we will use the notion of total variation distance not only for probability measures:
where f and g are the density functions of µ 1 and µ 2 with respect to some common dominating measure κ. The Hellinger distance d H of measures µ, ν is defined by (a) The following inequality holds: In fact, we will prove this statement for arbitrary vertex-transitive graphs, but for a smaller class of linear factor of i.i.d. processes (see Definition 14 and Subsection 6.3).
Gaussian wave functions.
As another application of the inequality in Proposition 9, we will show that Gaussian wave functions are separated from factor of i.i.d. processes with respect to thed 2 -distance. A Gaussian wave function with eigenvalue λ is an invariant Gaussian process (X v ) satisfying
According to Theorem 4 of Harangi and Virág (2015) , such a process exists for all λ in the spectrum of the adjacency operator of G, but it is not a factor of i.i.d. process if λ is the supremum of the spectrum. As for the d-regular tree G = T d (with d ≥ 3), Theorem 3 of Csóka, Gerencsér, Harangi and Virág (2015) states that Gaussian wave function (X v ) exists for all λ ∈ [−d, d] . Theorem 4 of the same paper says that (X v ) is a weak limit of factor of i.i.d. processes if λ is in the spectrum of the tree, i.e. in [−2
, but it is known that it is not a factor of i.i.d. See also Corollary 3.3 of Lyons (2014) , which gives a 2-valued example for a process which is weak limit of factor of i.i.d. but not factor of i.i.d.
Proposition 9 will imply the following about wave functions.
Corollary 11. Let X be a Gaussian wave function corresponding to 
In particular, Gaussian wave functions are never factor of i.i.d. processes. Moreover, the metric space of processes with thed 2 -distance is not separable.
Gauss Markov processes.
As an application of Theorem 2, we will show the following characterization of factor of i.i.d. Gauss Markov processes on G = T d . These are Gaussian processes which have the spatial Markov property. The covariance structure is exponential in this case. That is, for every Markov process there exist ̺ ∈ R such that
where |v| denotes the distance of v from the root o.
Proposition 12. A Gauss Markov process is factor of i.i.d. process if and only if
|̺| ≤ 1 √ d − 1 holds,
where ̺ is defined by equation (2).
Outline. The paper is built up as follows. In Section 2, we recall the concept of a factor of i.i.d. process and spectral measures. The proofs of Proposition 9, Theorem 2 and Theorem 4 may be found in Sections 3, 4, and 5 respectively. The last section contains the proofs of the applications (process spectrum,d 2 -limits of linear factor of i.i.d. processes, Gaussian wave functions, Gaussian free field, Gauss Markov processes).
Preliminaries
First we recall the definition of factor of i.i.d. processes for vertextransitive graphs. This section is based on Harangi and Virág (2015) .
2.1. Invariant random processes and Gaussian processes. Let G be a rooted graph with countable vertex set V (G), edge set E(G) and root o ∈ V (G). We consider random processes indexed by the vertices of the graph. That is, we assign a random variable
We say that a bijection Φ :
for all vertices u and v the following holds: (Φ(u), Φ(v)) ∈ E(G) if and only if (u, v) ∈ E(G). The group of automorphisms of G is denoted by Aut(G). The graph is vertex transitive if Aut(G) acts transitively on V (G).
The collection of random variables (X v ), v ∈ V (G) is an invariant random process on G if for any Φ ∈ Aut(G) the joint distribution of (X Φ(v) ) is the same as the joint distribution of (X v ).
We say that a collection of random variables (X v ), v ∈ V (G) is a Gaussian process if their joint distribution is Gaussian (i.e. any finite linear combination of them has Gaussian distribution) and they all have mean 0. An invariant Gaussian process is a Gaussian process that is invariant.
2.2. Factor of i.i.d. processes. Let G be a vertex transitive graph and Ω = R V (G) . Let P be the product measure on Ω obtained from the standard normal distribution on R. That is, if we assign independent standard normal random variables Z v to the vertices v ∈ V (G), then the collection of random variables (Z v ) is a random element of the measure space (Ω, P ).
A factor of i.i.d. process on G will be determined by a function f ∈ L 2 (Ω, P ) which is invariant under the root-preserving automorphisms of G. Given the independent standard normal random variables (Z u ) u∈V (G) , we assign to each vertex v ∈ V (G) the value of f on (Z Φ(u) ) u∈V (G) where Φ is in Aut(G) taking v to the root. Notice that this does not depend on the choice of Φ, because f is invariant under the root-preserving automorphisms of G. We get an invariant random process (X v ) v∈V (G) this way. In addition, the only possibility to define the process such that each X u is determined from (Z v ) by a measurable function and they are Aut(G)-equivariant (they commute with the natural action of Aut(G)) is to evaluate a measurable function f at each vertex. See Section 3.2. of Harangi and Virág (2015) for the details. On the other hand, since we will deal with the covariance structure of the process, we need f to be in L 2 (Ω, P ).
Linear factor of i.i.d. processes. Linear factor of i.i.d. processes will be given by ℓ 2 -functions on the vertex set of G. More precisely, first we define the ℓ 2 -space of the graph by
In this space we have the inner product as usual:
Definition 13 (Linear factor of i.i.d. process). We say that X is a linear factor of i.i.d. process if its rule f is given by
where β ∈ ℓ 2 (G) and it is invariant under the root-preserving auto-
By Kolmogorov's three-series theorem the sum in the definition is convergent almost surely if and only if u∈V (G) β 2 (u) < ∞. See Proposition 3.3. of Harangi and Virág (2015) for more details.
Spherical linear factor of i.i.d. processes.
We will also consider a special class of linear factor of i.i.d. processes. In this case the coefficients belong to the ℓ 2 -closure of the polynomials of the adjacency operator of G. Let the adjacency operator A :
We denote by δ o ∈ ℓ 2 (G) the indicator function of the root. For each polynomial p the function p(A)δ o is a finitely supported function on
that is, the ℓ 2 -closure of the functions given by the polynomials of A.
Definition 14 (Spherical linear factor of i.i.d.). We say that X is a spherical linear factor of i.i.d. process if its rule f is given by
where β ∈ L.
Note that for the regular tree G = T d every finitely supported radial function on V (G) (i.e., the value depends only on the distance from the root) is in the form p(A)δ o for some polynomial p. Hence L = ℓ 2 (T d ), and every linear factor of i.i.d. process is spherical.
Linear factors. In the sequel, we will also consider finite linear factors of any invariant process X. The definition is based on polynomials of A, as follows.
Definition 15 (Linear factor of a process X). Let X be an invariant random process and p a polynomial. By p(A)X we mean the linear factor process defined by
where Φ ∈ Aut(G) is any automorphism taking v to the root o.
Since p(A)δ o is a fixed point of root-preserving automorphisms of G, the definition does not depend on the choice of Φ.
Spectral measures.
Spectral measure of the graph. Let G be a vertex-transitive graph with all vertices having degree d. Recall that δ o ∈ ℓ 2 (G) is the function that is equal to 1 at the root and 0 everywhere else. The operator A is a bounded self-adjoint operator. Therefore there exists a finite measure
holds for every k ≥ 0. This is called the spectral measure of the graph at the root (see e.g. Bordenave, Sen and Virág (2013), Abért, Thom and Virág (2014) and the references therein). Notice that this is closely related to the return probabilities of the random walk on the graph: the left hand side is the number of returning paths of length k starting from the root.
, then ν is the Plancherel (or Kesten-McKay) measure (see e.g. Woess 2000) , which has density function
h(t) = 0 otherwise with respect to the Lebesgue measure. Here ̺ = 2 √ d − 1 is the spectral radius of the tree.
Spectral measure of invariant processes. The spectral measure of invariant random processes will be the spectral measures of the graphings (as bounded self-adjoint operators) associated to them (see also Backhausz et al. (2015) ). This concept is as follows.
Let X be an invariant random process with marginals having finite variance. We modify the definition of Ω = R V (G) a bit. Namely, we identify two elements if one can be obtained from the other by applying a root-preserving automorphism of G. We getΩ this way. The distribution of X is a probability measure Q onΩ.
We construct a bounded degree graph fromΩ by connecting two elements if and only if one can be obtained from the other one by moving the root to one of its neighbors. Let E be the edge set of this graph.
Remark 16. The probability space (Ω, Q) with edge set E will form a graphing. See Hatami, Lovász and Szegedy (2014 , Section 3) or Backhausz, Szegedy and Virág (2015, Section 2) for the definition and details.
We define the following operator G acting on L 2 (Ω, Q):
Notice that G is a bounded self-adjoint operator. Let us denote by e o ∈ L 2 (Ω, Q) the function that assigns to each element ofΩ its value at the root.
According to the spectral theorem, the operator G has a (finite) spectral measure µ X at e o . That is, µ X is a finite measure on R satisfying the following:
where ·, · Q is the scalar product in L 2 (Ω, Q). Since the degrees in G are bounded by d, the same holds for the graph constructed above. This implies that the largest eigenvalue (in absolute value) is equal to d, and the support of µ X is contained in the interval [−d, d] .
Definition 17 (Spectral measure of a process). The spectral measure of an invariant random process X (with marginals having finite second moments) is the spectral measure of G at e o ∈ L 2 (Ω, Q), which is a finite measure on [−d, d] . It will be denoted by µ X .
In the sequel, we will use the notation
for any invariant pair of random processes (X, Y ) on G which have marginals with finite second moments.
Notice that X is a random element ofΩ with distribution Q, the function e o selects the value at the root, and the action of G corresponds to the linear factor process given by A (recall Definition 15). We obtain
We conclude that for every invariant process X its spectral measure
Covariance structure. We will define the covariance structure of a process, and we will see how it is related to the spectral measure if the marginals of the process have mean 0.
Definition 18 (Covariance structure). Let X be an invariant random process with marginals having finite second moments. Its covariance structure, c X :
Suppose that E(X o ) = 0. The scalar product A k X, X is the same as the following: take X, start a random walk of length k from the root, calculate the covariance of the values of X at the root and at the endpoint of the random walk, and multiply this by d k . On the other hand, by linearity of expectation, we obtain
Notice that this is a finite sum. By equation (4) we get
which shows the connection between the covariance structure and the spectral measure of the process. Notice that if X is a process that assigns independent random variables to the vertices of G, then c X = δ o and µ X = ν; that is, the spectral measure of the process is the spectral measure of the graph.
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2.4. Limits of random processes. Thed 2 -distance of invariant processes (Definition 1) induces the notion ofd 2 -limits of factor of i.i.d. processes.
We will also deal with distributional convergence. That is, a sequence of invariant random processes converges if the sequence of their distributions on Ω = R V (G) converges weakly to some probability measure on Ω. A weak limit of factor of i.i.d. process is an invariant process that can be approximated with factor of i.i.d. processes in distribution. Notice thatd 2 -convergence implies convergence in distribution.
Proof of Proposition 9
Before proving Proposition 9, we need a lemma. Recall that p(A)X denotes the linear factor process of X whose coefficients are given by the finitely supported function p(A)δ o (Definition 15).
Lemma 19 (Isometry). Let X be a random invariant process and p a polynomial. Assume that E(X o ) = 0 and the marginals of X have finite second moments. Then we have
Proof. Using the definition of the spectral measure µ X (equation (4)) and the fact that A is self-adjoint by equation (5), we get
Notice that by the inequality of arithmetic and geometric means, the Bhattacharyya coefficient can be expressed as 2γ = inf
or, equivalently, using polynomials:
Proof of Proposition 9. Take any invariant coupling of X, Y . Let κ = µ X + µ Y , and dµ X = f dκ, dµ Y = gdκ. By Lemma 19 and equation (1), we need to show |E(X o Y o )| ≤ γ. For polynomials p, q as in equation (7), we have
where |r| ≤ ε E(X 2 o )E(Y 2 o ) holds for the error. We conclude by letting ε → 0.
The second inequality is standard, see e.g. Lemma 12.2. in Harsha (2011). We include a proof for completeness. We define
By the Cauchy-Schwarz inequality, we have
On the other hand, the definition of s implies that
The last inequality is straightforward. As for (b), singularity of µ X and µ Y implies that √ f gdη = 0. Hence the statement follows from the above inequality
Proof of Theorem 2
Lemma 20 (Spectral measures of spherical linear functions). There exists an isometry between L and L 2 (R, ν) such that the following hold.
(a) For all α ∈ L and its imageα we have Proof. (a) Let p be a polynomial. By equation (3) we have
It follows that p(A)δ o → p is an isometry from the appropriate subspace of ℓ 2 (G) to the set of polynomials in L 2 (R, ν). As usual, this isometry has a unique extension to the ℓ 2 -closure; that is, there is an isometry between L and L 2 (R, ν) (as polynomials form a dense set in the latter space).
(b) Let (p n ) be a sequence of polynomials tending toα in L 2 (R, ν). Let Y be an i.i.d. process, and X is the spherical linear factor of i.i.d. process obtained by α from Y . The Cauchy-Schwarz inequality implies
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By equations (3) and (6) this yields
On the other hand, since (p n ) tends toα in L 2 (R, ν), we conclude that
This implies that dµ X =α 2 dν, and the proof of part (b) is complete.
(c) Based on the isometry between L and L 2 (R, ν), let α ∈ L be chosen such thatα = h. Let X be the spherical linear function given by α. The argument in the proof of (b) implies that the spectral measure of X has density h 2 with respect to ν.
Lemma 21. Let X be an invariant random process such that E(X o ) = 0, X has marginals with finite second moments, and c X ∈ ℓ 2 (G). Then µ X is absolutely continuous with respect to the spectral measure ν of the graph.
Proof. Suppose first that c X = p(A)δ o for some polynomial p. Then, by self-adjointness and equation (3), we have
By equation (6) we obtain that the measure with density function p will be the spectral measure of X. Hence µ X is absolutely continuous with respect to ν. Next, we assume that c X ∈ L. Let (p n ) be a sequence of polynomials converging to c X in ℓ 2 (G). Taking limits in the previous equation and applying Cauchy-Schwarz inequality we obtain that
is the image of c X at the isomorphism defined in Lemma 20. Again, this implies that µ X is absolutely continuous with respect to ν with density c X .
Finally, let c X ∈ ℓ 2 (G) be arbitrary. By definition, L is a closed linear subspace in the Hilbert space ℓ 2 (G). Let c X ∈ L be the projection of c X into this subspace. Since the projection does not change the scalar product with vectors from the subspace, we have
Therefore the spectral measure of X is the same as the spectral measure corresponding to c X , which is absolutely continuous with respect to ν.
Proof of Theorem 2. We start with showing that (i) implies (ii). Let µ be a finite measure, which is absolutely continuous with respect to the spectral measure ν; its density is g ≥ 0. Since Finally, we prove that (v) implies (i). Let (X (n) ) n≥1 be a sequence of invariant random processes such that each µ (n) = µ X (n) is absolutely continuous with respect to the spectral measure ν with density function g (n) . Furthermore, assume that X (n) → X in thed 2 -distance as n → ∞.
It follows from the Cauchy-Schwarz inequality and the definition of
We have
. Due to the completeness of this space, we get that there exists g ∈
The dominated convergence theorem implies that
with respect to the total variation distance (by this notation, we mean the measures having the given density with respect to ν). Hence dµ X = gdν, and we conclude that µ X is absolutely continuous with respect to the spectral measure of the graph G.
Proof of Theorem 4
Lemma 22. Let (X (n) ) be a sequence of invariant random processes (with marginals having finite second moments) with covariance structures (c n ) and spectral measures (µ n ).
(a) Suppose that X is another invariant random process such that
Then µ n → µ X weakly as n → ∞. In particular, µ n tends to µ weakly if X (n) tends to X in distribution and each X (n) is a Gaussian process. (b) Suppose that µ n converges weakly to a finite measure µ. Then there exists an invariant random process X with spectral measure µ = µ X .
Proof. (a) Since every p(A)δ o has finite support, by equation (3) we obtain that
holds as n → ∞ for all polynomials p. The set of polynomials is dense in the set of continuous functions with respect to the supremum norm, hence µ n tends to µ weakly. Furthermore, in case of Gaussian processes, convergence in distribution implies the pointwise convergence of the covariance structures.
(b) We neglect the degenerate case µ([−d, d]) = 0. Lemma 19 and the finiteness of µ implies that E X (n) o 2 is bounded. Hence the covariance structures are uniformly bounded by the Cauchy-Schwarz inequality. Since the vertex set of G is countable, we may choose a subsequence X (nm) such that
Pointwise convergence preserves the property of being a covariance structure of an invariant process, hence there exists an invariant Gaussian process X with covariance structure c.
On the other hand, equation (9) and part (a) imply that µ nm → µ X weakly as m → ∞. We conclude that µ = µ X .
Proof of Theorem
Suppose that the invariant process X is the limit of the factor of i.i.d. processes (X (n) ) in distribution, and X has marginals with finite second moments. Denote by X (n,T ) the truncation of X (n) at level T :
Let X T be the truncated version of X.
Since the truncation is a continuous function, X (n,T ) → X T in distribution as n → ∞. By boundedness, we have (10) cov(X
The second moment condition on X implies
is also factor of i.i.d. By (10), (11) and a diagonalization argument we obtain that the covariance structure of X is the pointwise limit of covariance structures of factor of i.i.d. processes. (Note that cov(X
To summarize, we can find a sequence of factor of i.
Part (a) of Lemma 22 implies that µ m tends to µ weakly. By Theorem 2 every µ m is absolutely continuous with respect to ν. Therefore the support of µ is contained in supp(ν).
(i) ⇒ (ii) Let µ be a finite measure such that supp(µ) ⊆ supp(ν). There exist a sequence of finite measures (µ n ) such that it converges weakly to µ and every µ n is absolutely continuous with respect to ν.
On the other hand, Theorem 2 implies that for every µ n there exists a spherical linear factor of i.i.d process X (n) whose spectral measure is µ n . It follows from part (b) of Lemma 22 that µ is the spectral measure of some Gaussian process X. In addition, the proof of the lemma shows that the covariance structures of a subsequence of X (n) converge pointwise to the covariance structure of X. Since every X (n) is spherical, it is also Gaussian. In case of Gaussian processes the pointwise convergence of covariance structures implies convergence in distribution. Therefore some subsequence of X (n) converges to X in distribution, which concludes the proof.
Remark 23. Notice that linear factor of i.i.d. processes are always Gaussian. Therefore for an absolutely continuous measure we can find a Gaussian factor of i.i.d. process with this spectral measure. Similarly, for measures supported on supp(ν), the appropriate process is the weak limit of Gaussian factor of i.i.d. processes as well.
6. Applications 6.1. Process spectrum.
Proof of Theorem 7. First we prove the statement for atomic measures. Suppose that x ∈ psp(G), and µ is an atom at x. Given ε > 0, there exists a process X ε such that µ X ε ([x − ε, x + ε]) > 0. It follows that there exists a polynomial p ε such that the following hold for the measure dµ * ε = p ε dµ X ε (i.e. the measure µ * ε that has density function p ε with respect to µ X ε ):
Notice that µ * ε tends to µ weakly as ε → 0. Equation (4) implies that the process p ε (X ε ), which is a finite linear factor of X ε by Definition 15, has spectral measure µ * ε . Putting this together with Lemma 22 (b), we conclude that µ is the spectral measure of some invariant random process.
Further on, if the support of µ consists of finitely many atoms, then one can take the sum of independent copies of invariant random processes constructed for atomic measures, multiplied by appropriate constants. The covariance structure is additive due to independence, which shows by equation (6) that the spectral measure is µ.
Finally, if we have an arbitrary finite measure µ whose support is contained in psp(G), then it can be approximated weakly with measures µ n , where each µ n is supported on finitely many atoms. For every µ n we already have a process X (n) with spectral measure µ n . We finish the proof by applying part (b) of Lemma 22.
Proof of Proposition 8. (ii) ⇒ (i)
We will use the next formulation of Kazhdan's property: every sequence of positive definite functions on G that converges to 1 pointwise (i.e. on compact subsets) converges to 1 uniformly on G.
Let X be the following process: constant 1 on all vertices with probability 1/2, and constant −1 with probability 1/2. Then c X (v) = 1 for all v ∈ V (G), and, by equation (6) it follows that µ X = δ d is an atomic measure at d. Let c n : V (G) → R be a sequence of positive definite functions converging pointwise to 1. We can find a sequence of invariant processes (X (n) ) such that X (n) has covariance structure c n . By Lemma 22 (a) we obtain that µ X (n) → µ X weakly. It follows from (ii) and the fact Since µ X (n) is the spectral measure corresponding to X (n) , we get that µ ′ n is the spectral measure corresponding to c n − (1 − ε). That is, we have
It follows that (c n −(1−ε)) is positive definite for each n, and hence it is a covariance structure of an invariant process. The fact µ
→ 0 implies that (c n − (1 − ε))(0) tends to 0. By the Cauchy-Schwarz inequality we obtain that c n − (1 − ε) converges to 0 uniformly. Hence c n converges to constant 1 uniformly, and G has Kazhdan's property (T ).
(i) ⇒ (ii) Let X be the constant 1 process. Its spectral measure is an atomic measure at d, hence d is always in the process spectrum. Suppose (for contradiction) that d is not an isolated point. Choose a sequence of numbers (a n ) with limit d such that a n ∈ psp(G) for all n. Theorem 7 implies that we can find a sequence of invariant processes X (n) such that the spectral measure of X (n) is an atomic measure at a n for each n. It follows that µ X (n) → µ X weakly as n → ∞. Similarly to the proof of Lemma 22, we can assume that the covariance structures of X (n) converge pointwise to c X , by choosing an appropriate subsequence. By the characterization of Kazhdan's property using positive semidefinite functions (covariance structures are positive semidefinite), we get that c X (n) → c X ≡ 1 uniformly on V (G).
On the other hand, if H is infinite and has Kazhdan's property (T ), then it can not be amenable (see e.g. Bekka, de la Harpe and Valette 2008) . Therefore its spectral radius is strictly less than d. Therefore the covariance of X o and X v , where v is the endpoint of a random walk of length k, decays exponentially as a function of k. This contradicts the uniform convergence of correlation structures above. Hence the process spectral radius is less than d.
Gaussian wave functions.
Proof of Corollary 11. We check that µ X is the Dirac measure which puts an atom of weight 1 at λ:
Different Dirac measures are singular measures. On the other hand, the measure µ Y is absolutely continuous with respect to the spectral measure of the graph by Theorem 2. Hence it is absolutely continuous with respect to the Lebesgue measure in case (b), and again, it is singular to the Dirac measure. Therefore both parts of the statement follow from Proposition 9 (b).
Definition 25 (Gaussian free field). Let G be a transient and vertextransitive graph. An invariant Gaussian random process is a Gaussian free field if its covariance structure is the Green function:
Notice that our assumption that G is transient implies that this series is convergent, because the number of visits of a random walk starting from the root is finite almost surely. Proof. Consider the function defined by
The transitivity of G implies that this function is in
, where ν is the spectral measure of G. It follows from the definition of the Gaussian free field that this is the density function of its spectral measure. Theorem 2 and the fact that Gaussian processes are determined by their covariance structures imply the statement. 6.5. Gaussian Markov processes on the tree. We will need the following family of polynomials, which plays an important role in understanding the radial functions on the regular tree. Let (r n ) be the unique sequence of polynomials satisfying the following recurrence equations: r 0 (x) = 1; xr 0 (x) = r 1 (x); xr n (x) = (d − 1)r n−1 (x) + r n+1 (x) (n ≥ 1).
The polynomial r n has degree n. These are sometimes called Dunau polynomials, and they are closely related to Chebyshev polynomials of the second kind (see e.g. Alon, Benjamini, Lubetzky and Sodin 2007, Backhausz, Szegedy and Virág 2014 , Arnaud and Letac 1984 , Figà-Talamanca and Nebbia 1991 . On the other hand, they are orthogonal with respect to the Plancherel measure. Moreover, the following can be proved by induction: r 0 (A)δ o = δ o , and for n ≥ 1 we have (13) [r n (A)δ 0 ](v) = 1, if |v| = n; 0, otherwise.
This implies that all radial functions on the tree are given by limits of polynomials of A.
Proof of Proposition 12. Let c ̺ : V (T d ) → R be defined by c ̺ (v) = ̺ |v| . By equation (2), this is the covariance structure of the Gaussian Markov process. First we decide whether c ̺ is in ℓ 2 (T d ):
Hence in the case |̺| <
Lemma 21 applies. However, we compute this density function for |̺| <
, in order to deal with the case |̺| =
. Equations (2) and (13) imply that
Based on the proof of Lemma 21, we obtain that the density function (with respect to the spectral measure of the tree) of the spectral measure of the Gaussian Markov process with parameter ̺ is the following:
To compute this sum, let g(x, y) = Hence the density function of µ is the following:
