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Zusammenfassung Support-Vektor-Maschinen sind ein ma¨chtiges Ver-
fahren zur Klassifikation von Daten. Dementsprechend viele verschiede-
ne Parameter sind bei der Anwendung zu setzen und zu beachten. Wir
bescha¨ftigen uns mit den Auswirkungen, die diese Parameter auf die Er-
gebnisse haben und suchen charakteristische Punkte im Parameterraum.
Dazu werden unterschiedliche Kerne und Algorithmen vorgestellt und
die zugeho¨rigen Parameter in den Modellen modifiziert. Zusa¨tzlich wer-
den mit der Schwellwertverschiebung und dem Oversampling Methoden
zur weiteren Verbesserung der Ergebnisse vorgestellt und bewertet.
1 Einleitung
Support-Vektor-Maschinen (SVM’s) sind ein modernes Verfahren zur Klassifi-
kation von Daten, die auf dem einfachen Gedanken der Trennung von Klassen
durch Hyperebenen basieren [CST00]. In Abbildung 1 ist das in dieser Arbeit
betrachtete Problem der bina¨ren Klassifikation dargestellt. Dabei gibt es genau
zwei Klassen von Punkten, die wir im Folgenden stets als positiv und nega-
tiv bezeichnen werden. Bei allen Vorteilen, die das Verfahren mit sich bringt,
stellt man dennoch fest, dass die Wahl der Modellparameter eine große Her-
ausforderung ist. In dieser Arbeit fu¨hren wir beispielhaft an einem Datensatz
eine SVM-Parameterstudie durch. Dabei werden verschiedene Modelle und Al-
gorithmen untersucht, fu¨r die dann der Einfluß der Parameterwahl analysiert
wird. Ein wichtiger Aspekt der Tests ist die Frage nach markanten Punkten im
Parameterraum. Dazu geho¨ren Unstetigkeiten, d.h. bei kleiner A¨nderung eines
Wertes a¨ndert sich das Ergebnis stark, sowie Sa¨ttigungsgebiete, wo eine weitere
A¨nderung eines Wertes keinen Einfluß auf die Klassifikation hat.
Die Methode der Support-Vektor-Maschinen geho¨rt zu den Verfahren des
u¨berwachten Lernens. Basierend auf einem sogenannten Trainingsdatensatz, der
aus einer endlichen Menge von Eingabe-Ausgabe-Paaren (EA-Paaren) besteht,
wird die in den Daten enthaltene Funktionalita¨t erkannt und als Modell fest-
gehalten. Dieses Modell besteht im Allgemeinen aus einer linearen oder nicht-
linearen Klassifikationsfunktion. Jedes EA-Paar besitzt ein Ausgabe-Label, wel-
ches dem Algorithmus zeigt, zu welcher Klasse der jeweilige Punkt geho¨rt.
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Abbildung 1. Datentrennung durch Hyperebene.
In dieser Arbeit untersuchen wir den Einfluß von Modellen und Parametern
auf die Gu¨te der erlernbaren Funktionen. Zu diesem Zweck ist es notwendig,
eine Methode zur Bewertung von Ergebnissen zur Verfu¨gung zu stellen. Dazu
teilen wir den zur Verfu¨gung stehenden Datensatz auf in Trainings- und Test-
daten, siehe dazu Abbildung 2. Die Trainingsdaten werden ausschließlich zur
Modellierung verwendet, wohingegen die Testdaten diesem Prozess fernbleiben
mu¨ssen und fu¨r den Qualita¨tstest zur Verfu¨gung stehen. Die den Tests zugrunde
liegenden Maße werden in Kapitel 2 vorgestellt.
Datensatz
positive Punkte negative Punkte
Trainingsdatensatz Testdatensatz
Abbildung 2. Aufteilung der Daten.
Ein wichtiger Aspekt dieser Arbeit ist die Frage nach kostensensitiver Klas-
sifikation. Anwendungen sind ha¨ufig dadurch gekennzeichnet, dass eine Klas-
se stark unterbesetzt ist, die Anzahl der Punkte im Datensatz also signifi-
kant kleiner ist als die Anzahl der Punkte in der anderen Klasse. Zusa¨tzlich
la¨ßt sich feststellen, dass oft genau diese Klasse von versta¨rktem Interesse ist,
was sich dadurch a¨ußert, dass Fehlklassifikationen dieser Punkte um ein Vielfa-
ches unerwu¨nschter sind als im anderen Fall. Ein Beispiel dafu¨r sind HIV-Tests
[RKC+02]. Der untersuchte Datensatz fa¨llt in dieses Raster und stellt den An-
wender vor große Probleme, denn die klassischen Lernmethoden tendieren dazu,
die seltenen positiven Punkte zugunsten der großen negativen Punktewolke zu
ignorieren. Im schlimmsten Fall erha¨lt man Ergebnisse ohne einen einzigen kor-
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rekt klassifizierten positiven Punkt. Unsere Modellierung ist daher stark auf die
Erkennung der wenigen positiven Punkte ausgerichtet und wir werden zeigen,
zu welchen Kosten sich das mittels SVM’s realisieren la¨sst.
2 Grundlagen der Parameterstudie
Wir beschreiben die fu¨r das Versta¨ndnis der in den folgenden Kapiteln darge-
stellten Ergebnisse notwendigen Grundlagen. Bei der Analyse der Ergebnisse un-
terscheiden wir zwischen den beiden Klassen, sodass es fu¨r Erfolg und Misserfolg
jeweils zwei Auspra¨gungen gibt. Auf dieser Grundlage lassen sich Gu¨tekriterien
heranziehen. Die folgenden Definitionen gelten fu¨r diese Arbeit.
– Die Anzahl der positiven Punkte des Testdatensatzes bezeichen wir als pos.
– Die Anzahl der negativen Punkte des Testdatensatzes bezeichen wir als neg.
– Positive Punkte, die korrekt in die positive Klasse eingeordnet werden, hei-
ßen richtig positiv und werden im Folgenden mit rp bezeichnet.
– Negative Punkte, die korrekt in die negative Klasse eingeordnet werden, hei-
ßen richtig negativ und werden im Folgenden mit rn bezeichnet.
– Positive Punkte, die fa¨lschlicherweise in die negative Klasse eingeordnet wer-
den, heißen falsch negativ und werden im Folgenden mit fn bezeichnet.
– Negative Punkte, die fa¨lschlicherweise in die positive Klasse eingeordnet wer-
den, heißen falsch positiv und werden im Folgenden mit fp bezeichnet.
– Sensitivita¨t (se) ist der Anteil richtig positiver Punkte in der Menge der
positiven Testpunkte. Wir definieren also
se :=
rp
pos
.
– Spezifita¨t (sp) ist der Anteil richtig negativer Punkte gemessen an der Ge-
samtzahl negativer Punkte und wird definiert als
sp :=
rn
neg
.
– Die Genauigkeit (ge) gibt den Gesamtanteil richtiger Testpunkte an, d.h.
ge :=
rp + rn
pos + neg
.
– Der Wert der Pra¨zision (pr) kombiniert die Klassen und gibt an, welcher
Anteil der als positiv klassifizierten Punkte tatsa¨chlich positiv ist. Die Defi-
nition lautet
pr :=
rp
rp + fp
.
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– Das F-Maß (fm) ist ein Gu¨temaß, welches sich als Indikator fu¨r gute Klas-
sifikationsergebnisse bewa¨hrt hat [EL05]. Es wird gebildet aus Sensitivita¨t
und Pra¨zision nach der Vorschrift
fm := 2
pr · se
pr + se
.
Im Rahmen der Arbeit mit SVM’s gibt es unterschiedliche Algorithmen, die
man fu¨r das Training benutzen kann. Der Nearest-Point-Algorithmus (NPA)
[KSBM00] und der Sequential-Minimal-Optimierer (SMO) [Pla99], welche zwei
unterschiedliche Modelle repra¨sentieren, bilden die Grundlage dieser Arbeit. Eine
ausfu¨hrliche Beschreibung der Methoden ist in [Eit03] zu finden. Die Algorith-
men setzen den sogenannten softmargin-Ansatz des SVM-Lernens um, bei dem
Trainingsfehler bis zu einem bestimmten Maß toleriert werden, um eine mo¨glichst
glatte Funktion zu lernen. Die Idee dahinter ist, dass eine an reale Anwendungs-
daten zu stark angepasste Funktion ohne Fehler auf den Trainingsdaten kaum
geeignet ist, um neue Daten zu klassifizieren. Die beiden Algorithmen unter-
scheiden sich in der Art und Weise, wie Fehler bestraft werden. Das von SMO
umgesetzte Verfahren summiert die Fehler einfach auf, wobei NPA eine qua-
dratische Summierung beinhaltet. Das impliziert, dass Fehler in der Na¨he der
Trennfunktion, die kleiner als 1 sind, abgeschwa¨cht werden, wohingegen weiter
entfernte Punkte mit Absta¨nden gro¨ßer als 1 mit einem ho¨heren Wert einfließen.
Die beiden Algorithmen fu¨hren im Allgemeinen zu a¨hnlichen Ergebnissen. Eine
vergleichende Studie ist jedoch nicht bekannt, sodass wir diesen Aspekt in dieser
Arbeit kurz beleuchten werden.
Der untersuchte Datensatz geho¨rt zur Familie der CYP-Datensa¨tze [KE04].
Er entha¨lt 263 Punkte, von denen 48 (19%) positiv sind. Aus dem Datensatz
wurden 185 Trainingspunkte ausgewa¨hlt, deren Klassenverha¨ltnis ebenfalls 19%
zu 81% betra¨gt (35 positive, 150 negative Punkte). In den Testdatensatz wur-
den 13 positive und 65 negative Punkte, also insgesamt 78 Punkte aufgenommen.
Der Originaldatensatz hat insgesamt 557 Variablen. Fu¨r unsere Tests wird eine
reduzierte Variante verwendet. Mittels eines auf der Hauptkomponentenanalyse
[Jol86] basierenden Verfahrens zur Variablenselektion, welches in [McC84] be-
schrieben ist, wurden drei Teildatensa¨tze zu 5, 10 und 20 Variablen erstellt und
analysiert. In dieser Arbeit pra¨sentieren wir Ergebnisse fu¨r den Datensatz mit
10 Variablen. Verwendet wurde eine eigene SVM-Implementierung, die beispiels-
weise in [Eit03] beschrieben ist.
3 Kerne und ihre Parameter
Fu¨r die Anwendung von Support-Vektor-Maschinen ist es notwendig, eine soge-
nannte Kernfunktion zu wa¨hlen. Die Kernfunktion dient als A¨hnlichkeitsmaß in-
nerhalb des SVM-Optimierungsproblems. Wa¨hrend der Lernphase werden A¨hn-
lichkeiten zwischen je zwei Trainingspunkten gemessen. In diesem Kapitel un-
tersuchen wir drei Kerne. Dabei soll gezeigt werden, welche Ergebnisse sich mit
diesen Kernen erzielen lassen und welchen Einfluß ihre internen Parameter auf
die Gu¨te der Klassifikation haben.
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3.1 Gaußkern
Der Gaußkern ist definiert als [CST00]
KG(x,y) := exp
(
‖x− y‖2
2σ2
)
. (1)
Dabei ist der Parameter σ ∈
 
+ variabel wa¨hlbar. In den folgenden Abschnitten
werden Ergebnisse dokumentiert, die unter Verwendung dieses Kerns entstanden
sind.
Variation des Parameters σ im Kern Die ersten Tests bescha¨ftigen sich mit
der Wahl des Parameters σ im Gaußkern. Fu¨r σ-Werte zwischen 0.5 und 20.0
wurde jeweils ein Training und ein Test durchgefu¨hrt. Tabelle 1 zeigt die Er-
gebnisse der Testla¨ufe. Die Tabelle verdeutlicht den Bereich, in dem σ angesetzt
werden sollte. Sinnvolle Resultate sind nur fu¨r σ-Werte zwischen 0.5 und 3.0
beim NPA und 0.5 und 1.5 beim SMO-Algorithmus zu erkennen. Große Werte
fu¨hren wegen der falschen Einordnung von beinahe allen positiven Punkten zu
einer Sensitivita¨t von anna¨hernd Null und somit zu einer fu¨r uns unbrauchbaren
Klassifikation. Es herrscht zwar eine beinahe konstante Fehleranzahl, aber aus
der zunehmend ho¨heren Fehleranzahl bei der Einordnung der positiven Punk-
te folgt eine Verschlechterung der Ergebnisse. Damit wird deutlich, warum die
Genauigkeit allein nicht als Gu¨temaß eingesetzt werden sollte, wenn man den
Klassen unterschiedliche Bedeutungen zuspricht. Vergleicht man die beiden Al-
gorithmen untereinander, so erkennt man bei beiden eine a¨hnliche Struktur in
der Fehlerentwicklung, wobei man fu¨r den SMO-Algorithmus den Wert des Pa-
rameters σ niedriger ansetzen muß als fu¨r den NPA. Die fett gedruckten Werte
Algorithmus NPA SMO
σ-Wert 0.5 1.0 2.0 3.0 5.0 10.0 15.0 0.5 1.0 1.5 1.75 2.0 3.0 5.0
Fehler ges. 12 15 13 13 13 13 13 14 13 13 13 13 13 13
Fehler fn 9 7 6 8 12 13 13 11 7 7 9 12 13 13
Fehler fp 3 8 7 5 1 0 0 3 7 6 4 1 0 0
Sensitivita¨t 0.31 0.46 0.54 0.39 0.01 0.00 0.00 0.15 0.46 0.46 0.31 0.01 0.00 0.00
Spezifita¨t 0.95 0.88 0.89 0.92 0.99 1.00 1.00 0.95 0.89 0.91 0.94 0.99 1.00 1.00
Genauigkeit 0.85 0.81 0.83 0.83 0.83 0.83 0.83 0.82 0.82 0.83 0.83 0.83 0.83 0.83
F-Maß 0.40 0.44 0.52 0.44 0.13 0.00 0.00 0.22 0.46 0.48 0.38 0.13 0.00 0.00
Tabelle 1. Ergebnisse fu¨r verschiedene σ-Werte des Gaußkerns.
zeigen die im Sinne unseres Gu¨temaßes besten Ergebnisse fu¨r beide Algorith-
men. Dabei fa¨llt, dass es sich jeweils um Ergebnisse mit der besten Sensitivita¨t
handelt.
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Variation der Fehlergewichtung durch den Parameter C Als na¨chstes
betrachten wir den Parameter C ∈
 
+ , der bestimmt, wie stark Fehler in den
Trainingsdaten gewichtet werden sollen. Ein großer Wert fu¨r C bestraft Fehler
mehr als ein niedrigerer Wert. Das Risiko dabei besteht jedoch in einer zu großen
Anpassung an den Trainingsdatensatz. Dies nennt man U¨bertrainieren des Sy-
stems. Als Algorithmus wa¨hlen wir NPA. σ wird konstant mit 1.0 gewa¨hlt. Somit
ist der Test fu¨r C = 1.0 bereits bekannt. Tabelle 2 fu¨hrt die erzielten Resultate
auf. Man erkennt, dass eine sta¨rkere Gewichtung der Fehler zu besseren Resul-
C-Wert 0.5 1.0 2.0 5.0 10.0 20.0 50.0 200.0
Fehler ges. 14 15 15 14 12 13 14 15
Fehler fn 8 7 7 5 4 4 4 4
Fehler fp 6 8 8 9 8 9 10 11
Sensitivita¨t 0.39 0.46 0.46 0.62 0.69 0.69 0.69 0.69
Spezifita¨t 0.91 0.88 0.88 0.86 0.88 0.86 0.85 0.83
Genauigkeit 0.82 0.81 0.81 0.82 0.85 0.83 0.82 0.81
F-Maß 0.42 0.44 0.44 0.53 0.60 0.58 0.56 0.55
Tabelle 2. Ergebnisse fu¨r verschiedene C-Werte der NPA-basierten SVM mit Gauß-
kern (σ = 1).
taten fu¨hrt. Dieser Effekt ist jedoch nicht durch beliebig hohe C-Werte weiter
fortfu¨hrbar. Stattdessen verbessert eine sta¨rkere Fehlergewichtung die Resultate
nur bis zu einer oberen Schranke. Die Tabelle zeigt, dass ab einem bestimmten
Wert fu¨r C die Gu¨te der Tests wieder sinkt. An diesem Punkt beginnt dann die
U¨beranpassung der Klassifikationsfunktion an die Trainingspunkte. Bei C = 10.0
wird mit einem F-Maß von 0.60 bei 4 falsch negativen und 8 falsch positiven
Punkten das beste Ergebnis erreicht. Bei weiter steigendem Wert fu¨r C bleibt
die Sensitivita¨t zwar gleich, aber eine Zunahme von falsch positiven Punkten
fu¨hrt zu einer Qualita¨tsverschlechterung in der Klassifikation. Die gleichen Tests
wurden auch mit dem SMO-Algorithmus durchgefu¨hrt. Hierbei entsprechen die
erzielten Resultate im Allgemeinen denen mit dem NP-Algorithmus. Erneut wird
die ho¨chste Sensitivita¨t bei 4 falsch negativen Punkten erreicht und das beste
Ergebnis bei zugleich 8 falsch negativen Punkten erzielt.
3.2 Slaterkern
Als zweiten Kern betrachten wir den Slaterkern. Der Slaterkern ist dem Gauß-
kern sehr a¨hnlich, und wird definiert durch
KS(x,y) := exp
(
‖x− y‖
2σ2
)
. (2)
Wieder ist σ ∈
 
+ ein variierbarer Parameter. Um eine Vergleichbarkeit mit
dem Gaußkern zu schaffen, untersuchen wir a¨hnliche Werte wie zuvor.
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Algorithmus NPA SMO
σ-Wert 0.5 1.0 2.0 3.0 5.0 0.5 0.75 1.0 2.0
Fehler ges. 14 14 13 14 13 14 14 16 13
Fehler fn 11 7 6 11 13 12 8 12 13
Fehler fp 3 7 7 3 0 2 6 4 0
Sensitivita¨t 0.16 0.46 0.54 0.16 0.00 0.16 0.39 0.16 0.00
Spezifita¨t 0.95 0.89 0.89 0.95 1.00 0.97 0.91 0.94 1.00
Genauigkeit 0.82 0.82 0.83 0.82 0.83 0.82 0.82 0.80 0.83
F-Maß 0.22 0.46 0.52 0.22 0.00 0.13 0.42 0.11 0.00
Tabelle 3. Ergebnisse fu¨r verschiedene σ-Werte des Slaterkerns.
Variation des Parameters σ im Kern Die Ergebnisse der Variation des Pa-
rameters σ in Tabelle 3 sind denen bei der Untersuchung des Gaußkerns sehr
a¨hnlich. Erneut wird fu¨r den NPA das beste Ergebnis bei der Wahl von σ = 2.0
mit 6 falsch negativen und 7 falsch positiven Punkten erzielt. Auch die rest-
liche Fehlerentwicklung ist nahezu analog zum Gaußkern, sodass keine neuen
Erkentnisse bei dieser Testreihe gewonnen worden konnten. Allerdings ist zu
beachten, dass die Ergebnisse bei Verwendung des Slaterkerns im Allgemeinen
etwas schlechter sind als mit dem Gaußkern.
Variation der Fehlergewichtung durch den Parameter C Genau wie fu¨r
den Gaußkern betrachten wir als na¨chstes die Fehlergewichtung durch den Para-
meter C. Anders als beim Gaußkern sind die Auswirkungen einer Variation des
C-Wert 1.0 2.0 3.0 5.0 10.0 20.0 50.0 200.0
Fehler ges. 14 14 14 14 14 14 14 14
Fehler fn 7 6 6 6 6 6 6 6
Fehler fp 7 8 8 8 8 8 8 8
Sensitivita¨t 0.46 0.54 0.54 0.54 0.54 0.54 0.54 0.54
Spezifita¨t 0.89 0.88 0.88 0.88 0.88 0.88 0.88 0.88
Genauigkeit 0.82 0.82 0.82 0.82 0.82 0.82 0.82 0.82
F-Maß 0.46 0.50 0.50 0.50 0.50 0.50 0.50 0.50
Tabelle 4. Ergebnisse fu¨r verschiedene C-Werte der NPA-basierten SVM mit Slater-
kern (σ = 1).
Parameters C in diesem Falle sehr moderat. Die Fehleranzahl bleibt konstant
14 und auch die Verteilungen der Fehler in den Klassen bleibt weitestgehend
konstant. Zwar gibt es fu¨r C > 1.0 eine Verbesserung der Testresultate im Ver-
gleich zur Standardwahl C = 1.0, doch sie ist sehr gering und vera¨ndert sich
nicht durch weitere Variation von C. Die Wahl des Algorithmusses spielt dabei
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keine Rolle. Sowohl NPA als auch der SMO-Algorithmus zeigen hier das gleiche
Verhalten.
3.3 Polynomialkern
Als dritten und letzten Kern betrachten wir den Polynomialkern. Er ist definiert
durch
KP (x,y) := (1 + 〈x,y〉)d . (3)
d ∈  + ist frei wa¨hlbar. Der Polynomialkern arbeitet also mit einem anderen Pa-
rameter als der Gauß- und der Slaterkern. Statt der Weite des Kerns σ vera¨ndern
wir daher den ganzzahligen Parameter d, der den Grad des Kernpolynoms be-
stimmt.
Polynomialgrad Der Polynomialgrad d des Kernes ist frei wa¨hlbar und in der
Regel eine natu¨rliche Zahl. Eine interessante Studie zum Polynomialkern, in der
der Parameter d als rationale Zahl definiert ist, findet man in [RZI98]. Diese
Idee wird in unserer Arbeit jedoch nicht weiter betrachtet, da die zugeho¨ri-
gen Tests hinter den Erwartungen zuru¨ckgeblieben sind. In Tabelle 5 werden
Algorithmus NPA SMO
d-Wert 1 2 3 4 5 1 2 3 4 5 6
Fehler ges. 14 18 67 21 61 13 13 15 20 21 26
Fehler fn 13 8 7 6 1 13 11 6 8 3 6
Fehler fp 1 10 60 15 60 0 2 9 12 18 20
Sensitivita¨t 0.00 0.39 0.46 0.54 0.92 0.00 0.15 0.54 0.38 0.77 0.54
Spezifita¨t 0.99 0.85 0.08 0.77 0.08 1.00 0.97 0.86 0.82 0.72 0.69
Genauigkeit 0.82 0.77 0.14 0.73 0.22 0.83 0.83 0.81 0.74 0.73 0.67
F-Maß 0.00 0.36 0.15 0.40 0.28 0.00 0.24 0.48 0.33 0.49 0.35
Tabelle 5. Ergebnisse fu¨r verschiedene Grade des Polynomialkerns.
die Ergebnisse bei Verwendung des Polynomialkernes ohne Vera¨nderung weite-
rer Parameter dargestellt. Betrachtet man die Ergebnisse nun untereinander, so
fa¨llt beim Nearest-Point-Algorithmus besonders der Unterschied zwischen ge-
radem und ungeradem Grad auf. Ungerade Werte fu¨r den Parameter d fu¨hren
zu erheblich schlechteren Ergebnissen als gerade Werte. Fu¨r geraden Polynomi-
algrad ist beispielsweise die Fehleranzahl im Test maximal 21, wohingegen die
Fehlerzahl fu¨r ungeraden Polynomialgrad bis zu 67 groß wird. Diese Erkenntnis
zieht sich durch alle Untersuchungen und wird auch in der Literatur besta¨tigt.
Bei Verwendung des SMO-Algorithmus kann man dieses unterschiedliche Verhal-
ten nicht beobachten. Hier sind die ungeraden Polynomgrade sogar diejenigen,
die die besseren Ergebnisse erzielen. Wegen einer deutlich besseren Sensitivita¨t
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erreicht man fu¨r d = 5 das beste Resultat, das der SMO-Algorithmus erzielt. Ins-
gesamt sind die Ergebnisse mit dem Polynomialkern wesentlich unstetiger als bei
Verwendung der anderen Kerne. Einige Tests fu¨hrten zu schlechten Ergebnissen.
C-Wert 1.0 2.0 3.0 5.0 10.0 20.0 50.0 75.0 125.0 200.0
Fehler ges. 18 20 18 23 24 21 23 36 20 21
Fehler fn 8 8 6 6 6 6 4 8 12 12
Fehler fp 10 12 12 17 18 15 19 28 8 9
Sensitivita¨t 0.39 0.39 0.54 0.54 0.54 0.54 0.71 0.39 0.08 0.08
Spezifita¨t 0.85 0.82 0.82 0.74 0.72 0.77 0.69 0.57 0.88 0.86
Genauigkeit 0.77 0.74 0.77 0.71 0.69 0.73 0.71 0.54 0.74 0.73
F-Maß 0.36 0.33 0.44 0.38 0.37 0.40 0.44 0.22 0.09 0.09
Tabelle 6. Ergebnisse fu¨r verschiedene C-Werte der NPA-basierten SVM mit Polyno-
mialkern.
Variation der Fehlergewichtung durch den Parameter C Die schlechten
Resultate - auch fu¨r den Polynomgrad 2, der im Allgemeinen als Standardwert
verwendet wird, motivieren eine Untersuchung, ob sie sich durch eine Variation
des Parameters C doch noch verbessern lassen ko¨nnen. Dazu haben wir fu¨r den
Grad 2 mit NPA noch weitere Tests durchgefu¨hrt, die in Tabelle 6 aufgefu¨hrt
sind. Da der Rechenzeitaufwand fu¨r weitere Tests mit dem SMO-Algorithmus bei
großen Werten fu¨r C und Verwendung des Polynomialkerns zu hoch war, wur-
de auf eine eingehendere Untersuchung mit dem SMO-Algorithmus verzichtet.
Analog zu den anderen Kernen vera¨ndern wir nun also wieder den Parameter C
als Indikator fu¨r die Fehlergewichtung. Dabei wird eine deutliche Verbesserung
der Testergebnisse durch Optimierung des Parameters C in Bezug auf den Poly-
nomialgrad 2 sichtbar. Zwar steigt die Fehleranzahl leicht an, aber als positiver
Effekt wird die Fehlerzahl bei der Klassifikation von positiven Punkten durch
optimales Auswa¨hlen von C halbiert. Auch hier ist die Verbesserung nicht belie-
big weit fortfu¨hrbar. Bei besonders großen Werten fu¨r C nimmt die Sensitivita¨t
wieder stark ab.
4 Unterscheidung von Fehlern erster und zweiter Art
Die Untersuchungen zu den Vera¨nderungen bei der Fehlertolerierung mit den
verschiedenen Kernen haben gezeigt, dass eine variable Fehlerbestrafung durch
den Parameter C ein sinnvolles Mittel zur Optimierung der Ergebnisse ist. Wir
vertiefen die Untersuchungen zur Fehlertolerierung noch weiter. Im Allgemeinen
unterscheiden Support-Vektor-Maschinen keine Fehlerarten, da alle Fehler ein-
fach oder quadratisch aufaddiert werden. Es kann jedoch Sinn machen, Fehler
erster Art anders zu bestrafen als Fehler zweiter Art. Als Fehler erster Art gelten
9
C
+-Wert 1.0 2.0 5.0 10.0 20.0 50.0
C
−-Wert 1.0 1.0 1.0 1.0 1.0 1.0
Fehler ges. 15 16 15 15 16 17
Fehler fn 7 5 3 3 3 3
Fehler fp 8 11 12 12 13 14
Sensitivita¨t 0.46 0.62 0.77 0.77 0.77 0.77
Spezifita¨t 0.88 0.83 0.82 0.82 0.80 0.79
Genauigkeit 0.81 0.80 0.81 0.81 0.80 0.78
F-Maß 0.44 0.50 0.57 0.57 0.56 0.54
Tabelle 7. Ergebnisse fu¨r sta¨rkere Gewichtung der Fehler erster Art.
C
+-Wert 10.0 10.0 10.0 10.0 10.0
C
−-Wert 1.0 5.0 10.0 50.0 100.0
Fehler ges. 15 15 12 12 12
Fehler fn 3 4 4 4 4
Fehler fp 12 11 8 8 8
Sensitivita¨t 0.77 0.69 0.69 0.69 0.69
Spezifita¨t 0.82 0.83 0.88 0.88 0.88
Genauigkeit 0.81 0.81 0.85 0.85 0.85
F-Maß 0.57 0.55 0.60 0.60 0.60
Tabelle 8. Ergebnisse fu¨r sta¨rkere Gewichtung der Fehler zweiter Art.
dabei falsch negative Punkte und als Fehler zweiter Art gelten falsch positive
Punkte. Eine Differenzierung zwischen den Fehlern kann einfach realisiert wer-
den und macht insbesondere bei unausgeglichenen Datensa¨tzen Sinn, da Fehler
in der (typischerweise kleineren) positiven Punkteklasse schwerwiegender sind
als Fehler in der negativen Punkteklasse. Dazu splittet man den Parameter C
auf in C+ und C−, wobei C+ die Fehler erster Art und C− die Fehler zweiter
Art gewichtet [EL05].
Die Ergebnisse der unterschiedlichen Fehlergewichtung sind in den Tabellen
7 und 8 dargestellt. In diesem Abschnitt stellen wir die Ergebnisse des NP-
Algorithmusses vor. Dabei dokumentiert Tabelle 7 eine Variation der Bewertung
von Fehlern erster Art und Tabelle 8 eine Variation der Bewertung von Fehlern
zweiter Art. Erkennbar ist eine sehr unterschiedliche Ergebnisqualita¨t je nach
Wahl der zusammenspielenden Parameter. In beiden Fa¨llen erkennt man durch
ho¨here Gewichtung eine Senkung der Fehlerzahl in der zugeho¨rigen Klasse. Dabei
werden allerdings teilweise zusa¨tzliche Fehler in der anderen Klasse in Kauf
genommen. Da dieser negative Effekt jedoch ha¨ufig nicht u¨berwiegt, la¨sst sich die
Klassifikation somit insgesamt besser optimieren als bei einer gleichen Bewertung
aller Fehler. Die Unterscheidung der Fehler in Fehler erster und zweiter Art ist
also ein sinnvolles Mittel um gute Ergebnisse zu erzielen. Besonders wenn nur
eine Klasse von erheblichem Interesse ist oder die Klassengro¨ßen unterschiedlich
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  
 
 
 C
−
C
+
1.0 2.0 4.0 6.0 8.0 10.0 20.0 50.0 100.0
NPA
1.0 0.44 0.50 0.57 0.57 0.57 0.57 0.56 0.54 0.54
2.0 0.42 0.44 0.58 0.53 0.56 0.56 0.56 0.56 0.56
4.0 0.30 0.48 0.53 0.56 0.55 0.53 0.53 0.53 0.53
6.0 0.33 0.44 0.55 0.58 0.58 0.56 0.53 0.53 0.53
8.0 0.33 0.44 0.55 0.60 0.60 0.58 0.55 0.53 0.53
10.0 0.33 0.44 0.55 0.60 0.60 0.60 0.56 0.55 0.53
SMO
1.0 0.46 0.49 0.53 0.53 0.53 0.53 0.53 0.53 0.53
2.0 0.00 0.47 0.55 0.57 0.57 0.57 0.53 0.53 0.53
4.0 0.00 0.38 0.53 0.56 0.63 0.55 0.53 0.53 0.53
6.0 0.00 0.13 0.43 0.52 0.55 0.56 0.53 0.53 0.53
8.0 0.00 0.12 0.35 0.48 0.48 0.55 0.48 0.48 0.48
10.0 0.00 0.12 0.35 0.46 0.55 0.52 0.50 0.55 0.55
Tabelle 9. Verhalten des F-Maßes bei Variation von C+ und C−.
sind, kann eine unterschiedliche Gewichtung der Fehler bei bestimmten Daten zu
einer erheblichen Verbesserung der Ergebnisse fu¨hren. Als besonders gute Wahl
ist dabei C+ = 5.0 und C− = 1.0 hervorzuheben. Das Verha¨ltnis von C+ und
C− spiegelt dabei in etwa das Gro¨ßenverha¨ltnis der beiden zugrundeliegenden
Klassen wieder. Dieses Ergebnis besta¨tigt die Aussage, dass die Gewichtung in
etwa dem Umfang der Daten entsprechen sollte [Mar01].
Die gerade gewonnenen positiven Erkenntnisse motivieren dazu, die Auswahl
der Fehlergewichtung noch tiefgreifender zu untersuchen. Dazu haben wir wei-
tere Tests mit verschiedenen Fehlergewichtungen gemacht. Verwendet wurden
beide Algorithmen, wobei stets der Gaußkern mit Parameter σ = 1.0 gewa¨hlt
wurde und vera¨ndert wurde die Gewichtung der Fehler erster und zweiter Art
durch gleichzeitige Variation von C+ und C−. Betrachtet man Tabelle 9, in
der wir die Werte des F-Maßes in den Tests angeben, so besta¨tigt sich noch
einmal die positive Auswirkung einer getrennten Fehlergewichtung. Deutlich ist
aber auch, dass sich die Klassifikationsergebnisse fu¨r besonders hohe Werte der
Parameter nicht mehr stark a¨ndern, sondern sich auf ein bestimmtes Fehlerver-
halten einpendeln. Insgesamt zeigt diese zweite Untersuchung noch einmal, dass
eine unterschiedliche Gewichtung der Fehler ein sinnvolles Mittel ist, um gute
Ergebnisse zu erzielen.
5 Methoden zur sensitiven Beeinflussung der Hypothesen
Zusa¨tzlich zu der im letzten Kapitel untersuchten Mo¨glichkeit, die Sensitivita¨t
durch unterschiedliche Fehlertoleranzen zu erho¨hen, existieren weitere Mo¨glich-
keiten zur kostensensitiven Klassifikation. Wir stellen im Folgenden zwei weitere
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Methoden dazu vor. Bei der ersten Methode wird die SVM-Hyperebene gea¨ndert.
Bei der zweiten Methode sollen die Daten a priori verbessert werden, um der
SVM die Mo¨glichkeit zu geben, die gewu¨nschte Klasse automatisch besser zu
erkennen, als das mit den Originaldaten der Fall wa¨re.
5.1 Schwellwertverschiebung
Die Zielfunktion der Support-Vektor-Maschinen berechnet reelle Werte, welche
dann mittels ihres Vorzeichens eine Klassifikation ergeben. Beim Betrachten der
konkreten Funktionswerte der Ergebnisse fa¨llt auf, dass die berechneten Wer-
te in der negativen Klasse bei richtiger Einordnung betragsma¨ßig groß sind,
wa¨hrend fehlerhaft eingeordnete positive Punkte Funktionswerte nahe bei Null
besitzen. Sie sind vom Sprung zur positiven Klassifikation nicht weit entfernt.
Durch eine affine Verschiebung der Entscheidungsebene ließe sich also das Er-
gebnis verbessern, da dann durch A¨nderung der Vorzeichen aus einigen falsch
negativen Punkten korrekt klassifizierte positive Punkte werden wu¨rden. Da wir
die positive Klasse bevorzugen, hoffen wir, Ergebnisse in die gewu¨nschte Rich-
tung optimieren zu ko¨nnen. Dabei sollten gleichzeitig nur wenige neue falsch
positive Punkte hinzukommen. Wir werden im Folgenden untersuchen, ob eine
Verschiebung der Hyperebene positive Effekte fu¨r unseren Datensatz hat oder
nicht. Diese Art von Verschiebung der Entscheidungsebene nennt man Schwell-
wertverschiebung [ZHZ06]. Sie ist in Abbildung 3 grob dargestellt.
Abbildung 3. Schwellwertverschiebung.
Um den positiven Effekt der Verschiebung zu erkennen, ist es sinnvoll, ein-
zelne Tests genauer zu betrachten. Wir verwenden den NP-Algorithmus mit
Parametern C = 1.0 und σ = 1.0. In Tabelle 10 sind jeweils die verwende-
ten Schwellwertvera¨nderungen angegeben, wobei auch negative Werte getestet
wurden. Es ist deutlich erkennbar, welche Auswirkungen die Verschiebung der
Entscheidungsebene bei u¨blichen Parameterkombinationen hat. Wenn man die
Ebene um einen geeigneten Faktor in eine Richtung verschiebt, so sinkt die
Anzahl der Fehler in der Klasse, zu deren Gunsten man die Verschiebung durch-
gefu¨hrt hat. So liegt die Anzahl der falsch negativen Punkte in unserem Beispiel
12
Schwellwertabweichung -0.5 -0.2 0.0 0.2 0.5
Fehler ges. 12 14 15 15 21
Fehler fn 12 8 7 5 2
Fehler fp 0 6 8 10 16
Sensitivita¨t 0.08 0.39 0.46 0.62 0.85
Spezifita¨t 1.00 0.91 0.88 0.85 0.75
Genauigkeit 0.85 0.82 0.81 0.81 0.77
F-Maß 0.14 0.42 0.44 0.52 0.55
Tabelle 10. Klassifikationsa¨nderungen durch variable Schwellwerte.
bei einer Schwellwertabweichung von 0.5 nur bei 2. Allerdings ist auch zu be-
achten, dass gleichzeitig die Anzahl der falsch positiven Punkte auf 16 steigt.
Insgesamt gibt es nun also eine gro¨ßere Anzahl an Fehlern, aber da die Klas-
sen unterschiedliche Wichtigkeit besitzen, verbessert man dennoch das erzielte
Ergebnis.
Durch Verschiebung der Entscheidungsebene wird also das Resultat erheb-
lich vera¨ndert, wobei man in eine Richtung Verbesserungen und in der anderen
Richtung Verschlechterungen erzielt. Deutlich ist die Verbesserung der Qualita¨t
der Resultate durch eine positive Schwellwertverschiebung ausgehend von Null.
Die Anzahl der falsch positiven Punkte steigt nicht viel sta¨rker als die Anzahl
der falsch negativen Punkte sinkt. Unter Beru¨cksichtigung der unterschiedlichen
Bewertung der Fehler ist also das erzielte Resultat besser. In allen unseren Tests
hat sich gezeigt, dass die Schwellwertverschiebung zu sehr guten Optimierungen
der Ergebnisse fu¨hren kann. Gerade weil Fehler in den beiden Klassen ha¨ufig un-
terschiedlich gewertet werden, ist diese Methode ein sehr sinnvolles Hilfsmittel
zur Ergebnisoptimierung und es macht insbesondere Sinn eine positiven Schwell-
werta¨nderung zu wa¨hlen, um die Sensitivita¨t zu erho¨hen.
Schwellwerte und Kreuzvalidierung Bisher sind die genutzten Parameter
immer einzeln vom Benutzer der Support-Vektor-Maschine angegeben worden.
In der Regel gibt der Benutzer jedoch keine bestimmten Parameter vor, sondern
la¨sst den Computer aus einer vorgegebenen Auswahl von mo¨glichen Parameter-
kombinationen die beste auswa¨hlen. Die Parameterauswahl geschieht im Rah-
men einer sogenannten zehnfachen Kreuzvalidierung [Eit03]. Diese funktioniert
folgendermaßen: Aus den Trainingspunkten werden fu¨r eine beliebige Parame-
terkombination zehnmal jeweils 10% fu¨r eine Kontrolle zuru¨ckgehalten und mit
den anderen 90% wird eine Klassifikationsfunktion trainiert. Dann werden die
zuru¨ckgehaltenen Punkte klassifiziert und die dabei entstandenen Fehler aufad-
diert. Anhand der Gesamtfehlerzahl aller 10 Tests in beiden Klassen wird dann
das F-Maß fu¨r die bestimmte Parameterkombination berechnet. Die Parameter-
kombination mit dem besten F-Maß wird dann fu¨r das endgu¨ltige Training mit
allen Punkten verwendet und ermittelt somit die Klassifikationsfunktion, mit
der die Punkte im Test klassifiziert werden.
13
Schwellwert nach der Optimierung bei der Optimierung
Testnummer 1 2 3 1 2 3
Fehler ges. 19 28 38 19 19 22
Fehler fn 2 1 1 2 2 2
Fehler fp 17 27 37 17 17 20
Sensitivita¨t 0.85 0.92 0.92 0.85 0.85 0.85
Spezifita¨t 0.74 0.58 0.43 0.74 0.74 0.69
Genauigkeit 0.76 0.64 0.51 0.76 0.76 0.72
F-Maß 0.54 0.46 0.39 0.54 0.54 0.50
Tabelle 11. Vergleich von Ergebnissen bei unterschiedlichem Einsatz der Schwellwert-
verschiebung.
Nachdem die Schwellwertverschiebung nach dem Training zu guten Ergeb-
nissen gefu¨hrt hat, stellt sich nun die Frage, ob es Sinn macht, diese Technik
auch schon vor der Parameterwahl in der Validierung durchzufu¨hren. Das wird
im Folgenden getestet. Im Rahmen der Tests gab es dazu die Mo¨glichkeiten,
die Schwellwertverschiebung entweder erst im finalen Test oder bereits im Rah-
men der Validierung einfließen zu lassen. Es ist zu untersuchen, ob diese zweite
Mo¨glichkeit die Testergebnisse verbessern kann. Mittels der folgenden 3 typi-
schen Beispieldurchla¨ufe haben wir die beiden Methoden verglichen:
1. NP-Algorithmus mit Gaußkern und einer Schwellwerta¨nderung von 0.2,
2. NP-Algorithmus mit Gaußkern und einer Schwellwerta¨nderung von 0.4,
3. SMO-Algorithmus mit Slaterkern und einer Schwellwerta¨nderung von 0.4.
Die mo¨glichenWerte fu¨r σ, C+und C− wurden aus einer Datei ausgelesen und die
SVM-Software hat die optimale Parameterkombination durch zehnfache Kreuz-
validierung bestimmt. Bei den finalen Tests wurden die in Tabelle 11 dargestell-
ten Ergebnisse erzielt. Zusammenfassend la¨ßt sich sagen:
– Ohne Schwellwertverschiebung wa¨hrend der Validierung erhielt man im Trai-
ning zu jedem Datensatz eine bestimmte Parameterkombination. Die zu-
geho¨rigen Tests ergaben dann Ergebnisse mit einem F-Maß zwischen 0.39
und 0.54.
– Wurde die Schwellwertverschiebung hingegen schon bei der Kreuzvalidie-
rung beru¨cksichtigt, sind andere Parameterkombinationen favorisiert wor-
den. Dann ergaben die finalen Tests F-Maße zwischen 0.50 und 0.54.
Mittels der Methode der Schwellwertverschiebung bei der Parameteroptimierung
wird also kein signifikant besseres Ergebnis erreicht als zuvor. Allerdings ist die
Streuung der Ergebnisse geringer, also sind die Ergebnisse stabiler als zuvor. Die
Frage ob eine Schwellwertverschiebung also nur nach dem letzten Training oder
schon vorher gemacht werden sollte, la¨sst sich mit den durchgefu¨hrten Tests
nicht endgu¨ltig kla¨ren. Wir tendieren jedoch dahin, dass es nicht unbedingt
notwendig ist, eine Verschiebung schon vor dem letzten Training durchzufu¨hren,
da die erzielten Ergebnisse den erbrachten Aufwand nicht rechtfertigen.
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5.2 Oversampling
Arbeitet man mit unterschiedlichen Klassengro¨ßen, so haben die verschiedenen
Klassen auch einen unterschiedlich großen Einfluss auf das Ergebnis. Prinzipi-
ell tendieren Lernverfahren dazu, die gro¨ßere Klasse besser zu erkennen. Auf
stark unausgeglichenen Daten versagen einfache Lernmethoden mitunter kom-
plett. Darum nutzt man Resampling-Methoden, um die Klassengro¨ßen aneinan-
der anzupassen [Liu04]. Generell unterscheidet man zwischen Oversampling und
Undersampling. Vergro¨ßert man die kleinere Klasse, so spricht man von Over-
sampling, verkleinert man die gro¨ßere Klasse, so spricht man von Undersampling.
Die Techniken werden fu¨r die Trainingsdaten unabha¨ngig vom verwendeten Algo-
rithmus durchgefu¨hrt. Im Rahmen der Tests haben wir uns fu¨r die Untersuchung
der Oversampling-Methode entschieden. Der Grund dafu¨r ist, dass der Datensatz
ohnehin sehr klein ist, und dass Undersampling die Gefahr birgt, zu viele Infor-
matione zu verlieren. Der Datensatz hatte urspru¨nglich 185 Trainingspunkte, von
denen 35 positiv und 150 negativ waren. Im Rahmen des Oversamplings wurde
die Klasse mit den positiven Punkten auf die 3-fache Gro¨ße ausgeweitet. In einem
neuen Datensatz standen dann also 255 Punkte fu¨r das Training zur Verfu¨gung.
105 Punkte davon waren positiv. Die Tests zielten darauf ab, zu zeigen, ob man
mittels Oversampling die Ergebnisse tatsa¨chlich verbessern kann oder nicht. Fu¨r
beide Algorithmen sind 4 sinnvolle Parameterkombinationen gewa¨hlt worden,
die mit dem unvera¨nderten und dem modifizierten Datensatz trainiert wurden.
Die Fehlerverteilungen in den Tests werden in Tabelle 12 gegenu¨bergestellt.
Erkennbar ist ein positiver Effekt des Oversamplings, besonders bei Verwen-
dung des SMO-Algorithmus. Bei allen 4 Parametersettings wurde die Sensiti-
vita¨t und daraus folgend auch das F-Maß nach einem Oversampling besser. Vor
allem fa¨llt auch auf, dass zwischen den Ergebnissen bei den unterschiedlichen
Parameterkombinationen nach Verwendung von Oversampling weitaus weniger
Varianz vorliegt als beim urspru¨nglichen Datensatz. Allerdings wird global gese-
hen kein besseres Ergebnis erreicht. Betrachtet man na¨mlich auch die Ergebnisse
mit dem NP-Algorithmus, so fa¨llt auf, dass durch das Oversampling ab einem
bestimmten Punkt keine Ergebnisverbesserung mehr stattfindet. In einem Fall
hat sich das Ergebnis sogar verschlechtert. Man kann also sagen, dass durch
Oversampling keine besseren Ergebnisse als durch andere Methoden mit Hilfe
des unvera¨nderten Datensatzes erreicht werden. Allerdings wird dieses Ergebnis
nach einem Oversampling fu¨r weitaus mehr Parameterkombinationen und somit
schneller erreicht. Die Aspekte der Robustheit und der Zeit, die man bei der
Parameteroptimierung sparen kann, mo¨chten wir als positiven Effekt festhalten.
6 Fazit
Eine sinnvolle Parameterwahl ist ein wichtiger Bestandteil bei der Anwendung
von Support-Vektor-Maschinen. Nur bei der Arbeit mit einer stimmigen Kom-
bination der Parameter kann eine gute Klassifikation erfolgen. Die Modifikation
und Auswahl der Parameter ist dabei nicht willku¨rlich, sondern durch charak-
teristische Merkmale des untersuchten Datensatzes und der vorgegebenen Ziel-
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NPA
C
+ 1.0 5.0 10.0 10.0
C
− 1.0 1.0 1.0 10.0
Oversampling - + - + - + - +
Fehler fn 7 3 3 3 3 3 4 4
Fehler fp 8 12 12 12 12 12 8 11
Sensitivita¨t 0.46 0.77 0.77 0.77 0.77 0.77 0.71 0.71
Spezifita¨t 0.88 0.82 0.82 0.82 0.82 0.82 0.88 0.83
Genauigkeit 0.81 0.81 0.81 0.81 0.81 0.81 0.85 0.81
F-Maß 0.44 0.57 0.57 0.57 0.57 0.57 0.60 0.55
SMO
C
+ 1.0 5.0 10.0 10.0
C
− 1.0 1.0 1.0 10.0
Oversampling - + - + - + - +
Fehler fn 7 3 4 3 4 3 5 4
Fehler fp 7 12 12 12 12 12 10 11
Sensitivita¨t 0.46 0.77 0.71 0.77 0.71 0.77 0.62 0.71
Spezifita¨t 0.89 0.82 0.82 0.82 0.82 0.82 0.85 0.83
Genauigkeit 0.82 0.81 0.80 0.81 0.80 0.81 0.81 0.81
F-Maß 0.46 0.57 0.53 0.57 0.53 0.57 0.52 0.55
Tabelle 12. Vergleich von Ergebnissen mit und ohne Oversampling.
setzung der Klassifikation vorgegeben. Wichtige Methoden zur Ergebnisoptimie-
rung sind insbesondere die Unterscheidung der Fehler in zwei Klassen und die
Schwellwertverschiebung. Oversampling hingegen ist nur fu¨r bestimmte Daten-
satztypen sinnvoll.
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