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Abstract
For a digraph D, let L(D) and S(D) denote its line digraph and subdivision digraph, respectively. The motivation of this paper
is to solve the digraph equation L(S(D)) = S(L(D)). We show that L(S(D)) and S(L(D)) are cospectral if and only if D and
L(D) have the same number of arcs. Further, we characterize the situation thatL(S(D)) and S(L(D)) are isomorphic. Our approach
introduces the new notion, the proper imageD∗ of a digraphD, and a new type of connectedness for digraphs. The conceptD∗ plays
an important role in the main result of this paper. It is also useful in other aspects of the study of line digraphs. For example, L(D)
is connected if and only if D∗ is connected; L(D) is functional (contrafunctional) if and only if D∗ is functional (contrafunctional).
Some related results are also presented.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Since the concept of line digraphs was introduced by Harary and Norman [5] in 1960, many interesting results
have appeared (for example, see [6, Sections 7–10].) For a digraph D (loops and multiple arcs allowed) with vertex
set V (D) and arc set A(D), the line digraph L(D) of D has A(D) as its vertex set; (a, b) is an arc of L(D) if and
only if there are vertices u, v,w in D with a = (u, v) and b = (v,w), i.e., the head of a coincides with the tail of b.
The subdivision digraph S(D) of D is the digraph obtained from D by replacing each arc (u, v) with a new vertex w
and two new arcs (u,w) and (w, v). For convenience, we call the unary digraph operation on D of forming the line
digraph L(D) as line-digraphing D; we also call the unary digraph operation on D of forming the subdivision digraph
S(D) as subdividing D. A natural question is to consider the commutativity of these two unary digraph operations.
That is, for what kind of digraphs D are L(S(D)) and S(L(D)) the same (from some viewpoint)? There are at least
two possible viewpoints: one considering graph isomorphism, and the other considering graph spectra. For example, it
is well known that on the question of determining digraphs D which are the same as L(D), the solution ﬁrst given in
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Harary and Norman [5] is from the ﬁrst viewpoint, while the solution given more recently in [9] by Lin and one of the
present authors is from the second viewpoint.
So, we shall give our answers (Theorems 1 and 2) to the commutativity question raised above, in Section 2 from the
two viewpoints. For a digraph D, the characteristic polynomial of D is PD() = |I − A|, where A is the adjacency
matrix of D. Two digraphs are cospectral if they have the same characteristic polynomial. Theorem 1 gives a necessary
and sufﬁcient condition for L(S(D)) and S(L(D)) to be cospectral. Theorem 2 further characterizes the situation that
L(S(D)) and S(L(D)) are isomorphic. In the language of digraph equations (see [4]), Theorem 2 indeed solves the
digraph equation L(S(D)) = S(L(D)).
During our approach a conceptD∗ called the proper image of a digraphD is used to deﬁne a newkind of connectedness
for digraphs, called properly connected, which lies between the well known concepts of strongly connected and
connected. The concept D∗ not only plays an important role for the main result Theorem 2, but also is useful in other
aspects of the study of line digraphs. Some other related results are given in Section 3.
Throughout the paper we follow standard terminology (for example, see [2,3]). A digraph D is connected if its
underlying graph is connected.A connected component of a digraphD is the digraph induced by a connected component
of the underlying graph of D. A digraph D is strongly connected if for every ordered pair (u, v) of distinct vertices of
D there is a directed path from u to v in D. A digraph is functional (contrafunctional) if each vertex v has outdegree
d+(v)=1 (indegree d−(v)=1). The converse of a digraphD is the digraph obtained fromD by reversing the orientation
of each arc of D. Obviously, a contrafunctional digraph is the converse of a functional digraph, and vice versa.A vertex
v is called a source (sink) of D if d+(v)> 0 and d−(v) = 0 (d−(v)> 0 and d+(v) = 0). A vertex v is called an
end-vertex of D if d+(v) + d−(v) = 1. Clearly, an end-vertex of D is a vertex incident with exactly one arc in D, and
an end-vertex is either a source or a sink.
2. Main results
Theorem 1. If D is a digraph, then S(L(D)) and L(S(D)) are cospectral if and only if D and L(D) have the same
number of arcs.
Note that the necessary and sufﬁcient condition given in Theorem 1 can also be stated as: L(D) has an equal number
of vertices and arcs.
The proof for Theorem 1 needs the following lemmas.
Lemma 1 (Lin and Zhang [7], Liu and Lai [8, Theorem 1.4.4]). If D is a digraph with n vertices and m arcs, then
PL(D)() = m−nPD().
Lemma 2 (Zhang et al. [10]). If D is a digraph with n vertices and m arcs, then PS(D)() = m−nPD(2).
Proof of Theorem 1. Letm=|A(D)|, n=|V (D)|, andm′=|A(L(D))|. Then,we have |A(S(D))|=2m, |V (S(D))|=
n+m, and |V (L(D))|=m. From Lemmas 1 and 2, we have PL(D)()=m−nPD(), and PS(D)()=m−nPD(2). So,
PL(S(D))()= 2m−(n+m)PS(D)()= 2m−(n+m)m−nPD(2)= 2(m−n)PD(2), and PS(L(D))()= m′−mPL(D)(2)=
m
′−m2(m−n)PD(2) = m′−mPL(S(D))(). Then Theorem 1 follows immediately. 
Theorem 2 needs the following new deﬁnitions.
Deﬁnition 1. A sink or source of a digraph D is called a pole of D if it is incident with at least two arcs. In other words,
a vertex v of D is a pole if d+(v)d−(v) = 0 and d+(v) + d−(v)> 1.
Deﬁnition 2. The proper image of a digraph D, denotedD∗, is the digraph obtained from D by eliminating all its poles
with the following splitting operation sequentially at each pole:
Let v be a pole of D incident with k(> 1) arcs and let u1, u2, . . . , uk be the vertices of these arcs other than v. Then
replace v and all its k incident arcs with k new vertices vi and k new arcs ai , where each ai is an arc between vi and ui
with such a direction that vi is a source (sink) in D∗ if v is a source (sink) in D, i = 1, 2, . . . , k.
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Fig. 1.
Note: It is easy to see the following:
(1) For a given digraph D, its proper image D∗ is unique, no matter what sequential order is taken to eliminate all
poles.
(2) A digraph D is the proper image of itself if and only if D has no poles.
(3) If D∗ is connected, then so is D.
Deﬁnition 3. A digraph D is called properly connected if its proper image D∗ is a connected digraph.
In Fig. 1, two digraphs D1, D2 and their proper images D∗1 , D∗2 are shown as illustrative examples.
It is easy to see that D1 has two poles and D2 has three poles. Their proper images D∗1 and D∗2 show that D1 is
properly connected, but D2 is not. So, a connected digraph is not necessarily properly connected, while a properly
connected digraph is connected. It is also easily seen that a properly connected digraph is not necessarily strongly
connected, but a strongly connected digraph D must be properly connected since it has itself as its proper image. So
we have a hierarchy of connectedness of digraphs: strongly connected ⇒ properly connected ⇒ connected.
Now we are ready to give our main result Theorem 2.
Theorem 2. For a properly connected digraph D, S(L(D)) and L(S(D)) are isomorphic if and only if D∗ is a
functional or contrafunctional digraph.
The proof of Theorem 2 needs the following lemmas.
Lemma 3 (Harary and Norman [5]). A connected digraph D is isomorphic to L(D) if and only if D is functional or
contrafunctional.
Lemma 4. There is a (unique) directed cycle C in D if and only if there is a (unique) directed cycle L(C) in L(D).
The proof for Lemma 4 is obvious and so is omitted.





Proof. One can easily obtain (1) and (2) from the deﬁnitions for D∗, L(D) and S(D). Then, (3) and (4) immediately
follow from (1) and (2). 
We note that the underlying idea for Lemma 5(1) is that the operation L ignores the adjacencies of arcs at sources
and sinks. As pointed out by a referee, Aigner [1] may have been the ﬁrst to study this idea.
Recall that a weak path (cycle) in a digraph D is a subdigraph of D whose underlying graph is a path (cycle).
A strictly weak path (cycle) is a weak path (cycle) that is not a directed path (cycle).An arc incident with an end-vertex
of a weak path P is called an end arc of P.
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Lemma 6. Let D∗ be the proper image of a digraph D. Then
(1) If there is a strictly weak path (cycle) in D∗, then there is a strictly weak path (cycle) in L(D∗).
(2) There is a weak path (directed path) in D∗ with a and b as its two end arcs if and only if there is a weak path
(directed path) between the vertices a and b in L(D∗).
(3) If min{d+(v), d−(v)}1 for every vertex v in D∗, and L(D∗) contains a weak cycle, then D∗ contains a weak
cycle.
Proof. (1) Let P be a strictly weak path in D∗ with a and b as its two end arcs. The arcs along P can be ordered as
a0, a1, . . . , ak , where k2, a0 = a, ak = b, and ai and ai+1 have a common vertex vi for i = 0, 1, . . . , k − 1. For each
i we distinguish two cases:
Case 1: vi is the head of one of the arcs ai and ai+1, and the tail of the other. Then, ai and ai+1 are adjacent vertices
in L(D∗).
Case 2: vi is the common head (tail) of both arcs ai and ai+1. Then since D∗ has no poles, there must be another arc
bi with vi as its tail (head). Hence both ai and ai+1 are adjacent with bi in L(D∗).
Thus, we see that in L(D∗) the vertices ai and ai+1 are either adjacent or both adjacent with a new vertex. Therefore,
there is a strictly weak path between a and b in L(D∗).
In the above we have proved the statement in (1) involving a strictly weak path. It is then easy to see the statement
in (1) involving a strictly weak cycle also holds, since D∗ has no poles.
(2) The case involving a directed path is obvious. As to the case involving a strictly weak path, the necessity directly
follows from (1), and the sufﬁciency is easily seen.
(3) Without loss of generality, we may assume that D∗ is connected. And we only need to show that if D∗ does not
contain a weak cycle, then L(D∗) does not contain a weak cycle. We use mathematical induction on the order n of D∗.
It is easy to verify for n3. Now, assume it is true for n= k with k3. Then when n= k + 1, note that the underlying
graph of D∗ is a tree, there is an end-vertex, say u. Let a be the unique arc incident with u in D∗. Consider D′ =D∗ −u.
By the induction hypothesis L(D′) does not contain a weak cycle. Since min{d+(v), d−(v)}1 for every vertex v in
D∗, it is not difﬁcult to see that in L(D∗), a is adjacent to at most one vertex in each connected component of L(D′).
So, L(D∗) does not contain a weak cycle, which completes the induction. 
Lemma 7. Let D∗ be the proper image of a digraph D. Then
(1) D∗ is connected if and only if L(D∗) is connected;
(2) D∗ is functional or contrafunctional if and only if L(D∗) is.
Proof. (1) is a direct consequence of Lemma 6(2).
For (2), the necessity is an easy consequence of Lemma 3, so we only prove the sufﬁciency. Since a contrafunctional
digraph is simply the converse of a functional digraph, it sufﬁces to assumeL(D∗) is functional and show that d+(y)=1
for each vertex y in D∗.
If y is not an end-vertex of D∗, since D∗ has no pole, there must be an arc (x, y) in D∗. Since L(D∗) is functional,
there is exactly one arc in D∗ with y as its tail. That is, d+(y) = 1.
If y is an end-vertex of D∗, there is unique arc a incident with y. Since L(D∗) is functional, the head of a must
be the tail of an arc of D∗. So y cannot be the head of a. That is, y must be the tail of a, and so we have proved
d+(y) = 1. 
By Lemmas 5(1) and 7, we immediately obtain the following proposition, which shows that the concept of the proper
image D∗ is useful in the study of line digraphs.
Proposition 1. For any digraph D, the following hold:
(1) L(D) is connected if and only if D∗ is connected;
(2) L(D) is functional or contrafunctional if and only if D∗ is.
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To prove Theorem 2, we need one more lemma that involves the eddy digraphs. The concept of an eddy digraph
has played an important role in the study of line digraph iteration [6]. A digraph D is called an eddy digraph if it is a
directed cycle or is obtained from a directed cycle C by attaching some out-trees and\or in-trees T to C in such a way
that the root of each tree T is identiﬁed with the vertex of C where T is attached. (An out-tree is a directed tree T with at
least two vertices in which there is one called the root of T that can reach any other vertex of T by a directed path. An
in-tree is the converse of an out-tree.) Note that any connected component of a functional (contrafunctional) digraph is
an eddy digraph with no attached out-trees (in-trees).
A vertex v on the directed cycle C of an eddy digraph D will be called an in-root (out-root) of D if v is the root of
an attached in-tree (out-tree). Note that an in-root of an eddy digraph D may be an out-root of D as well, and that each
of the roots of the various attached trees is a vertex on the cycle C.
Let D be an eddy digraph containing in-trees as well as out-trees. The minimum of the directed distances from
in-roots to out-roots in D will be called the eddy index of D, denoted as i(D). (Note that the directed distance from a
vertex u to a vertex v in D is the length of a shortest directed path P from u to v in D.) Obviously, i(D)1 if and only
if no in-root of D is an out-root of D.
Lemma 8. For any eddy digraph D with i(D)1, L(D) and S(D) are eddy digraphs with eddy indices i(L(D)) =
i(D) − 1 and i(S(D)) = 2(i(D)).
The proof of this lemma is a direct veriﬁcation and so is omitted.
Now we are ready to give the proof of Theorem 2.
Proof of Theorem 2. If D∗ is functional or contrafunctional, obviously so is S(D∗). Then by Lemma 3, L(D∗)D∗
andL(S(D∗))S(D∗). This implies thatL(S(D∗))S(L(D∗)). Then, by (3) and (4) of Lemma 5,we haveL(S(D))
S(L(D)).
Conversely, the assumption L(S(D))S(L(D)) implies that L(S(D∗)) and S(L(D∗)) are cospectral. Then by
Theorem 1, L(D∗) has the same number of vertices and arcs. Since D is properly connected, D∗ is connected.
Hence L(D∗) is connected by Lemma 7(1). So, L(D∗) has exactly one weak cycle C. Then we have the
following
Claim 1. For any vertex v in D∗, min{d+(v), d−(v)}1.
We prove Claim 1 by contradiction. If the claim is false, then there is a vertex v in D∗ with d+(v)2 and d−(v)2.
Since we have proved that L(D∗) has exactly one weak cycle, we must have d+(v) = d−(v) = 2. Then the four arcs
incident with v correspond to the unique weak cycle C in L(D∗). It is obvious that C has length 4. Consequently, there
is a unique weak cycle of length 8 in S(L(D∗)). Note that S(D∗) can be considered as having been obtained from D∗
by inserting one new vertex on each arc. Hence, the local structure around v in D∗ is carried over to S(D∗) so that
L(S(D∗)) contains a weak cycle of length 4. Then L(S(D∗)) and S(L(D∗)) are not isomorphic, which contradicts the
assumption that L(S(D))S(L(D)). Thus, Claim 1 is proved.
Now we show that the unique weak cycle C in L(D∗) must be a directed cycle. We proceed by contradiction.
Assume C is a strictly weak cycle in L(D∗). By Lemmas 6(3) and 4, D∗ contains a strictly weak cycle Cr of length
r. Let s denote the number of vertices each of which is the common head or the common tail of two arcs on the
cycle Cr . Since Cr is strictly weak, we must have s > 0. The condition that D∗ has no poles implies that no vertex
of Cr is a source or sink in D∗. Then, by Claim 1 it is easily seen that L(D∗) has a weak cycle of length r + s con-
taining L(Cr).
Note that since D∗ contains the strictly weak cycle Cr , S(D∗) contains a strictly weak cycle S(Cr) of length 2r .
Similar to the above, we can see that L(S(D∗)) has a weak cycle of length 2r + s. However, the unique weak cycle of
length r + s in L(D∗) corresponds to a unique weak cycle of length 2(r + s) in S(L(D∗)). So S(L(D∗)) and L(S(D∗))
are not isomorphic. This contradicts the condition that S(L(D)) and L(S(D)) are isomorphic. Therefore, the cycle C
in L(D∗) must be a directed cycle.
Then, by Lemmas 4 and 6(1), we can see that D∗ is obtained by attaching some weak trees Ti to a directed cycle C
in such a way that each Ti has exactly one vertex identiﬁed with one vertex vi of C. (Note that a weak tree means a
digraph whose underlying graph is a tree.)
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Claim 1 implies that for each vertex vi of the attachment on C, the incident arcs on the attached tree must all have
vi as the head or all have vi as the tail. Further, we can show the following:
Claim 2. Each attached tree Ti in D∗ must be an out-tree or in-tree with root vi .
We proceed by contradiction. Otherwise, there is a vertex ui on some Ti such that there is a directed path Pi between
ui and the vertex vi of attachment on the cycle of D∗, but there is no directed path between vi and one neighbor of ui .
We call such a vertex ui a critical vertex of order ki in D∗ if the length of Pi is ki . The vertex vi will be called the root
corresponding to ui . Obviously, we have all ki1. In the set of all critical vertices in D∗, select one, say u, with the
smallest order k. We let P denote the corresponding directed path between u and its corresponding root v. Then, since
there is no pole in D∗, there must be an arc a adjacent to u such that P ∪ a is a directed path of length k + 1. It follows
that L(D∗) has a critical vertex of the smallest order k + 1. Similarly, we can see that L(S(D∗)) has a critical vertex
of order 2k + 1, since S(D∗) has a critical vertex of order 2k. However, S(L(D∗)) has a critical vertex of the smallest
order 2(k + 1). Thus, L(S(D∗)) and S(L(D∗)) are not isomorphic. This is a contradiction. Hence, Claim 2 is proved
and D∗ is an eddy digraph.
From Claim 1 we know that any root vi on the cycle C of D∗ cannot be both an in-root and out-root.We further show
that the attached treesTi inD∗ must all be out-trees or all be in-trees.Otherwise,D∗ has eddy index i(D∗)1.Then, from
Lemma8we immediately have i(L(S(D∗)))=i(S(D∗))−1=2i(D∗)−1, and i(S(L(D∗)))=2i(L(D∗))=2(i(D∗)−1).
It follows that L(S(D∗)) and S(L(D∗)) are not isomorphic. This is a contradiction.
Thus, we see that D∗ has either no sinks or no sources. In the former case, d+(v)1 for all v in V (D∗). As an eddy
digraph, D∗ has the same number of vertices and arcs. So, |V (D∗)|=∑v∈V (D∗)d+(v). It follows that d+(v)=1 for all
v in V (D∗), i.e., D∗ is functional. Similarly, in the latter case, we can see that D∗ is contrafunctional. This completes
the proof. 
3. Other results
Theorem 3. Let D be a hamiltonian or eulerian digraph. Then the following are equivalent:
(1) S(L(D)) and L(S(D)) are cospectral;
(2) S(L(D)) and L(S(D)) are isomorphic;
(3) D is a directed cycle.
Proof. It is easy to see that (2) ⇐⇒ (3) by Theorem 2. So we only need to show that (1) ⇐⇒ (3).
First we note that from Theorem 1, (1) ⇐⇒ |A(D)| = |A(L(D))|.
If D is an eulerian digraph, then d+(v) = d−(v)1 for each vertex v in D. It is well known that |A(D)| =∑
v∈V (D)d+(v) =
∑
v∈V (D)d−(v), and |A(L(D))| =
∑
v∈V (D)d+(v)d−(v). Then it is easy to see that
|A(D)| = |A(L(D))|,⇐⇒ d+(v) = d−(v) = 1 for all v ∈ V (D),
⇐⇒D is a directed cycle.
If D is a hamiltonian digraph, we only need show that (1) ⇒ (3). We proceed by contradiction. If D is not a directed
cycle, then D has a directed cycle C as well as a strictly weak cycle or a loop (not C). By Lemmas 4, 6(1) and 7(1)(note
that here D=D∗), L(D) also has a directed cycle L(C) as well as a strictly weak cycle or a loop (not L(C)), and L(D)
is connected. So |A(D)| = |V (L(D))| = |A(L(D))|. By Theorem 1, this contradicts (1) .
Therefore, we have proved (1) ⇐⇒ (3), which completes the proof. 
Theorem 4. For any digraphD, there are inﬁnitely many connected digraphsH containingD as an induced subdigraph
such that S(L(H)) and L(S(H)) are cospectral.
Proof. Without loss of generality, we may assume that D is connected. (Otherwise, we only need to add a new vertex
u and new arcs connecting u and each component of the disconnected digraph.) Also, we may assume that there is
a vertex v in D with d+(v) = d > 1. (Otherwise, we only need to add new vertices and new arcs from a vertex of D
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to the added vertices.) If we transform D to a new digraph D′ by adding one new vertex u and one new arc (u, v) to
D, then |A(D′)| = |A(D)|+1, but |A(L(D′))| = |A(L(D))| + d. Thus, after adding enough such new arcs (u, v), the
obtained new digraph H ′ has fewer arcs than its line digraph L(H ′). Note that for any added arc (u, v), adding r new
verticeswi and r new arcs (u,wi)will increase the arc number ofH ′ by r but keep the arc number ofL(H ′) unchanged.
Then, in this way, we can get inﬁnitely many connected digraphs H containing D as an induced subdigraph such that
|A(H)| = |A(L(H))|. By Theorem 1, S(L(H)) and L(S(H)) are cospectral. This completes the proof. 
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