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Résumé
	
Abstract
Nous nous intéressons au problème d'appariement de primitives entre deux ima-
In this paper, we present an algorithm designed for the stereovision matching
ges . Noire
domaine d'application est la misc ca c ance
d'un couple
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problem and
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	,
d'images stéréoscopiques ou l'identification des
parties d'un modèle dans une to solve the problem of matching apairof
stereoscopic images. This model is helpful
imageobservée . Nous proposons dans ce papier une approche utilisant un modèle in optimization and it can be implemented on parallel machines easily.
de
réseau de neurones pour résoudre le problème. Nous avons choisi le modèle de
Hopfield d'une part parce qu'il est souple et ouvert, d'autre part parce qu'il peut
Key words : Computer vision, 3D vision, Stereovision, neural networks, matching .
s'implanter aisément sur des calculateurs massivement parallèles .
Mots clés : Vision assistée par ordinateur, Vision 3D, Stéréovision, Réseaux de
neurones, Mise en correspondance.
1 . Introduction
L'approche que nous présentons s'intègre dans un système de
vision « pour la CFAO », système qui doit oeuvrer dans le do-
maine de l'automatisation industrielle et du contrôle qualité [Gar-
cia 931 . Dans de nombreux cas, le contrôle 3D va porter sur des
points de la scène dont il faudra mesurer avec précision la posi-
tion dans un référentiel donné . D'une façon plus générale, la mise
en correspondance stéréoscopique nous permettra de rechercher
des modèles tridimensionnels dans la scène, ces modèles pouvant
provenir directement d'une base de données CFAO. Dans ce cas,
le problème est de rechercher rapidement dans la base de données
les modèles susceptibles de s'apparier avec les indices perçus .
L'étape d'appariement consiste à identifier entre deux images
données (deux vues) les informations bidimensionnelles homo-
logues correspondant au même élément physique de la scène
observée . 11 s'agit clairement d'un problème combinatoire : un
point de l'espace se projette dans les deux images en deux en-
droits différents et comme on ne dispose d'aucune information
supplémentaire, il est pratiquement impossible d'établir une cor-
respondance « directe » entre ces deux éléments. Ainsi le choix
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des primitives à mettre en correspondance est-il très impor-
tant. Elles doivent être suffisamment riches pour permettre une
mise en correspondance sûre, en nombre suffisant pour permettre
d'obtenir une carte 3D suffisamment dense pour être exploitable
en modélisation géométrique . Nous donnons ci-après un survol
(qui ne prétend pas être exhaustif) de quelques approches pro-
posées dans la littérature et regroupées selon trois critères
e le choix des caractéristiques image
Appariements de points (dense stereo matching)
Méthodes cherchant à mettre en correspondance les deux images
pixel à pixel en minimisant une fonction énergie liée uniquement
aux intensités des pixels . Un algorithme pour les images en
niveaux de gris peut être trouvé dans [Gennett 88], un algorithme
pour les images RVB dans [Jordan 90] .
Appariements de points contours (edge-based stereo match-
ing)
Méthodes très utilisées, l'information contenue dans les points
contours étant riche pour reconstruire la forme et leur nombre
étant réduit. Des algorithmes peuvent être trouvés dans [Mohan
et al 89], [Tu et al 90] .
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2. Une solution
Pour résoudre le problème de la combinatoire et de l'ambiguïté
inhérent à l'appariement, il est nécessaire de faire des hypothèses
et d'utiliser les contraintes liées au système . Nous nous retrouvons
face à un problème d'optimisation . En effet, nous disposons d'un
ensemble d'hypothèses (appariement de caractéristiques) et d'un
ensemble de contraintes sur ces hypothèses . Les relations entre ces
hypothèses peuvent être coopératives lorsqu'une hypothèse con-
firme d'autres hypothèses ou en compétition lorsqu'une hypothèse
est en conflit avec d'autres . Ce problème est couramment appelé
CSP (Constraint Satisfaction Problem) [Mohan 89], [Fahlman et
al 87] .
2.1 . MÉTHODE DE RÉSOLUTION DU CSP
La méthode consiste à rechercher un sous-ensemble d'hypothèses
vérifiées : ces dernières doivent recevoir une coopération maxi-
male des autres hypothèses et entrer en conflit avec un nombre
minimum d'autres hypothèses .
Plus précisément, nous pouvons définir
•
	
un ensemble d'hypothèses : H = {hi} ,H( = N
• une fonction VALEUR : V(hi) = Vi , 0 < Vi < 1
V doit être interprétée comme le niveau de confiance accordé à
l'hypothèse hi . Les hypothèses sont validées ou non selon leur
niveau de confiance .
• une fonction SUPPORT
S(hi,hj ) =TijVZVj , Tir > 0 (1)
La valeur de S donne le niveau d'accord entre les deux hypothèses
hi et h j .
• une fonction CONFLIT
C(h i ,hj ) =TijVVj , Tir < 0 (2)
La valeur de C donne le niveau de désaccord entre les deux
hypothèses hi et hj .
• une fonction ENTRÉE
I(hi) = IiVi (3)
Ii est la somme pondérée des mesures sur les données pour
l'hypothèse hi . Les mesures qui renforcent l'hypothèse hi sont
positives et celles qui l'affaiblissent sont négatives .
Résoudre le problème consiste à déterminer les valeurs V qui
minimisent une fonction de coût (fonction Énergie)
E=-ES-EC-EI
V = 1 indique que l'hypothèse V est acceptée et V = 0 qu'elle
est rejetée .
Appariements de régions (region-based stereo matching)
Méthodes visant à mettre en correspondance des zones connexes
et fermées . Un algorithme intéressant de segmentation utilisant la
couleur en format LST peut être trouvé dans [Massen 90] .
Appariements de primitives géométriques (feature-based
stereo matching)
Méthodes visant à mettre en correspondance des primitives
géométriques extraites de chaque image, la plus courante étant
le segment de droite, invariant sous la projection perspective. Des
algorithmes peuvent être trouvés dans [Ayache 90] .
Appariements de structures (graph-based stereo matching)
Méthodes utilisant un groupement de caractéristiques (primitives
géométriques liées par des contraintes sémantiques) . Des algo-
rithmes peuvent être trouvés dans [Horaud 89] .
• les contraintes utilisées pour réduire la complexité combina-
La contrainte d'unicité : un point p l dans une image a au plu
un correspondant P2 dans l'autre image .
La contrainte d'ordre : si un point pi, se trouve à gauche d'u
point
pi
dans une image alors cette relation mutuelle existe dar
l'autre image : Pie
est à gauche de P2 .
La contrainte de continuité de forme : une courbe continu
de l'espace se projette en des courbes continues dans les deu
images .
La contrainte épipolaire : un point appartenant à une ligne épipc
laine Ep1 donnée trouve son homologue sur la ligne épipolair
correspondante Ep2 dans l'autre image . Les lignes épipolaire
sont définies comme étant les droites intersection du plan épipc
laine C1PC2 avec les plans images . Les points El et E2 soi
les points d'intersection de la demi-droite joignant C1 à C2 ave
chacun des plans image .
• les stratégies d'appariement
Elles dépendent des choix faits dans les deux points précédent
Néanmoins on peut les regrouper en deux classes
prédiction / vérification : voir [Ayache et al 87], [Faugeras 88_
optimisation d'énergie : résolution par satisfaction de contrainte
(CSP) (voir [FAHLMAN et al 1987], [Mohan 89]) .
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En remplaçant les fonctions S et C par les expressions (1), (2) et
(3), la fonction énergie E devient
E = -EiEjTijVVj - E iV Ii
	
(4)
Pour déterminer les hypothèses les plus consistantes, les sélec-
tions doivent être réalisées simultanément . Aussi, des techniques
de résolution séquentielles ne sont pas applicables . Nous avons
formulé la fonction coût E de telle manière que la solution opti-
male du problème corresponde au minimum de cette fonction . De
nombreuses techniques d'optimisation parallèle ont été proposées
pour résoudre ce problème, comme le recuit simulé [Kirkpatrick
et al. 83] et la machine de Boltzmann [Geman et al. 84] .
2.2. UN CSN NEURONAL : LE RÉSEAU DE
HOPFIELD
Nous avons choisi d'utiliser le réseau de Hopfield ([Hopfield 82])
pour résoudre le problème présenté et cela pour deux raisons
principales
• le modèle de Hopfield correspond directement et naturelle-
ment à la formulation CSP
• les neurones formels du modèle de Hopfield sont simples et
peuvent être implémentés en Hardware.
Dans le cadre de la résolution CSP, Ce modèle est appelé CSN
(Constraint Satisfaction Network) .
Dans le problème de mise en correspondance, l'ensemble des
appariements potentiels sont les hypothèses et les relations entre
ces hypothèses sont les contraintes. Les hypothèses Vi sont
injectées dans les neurones (binaires) du réseau, les contraintes
dans les connexions Tij entre les neurones . Les mesures sur les
données (caractéristiques) sont les entrées Ii (biais) sur chaque
neurone (voir figure 2) .
Hopfield a montré que la dynamique du système est toujours
négative si l'on suit les règles suivantes : [HOPFIELD 82]
V -~ 0 lorsque EiTijVj + Ii > 0
et
Vi -+ 1 lorsque EiTij Vj + Ii < 0
Suivant ces règles de transition, il a été démontré que le réseau con-
vergeait vers un état stable, dans le cas d'une mise a jour aléatoire
et asynchrone . Dans ce type de mise à jour, chaque neurone s'in-
terroge aléatoirement et se met à jour indépendamment des autres
unités . Pour réduire le temps de relaxation, nous avons choisi une
approche synchrone qui permet un balayage rapide de tous les
neurones . Dans ce cas, la convergence n'est pas démontrée . Dans
nos diverses expérimentations, cette convergence a été obtenue,
le critère d'arrêt reposant sur la détection de cycles et l'utilisation
d'un nombre limité d'itérations .
Zhou et Chellappa [Zhou et al. 88] utilise un modèle de Hopfield
tridimensionnel pour apparier point à point les deux images en
se basant essentiellement sur la luminance des points . Chaque
neurone est relatif aux points à apparier et à la disparité qui leur
est associée . Ce modèle esttrès coûteux d'un point de vue stockage
et trop dédié à la reconstruction dense .
Nous avons préféré apparier des points de contour en tenant
compte de l'ensemble des contraintes disponibles c'est-à-dire des
contraintes photométrqiues (contraste . . .) et géométriques (épipo-
laires, ordre . . .) .
Nous désirons apparier successivement des points extraits sur
deux lignes épipolaires correspondantes (voir Figure 1) . Nous
sélectionnerons N points dans l'image 1 et M dans l'image 2 .
Dans notre approche, chaque neurone sera de la forme Vij,p
contenant l'hypothèse hij : « le
ième
point de la ligne épipolaire p
de l'image 1 est apparié avec le
jème
point de la ligne épipolaire
p de l'image 2 » .
Les connexions et les biais prendront la forme Tij,kl, p et Iij ,p .
L'énergie à minimiser est donc la suivante
1
E =
-
2 Eij E lclTij,kl,pV7,p Vkl,p - Ei Vii,p Iij,p
dans laquelle
• Tij kl,p est le poids de la connexion entre les neurones (i, j)
et (k, l) .
Figure 2. - Réseau CSN présentant N hypothèses.
• Vj,p et Vkl,p sont les états (binaires) des neurones (i, j) et
(k, l) .
• Iij , p est la valeur de l'entrée propre (ou biais) du neurone
Pour assurer la convergence du réseau vers un état stable mini-
(i j)
mum,les connexions Tij doivent être symétriques et non réen-
Pour résoudre un problème d'optimisation à l'aide de ce réseau, il
trantes : Aussi, Tij = Tji et Tii = 0 .
nous faut établir une fonction qui obéisse aux règles souhaitées et
Le changement d'état O V d'un neurone i entraîne une variation par identification avec la forme générale donnée précédemment,
d'énergie LE : nous en déduisons les expressions des biais de chaque neurone et
des poids de connexion entre neurones .
DE = -(Si Tij Vj + Ii) L Vi Dans notre cas, la mise en oeuvre s'est faite à partir de la fonction
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fonction dépend des caractéristiques images. Elle intervient au
niveau des biais des neurones du réseau . Ses valeurs agissent
comme des activateurs sur les neurones lorsqu'elles sont proches
de 0, et comme des inhibiteurs lorsqu'elles sont fortement posi-
tives .
Les valeurs des connexions entre neurones sont indépendantes des
caractéristiques images . Elles ne seront donc déterminées qu'une
seule fois pour un réseau de taille donnée . Les connexions sont
inhibitrices lorsqu'elles sont fortement négatives
(Tij,kl « 0)
et
activatrices lorsqu'elles sont proches de 0 . L'évolution du réseau
va permettre de passer par un certain nombre d'états intermédi-
aires (ou configurations), états qui correspondront à des valeurs
décroissantes de l'énergie (dynamique négative) jusqu'à tendre
vers un état stable . Cet état, correspondant à une valeur minimale
locale de l'énergie, sera alors la solution du problème soumis au
réseau. La notion d'état stable ici correspond à la situation où
l'énergie du réseau ne varie plus ou que l'on a atteint le nombre
maximum d'itérations choisi a priori,
Une nouvelle configuration du réseau se calcule à partir des quan-
tités Eij,p pour chaque neurone (i, j) . Elles caractérisent les in-
fluences combinées de l'ensemble des neurones (k, 1) du réseau
sur chaque neurone (i, j) .
Pour l'itération n :
F'(
i3,
	
1p
EkElTij
kl,p . V
(l p
e)
I
ij,p
Les valeurs Vij sont mises à jour de manière synchrone à l'aide
d'une fonction de transfert
0
appliquée à Ei j , p
Val p 1) - ' Y(E9 p )
Cette fonction est généralement une sigmoïde . Dans le cas bi-
naire, elle correspond à un seuillage . Nous avons préféré l'opéra-
teur «max » pour conserver le caractère adaptatif du réseau . Cet
opérateur nous permet d'imposer strictement la contrainte d'u-
nicité, prise en compte uniquement jusque là dans le calcul des
connexions.
o(xij) = 1 si
Xij = max{{Xil/l = 1, . . . . M} U{Xkj/k = 1, . . . .
N}}
O(Xij) = 0 sinon
où N et M sont respectivement les nombres de lignes et de
colonnes de la matrice neuronale .
2.3 . IMPLÉMENTATION
Nous avons choisi d'extraire des points contour en utilisant le filtre
récursif de DERICHE [DERICHE 87] . Les points contour sont
sélectionnés dans chaque image des gradients par suppression
des non-maxima dans la direction de la normale au contour .
Ces points se situent sur des zones de discontinuité des surfaces
visibles et seront présents (aux occlusions près) dans les deux
images stéréoscopiques.
d'énergie suivante, dans laquelle on notera que chaque terme
reprend une contrainte énoncée plus haut
Dans cette expression, a, ß, x, 6, e sont des constantes positives
qui permettent de pondérer l'influence des différentes contraintes .
• les deux premiers termes correspondent à la contrainte
d'unicité, respectivement dans les images 1 et 2 : si les
neurones (i, j) et (i, l) (resp . (i, j) et (k, j)) sont actifs en
même temps, cela signifie qu'un élément de l'image 1 (resp .
image 2) peut correspondre à deux éléments de l'image 2
(resp . image 1), ce qui n'est pas possible .
• le troisième terme reprend la contrainte d'ordre : si les cou-
ples d'éléments (i, j) et (k, l) sont mis en correspondance
(Vij,p et Vkl,p actifs), il faut que ces éléments se retrouvent
dans le même ordre dans les deux images .
• le quatrième terme formalise la contrainte de disparité . Si
les couples d'éléments (i, j) et (k, l) sont tous deux activés,
il faut qu'ils aient une disparité voisine .
• le cinquième terme fait intervenir la dissimilarité Cij,p
(définie plus loin), mesure de ressemblance entre les ca-
ractéristiques i et j .
La fonction énergie du réseau étant posée, on peut déduire les
. .u
"a7,p
- . u u	u.w.w	1 .w - J .
Les paramètres S2(SZ > 0) et e pondèrent le calcul des biais .
Remarquons que le paramètre SZ a été ajouté en tant que source
d'excitation globale du réseau . Nous avons choisi ici pour le cal-
cul des biais une fonction linéaire des dissimilarités Ci l .
La fonction dissimilarité Ci, permet d'évaluer le niveau de dis-
semblance entre les caractéristiques des deux images . Seule cette
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Chacun de ces points va nous fournir le vecteur de caractéristiques
	
Par suite, Iij , p = S2 - e(aAMij + bOAij + c(1 - pif»
pi suivant :
c) Calcul des connexions synaptiques
pi[(xi > yi), ~Ii, Ai]
L'expression des connexions synaptiques est donnée en [6] .
où : (xi, yi) est la position du point dans l'image.
On remarque que : Tii ,ü , p = 0 etTij,ki, p = Tkl, i
i,
p .
Mi est la magnitude du gradient au point (xi ,
yi) . Pour optimiser l'algorithme, nous ne calculons Ti
j
,k ti , p que si
Ai est l'angle de la normale au contour au point (xi, y i ) . Vki, p = 1 .
De façon à utiliser la contrainte épipolaire, nous formons les Dans le cas où Gk l , p = 0, Tir kl p n'a pas d'influence sur le réseau .
ensembles suivants à apparier :
d) Relaxation du réseau
Cl,
p
{
pZ appartient à la ligne épipolaire p
dans l'image 1
Cette étape est réalisée de manière synchrone dans notre
} implémentation .
et
1) Calculer Eij, p
= EkEiTij,ki,pVki,p + Iij,
p
b pi
E
C1,p b' p~ E
C2,p .
C2 ,p = {pj appartient à la ligne épipolaire p dans l'image 2}
2) Modifier l'état du neurone
(
2
i, p)
avec ~,
Nous appliquons la résolution du problème par le CSN pour V
j
,p = P(Eij,
p ) V pi c C1,p d pj E C2 ,p
chaque ligne épipolaire p dans les deux images . 3) Y a-t-il des changements d'états T ij, p ?
L'algorithme peut être décrit de la façon suivante :
Si oui retour à 2) .
a) Initialisation des neurones
La configuration des neurones fournit la solution du problème .
Avant de débuter la relaxation du réseau, nous devons fixer les
Nous présentons un exemple de relaxation du réseau en Figure
états initiaux des neurones . Ne disposant pas d'information sur
3. Les deux images stéréoscopiques correspondent à des couverts
la scène observée, tous les couples de points sont des correspon-
posés sur une table. Nous résolvons le problème d'appariement
dants potentiels . Par suite, chaque neurone doit être activé
. Mais, sur la ligne épipolaire n°49 sur laquelle 15 points ont été extraits
de façon à se placer dans une configuration plus proche de la
dans l'image 1 et 13 dans l'image 2 .
configuration finale et ainsi, réduire le nombre d'itérations à ef-
e) Reconstruction 3D
fectuer, nous pouvons classiquement fixer une disparité maximum
A l'issue du processus de mise en correspondance, nous disposons
permise Dmax . Aussi,
de paires de points (pl, p2) appariés provenant des deux plans
image. La position du point P(X, Y, Z) de l'espace physique
V~,p = 1 si Il pi, p~ ~~ <
Dmax pour pi E C1,p et pj E C2,p
correspondant à (pl, p2) est déterminée, d'après la géométrie
Vj,p = 0 sinon
épipolaire, comme étant à l'intersection des deux droites de
supports CIpl et C2p2 (Cl et C2 centres optiques des caméras) .
Pour se placer dans une configuration initiale proche de la solution
A partir des matrices de calibration des deux caméras ([Faugeras
finale et de manière à réduire le coût de la relaxation, il est possible
88] [Tsai 88]), nous obtenons un système linéaire de 4 équations
de n'activer, pour un indice i donné, que le neurone V j ,p dont la
à 3 inconnues X, Y, Z que nous résolvons par une méthode de
mesure de dissemblance Cij, p est minimum .
moindres carrés surdéterminés .
b) Calcul des scores de Dissimilarité et des biais
Le système, malgré l'ensemble des contraintes utilisées, peut
Il nous faut définir une mesure de dissemblance pour chaque hésiter entre plusieurs correspondances pour un même élément
couple potentiel. Nous avons choisi la fonction linéaire suivante : lorsque les caractéristiques sont très proches ou fournir de fausses
correspondances. On se trouve alors, dans un cas de mise en
Cij , p = a A Mil + b 0 Ail + c(1 -
pis) correspondance ambiguë .
Les causes sont les suivantes
où :
•
JXz - X (
les données fournies ne sont pas suffisamment précises pour
aX,J =
que le réseau puisse décider sans douter sur le choix qui est
IXmax - Xmin
fait .
avec a > 0, b > 0 et c > 0 .
• certaines parties apparaissent dans une image et pas dans
• ,AMij E [0, 1] est la différence normalisée des magnitudes des l'autre . Les angles de vues des caméras entraînent des zones
gradients entre pi et pj . d'occlusion .
• AAij E [0,1] est la différence normalisée des angles des Pour résoudre ce problème, nous pouvons utiliser une valeur
normales aux contours entre pi et pj . de disparité moyenne. On considère les couples d'éléments mis
• pif E [-1, 1] est le coefficient de la corrélation normalisé entre directement en correspondance par le réseau et on calcule la
les voisinages de pi et pj , qui nous permet de considérer les disparité associée : on détermine une disparité moyenne sur
informations d'intensité lumineuse locales . l'ensemble de l'image. Celle-ci sera alors utilisée comme une
Aussi, Cij, p est une somme pondérée de AMi,j, AAi j et (1-pif ) . valeur seuil de la disparité pour le reste de l'image .
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Figure 3 . - Relaxation pour la ligne épipolaîre # 49 («
couverts ») .
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Figure 4 . - Système de stéréovision des points 3D reconstruits .
2.4 . ERREURS DE RECONSTRUCTION
	
2.5. RÉSULTATS EXPÉRIMENTAUX
Nous avons testé notre algorithme sur de nombreuses images de
Des points 3D reconstruits sont erronés : ils proviennent des
taille 512 x 512. Les images utilisées proviennent aussi bien de
erreurs de mise en correspondance. La suppression de ces points
systèmes à géométrie épipolaire parallèle (les images se corres-
est possible en utilisant la contrainte de continuité surfacique
pondent ligne à ligne) que de systèmes stéréoscopiques en position
(en dehors des points situés sur les frontières d'occultation) . Un
générale (cf. Figure 1) . Le réseau a été simulé sur une station
cumul des erreurs apparaît aussi dans le processus de détection des
Silicon Graphic Indigo 2 .
primitives image et dans la résolution des systèmes d'équation .
Le choix de l'ensemble des constantes utilisées est réalisé
La reconstruction d'un objet 3D de type polyédrique dont les
actuellement de manière empirique . Les constantes cv, J3 , x, é, qui
dimensions sontconnues précisément nous a permis de déterminer
pondèrent l'action des contraintes doivent être choisies dans l'in-
l'erreur moyenne relative aux points 3D reconstruits . Avec des
tervalle [10 ; 20] . Nos nombreux tests ont montré que des valeurs
objectifs de 25 mm, à une distance de 40 cm, l'erreur moyenne
hors de cette plage inhibaient trop le réseau . La valeur de c doit
mesurée est de 0 .19 mm .
être nettement plus élevée ainsi que celle de S2 car toutes deux
Nous présentons une vue de notre système de stéréovision en
agissent comme source externe (excitation) sur le réseau . Des
Figure 4 .
valeurs supérieures à 50 donnent de bons résultats .
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tion des autres appariements . En
outre cet algorithme présente l'a-
vantage de
pouvoir s'intégrer directement dans une architecture
informatique massivement parallèle
. L' avantage de cette approche
réside dans le fait
que les liens entre neurones sont indépendants
des données
en entrée (seules les hypothèses sont formulées en
fonction des données à traiter) . Aussi, cet algorithme est suffisam-
ment générique pour être utilisé dans de nombreux problèmes de
vision tels que l'étiquetage,
la reconnaissance de forme. . . Nous
travaillons actuellement sur le choix des caractéristiques à ap-
parier
(utilisation d'éléments caractéristiques variés associés à des
fonctions deressemblances appropriées), sur le choix de l'ensem-
ble des paramètres du réseau (détermination par apprentissage) et
sur une architecture à base de Transputers .
Nous pensons que cette approche neuronale nous permettra de
mettre en correspondance des descriptions monoculaires struc-
turées extraites de chaque image pour la reconstruction de modèles
3D s'intégrant dans des systèmes CFAO .
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