Abstract. This paper presents a new model of an artificial neural network solving classification problems -Local Transfer Function Classifier (LTF-C). Its structure is very similar to this of the Radial Basis Function neural network (RBF), however it utilizes entirely different learning algorithms, including not only changing positions and sizes of neuron reception fields, but also inserting and removing neurons during the training. Applying this network to practical tasks, such as handwritten digit recognition, shows, that it is characterized by high accuracy, small size and high speed of functioning.
Introduction
The issue of constructing an automated classification system appears in many real-life situations. Let us consider tasks such as automatic recognition of handwritten characters, speech, web pages content, diagnosing of diseases or defects in various devices and so on. All of them can be seen as problems of creating a system which is able to recognise -when presented a pattern X (X = [x 1 , x 2 , . . . , x n ]) -which class c (c = 1, 2, . . . , k) this pattern belongs to.
Since we usually cannot find a complete analytical solution to a specified classification task, we would like to create a system which will learn the desired solution by itself. The artificial neural network is just such a system.
The neural network presented in this paper -Local Transfer Function Classifier (LTF-C) -is similar to one of the existing models (RBF), but it employs new training algorithms. The most noticeable difference is that the structure of LTF-C is not defined at the begining of the training, as in the case of most of other neural systems, but changes dynamically during the learning. Such an algorithm allows to fit better to the training set and guarantees that the network will be just as big, as it is really needed, hence it will be fast.
The Network Architecture
The only information the network utilizes to learn comes from a training set, composed of examples of correct classification in some number of particular cases. Therefore, the training set is composed of N pairs of the form: (
Vectors X (i) can be treated as points in n-dimensional space X (we can identify vectors with points, so for the simplicity of the notation these terms will be used interchangeably). Close neighborhood of the point X (i) should belong to the same class as X (i) , therefore the space X can be divided into finite number of decision regions -areas of the same value of classification. The problem resolves then to the task of modeling complex figures in n-dimensional space. One of possible solutions of such a task is to model interiors of these regions -by filling them as tight as possible with figures of versatile shapes. This idea lays in the basis of LTF-C.
The network is composed of two layers of neurons. The first one retains the information about figures filling the decision regions. Each figure is represented by a neuron (forms its reception field): the neuron weights define the position of the figure centre, and the radii -its size. The neuron output, belonging to the range of [0, 1], says how "much" the presented pattern lies in the interior of the figure. Formally, the response y i of the i-th neuron on the pattern X is given as:
where 
which guarantees that the transfer function will be local -neuron responses will vanish for points X lying far from W i . The author used the Gaussian function as f in all experiments, obtaining the following value of the neuron response:
Every hidden neuron must remember what is the class of the decision region it fills. To this end, it uses weights of connections with output neurons (they are not being modified during the training). If the i-th hidden neuron belongs to the c-th class (fills the decision region of the c-th class) the weight w ij of its connection with the j-th output neuron equals:
The output layer just aggregates the information coming from the hidden one. It is composed of k neurons (k -the number of classes) -if the i-th neuron is the most activated one after the presentation of the pattern X, it means that the network has classified X to the i-th class. This layer is composed of simple linear units -a response y i of the i-th output neuron equals:
where m is the number of hidden neurons.
A Neural Network Training Process

Modifying Position of Reception Fields
The goal of a hidden neuron belonging to the c-th class is to position its reception field in such a way that it contains as much points from the c-th class and as little points from other classes as possible. For that reason, during the training phase the neuron should move its weights W towards the points X belonging to the c-th class and move away from the ones belonging to other classes. Moreover, the higher the neuron response on the presented pattern, the greater the influence of that pattern on modification of the neuron weights should be. Thus, a new value of weights of the i-th hidden neuron, belonging to the c i -th class, after presentation of the pattern X from the c-th class, should be a weighted mean of their previous value and X:
where η + and η − are constants (0 < η
. An interesting property of the learning process arises from (6) . If ∆W i is the increment of weights of the i-th neuron in a specified learning step, its expected value E(∆W i ) equals:
where N is the number of samples in the training set and m
is the weight of the component X (j) − W i in (6). If we interpret the j-th pattern as a particle with X (j) as its position vector and m
will be the centre of mass of all particles represented by training patterns, and actually -by points lying in a reception field of the i-th neuron (only m
i of such points is significantly nonzero). Since the vector E(∆W i ) is -as it arises from the above equality -parallel to the vector M i − W i , weights of the neuron will move during the training towards the centre of mass of points from its reception field. This, in turn, guarantees the stability of the learning process and makes possible to understand what exactly happens during the training.
It is also worth noticing that (6) is similar to some well-known rules, such as Kohonen's, Hebbian or Hebbian with modifications [1, 2] .
Learning according to (6) has some disadvantages. Hidden neurons are trained entirely independently, therefore they will gather after training in several regions of the input space -these ones, where the concentration of training points is the largest. In other regions of the input space there will not be any neurons. Another disadvantage of this formula is that differences in the difficulty of classification in various parts of the input space are not taken into account, while more neurons are needed in regions of more complicated decision border. To solve these problems the term of the attractiveness of the learning pattern was introduced. It defines how big influence on the modification of weights specified learning pattern should have. The worse (less correct) the network response on the pattern X, the bigger the attractiveness of this pattern should be.
Before giving the definition of the attractiveness we must say what we mean by less or more correct response. Correctness ∆ of the network response on the pattern X from the c-th class was defined as follows:
The sign of ∆ says whether the network answer was correct, and its absolute value says how sure the network was while giving this response. Certainly, the greater ∆ the more correct the answer of the network is. The attractiveness function A(∆) must satisfy the following conditions: 
lim
∆→−∞
A(∆) = 0 -It ensures that patterns mistakenly classified during the data acquisition will not have significant influence on the training. We can observe a similar property in the way people acquire knowledge -if the human get information completely unfitting his current knowledge, he does not believe in it, e.g. presuming he has misheard. Only if the same information come at him several times, he adjusts his opinion.
Taking into account above conditions, A(∆) was defined as a Gaussian function with two slopes of separately chosen biases:
where ∆ 0 , ∆ min , ∆ max are constants satisfying: ∆ min < ∆ 0 ≤ 0 and ∆ 0 < ∆ max . The author used most often:
There is still one more disadvantage of (6). The range of modifications of the reception field position does not depend on the number of learning steps to carry out. Thus, even just before the end of the training the modifications are large, preventing neurons from fitting well to the data. To correct this drawback a parameter τ (t) i was introduced, which denotes the velocity of the training of the i-th hidden neuron in the t-th training step:
where t i -a training step when the i-th neuron was created, T -the total number of training steps to carry out. The parameter τ i is decreasing linearly from 1 at the moment of creating the i-th neuron to 0 in the last training step. And the corrected formula for the weights modification has the form:
Modifying Size of Reception Fields
Size of the neuron reception field is defined by the vector of radii R i (1), independently along each axis of the co-ordinate system. One of reasons for adjusting it adaptively is that regions of different size and difficulty of classification can exist in the input space simultaneously. There can exist, for instance, vast areas of univocal classification, very easy to model with only one huge reception field, and regions adjacent to decision borders, requiring high precision and, therefore, small reception fields. Another reason is that different attributes can be of unequal importance for classification -some of them can be insignificant, corresponding radii should be then large, while others can play the vital role in classification -corresponding radii ought to be quite short.
Change of the j-th radius of the i-th neuron after presentation of the sample (X, c) should depend on:
1. the response y i of the neuron -in order to allow only patterns in the reception field to influence the training, 2. the attractiveness of the pattern -to enable difficult patterns to have bigger influence on the training (see Sect. 3.1), 3. the number of training steps to carry out -for neurons to fit well to the data at the end of the training (see Sect. 3.1), 4. the distance d ij along the j-th axis between the pattern and the centre of the reception field:
The following formula satisfying given assumptions was devised:
where c i is the number of a class which the i-th neuron belongs to, and η 
Inserting Hidden Neurons
Before starting training neurons, they have to be created first, with weights and radii properly initialized. It is no that easy -when adaptive parameters are initialized randomly, nearly all reception fields land in regions with no training points. Initializing centres of reception fields with random points from the training set is not good, as well, as most of the neurons will be in regions, where many points lie, not where difficult classification requires more units. The best solution -applied in LTF-C -is adding neurons during the training, in regions where the network response is unsatisfactory.
In the t-th step of the training, after presentation of the sample (X, c), a neuron is inserted to the hidden layer with probability P , depending on A(∆) (10), i.e. on how incorrect the network response has been, and τ (t) ins , saying how intensive the process of creating new neurons should be in that learning step (compare with τ (t) i in Sect. 3.1):
where p is a positive constant (most often p = 0.05) and τ
ins is defined as:
In the last 10% of time τ Weights of the inserted neuron are initialized as follows (m -the number of hidden neurons existing till now):
where w (m+1)i is the weight of the connection with the i-th output neuron.
Initializing radii is more difficult. They should be rather long, as even one too small radius may result in excluding all the training points from the reception field. However, they should not be also too large either, since a new neuron could disturb the training process of other units too much. The following formula satisfies above conditions quite well:
where:
(value of 
Removing Hidden Neurons
Despite a sophisticated algorithm for creating neurons, many of them land in regions where they are useless or even harmful, only worsening the network performance. Thus, an algorithm for removing unnecessary hidden neurons is needed. The one used in LTF-C evaluates after each presentation of a pattern so-called global usefulness u i of every hidden neuron. For this purpose it utilizes instantaneous usefulness v i , saying how important the existence of the i-th neuron has been for reckoning a correct network response on only one pattern X. The instantaneous usefulness is computed only on the ground of the last presented sample (X, c), according to the formula:
where A is the attractiveness function (10), ∆ -correctness of the last response of the network, and ∆ i says how correct the response would have been if the i-th neuron had not existed (compare (9) and (5)):
The instantaneous usefulness v i is positive if the i-th neuron has had beneficial contribution to reckoning the network response, and negative if the response would have been better after removing this neuron. Evaluating v i for all neurons is not very expensive -complexity of this operation is proportional to the number of weights of the output layer.
The global usefulness u i of the i-th neuron should be an average of values v i computed for different training patterns. Arithmetic mean of v i for all samples would be the best, but its use is impossible due to high memory requirements and computational complexity. Therefore, exponential mean was applied -only last values of u i and v i are necessary to calculate it. One has only to remember that patterns must be presented in each epoch in a different order, since this sequence influences the value of the usefulness. The formula for modification of u i has the form:
where η u is a constant from the range of [0, 1]. The i-th neuron is removed when
where the threshold U is a constant: U ∈ [0, 1]. Usually U ≈ η u . The requirement that an exponential mean with the parameter η u should have similar properties as an arithmetic mean of N components (N -size of the training set) yields that η u should be approximately 2 N . And imagining what should happen with a neuron which reception field does not contain any training points yields that during neuron creation the usefulness u i should be initialized with the value of e 2 U ≈ 8U . It should be mentioned that there exist other neural networks which structure changes during the training, e.g. Group Method of Data Handling [3] .
