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Abstract
The characteristic polynomial of a graph G is defined as det(xI − A), where I is the
identity matrix and A is the adjacency matrix of G. Based on reduction procedures, we show
that the characteristic polynomial of a catacondensed system can be obtained from a product
of 5 × 5 matrices with integer coefficient polynomial entries.
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1. Introduction
Let G be a simple graph (i.e. G has no loops or multiple edges) with set of ver-
tices {1, . . . , n}. The adjacency matrix A of G is a square matrix of order n, whose
entry aij is 1 if i and j are adjacent and 0 otherwise. The characteristic polynomial
det(xI − A) of A is called the characteristic polynomial of G, denoted by G, and
the eigenvalues of A is the spectrum of G. Relations between the spectrum of a graph
and its structural properties have been extensively studied [3–5,14].
In quantum chemistry, the skeletons of certain non-saturated hydrocarbons are
represented by graphs. The stability of the molecule as well as other chemically
important properties are closely related to the graph spectrum. In particular, the cal-
culation of the characteristic polynomial of a molecular graph plays an important
role in this theory [1,2,6,11].
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Of great importance in chemistry are the hexagonal systems, natural graph rep-
resentations of benzenoid hydrocarbons. An hexagonal system is a finite connected
plane graph without cut vertices, in which all interior regions are mutually congruent
regular hexagons.
The inner dual of an hexagonal system G, denoted by ID(G), is the graph whose
vertices are the hexagons of G and two vertices are adjacent in ID(G), if the cor-
respondent hexagons are adjacent in G. A catacondensed system (respectively hex-
agonal chain) is an hexagonal system whose inner dual graph is a tree (respectively
a path). In Fig. 1, G2 is a catacondensed system and G3 is an hexagonal chain. The
hexagons in a catacondensed system are classified as linear (L1 and L2) or angular
(A2 and A3), according to the number and position of edges shared with the adjacent
hexagons. More details on this class of graphs can be found in [7,8].
Fig. 1.
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Algorithms for the calculation of the characteristic polynomial of hexagonal sys-
tems have appeared in the literature ([13], and in the case of hexagonal chains [9,12]).
We will show in this article a method to calculate the characteristic polynomial
of a catacondensed system. The basic idea is the following. When we delete a linear
hexagonal chain or an angular hexagon from a graph, the relation between the char-
acteristic polynomials can be precisely described in terms of 5 × 5 matrices with
integer coefficient polynomial entries (Theorems 2.2 and 2.3). As a consequence,
by successive application of these reduction procedures, we can express the char-
acteristic polynomial of an hexagonal chain in terms of multiplication of only three
matrices, namely
 =


x4 − 3x2 + 1 2x − x3 2x − x3 x2 − 3 −2
x3 − x 1 − x2 −x2 x 0
x3 − x −x2 1 − x2 x 0
x2 −x −x 1 0
0 0 0 1 1

 , (1)
0 =


x4 − 3x2 + 1 2x − x3 2x − x3 x2 − 3 −2
x3 − 2x 0 1 − x2 0 0
x3 − x 1 − x2 −x2 x 0
x2 − 1 0 −x 0 0
0 0 0 1 1

 (2)
and S · 0, which is obtained from 0 by interchanging the first and second row.
The order in which these matrices appear in the product is easily determined by a
sequence of vertices associated to the hexagonal chain (Corollary 2.4).
This approach can be naturally extended to general catacondensed systems, which
enables a method to obtain the characteristic polynomial of a catacondensed system
from a product of 5 × 5 matrices (Corollary 2.6).
2. Characteristic polynomial of catacondensed systems
Given a graph G and an edge st of G, we denote by G− st (respectively G− s)
the graph obtained from G by deleting the edge st (respectively the vertex s and
edges adjacent to it). LetCs(G) andCst (G) denote the sets of all cycles ofG contain-
ing s and st , respectively. The following relations between the characteristic polyno-
mial of G and the characteristic polynomials of G− s and G− st can be found in
[14, Theorems 2 and 3]:
G = G−st − G−s−t − 2
∑
C∈Cst (G)
G−C (3)
and
G = xG−s −
∑
w∈N(s)
G−s−w − 2
∑
C∈Cs (G)
G−C, (4)
where N(s) denotes the set of neighbor vertices of s.
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Definition 2.1. Let G be a graph and st an edge of G. We define the characteristic
polynomial vector of G with respect to st , denoted by G(s, t), as the column vector
G(s, t) =
(
G,G−s ,G−t ,G−s−t ,
∑
C∈Cst (G)
G−C
)t
.
Note that the order of the vertices in this expression is relevant. In fact, G(s, t) =
S ·G(t, s) where S is the 5 × 5 matrix given by S = (e1, e3, e2, e4, e5), and for each
i = 1, . . . , 5, ei denotes the column vector with 0 in all entries except in row i, which
is 1.
Based on Eqs. (3) and (4), in our next results we determine the characteristic
polynomial vector of a graph which contains a linear hexagonal chain or an angular
hexagon.
Theorem 2.2. Let U be the graph shown in Fig. 2, where G is a graph and st an
edge of G. Then U(a, b) = h ·G(s, t), where  is the matrix defined in (1).
Proof. The proof is by induction on h. The result is trivial if h = 0. Assume the re-
sult is true for h  0 and consider the catacondensed system U ′ with h+ 1 hexagons
and edge a′b′ (see Fig. 3). Then, by repeated use of Eq. (4), we obtain
U ′−a′ = xU ′−a′−c′ − U ′−a′−c′−a
= x(xU ′−a′−c′−b′ − U ′−a′−c′−b′−d ′)
− (xU ′−a′−c′−a−b′ − U ′−a′−c′−a−b′−d ′)
= x(x(xU − U−b)− U)− (x(xU−a − U−a−b)− U−a)
= (x3 − x)U + (1 − x2)U−a − x2U−b + xU−a−b. (5)
In a similar way,
U ′−b′ = (x3 − x)U − x2U−a + (1 − x2)U−b + xU−a−b (6)
Fig. 2.
Fig. 3.
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and
U ′−a′−b′ = x2U − xU−a − xU−b + U−a−b. (7)
Now, by Eq. (3) we have
U ′ = U ′−a′b′ − U ′−a′−b′ − 2
∑
C∈Ca′b′ (U ′)
U ′−C, (8)
and again, by repeated use of Eq. (4)
U ′−a′b′ = (x4 − 2x2 + 1)U + (x − x3)(U−a + U−b)+ x2U−a−b.
(9)
Since ∑
C∈Ca′b′ (U ′)
U ′−C = U−a−b +
∑
C∈Cab(U)
U−C (10)
we deduce by substituting Eqs. (7), (9) and (10) into Eq. (8)
U ′ = (x4 − 3x2 + 1)U + (2x − x3)(U−a + U−b)
+ (x2 − 3)U−a−b − 2
∑
C∈Cab(U)
U−C, (11)
It follows thatU ′(a′, b′) =  · U(a, b). Now, by the inductive hypothesis,U(a, b) =
h ·G(s, t) and so U ′(a′, b′) = h+1 ·G(s, t). 
Note that if G = K2, the complete graph with two vertices, then U = Lh is the
linear hexagonal chain with h hexagons. An immediate consequence of Theorem 2.2
shows that Lh(a, b) = h · L0, where L0 = (x2 − 1, x, x, 1, 0)t is the characteristic
polynomial vector of K2.
Let G and Z be graphs with edges st and uv, respectively. Consider the graph V
shown in Fig. 4. In order to calculate V (a, b), we use the following equation which
can be found in [10, Proof of Lemma 2.4].
Fig. 4.
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∑
C∈Cab(V )
V−C =
(
Z−u−v +
∑
C∈Cuv(Z)
Z−C
)
×
(
G−s−t +
∑
C∈Cst (G)
G−C
)
. (12)
Theorem 2.3. Let V be the graph shown in Fig. 4. Then
V (a, b) = Z(u,v) ·G(s, t)
where Z(u,v) is the 5 × 5 matrix whose ith column is Ei · Z(u, v), and for i =
1, . . . , 5, Ei are the matrices given by
E1 = (L0, 0,−xe1 − e2, 0, 0), E2 = (−xe1 − e3, 0, e1, 0, 0),
E3 = (0,−L0, 0, xe1 + e3, 0), E4 = (0, xe1 + e3, 0,−3e1 + e5,−2e1 + e5)
and
E5 = (0, 0, 0,−2e1 + e5,−2e1 + e5).
Proof. We recall that the characteristic polynomial of a graph is equal to the product
of the characteristic polynomials of its components [4, Theorem 2.4]. Consequently,
by Eqs. (3) and (4) we deduce that
V−a = V−a−tu − V−a−t−u
= (xZ − Z−v)G + (Z−u−v − xZ−u)G−t . (13)
Similarly,
V−b = xZG − ZG−s − xZ−uG−t + Z−uG−s−t (14)
and
V−a−b = ZG − Z−uG−t (15)
On the other hand,
V = V−ab − V−a−b − 2
∑
C∈Cab(V )
V−C (16)
and
V−ab = V−ab−tu − V−ab−t−u
= ZG − Z−uG−t (17)
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Substituting Eqs. (17), (15) and (12) into Eq. (16), we conclude
V = ((x2 − 1)Z − xZ−v)G + (−xZ + Z−v)G−s
+ ((1 − x2)Z−u + xZ−u−v)G−t
+
(
xZ−u − 3Z−u−v − 2
∑
C∈Cuv(Z)
Z−C
)
G−s−t
+
(
− 2
∑
C∈Cuv(Z)
Z−C − 2Z−u−v
) ∑
C∈Cst (G)
G−C. (18)
Consequently, V (a, b) =Z(u,v) ·G(s, t), whereZ(u,v) is the 5 × 5 coefficient ma-
trix determined by the equations above. Applying elementary row and columns op-
erations, we find a simpler expression for Z(u,v):
Z(u,v)
= A ·


Z −Z−u 0 0 0
−Z−v Z−u−v 0 0 0
0 0 −Z Z−u 0
0 0 Z−v −Z−u−v 0
0 0 0 0 Z−u−v + ∑
C∈Cuv(Z)
Z−C


· B,
where
A =


x2 − 1 x x 1 −2
x 1 0 0 0
x 0 1 0 0
1 0 0 0 0
0 0 0 0 1

 and B =


1 0 0 0 0
0 0 1 0 0
0 1 0 0 0
0 0 0 1 0
0 0 0 1 1

 .
It follows easily from here that the ith column of Z(u,v) is precisely Ei · Z(u, v).

A particular situation in Theorem 2.3 occurs when Z = Lh (h = 0, 1, . . .). In this
case, Z(u, v) = h · L0 and so, denoting Z(u,v) by h, we obtain
h = (Ei · h · L0)i=1,...,5. (19)
For instance, 0 = (Ei · L0)i=1,...,5 is the matrix defined in (2).
It turns out that the characteristic polynomial vector of an hexagonal chain is
generated by the matrices , 0 and S · 0, as we can see in the following result:
Corollary 2.4. Let W be an hexagonal chain with ordered hexagons H1, . . . , Hs .
Then for each edge uv in W with vertices in {a, b, c, d} (see Fig. 5), there exists a
correspondence uv : {H1, . . . , Hs} → {,0, S0} such that
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Fig. 5.
W(u, v) =
( s∏
i=1
uv(Hi)
)
· L0.
Proof. It follows from Theorems 2.2 and 2.3 that
W(a, b) = 0 ·W1(s, t),
W(b, a) = S · 0 ·W1(s, t),
W(b, c) =  ·W1(s, t),
W(c, b) =  ·W1(t, s),
W(c, d) = S · 0 ·W1(t, s),
W(d, c) = 0 ·W1(t, s),
where W1 is the hexagonal chain obtained from W by deleting the vertices a, b, c
and d . Consequently,
W(u, v) = uv(H1) ·W1(u′, v′), (20)
where uv(H1) ∈ {,0, S0} and u′, v′ ∈ {s, t}, u′ /= v′. Since W1 is an hexago-
nal chain with s − 1 hexagons and L1-hexagon H2, by an inductive argument, there
exists a correspondence u′v′ : {H2, . . . , Hs} → {,0, S0} such that
W1(u
′, v′) =
( s∏
i=2
u′v′(Hi)
)
· L0.
Hence,
W(u, v)= uv(H1) ·
( s∏
i=2
u′v′(Hi)
)
· L0
=
( s∏
i=1
uv(Hi)
)
· L0,
where uv(Hi) = u′v′(Hi) for i = 2, . . . , s. 
We denote by d(w,w′) the distance between the vertices w and w′. Note that
in Eq. (20), u′ is the closest vertex in H2 to u ∈ H1. This observation leads to the
following interpretation of Corollary 2.4: adjoin an auxiliary hexagon H0 at edge
uv ∈ W . Set w1 = u ∈ H1. For i  1, choose wi+1 ∈ Hi+1 such that d(wi, wi+1) is
minimal. Then, for i  1,
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uv(Hi) =


 if Hi is a linear hexagon,
0 if Hi is an angular hexagon and d(wi, wi+1) = 1,
S0 if Hi is an angular hexagon and d(wi, wi+1) = 2.
Example 2.5. Fig. 6 illustrates the correspondence uv given in Corollary 2.4 for
the hexagonal chain W . Hence,
W(a, b) = 0 ·  · S0 ·  · 0 ·  · 0 ·  · L0,
W(c, b) =  ·  · 0 ·  · 0 ·  · 0 ·  · L0.
Using a similar argument as in Corollary 2.4, we can express the characteris-
tic polynomial vector of a general catacondensed system as a product of matrices
(evaluated at L0). Let W be an hexagonal chain with ordered hexagons H1, . . . , Hs
and choose Hi1 , Hi2 , . . . , Hik angular hexagons of W . For each j = 1, . . . , k, let
uij vij be the unique edge in Hij with end-vertices of degree 2, where uij is the
closest vertex to Hij−1. Then we can construct a new catacondensed system W ∗
from W by adjoining catacondensed systems Zij to each edge uij vij . For example,
in Fig. 7 we have constructed W ∗ from the hexagonal chain W of Fig. 6, by adjoining
catacondensed systems Z3,Z5 andZ7, respectively, to the edges u3v3, u5v5 and u7v7
of W .
Fig. 6.
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Fig. 7.
We note that every catacondensed system C can be expressed as W ∗ for some
hexagonal chain W . In fact, this can be done by choosing a (sub) hexagonal chain of
C with end hexagons in any two different L1-hexagons of C.
Using the same notation as above we have the following extension of Corollary
2.4.
Corollary 2.6. Let uv be the correspondence associated to the hexagonal chain
W . Then for each edge uv of W ∗ with vertices in {a, b, c, d},
W ∗(u, v) =
( s∏
i=1
∗uv(Hi)
)
· L0,
where
∗uv(Hi) =


uv(Hi) if i /∈ {i1, . . . , ik},
Zi(vi ,ui ) if i ∈ {i1, . . . , ik} and uv(Hi) = 0,
SZi(vi ,ui ) if i ∈ {i1, . . . , ik} and uv(Hi) = S0.
Example 2.7. Let W be the hexagonal chain in Fig. 6 and W ∗ the catacondensed
system obtained from W by adjoining linear hexagonal chains Lh3 , Lh5 and Lh7 ,
respectively, to the edges u3v3, u5v5 and u7v7 of W . Then
W(a, b) = 0 ·  · Sh3 ·  · h5 ·  · h7 ·  · L0,
W(c, b) =  ·  · h3 ·  · h5 ·  · h7 ·  · L0,
where the matrices hi can be calculated using Eq. (19).
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