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ABSTRACT
DYNAMIC FREQUENT ITEMSET MINING BASED ON MATRIX APRIORI
ALGORITHM
The frequent itemset mining algorithms discover the frequent itemsets from a
database. When the database is updated, the frequent itemsets should be updated as well.
However, running the frequent itemset mining algorithms with every update is inefficent.
This is called the dynamic update problem of frequent itemsets and the solution is to
devise an algorithm that can dynamically mine the frequent itemsets.
In this study, a dynamic frequent itemset mining algorithm, which is called Dy-
namic Matrix Apriori, is proposed and explained. In addition, the proposed algorithm
is compared using two datasets with the base algorithm Matrix Apriori which should be
re-run when the database is updated.
iv
O¨ZET
“MATRIX APRIORI” ALGORI˙TMASINI TEMEL ALAN DEVI˙NGEN SIK
KU¨MELER MADENCI˙LI˙G˘I˙
Sık ku¨meler madencilig˘i algoritmaları, sık ku¨meleri bir veritabanından ortaya
c¸ıkarırlar. Eg˘er veritabanı gu¨ncellenirse, sık ku¨melerin de gu¨ncellenmesi gerekir. Fakat,
her gu¨ncellemenin ardından algoritmaları bas¸tan c¸alıs¸tırmak verimsizdir. Bu probleme sık
ku¨melerin devingen gu¨ncelleme problemi denir ve c¸o¨zu¨mu¨ sık ku¨meleri devingen olarak
bulabilecek bir algoritma ile mu¨mku¨ndu¨r.
Bu c¸alıs¸mada, bir devingen sık ku¨meler madencilig˘i algoritması, Devingen Ma-
trix Apriori, o¨nerilmis¸ ve ac¸ıklanmıs¸tır. Buna ek olarak, o¨nerilen algoritma, veritabanı
gu¨ncellendig˘inde yeniden c¸alıs¸tırılması gereken temel algoritma Matrix Apriori ile iki
veriseti kullanılarak kars¸ılas¸tırılmıs¸tır.
v
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CHAPTER 1
INTRODUCTION
Association rule mining, which was introduced by Agrawal et al. (1993), has be-
come a popular research area due to its applicability in various fields such as market
analysis, forecasting and fraud detection. Given a market basket dataset, association rule
mining discovers all association rules such as “A customer who buys item X, also buys
item Y at the same time”. These rules are displayed in the form of X ! Y where X and
Y are sets of items that belong to a transactional database. Support of association rule
X ! Y is the percentage of transactions in the database that contain X [ Y . Associa-
tion rule mining aims to discover interesting relationships and patterns among items in a
database. It has two steps; finding all frequent itemsets and generating association rules
from the itemsets discovered. Itemset denotes a set of items and frequent itemset refers
to an itemset whose support value is more than the threshold described as the minimum
support.
Since the second step of the association rule mining is straightforward, the gen-
eral performance of an algorithm for mining association rules is determined by the first
step (Han and Kamber (2006)). Therefore, association rule mining algorithms commonly
concentrate on finding frequent itemsets. For this reason, in this thesis, “association rule
mining algorithm” and “frequent itemset mining algorithm” terms are used interchange-
ably.
Apriori and FP-Growth are known to be the two important algorithms each having
different approaches in finding frequent itemsets (Agrawal and Srikant (1994) and Han
et al. (2000)). The Apriori Algorithm uses Apriori Property in order to improve the effi-
ciency of the level-wise generation of frequent itemsets. On the other hand, the drawbacks
of the algorithm are candidate generation and multiple database scans. FP-Growth comes
with an approach that creates signatures of transactions on a tree structure to eliminate
the need of database scans and outperforms compared to Apriori (Han et al. (2000)). A
recent algorithm called Matrix Apriori which combines the advantages of Apriori and FP-
Growth was proposed (Pavo´n et al. (2006)). The algorithm eliminates the need of multiple
database scans by creating signatures of itemsets in the form of a matrix. The algorithm
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provides a better overall performance than FP-Growth (Yildiz and Ergenc (2010)). Al-
though all of these algorithms handle the problem of association rule mining, they ignore
the dynamicity of the databases. When new transactions arrive or some transactions are
deleted from the database, the problem of repeating the entire process from the beginning
occurs. The solution to this problem is dynamic itemset mining in which the idea is to
keep frequent itemsets up-to-date with arrival of increments to the database.
In this thesis, a new approach for dynamic frequent itemset mining based on Ma-
trix Apriori Algorithm is proposed and compared with re-running Matrix Apriori. The
goal and the structure of the thesis are given in the following subsections.
1.1. Aim of the Thesis
Databases are updated continuously with additions and deletions in increments.
When new transactions arrive to the database or some transactions are needed to be
deleted from the database or they are added or deleted at once, the frequent itemset mining
algorithms should be re-run in order to find up-to-date frequent itemsets. Since re-running
the algorithms is time consuming, a dynamic frequent itemset mining algorithm, which is
based on Matrix Apriori Algorithm, is proposed in the present study.
The objectives of this thesis are:
 To understand frequent itemset mining and dynamic frequent itemset mining.
 To propose a dynamic frequent itemset mining algorithm.
 To compare the proposed dynamic frequent itemset mining algorithmwith re-running
the base frequent itemset mining algorithm.
 To observe the effects of additions for different databases.
 To observe the effects of deletions for different databases.
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1.2. Thesis Organization
The organization of this thesis is as follows:
 Chapter 2 “Related Work” gives general information about association rule mining
and frequent itemset mining. Several important association rule mining algorithms
are also presented and followed by a review of dynamic itemset mining algorithms.
 Chapter 3 proposes Dynamic Matrix Apriori Algorithm. First, the base algorithm
Matrix Apriori is explained, and then the presentation of Dynamic Matrix Apriori is
provided with two examples. The first example shows how the proposed algorithm
handles additions and the second one demonstrates how deletions are handled.
 Chapter 4 shows the test results and the performance evaluations. The chapter be-
gins with a presentation of the dataset properties. Then, this chapter is divided into
two subsections. The test of the first subsection shows how the percentage of the
addition sizes affects the performances of the Dynamic Matrix Apriori and the Ma-
trix Apriori Algorithms. The test of the second subsection demonstrates how the
percentage of the deletion sizes affects the performances of the algorithms. Two
databases of different characteristics are used for evaluations.
 Chapter 5 is the conclusion chapter. A summary of the thesis and suggestions for
future research are stated.
3
CHAPTER 2
RELATEDWORK
Association rule mining aims to discover the relationships and the patterns in a
dataset by including two steps: i) finding all frequent itemsets and ii) generating associ-
ation rules from those frequent itemsets. The frequency of an itemset is also referred to
as the support count, which is the number of transactions that contain the itemset. An
itemset is named as frequent itemset if its support count satisfies the minimum support
threshold (Han and Kamber (2006)). Minimum support and minimum support threshold
are used interchangeably. Confidence, which assesses the strength of an association rule,
is another measure for defining association rules. The confidence for an association rule
X ! Y is the ratio of transactions that contain X [ Y to the number of transactions that
contain X (Dunham (2002)). A formal definition of association rule mining is:
Given a set of items I = fI1; I2;    ; Img and a database of transactions D = fT1; T2;
   ; Tng where each transaction T is a set of items such that T  I , and X , Y are set
of items, the association rule mining problem is to identify all association rules X ! Y
with a minimum support and confidence, where support of association rule X ! Y is the
percentage of transactions in the database that contain X [ Y , and confidence is the ratio of
support of X [ Y to support of X (Dunham (2002) and Han et al. (2000)).
2.1. Association Rule Mining Algorithms
The Apriori Algorithm is one of the best-known association rule mining algo-
rithms (Wu et al. (2007)). It uses prior knowledge of frequent itemset properties and
runs an iterative approach called level-wise search. That is, k itemsets are used to ex-
plore (k+1) itemsets (they are called candidate itemsets before testing them against the
database) by eliminating the candidates that do not satisfy the minimum support. This
process terminates when no frequent or candidate set can be generated. The efficiency of
the level-wise generation of frequent itemsets is improved by the Apriori Property: “All
nonempty subsets of a frequent itemset must be frequent”. By means of this property,
many unnecessary candidate generation and support counting are eliminated (Han and
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Kamber (2006)). This property is used in many other association rule mining algorithms
such as Fast Update Algorithm (Cheung et al. (1996)), Fast Update 2 Algorithm (Cheung
et al. (1997)), FP-Growth Algorithm (Han et al. (2000)) and Matrix Apriori Algorithm
(Pavo´n et al. (2006)).
FP-Growth Algorithm handles the weaknesses of Apriori which are multiple scans
of the database and candidate generation. It finds frequent itemsets without candidate
generation by using a tree structure, called FP-tree, where each node stores an item with
its number of occurrence in the database and a link to the next node. FP-tree creation
is shown in Figure 2.1. First, frequent items are determined from the database as in
Figure 2.1.a and then the tree is constructed as in Figure 2.1.b. A header table, in which
frequent items with their support counts are kept in a descending order of support counts,
is built to simplify tree traversal. The frequent itemsets are discovered with only two
scans over the database. The first scan is for getting frequent 1-itemsets and their support
counts same as the Apriori Algorithm and the second one is for generating the FP-tree.
When the minimum support decreases, the length of frequent items and the number of
candidate items increase consequently in Apriori. Therefore, FP-Growth performs better
than Apriori when minimum support value is decreased (Han et al. (2000) and Zheng
et al. (2001)).
TID Items
001
002
003
004
A C D
B C E
B C E
A B E
1-Itemsets Support Count
{B}
{C}
{E}
{A}
{D}
3
3
3
2
1
a.
Minimum support = 50%
Frequent items = { B, C, E, A}
C, 1
A, 1
B, 3
C, 2 E, 1
E, 2 A, 1
b.
Figure 2.1. FP-tree Construction.
The Matrix Apriori Algorithm offers a simple and efficient solution to the as-
sociation rule mining. Database scan step is similar to FP-Growth whereas generating
association rules from discovered patterns is similar to Apriori. As a result, Matrix Apri-
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ori combines the two algorithms by using their positive properties (Pavo´n et al. (2006)).
Yildiz and Ergenc (2010) compared FP-Growth and Matrix Apriori algorithms by using
different characteristics of data and found that the total performance of the Matrix Apriori
is better than FP-Growth for minimum support values below 10%.
All of the algorithms above ignore the dynamicity of the databases. However,
transactional databases are dynamic in general. When new transactions arrive or some
transactions are deleted from the database, these algorithms should be re-run in order to
find the current frequent itemsets. Dynamic frequent itemset mining is the solution for
that problem.
2.2. Dynamic Association Rule Mining Algorithms
First group of incremental itemset mining algorithms are Apriori based (Cheung
et al. (1997), Woon et al. (2001) and Amornchewin and Kreesuradej (2007)). Fast UP-
date (FUP) Algorithm is the first algorithm proposed for incremental mining of frequent
itemsets. It handles the databases with transaction insertion only and uses the pruning
techniques used in Direct Hashing and Pruning Algorithm (Park et al. (1995)). The main
working principle of this algorithm can be summarized in two steps. In the first step only
new transactions are scanned to generate 1-itemsets. In the second step these itemsets are
compared with the previous ones and all frequent itemsets of the same size are discovered
iteratively. There are four possible cases in this algorithm when new transactions added:
 Case 1: If the itemset is frequent both in the original database and the new transac-
tions, the itemset is always frequent.
 Case 2: If the itemset is frequent in the original database but infrequent in the new
transactions, the frequency of the itemset is determined from the existing informa-
tion.
 Case 3: If the itemset is infrequent in the original database but frequent in the new
transactions, the original database should be scanned in order to determine frequent
itemsets.
 Case 4: If the itemset is infrequent both in the original database and the new trans-
actions, the itemset is always infrequent.
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The original database should be scanned only in Case 3. In the first iteration, new
transactions are scanned. If the itemset is frequent in the original database, the support
count is calculated by adding the supports in the original database and the new transac-
tions. This support count is compared with the support threshold of the updated database
and if it does not satisfy the support threshold, the item is accepted as a loser and is
pruned. Otherwise, when the itemset satisfies the support threshold, it remains to be fre-
quent in the updated database. If the itemset is not frequent in the original database, it is a
potential candidate set. If its support count fails to satisfy the minimum support threshold
in the new transactions, the item is pruned. Otherwise, original database is scanned in
order to determine its frequency. FUP significantly reduces the number of candidate sets
generated and is found to be 3 to 7 times faster than re-running Apriori for small support
threshold. For larger support, FUP still outperforms (Cheung et al. (1996)).
FUP2 copes with both insertion and deletion of transactions, was proposed by
(Cheung et al. (1997)). The algorithm is an extended version of FUP and it is equivalent
to FUP in the insertion case. Previous mining results are used in order to find frequent
itemsets in the insertion case and in the deletion case as well. The frequent k itemsets
from previous mining results are used in order to divide the candidate set Ck into Pk and
Qk where Pk is the set of candidate itemsets which have been frequent previously and Qk
is the set of candidate itemsets, which have been infrequent before. The support counts of
any candidate item in Pk are known from previous mining result, so scanning only deleted
and inserted transactions is enough to update the support counts of candidates in Pk. The
main working principle can be summarized in two steps. First, the deleted transactions are
scanned so some candidate items can be deleted from Pk. On the other hand, the support
counts of itemsets inQk are unknown because they have been infrequent. However, when
an itemset inQk is frequent in the deletions, it must be infrequent in the updated database.
Second, the inserted transactions are scanned. The insertion case is the same as FUP.
Although, FUP2 runs faster than Apriori, when the increment size is more than 40%,
Apriori performs better (Woon et al. (2001)).
FOLDARM is another algorithm and was presented by Woon et al. (2001). It is
suitable for dynamic association rule mining and it constructs a new data structure called
Support-Ordered Trie Itemset, SOTrieIT (a trie-like tree structure). This structure only
stores the frequent 1-itemsets and 2-itemsets with their supports in a descending order
of support counts (the most frequent itemsets are found on the leftmost branches of the
SOTrieIT) and is used to discover frequent 1-itemsets and 2-itemsets without scanning
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the database. When new transactions arrive, all frequent 1-itemsets and 2-itemsets are
extracted from each transaction. The extracted information is used to update the SOTrieIT
without considering the support threshold. In order to mine frequent itemsets, depth-first
search is used starting from the leftmost first-level node. Unless a node that does not
satisfy the support threshold, the traversal continues. Subsequently, the Apriori Algorithm
is used to obtain other frequent itemsets. Figure 2.2.b and Figure 2.2.c represents the
SOTrieIT for the database in Figure 2.2.a (Woon et al. (2001)).
TID Items
001
002
A C
B C
A, 1
C, 1
C, 1
c.
C,2 A, 1 B, 1
C, 1
a. b.
C, 1
Figure 2.2. SOTrieIT Construction.
The study by Amornchewin and Kreesuradej (2007) proposed an incremental
itemset mining algorithm based on Apriori. The presented algorithm finds frequent item-
sets and infrequent itemsets that are likely to be frequent after the arrival of new trans-
actions. This algorithm uses the maximum support count of 1-itemsets in the database
before the arrival of increments for finding potential frequent itemsets, called promising
itemsets. In other words, in order to find a threshold value for finding promising itemsets,
the maximum support count of 1-itemsets is used. It scans only new transactions, however
it assumes that minimum support value does not change.
Second group of incremental itemset mining algorithms are focused on construct-
ing the FP-tree incrementally (Hong et al. (2008) and Muhaimenul et al. (2008)). A fast
updated FP-tree (FUFP-tree) structure and an incremental FUPF-tree maintenance algo-
rithm was proposed by Hong et al. (2008). The links between nodes in FUFP-tree are
bi-directional, which speeds up the process of item deletion. The four possible cases in
FUP are the same in this algorithm. The header table and the tree are updated according
to these cases. In the maintenance process of FUFP-tree, item deletion is done before the
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item insertion. When a frequent item becomes infrequent after the increments, the item
is deleted from the tree and its parent and child nodes are linked to each other. When an
infrequent item becomes frequent after the update, the item is inserted to the leaf nodes
of FUFP-tree and added to the header table. In this algorithm, it is assumed that when an
infrequent item becomes frequent after the increments, its support value is usually a little
bit more than the minimum support, so the updating process can be done as explained.
However, when a sufficiently large number of transactions are inserted to the database,
the whole FUFP-tree should be re-constructed (Hong et al. (2008)).
Muhaimenul et al. (2008) presented another method for constructing FP-tree in-
crementally. The proposed algorithm avoids a full database scan when new transactions
are added to the database. The minimum support threshold is accepted as 1 and FP-tree
is updated by scanning the new transaction twice. Five synthetic and one real datasets are
used in the experiments with different number of items and transactions. In both cases,
this approach performs better compared to FP-Growth approach that builds the tree from
the beginning.
The comparison of incremental itemset mining algorithms is displayed in Table
2.1. All these algorithms can handle the maintenance problem in case of insertion and
new items can be presented in the increments. FOLDARM, Incremental FP-tree and Dy-
namic Matrix Apriori can handle minimum support change while FUP, FUP2, FUFP-tree
and Promising Frequent Itemset cannot manage it. Also FUP, FUP2 and Promising Fre-
quent Itemset need candidate generation. FOLDARM only addresses finding 1-frequent
itemsets and 2-frequent itemsets which is an important point to be taken into considera-
tion.
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Table 2.1. Comparison of Incremental Itemset Mining Algorithms.
Deletion SupportChange
New Item
Occurrence
No
Candidate
Generation
FUP (Cheung et al. (1996)) +
FUP2 (Cheung et al.
(1997))
+ +
FOLDARM (Woon et al.
(2001))
+ + + +
Promising Frequent Itemset
(Amornchewin and
Kreesuradej (2007))
+
FUFP-tree (Hong et al.
(2008))
+ + +
Incremental FP-tree
(Muhaimenul et al. (2008))
+ + + +
Dynamic Matrix Apriori + + + +
10
CHAPTER 3
DYNAMIC MATRIX APRIORI ALGORITHM
Studies addressing dynamic update problem generally propose dynamic itemset
mining methods based on Apriori and FP-Growth algorithms. Besides inheriting the dis-
advantages of base algorithms, dynamic itemset mining has challenges as handling i)
increments without re-running the algorithm, ii) support changes, iii) new items and iv)
addition and deletions in increments.
Dynamic Matrix Apriori Algorithm is proposed to overcome the problem of min-
ing frequent itemsets in dynamically updated databases. Oguz and Ergenc (2012) pro-
vides a solution for increments composing of additions only. However, the core solution
is extended to handle the deletion of transactions as well. As seen in Table 2.1, Dy-
namic Matrix Apriori scans only new transactions in increments, handles new items in
the additions, allows the change of support value and manages additions and deletions in
increments.
This chapter is divided into two subsections where in the first the base algorithm
Matrix Apriori, which works without candidate generation and scans database only twice,
is explained to be self-contained. In the second subsection, Dynamic Matrix Apriori is
presented.
3.1. Matrix Apriori Algorithm
The Matrix Apriori Algorithm (Pavo´n et al. (2006)) is a frequent itemset mining
algorithm that combines the advantages of Apriori and FP-Growth algorithms. In this
algorithm, the frequent items are stored in a matrix called MFI (Matrix of Frequent Items)
and the supports of the patterns are stored in a vector called STE. Initially the database
is scanned in order to determine frequent items. These items are sorted in a descending
support count and trimmed to those that are above the minimum support value to create
the frequent items list as in Figure 3.1.a. The sorted frequent items list is the basis for the
order of columns of the MFI. Subsequently, in the second scan, MFI and STE are built
as follows. The first row of the MFI is left empty. This row will be updated later in the
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modification. Therefore, inserting rows to MFI begins after this empty row. For each new
transaction in the database, a row of zeros and ones is inserted according to the following
rule. The row is constructed by using the order in the frequent items list. For each item in
the list, either “1” or “0” is added to the column of the row if the transaction contains the
item or not. If the transaction is already included in the MFI, then it is not stored again in
a new row, but its STE is incremented by “1”.
TID Items
001
002
003
004
A C D
B C E
B C E
A B E
1-Itemsets Support Count
{B}
{C}
{E}
{A}
{D}
3
3
3
2
1
MFI
B C E A
0 1 0 1
1 1 1 0
1 0 1 1
MFI
B C E A
3 2 3 2
0 3 0 4
4 1 4 0
1 0 1 1
STE
1
2
1
After the modification of MFI
a.
b.
STE
1
2
1
Minimum support = 50%
Frequent items = { B, C, E, A}
Frequent Itemsets Support Counts
CE 2
BE 3
BC 2
BCE 2
c.
Figure 3.1. Matrix Apriori Example.
After the construction of the matrix, it is modified in order to speed up the frequent
itemset search. The first line of the MFI was left empty for this modification process. For
each column, beginning from the first row, each cell value is set to the number of the
row where the cell value is equal to “1” in the unmodified matrix. If there are not any
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values of “1” in the remaining rows of the unmodified matrix, the cell value is set to
“1”. Transactions can be reached from the individual frequent items through this reverse
indexing. In Figure 3.1.b, the construction and modification of the matrix are shown.
After the matrix construction, frequent itemsets are found as in 3.1.c. Beginning from the
item that has the least support count; the item is compared with the items found on its left
in order to find frequent itemsets. Following that, their support counts are calculated. The
support count of an itemset is found by sequentially adding the related rows of STE from
top to bottom.
Matrix Apriori works without candidate generation, scans database only twice and
uses Apriori Property. Also, the management of matrix is easy.
3.2. Dynamic Matrix Apriori Algorithm
In order to provide dynamic mining of frequent itemsets, the matrix is constructed
by the minimum support value of 1. That means all items are kept in the MFI without
considering their frequencies. Doing so, flexibility for support change is enabled as well.
Due to the structure of the matrix, items are kept in a descending support count in the MFI.
So finding frequent itemsets with any support threshold is easy. Since all items are kept
in the MFI, frequent itemsets can be calculated from the item that satisfies the minimum
support when the support threshold is changed.
In this subsection, the proposed algorithm is explained and discussed with two
examples. In the first example, only new transactions arrive to the database and in the
second one, both additions and deletions appear in increments. The first example explains
how Dynamic Matrix Apriori handles additions and the second example clarifies how the
algorithm manages deletions of transactions.
The process before the arrival of increments for both additions and deletions are
the same. The database is scanned and the support counts of items are calculated. All
items are arranged in a descending order of support counts without considering if the
item’s support count is more than the minimum support or not. The list of items in the
specified order is named as 1-itemset ordered lists of items (IS). This process is depicted
in Figure 3.2.a.
Afterwards, the MFI is constructed and then modified as in Figure 3.2.b. The
method of construction and modification of the MFI and finding frequent itemsets are
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TID Items
001
002
003
004
A C D
B C E
B C E
A B E
1-Itemsets Support Count
{B}
{C}
{E}
{A}
{D}
3
3
3
2
1
MFI
B C E A D
0 1 0 1 1
1 1 1 0 0
1 0 1 1 0
MFI
B C E A D
3 2 3 2 2
0 3 0 4 1
4 1 4 0 0
1 0 1 1 0
STE
1
2
1
After the modification of MFI
a.
b.
STE
1
2
1
Minimum support = 50%
1- itemset ordered list of items (IS) = { B, C, E, A, D }
Figure 3.2. Dynamic Matrix Apriori - Before Increments.
the same as Matrix Apriori. When new transactions arrive or some transactions are to be
deleted, the modified MFI is updated.
When new transactions arrive, they are scanned and 1-itemset ordered list of items
are updated and named as ISnew. This process is shown in Figure 3.3.a and indicated in
lines 1-2 of pseudo code in Figure 3.4. The new items in the additions are included to the
MFI by adding new columns as in lines 3-5 in Figure 3.4. The MFI is updated as follows.
First, the new transaction is checked whether it is existed in the MFI or not. If it exists,
its STE is incremented by “1”; if it does not exist, it is added to the MFI. Adding to the
MFI is done by setting the cell value to the row number of transaction where the “1” value
is stored in the MFI. When the item does not exist in the remaining transactions of the
incremental database, the cell value is set to “1”. This entire process is shown in Figure
3.3.b and in lines 6-12 in Figure 3.4. Finally, according to the change of the 1-itemset
ordered list of items, the order of items in the MFI is changed as in Figure 3.3.c and in
line of 13 in Figure 3.4.
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TID Items
005
006
C D
C F
1-Itemsets Support Count
{C}
{B}
{E}
{A}
{D}
{F}
5
3
3
2
2
1
Minimum support = 50%
ISnew = { C, B, E, A, D, F }
MFI
C B E A D F
2 3 3 2 2 6
3 0 0 4 5 0
5 4 4 0 0 0
0 1 1 1 0 0
6 0 0 0 1 0
1 0 0 0 0 1
a.
b.
MFI
B C E A D F
3 2 3 2 2 6
0 3 0 4 5 0
4 5 4 0 0 0
1 0 1 1 0 0
0 6 0 0 1 0
0 1 0 0 0 1
STE
1
1
2
1
1
STE
1
1
2
1
1
c.
MFI
B C E A D
3 2 3 2 2
0 3 0 4 1
4 1 4 0 0
1 0 1 1 0
STE
1
2
1
Before additions
Additions (A)
Figure 3.3. Dynamic Matrix Apriori - After Additions.
Figure 3.4. Update Process in Dynamic Matrix Apriori for Additions.
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Figure 3.3 can be explained in detail as follows:
 When new transactions arrive to the database, additions are scanned and 1-itemset
ordered list is updated (see Figure 3.3.a).
 A new column is included to the MFI for the new item, F.
 The MFI is searched whether the first transaction (C D) exists in the MFI or not. It
does not exist in the MFI, so a new row is added to the MFI as the row number 5
and the MFI is updated as follows. Since the transaction contains C and D, the last
MFI rows where these items have value “1” are found. For C, this is row number 3
and the cell value “1” is updated as “5”. For D, this is row number 2 and the cell
value “1” is also updated as “5”. On row number 5 each item has value “1” for this
transaction. For the following transaction, (C F), the procedure is repeated. This
time value “1” of C on the row number 5 is updated as “6” and on row 6, the cell
value “1” is set. F exists in this transaction for the first time. So the cell value of
first row of F is set to “6” and the cell value of row number 6 is set to “1” (see
Figure 3.3.a and Figure 3.3.b).
 The columns of the MFI are rearranged according to the 1-itemset ordered list of
items (see Figure 3.3.c).
When some transactions are to be deleted, initially these transactions are scanned
and 1-itemset ordered list of items are updated as in Figure 3.5.a and in lines 1-2 of
pseudo code in Figure 3.6. This step is similar to the step when new additions arrive.
Only difference of this step between additions and deletions is calculating the support
counts of the items in the new transactions to be added or deleted. When new transactions
arrive, the support counts of items in these transactions are incremented, however when
some transactions are to be deleted, the support counts of items in these transactions are
decreased (see Figure 3.5.a). Afterwards, the MFI is searched to find the row that will be
deleted and its STE is decreased by “1” as seen in Figure 3.5.b and in lines 3-5 in Figure
3.6. Finally, according to the change of the 1-itemset ordered list of items, the order of
items in the MFI is changed as in Figure 3.5.b and in line of 6 in Figure 3.6.
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TID Items
001
002
A C D
B C E
1-Itemsets Support Count
{B}
{E}
{A}
{C}
{D}
2
2
1
1
1
MFI
B C E A D
3 2 3 2 2
0 3 0 4 1
4 1 4 0 0
1 0 1 1 0
a.
b.
STE
1
2
1
Minimum support = 50%
ISnew = { B, E, A, C, D}
MFI
B E A C D
3 3 2 2 2
0 0 4 3 1
4 4 0 1 0
1 1 1 0 0
STE
0
1
1
Before deletions
MFI
B C E A D
3 2 3 2 2
0 3 0 4 1
4 1 4 0 0
1 0 1 1 0
STE
0
1
1
Deletions (D)
After column changes
Figure 3.5. Dynamic Matrix Apriori - After Deletions.
Figure 3.6. Update Process in Dynamic Matrix Apriori for Deletions.
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In brief, the DynamicMatrix Apriori Algorithm provides a solution to the dynamic
update problem. It handles both additions and deletions in increments and avoids a full
database scan when the database is updated. Also, it avoids the construction of different
matrices for mining frequent items with different support thresholds. Moreover, the base
algorithm scans database only twice and does not generate candidate sets.
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CHAPTER 4
PERFORMANCE EVALUATION
In this chapter, the Dynamic Matrix Apriori Algorithm is compared with the Ma-
trix Apriori Algorithm when the database is updated. Since Matrix Apriori does not have
an update feature, it runs from the beginning on the updated database, while Dynamic
Matrix Apriori only runs on the updates. Both algorithms are implemented in Java and
test runs are performed on a computer with 2.93 GHz dual core processor and 2 GB mem-
ory. During performance evaluations, it is ensured that the system state is similar in all
test runs and they give similar results when they are repeated. Two synthetic datasets with
different characteristics are used as in the performance evaluation of the work presented
in Yildiz and Ergenc (2010). The synthetic datasets are generated by utilizing ARTool
dataset generator by (Cristofor (2006)).
This chapter is divided into three subsections where in the first, two datasets are
presented. In the second subsection, DynamicMatrix Apriori is compared with re-running
Matrix Apriori when new transactions are added to database. Finally, in the last one, these
algorithms are analyzed when there are both additions and deletions in the increments.
4.1. Properties of Datasets
Dynamic Matrix Apriori and Matrix Apriori are tested against two datasets in
order to see their performances on datasets having different characteristics.
The first dataset has the following characteristics i) long patterns and low diversity
of items, ii) number of items is 10000, iii) average size of transactions is 20 and iv) average
size of patterns is 10.
The second dataset is composed of the following characteristics i) short patterns
and high diversity of items, ii) number of items is 30000, iii) average size of transactions
is 20 and iv) average size of patterns is 5.
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4.2. Performance with Additions
This subsection includes the performance analysis of the algorithms on two datasets
while varying the size of new transactions. The purpose is to observe how the percentage
of the addition sizes affects the performance of the algorithms for the generated datasets.
The algorithms are compared for 20 increasing addition sizes in the range of 5% and
100%. In these tests, the minimum support is 10% and the initial database has 15000
transactions for both datasets.
4.2.1. Performance on Dataset 1
The performance of Matrix Apriori and DynamicMatrix Apriori with different ad-
dition sizes on Dataset 1 is demonstrated in Figure 4.1. In every increment size, Dynamic
Matrix Apriori performs better than re-running Matrix Apriori.
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Figure 4.1. Total Time with Different Addition Sizes on Dataset 1.
In Figure 4.2, the speed-up with different addition sizes is illustrated. When the
addition size is smaller, the speed-up is higher. The speed-up decreases from 92% to
45% as the addition size increases. Although the speed-up decreases as the addition size
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increases, Dynamic Matrix Apriori is 45% faster than re-running Matrix Apriori with a
100% update.
The results on Dataset 1 indicate that DynamicMatrix Apriori performs better than
running Matrix Apriori with each addition update in the range between 5% and 100%.
0
20
40
60
80
100
0 20 40 60 80 100
Sp
ee
d-
u
p 
(%
)
Addition size (%)
Speed-Up
Figure 4.2. Speed-up with Different Addition Sizes on Dataset 1.
4.2.2. Performance on Dataset 2
The results of Matrix Apriori and Dynamic Matrix Apriori with different addition
sizes on Dataset 2 are shown in Figure 4.3. As expected, in every addition size, Dynamic
Matrix Apriori performs better than the Matrix Apriori Algorithm similar to the results
on Dataset 1.
As it is shown in Figure 4.4, the decrease in addition size increases the speed-up
percentage from 41 to 81. Although there is a decrease in speed-up when the increment
size becomes larger, Dynamic Matrix Apriori is almost 41% faster than re-running Matrix
Apriori.
Both the test results on two datasets reveal that DynamicMatrix Apriori performed
better than running Matrix Apriori with each update in the range of 5% and 100%.
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Figure 4.3. Total Time with Different Addition Sizes on Dataset 2.
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Figure 4.4. Speed-up with Different Addition Sizes on Dataset 2.
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4.3. Performance with Additions and Deletions
The next comparison is to determine how the size of deletions affects the per-
formances of algorithms. In these tests, there are both additions and deletions in the
increments.
Performance analyses of the algorithms for the two different datasets with two
cases are given in the following subsections. In Case 1, the number of added and deleted
transactions varies independently. The initial database has 25000 transactions, then 5000
transactions are added to the database and the numbers of deleted transactions vary be-
tween 1000 and 12000. In other words, in Case 1, the addition is constant (20% of the
initial database) and the deletion percentage varies in the range of 4% to 48%. The pur-
pose of the Case 1 is to observe how the percentage of the deletion sizes affects the
performance of the algorithms for the generated datasets.
A test similar to Case 1 is done with the following properties. The initial database
has 20000 transactions, then 10000 transactions are added to the database and the numbers
of deleted transactions vary between 1000 and 10000. The addition size is constant again;
however it is 50% of the initial database. That is, Dynamic Matrix Apriori is tested against
the same purpose of Case 1 with different initial and addition sizes (see Appendix A for
the test results).
In Case 2, the initial database has 20000 transactions and the number of added and
the deleted transactions are the same. That is, n transactions are added to this database
and other n transactions are deleted from it. The aim of it is to determine the effects of
addition and deletion sizes. The properties of Case 1 and Case 2 are given in Table 4.1.
Table 4.1. Properties of Case 1 and Case 2.
Initial Database Size Addition Size Deletion Size
Case 1 25000 transactions 5000 transactions varies between 1000 to12000
Case 2 20000 transactions n transactions n transactions
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In these tests, it is assumed that entire update comes at once. So Matrix Apriori
is run only once using a dataset that is the result of the additions and deletions. If these
updates are done in different times, Matrix Apriori should have been run twice, while
Dynamic Matrix Apriori should only run on the updates.
4.3.1. Performance on Dataset 1
Performance analyses of the Matrix Apriori and the Dynamic Matrix Apriori al-
gorithms on Dataset 1 for Case 1 and Case 2 are given in this subsection.
4.3.1.1. Case 1: Varying Number of Additions and Deletions
Independently
The initial database consists of 25000 transactions. The database is updated with
5000 new transactions and varying size of deletions. Figure 4.5 illustrates the results of
this test. As expected, Dynamic Matrix Apriori’s running time increases with the deletion
size. On the other hand, Matrix Apriori’s running time decreases since the size of the
updated database decreases. The results indicate that Dynamic Matrix Apriori performs
better than re-running Matrix Apriori up to the deletion size of 44%.
The speed-up with different deletion sizes in this case is given in Figure 4.6. The
speed-up decreases as does the number of deleted transactions. When the deletion amount
is 4%, the speed-up is almost as high as 75%.
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Figure 4.5. Total Time with Different Deletion Sizes when Addition is 20% (Dataset 1).
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Figure 4.6. Speed-up with Different Deletion Sizes when Addition is 20% (Dataset 1).
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4.3.1.2. Case 2: Varying Number of Additions and Deletions Equally
In this case, the initial database has 20000 transactions. This database is updated
with adding and deleting same amount of transactions. Figure 4.7 shows the comparison
of Matrix Apriori and Dynamic Matrix Apriori. When the deletion size is more than
45%, re-running Matrix Apriori performs better. Dynamic Matrix Apriori’s running time
increases as the update amount, n increases. On the other hand, running time of Matrix
Apriori is not relevant to n. The reason of that is the size of the updated database is
constant.
Figure 4.8 shows the speed-up when addition and deletion sizes are increased at
every step but their sizes are kept the same. When the deletion size is 5%, the speed-
up is almost 85%. However, the speed-up decreases when the deletion size increases as
expected.
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Figure 4.7. Total Time with Equal Addition and Deletion Sizes (Dataset 1.)
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Figure 4.8. Speed-up with Equal Addition and Deletion Sizes (Dataset 1).
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4.3.2. Performance on Dataset 2
Performance analyses of the Matrix Apriori and the Dynamic Matrix Apriori al-
gorithms on Dataset 2 for Case 1 and Case 2 are given in this subsection.
4.3.2.1. Case 1: Varying Number of Additions and Deletions
Independently
In these tests, the initial dataset has 25000 transactions and there are 5000 transac-
tions of addition and varied size of deletions in the increments. The test results of running
Dynamic Matrix Apriori and Matrix Apriori in these conditions are given in Figure 4.9.
As foreseen, the running time of Dynamic Matrix Apriori increases as the the deletion
size increases. On the other hand, the running time of Matrix Apriori decreases since the
size of the updated database decreases. These results reveal that Dynamic Matrix Apriori
is more efficient than Matrix Apriori until the size of deletions reaches 40%.
The speed-up with different deletion sizes in this case is shown in Figure 4.10.
By the increasing number of the deleted transactions, the speed-up decreases. When the
deletion amount is 4%, the speed-up is almost 66%.
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Figure 4.9. Total Time with Different Deletion Sizes when Addition is 20% (Dataset 2).
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Figure 4.10. Speed-up with Different Deletion Sizes when Addition Size is 20%
(Dataset 2).
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4.3.2.2. Case 2: Varying Number of Additions and Deletions Equally
In this case, an initial database of 20000 transactions is used. This database is
updated with the same size of additions and deletions. When the deletion size is more
than 40%, Matrix Apriori performs better as seen in Figure 4.11. As expected, Dynamic
Matrix Apriori’s running time increases as the update amount, n increases. On the other
hand, since the size of the updated database is constant, running time of Matrix Apriori is
not bound to n.
Figure 4.12 shows the speed-up with different deletion sizes when the numbers of
transactions of addition and deletion sizes are the same. When the deletion size is 5%,
the speed-up is almost 73%. However, the speed-up decreases when the deletion size
increases.
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Figure 4.11. Total Time with Equal Addition and Deletion Sizes (Dataset 2).
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Figure 4.12. Speed-up with Equal Addition and Deletion Sizes (Dataset 2).
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4.3.3. Discussion on Results
The tests in this subsection focus on the effects of deletion sizes in the increments.
These effects are researched on two cases by using two different datasets. In Case 1 the
addition size is constant (20%) and the deletion size is varied. The results of Case 1 in
Dataset 1 and Dataset 2 is shown in Table 4.2. The speed-up can be observed up until the
deletion size reaches 44% on Dataset 1. On Dataset 2, the speed-up exists up to until the
deletion size is 40%. In addition, the speed-up is 19% on Dataset 1 when the deletion size
is 40% (see Figure 4.6).
The deletions do not require significant changes in the MFI. Dynamic Matrix
Apriori handles them by only decreasing their STE values and support count of items
in deletions. This condition is reflected on to the results. In addition, with larger deletions
Matrix Apriori handles a smaller dataset and this causes the speed-up ratio to go down as
the number of deletions increase.
In Case 2, the initial database has 20000 transactions and the database is updated
with n number of additions and other n number of deletions. The results of Case 2 in
Dataset 1 and Dataset 2 is shown in Table 4.3. It should also be noted that as the value
of n increases, the database significantly changes. While this has little effect on Matrix
Apriori since it runs from the beginning, Dynamic Matrix Apriori works on the same
database with still better results.
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Table 4.2. Comparison of Case 1 on Datase 1 and Dataset 2.
Minimum
Deletion
Size
Maximum
Deletion
Size
Minimum
Speed-up
Maximum
Speed-up
Case 1 on
Dataset 1 4% 44% 9% 75%
Case 1 on
Dataset 2 4% 40% 7% 66%
Table 4.3. Comparison of Case 2 on Datase 1 and Dataset 2.
Minimum
Deletion
Size
Maximum
Deletion
Size
Minimum
Speed-up
Maximum
Speed-up
Case 2 on
Dataset 1 5% 45% 3% 85%
Case 2 on
Dataset 2 5% 40% 3% 73%
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CHAPTER 5
CONCLUSION
Association rule mining aims to discover interesting patterns in a database. There
are two steps in this data mining technique. The first step is finding all frequent itemsets
and the second step is generating association rules from these frequent itemsets. Associa-
tion rule mining algorithms generally focus on the first step since the second one is direct
to implement. Although there are a variety of frequent itemset mining algorithms, they
should be re-run when the database is updated in order to discover the up-to-date frequent
itemsets.
This is time consuming and it should be repeated with every single update. There-
fore, dynamic update problem of frequent itemsets occurs. The solution to this problem
is dynamic frequent itemset mining.
In this study, a dynamic frequent itemset mining algorithm, called Dynamic Ma-
trix Apriori is proposed. It is based on the Matrix Apriori Algorithm. Dynamic Matrix
Apriori handles additions and deletions as well. It also manages the challenges of new
items and support changes. The main advantage of the algorithm is avoiding the entire
database scan when it is updated. It scans only the increments. The algorithm is com-
pared with Matrix Apriori as follows. When the updates arrive, Matrix Apriori runs on
the up-to-date database whereas Dynamic Matrix Apriori runs only with the updates.
The first part of this thesis is focused on the solution of additional update problem.
Base algorithm Matrix Apriori works without candidate generation and scans database
only twice bringing additional advantages. Performance studies show that Dynamic Ma-
trix Apriori provides speed-up between 41% and 92% while increment size is varied be-
tween 5% and 100%.
In the second study of this thesis, the Dynamic Matrix Apriori Algorithm is ex-
tended as to handle the deletion of transactions as well. Comparison of the proposed al-
gorithm and re-running Matrix Apriori revealed that Dynamic Matrix Apriori Algorithm
provides speed-up 7% to and 75% when the addition size is 20% and the deletion size is
varied between 4% and 44%. It also provides speed-up 3% to and 85% when the addition
and deletion size is varied between 5% and 45%.
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Dynamic Matrix Apriori is dependent on the number of items in the dataset. As
the number of items increase, the proposed algorithm would be handling more items since
minimum support is always 1. As the diversity of the dataset increases Matrix Apriori
has more advantage because the item count values would be lower and fewer numbers
of items would be over the minimum threshold. However, up to almost 45% updates,
Dynamic Matrix Apriori still performs better than a complete re-run. With only additions,
Dynamic Matrix Apriori gives 45% better performance when the database is doubled.
For the upcoming studies, it is planned to compare the proposed approach with
other incremental itemset mining algorithms in order to better understand its strengths
and weaknesses. It is also scheduled to run the algorithm on real datasets. In addition, the
algorithms should be tested with different minimum support values. It is expected that
Dynamic Matrix Apriori will perform better when the support threshold decreases, since
more items will be frequent for Matrix Apriori.
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APPENDIX A
MORE TEST RESULTS
The tests in Appendix A, called Case A, are executed on the same datasets in this
thesis. The initial database has 20000 transactions. The database is then updated with
10000 additions (50% of the initial database) and different size of deletions.
Figure A.1 shows the test results of Case A on a dataset based on Dataset 1. Dy-
namic Matrix Apriori performs better than Matrix Apriori up to the deletion size of 45%.
The speed-up with different deletion sizes in Case A on a dataset based on Dataset
1 is given in Figure A.2. When the deletion amount is 5%, the speed-up is almost as high
as 57%.
Figure A.3 demonstrates the test results of Case A on Dataset 2. They reveal that
Dynamic Matrix Apriori is more efficient than Matrix Apriori until the size of deletions
reach 40%.
The speed-up with different deletion sizes in Case A is shown in Figure A.4. By
the increasing number of the deleted transactions, the speed-up decreases. When the
deletion amount is 5%, the speed-up is almost 50%.
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Figure A.1. Run-time with Different Deletion Sizes when Addition is 50% (Dataset 1).
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Figure A.2. Speed-up with Different Deletion Sizes when Addition is 50% (Dataset 1).
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Figure A.3. Run-time with Different Deletion Sizes when Addition is 50% (Dataset 2).
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Figure A.4. Speed-up with Different Deletion Sizes when Addition is 50% (Dataset 2).
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