Fault detection and diagnosis (FDD) algorithms for building systems and equipment represent one of the most active areas of research and commercial product development in the buildings industry. However, far more e↵ort has gone into developing these algorithms than into assessing their performance. As a result, considerable uncertainties remain regarding the accuracy and e↵ectiveness of both research-grade FDD algorithms and commercial products-a state of a↵airs that has hindered the broad adoption of FDD tools.
Fault detection is a process of detecting faulty behavior and fault diagnosis is a process of isolating the 8 cause(s) of the fault after it has been detected. Fault detection and diagnosis are sometimes performed sepa-9 rately but are often combined in a single step. In the last three decades, the development of automated fault 10 detection and diagnosis (AFDD) methods for building heating, ventilation, and air conditioning (HVAC) 11 and control systems has been an area of active research. Two International Energy Agency (IEA) Annex
12
Reports [7, 8] and literature reviews by Katipamula and Brambley [9, 10] , Katipamula [2] , and Kim and
13
Katipamula [11] are the major review publications in the HVAC FDD area.
14 Kim and Katipamula [11] indicate that since 2004, more than 100 FDD research studies associated with 15 building systems have been published. A great diversity of techniques are used for FDD, including physical 16 models [12, 13] , black box [14, 15] , grey box [16, 17] , and rule-based approaches [18, 19] . Commercial
17
AFDD software products represent one of the fastest growing and most competitive market segments in 18 technologies for building analytics. There are dozens of AFDD products for buildings now available in
19
the United States, and new products continue to enter the market [20, 21] . However, considerable debate 20 continues and uncertainties remain regarding the accuracy and e↵ectiveness of both research-grade FDD 21 algorithms and commercial AFDD products-a state of a↵airs that has hindered the broad adoption of
22
AFDD tools.
23
Far more e↵ort has gone into developing FDD algorithms than into assessing their performance. Indeed, 24 there is no generally accepted standard for evaluating FDD algorithms. data requirements, training requirements, and applicability to the needs of a particular site or customer.
59
The author catalogs possible raw evaluation outcomes (see Section 6) and associated performance metrics. • Lack of rigorous mathematical definitions for performance metrics reported
74
• No formal treatment of the substantial di↵erences in evaluation approach found in the existing litera-
75
ture.
76
The present work addresses these topics. 
Methodology

78
The objective of the research was to develop a general and practical performance evaluation framework 
Problem Statement
84
The purpose of an FDD algorithm is to determine whether building systems and equipment are operating 2. Create a set of input samples drawn from the input scenarios, each of which is a test data set for 98 which the performance evaluation will produce a single outcome. • Faults types, intensities, and prevalence
114
• Environmental conditions
115
• Data available to the FDD algorithm (e.g., from sensors, meters, or a control system)
116
• Cost data (if applicable for calculating performance metrics). 
Ground Truth
123
In order to evaluate whether the output of an AFDD algorithm is correct for a given input sample, it is 124 first necessary to establish the state of the system represented by that sample: faulted or unfaulted, and, if 125 faulted, which fault cause(s) are present. In this step, each input sample generated in
Step 2 is assigned a 126 ground truth state. 
Definition of a Fault
148
The presence of a fault may be-and has been-defined in many ways. 
246
The three papers mentioned above also illustrate hybrid definitions of an input sample. The evaluation samples consist of variable-length time series data collected after a fault is inserted in an of their ordering in time. As discussed in Section 7.1.1, the raw evaluation outcomes used to compute these 272 metrics are strongly influenced by the choice of fault and input sample definitions.
273
Most static performance metrics are computed using the same basic set of possible algorithm outcomes.
274
Conceptually, an FDD algorithm labels a sample as faulty or fault-free (detection), and, if faulty, describes reports the presence of a fault. Also known as a false alarm or Type I error,
280
False negative refers to the case in which the ground truth indicates a fault exists but the algorithm 281 reports a fault-free state. Also known as missed detection or Type II error.
282
True positive refers to the case in which the ground truth indicates a fault exists and the algorithm 283 correctly reports the presence of the fault.
284
True negative refers to the case in which the ground truth indicates a fault-free state and the algorithm 285 correctly reports a fault-free state.
286
No detection refers to the case in which the algorithm cannot be applied (for example, due to insu cient 287 data) or the algorithm gives no response because of excessive uncertainty.
288
Correct diagnosis refers to a true positive case in which the predicted fault type (diagnosed cause) re-
289
ported by the algorithm matches the true fault type.
290
Misdiagnosis refers to a true positive case in which the predicted fault type does not match the true fault 291 type.
292
No diagnosis refers to a true positive case in which the algorithm does not or cannot provide a predicted 293 fault type, because, for example, of excessive uncertainty.
294
The most commonly used performance metrics comprise the rate of these outcomes across the input section presents the result of these interviews, followed by a discussion of the impact of evaluation procedure 304 choices on evaluation outcomes and on data set generation. Additional methodology concerning these expert 305 interviews is documented in [51] . that are considered su ciently severe to include as faults in the data set.
359
• Behavior-based ground truth: the evaluator should define and document either a set of rules adhere to the realism of a field study, the greater the credibility, but the more di cult it is to obtain and 372 su ciently screen the data. It is important to recognize that all data sets make implicit assumptions about 373 fault prevalence, and these assumptions a↵ect computed performance metrics.
374
The input sample definition should also be considered when selecting a data set generation approach,
375
because input sample definition constrains the available approaches for generating data and determines the 376 e↵orts required to process the raw data. The following are key considerations for various input sample types:
377
• Single instant of time type of input sample: It is a snapshot of system operation conditions.
378
Thus, it is usually desirable that the measurements be taken when the system is at a steady state. Additionally, "apples-to-apples" comparison of the performance of AFDD algorithms requires (i) that the 409 algorithms be tested using consistent fault, input sample, and performance metric definitions; and (ii) that 410 they be tested using the same evaluation data set (the same scenarios, input samples, and ground truth). If 411 di↵erent data sets must be used (for instance, if evaluators are working independently with access to diverse 412 data sets), then e↵orts should be made to align the samples statistically (e.g., for similar fault prevalence 413 and severity). These e↵orts should be clearly documented.
414
Although there is no single choice of evaluation parameters that will universally be perceived as ideal, the findings from this work indicate some consensus for design of FDD evaluation procedures. Condition- 
