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Opinnäytetyön tavoitteena oli tutkia konenäön nykytilannetta ja sen mukaan selvittää olisi-
ko Metropolia Ammattikorkeakoulun automaatiotekniikan laboratorioon tarvetta hankkia 
uutta laitteistoa. Työssä myös pyrittiin selvittämään OpenCV-kirjaston käytön mahdolli-
suuksia opetuskäytössä ja tekemään työn pohjalta vetokoneeseen mittausjärjestelmä, jon-
ka avulla voitaisiin konenäöllä suoraan vetosauvasta mitata venymää. 
 
Aluksi työssä selvitettiin, miten konenäkö on kehittynyt viime aikoina ja mihin sitä nykyisin 
käytetään. Samalla käytiin läpi uusinta kameratekniikkaa, joka on viimeaikoina kehittynyt 
erittäin paljon älypuhelinten ja kuluttajille suunniteltujen kameroiden ansiosta. Työssä ver-
rataan kuluttajille suunniteltuja kameroita konenäössä käytettäviin ja selvitettiin olisiko 
näistä hyötyä opetuskäytössä. Nämä todettiinkin erittäin toimiviksi OpenCV-kirjaston kans-
sa. 
 
OpenCV-kirjaston käytön mahdollisuutta konenäön opetuksessa selvitettiin, mutta se to-
dettiin liian haastavaksi ja veisi opetuksen enemmän tietokonenäön puolelle. Sen käyttöä 
kuitenkin harkitaan ohjelmoinnin opetuksessa. Sen avulla pystyttäisiin opiskelemaan C++ 
ohjelmointia ja samalla siitä olisi hyötyä myös konenäön kursseille. 
 
Vetokoneeseen luotiin OpenCV-kirjaston avulla mittausohjelma, jota testattiin erilaisilla 
kameratyypeillä ja siitä saatiin hyviä tuloksia. Lopullista järjestelmää ei kuitenkaan konee-
seen ehditty asentamaan, mutta ohjelma saatiin testivalmiiksi ja tarvittava laitteisto saatiin 
suunniteltua. 
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Lyhenteet 
CCD Charge-Coupled Device.  Kameroissa käytettävä valoherkkä kennotyyppi.
  
CMOS Complementary Metal Oxide Semiconductor. Kameroissa käytettävä va-
loherkkä kennotyyppi. 
GigE Gigabit Ethernet.  Yleisimmin käytetty lähiverkkotekniikka. 
NIR  Near-infrared. Infrapunan aallonpituus, joka on hieman pidempi kuin nä-
kyvän valon. 
OpenCV Open Source Computer Vision Library. Alun perin Intelin kehittämä avoin 
tietokonenäkökirjasto. 
SDK Software Development Kit. Sovelluskehitysalusta. 
USB Universal Serial Bus. Oheislaitteiden liittämiseen tarkoitettu sarjaväylätek-
niikka. 
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1 Johdanto 
Työssä pyritään kehittämään Metropolia Ammattikorkeakoulun automaatiotekniikan 
laboratoriossa käytettäviä konenäköjärjestelmiä. Aiemmin konenäkö oli lähinnä teolli-
suudessa käytössä kalleutensa vuoksi, viimevuosina kuitenkin on tullut myös kuluttajille 
sovelluksia ja konenäkölaitteiden hinnat ovat tulleet alaspäin. Työssä tullaan selvittä-
mään konenäön nykytilannetta ja tekniikkaa, jonka avulla pystytään tekemään valintoja 
mahdollisista uusista laitehankinnoista. Lisäksi vertaillaan konenäössä käytettäviä ja 
kuluttajille suunnattuja kameroita ja selvitetään, olisiko halvemmilla kuluttajille suunna-
tuilla kameroilla käyttöä konenäön opetuksessa. 
Koululla on nykyisin käytössä useita erilaisia konenäkökameroita, joista havainnot ote-
tusta kuvasta tehdään kameravalmistajien graafisilla käyttöliittymillä. Ongelmana näi-
den käytössä opetuksessa kuitenkin on, että perusasiat kuten kuvankäsittelyn ja objek-
tien havainnoinnin teoria, jotka ohjelma tekee taustalla, jäävät helposti oppimatta. Teo-
rian ymmärtäminen helpottaa kuitenkin useampien käyttöliittymien käytössä ja antaa 
mahdollisuudet luoda omia konenäkösovelluksia. 
Tähän ongelmaan haetaan ratkaisua OpenCV-tietokonenäkökirjastosta. Työssä selvi-
tetään pystyttäisiinkö sen avulla opiskelemaan teoriaa paremmin, se antaisi myös 
mahdollisuudet omien konenäkösovellusten luomiseen. Opiskelun aloittamisen helpot-
tamiseksi tehdään uusi sivusto Metropolian wikiin, jonne luodaan ohjeet käyttöönotosta 
ja helppoja esimerkkejä kirjaston käytöstä. 
Näitä tietoja hyödyntämällä pyritään luomaan vetokoneeseen mittausjärjestelmä, jonka 
avulla pystytään testaamaan OpenCV:n tehokkuutta käytännön sovelluksessa. Nykyi-
sessä venymämittauksessa ongelmana on, että venymä mitataan leukojen siirtymästä. 
Kappale pääsee kuitenkin hieman pakenemaan leuoista vetokokeen aikana ja siitä 
syntyy mittavirhettä. Tätä ongelmaa yritetään ratkaista konenäön avulla, mittaamalla 
venymää suoraan vetosauvasta vetokokeen aikana. 
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2 Konenäkö 
Konenäöllä pyritään yleensä matkimaan ihmisnäköä tai laajentamaan sen mahdolli-
suuksia. Konenäköjärjestelmät olivat ennen erittäin kalliita, joten käyttö oli hyvin rajoit-
tunutta. Menetelmä on kuitenkin ollut jo pitkään käytössä laaduntarkkailussa teollisuu-
dessa osana automaattisia järjestelmiä. Viime vuosina laitteiden hinnat ovat laskeneet, 
laskentateho lisääntynyt, uutta tekniikkaa tullut ja niiden myötä konenäön käyttö on 
lisääntynyt muissakin kohteissa. 
Konenäöstä puhuttaessa tulee usein vastaan kaksi termiä konenäkö ja tietokonenäkö, 
joita ei tulisi sekoittaa keskenään. Tietokonenäkö on yksi osa konenäköjärjestelmää, 
jossa kuvaa käsitellään tietokoneella ja lasketaan siitä haluttuja tietoja erilaisin algorit-
mein.  Konenäkö puolestaan on koko järjestelmä, johon kuuluu kuvan ottaminen, siirto 
tietokoneelle, signaalin käsittely ja tietokonenäkö. (1, s. 20.) 
Nykyisin ovat myös yleisesti tulleet käyttöön älykamerat, joihin on sisällytetty kaikki 
tarvittava elektroniikka yhteen pakettiin. Tällöin ei tarvita erillistä tietokonetta kuvien 
käsittelyyn ja tieto saadaan suoraan kenttäväylään. (2, s. 19.) 
3 Konenäkölaitteisto 
Konenäkölaitteistoa suunnitellessa ja valittaessa on hyvä tuntea mistä kamerat koostu-
vat ja minkä perusteella laitevalinnat tehdään. Työssä käydään läpi peruskomponentit 
ja niiden toimintaa, jotta valinnan tekeminen on mahdollista ja samalla selvitetään mitkä 
tekniikat ovat nykyisin yleistymässä ja voisiko kuluttajille suunnattuja laitteita käyttää 
konenäkösovelluksissa. 
3.1 Kamera 
Konenäössä käytettäviltä kameroilta vaaditaan yleensä eri ominaisuuksia, kuin perin-
teisessä valokuvauksessa. Konenäössä kuvan ulkonäöllä ei ole juurikaan merkitystä, 
mutta havaittavien objektien tulee kuvasta erottua hyvin. Konenäkökamerat ottavat 
yleensä harmaasävykuvia, pienemmän datamäärän ja paremman valoherkkyyden ta-
kia. Käytettävä kuvaformaatti on yleensä pakkaamatonta, jotta sitä pystytään käsitte-
lemään suoraan tietokonenäöllä. 
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3.1.1 Kennot 
Kameran yksi tärkeimmistä komponenteista on valoherkkä kenno (Kuva 1), jonka avul-
la kameralle tuleva valo saadaan muunnettua digitaaliseen muotoon. Kenno koostuu 
useista valoherkistä kuvapisteistä, joihin osuva valo luo varauksen kuvapisteeseen, 
josta jännite mitataan ja muunnetaan digitaaliseen muotoon A/D-muuntimella (1, s. 
358). Kennotyyppejä on yleisesti käytössä kahdenlaisia, CCD- ja CMOS -kenno, näi-
den suurimpana erona on se, kuinka varaus siirretään digitaaliseen muotoon. 
 
Kuva 1. CMOSIS CMV4000 CMOS–kenno. 
CCD-kennot toimivat sarjaperiaatteella, jossa varauksia siirretään sarakkeittain luku-
alueelle, josta varaukset mitataan ulos yhdestä pisteestä (3). Näillä kennoilla saavute-
taan pienempi kohina, koska muunnos tapahtuu aina samalla komponentilla. Tiedon 
siirtäminen on kuitenkin hitaampaa ja vie enemmän sähköä. Kuvassa 2 on kuvattu Full 
Frame CCD-kennon toimintaa. Muitakin tyyppejä löytyy kuin Full Frame, joka tarkoittaa, 
että koko kuva-alue muunnetaan yhdessä pisteessä yhdeltä lukuriviltä (1, s. 366).  
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Kuva 2. Full Frame kennon toiminta (1, s. 366).  
CMOS-kennossa jokainen kuvapiste sisältää oman muuntimen, jolloin kuvan siirtämi-
nen kennolta digitaaliseksi on erittäin nopeaa. Tällöin kuitenkin jokainen kuvapiste si-
sältää paljon elektroniikkaa, jolloin valoherkän alueen peittoalue pienenee ja valoherk-
kyys laskee. Kuviin syntyy myös enemmän kohinaa, koska jokaisen kuvapisteen muun-
tamiseen käytetään omia komponentteja. (3.) 
Kennotyyppien välillä ei oikein pystytä sanomaan kumpi on parempi, joihinkin sovelluk-
siin CMOS-kenno on parempi sen nopeuden vuoksi, kun taas CCD-kennolla saadaan 
parempilaatuisia kuvia (3). Peittoaluettakin molemmissa pystytään kasvattamaan mik-
rolinssien avulla, jotka sijaitsevat jokaisen kuvapisteen päällä (Kuva 3) (1, s. 383). 
Myös muita eroja löytyy, joten kameravalmistajat valmistavat tällä hetkellä kameroita 
yleensä molemmilla kennotyypeillä. 
 
Kuva 3. Mikrolinssien toiminta. (1 s. 384) 
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Vielä nykyään CCD-kennojen käyttö on yleisempää konenäkökameroissa, mutta ero on 
pienentynyt viime vuosina. CMOS-kenno on kuitenkin uudempaa tekniikkaa ja älypuhe-
linten kameroissa aina käytössä, joten sillä alalla on enemmän tutkimusta ja kehitystä. 
Ero kohinassa ja peittoalueessa on pienentynyt, CMOS-kennot valmistetaan myös sa-
malla tekniikalla kuin useat muut elektroniikan komponentit, joten valmistuskustannuk-
set ovat pienentyneet (3). Tulevaisuudessa todennäköisesti myös konenäkökamerois-
sa CMOS-kenno tulee olemaan yleisempi. 
3.1.2 Suljin 
Jotta kuva voidaan lukea kennolta, se täytyy peittää sulkimella lukemisen ajaksi. Sul-
kimella estetään valon pääsy valoherkälle pinnalle lukemisen aikana, näitä on yleisesti 
käytössä kahdenlaista tyyppiä global shutter ja rolling shutter. 
Rolling shutter nimensä mukaisesti rullaa kennon yli peittämällä vain osan kuvapisteis-
tä kerrallaan ja lukemalla niiden varaukset peitettynä aikana. Tämän etuna on, että 
kennoa pystytään valottamaan ja lukemaan samanaikaisesti (4). Tätä tekniikkaa ei 
kuitenkaan voida käyttää nopeassa liikkeessä oleville kappaleille, koska siitä syntyy 
kuvan häntimistä. (Kuva 4). 
 
Kuva 4. Kuvassa näkyvää häntimistä. (4) 
Global shutter peittää koko kennon samanaikaisesti, jolloin kaikki kuvapisteet ovat pei-
tettynä luvun aikana (4). Tämän ansiosta myös nopeassa liikkeessä olevat kappaleet 
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saadaan kuvattua tarkasti, eikä rolling shutterilla otetuilla kuvissa havaittavaa häntimis-
tä pääse syntymään. 
3.2 Optiikka 
Optiikkaa käytetään kohdistamaan kuvattava kappale valoherkälle kennolle, optiikan 
valintaan vaikuttavat polttoväli, optiikan kiinnitys ja kennon koko. Linssin tulee tarken-
taa kuva vähintään kennon kokoiselle alalle. Objektiivi voi tarkentaa myös suuremmalle 
alalle, tällöin kuitenkin osa linssin kohdistamasta valosta menee hukkaan ja tarkkuus 
saattaa huonontua (5). Tarkennus tapahtuu konenäkökameroissa yleensä manuaali-
sesti, nykyisin kuitenkin automaattitarkennusta on alettu käyttämään myös konenäkö-
kameroissa kuten Cognex InSight 7000 (6). Muita suuria muutoksia optiikassa ei ole 
viime vuosina tapahtunut. 
Konenäkökameroissa on yleisimmin käytössä C-mount- tai CS-mount-kiinnike optiikal-
le. Näiden erona on linssin kiinnitysetäisyys, joka on CS-mount-kiinnikkeellä 12,5 mm 
ja C-mount kiinnikkeellä 17,5 mm (Kuva 5). Tämän ansiosta CS-mount-kiinnikkeen saa 
muunnettua C-mount-kiinnikkeeksi välitysrenkaan avulla (5). 
 
Kuva 5. C- ja CS-mount-kiinnikkeiden ero (5).  
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3.3 Valaistus 
Valaistus on erittäin tärkeä osa konenäkölaitteistoa. Sen avulla saadaan varmistettua, 
että kuvat ovat vertailukelpoisia ja mahdollisimman häiriöttömiä. Valaistusta voidaan 
käyttää myös erilaisten tietojen erottamiseen kuvasta tai heijastumien hävittämiseen. 
Ympäristöstä tulevaa valoa on pyrittävä välttämään konenäkölaitteistoissa, koska se ei 
yleensä ole hallittavissa ja häiritsee tietojen mittaamisessa (1, s. 289). Valonlähteinä 
yleisimpiä ovat nykyisin LED, loisteputki ja halogeeni (7). 
Valon tulosuunnalla on myös paljon merkitystä, sitä voidaan käyttää esimerkiksi koros-
tamaan tiettyjä muotoja kappaleesta. Kuvassa 6 on esitettynä yleisesti käytettyjä va-
laistustyylejä, nämä vaikuttavat paljon siihen, mitä kappaleesta on nähtävissä. Valo 
myös heijastuu kappaleesta eri lailla eri aallonpituuksilla, joten valospektriä muuttamal-
la voidaan vaikuttaa siihen, mitä kamera näkee. 
 
Kuva 6. Erilaisia valaistustyylejä (7).  
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3.4 Liitäntä 
Kaikessa teollisuudessa käytettävässä tekniikassa standardointi on erittäin tärkeää, 
jotta laitteet toimivat erinomaisesti yhteen, niin myös konenäössä. Tämän takia kolme 
suurta yhdistystä, yhdysvaltalainen AIA, eurooppalainen emva ja japanilainen JIIA te-
kevät yhteistyötä liitäntästandardien luomiseksi (8). Näiden standardien avulla pyritään 
siihen, että erityyppisiä kameroita pystytään liittämään samaan järjestelmään, sekä 
kameran pystyy vaihtamaan vaivatta erityyppiseksi. Liitäntään sisältyy käytettävä kaa-
pelityyppi, datansiirto tietokoneen ja kameran välillä, sekä joissain tapauksissa kuvan-
kaappauskortti tietokoneeseen. 
Nykyisin on käytössä useita liitäntätyyppejä, erityisesti konenäkökameroille suunnitellut 
Camera Link, Camera Link HS ja CoaXPress. Lisäksi käytössä on GigE Vision- ja 
USB3 Vision-standardit, jotka käyttävät kuluttajille tuttuja Ethernet- ja USB3-väyliä. 
Näiden etuna on edullinen hinta, ja erillistä kuvankaappauskorttia ei tarvita (8). Liitäntö-
jen välillä suurimmat erot ovat datamäärä ja kaapelin maksimipituus. Taulukossa 1 on 
vertailtuna modernien liityntästandardien tietoja. 
Taulukko 1. Liityntästandardeja vertailtuna. 
 USB3 
Vision 
GigE Vision Camera Link Camera 
Link HS 
CoaXPress 
Tiedonsiirtonope-
us 
400 
MB/s 
125 MB/s 850 MB/s 300 - 16000 
MB/s 
800 - 3200 
MB/s 
Kaapelin pituus 3m 100 m 10 m 15-300 m 100 m 
Lisäksi kaikkia näitä standardeita yhdistää GenICam, joka on sovellustason standardi, 
jota kaikki modernit liitäntätyypit käyttävät (8). Se kertoo kuinka sovellus ottaa yhteyden 
kameraan ja kuinka kuva otetaan ajureilta. Se helpottaa kameran vaihtamista ja helpot-
taa erityyppisten standardien käytön samassa sovelluksessa. 
3.5 Konenäkökamerat 
Erityisesti konenäköön suunniteltuja kameroita valmistaa useita yrityksiä maailmassa ja 
niitä on olemassa tuhansia eri malleja (1, s. 448). Yleisesti kuitenkin kaikki konenäkö-
kamerat käyttävät suurten kennovalmistajien kennoja, kuten CMOSIS, Aptina ja Sony. 
Liitännät ovat myös hyvin standardoituja, ja nykyisin kameravalmistajilta tulee yhä 
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enemmän USB3 Vision- ja GigE Vision-kameroita. Näiden ansiosta myös konenäkö-
kameroiden hinnat ovat laskeneet ja useita erilaisia kameratyyppejä on tullut markki-
noille. Kuva 7 on Point Greyn valmistama Flea3-sarjan konenäkökamera. 
 
Kuva 7. Point Greyn Flea3 konenäkökamera. 
Kameroiden välillä suurimmat erot ovat resoluutiossa, kuvataajuudessa, valoherkkyy-
dessä, värialueessa ja liitännässä (1, s. 479). Kaikilta kameravalmistajilta löytyy useita 
kamerasarjoja, joihin pystytään valitsemaan tarpeen mukaan sopivat komponentit. Ko-
nenäköä käytetään nykyisin useissa erilaisissa ympäristöissä ja kameran valintaan 
vaikuttaa eniten käyttöympäristö ja se mitä kameralla kuvataan. 
Suurella resoluutiolla pystytään tarkastamaan kappaleesta pieniäkin yksityiskohtia, kun 
taas pienellä resoluutiolla pystytään siirtämään tiheämpään kuvia ja käsittelemään ne 
lyhyemmässä ajassa. Konenäkökameroilla voidaan myös määrittää niin sanottu kiin-
nostava alue (ROI), jonka avulla pystytään valitsemaan pienempi kuva-alue suurelta 
kennolta, jolloin kuvia voidaan siirtää nopeammin ja käsittely helpottuu (1, s. 389). Vä-
rikuva saattaa helpottaa kuvasta eriväristen kappaleiden havaitsemista, mutta se on 
usein tarpeetonta. 
Kameran valintaan on siis syytä kiinnittää erityisesti huomiota ja kuvattava alue on hy-
vä tuntea ennen kameran hankintaa, jotta halutusta järjestelmästä saa toimivan. Kame-
ran rungot valmistetaan yleensä alumiinista ja ne ovat IP-luokitettuja, joten ne soveltu-
vat hyvin käytettäväksi vaativissakin ympäristöissä (1, s. 450). 
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3.5.1 Älykamerat 
Nykyisin valmistajilta tulee myös yhä enemmän älykameroita, jotka sisältävät kameran 
lisäksi paljon muutakin elektroniikkaa. Älykameran määritys on hieman epäselvää, 
koska jokainen kamera tekee erilaisia älykkäitä toimintoja ennen kuvan siirtoa tietoko-
neelle. Yleisesti kuitenkin on määritelty, että älykamera on konenäköjärjestelmä, joka 
pystyy itsenäisesti ottamaan kuvan, käsittelemään sen, hakemaan siitä haluttuja tietoja 
ja lähettämään ne eteenpäin esimerkiksi kenttäväylälle (2, s. 21).  
Älykamerat rakennetaan yleisesti sulautetun järjestelmän päälle, joka ohjelmoidaan 
toimivaksi kameravalmistajien ohjelmilla tietokoneen avulla. Älypuhelinten kehitys ja 
tietokoneiden pienentyminen, sekä samalla laskentatehon lisääntyminen ovat kuitenkin 
vaikuttaneet myös älykameroihin. Nykyisin on olemassa jopa älykameroita jotka sisäl-
tävät täyden tietokoneen, kuten XIMEA currera-R älykamera (Kuva 8). Se tukee Em-
bedded Windows- ja Linux-käyttöjärjestelmiä, sekä yleisimpiä tietokonenäkökirjastoja 
kuten OpenCV. Siihen pystyy liittämään lisälaitteita kuten hiiren, näppäimistön ja näy-
tön (9). Tämän kaltaisilla älykameroilla pystytään luomaan erittäin pieneen tilaan me-
neviä ja tehokkaita konenäköjärjestelmiä. 
 
Kuva 8. XIMEA currera-R älykamera. 
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3.5.2 Infrapunakamerat 
Kameroita tehdään myös yhä laajemmalle spektrialueelle, jolloin voidaan havaita asioi-
ta, joita ihmissilmällä ei pysty edes näkemään. Nämä toimivat samalla tekniikalla kuin 
perinteinenkin kamera, kennon materiaali vaikuttaa siihen mitä se havaitsee. Näistä 
yleisin on NIR eli lähi-infrapuna, ja näitä löytyy jo ihan perinteisten konenäkökameroi-
den kennovaihtoehdoista. NIR-aallonpituus on hieman pidempi kuin näkyvän valon, se 
kuitenkin käyttäytyy hyvin samalla tavalla kuin näkyvä valo ja sitä pystytään havaitse-
maan myös perinteisten piistä valmistettujen kuvakennojen avulla (1, s. 401). Lähi-
infrapunaa käytetäänkin usein yhdessä näkyvän valon kanssa, jolloin se luo lisää mah-
dollisuuksia konenäköön. 
Kuva 9 on yksi esimerkki siitä kuinka lähi-infrapunakameralla otettu kuva eroaa näky-
vän valon kuvasta, vasemmassa pullossa on kerosiinipohjaista nestettä ja oikeassa on 
vettä. Vesi absorboi NIR-aallonpituuksia hyvin, kun taas jotkin nesteet eivät, joten NIR 
kameraa voidaan käyttää joidenkin nesteiden läpi kuvaamiseen tai veden havaitsemi-
seen, koska vesi muuttuu tummaksi NIR-kameralla (10).  
 
Kuva 9. Näytössä NIR kameralla otettu kuva. (10) 
Useita muitakin käyttökohteita löytyy, kuten kappaleen valaiseminen infrapunavalolla, 
jolloin se pystytään valaisemaan ilman että ihminen näkee valoa. Se ei myöskään ole 
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yhtä herkkää heijastuksille, mikä helpottaa kiiltävien kappaleiden kuvaamisessa. Sitä 
voidaan käyttää myös lämpötilojen näkemiseen ennen kun ihmissilmä sitä havaitsee. 
(1, s. 401.) 
Näiden lisäksi löytyy kameroita jotka havaitsevat pidempiä infrapunasäteilyn aallonpi-
tuuksia. Nämä ovat kuitenkin usein erittäin kalliita, koska kennot täytyy valmistaa erilai-
sista materiaaleista, jotta havaitseminen on mahdollista. Tietyissä tilanteissa nämä 
kuitenkin ovat välttämättömiä kuten alhaisien lämpötilojen mittaamisessa. Näitä käyte-
tään myös tarkistuksissa, jotka eivät muuten olisi mahdollisia, kuten joidenkin ohuiden 
materiaalien läpi kuvaaminen ja kosteuden havaitseminen (11). Kuvassa 10 on esi-
merkki SWIR (short-wave infrared) -kameran käytöstä, siinä on verrattuna ihmissilmän 
näkemää kuvaa SWIR-kameran kuvaan. 
 
Kuva 10. Kuvassa vasemmalla ihmissilmälle näkyvä kuva ja oikealla SWIR-kuva  (11). 
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3.6 Kuluttajakamerat 
Kuluttajille suunnattujen kameroiden erona on yleensä, että näiden tavoitteena on ottaa 
hyvännäköinen kuva, kun taas konenäössä kuvasta tulee erottaa haluttavat kuviot tai 
objektit hyvin. Kuluttajille suunnitelluilla kameroilla pystytään kuitenkin luomaan ko-
nenäköjärjestelmiä erittäin halvalla. Näiden kanssa kuitenkin ongelmaksi saattavat 
muodostua epästandardit liitäntätyypit, kuvan formaatti, ihmissilmälle suunniteltu kuva 
ja kotelointi. 
Kaupoista saa erittäin halvalla HD-laatuisia verkkokameroita, jotka kuulostavat houkut-
televilta konenäkösovelluksiin. Näillä kuitenkin ongelmaksi saattaa muodostua kuvan-
pakkaus, jonka kamera tekee ennen kuvan siirtämistä USB-väylän ylitse tietokoneelle. 
Verkkokamera pakkaa kuvan yleensä joko H.264- tai MJPEG-muotoon, jolloin data-
määrää saadaan pienennettyä ja silmillä selkeästi havaittavaa eroa kuvaan ei synny. 
Tietokonenäkö tämän kuitenkin havaitsee, ja kuva täytyy ensin purkaa, että kehitetyt 
algoritmit toimivat. 
Lisäksi verkkokamerat ovat lähes poikkeuksetta värikenniolla varustettuja, mikä on 
yleensä tarpeetonta konenäkösovellusta tehdessä. Datamäärää myös usein kevenne-
tään yhdistelemällä usean kuvapisteen väriarvoja, koska ihmissilmä ei havaitse väriero-
ja niin herkästi kuin valointensiteettiä. Tietokonenäöllä värikanavien käyttö on kuitenkin 
tällöin epätarkkaa, paitsi tilanteissa jossa konenäöllä halutaan nimenomaan mallintaa 
ihmisnäköä vastaavaa kuvaa. 
Myös perinteisillä järjestelmäkameroilla ja kompaktikameroilla pystytään luomaan ko-
nenäkösovelluksia tietokoneen avulla, jos ne tukevat etäkaappausta. Näissä kuitenkin 
kuvat pakataan ja kuvien siirtäminen on erittäin hidasta, joten ne eivät sovellu reaaliai-
kaiseen tarkkailuun. Lisäksi nykyisten järjestelmäkameroiden mekaaninen suljin kuluu 
kuvaa ottaessa, joten sitä ei voida käyttää jatkuvaan kuvaamiseen kovinkaan pitkään. 
Näitä voidaan kuitenkin käyttää hyvän kuvan ottamiseen, esimerkiksi verkkokameralla 
havaitusta objektista. 
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4 Metropolian nykyinen laitteisto 
Automaatiotekniikan laboratoriossa on nykyisin käytössä usean valmistajan konenäkö-
järjestelmiä, ne ovat joko väri- tai harmaasävykameroilla varustettuja. Koululle on myös 
tulossa uusi 3D-kamera, joka otetaan opetuskäyttöön automaatiotekniikan laboratori-
oon. 
4.1 Konenäkölaitteisto 
Laitteista uusimpia ovat DVT 542C älykamera ja kuvassa 11 oleva Cognex InSight-
älykamera. DVT on nykyisin Cognexin omistama yritys, joka on yksi maailman johtavis-
ta konenäkölaitteistojen toimittajista. Varsinkin Cognexin kamerat ovat nykyisin erittäin 
yleisesti käytössä teollisuudessa, mutta DVT-laitteistojen valmistus on lopetettu (12). 
Ohjelmistot näissä ovat kuitenkin hyvin samankaltaisia.  
 
Kuva 11. Cognex InSight. 
Laboratoriosta löytyy myös muutama vanhempi laitteisto, kuten kuvassa 12 olevat Om-
ronin ZFV Color ja F210, lisäksi löytyy Omron FZ. Nämä ovat kaikki hieman erilaisia 
laitteistoja, joihin sisältyy kontrolleri ja siihen liitettävät kamerat. Laitteistoja käytetään 
valmistajan ohjelmiston kanssa, tämäntyyppinen järjestelmä on erittäin yleinen teolli-
suudessa. Koululla olevat Omronin laitteistot ovat 2000-luvun alkupuolelta, mutta so-
veltuvat edelleen opetukseen erinomaisesti. 
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Kuva 12. Omron ZFV Color ja F210. 
Laboratoriosta löytyy myös pari viivakameraa, joita ei kuitenkaan pystytä enää käyttä-
mään vanhentuneiden ohjelmistojen takia, joiden kehitys on jo lopetettu. 
Automaatiolaboratorioon on myös tulossa uusi 3D-kamera, joka tulee opetuskäyttöön. 
Vaikka konenäössä käytettävien laitteiden tekniikat ovat kehittyneet ja hinnat ovat las-
keneet, on digitaalikuva pysynyt täysin ennallaan, joten nykyisiä kameroita voidaan 
vielä käyttää erinomaisesti opetuksessa. Laboratorion laitteistot ovat myös vastaavia 
kuin ne, joita useimmiten teollisuudessa käytetään, joten niihin on hyvä tutustua jo kou-
lussa. 
4.2 Mahdolliset hankinnat 
Vaikka digitaaliset kuvat ovat säilyneet ennallaan, niin datamäärä on lisääntynyt ja uu-
dentyyppiset kameraratkaisut ovat yleistyneet, joita nykyisessä automaatiotekniikan 
laboratoriossa ei ole olemassa. Tätä varten selvitettiin, millaisia laitteita nykyisin käyte-
tään konenäössä, joita koulun laboratoriossa ei ole, ja mihin niitä voidaan käyttää. Li-
säksi tutkittiin miten niitä voisi käyttää opetuksessa ja millaisia hyötyjä niistä saataisiin. 
4.2.1 Suurnopeuskamera 
Suurnopeuskamerat ovat lisääntyneet konenäössä ja samalla hinnat ovat laskeneet. 
USB3 Vision standardia käyttäviä suurnopeuskameroitakin on jo saatavilla, esimerkiksi 
XIMEA xiQ-sarjan VGA-malli, joka ottaa jopa 500 kuvaa sekunnissa (13). Näitä käyte-
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tään usein kohteissa, joissa pitää tarkastaa kappaleita erittäin tiheään tahtiin. Myös 
erittäin nopean liikkeen kuvaaminen ja analysointi on mahdollista. 
Teollisuuden käyttökohteet ovat usein linjastoja, joissa liikkuu erittäin tiheästi kappalei-
ta, joista jokainen on tarkistettava. Tämmöisen luominen laboratorioon on kuitenkin 
vaikeaa, lisäksi kuvankäsittely on kuitenkin samanlaista kuin paikallaan olevasta kap-
paleesta. Konenäön opetukseen tämmöisestä ei siis saa oikeastaan mitään lisää. 
Suurnopeuskameraa voitaisiin kuitenkin käyttää nopean liikkeen kuvaamiseen ja ana-
lysoimiseen. 
4.2.2 Infrapunakamerat 
Konenäössä ovat myös yleistyneet kennotyypit, joilla pystytään ottamaan vastaan aal-
lonpituuksia, joita ihmissilmä ei pysty havaitsemaan. Näitä voitaisiin kuitenkin hyvin 
käyttää opetuksessa ja se antaisi paremman käsityksen, siitä mitä konenäöllä pysty-
tään havaitsemaan, vaikka ihmissilmä ei siihen pystyisi. 
Etenkin lähi-infrapunan aallonpituuksille meneviä kameroita on erittäin hyvin saatavilla 
ja niiden kuvankäsittely ei erityisesti poikkea normaalista näkyvän valon kuvasta. Näille 
on myös helppo keksiä esimerkkejä, joita ei välttämättä heti tule ajatelleeksi, kun ko-
nenäöstä puhutaan. Kuten kappaleen valaiseminen ilman näkyvää valoa, joka on tär-
keä varsinkin liikenteenseurannassa, jolloin kuskin häikäiseminen näkyvällä valolla voi 
olla erittäin vaarallista. 
Myös lämpökameroita on erittäin hyvin saatavilla, ja näiden käytöllä saavutetaan jois-
sain sovelluksissa suuria hyötyjä kuten ruokateollisuudessa, jossa pystytään tarkkaile-
maan lämpötiloja ilman kosketusta.  
4.2.3 Monikamerajärjestelmät 
Koulun laitteistoihin voidaan lisätä useita kameroita, mutta nykyisin yhdessäkään ei 
käytetä useampaa kameraa. Usean kameran käyttö kuitenkin lisääntyy konenäössä, 
niiden avulla pystytään luomaan varmuutta järjestelmään ottamalla kuva kappaleesta 
useammasta suunnasta. Esimerkiksi kasvojentunnistuksessa on tärkeää varmistaa 
kasvot useasta suunnasta, jotta järjestelmää ei pystytä huijaamaan valokuvalla.  Näi-
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den avulla pystytään myös luomaan 3D-kuvia ottamalla stereokuva kappaleesta ja ver-
taamalla niiden eroa. 
4.2.4 Siirrettävät kamerat 
Konenäkölaitteiden koko ja virrankäyttö on myös pienentynyt erittäin paljon viimevuosi-
na. Tämän ansiosta konenäkö on siirtynyt myös teollisuuden ulkopuolelle, kuten autoi-
hin ja maatalouskoneisiin. Nykyiset autot tarkkailevat yhä enemmän ympäristöä ja ole-
massa on jo järjestelmiä, jotka hälyttävät esimerkiksi liikkuvista eläimistä. Nämä järjes-
telmät toimivat IR kameroilla, jotta havainnointi on mahdollista myös pimeässä. (14) 
Nykyisin myös lähes kaikista älypuhelimista löytyy laskentatehoa ja kamera konenäkö-
sovelluksien luomiseen. Niitä onkin viime vuosina nähty mitä erikoisimmissa projekteis-
sa, kuten ajoavustajana, jossa puhelin konenäön avulla seuraa kaistoja ja edellä ole-
vaa autoa (Kuva 13). Jos kaistan reunat tai edellä oleva auto lähestyy, puhelin hälyttää 
siitä kuljettajalle (15). Myös erilaisia robottien ohjauksia ja mittausjärjestelmiä on luotu 
älypuhelinten avulla. 
 
Kuva 13. iOnRoad sovellus. 
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4.2.5 Kuluttajakamerat 
Verkkokamerat, kompaktikamerat ja muut vastaavat ovat nykyisin lähes jokaisen käy-
tössä. Vaikka ne eivät yleensä sovi hyvin konenäössä käytettäväksi, näiden avulla pys-
tytään kuitenkin opiskelemaan hyvin konenäköjärjestelmien luomista lähes ilmaiseksi. 
Koulu voisi tarjota yhden konenäkökameran hinnalla vaikka jokaiselle opiskelijalle 
oman verkkokameran, jolloin jokainen voisi opetella konenäköjärjestelmien luomista 
itsenäisesti. Näiden käyttö olisi mahdollista OpenCV-kirjaston kanssa, jolloin verkko-
kameralla luodun sovelluksen voisi siirtää myös konenäkökameralla toimivaksi. 
Kuvassa 14 oleva FLIR ONE on myös mielenkiintoinen kuluttajille suunniteltu lämpö-
kamera, joka julkaistaan vuoden 2014 aikana. Se on älypuhelimeen liitettävä lisäkuori, 
jonka avulla voidaan mitata 0 - 100 °C:n lämpötiloja jopa 0.1 °C:n tarkkuudella. Siihen 
tarjotaan sovelluskehittäjille SDK eli sovelluskehitysalusta, joten sitä voisi käyttää myös 
konenäkösovelluksissa. (16.) 
   
Kuva 14. FLIR ONE älypuhelimeen liitettävä lämpökamera. 
5 OpenCV 
OpenCV on Intelin kehittämä tietokonenäkökirjasto, jonka kehitys aloitettiin vuonna 
1999. Se tehtiin kiihdyttämään konenäkösovellusten kehitystä, ja se on erittäin hyvin 
optimoitu kirjasto, joka on vapaasti kaikkien käytettävissä. OpenCV on avointa lähde-
koodia ja nykyisin erittäin aktiivisen yhteisön hallinnoima. Se on BSD-lisensoitu, joten 
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sen käyttö on ilmaista sekä kaupallisessa että opetuksellisessa käytössä muutamia 
algoritmeja lukuun ottamatta. (17.) 
OpenCV tukee yleisimpiä käyttöjärjestelmiä, kuten Windows, Linux, Mac OS, iOS ja 
Android. Se on ohjelmoitu C++ kielellä ja siihen on luotu rajapinnat ohjelmointikielille 
C++, C, Python, MatLab ja Java. Se tukee moniytimisiä prosessoreita ja näytönohjai-
men kiihdytystä ja se skaalautuu hyvin sulautetusta järjestelmistä supertietokoneisiin 
asti. (17.) 
OpenCV sisältää yli 2500 tietokonenäköön ja koneoppimiseen liittyvää algoritmia, joita 
kirjaston yli 500 funktiota käyttävät. Se on suunniteltu enimmäkseen reaaliaikaisen ku-
van käsittelyyn ja koneoppimiseen. Kirjastoa käyttää useita suuria yrityksiä kuten 
Google, Yahoo, Microsoft, Intel, IBM, Sony, Honda ja Toyota. (17.) 
 
5.1 Tietokonenäkö 
Vaikka ihmisnäöllä havaitaan helposti ympäröivää maailmaa ja pystytään siitä erotta-
maan objekteja, tietokoneelle se on erittäin haastavaa, koska tietokoneelle kuvat ovat 
vain numeroarvoja ja niistä halutun tiedon ulossaaminen on erittäin työlästä (18, s. 2). 
Kuvassa 15 on esitettynä, millaisena tietokone saa kuvan kameralta.  
 
Kuva 15. Kameran näkemä kuva. (18, s. 3.) 
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Tietokoneelle kuva on matriisi, jonka alkiot vastaavat kameran kennon kuvapisteille 
tullutta valoa. Yleisimmin konenäössä käytetyt harmaasävykuvat ovat 8 bittisiä, jolloin 
kuvapiste saa arvoksi 0 - 255 ja RGB-värikuvat ovat 24 bittisiä, josta jokaiselle värille 
on varattuna 8 bittiä. Näistä pystytään kuitenkin saamaan haluttuja tietoja ulos erilaisin 
algoritmein, joita on pitkään kehitetty ja jotka ovat nykyisin erittäin toimivia. Näiden 
käyttö kuitenkin sellaisenaan on erittäin haastavaa, ja näiden käyttämistä helpottamaan 
on luotu useita sovelluksia ja tietokonenäkökirjastoja kuten OpenCV. Näiden avulla 
pystytään suhteellisen helposti käsittelemään kuvaa ja saamaan siitä haluttua tietoa 
ulos. 
5.2 Moduulit 
OpenCV koostuu useista moduuleista, joilla jokaisella on oma tehtävänsä. Näistä ylei-
simmin käytettäviä ovat core, highgui ja imgproc, lisäksi on olemassa muita tilanteen 
mukaan käytettäviä moduuleita. Luetelma käytössä olevista moduuleista (19): 
 Core-moduuli on kirjaston ydin, se sisältää erilaisia datarakenteita, joita käyte-
tään tiedon tallentamiseen.  
 Highgui on Input/Output- moduuli, jota käytetään kuvalähteiden käsittelyyn ja 
kuvien tallentamiseen kovalevylle. Se sisältää myös yksinkertaisen käyttöliitty-
män luomiseen tarvittavat funktiot. 
 Imgproc moduuliin on kerättynä kuvankäsittelyyn liittyvät funktiot, joita käyte-
tään lähes kaikissa konenäkösovelluksissa, siihen sisältyy myös muutamia erit-
täin hyviä kuvioiden ja ääriviivojen etsimiseen käytettäviä funktioita. 
 Features2d sisältää useita erilaisia kuvioiden tunnistamiseen ja näiden etsimi-
seen käytettäviä toimintoja. 
 Nonfree sisältää kuvioiden etsinnän funktioita, jotka on lisensoitu eri tavoin ja 
niitä ei saa käyttää vapaasti kaupallisissa sovelluksissa. 
 ML, eli machine learning on koneoppimiseen käytettävä moduuli. 
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 Objdetect, sisältää funktioita joita käytetään objektien havaitsemiseen koneop-
pimisella opetetulla luokittimilla. 
 Video, moduulia käytetään liikkuvan kuvan analysointiin, esimerkiksi liikkuvien 
objektien havaitsemiseen tai kameran liikkeiden suodattamiseen. 
 Calib3d voidaan käyttää kameran kalibrointiin ja 3D rekonstruointiin esimerkiksi 
stereokuvista. 
 Stitching, moduulilla pystytään liittämään limittäisiä kuvia yhteen. 
 OCL- ja GPU-moduulit sisältävät samoja funktioita kuin aiemmat, mutta näissä 
käytetään näytönohjainta kiihdyttämiseen, jolloin tietokoneen tehoja pystytään 
hyödyntämään paremmin. 
5.3 Kirjaston käyttö 
Kirjaston käyttö tapahtuu funktioiden avulla valitulla rajapinnalla, joka tässä työssä on 
C++. Kirjastosta löytyy nykyisin yli 500 funktiota, ja niistä löytyy lista OpenCV-
sivustolta, josta löytyy myös tietoja funktioissa käytettävistä parametreista (20). Tässä 
työssä käydään muutamia yleisempiä funktioita läpi, sekä selvitetään tapoja etsiä tieto-
ja kuvasta. Esimerkkikoodissa 1 on hyvin yksinkertaisella ohjelmalla havainnollistettu 
kirjaston käyttöä. 
    namedWindow("Alkuperainen"); namedWindow("Suodatettu"); 
     
    //Kuvan lataaminen 
    Mat image=imread("D:/vetosauva.jpg"); //Ladataan kuva 
    imshow( "Alkuperainen", image ); //Näytetään alkuperäinen kuva 
     
    //Kuvankäsittely 
    cvtColor(image,image,CV_BGR2GRAY); //Muunnetaan kuva harmaasävyksi 
    GaussianBlur(image,image,Size(3,3),2); //Kohinan poisto GaussianBlur  
    funktiolla 
    Canny(image,image,80, 210); //Haetaan reunat Canny funktiolla 
    imshow( "Suodatettu", image); //Näytetään suodatettu kuva 
Esimerkkikoodi 1. Esimerkki OpenCV:n käytöstä. 
Ohjelma luo aluksi ikkunat, joissa kuvat näytetään, tämän jälkeen lataa kuvan vetosau-
vasta ja näyttää sen ikkunassa. Kuvaa suodatetaan GaussianBlur- ja Canny-
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suodattimilla ja suodatettu kuva näytetään uudessa ikkunassa. Kuvassa 16 on esitetty-
nä kuvat, jotka ohjelma näyttää. 
  
Kuva 16. Vasemmalla on alkuperäinen kuva ja oikealla suodatettu. 
Hyvin suodatetusta on helppo tunnistaa haluttuja tietoja kuvasta. Mutta kuten kuvasta 
16 näkee, niin kuvassa on edelleen paljon häiriötä ja siinä näkyy reunoina myös heijas-
tumia ja varjoja. Kuvan laatuun ja valaistukseen onkin syytä kiinnittää erityisesti huo-
miota sovelluksen teon helpottamiseksi. 
OpenCV:n yksinkertaisimpia kuvion etsimiseen tarkoitettuja funktioita ovat ympyröiden 
hakuun kehitetty HoughCircles, se palauttaa kuvasta havaittujen ympyröiden keskipis-
teet ja halkaisijat (20). HoughLinesP on vastaava, mutta suorien viivojen hakuun tarkoi-
tettu ja se palauttaa viivojen alku- ja loppupisteet (20). Näistä molemmat perustuvat 
Houghin muunnokseen, jonka avulla pystytään etsimään funktiolla esitettäviä kuvioita 
kuvasta. 
Kirjastosta löytyy myös ääriviivojen hakuun suunniteltu findContours, jonka avulla voi-
daan binäärikuvasta hakea kuvassa olevien alueiden ääriviivoja (20). Sitä voidaan 
käyttää esimerkiksi kuvassa olevien objektien laskemiseen, sijainnin hakemiseen ja 
mittaamiseen. Kuvassa 17 on esimerkki findContoursin mahdollisuuksista, siinä on 
piirretty kuvassa olevat kuva-alueet niiden tason mukaisesti ja laskettu niiden lukumää-
rät. 
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Kuva 17. findContours-funktiolla haetut ääriviivat piirrettynä kuvaan. 
Tämänkaltaisilla funktioilla on helppo hakea ja laskea kappaleita kuvassa, mutta niillä 
on vaikea tunnistaa kappaleita. Tähän tarkoitukseen on olemassa useita erilaisia funk-
tioita, joista yksinkertaisin on matchTemplate. Se vertaa aikaisemmin otettua esimerk-
kikuviota kuvan eri pisteissä ja palauttaa joka pisteen kohdalla arvon, joka kertoo kuin-
ka hyvin ne vastaavat toisiaan (Kuva 18). Tästä voidaan minMaxLoc funktiolla hakea 
kohta, joka vastaa eniten alkuperäistä kuvaa (21). Tämän käytössä kuitenkin usein 
ongelmana on, että se ei siedä yhtään kuvan kääntämistä tai skaalausta, joten sitä ei 
voida käyttää kuin ympäristöissä, jotka ovat erittäin tarkkaan kontrolloituja. Tätä voi-
daan kuitenkin käyttää erinomaisesti esimerkiksi kappaleiden tarkistuksessa, jossa 
kappale kuvataan aina samassa tilanteessa. 
 
Kuva 18. matchTemplaten esimerkki (21).  
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OpenCV on kuitenkin enemmän suunniteltu ympäristöihin, jotka eivät ole niin kontrolloi-
tuja. Se sisältääkin useisiin erilaisiin tilanteisiin tarkoitettuja moduuleita, kuten objektin 
havainnointiin käytetty objdetect ja kuvioiden tunnistuksen toiminnot sisältävät featu-
res2d ja nonfree. Näissä käytetyt funktiot käyttävät huomattavasti tehokkaampia algo-
ritmeja taustalla, joiden avulla havainnointi tehdään. 
Esimerkiksi kasvojentunnistuksessa voidaan käyttää CascadeClassifieria, jonka käyttö 
on sellaisenaan yksinkertaista, mutta sille täytyy ensin opettaa sadoista kasvoista ja 
negatiiveista luokitin, jonka avulla kasvot voidaan tunnistaa (22). Tätä kutsutaan kone-
oppimiseksi, sitä voidaan käyttää useiden erilaisten objektien tunnistamiseen, mutta 
sen opettaminen on erittäin työlästä. Esimerkkikoodissa 2 on esimerkki tämän käytös-
tä, se lataa luokittimen ja hakee sen avulla kuvasta kasvot. Tiedot havaituista kasvoista 
tallennetaan neliöinä faces vektoriin, josta neliöt piirretään kuvaan. 
    face_cascade.load("D:/cascade.xml"); //Ladataan luokitin 
    face_cascade.detectMultiScale(m_colorImage,faces,1.1,4);  
    //Etsitään luokittimella kuvasta kasvoja 
    for( size_t i = 0; i < faces.size(); i++ ) 
    { 
        rectangle(m_colorImage,faces[i],Scalar(255,0,255),4); 
        //Piirretään kasvojen neliöt kuvaan 
    } 
Esimerkkikoodi 2. Luokittimen käytöstä esimerkki. 
Kirjasto sisältää myös useita erilaisten kuvioiden tunnistamiseen tarkoitettuja funktioita, 
jotka löytyvät features2d- ja nonfree-moduuleista. Näistä tehokkaimpia ovat SURF ja 
SIFT, jotka löytyvät nonfree-moduulista, koska niiden käyttö vaatii lisenssin hankkimi-
sen kaupallisiin sovelluksiin. Näiden avulla voidaan etsiä kuvasta kuvioita kuten 
matchTemplate-funktiolla, mutta nämä perustuvat erilaisiin algoritmeihin ja ne toimivat, 
vaikka kuva olisi käännettynä tai skaalattuna. 
5.4     Käyttö opetuksessa 
Työn yksi tavoitteista oli selvittää, pystyttäisiinkö OpenCV-kirjastolla parantamaan ko-
nenäön opetusta ja oppimaan perusasioita, jolloin useiden kameravalmistajien käyttö-
liittymien käyttö helpottuisi. Kirjaston avulla saataisiin ilmaiseksi käyttöön tehokkaat 
työkalut tietokonenäkösovellusten luomiseen, lisäksi opiskelijat voisivat halutessaan 
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myös kotona ottaa kirjaston käyttöön. Tätä helpottamaan tehdään Metropolian wikiin 
sivusto, jonka avulla käyttö päästäisiin aloittamaan. 
OpenCV:tä pystytään käyttämään useilla rajapinnoilla, joista yleisimpiä ovat C++ ja 
Python. Koululla ohjelmoinnin kursseilla opetellaan C++ kieltä, joten tämä tulisi ole-
maan kieli jolla kirjastoa tultaisiin käyttämään. Wikin esimerkit kirjoitetaan C++ kielellä 
ja käyttöönoton ohjeet tulevat Windows ja Linux käyttöjärjestelmiin. 
Koululla olevia kameroita pystyttäisiin käyttämään OpenCV:n kanssa, mutta ne ovat 
nykyisin erittäin hyviä opetusvälineitä graafisille käyttöliittymille, joten päädyttiin siihen 
että näitä ei tultaisi käyttämään. Kirjasto tukee kuvalähteinä tallennettuja kuvia ja vide-
oita, joita pystyttäisiin hyvin ottamaan eri tilanteista ja käyttämään opetuksessa. Myös 
halvat verkkokamerat soveltuisivat erinomaisesti kuvalähteiksi opiskeluun. 
Lopulta päädyttiin kuitenkin siihen, että kirjaston käyttö konenäön opetuksessa on liian 
haastavaa, jotta se otettaisiin käyttöön. Sen opetus veisi konenäön opetusta liikaa tie-
tokonenäön puolelle, joka on enemmän tietotekniikan alaa. Sen opetus vaatisi myös 
paljon aikaa, jolloin kurssin vaatimia asioita ei pystyttäisi käymään läpi yhtä tehokkaas-
ti. Nykyisin käytössä olevat graafiset käyttöliittymät ovat myös hyvin yleisiä teollisuu-
dessa, joten niidenkin oppiminen on erittäin tärkeää.  
Ohjelmoinnin kursseilla sen käyttöä kuitenkin harkitaan. Sen avulla voisi saada lisää 
kiinnostavuutta ohjelmoinnin opiskeluun ja samalla siitä olisi hyötyä konenäön kursseil-
le. OpenCV:lle on helppo luoda yksinkertaisia esimerkkejä, joita voitaisiin käyttää ope-
tuksessa. 
5.5 OpenCV:n wiki 
Koska OpenCV on avointa lähdekoodia ja käyttäjiä on erittäin paljon, löytyy internetistä 
valmiiksi erittäin paljon ohjeita ja esimerkkejä käyttöön. Nämä ovat kuitenkin varsin 
haastavia kirjaston käytön aloittamiseen ja usein hieman vanhentuneita. Työssä tehtiin 
Metropolia wikiin opittujen asioiden pohjalta uusi sivusto, jonka avulla käytön aloittami-
nen helpottuisi. Sivustolle kerätään hyviä linkkejä, joiden avulla opiskelu on hyvä aloit-
taa, ja lisäksi selventämään asioita, jotka työtä tehdessä todettiin haastaviksi. 
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Sivustolle tulee ohjeet käyttöönottoon, sekä Windows- että Linux-käyttöjärjestelmissä. 
Sivulle kerätään useita erilaisia yksinkertaisia esimerkkejä OpenCV:n käytöstä, joiden 
avulla käytössä pääsee helposti alkuun. 
5.5.1 Käyttöönotto 
Käyttöönottoon on olemassa erittäin hyvät ohjeet myös OpenCV-sivustolla, wikiin kui-
tenkin luodaan näiden pohjalta suomenkielellä hyvin yksinkertaistetut ohjeet. Sivulle 
luodaan myös ohjeet kirjaston käyttöönottoon Qt-kehitysympäristössä, jonka avulla 
pystytään helposti luomaan alustariippumattomia käyttöliittymiä OpenCV-sovelluksille. 
OpenCV sisältää myös omat funktiot hyvin yksinkertaisten käyttöliittymien luomiseen, 
joita esimerkeissä käytetään, mutta Qt-käyttöliittymien kehitysympäristöllä voidaan luo-
da helposti monipuolisempia käyttöliittymiä OpenCV-sovelluksille. Sitä voidaan käyttää 
myös pelkällä C++ koodilla ilman Qt-kirjastoja, jolloin sitä voidaan käyttää myös esi-
merkkien kääntämiseen.  
5.5.2 Esimerkit 
Internet on täynnä OpenCV-esimerkkejä, joten näitä ei sivustolle uusiksi kirjoiteta. Si-
vuston ajan tasalla pitäminen olisi kuitenkin erittäin aikaa vievää, joten sivustolle on 
kerättynä linkkejä erilaisiin sivustoihin, joiden kanssa opiskelu on hyvä aloittaa. Lisäksi 
muutamia yleisimmin käytettyjä funktioita esitellään ja niiden käytöstä kirjoitetaan lyhyet 
esimerkit. 
Sivustolle tehdään myös muutama uusi ohje, joita internetistä ei löydy valmiiksi. Näitä 
ovat Qt-käyttöliittymän käyttö yhdessä OpenCV:n kanssa ja erilaisten kameroiden käyt-
tö, joita OpenCV ei oletuksena tue.  
6 Vetokone 
Myyrmäessä oli opinnäytetyötä tehdessä parhaillaan käynnissä vetokoneen uudistus-
projekti, jossa vaihdetaan vanhaan vetokoneeseen uudet servomoottorit ja niiden ohja-
us. Vetokoneella mitataan erilaisten materiaalien murtolujuutta, sauvaa venyttämällä ja 
samanaikaisesti mittaamalla siihen kohdistettua voimaa ja sauvan venymää (23, s. 
303). Uudessa laitteistossa venymän mittaus on tarkoitus toteuttaa suoraan servomoot-
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toreiden liikettä mittaamalla. Tällöin kuitenkin ongelmaksi saattaa muodostua välykset 
ja kappaleen pakeneminen puristusleuoista, joiden avulla sauvaa pidetään kiinni vedon 
aikana.  
Tässä työssä selvitettiin mahdollisuutta konenäön käyttöön venymän mittauksessa, 
tällöin kaikki ulkoiset vaikutukset saataisiin minimoitua ja venymä mitattua suoraan 
sauvasta. Mittausohjelma tehdään OpenCV-kirjastolla ja konenäkökameroiden avulla. 
Projekti aloitettiin jo aiemmin Metropolian Kalevankadun toimipisteen materiaaliteknii-
kan laboratorion vetokoneeseen, tällöin kuitenkin ongelmaksi muodostui pieni budjetti, 
jolloin tyydyttiin kuluttajille suunnattujen laitteiden käyttöön ja ajanpuutteen takia projek-
tia ei ikinä viety loppuun. Nyt pyritään samaa ohjelmaa uudistamalla ja erityyppisen 
kameran hankkimisella saada järjestelmä asennettua uuteen vetokoneeseen. 
6.1 Mittaus 
Kuvassa 19 näkyy vetosauvan ohennettu kohta, joka on alue josta venymä tulisi mitata. 
Konenäöllä pystytään havaitsemaan sauvassa olevat viisteet, joista venymä saadaan 
mitattua mittaamalla niiden siirtymää. 
 
Kuva 19. Vetosauva vetokoneeseen kiinnitettynä. 
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Projektissa suurimmat haasteet tulevat tarpeeksi luotettavan mittatarkkuuden saavut-
tamisessa. Vetokoneen venymää tulisi mitata noin 0.01 mm:n tarkkuudella ja vetosau-
van ohennetun kohdan pituus on yleensä useampi senttimetri. Jos vetosauvan kaven-
nettu kohta on esimerkiksi 50 mm, tällöin vierekkäisten kuvapisteiden määrä tulisi olla 
5000, jotta päästään 0.01 mm:n tarkkuuteen yhdellä kameralla. Tämmöisiä kameroita 
ei ole saatavilla järkevään hintaan, joten ratkaisua haetaan kahdella kameralla kuvaa-
misella ja osakuvapisteiden käytöllä. 
Aluksi järjestelmää lähdettiin rakentamaan yhdellä kameralla, mutta sovelluksen suun-
nittelussa otettiin huomioon mahdollisuus toisen kameran hankkimiselle. Tällöin kame-
ran lisääminen ei aiheuta suuria muutoksia sovellukseen. 
6.2 Sovellus 
Konenäkösovellusta lähdettiin tekemään siitä lähtökohdasta, että sauva saadaan ero-
tettua taustasta. Lisäksi sauvan ylä- ja alaosan tulee olla erillisinä kuvina, joista saa-
daan mitattua venymä. Jotta suodattimia päästiin kunnolla kokeilemaan, sitä varten 
tehtiin Qt- käyttöliittymä (Kuva 20), jonka avulla pystyi seuraamaan venymää ja muut-
tamaan suodattimien parametreja. Loppusovelluksesta jätetään kuitenkin käyttöliittymä 
pois ja sovelluksen pitäisi pystyä määrittämään parametrit automaattisesti, kun se 
käynnistyy. 
 
Kuva 20. Qt- käyttöliittymä sovellukselle 
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Taustan suodatuksen helpottamiseksi vetokoneeseen asennetaan valkoinen taustava-
lo, jolloin vetosauva saadaan helposti erotettua kuvasta. Taustan suodatus toteutetaan 
kirjaston tarjoamilla GaussianBlur- ja threshold-funktiolla. GaussianBlur-suodattimen 
avulla kuvasta poistetaan ylimääräiset kohinat, minkä jälkeen threshold-suodattimelle 
määritetään intensiteettiarvo, jota pienemmät kuvapisteiden arvot asetetaan nollaksi ja 
suuremmat asetetaan ykkösiksi (24). Näiden avulla saadaan luotua binäärikuva, jossa 
on täysin valkoinen tausta ja musta vetosauva. Intensiteettiarvon määritykseen sovel-
lus käyttää Otsun metodia, joka tekee kuvasta histogrammin, josta se erottaa auto-
maattisesti tummat ja vaaleat alueet (Kuva 21).  
 
Kuva 21. Otsun metodi. 
Jotta vetosauvasta pystytään mittaamaan venymää, tulee sauva saada erotettua ku-
vasta. Tämä toteutettiin mittaamalla sauvan halkaisija ohennetusta kohdasta. Sauvan 
ohennettu kohta on aina leukojen välissä keskellä kuvaa, joten halkaisijan mittaaminen 
toteutettiin leikkaamalla kuvan keskeltä kuva-alue, jossa näkyy vain sauvan keskikohta 
valkoisella taustalla. Tämän jälkeen kuvasta erotetaan sauvan reunat Canny-
suodattimella, jolloin sauvan reunat näkyvät valkoisina viivoina.  Ääriviivat haetaan ku-
vasta findContours-funktiolla, josta saadaan mitattua sauvan leveys ja sijainti boun-
dingRect funktiolla. 
Kun sauvan sijainti ja halkaisija ovat mitattuina, näiden avulla pystytään erottamaan 
sauvan ylä- ja alaosa toisistaan. Kuvasta leikataan sauvan kohdalta kuva-alueet, jotka 
ovat leveydeltään 1,2 kertaa ohennetun kohdan halkaisija ja korkeus on puolet kuvan 
korkeudesta. Leveys on ohennetun kohdan leveyttä hieman suurempi sen takia, että 
kuvaan tulee näkyviin päätyjen viisteet, joista venymä tullaan mittaamaan. Näistä luo-
daan referenssikuvat sauvan ylä- ja alaosista, joihin vetokokeen aikana otettuja kuvia 
tullaan vertaamaan. 
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Kun alkutiedot on saatu asetettua, mittaus suoritetaan ottamalla uusia kuvia ja asetta-
malla niihin samat suodattimet kuin referenssikuvissa. Uutta kuvaa verrataan referens-
sikuvaan ja siirtymä mitataan phaseCorrelate-funktiolla. Funktio vertaa uutta kuvaa 
aluksi otettuun referenssikuvaan, mittaa niiden välisen siirtymän ja palauttaa sen arvon 
osapikseleinä Y- ja X-suunnissa. 
Tämän jälkeen tieto yläosan siirtymän arvosta vähennetään alaosan siirtymä, joka on 
sauvan venymä, josta puristimesta pakeneminen on poistettu. Tämä arvo muunnetaan 
millimetreiksi ja näytetään ruudulla. 
6.3 Laitteisto 
Kun mittausjärjestelmää lähdettiin suunnittelemaan Kalevankadun toimipisteeseen, oli 
budjetti hyvin rajattu. Tällöin lähdettiin selvittämään mahdollisuutta käyttää kuluttajille 
suunnattuja laitteita venymän mittaukseen, ja ohjelmaa testattiin aluksi Creativen verk-
kokameralla (Kuva 22). Vetokoetta simuloitiin työntömitan kanssa, jonka siirtymää mi-
tattiin. Tämän avulla kuitenkin tarkkuus jää kauaksi halutusta, mutta ohjelma pystyttiin 
testaamaan toimivaksi. 
 
Kuva 22. Creative Live! Cam Sync 
Kun ohjelma oli saatu toimivaksi, hankittiin koululle Canon 650D-järjestelmäkamera, 
jossa on 18MP-resoluutio. Kamera tukee etälaukaisua tietokoneelta gPhoto2-
kirjastolla, jonka avulla kuva pystyttiin myös lukemaan kameralta sovellukselle. Tämän 
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ansiosta pystyttiin luomaan konenäkösovellus järjestelmäkameran avulla, jolloin saatiin 
erittäin suurella resoluutiolla otettua kuvia. Tämän avulla päästiinkin erittäin hyviin tark-
kuuksiin, mutta ongelmaksi muodostui suurten kuvien siirto USB-väylän yli. Kamerasta 
pystyttiin käsittelemään vain pari kuvaa sekunnissa, mikä ei riitä mittaukseen. Kame-
rassa on myös käytössä mekaaninen suljin, joka kuluu jokaisella laukaisulla, joten jär-
jestelmää ei ikinä asennettu vetokoneeseen. Tämän kanssa kuitenkin otettiin kuvasarja 
vetokokeesta, jolla testattiin ohjelman toiminta. 
Kuva 23 on esitettynä venymä suhteessa aikaan, jotka saatiin mitattua ohjelman avulla 
kuvasarjasta. Kuten kuvasta näkee, jokaisen kuvan välillä on useamman pikselin ero 
heti kun vetäminen alkoi.  Se koostui 48 kuvasta, jotka otettiin 17 sekunnin aikana ve-
tokokeesta, näistä yksi on Kuva 19. Venymä oli yhteensä 561 pikseliä, ennen kuin sau-
va katkesi, jolloin venymä oli noin 15 mm. Toistokokeita ei kuitenkaan ajanpuutteen 
takia tehty ja järjestelmää ei ikinä asennettu vetokoneeseen, joten tulokset eivät ole 
luotettavia. 
 
Kuva 23. Kuvasarjasta saadut tulokset. 
Tässä työssä mittausjärjestelmä pyrittiin asentamaan Myyrmäen toimipisteen uusittuun 
vetokoneeseen. Mittaus on tarkoitus suorittaa kahdella konenäkökameralla, jolloin 
päästäisiin aikaisempien testien ongelmista eroon. Lisäksi koneeseen asennetaan val-
koinen taustavalo, jolloin vetosauva pystytään helpommin erottamaan kuvasta. 
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Kameroiden valintoihin vaikuttivat helppo liitettävyys ja resoluutio. Vetokoneeseen 
tullaan asentamaan hyvä valaistus, ja sen liike on erittäin hidasta, jolloin kenno- tai 
suljintyypillä ei ole suurta merkitystä. Liitännässä päädyttiin USB3 Visioniin edullisen 
hinnan ja suuren datamäärän takia. Projektiin sopivia kameroita löytyi useilta 
valmistajilta, näistä kuitenkin valinta päädyttiin tekemään Point Greyn ja XIMEAn 
kameroiden välillä. 
XIMEA:lta löytyy Kuva 24 oleva xiQ kamerasarja, jossa on tarvittavat ominaisuudet 
mittaamiseen. Kameroita löytyy 2048x2048 resoluutioon asti ja ne on varustettu CMOS 
global shutter -kennoilla, joten ne soveltuvat erinomaisesti myös liikkuvan objektin 
kuvaamiseen. Ximean kameroiden suurin etu on, että ne tukevat virallisesti OpenCV-
kirjastoa. (13) 
 
Kuva 24. XIMEA xiQ kamera. 
Point Grey valmistaa kahta USB3 Vision -standardia käyttävää kamerasarjaa, 
Grasshopper3 ja Kuva 7 oleva Flea3. Näiden välillä suurimmat erot ovat käytettävä 
kennotyyppi, kameran koko ja hinta.  Nämä ei kuitenkaan virallisesti tue OpenCV 
kirjastoa, mutta käyttö onnistuu valmistajan tarjoaman FlyCapture SDK:n kanssa. 
Grasshopper3-kameroita on saatavilla CCD ja CMOS global shutter -kennoilla. Kamera 
on kooltaan suurempi kuin Flea3, jolloin sisälle mahtuu suurempi kenno ja 
valoherkkyys saadaan paremmaksi. Flea3 taas on kooltaan samaa luokkaa kuin 
XIMEA xiQ -sarja, mutta näistä vain pienimmällä resoluutiolla olevat on varustettu 
global shutter -kennolla. Suuremman resoluution kamerat käyttävät rolling shutter -
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kennoa, joten nopeasti liikkuvan kuvan ottaminen on mahdotonta. Tässä projektissa 
tämä ei tule ongelmaksi, mutta valinnassa oli hyvä huomioida myös se, että vaikka 
kameroilla ei pystytä mittaamaan riittävän tarkasti venymää niin ne pystyttäisiin 
siirtämään muuhun käyttöön. 
Työn valmistuttua kameroita ei ehtinyt kuitenkaan hankkimaan ja vetokoneen uudistus 
projektikin oli vielä kesken, joten ohjelmaa ei päästy kokeilemaan uudella vetokoneella. 
Kameroista kuitenkin kysyttiin tarjouksia ja näiden saatavuus oli heikompi kuin 
odotettiin, joten kameravalinta ei varmistunut. 
6.4 Lopputulokset 
Työssä olisi myös ollut vielä paljon tekemistä kameroiden hankinnan jälkeenkin, kuten 
kameran kalibrointi, jotta saadaan kuvapisteiden siirtymät muutettua tarkasti 
millimetreiksi. Venymä tulee myös synkronoida sauvaan kohdistetun voiman kanssa, 
mikä vaatii sen, että vetokone on valmis ja anturit asennettuna. Joten lopulta todettiin, 
että työ jätetään tältä osin tähän ja jatketaan myöhemmin toisella tekijällä. Tällä kertaa 
kuitenkin työ saatiin kunnolla raportoitua ja ohjelma täysin uusittua, sekä selvitys 
tarvittavista laitteista tehtyä. 
Vetokoneprojektissa päästiin myös hyvin selvittämään OpenCV:n mahdollisuuksia 
venymän mittauksessa ja saatiin luotua hyvä esimerkki sen käytöstä käytännön 
sovelluksessa. Mittausjärjestelmää luodessa testattiin erilaisten suodattimien käyttöä ja 
siirtymän seurantaa erilaisin menetelmin, joista parhaaksi todettiin binäärikuvan 
luominen sauvasta ja siirtymän mittaaminen phaseCorrelate-funktiolla. 
7 Yhteenveto 
Työn tavoitteena oli käydä läpi kuinka konenäköä käytetään nykyisin ja miten ko-
nenäkölaitteet ovat kehittyneet. Samalla selvitettiin OpenCV kirjaston toimintaa ja sen 
mahdollisuuksia opetuskäytössä. Näillä tiedoilla luotiin konenäkösovellus, jonka avulla 
saatiin mitattua vetosauvan venymää vetokokeen aikana. 
Työssä saatiin hyvin selvitettyä konenäön nykytilannetta ja nykyisen automaatioteknii-
kan laboratorion laitteistoa suhteessa siihen. Näiden pohjalta tultiin siihen tulokseen, 
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että nykyisten laitteiden käyttöä kannattaa jatkaa sellaisenaan, mutta uutta laitteistoa 
voitaisiin hankkia, jos niistä saadaan selkeää etua opetukseen. Niiden hankinta on kui-
tenkin pitkä prosessi, ja ennen opinnäytetyön palauttamista valintoja ei ehditty teke-
mään. 
OpenCV:n käytön todettiin vievän konenäön opetusta liikaa tietokonenäön puolelle ja 
se veisi liikaa aikaa muilta konenäköön liittyvistä asioilta. Sen käyttöä voidaan kuitenkin 
kokeilla ohjelmoinnin kursseilla, jolloin siitä voisi saada lisää kiinnostavuutta ohjelmoin-
nin opiskeluun ja sitä kautta hyötyä myös konenäön kursseille. Opetus voitaisiin aloit-
taa tässä työssä avatun wiki sivuston avulla, jolloin kirjasto pystytään helposti ottamaan 
käyttöön ja sivulla olevien yksinkertaisten esimerkkien tekeminen on mahdollista. 
Vetokoneprojektia saatiin vietyä hyvin eteenpäin, mutta järjestelmää ei kuitenkaan 
asennettu ja testattu lopullisessa koneessa. Projekti on nyt kuitenkin kunnolla raportoi-
tuna, joten tästä vaiheesta on seuraavalla tekijällä hyvä jatkaa. Ohjelma uudistettiin 
täysin, se saatiin testivalmiiksi ja parametrien asetus automatisoitua. Lopullista laitteis-
toa ei kuitenkaan ehditty hankkimaan, mutta selvitys tarvittavista laitteista on tehtynä ja 
kameroista on kyselty tarjouksia. 
  
35 
 
  
Lähteet 
1. Batchelor, Bruce G. Machine Vision Handbook. London : Springer, 2012. 
2.  Belbachir, Ahmed Nabil. Smart Cameras. London : Springer, 2010. 
3.  Blackman, Greg. Taking charge: the big sensor debate. Imaging and Machine 
Vision Europe. [Online] Europe Science, 12 2012. [Viitattu: 17. 4. 2014.] 
http://www.imveurope.com/features/feature.php?feature_id=213. 
4. Rolling and Global Shutter. [Online] Andor. [Viitattu: 17. 4. 2014.] 
http://www.andor.com/learning-academy/rolling-and-global-shutter-exposure-
flexibility. 
5.  Selecting a Lens for your Camera. [Online] Point Grey. 5. 4 2013. [Viitattu: 21. 4. 
2014.] 
http://www.ptgrey.com/support/downloads/documents/TAN2010002_Selecting_L
ens.pdf. 
6. InSight 7000. [Online] Cognex. [Viitattu: 24. 4. 2014.] http://www.cognex.com/in-
sight-7000-smart-vision-system.aspx. 
7.  A Practical Guide to Machine Vision Lighting. [Online] National Instruments. 22. 
6. 2012. [Viitattu: 24. 4. 2014.] http://www.ni.com/white-paper/6901/en/. 
8.  Herrmann, Jochem. Setting standards. : imveurope, 2013, Vision Yearbook 
2013/2014. 
9.  Currera-R. [Online] XIMEA.  Marraskuu 2013. [Viitattu: 6. 4. 2014.] 
http://www.ximea.com/files/brochures/Smart-camera-currera-2014.pdf. 
10.  Lähi-infrapunakuvaus. [Online] SAMK.  22. 03 2012. [Viitattu: 23. 4. 2014.] 
https://www.samk.fi/lahi-infrapunakuvaus. 
36 
 
  
11.  SWIR and LWIR camera technology. [Online] Allied Vision. [Viitattu: 22. 4. 2014.] 
http://www.alliedvisiontec.com/fileadmin/content/PDF/Products/Brochure/Infrared
_Brochure/AVT_SWIR_and_LWIR_Camera_Brochure_V2.1.0_en.pdf. 
12.  DVT Vision Systems. [Online]  Cognex. [Viitattu: 29. 4. 2014.] 
http://www.cognex.com/ProductsServices/VisionSystems/?id=166. 
13.  xiQ USB3 Vision Brochure. [Online] XIMEA. [Viitattu: 15. 4. 2014.] 
http://www.ximea.com/files/brochures/xiQ-USB3-Vision-2014.pdf. 
14.  New Animal-Detection Systems Help Drivers Avoid Accidents. [Online] 
Edmunds.com.  14. 1. 2014. [Viitattu: 3. 4. 2014.] http://www.edmunds.com/car-
news/new-animal-detection-systems-help-drivers-avoid-accidents.html. 
15.  About iOnRoad. [Online] iOnRoad. [Viitattu: 9. 4. 2014.] 
http://www.ionroad.com/press#about. 
16.  FLIR ONE Tech Specs. [Online] FLIR.  2014 [Viitattu: 19. 4. 2014.] 
http://www.flir.com/flirone/press/asset/Discover/FLIR%20ONE_Fast%20FactsTec
h%20Specs_FINAL.pdf. 
17.  OpenCV. [Online] OpenCV.  2014. [Viitattu: 21. 3. 2014.] 
http://opencv.org/about.html. 
18.  Bradsk, Gary & Kaehle, Adrian. Learning OpenCV. s.l. : O’Reilly Media, Inc, 
2008. 
19.  OpenCV. Introduction. [Online]  [Viitattu: 21. 3. 2014.] 
http://docs.opencv.org/modules/core/doc/intro.html. 
20.  OpenCV. Documentation. [Online] [Viitattu: 20. 3. 2014.] 
http://docs.opencv.org/index.html. 
21.  OpenCV. Template Matching. [Online] [Viitattu: 22. 3. 2014.] 
http://docs.opencv.org/doc/tutorials/imgproc/histograms/template_matching/templ
ate_matching.html. 
37 
 
  
22.  OpenCV. Face Detection using Haar Cascades. [Online] [Viitattu: 22. 3. 2014.] 
http://docs.opencv.org/trunk/doc/py_tutorials/py_objdetect/py_face_detection/py_
face_detection.html. 
23.  Czichos, H., Saito , T., Smith, L. Springer Handbook of Materials Measurement 
Methods. : Springer, 2006. 
24.  OpenCV. Thresholding. [Online] 2014. [Viitattu: 22. 3. 2014.] 
http://docs.opencv.org/trunk/doc/py_tutorials/py_imgproc/py_thresholding/py_thre
sholding.html. 
25.  Brahmbhatt, Samarth. Practical OpenCV. : Apress, 2013. 
 
 
 
