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Abstract
The main goal of this paper is to present an algorithm bounding the dimension of a linear system of
plane curves of given degree (or monomial basis) with multiple points in general position. As a result we
prove the Harbourne–Hirschowitz conjecture when the multiplicities of base points are bounded by 11. This
gives a partial answer to the question of when bivariate polynomial interpolation is possible.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Let K be a field of characteristic zero, N = {0, 1, 2, . . .}, N∗ = {1, 2, . . .}.
Definition 1. Let D ⊂ N2 be finite, let m1, . . . , mr ∈ N, let p1, . . . , pr ∈ K2. Define the vector
space (over K):
LD(m1 p1, . . . , mr pr )
:=
{
f =
∑
β∈D
cβ Xβ | cβ ∈ K, ∂
|α| f
∂ Xα
(p j ) = 0, |α| < m j , j = 1, . . . , r
}
.
Define the dimension of the system of curves LD(m1, . . . , mr ) to be
dimLD(m1, . . . , mr ) := min{p j }rj=1,p j ∈K2
dimK LD(m1 p1, . . . , mr pr ) − 1.
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Remark 2. If the points p1, . . . , pr are in general position we have
dimLD(m1, . . . , mr ) = dimK LD(m1 p1, . . . , mr pr ) − 1.
The systemLD(m1, . . . , mr ) can be understood as a vector space of plane curves generated by
monomials with exponents from D having multiplicities at least m1, . . . , mr at r general points.
Let us assume that D = {α ∈ N2 | |α| ≤ d} for some d ∈ N. Then the space LD(m1, . . . , mr )
can be associated with the linear system over P2 (:= P2K)
Ld (m1, . . . , mr ) := |d H |
(
−
r∑
j=1
m j p j
)
.
This system contains all divisors from the system |d H | (H being a generic line in P2) that have
multiplicity at least m j at p j , where p1, . . . , pr are in general position. In particular, the space
LD(m1, . . . , mr ) and the linear system Ld(m1, . . . , mr ) have equal dimensions.
Intuitively, the dimension of the system LD(m1, . . . , mr ) should be equal to the dimension
of VD := span{Xα | α ∈ D} (= #D − 1) minus the number of conditions imposed by the
multiplicities m1, . . . , mr . However, the actual dimension may be different.
Definition 3. Let L = LD(m1, . . . , mr ) be a system of curves. Define the expected dimension
of L
edim L := max
{
#D − 1 −
r∑
j=1
(
m j + 1
2
)
,−1
}
.
Proposition 4. For any system of curves L we have
dim L ≥ edim L .
Proof. Fix p1, . . . , pr ∈ K2. Put
ϕ
p1,...,pr
j,α : VD  f 	→
∂ |α| f
∂ Xα
(p j ) ∈ K, j = 1, . . . , r, α ∈ N2.
Let A = {( j, α) | |α| < m j , j = 1, . . . , r}. Consider the linear mapping
ϕ p1,...,pr : VD  f 	→ (ϕ p1,...,pra ( f ))a∈A ∈ K#A.
By linear algebra we have dim ker ϕ p1,...,pr ≥ #D − #A, which implies
dim L = min
{p j }rj=1,p j ∈K2
dim ker ϕ p1,...,pr − 1 ≥ edim L . 
Definition 5. We say that the system of curves L is special if
dim L > edim L .
Otherwise we say that L is non-special.
We will use the following notation:
Definition 6. Let m1, . . . , mr , k1, . . . , kr ∈ N. Define
(m
×k1
1 , . . . , m
×kr
r ) = (m1, . . . , m1︸ ︷︷ ︸
k1
, . . . , mr , . . . , mr︸ ︷︷ ︸
kr
).
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2. Zero-dimensional schemes
Definition 7. Let m1, . . . , mr ∈ N, p1, . . . , pr ∈ K2. Let m1, . . . ,mr be their associated
maximal ideals. Define the interpolation ideal
I (m1 p1, . . . , mr pr) =
r⋂
j=1
m
m j
j .
Let us assume that  is an admissible term ordering. It is a classical problem to compute a
Gro¨bner basis of I = I (m1 p1, . . . , mr pr ) w.r.t.  or to determine the set Δ(I ) := N2 \ LT(I ).
It is easy to see that for given m1, . . . , mr ∈ N and an admissible term ordering  there exists a
uniquely determined set Δ ⊂ N2 such that
Δ = Δ(I (m1 p1, . . . , mr pr )) for p1, . . . , pr in general position.
Knowing the set Δ gives the possibility of constructing a Gro¨bner basis for given points
p1, . . . , pr in general position by methods of linear algebra.
For lexical orderings there exist fast algorithms finding the set Δ (see e.g. Apel et al. (1999)).
There are no feasible and fast algorithms for doing the above for non-lexical orderings. Our
method allows us to check whether the setΔ has the simplest possible form for degree orderings,
without resorting to time-consuming computation of Gro¨bner bases.
Theorem 8. Let  be a degree ordering (there exists a positive vector v ∈ R2 such that
α · v < β · v ⇒ α  β), let m1, . . . , mr ∈ N. Let α1, α2, . . . be the sequence of all
elements of N2 in increasing order w.r.t. . Let m = ∑rj=1 (m j +12 ), B = {α1, . . . , αm}. If
dimLB(m1, . . . , mr ) = −1 then {xα | α ∈ B} = Δ(I (m1 p1, . . . , mr pr )) for p1, . . . , pr in
general position.
Proof. Choose p1, . . . , pr ∈ K2 in general position, let I = I (m1 p1, . . . , mr pr ), letΔ = Δ(I ),
let G = {xα | α ∈ B}. Suppose that there exists a t ∈ Δ such that t /∈ G. Since G is a basis for
K[X]/I we can find a non-zero polynomial f = t −∑s=1 kt ∈ I , where k ∈ K, t ∈ G. From
the assumptions we have t  t for all t ∈ G, so LT( f ) = t , a contradiction. Since Δ ⊂ G
and #Δ = #G we haveΔ = G. 
3. The Harbourne–Hirschowitz conjecture
For systems of the form Ld (m1, . . . , mr ) the well-known Harbourne–Hirschowitz conjecture
giving a geometrical description to the speciality of a system was formulated both in Harbourne
(1986) and Hirschowitz (1989). To formulate this conjecture consider the blowing-up π : P˜2 →
P at r general points with exceptional divisors E1, . . . , Er .
Definition 9. A curve C ⊂ P2 is said to be a −1-curve if it is irreducible, and the self-intersection
of its proper transform C˜ ⊂ P˜2 is equal to −1.
Conjecture 10 (Harbourne–Hirschowitz). A system L = Ld (m1, . . . , mr ) is special if and only
if there exists a −1-curve C ⊂ P2 such that
L˜.C˜ ≤ −2,
where L˜ = |dπ∗(OP2(1)) −
∑r
j=1 m j E j |.
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This conjecture goes back to Segre (1961) and was studied by many authors (see e.g.
Harbourne (1986), Hirschowitz (1989), Gimigliano (1987) and Ciliberto and Miranda (2000));
we refer only to the recent results. For homogeneous systems (m1 = m2 = m3 = · · · = mr =:
m), the above conjecture holds for m ≤ 20 (see Ciliberto et al. (2003) and Ciliberto and Miranda
(2000)). In the general case multiplicities bounded by 7 have been dealt with (see Yang (2005)).
Both these results were obtained with the help of computers, but there exist purely theoretical
papers on this subject, e.g. Mignon (2000) which treats multiplicities bounded by 4.
For further information about the above conjecture see for example Ciliberto (2000).
The main result of this paper is Theorem 34 stating that Conjecture 10 holds for multiplicities
bounded by 11.
For a given system one can verify whether the above conjecture holds. If a multiple −1-curve
in the base locus cannot easily be found computationally, we check whether the system is non-
special by using our reduction method and/or calculating the rank of ϕ (see Proposition 4).
Hence, in order to prove Conjecture 10 for linear systems up to multiplicity 11, it is enough
to limit the number of cases to be checked. Therefore, we will not focus on the conjecture itself,
but on the possibility of finding the list of all special systems. There is an asymptotic result
(see Alexander and Hirschowitz (2000)) showing that, for number of multiplicities large enough
(the bound depending on the maximum multiplicity allowed), the dimension is the expected
dimension; however an effective bound for the number of multiplicities needed is not given. The
key problem in every computer approach is obtaining good (i.e. as small as possible) bounds on
the number of cases (see Ciliberto and Miranda (2000) or Yang (2005), Theorem 6). We use the
reduction method to do this and the bounds obtained result in a reasonable number of cases, see
Section 6 (Implementation).
4. Reduction method
Definition 11. Let a1, . . . , ak ∈ N, a j ≤ j , j = 1, . . . , k. Define the diagram (a1, . . . , ak):
(a1, . . . , ak) =
k⋃
j=1
{(α1, α2) ∈ N2 | α1 + α2 = j − 1, α2 < a j }.
For a, a1, . . . , ak ∈ N, a j ≤ a + j define
(a, a1, . . . , ak) := (1, 2, . . . , a − 1, a, a1, . . . , ak).
Example 12.
N
N
diagram (5, 2)
N
N
diagram (3, 2, 2, 1)
Definition 13. Let k ∈ N∗. Let D = (b1, . . . , b, a1, . . . , ak) be a diagram, ak > 0. Define the
numbers v j , j = 1, . . . , k, together with sets Vj , j = 0, . . . , k, inductively to be
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Vk := {1, . . . , k},
v j :=
{
a j , a j < k and max Vj ≥ a j ,
max Vj , otherwise,
Vj−1 := Vj \ {v j }.
If we have V0 = ∅ then we say that D is k-reducible. The diagram
redk(D) := (b1, . . . , b, a1 − v1, . . . , ak − vk)
will be called the k-reduction of D. We use the following notation:
(b1, . . . , b, a1, . . . , ak)
k−→ (b1, . . . , b, a1 − v1, . . . , ak − vk).
Definition 14. Let k ∈ N∗. Let G = (b1, . . . , b, a1, . . . , ak) be a diagram. We call G a weak
k-reduction of a diagram D = (b1, . . . , b, a′1, . . . , a′k) if there exists a sequence of numbers
c1, . . . , ck ∈ N (possibly all of them equal to 0) such that
D′ := (b1, . . . , b, a′1 + c1, . . . , a′k + ck)
is a diagram (in particular a′j + c j ≤  + j , j = 1, . . . , k) and redk(D′) = G. We use the
following notation
(b1, . . . , b, a′1, . . . , a′k)
k w−→ (b1, . . . , b, a1, . . . , ak).
Remark 15. Observe that the k-reduction of D is a weak k-reduction.
Example 16.
N
N
the 4-reduction of diagram (5, 3, 2)
N
N
a weak 5-reduction of diagram (4, 4, 4)
We can now formulate the main theorem.
Theorem 17. Let m1, . . . , mr ∈ N. If a diagram D′ is a weak mr -reduction of a diagram D then
dimLD(m1, . . . , mr ) ≤ dimLD′(m1, . . . , mr−1).
Definition 18. In the situation above, we say that LD′(m1, . . . , mr−1) is a weak reduction of the
system LD(m1, . . . , mr ), or simply the reduction, if D′ = redmr (D).
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In particular, we have
Corollary 19. Let m1, . . . , mr ∈ N. Let L = LD(m1, . . . , mr ). If D is mr -reducible and the
reduction of L is non-special, then L is non-special.
Proof of Theorem 17. Since D′ is a weak mr -reduction of D, there exists a diagram G such that
D ⊂ G, and D′ is the mr -reduction of G. Of course
dimLD(m1, . . . , mr ) ≤ dimLG(m1, . . . , mr ).
It remains to prove the inequality
dimLG(m1, . . . , mr ) ≤ dimLD′(m1, . . . , mr−1).
We proceed in two steps.
Step 1 (Preliminary step). We will show the following:
(1) the system LG\D′(mr ) is non-special,
(2) if a set P ⊂ G satisfies #P = #(G \ D′), P = G \ D′, and∑
α∈P
α =
∑
α∈G\D′
α,
then the system LP (mr ) is special.
To prove (1), write down the matrix of the mapping ϕ pr associated with L = LG\D′(mr ) and
observe that L is non-special if and only if the elements of G \ D′, considered as points in
N
2 ⊂ R2, do not lie on a curve of degree mr −1 (see Dumnicki (2005)). The last condition holds
in view of Be´zout’s Theorem. To prove (2), consider the set
F =
{
F ⊂ G | #F =
(
mr + 1
2
)
, F does not lie on a curve of degree mr − 1
}
.
For an F ∈ F put |F | := ∑α∈F |α|. By induction on mr we can see that K := G \ D′ has the
property |K | ≥ |F | for all F ∈ F (this is the most technical part of the proof; for details see
Dumnicki (2005)). Now take P ∈ F satisfying∑
α∈P
α =
∑
α∈G\D′
α.
We have |P| = |G \ D′| and hence #Pd = #(G \ D′)d for d ∈ N, where
Kd := {α ∈ K | |α| = d}.
From this we conclude that P = G \ D′.
Step 2 (Main step). Compute the dimension of L := LG(m1, . . . , mr ) as dim L = #G −
rank M − 1, where M is the matrix of the mapping ϕ p1,...,pr associated with L (see the proof
of Proposition 4). In an appropriate basis this matrix has the following form:
M =
⎡⎢⎢⎢⎢⎢⎣
N1 = matrix
associated to K1
LD′(m1 p1, . . . , mr−1 pr−1)
N2 = square matrix
K2 associated to
LG\D′(mr pr )
⎤⎥⎥⎥⎥⎥⎦ .
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Take a maximal square submatrix M1 of N1 such that det M1 = 0. Consider the matrix
N =
[
M1 K ′1
K ′2 N2
]
.
The columns of M1 are indexed by some D′′ ⊂ D′; let G′′ := D′′ ∪ (G \ D′). Now we have
det N =
∑
s∈N2
d(s),
where
d(s) :=
∑
P⊂G′′
#P=#(G\D′)
s=∑α∈P α
± det NP det NG ′′\P .
Here NQ (resp. N Q ) is the submatrix of [K ′2 N2] (resp. [M1 K ′1]) given by columns indexed by
Q. Since pr is a general point, the contributions from different s ∈ N2 cannot cancel (they form
different monomials of the coordinates of pr ). Therefore, it suffices to show that d(s) = 0 for at
least one s ∈ N2. Put s = ∑α∈G\D′ α. From (1) we get that d(s) = ± det M1 det N2 which is
non-zero. This shows that rank M ≥ rank N1 + #(G \ D′) which completes the proof. 
In the proof we have used two properties of the set of reduced monomials. In fact these two
properties may hold for many other sets, which allows us to find and use other “reductions”.
Definition 20. Let D ⊂ N2 be finite (not necessarily a diagram). We say that a system
LD(m1, . . . , mr ) admits a reduction algorithm if there exists a sequence of sets D = Dr ⊃
· · · ⊃ D0 such that
(1) #D j − #D j−1 ≤
(m j +1
2
)
, j = 1, . . . , r ,
(2) the system LD j\D j−1(m j ) is non-special, j = 1, . . . , r ,
(3) if a P ⊂ D j , P = D j \ D j−1, satisfies #P = #D j − #D j−1 and∑
α∈P
α =
∑
α∈D j\D j−1
α,
then LP(m j ) is special, j = 1, . . . , r ,
(4) #D0 − 1 ≤ edimLD(m1, . . . , mr ).
Following the second step in the above proof we can prove the following theorem (also for
dimension greater than two).
Theorem 21. If a system admits a reduction algorithm, then it is non-special.
Moreover, investigating non-speciality of many systems (in dimension two, as well as for
higher dimensions) has led to the following
Conjecture 22. Every non-special system admits a reduction algorithm.
Remark 23. In Yang (2005) Yang presented the “box diagram algorithm”, which can be treated
as another possibility for reducing diagrams. However, not every non-special system can be
reduced to a trivial one using the reduction of this type. Moreover, Theorem 21 works also in
higher dimensions.
We can now present the main algorithm for bounding the dimension of a system.
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Algorithm DIMENSIONBOUND
Input: a diagram D = (a, a1, . . . , ak),
a sequence of multiplicities (m1, . . . , mr ).
Output: a number d ∈ N such that dimLD(m1, . . . , mr ) ≤ d .
for i ←− 1 to r do {
D ←− a weak mi -reduction of D
}
d ←− #D − 1
return d
Remark 24. Observe that the quality of the bound obtained depends on the weak reductions
chosen. In particular taking D as a weak reduction of D results in a trivial bound on the
dimension. Our implementation of this algorithm chooses D′ ⊃ D (see Definition 14) of
minimum possible cardinality, which results in much better bounds.
Example 25. Consider the system L = L27(24, 6, 6, 6, 6, 6, 6). We can see that dim L ≥ 0
(picture). The following sequence of weak reductions:
(28) 24−→ (4, 4, . . . , 4︸ ︷︷ ︸
24
)
6 w−→ (4, 4, . . . , 4︸ ︷︷ ︸
18
, 3, 2, 1) 6 w−→ (4, 4, . . . , 4︸ ︷︷ ︸
15
)
6 w−→ (4, 4, . . . , 4︸ ︷︷ ︸
9
, 3, 2, 1) 6 w−→ (4, 4, 4, 4, 4, 4, 4) 6 w−→ (4, 3, 2, 1) 6 w−→ (1)
gives dim L ≤ 0.
The system L27(24, 6, 6, 6, 6, 6, 6). Each curve is triple.
Example 26. We can also use reductions to simplify the computation. One of the cases treated
in Ciliberto et al. (2003) is the system L = L133(20×43). In order to compute the dimension of
L by determining the rank, one must consider a 9045 × 9030 matrix. By reduction, it is enough
to compute the dimension of the system LD(20×5), where
D = (36, 36, 36, 36, 36, 34, 33, 32, 30, 27, 25, 22, 18, 15, 11, 7, 1).
Now the matrix is only 1065 × 1050, which allows computation of the rank significantly faster.
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5. Special systems with bounded multiplicity
Definition 27. Let M ∈ N. We say that a diagram D is of nice shape for M if D can be written
as D = (a0, a1, . . . , ak) for a0, . . . , ak ∈ N satisfying
(1) a0 ≥ M ,
(2) k ≤ M ,
(3) a0 ≥ a1 ≥ · · · ≥ ak ,
(4) if ai = ai+1 then ai ≥ M , for i = 0, . . . , k − 1.
Theorem 28. Let D be a diagram of nice shape for M, let m ≤ M. Then
(1) D is m-reducible,
(2) if #D > 2M(2M − 1) then redm(D) is of nice shape.
Proof. Let D be of nice shape. Take m ≤ M . Write D = (a0, a1, . . . , am), am = 0. Define
p1 = max{i ∈ {0, . . . , m} | ai ≥ m},
p2 = max({0} ∪ {i ∈ {0, . . . , m} | ai = a0 + i}).
By assumption p1 is well defined. Take v1, . . . , vm as in Definition 13. For i > j > p1 we have
vi = ai , v j = a j and by assumption vi = v j . For p2 < i ≤ p1 we have ai ≥ m, so we choose
vi = max Vi . We also have ap2−s ≥ m − s, so (by induction on s) max Vp2−s ≤ m − s, and
hence V0 = ∅.
Now assume that D can be written as (2M, . . .). We will show that redm(D) = (a0, a1 −
v1, . . . , am − vm) is of nice shape. Observe that a0 ≥ M . For p1 < i ≤ m we have ai − vi = 0.
For p2 < i ≤ p1 we have ai−1 ≤ ai and vi−1 < vi ; thus ai−1 − vi−1 > ai − vi . For 2 ≤ i ≤ p2
we have ai−1 = ai − 1 and vi−1 < vi ; hence ai−1 − vi−1 ≥ ai − vi . Moreover, for i ≤ p2
we have vi ≤ m − (p2 − i) (the numbers m, . . . , m − (p2 − i) + 1 were used before to reduce
ap2, . . . , ai+1), and consequently ai − vi ≥ p2 − i − m + ai = a0 + p2 − m ≥ 2M − m ≥ M .
The biggest diagram of nice shape for M that cannot be written as (2M, . . .) is
(2M − 1, 2M − 1, . . . , 2M − 1︸ ︷︷ ︸
M
) containing 2M(2M − 1) points. 
In applications the following fact is very useful. We omit the well-known proof, since it
contains nothing more than simple linear algebra.
Proposition 29. Let m1, . . . , mr ∈ N. If the system LD(m1, . . . , mr ) is non-special for the
unique diagram D = (d0, d1) satisfying
#D =
r∑
i=1
(
mi + 1
2
)
then for any d ∈ N the system Ld (m1, . . . , mr ) is non-special.
6. Implementation
The following section describes the technical details of the computations leading to
Theorem 34. Apart from the necessary definitions and technical lemmas we present the basic
ideas behind using the reduction method to bound the number of cases to consider. Having
established the set of diagrams, we applied further reductions to minimize the number and size
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of matrices to analyze (the rank computation is the most time-consuming factor of the entire
process). The algorithms used are very simple: the only things we do are managing lists of
diagrams, making reductions, and computing ranks of matrices over Zp by Gaussian elimination.
We may do the computation over Zp instead of Z [coordinates of points] (by substituting random
values for the coordinates and reducing modulo p), since we are interested in proving non-
speciality, i.e. maximality of the rank.
We decided to implement the solution as a set of small programs, each having its simple
function (e.g. checking whether a set of diagrams gives non-special systems). This allowed us
to quickly try new ideas by creating script (batch) files that sequentially use the programs. In
particular, the examples in this section required no compilation whatsoever, just creating a small
script file and a small data file.
The source code of our programs is freely available at Dumnicki (2006). We used Free Pascal
Compiler (available for most operating systems) as the programming language.
Definition 30. Let m1, . . . , mr , M ∈ N, mi ≤ M for i = 1, . . . , r . We say that the system of
multiplicities (m1, . . . , mr ) is bounding up to multiplicity M if the following hold:
(1) For any m′1, . . . , m′s ∈ N, m′i ≤ M for i = 1, . . . , s if we take the unique diagram
D = (d0, d1) satisfying
#D =
r∑
i=1
(
mi + 1
2
)
+
s∑
i=1
(
m′i + 1
2
)
,
then D can be reduced s times by a sequence of m′i reductions
D
m′1−→ D1
m′2−→ · · · m
′
s−1−→ Ds−1 m
′
s−→ G
(this property will be called the reducibility property).
(2) For any diagram G obtained by the previous operation the system LG(m1, . . . , mr ) is non-
special (we will say that the system (m1, . . . , mr ) avoids speciality).
We have the following:
Theorem 31. If a system of multiplicities (m1, . . . , mr ) is bounding up to multiplicity M, then
for every d, m′1, . . . , m′s ∈ N with m′i ≤ M for i = 1, . . . , s the system
Ld (m1, . . . , mr , m′1, . . . , m′s)
is non-special.
Proof. Let D be the unique diagram D = (d0, d1) satisfying
#D =
r∑
i=1
(
mi + 1
2
)
+
s∑
i=1
(
m′i + 1
2
)
.
From Proposition 29 it is enough to show that LD(m1, . . . , mr , m′1, . . . , m′s) is non-special. By
the reducibility property the diagram D can be reduced s times by a sequence of m′i -reductions to
some diagram G. Since the system avoids speciality, we get that LG(m1, . . . , mr ) is non-special,
so by Corollary 19 the system LD(m1, . . . , mr , m′1, . . . , m′s) is non-special. 
In order to look for all special systems with multiplicities up to M we need to find bounding
systems of the form (m×km ) for all m = 1, . . . , M . This was done by the following procedure.
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Fix m and M . For Km ∈ N satisfying Km
(
m+1
2
)
> 2M(2M −1) we know that the reducibility
property holds for (m×Km ). But in practice this number is too big, so we now try to find km as
small as possible.
Fix km < Km . Produce algorithmically the list S of all diagrams of nice shape for M
consisting of p points for 2M(2M − 1) + 1 ≤ p ≤ 2M(2M − 1) + M(M + 1)/2. Now for
every sequence m1, . . . , mr , mi ≤ M , and diagram D ∈ S such that
#D −
r∑
i=1
(
mi + 1
2
)
≥ km
(
m + 1
2
)
we check whether D can be reduced by a sequence of mi -reductions.
Having chosen km satisfying the reducibility property we now algorithmically produce the list
of all diagrams G that can be obtained by the above operation. This can be done in several ways
— either by studying the possible shape of such diagrams, or by following the above operation.
Observe that even if such a list contains unnecessary diagrams we can still use Theorem 31.
Example 32. Let M = 8. We know that diagram D0 satisfying #D0 > 240 is of nice shape for
8, and hence can be reduced. We can algorithmically prove that such a D0 can be reduced by a
sequence of mi -reductions, mi ≤ 8, as long as Di := redmi (Di−1) consists of at least 94 points.
So (1×94) is bounding up to multiplicity 8, but assuming that we will consider only systems
where multiplicity 8 is present it follows that (1×58) is enough.
Take m = 4. Now we want to find a k4 such that (4×k4) is bounding up to multiplicity 8.
Observe that k4 ≥ 6 gives the reducibility property for systems with at least one multiplicity
8 present. Now we have to do some tests. Take k4 = 8. Produce all diagrams consisting of 80
points that can be written as G = (a0, a1, . . . , a8), a0 ≥ a1 ≥ a2 ≥ · · · ≥ a8. It is easy to see that
the diagrams obtained by reducing bigger ones are of this form. The algorithm produced the list
S of 1938 such diagrams. Now for every G ∈ S we can check (by another algorithm, for example
by computing ranks) that the system LG(4×8) is non-special. Trying to take k4 = 7 leads to the
list of 1283 diagrams, but on that list we can find the diagram G = (7, 7, 5, 5, 5, 5, 5, 5, 5) and
LG(4×7) is special.
The table presents the values of km for every m ≤ M ≤ 11 obtained by the above methods:
m 1 2 3 4 5 6 7 8 9 10 11
M
1 1
2 1 6
3 5 6 6
4 11 7 6 7
5 19 7 7 7 6
6 30 10 7 8 6 9
7 43 15 8 8 7 9 8
8 58 20 10 8 7 9 8 8
9 75 25 13 8 7 9 8 8 8
10 92 31 16 10 7 9 8 8 8 8
11 112 38 19 13 8 9 8 8 8 8 8
So in order to find all the special sequences of multiplicities (8, m1, . . . , mr ), mi ≤ 8,
i = 1, . . . , r , it is enough to check 327 398 400 cases. This number is much too big. Using
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similar methods we can find, for any pair (m1, m2), 2 ≤ m1 < m2 ≤ M , another pair
(k1, k2) such that (m×k11 , m
×k2
2 ) is bounding up to multiplicity M . This also was done for
M = 8, 9, 10, 11.
The table presents the values of (k1, k2) for M = 8.
m2 3 4 5 6 7
m1
4 (4, 4)
5 (3, 4) (3, 4)
6 (4, 4) (3, 4) (3, 4)
7 (4, 4) (4, 4) (3, 4) (3, 4)
8 (4, 6) (4, 5) (4, 4) (4, 5) (4, 4)
Computations show that now we have to check 26 076 800 cases.
The reduction method can also be used to simplify looking for the bounding systems.
The crucial point, which consumes a lot of time, is checking for every diagram G from a
given list S whether the system LG (m1, . . . , mr ) is special. We can lower the amount of
computations by the following procedure: Compute T = redm1(S) := {redm1(G) | G ∈ S}.
Computations show that T is often significantly smaller than S. Now compute T ′ = {G′ ∈
T | LG ′(m2, . . . , mr ) is non-special}. Finally one must check only diagrams from the list
S′ = {G ∈ S | redm1(G) /∈ T ′}. The other advantage is that systems from T are smaller
and computations of ranks are faster.
Example 33. Consider the list S of 1938 diagrams for the system (4×8). Then T = red4(S) and
#T = 196. We compute T ′ for the system (4×7) and obtain #T ′ = 196, so now we can stop as
S′ = ∅.
The authors wrote and ran suitable programs to find all the special systems up to multiplicity
11. We present here only the numbers of special systems (of respective multiplicities). The list
of such systems can be found at Dumnicki (2006).
multiplicity number of special systems
1
2
3
4
5
6
7
8
9
10
11
0
2
14
91
405
1 798
6 751
25 262
86 147
291 868
929 519
As a corollary we have
Theorem 34. The Harbourne–Hirschowitz conjecture holds for systems with multiplicities
bounded by 11.
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7. Bounding the regularity
Definition 35. The regularity of a sequence of multiplicities (m1, . . . , mr ) is defined to be
rg(m1, . . . , mr ) := min
{
d ∈ N | Ld (m1, . . . , mr ) is non-empty and non-special
}
.
It is well known that regularity is a well-defined natural number. We present here a new
algorithm for finding an upper bound on regularity of a system of multiplicities.
Algorithm REGULARITYBOUND
Input: a sequence of multiplicities (m1, . . . , mr ).
Output: a number g ∈ N such that rg(m1, . . . , mr ) ≤ g.
g ←− −1
repeat
g ←− g + 1
d ←− DIMENSIONBOUND (g, (m1, . . . , mr ))
until d = edimLg(m1, . . . , mr ) > −1
return g
Theorem 36. Algorithm REGULARITYBOUND stops after a finite number of steps and returns
the upper bound for the regularity of a given system.
Proof. The correctness is obvious. The algorithm must stop because of the well-known fact that
for given m1, . . . , mr and d large enough the system Ld (m1, . . . , mr ) is non-special. 
In the paper Monserrat (2006) a new algorithm for bounding the regularity is given. We
present the comparison of these two algorithms. We use six sequences of multiplicities.
L1 = (500×2, 400, 300, 200×2, 150×3, 100×3, 80×3, 10),
L2 = (350, 300, 250, 200×2, 100×3, 75×2, 70, 60, 50×2, 30×2),
L3 = {500×1000},
L4 = {1200×1000},
L5 = {4000, 1000×19},
L6 = {6000, 1500×19}.
The first two sequences are due to Monserrat and have appeared in an old version of Monserrat
(2006). After personal communication there has been an improvement on both sides and the
authors focused on quasi-homogeneous sequences (we use L3–L6 as examples, following the
author of Monserrat (2006)).
For each sequence we give its conjectural regularity (assuming the Harbourne–Hirschowitz
conjecture) and the bounds for regularity computed by the Mathematica code provided
by Monserrat and two variations of the reduction method. The first one (“basic”) is a
straightforward implementation of REGULARITYBOUND. The second one (“smart”) applies to
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quasi-homogeneous systems only and chooses the optimal order of multiplicity reductions. Both
programs can be downloaded from Dumnicki (2006).
L1 L2 L3 L4 L5 L6
conjecture 999 650 15 826 37 962 5917 8875
Monserrat (2006) 999 676 16 014 38 417 6009 9013
basic 999 650 15 836 37 985 6015 9022
smart − − 15 834 37 980 5987 8980
Observe that the reduction method gives results very close to the conjectured value. It seems
that the “smart” algorithm is currently the best one that works for all the quasi-homogeneous
systems. The “basic” algorithm works very well with systems containing many different
multiplicities.
8. Reduction and Cremona transformation
It is worth mentioning that the Cremona transformation can make reduction much easier.
Definition 37. Let L = Ld(m1, . . . , mr ). If L satisfies
(1) c := m1 + m2 + m3 − d > 0,
(2) mi ≥ c, for i = 1, 2, 3,
then the system Ld−c(m1 − c, m2 − c, m3 − c, m4, . . . , mr ) is called a Cremona transformation
of L.
Theorem 38. For any system L = Ld (m1, . . . , mr ) which admits a Cremona transformation we
have: L is special if and only if its Cremona transformation is a special system.
Proof. One can show that if we apply the usual Cremona transformation of P2 based on points
with multiplicities m1, m2, m3 then we obtain a system as above. Of course the dimension cannot
change. 
Remark 39. A Cremona transformation does not change the expected dimension of a system
(this can be checked by direct computation). The reductions, however, become smaller and
easier to perform. Many examples have shown that a combination of Cremona transformation
and reduction methods is more effective than using only reductions.
Example 40. Let L = L63(24×7). If we apply the reduction method to L we obtain that
dim L ≤ 18. Applying Cremona transformation to L we get the system from Example 25, which
gives dim L = 0.
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