The characteristic sets and degrees of finite automata are notions used by Biermann for his finite automaton learner. Some fundamental properties and relations of these notions are considered. A necessary and sufficient condition under which his learner converges to an expected automaton is given.
INTRODUCTION
Biermann m has introduced an effective and interesting learning method of finite automata from given finite sample sequences. The key point of his method lies in, in each stage of learning process, appropriately selecting a number k, which we shall call the degree of a finite automaton, and taking the current sample sequence as a characteristic set of a finite automaton to be learned. The pair having degree k and a characteristic set, as he has shown, always determines a reduced finite automaton and vice versa.
In this paper we investigate some properties of such characteristic sets and degrees of finite automata, intending to give an automaton and languagetheoretic foundation to his method. In Section 2 we present some definitions and concepts from Biermann m that are necessary for our discussion, in Sections 3 and 4 we give a hierarchy of regular sets by means of characteristic sets and degrees, and study some properties of each class in the hierarchy. In the final two sections, we use results from the preceding sections to evaluate the degrees in the learning processes and give a necessary and sufficient condition under which Biermann's algorithm converges to an expected automaton.
PRELIMINARIES
We start by recalling some definitions and notions from Biermann. m For a finite automaton A = (Z, S, 3, So, F) with an alphabet Z, states S, a transition function 3, an initial state So, and final states F, two states s and r are called k-distinguishable if there exists a word x eZ* with I xI~ k such that either 3(s, x) e F or 3(r, x) ~ F but not both, where I x I denotes the length of x. The characteristic set C(A) of a finite automaton A is determined by using the degree d(A)and a tree T(A) that correspond to the state diagram of A, The algorithm is as follows.
Algorithm for Constructing T(A)
1. Label so to the root node. Then go to 2.
2. If all of the nodes have been already checked, then go to 3. Otherwise take the oldest and unchecked leaf with label s. If no node with label s is yet expanded, then append new nodes with labels 3(s, az), 8(s, a~),..., 3(s, a,) to the node with label s successively from left to right, and then combine each pair of nodes with label s and 3(s, a~) by an edge with label a~, where {az, a2, "", a,} = Z. Otherwise check the leaf node with label s and go to 2.
Stop.
Example I (Biermannll)). From a finite automaton A a tree T(A) is constructed as shown in Fig. 1 , where the double circles denote final states and the circles pointed to by an unlabeled arrow denote initial states. 
Definition of C(A)
Let
/T(A)/ = {a, b, aa, ab, aba, abb} C(A) = {ab, bb, aba, abaa}
Conversely, we can synthesize a finite automaton from a set C _CZ* and an integer k:
Synthesis of a Finite Automaton
In the algorithm, replace so, s, and 8(s, a0 by G(A, C, k), G(w, C, k), and G(wai , C, k), respectively.
By this algorithm derived in this section, a tree T(C, k) is obtained. Now using the tree T(C, k), we can synthesize a finite automaton A(C, k)= (Z, S, 5, So, F) as follows:
for any a in Z where G(w, C, k) = s and wa ~/T(C, k)/. Note that we can always select the word w so that the node G(w, C, k) in the tree T(C, k) is not a leaf.
Note also that, by the above synthesis method, a finite automaton A(C, k) is uniquely determined whether or not Cis finite. From now on we use d(A) ). However, as we see later, the existence of the pair is not unique.
A HIERARCHY OF REGULAR SETS
Now let us see an influence of the pair of C and k on the synthesis of finite automata.
In case wx ~ IT(c, k)/, we can easily find sequences wl --w, w~, ..., wt and xi, "", xl such that
Similarly, we can see the converse inclusion 9
By this lemma, the two trees T(C, k) and T(L(C, k), k) are exactly the same, which yields immediately: G(w, C, k) = G(w', C, k) <~ G(w, C, k + 1) = G(w', C, k -k 1) Proof. The implication from right to left is trivial from the definition. Suppose that
G(w, C, k) = G(w', C, k)
and there exists a word x e X* such that either x E G(w, C, k + 1) or x ~ G(w', C, k § 1), but not both. We may take only the case of wx ~ C and
where 3 is the transition function of A(C, k). Hence, w'w ~ C, which contradicts our assumption. Proof. By the above theorems,
Hence s _C s for each k. Now let C = {a k+z} for some a ~ 27. Then, obviously,
Suppose that L(C, k 4-1) = (C', k) for some C' _C Z*. Let w be one of the shortest words in C'. Note that the nonemptiness of C' is guaranteed by that of L(C, k4-1). If Iwt ~<k4-1, thenw~L(C',k), hence Iwl>~k4-2.
By this contradiction, it follows that I w I >~ k 4-2. In this case, we have
L(C', k)=r
since G(_/I, C', k)---=r and G(a, C', k)=r for each a e Z. This is also a contradiction. Therefore, we have L(C, k 4-1) ~ L(C', k) for any C' _C Z*, which proves the nonequality.
SOME PROPERTIES OF ~e k
On the classes ~a of regular sets given in the last section, the following properties hold: Proposition 1. For any nonnegative integer k, there exists an integer n~ such that #~k ~ nk.
Proof. Put Z (k) ={x;xeZ*&lxl ~<k} Then G(w, C, k) 2 Z (k) for any w ~ /T(C, k)/. Hence, the number of states of the automaton A(C, k) is at most #2 z~).
Example 3. ~o = {d?, A, a*, aa*, (a2) *, a(a~) *} when Z = {a}. Generally, we can prove that #c~~ 0 = 2 e~+l --2 ~+z 4-2 for Z with n symbols. 
Proposition 2. If L
C ~'(~), then L e ~cP k . Proof. If L _C Z<k), then L -= L(L, k) by G(A, L, k) = L.
Proof'. (1) It is obvious that

G(w, C, k) = Z (k) --G(w, C, k)
for any C _C Z* and k, where C is the complement of C with respect to Z*. Hence,
G(w, C, k) = G(w', C, k) .r G(w, C, k) : G(w', C, k)
which implies that the structures of the trees T(C, k) and T(C, k) are identical.
Noticing that
A ~ G(w, C, k) .r A ~ G(w, C, k)
we have
(2) First note that if ~q-q~ is closed under a binary operation T, then, for any C1, C2 _C-C-27", there exists C C 27* such that
L(C~, k) "~L(C~, k) = L(C, k)
and, therefore, by Theorem 1,
In the case of union, C1 = {A} and C~ = {a k+l} do not satisfy (1) . In the case of intersection, C1 = {a k+l, a k+~} and Ca = {A, a k+2} do not satisfy (1). In the case of concatenation, C~ = Ca = {a ~+~} do not satisfy (1).
(3) It is easily seen in Example 3 that s162 is closed under the ,-operation for #2J = 1. Now note that if ~k is closed under the ,-operation, then, for
If #Z'/> 2, then ~0 is not dosed under the ,-operation, because C = {a, ab} does not satisfy (2) for k = 0. Furthermore, since C = {a k} does not satisfy (2) for k >~ 1, we have the proposition.
AN EVALUATION OF DEGREES IN LEARNING PROCESSES
Biermann has used, in his learning algorithm of finite automata, two kinds of sample sets: a positive set of words to be accepted, and a negative one to be rejected. In each stage of the learning process, taking the current positive set C as a characteristic set of aft automaton to be learned and setting initially k = 0, his learner constructs a finite automaton A(C, k) and then checks whether or not
where 22 is the negative sample set at the stage. If (3) is satisfied, then the work of the learner at the stage is completed; otherwise the learner sets k: = k + 1 and repeats the above constructing and checking processes.
In learning processes of automata, if we can evaluate the value of k satisfying L(C, k) D_ C, we can speed up the learning algorithm. So we con-sider, in this section, the evaluation of k that satisfies
where C is a finite nonempty subset of S*.
Theorem 4. For any finite nonempty subset C of Z*, Proof. It suffices to show that L(C, k)= L(C', k) for any C' that satisfies the condition
G(A, C, g(C)) --~
C" C C' C_ C" w {w e S*; l w [ >/ M(C") -k k + 3}
where C" = C (A(C, k) ). 
Let u ~/T(C, k)/n/T(C'
,
