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Abstract
Underlay device-to-device (D2D) multicast communication has potential to improve performance of cellular
networks. However, co-channel interference among cellular users (CUs) and D2D multicast groups (MGs) limits
the gains of such communication. Allowing the CUs to have exclusion zones around them where no receiver of any
MG can exist, is a realistic and pragmatic approach to reduce the co-channel interference of cellular transmission
on D2D multicast reception. We use a stochastic geometry based approach to model this scenario. Specifically,
we model the locations of CUs and D2D MG receivers with homogeneous Poisson Point Process (PPP), and
Poisson Hole Process (PHP), respectively. We formulate the network sum throughput maximization problem in
terms of a joint MG channel and power allocation problem with constraints on cellular and MG users maximum
transmit and acceptable quality of service. We establish that the MG channel allocation problem has computational
complexity that is exponential in both, the number of MGs and the number of available cellular channels. Then, we
decompose this problem into two subproblems: subset selection problem and subset channel assignment problem.
Based on observations and insights obtained from numerical analysis of the optimal solution of the subset selection
problem in wide variety of scenarios, we propose a computationally efficient scheme that achieves almost optimal
performance for the subset selection problem. We further provide a computationally efficient algorithm that achieves
almost optimal performance for the subset channel assignment problem. Finally, combining these two schemes,
we provide a computationally efficient and almost optimal scheme to solve the channel allocation problem, and
various results and insights on the variation of the optimal system performance with respect to different system
parameters.
Index Terms
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I. INTRODUCTION
The unprecedented increase in the number of mobile users and their data demands has compelled the
industry and academia to provide new approaches to further increase the network capacity. Media rich
applications such as IPTV, mobile TV, high definition video streaming, and video conferencing, which
currently account for more than 40% of the internet traffic, are some of the disruptive innovations that can
be supported by multicasting [1]. Compared to communicating with each receiver separately, multicast
transmission has less signaling overhead, enhances spectral efficiency, and reduces transmission power
consumption at the base station. Multicast in cellular networks is classified as: single-rate and multi-rate.
In single-rate multicast, the transmitter transmits to all the receivers at a common rate [2]. For example, in
[3], authors formulate the sum throughput maximization problem in OFDMA-based multicast networks,
and allocate the power and channel by adapting to receiver with the weakest link. While in multi-rate
multicast communication [4], different receivers in a cluster may receive at different rate depending on
their channel qualities. Although more efficient, implementation and analysis of multi-rate multicast is
much more complex than single-rate multicast.
In Long Term Evolution (LTE) networks, also known as single frequency networks, enhanced Multi-
media Broadcast/Multicast Service (eMBMS) offers new opportunities to support value-added multicast
applications such as weather forecasting, ticker-tape feeds, and local advertisements, which require the
same chunk of data distributed to geographically proximate users [5]. Moreover, eMBMS is efficient in
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2quickly pushing the same content to many devices at the same time without interacting with the user. For
example, popular content like podcast, advertisements and software upgrades can be cached and pushed to
all the end-users during off-peak hours [6]. However, in single frequency networks, tight synchronization
among base stations is needed. In addition, it is not an energy efficient solution as the base stations may
need to transmit at the maximum power.
Underlay device-to-device (D2D) communication, which enables mobile devices in close proximity to
bypass the base station (BS) and directly communicate with each other by reusing the spectrum, is being
proposed as a new approach for cellular multicast [7]. Being a short-range transmission technology, it
may offer higher data rates, energy and spectrally efficient transmissions, and improved coverage [8].
D2D multicast appears as a viable solution in such scenarios since a mobile device needs energy only
when transmitting to other mobile devices in its group. Furthermore, in D2D multicast mobile devices
communicate only with geographically proximate devices, thus yielding higher multicast bit-rate per unit
of transmission energy compared to schemes where the BS multicasts to devices spread over large area.
However, extensive deployment of underlay D2D multicast in a network may cause severe co-channel
interference due to spectrum reuse, and rapid battery depletion of the multicasting D2D transmitter nodes
combating the co-channel interference. Therefore, D2D multicast schemes are desired that efficiently
manage the co-channel interference to maximize the network throughput.
Recently, D2D multicast in cellular networks has been considered in [9]–[12]. In [9], the problem of
maximizing the number of accessed D2D groups while minimizing the total device transmission power for
D2D underlay multicast communication is cast as mixed integer nonlinear programming (MINLP) problem
and a joint power and channel allocation scheme is proposed to solve it. However, it only addresses the
scenarios where the number of multicast groups (MGs) are less than the number of cellular users (CUs).
In [10], authors consider social content sharing in cellular networks using D2D multicasting and propose a
bipartite matching based channel allocation scheme to solve it. In [11], the problem of power and channel
allocation for D2D multicast is formulated as a problem to maximize the sum throughput of CUs and
MGs, which is further cast as an MINLP problem. However, the number of MGs per channel and the
number of receivers per MG, are assumed to be fixed without any justification. In [12], the problem of
overall energy minimization is formulated, and a flexible D2D multicast communication framework is
provided to solve it.
In our previous work, we discuss some approaches for the sum rate maximization [13]–[16] and energy-
spectral efficiency tradeoff [17] in D2D multicast in underlay cellular networks.
Previously, stochastic geometry based approaches have been used for various D2D communication
scenarios in underlay cellular networks [18]–[25]. In [18], the locations of users are modeled as Poisson
Point Process (PPP), and it is shown that the maximum spatial frequency reuse can be obtained if only
a small percentage of possible D2D nodes are enabled. Authors in [19] provide expressions for outage
probability at the BS and a typical D2D user in a finite cellular network region, and demonstrate the impact
of path-loss exponent on spectral efficiency. In [20], the authors provide the design, implementation, and
optimization of overlay D2D-multicast, and compute various parameters, such as coverage probability of
all D2D receivers, the optimal number of retransmissions for successfully delivering data packets. The work
in [21] provides a tractable model to analyze the spectral efficiency behavior for underlay and overlay D2D
communication in cellular networks and in [22], an approach to evaluate the rate and bit error probability
of D2D networks over generalized fading channels is provided. In [23], the authors provide operational
conditions in which D2D communications helps in increasing the system performance, and show the
dependence of these conditions on various system parameters, such as user density. In [24], the D2D
node distribution is modeled by a Poisson Dipole Process (PDP), wherein transmitters are distributed as a
homogeneous PPP, with the corresponding receivers being located at a fixed distance from the transmitter.
To reduce the impact of interference on D2D receivers by the CUs, [25] proposes to have an exclusion
zone around the cellular users, thus saving D2D links from excessive CUs interference. It is shown that
the interference can be significantly reduced if the locations of D2D transmitters are modeled as a Poisson
Hole Process (PHP).
3In this work, we propose a stochastic geometry based approach to maximize the sum throughput of
CUs and MGs for D2D multicast enabled underlay cellular networks, where the cellular users and D2D
receivers are distributed according to a PPP and PHP, respectively, without any restriction on the numbers
of CUs, MGs, and receivers in each MG. The main contributions of this work are as follows:
1) We introduce the hybrid network model consisting of both the CU and D2D nodes. Specifically,
we use the homogeneous PPP to model the spatial distribution of CUs and D2D MGs. A circular
exclusion zone is considered around each CU, and only those receivers of the multicast groups
which exist outside the exclusion zones are included.
2) We allow multiple MGs to share a channel with the corresponding cellular user. Further, subject to
the target SIR constraint, any number of receivers can exist in any MG with no restriction on D2D
transmitter-receiver distance.
3) We propose a joint channel and power allocation problem to find the optimal subset of MGs for
each cellular channel and the optimal transmit powers of MGs allotted to a particular channel. We
decompose the problem of allocating channels to MGs into two subproblems: selection of subsets of
MGs to be assigned to the available channels (subset selection problem) and assignment of channels
to these selected subsets (channel assignment problem.) Using this decomposition, it is established
that the channel allocation problem has computational complexity exponential in both, the number
of available cellular channels and the number of multicast groups.
4) For the subset selection problem, first we numerically establish that though subsets of MGs of any
size may share a cellular channel, however, allowing only a small and almost equal sized subsets
for each channels closely approximates the optimal performance. In fact, this performance remains
almost unchanged if we consider only equal sized subsets. Restricting the subset sizes to be almost
equal or equal significantly reduces the combinatorially large search space for the optimal solution
with little degradation in the optimal performance. Finally, restricting the subset sizes to a fixed and
equal number, allows us to construct a computationally efficient and practical scheme for the subset
selection problem without overly compromising the optimal performance.
5) For the channel assignment problem, based on a novel idea to characterize the maximum interference
among the subset of MGs to be assigned to a channel, we propose a computationally efficient almost
optimal scheme to allocate subsets of MGs to available channels.
6) Lastly, combining the two proposed computationally efficient schemes for subset selection and
channel assignment problems, we construct a combined computationally efficient scheme for the
channel allocation problem. We compare the performance of this combined scheme with the optimal
performance with respect to the variation of different system parameters and conclude with some
insights on the optimal design and operation of such cellular multicast system.
Organization: The manuscript is organized as follows. The system model is described in Section II.
The detailed problem formulation is proposed and analyzed in Section III. The design and analysis of a
computationally efficient and almost optimal scheme for the channel allocation to MGs is described in
Section IV. The numerical results are presented in Section V. Finally, Section VI concludes the manuscript
and discusses ways to extend this work.
II. SYSTEM MODEL
We consider a D2D-enabled underlay cellular network that is modeled as a Poisson Hole Process (PHP)
in a region R2 [25]. Let C = {1, 2, . . . , C} denote the number of orthogonal uplink channels that are
shared by D2D multicast groups (MGs) and cellular users (CUs). Sharing of uplink channels is considered
as the downlink channels have more traffic load [26], and also as it is the BS that faces interference in
uplink sharing mode, it may handle interference more effectively than a mobile device in the downlink.
The spatial distribution of CUs and D2D MGs on the kth channel is modeled as homogeneous PPP, Πc,k
with density λkc , and Πg,k with density λ
k
g , respectively. In a homogeneous distribution, the MG receivers
(MGRXs) may become very close to CU transmitters (CUTXs), and may suffer co-channel interference
4from a CU. Therefore, to protect the D2D MG receivers from co-channel interference created by the CUs,
a circularly shaped exclusion zone of radius D is considered around each CU. The region covered by the
exclusion zones can be expressed as
BD =
⋃
xc∈Πc,k
b (xc, D) , b(xc, D) = {x ∈ R2 : ||x− xc|| < D},
where b(xc, D) denotes the circle of radius D centered at the location xc of a cellular user. We assume that
all D2D receivers which lie within the exclusion zone of any CU are not part of any MG1. Conversely,
any receiver that is outside the exclusion zones of all CUs can join any MG, thus any MG may have any
number of receivers. For formation of MGs in eMBMS, initially it is assumed that all MG transmitters
(MGTXs) transmit at the maximum power. Any receiver is connected to only that MGTX for which it
has the maximum SNR, and it should be above certain threshold. We follow the same model for forming
MGs.
Let G denote the set of MGs in the cell and G = |G|. Similarly, let C denote the set of cellular channels
in the cell and C = |C|. Assume that each cellular channel is assigned to one and only one CU. Each
channel is assumed to be Rayleigh faded and to follow a power law path-loss with exponent α. Therefore,
the received power at the j th receiver from the ith serving node is pj = pihi,jd−αi,j , whereas di,j denotes the
Euclidean distance between the ith and the j th nodes. Let ug be a mobile user associated with the gth MG,
and the corresponding set is denoted as Ug, where cardinality of Ug determines the number of receivers
in the gth MG (|Ug| = 1 corresponds to unicast communication.)
The transmit powers of a CU and a MG on the kth channel are denoted by pc,k and pg,k, respectively, and
the corresponding maximum values are Pc and PG, respectively. As we are considering the scenarios where
a channel is shared by a CU and multiple MGs, the rth(r ∈ Ug) D2D receiver experiences interference
from the co-channel MGTXs and the CU. As the system model is interference limited, so instead of
signal-to-interference and noise ratio (SINR) we consider the signal-to-interference ratio (SIR). The SIR
at the rth receiver in the gth MG sharing the kth channel is denoted as:
γkg,r =
pg,khg,r,kd
−α
g,r
pc,khc,r,kd−αc,r +
∑
g′∈Πg,k
pg′,khg′,r,kd
−α
g′,r
,
Let Ic,r,k = pc,khc,r,kd−αc,r and Ig′,g,k =
∑
g′∈Πg,k pg′,k hg′,r,kd
−α
g′,r. The maximum possible transmission rate
in MGs is determined by the channel conditions of the worst receiver [11]. Therefore, the corresponding
SIR is
γkg = min
r∈Ug
(
pg,khg,r,kd
−α
g,r
Ic,r,k + Ig′,g,k
)
An outage event for the gth MG occurs if the received SIR for any of its receiver is less than the minimum
acceptable SIR, γthg . The corresponding outage probability is given by the following lemma.
Lemma 1: The outage probability of a receiver in a D2D MG distributed as PHP and communicating
on the kth shared channel is
Pr(γkg < γ
th
g ) = 1− LIc,r,k
(
γthg p
−1
g,kd
α
g,r
)× LIg′,g,k (γthg p−1g,kdαg,r)
= 1− L1
(
λkc , pc,k, D, γ
th
g p
−1
g,kd
α
g,r
)× L0 (λkg , pg,k, γthg p−1g,kdαg,r)
where δ = 2/α, and with Y1 = γthg p−1g,kdαg,rpc,kD−α
L0
(
λkg , pg,k, γ
th
g p
−1
g,kd
α
g,r
)
= exp
(
− λkg
pi2
2
p
1
2
g,k
√
γthg p
−1
g,kd
α
g,r
)
,
1This is a pessimistic assumption. The system performance may improve if a D2D receiver can join an MG even if it is within the
exclusion zone of some CU provided that MG does not share the channel with the said CU. However, we work with this assumption because
it simplifies analysis without altering essential characteristics of the optimal solution, and our proposed schemes.
5TABLE I
MAJOR NOTATION
C Set of cellular users, Nc = |C|
pc,k The transmission power of the kth CU
Pmaxc The maximum power that can be transmitted by any CU
pg,k The transmission power of the kth MG transmitter
Pmaxg The maximum power that can be transmitted within any D2D MG
D Exclusion zone radius
γkc The SINR received by eNB on the k
th channel
Rmink,c The minimum data rate required by the k
th CU
G Set of multicast transmitters, G = |G|
Gk Set of MGs communicating on channel k
Πc,k The spatial distribution of CUs on the kth channel with density λkc
Πg,k The spatial distribution of D2D MGs on the kth channel with density λkg
Ug Set of mobile receivers associated with the gth MG
Θc,Θg Outage thresholds for CUs and D2D receivers, respectively
L1
(
λkc , pc,k, D, γ
th
g p
−1
g,kd
α
g,r
)
= exp
(
− λkcpi
{
p
1
2
c,k
√
γthg p
− 1
2
g,k d
α
2
g,r
(
arctan
(√
Y1
)
+
√Y1
1 + Y1
)}
− Y1D
2
1 + Y1
)
Proof: The proof can be obtained by following the argument as in [27, eq. 3.21,3.46].
Similarly, the kth CU’s transmission suffers interference, Igc, from D2D MGs which are operating on the
kth channel. Therefore, the SIR of a CU at the BS is given as
γkc =
pc,khc,bd
−α
c,b∑
g∈Πg,k
pg,khg,b,kd
−α
g,b
An outage event for the kth CU occurs if the received SIR for it at the BS is less than the minimum
acceptable SIR, γthc . The corresponding outage probability is given by the following lemma.
Lemma 2: The outage probability of a CU transmitting on the kth shared channel is
Pr(γkc < γ
th
c ) = 1− LIgc
(
γthc p
−1
c,kd
α
c,b
)
= 1− L0
(
λkg , pg,k, γ
th
c p
−1
c,kd
α
c,b
)
,
where
L0
(
λkg , pg,k, γ
th
c p
−1
c,kd
α
c,b
)
= exp
(
− λkc
pi2
2
p
1
2
g,k
√
γthc p
−1
c,kd
α
c,b
)
Proof: The proof can be obtained by following the same argument as in [27, eq. 3.21,3.46].
The basic notation used in this paper is summarized in Table I.
III. PROBLEM FORMULATION
In order to ensure acceptable SIR to both CUs and D2D MG transmissions, thresholds on outage
probabilities are included as follows:.
Pr (γkc < γ
th
c ) ≤ Θc, and Pr (γkg < γthg ) ≤ Θg, (1)
where Θc and Θg are the parameters that represent the outage thresholds for CUs and D2D receivers,
respectively. The transmit power of the gth MG on the kth channel must be less than its possible maximum
6value, PG. Thus, we have, 0 ≤ pg,k ≤ PG. As the following lemma shows, we can further narrow down
the range of possible values of pg,k.
Lemma 3: The feasible region for pg,k to satisfy outage constraints in (1) is
plowg,k ≤ pg,k ≤ phighg,k ,
where
plowg,k =
2λkcpipc,kγ
th
g d
α
g
− ln(1−Θg)− λkg pi22
√
γthg d
α
2
g + γthg d
α
gD
2−αλkcpi
phighg,k = pc,k
(
2 ln(1−Θc)
λkgpi
2γthc d
α
2
c,b
)2
Proof: Please refer to Appendix A.
With plowg,k and p
high
g,k defined as above, we further define p
inf
g,k = max{0, plowg,k} and psupg,k = min{PG, phighg,k }.
Thus, the problem to maximize the average sum throughput per unit area of a D2D multicast enabled
cellular network while satisfying outage thresholds, can be posed as the following optimization problem:
P1 : max
agk,pg,k,pc,k
∑C
k=1
(
agkR
k
g +R
k
c
)
s.t. C1 : pinfg,k ≤ pg,k ≤ psupg,k
C2 : 0 ≤ pc,k ≤ Pc
C3 : agk ∈ {0, 1}, ∀g ∈ G, k ∈ K
C4 :
∑
k∈K
agk = q, ∀g ∈ G,
where Rkg = λ
k
gBw log2
(
1 + γkg
)
Pr
(
γkg ≥ γthg
)
and Rkc = λ
k
cBw log2
(
1 + γkc
)
Pr(γkc ≥ γthc ). Constrains C1
and C2 provide the feasible power regions for MGs and CUs, respectively. Constraint C3 ensures that
only one channel is allocated to a MG. Constraint C4 limits the number of MGs per channel to q.
Problem P1 is essentially about allocating G or fewer MGs to C channels to maximize the sum
throughput of CUs and MGs, subject to the transmit power constraints of CUs and MGs. We visualize
this problem as consisting of two problems: (1) a combinatorial problem of channel allocation to MGs
(selection and assignment of different subsets of G MGs to different channels), and (2) a non-convex
optimization problem of power allocation to CUs and the subsets of MGs assigned to the corresponding
cellular channels to maximize the sum throughput. This leads to the following equivalent formulation of
Problem P1.
P2 : max
{M1,...,MC}
Mi∈2G
max
pg,k,pc,k
C∑
k=1
(
Rkc +
∑
g∈Mi
Rkg
)
s.t. C1 : pinfg,k ≤ pg,k ≤ psupg,k
C2 : 0 ≤ pc,k ≤ Pc
C3 : ∪Ci=1Mi ⊆ G
C4 : Mi ∩Mj = ∅, ∀ i, j ∈ {1, . . . , G},
where 2G is the power set of G, the set of all MGs.
It should be noted that if G ≤ C, the optimal solution is obtained in terms of bipartite matching where
a channel is assigned to the MG that achieves the highest rate on that channel and vice-versa. Also, if
one or more channels are not assigned to any MG, then the sum-throughput can always be increased by
moving MGs from the channels to which two or more MGs are assigned to these channels. Therefore,
7in the rest of the paper we discuss the case where G > C and there are always C non-empty subsets
of MGs to be assigned to C channels. Thus, the simplest assignment to consider is (1, 1, ..., 1), where at
least one MG is assigned to each channel. Therefore, Problem P2 leads to
P3 : max
q∈{C,...,G}
max
{M1,...,MC}∈ΠCq
Mi∈2G\∅
max
pg,k,pc,k
C∑
k=1
(
Rkc +
∑
g∈Mi
Rkg
)
s.t. C1 : pinfg,k ≤ pg,k ≤ psupg,k
C2 : 0 ≤ pc,k ≤ Pc
C3 : ∪Ci=1Mi ⊆ G, | ∪Ci=1 Mi| = q
C4 : Mi ∩Mj = ∅,∀ i, j ∈ {1, . . . , G},
where ΠCq denotes the set of all permutations of non-empty subsets of q MGs over C channels.
This problem formulation explicitly brings out the selection (where at least C out of G MGs are selected
for assignment to C channels) and assignment (where C! permutations of C subsets of selected MGs are
considered) subproblems of the channel allocation problem, and the power allocation problem inherent in
the joint channel and power allocation problem.
Though the power allocation problem is important and interesting in its own right, however for the sake
of brevity and to keep the discussion focused on the subset selection and channel assignment subproblems,
in the rest of this paper we do not address the power allocation problem. As for a given assignment of
MGs to various cellular channels the power allocation problem, in general, is non-convex, therefore for the
sake of this work it is sufficient to note that such problems can be addressed using various optimization
techniques for such problems [28], [29]. Therefore, in the rest of the paper, we concern ourselves with
exploring the nature of the optimal solutions of selection and assignment subproblems and to construct
almost optimal computationally efficient solutions of these subproblems.
Remark on notation: The number of MGs selected to be assigned to C channels is denoted as [x1, . . . , xC ],
with
∑C
i=1 xi ≤ G. For example, [3, 2, 2] denotes that one channel is shared by three MGs, and other two
channels are shared by two MGs each. It should be noted that it does not mean that the first channel has
three MGs assigned to it, and the second and third channels have two MGs assigned to them, respectively.
Before discussing the motivation and design of computationally efficient schemes to address the subset
selection and channel assignment subproblems, the reader may consider an example in Appendix C-A
that illustrates the computation of different combinations for the channel allocation problem.
Proposition 1: The total number of combination of MG subsets to be considered for channel allocation
problem are:  ∑
g1=1,...,G−(C−1)
gi=1,...,gi−1,i∈{2,...,C}
(
G
g1
)(
G−g1
g2
) · · · (G−∑C−1i=1 gi
gC
)∏G−(C−1)
g=1 #g
C!, (2)
where #g denotes the number of channels with g MGs.
Proof: As per Problem P3, q goes from C to G. One way to consider all possible C non-empty subsets
for each value of q is to let one channel be assigned g1 MGs, where g1 goes form 1 to G− (C− 1) MGs.
Then, let another channel be assigned g2 MGs where g2 goes from 1 to g1, and so on upto the last channel.
However, some channels may be degenerate in that they may have the same number of MGs assigned to
them. To compensate for over-counting the number of subsets in such cases, we need to divide the total
number of combinations for each value of {g1, g2, . . . , gC} by the product of number of channels with a
given number of MGs. This explains the term in the square brackets in the proposition which provides
the solution for the subset selection subproblem.
The C! factor outside the brackets corresponds to C! permutations that need to be considered for each
8combination of MG subsets for the channel assignment subproblem.
The multiplication of these two factors gives the total number of combinations to be considered for the
channel allocation problem.
In Appendix B, we provide a lower bound for number of possible combinations to be considered for
the channel allocation problem in Equation (2) and prove that it is at least exponential in both C and G.
In the next section, we address the construction of a computationally efficient scheme for the channel
allocation problem by first constructing such schemes for MG selection and channel assignment subprob-
lems, and then cascading them together.
IV. COMPUTATIONALLY EFFICIENT AND “ALMOST” OPTIMAL MULTICAST GROUP CHANNEL
ALLOCATION SCHEME
As discussed in the last section, the MG channel allocation problem can be considered as consisting
of two subproblems of MG subset selection and channel assignment to these subsets. Therefore, in this
work we propose to construct a computationally efficient and almost optimal scheme for MG channel
allocation problem by constructing such schemes for the MG subset selection and the channel assignment
subproblems, and cascading those two schemes together. In the next two subsections, we discuss the
design and analysis of such schemes for these two subproblems, respectively.
A. Computationally Efficient and “Almost” Optimal Multicast Group Selection
As established in the last section any non-empty subset of any size of MGs can be assigned to any of C
channels, resulting in exponentially large number of such possible assignments. However, given analytical
intractability of the problem, we undertook an extensive numerical exploration of the nature of the optimal
solution of this subproblem. Though in principle any number of MGs can be assigned to any channel,
however our numerical experiments in Section V have established that almost optimal sum throughput
is achieved when almost equal number of MGs (specifically, the number of MGs assigned to any two
channels do not differ by more than one) are assigned to each channel. In other words, though the optimal
solution of Problem P3 is obtained by selecting C non-empty subsets of MGs over all possible subsets of
all possible sizes, our numerical exploration suggests that almost optimal performance is achieved when
this search for subsets of MGs is carried out only over all subsets such that the sizes of no two subsets
differ from each other by more than one. Such subsets which result in the performance closest to the
optimal performance are called almost equal subsets. Let us call the scheme to compute such subsets
almost Equal.
This observation allows us to substantially cut down the number of subset selections to consider and
develop a more efficient computational scheme to achieve almost optimal sum throughput while solving
the following optimization problem:
P4 : max
q∈{C,...,G}
max
{M1,...,MC}∈ΠCq
Mi∈2G
max
pg,k,pc,k
C∑
k=1
(
Rkc +
∑
g∈Mi
Rkg
)
s.t. C1 : pinfg,k ≤ pg,k ≤ psupg,k
C2 : 0 ≤ pc,k ≤ Pc
C3 : ∪Ci=1Mi ⊆ G
C4 : Mi ∩Mj = ∅,∀ i, j ∈ {1, . . . , G}
C5 : max |Mi| −min |Mj| ≤ 1, i, j ∈ {1, . . . , C}, i 6= j
The example in Appendix C-B demonstrates how the complexity of the subset selection problem is
reduced when we consider almost equal number of MGs in each subset.
As the scenarios where only an equal number of MGs are assigned to each channel are a subset of the
scenarios with almost equal number of MGs for each channel, in Appendix B, we provide a lower bound
9for number of possible combinations to be considered for the channel allocation problem corresponding
to Problem P4 and prove that it is at least exponential in both C and G.
Our numerical simulations in Section V further establish that even allocating equal number of MGs to
each cellular channel allows us to construct more efficient schemes while still tightly approximating the
optimal sum throughput. In other words, instead of searching over all subsets whose sizes do not differ
from each other by more than one, almost optimal performance may still be achieved when this search
for subsets is carried out only over equally sized subsets. Such a scheme solves a modified version of
Problem P4 with constraint C5 therein replaced by the following constraint: C5 : max |Mi| −min |Mj| =
0, i, j ∈ {1, . . . , C}, i 6= j, as given below. Further, as we establish in Appendix B, such a scheme also
provides lower bounds to the computational complexities for the optimal schemes to solve Problems P3
and P4. Let us call the scheme to compute such subsets Equal.
P5 : max
q∈{C,...,G}
max
{M1,...,MC}∈ΠCq
Mi∈2G
max
pg,k,pc,k
C∑
k=1
(
Rkc +
∑
g∈Mi
Rkg
)
s.t. C1 : pinfg,k ≤ pg,k ≤ psupg,k
C2 : 0 ≤ pc,k ≤ Pc
C3 : ∪Ci=1Mi ⊆ G
C4 : Mi ∩Mj = ∅,∀ i, j ∈ {1, . . . , G}
C5 : max |Mi| −min |Mj| = 0, i, j ∈ {1, . . . , C}, i 6= j
The example in Appendix C-C demonstrates how the complexity of the subset selection problem is
reduced further when we consider equal number of MGs in each subset.
In Appendix B, we provide an expression for number of possible combinations to be considered for
the channel allocation problem corresponding to Problem P5 and prove that it is exponential in both C
and G.
A computationally efficient scheme that achieves almost optimal performance can be constructed if
instead of searching over all possible equally sized subsets, equally sized subsets of only one particular
fixed size are used. Let us call this scheme fixed Equal. This scheme is also practically relevant for
cellular networks that support underlay D2D multicast. In such networks, for a given numbers of cellular
channels and MGs requesting channel allocation, the size of almost optimal equally sized subsets can
be precomputed and stored in a table. Then, during the network operation when a certain number of
MGs request channel allocation, the size of almost optimal equally sized subset is read-off this table, the
corresponding number (polynomial in G) of subsets are constructed, and the resulting channel assignment
subproblem, and power allocation problem are solved.
B. Computationally Efficient and “Almost” Optimal Multicast Group Channel Assignment
The solution of the subset selection subproblem provides C non-empty subsets of MGs which need
to be assigned to C channels to find the optimal channel assignment for these MGs. This requires the
consideration of all C! permutations of these subsets over C channels as discussed earlier in Section III.
This makes the assignment problem computationally intractable with respect to the number of channels
C. However in this section, assuming each MGTX in the selected subsets to transmit at the maximum
transmission power, we propose a computationally efficient algorithm to assign channels to these subsets
as follows:
Let us assume that all MGTXs in the selected subsets are transmitting at the corresponding maximum
transmission power2. The algorithm proceeds in three major stages as follows:
2This scheme only assumes that each MGTX in the selected subsets is transmitting at the corresponding maximum power for the sake of
channel assignment, but no power allocation is actually made, which is subsequently made at the power allocation stage.
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1) For each CU, we first check if its received SIR at the BS is above its corresponding decoding
threshold for each MGTX. If there is no MGTX that can meet the decoding threshold, then the
corresponding channel is declared to not available for sharing with MGs.
2) For all selected subsets of MGs, for each MG compute the sum of interference from all other MGTXs
in the subset and each CU at each receiver of the MG. Find the maximum sum interference over
all receivers in the MG and thus declare the worst receiver and the corresponding sum interference.
After having done this for all MGs in the subset, find the maximum sum interference over all MGs
in the subset for each CU.
3) Stage 2 essentially results in a two-dimensional matrix with rows labeled by CUs and columns by the
selected subsets. For each subset, we assign the channel that minimizes the worst sum interference
for that subset. In case a channel minimizes the worst sum interference for more than one subsets,
then it is assigned to the subset for which it leads to the smallest value.
Stage 1 has complexity proportional to C. Stage 2 requires computation of the worst sum interference
for each of C subsets for each of C channels, thus has complexity proportional to C2. Finally, Stage 3
requires sorting the worst sum interference for each of C channels, which has the worst-case complexity
of C2 and as this is to be done for each of C subsets, the overall complexity is proportional C3. Thus,
the complexity of the proposed scheme is proportional to C3.
In Algorithm 1, we provide the detailed pseudo-code of MUSCA algorithm that implements this design
of a computationally efficient and almost optimal scheme for the MG subset channel assignment problem.
By fixing the number of MGs per channel to a predefined and equal number (as in fixed equal scheme
defined in the last subsection), we first construct a polynomial (in G) number of combinations of MG
subsets and then assign channels to them using MUSCA algorithm. This provides a computationally
efficient scheme for the channel allocation problem. We refer to such a scheme as “fixed-MUSCA”
algorithm.
V. NUMERICAL RESULTS
In this section, we first discuss numerical simulation results that motivated the development of almost
optimal yet computationally efficient algorithms to solve the subset selection subproblem. Then, we discuss
the performance of MUSCA algorithm for efficiently solving the assignment subproblem. Finally, we
present results comparing the performance of fixed-MUSCA algorithm for channel allocation with the
optimal results against variation of various system parameters.
General Settings: A D2D enabled cellular network of radius R is considered, in which CUs are uniformly
distributed3. An exclusion zone of radius D is assumed around each CU, and only those D2D receivers
are enabled which lie outside all such exclusion zones. The main simulation parameters are listed in Table
II. It should be noted that though we have mostly considered only the network scenarios with C = 3 and
G = 7, similar behavior is observed for networks with different values of C and G as long as G > C, as
illustrated by some results.
A. “Almost” optimal and computationally efficient solution for the subset selection subproblem
Figure 1 depicts the sum throughput as a function of the exclusion zone radius, D, for different values
of the cell radius, R. The value of D is increased in the range of 20 to 100 meters, with a step size
of 10 meters. The value of R is increased in the range of 250 to 500 meters, with a step size of 50
meters. It can be observed that for each value of R, the sum throughput initially increases with increase
in exclusion zone radius and then it decreases. This can be explained as follows: for smaller values of
D, the D2D MGs receivers face severe interference from CU transmitters, therefore, they have low SIR,
and consequently lower contribution to the sum throughput. For larger values of D, the number of D2D
3Subject to knowing the number of nodes, the PPP is equivalent to the uniform distribution [30]
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Algorithm 1: Multicast group Subset Channel Assignment (MUSCA) Algorithm
Input: K,C,G, pg = PG, pc = PC , q,Ac = ∅,S, where S denotes the number of MGs sets, |S| = K
Output: R
1 begin
2 Stage 1 (Feasibility Test):
3 for k = 1: K do
4 for g = 1: G do
5 Find γkc (k, g)
6 if γkc (k, g),∀g∈G < γthc then
7 Vk = Vk ∪ {k} /only CU transmits on these channels/
8 else
9 Ak = Ak ∪ {k} /number of available channels for sharing/
10 Stage 2 (Maximum Sum Interference):
11 for i = 1 : S do
12 for k = 1 : Ak do
13 for g = 1 : G do
14 for r = 1 : RXs do
15 Ic,g = max{j∈C}max {g∈G}
{r∈GRXs}
(
∑
Ig′,g + Ic,r)
16 Stage 3 (Channel Assignment):
17 for i = 1 : S do
18 LS,c = argminC Ic,g
TABLE II
SIMULATION PARAMETERS
No. of cellular channels (C) 3
No. of multicast groups (G) 7
Path loss exponent ‘α’ 4
Pc, PG 30 dBm
γthg 25 dB
No. of network scenarios for averaging 500
receivers which lies outside the exclusion zone are less, that is, |Ug| is less. This leads to decrease in D2D
MGs’ contribution to the sum throughput.
Also, the figure manifests the effect of cell radius on the sum throughput. This can be explained as
follows: for a given value of D and smaller values of R, the distance between the co-channel D2D MGs
receivers is low, therefore, the interference among D2D MGs receivers is high, which leads to lower
values of sum throughput. While for larger values of R, the receivers are far from their corresponding
MGs transmitters, and to fulfill their SIR requirements, MG transmitters need to transmits at higher
power, which may not be allowed as it may conflict with CUs’ uplink outage constraints. Even in the
cases where such high transmit powers of MG transmitters are allowed, those result in lower uplink SIR
for CUs. Therefore, for every D there exist an optimal value of R, for which the interference between
D2D MGs receivers is low, all receivers have a high value of SIR, and yet CUs’ uplink rates are not
overly compromised, which results in higher contribution to the sum throughput. Figure 1 also depicts
12
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Fig. 1. The sum throughput as a function of exclusion zone radius and cell radius with Rminc = 6 bps/Hz and λg = 2e−5.
for each (R, D) pair, the combination of MGs which contribute the maximum throughput for the highest
number of times in 500 network scenarios, and it is observed that, [3, 2, 2] is the optimal combination
of MGs for maximum value of the sum throughput.
In Figure 2, for each value of Rminc we plot the number of instances (out of 500 network instances)
for which a given MG combination is the optimal solution for Problem P3. Then in Figure 3, we plot
the corresponding total sum throughput for each of these combinations for each value of Rminc . Similarly,
in Figure 4, for each value of MG transmit power we plot the number of instances (out of 500 network
instances) for which a given MG combination is the optimal solution for Problem P3. Then in Figure 5,
we plot the corresponding total sum throughput for each of these combinations for each value of MG
transmit power.
We can make multiple observations about these plots. First, though eleven MG combinations are possible
solutions of Problem P3 in this case (C = 3, G = 7), only four combinations actually appear in all network
scenarios for each value of Rminc and MG transmit power. Second, for all network instances for which some
particular MG combination is optimal, using almost equal combination [3, 2, 2] leads to no significant
loss in the total sum throughput for those instances (the maximum loss is no more than 0.48 dB and 0.42
dB, respectively). The total throughput achieved by [3, 2, 2] in those instances where other combination
is optimal is marked by a solid line in the corresponding bar in Figures 3 and 5. Third, for all network
instances for which some particular MG combination is optimal, using equal combination [2, 2, 2] leads
to no significant overall loss in the total sum throughput, though the loss is greater than it is for almost
equal combination [3, 2, 2] (the maximum loss is no more than 0.60 dB and 0.82 dB, respectively.) The
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total throughput achieved by [2, 2, 2] in those instances where other combination is optimal is marked
by a dashed line in the corresponding bar in Figures 3 and 5.
Discussion: In this problem scenario (C = 3, G = 7), for each network instance we have to consider
eleven MG combinations ([1, 1, 1], [2, 1, 1], [2, 2, 1], [2, 2, 2], [3, 1, 1], [3, 2, 1], [3, 2, 2], [3, 3, 1],
[4, 1, 1], [4, 2, 1], [5, 1, 1]) to search for the optimal solution of the MG selection problem. However,
searching for the optimal combination over almost equal sized combinations reduces the search to only
five combinations ([1, 1, 1], [2, 1, 1], [2, 2, 1], [2, 2, 2], [3, 2, 2]). This search reduces to just two
combinations ([1, 1, 1], [2, 2, 2]) when we restrict ourselves to only equal sized combinations. This
combined with our observations above provides a justification for successive approximation of Problem
P3 by Problems P4 and P5, respectively, because each successive problem provides a close approximation
to the optimal result of the previous one, but with fewer MG combinations to consider and thus lower
corresponding complexity with respect to G.
In Figure 6 the sum throughput is plotted for different number of MGs per channel against exclusion
zone radius, D, and fixed cell radius, R, where the maximum sum throughput is attained for n = 4
MGs per channel. It can be observed that the sum throughput first increases with increase in n, however
after a certain number of MGs per channel, the sum throughput starts decreasing. This can be explained
as follows: when we increase the number of MGs per channel, the contribution of each MG to the
sum throughput increases along with mutual interference. Initially, increase in mutual interference is
compensated by increasing MG transmit powers, however after a certain number of MGs per channel,
the increase in mutual interference cannot be compensated by increasing power due to the constraint on
maximum transmit power and the sum throughput starts to decrease with increasing number of MGs per
channel beyond this.
Discussion : Even when only equal sized MG combinations are allowed, the worst-case complexity of
the selection subproblem remains exponential in G. However, increasing the number of MGs per channel
does not monotonically increase the sum throughput: the sum throughput first increases with increasing
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TABLE III
COMPARISON OF OPTIMAL, ALMOST EQUAL, EQUAL AND FIXED EQUAL SCHEMES
(D,R) (20,250) (20,500)
n=1 n=2 n=3 n = 4 n=5 n=1 n=2 n=3 n = 4 n=5
Optimal 3.24 11.98 16.16 15.81 13.31 5.32 13.87 18.41 18.93 15.67
almost Equal 3.24 7.33 11.6 13.15 11.71 5.32 13.29 17.13 16.97 14.46
Equal 3.24 7.06 8.72 9.98 10.37 5.32 11.70 12.52 13.04 13.31
fixed Equal 3.24 7.06 8.72 9.98 8.57 5.32 11.70 12.52 13.04 10.27
(D,R) (100,250) (100,500)
n=1 n = 2 n=3 n=4 n=5 n=1 n=2 n=3 n = 4 n=5
Optimal 7.21 19.13 24.90 24.53 18.38 7.84 22.08 29.84 31.11 26.25
almost Equal 7.21 18.15 23.17 21.86 14.64 7.84 20.40 26.44 26.18 19.95
Equal 7.21 16.42 15.50 12.31 12.42 7.84 17.20 17.66 18.50 19.17
fixed Equal 7.21 16.42 6.79 6.40 5.92 7.84 17.20 17.66 18.50 18.42
(D,R) (50,350) (60,350)
n=1 n=2 n=3 n = 4 n=5 n=1 n=2 n=3 n = 4 n=5
Optimal 8.76 17.26 22.37 24.08 22.54 9.28 20.98 27.75 29.58 26.69
almost Equal 8.76 15.78 19.98 21.18 19.51 9.28 19.90 26.35 27.87 24.71
Equal 8.76 15.07 18.67 18.84 18.93 9.28 18.48 18.98 19.11 19.15
fixed Equal 8.76 15.07 18.67 18.84 16.32 9.28 18.48 18.98 19.11 17.49
number of MGs for each channel, reaches its peak for some particular number of MGs per channel (this
number only depends on C and G when all other system parameter are fixed), and then it decreases with
increasing number of MGs per channel. This motivates the argument at the end of Section IV for using
only fixed and equal number of MGs per channel for given C and G. When the number of MGs per
channel is fixed, then the total number of combinations to consider is only a polynomial in G, leading to
a computationally efficient solution for the selection subproblem without any significant loss with respect
to the optimal sum throughput.
Table III illustrates a comparison of Optimal, almost Equal, Equal and fixed Equal subset selection
schemes, for different combination of exclusion zone and cell radii for different maximum number of
MGs per channel. In each table, we mark in boldface the value of n for which the performance of fixed
Equal scheme is evaluated. It can be observed that for all schemes (except Equal), the sum throughput
increases with increase in n upto certain number, then it starts decreasing. The same behavior is observed
for Equal as well, but except in one case (D = 100, R = 250), the corresponding peak occurs at n = 6
or 7 and we do not depict it here.
Discussion : For a given choice of system parameters, the optimal equal number of MGs for different
values of C and G can be precomputed and stored in a look-up table. Then for a specific network
scenario (for particular C and G), this number is read-off the table and the corresponding total number
of combinations of MG subsets can be computed and assigned to available cellular channels efficiently.
This offers a practical approach to support multiple multicasts in underlay cellular networks.
B. “Almost” optimal and computationally efficient solution for the assignment problem
In this subsection, we compare the performances of MUSCA algorithm, proposed in subsection IV-B,
and the optimal and exhaustive scheme for the channel assignment problem. For this comparison, for the
selection subproblem we use the optimal and exhaustive scheme.
Figure 7 depicts the sum throughput as a function of cell radius, R, for the optimal scheme and MUSCA
algorithm for the channel assignment problem. It can be first observed that the performance of the proposed
scheme is close to optimal (loss no more than 1.66 dB), though it is computationally efficient. Also, it
can be observed that for both the schemes the sum throughput initially increases with cell radius, then it
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Fig. 7. The sum throughput as a function of cell radius, for the optimal and MUSCA schemes, C = 3, G = 7.
decreases. This can be explained as follows: for a given value of the exclusion zone radius, D, as the cell
radius, R, initially increases, the co-channel interference among MGs decreases as MGs are more spread
out in the cell. However, as R continues to increase, even the receivers of each MG also get more spread
out, thus each MGTX has to transmit at higher power, resulting in more co-channel interference among
MGs as well to the co-channel CU’s uplink.
Figure 8 depicts the sum throughput as a function of exclusion zone radius, D, for the optimal and
computationally efficient scheme for the channel assignment problem. It can be first observed that the
performance of the proposed scheme is again close to optimal (loss no more than 1.8 dB), though it is
computationally efficient. Also, it can be observed that for both the schemes the sum throughput initially
increases with exclusion zone radius, then it decreases. This can be explained as follows: for a given
value of the cell radius, R, as the exclusion zone radius, D, initially increases, the co-channel interference
caused by CUs on MGs’ receivers reduces, thus leading to increase in the sum throughput. However, as
D continues to increase, the co-channel MGs start to get more densely packed, thus increasing mutual
interference among them, resulting in lower throughput.
C. Performance evaluation against various system parameters
In this subsection, we consider the performance of the computationally efficient fixed-MUSCA algorithm
(with n∗ = 4) for the channel allocation problem (a combination of group selection and channel assignment
problems) proposed towards the end of Section IV.
In Figure 9 we compare the performance of fixed-MUSCA algorithm with the performance of the
optimal and exhaustive scheme. It can be observed that the performance of the proposed scheme is close
to the optimal (loss is no more than 1.68 dB), though the computational complexity is exponentially
smaller.
Figure 10 depicts the sum throughput obtained by the optimal scheme and fixed-MUSCA algorithm
as a function of cellular users thresholds, Rminc , for different values of exclusion zone and cell radii. It
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Fig. 10. The sum throughput as a function of cellular users data rate thresholds, for the optimal and fixed-MUSCA schemes.
can be observed that the sum throughput increases with increase in CU thresholds upto a particular level,
then it starts decreasing. This can be explained as follows: when CU threshold is low, the CUs transmit at
lower power to fulfill the SIR requirements, therefore, it creates less interference to the MGs receivers. In
addition, the MGs may transmit at high power while maintaining the CU thresholds, leading to higher SIR
for MGs receivers. However, for high level of cellular users thresholds, the CUs transmit at high power,
and cause more interference to MGs receivers, resulting in lower SIR for MGs receivers. It also shows
the effectiveness of exclusion zone radius: if exclusion zone radius is large, there are no MG receivers in
proximity of CU transmitter, therefore interference is low and the sum throughput is higher. Furthermore,
for a large value of the cell radius, the interference among MGs is low, therefore, the sum throughput
further increases.
Figure 11 depicts the behavior of the sum throughput with the limit on maximum D2D MG transmission
power, for different exclusion zone and cell radii. It can be observed that the sum throughput increases with
increase in transmit power, however, it saturates after some power level. This is because, the maximum
power that can be allocated to a MG is psupg,k = min{PG, phighg,k }, and lower values of PG tightly limit the
maximum transmission power, thus the allocated power to MG transmitter is also low. When PG is high,
the supremum is decided by phighg,k , which depends upon other parameters, such as density of MGs, outage
thresholds, shown in Lemma 3. It can also be observed that, when radius is high, D2D MGs can transmit
at the maximum allowable power, without causing much mutual interference. Also, for large value of
exclusion zone radius, the interference from CU is low, and SIR of MG receivers is high, thus leading to
higher sum throughput.
Figure 12 depicts the sum throughput variation with D2D MGs density, for different cell radii. The
sum throughput increases with increase in MGs density, and then it saturates. This can be explained
as follows: for lower densities, on average the D2D receivers are closer to the respective MGTX and
their SIR thresholds can be met with lower transmit powers without causing excessive interference to
neighboring MGs. This leads to almost linear increase in the sum throughput initially. However, as density
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Fig. 11. The sum throughput as a function of D2D MG transmit power, for the optimal and fixed-MUSCA schemes.
increases, D2D receivers which are far from MGTX and may also have poor channel conditions invariably
start to appear. To meet their SIR constraints MGTXs transmit at higher powers, resulting in higher co-
channel interference to other MGs as well as to the corresponding CU’s uplink. Eventually the system
gets interference saturated and further increase in density does not lead to further increase in the sum
throughput.
In all results in this subsection, it can also be observed that the performance of fixed-MUSCA algorithm
follows the same trend as the performance of the optimal scheme, with little loss compared to the optimal
scheme, but with exponentially lower computational complexity.
VI. CONCLUSIONS AND FUTURE WORK
In this work, we propose a pragmatic solution for interference management in underlay D2D multicast
communications. Having exclusion zones around cellular users where no receiver of any multicast group
can exist, is a realistic approach to effectively reduce the co-channel interference of cellular transmission
on D2D multicast reception. Using a stochastic geometry based approach in this scenario, we formulate an
optimization problem for sum throughput maximization in D2D-enabled cellular networks, where uplink
channels can be reused by multiple multicast groups. We establish that such a problem can be considered
as a joint multicast group channel and power allocation problem. The channel allocation problem, itself,
can be considered as composed of two subproblems of multicast group subset selection and channel
assignment to those subsets. With insights gained from numerical simulations and analysis, we design
practical and computationally efficient schemes for these subproblems and thus, for the original channel
allocation problem. We also establish almost optimal performance of the proposed scheme with respect
to variation of various system parameters.
Much work remains to be done. In this work, to simplify some analysis we pessimistically assume that
any mobile device which is within the exclusion zone of any cellular user cannot join any multicast group.
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However, allowing such a device to join a multicast group as long as the target multicast group does not
share the channel with a cellular user in whose exclusion zone the said device is, may lead to better
performance. Further, we only propose a centralized solution in this work. The design and analysis of a
distributed channel and power allocation schemes in this scenario may lead to more practical solutions.
Also, we consider only the sum throughput maximization problem in this work. This can be generalized
to various utility maximization problems for the service providers and multicast groups. The nature of the
optimal solutions in such scenarios may be of independent interest. In the near future, we plan to take up
some such problems.
APPENDIX A
PROOF OF LEMMA 3
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√
γthg p
−1
g,kd
α
g,r
)
= 1− exp (− λkcpi{Y3Y4 − Y5}+ Y6)
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Therefore, we have from (1)
1− exp (− λkcpi{Y3Y4 − Y5}+ Y6) ≤ Θg
−λkcpi
{Y3Y4 − Y5}+ Y6 ≥ ln(1−Θg)
−λkcpi
{
Y3Y4 − Y5
} (a)
≤ − ln(1−Θg)− Y6
λkcpi
√
pc,k
pg,k
√
4γthg d
α
g,rpc,kD
−α
√
pg,k
(b)
≤ − ln(1−Θg)− λkg
pi2
2
√
γthg d
α
g,r + γ
th
g d
α
gD
2−αλkcpi
pg,k ≥
λkcpi
√
pc,k
√
4γthg d
α
g,rpc,kD
−α
− ln(1−Θg)− λkg pi22
√
γthg d
α
g,r + γ
th
g d
α
gD
2−αλkcpi
,
where (a) follows from the approximation arctan(x) = x, when x is small, and (b) from 1 + Y1 ≈ 1
when α is 4.
Similarly, for an upper bound of feasible region of pg,k, we have from Lemma 2:
Pr(γc < γthc ) = 1− L0
(
λkg , pg,k, γ
th
c p
−1
c,kd
α
c,b
)
= 1− exp
(
− λkg
pi2δ
sin(piδ)
pδg,k
(
γthc p
−1
c,kd
α
c,b
)δ)
,
= 1− exp
(
− λkg
pi2
2
p
1
2
g,k
√
γthc p
−1
c,kd
4
c,b
)
, for α = 4
Again from (1), Pr(γc < γthc ) ≤ Θc, therefore
1− exp
(
− λkg
pi2
2
p
1
2
g,k
√
γthc p
−1
c,kd
4
c,b
)
≤ Θc =⇒ pg,k ≤ pc,k
(
−2 ln(1−Θc)
λkgpi
2
√
γthc d
2
c,b
)2
APPENDIX B
COMPUTATIONAL COMPLEXITY OF CHANNEL ALLOCATION PROBLEM
Consider the number of possible combinations to be considered for the channel allocation problem,
in Equation 2. We can provide a lower bound to this number by considering all scenarios where equal
number of MGs are assigned to each channel. ∑
g1=1,...,G−(C−1)
gi=1,...,gi−1,i∈{2,...,C}
(
G
g1
)(
G−g1
g2
) · · · (G−∑C−1i=1 gi
gC
)∏G−(C−1)
g=1 #g
C!
≥
[(
G
1
)(
G−1
1
) · · · (G−(C−1)
1
)
C
+
(
G
2
)(
G−2
2
) · · · (G−2(C−1)
2
)
C
+ . . .+
(
G
bG/Cc
)(
G−bG/Cc
bG/Cc
) · · · (G−(C−1)bG/CcbG/Cc )
C
]
C!
= G!(C − 1)!
[
1
(1!)C(G− C)! +
1
(2!)C(G− 2C)! + . . .+
1
(bG/Cc!)C(G− CbG/Cc)!
]
= O(G!C!).
The term in the brackets above is smaller than 1. Note that the terms in square brackets above correspond
to the number of combinations for the subset selection subproblem and C! permutations to the channel
assignment subproblem.
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APPENDIX C
EXAMPLES OF COMPUTATION OF COMBINATIONS FOR THE SUBSET SELECTION PROBLEM AND ITS
APPROXIMATIONS
In this appendix, we discuss examples that illustrate computation of different combinations for the
subset selection subproblem and two of its approximations introduced in subsection IV-A.
A. Computation of combinations for the subset selection problem
Consider a network with C = 3 and G = 4. According to Problem P3, we need to consider all possible
three non-empty subsets of three to seven MGs as follows. For q = 3, there is only one possibility of
constructing three non-empty subsets, [1, 1, 1]. The possibilities for all q ∈ {3, . . . , 7} are as follows:
q = 3 : [1, 1, 1], q = 4 : [2, 1, 1], q = 5 :
{
[2, 2, 1]
[3, 1, 1]
, q = 6 :

[2, 2, 2]
[3, 2, 1]
[4, 1, 1]
, q = 7 :
{
[3, 2, 2], [3, 3, 1]
[4, 2, 1], [5, 1, 1]
Therefore, the number of combinations of MG subsets to consider for each value of q are as follows:
q = 3 :
1
3
(
7
1
)(
6
1
)(
5
1
)
= 70
q = 4 :
1
2
(
7
2
)(
5
1
)(
4
1
)
= 210
q = 5 :
1
2
(
7
2
)(
5
2
)(
3
1
)
+
1
2
(
7
3
)(
4
1
)(
3
1
)
= 525
q = 6 :
1
3
(
7
2
)(
5
2
)(
3
2
)
+
(
7
3
)(
4
2
)(
2
1
)
+
1
2
(
7
4
)(
3
1
)(
2
1
)
= 735
q = 7 :
1
2
(
7
3
)(
4
2
)(
2
2
)
+
1
2
(
7
3
)(
4
3
)(
1
1
)
+
(
7
4
)(
3
2
)(
1
1
)
+
1
2
(
7
5
)(
2
1
)(
1
1
)
= 301
These 1841 combinations of subsets of MGs are the solution of the subset selection subproblem.
Further each of these combination of subsets is given as the input to the channel assignment subproblem,
which generates all C! = 3! permutations of each of these subset combinations over three channels. If
the three channels in this problem are labeled {1, 2, 3} and the seven MGs in this example are labeled
{a, b, c, d, e, f, g}, then for q = 3 one of the combinations of MG subsets is {{a}, {b}, {c}}. These three
subsets can be assigned to three channels in six (3!) ways, namely
1 : {a} 1 : {a} 1 : {b} 1 : {b} 1 : {c} 1 : {c}
2 : {b} 2 : {c} 2 : {a} 2 : {c} 2 : {a} 2 : {b}
3 : {c} 3 : {b} 3 : {c} 3 : {a} 3 : {b} 3 : {a}
In the same way, we generate six permutations over three channels for other 69 combinations of MG
subsets for q = 3. Then, all these permutations together form the set Π33 in Problem P3. Further, this way
we generate the sets Π3q for the other values of q. All these sets together form the solution of the channel
assignment subproblem.
B. Computation of combinations for the almost equal subset selection problem
Consider the network in the previous subsection with C = 3 and G = 4. According to Problem P4, we
need to consider all possible almost equal three non-empty subsets of three to seven MGs as follows. For
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q = 3 : [1, 1, 1], q = 4 : [2, 1, 1], q = 5 : [2, 2, 1], q = 6 : [2, 2, 2], q = 7 : [3, 2, 2]
q = 3, there is only one possibility of constructing three non-empty subsets, [1, 1, 1]. The possibilities for
all q ∈ {3, . . . , 7} are as follows:
Therefore, the number of combinations of MG subsets to consider for each value of q are as follows:
q = 3 :
1
3
(
7
1
)(
6
1
)(
5
1
)
= 70
q = 4 :
1
2
(
7
2
)(
5
1
)(
4
1
)
= 210
q = 5 :
1
2
(
7
2
)(
5
2
)(
3
1
)
= 315
q = 6 :
1
3
(
7
2
)(
5
2
)(
3
2
)
= 210
q = 7 :
1
2
(
7
3
)(
4
2
)(
2
2
)
= 70
These 875 combinations of subsets of MGs are the solution of the subset selection subproblem P4,
which are significantly less than 1841 solutions for the subset selection problem in P3.
C. Computation of combinations for the equal subset selection problem
Consider again the network in the previous subsection with C = 3 and G = 4. According to Problem
P5, we need to consider all possible equal three non-empty subsets of three to seven MGs as follows. For
q = 3, there is only one possibility of constructing three non-empty subsets, [1, 1, 1]. The possibilities for
all q ∈ {3, . . . , 7} are as follows:
q = 3 : [1, 1, 1], q = 6 : [2, 2, 2]
Therefore, the number of combinations of MG subsets to consider for each value of q are as follows:
q = 3 :
1
3
(
7
1
)(
6
1
)(
5
1
)
= 70
q = 6 :
1
3
(
7
2
)(
5
2
)(
3
2
)
= 210
These 280 combinations of subsets of MGs are the solution of the subset selection subproblem P5,
which are significantly less than 875 solutions for the subset selection problem in P3.
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