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1. INTRODUCTION 
Let L be the linear differential operator given by 
LY = 44 yn + 0) Y’ + a,(x) y, (l-1) 
defined over an interval I of regular points. We shall suppose throughout that 
the coefficient functions a, , a, , ua are real and real-analytic in I, that is, they 
are restrictions of complex functions analytic in a complex region containing 1, 
and we shall also suppose that 
In this paper we continue the study [6, 81 of the phenomenon that the signs 
of the iterates f(x), (Lf) (x), (L’f) (x),... h ave an influence on the analytic 
character of a real function f E Cm(l). Specifically, we impose on f the “uniform 
positivity” condition (Lkf) (x) > 0, x E 1, K = 0, 1, 2,..., together with the 
“pointwise positivity” condition (Lkf )’ (x,,) >, 0, for a fixed x,, E 1, and deduce 
that f (x) is necessarily analytic in a complex neighborhood of x0 . 
POSITIVITY THEOREM. Let L be dejined by (1.1) and (1.2), let x0 E I, and 
suppose that f E Cm(I) suti$es 
and 
(Lkf) (xl 3 0, XEI, k=O, 1,2 ,...) (1.3) 
(L”f )’ (x0) >, 0, k = 0, 1, 2 ,.... (1.4) 
Then there is a subinterval I, , x,, E I, C I, in which f is real-analytic; that is, f is 
the restriction to IO of a complex function analytic in a complex region containing I, . 
This, our principal result, is a direct generalization of the well-known theorem 
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of S. Bernstein on absolutely monotonic functions [3]. A function f E C*(I) is 
called absolutely monotonic on I if 
f’“‘(x) 2 0, XEI, k=O,1,2 ,..., 
where f(“) denotes ordinary differentiation. Bernstein’s Theorem states that an 
absolutely monotonic function on I is necessarily real-analytic there. If L is the 
operator Ly = y” and f is absolutely monotonic, then (1.3) holds and (1.4) is 
true for each fixed x,, EI. According to the Positivity Theorem, f continues 
analytically into a complex neighborhood of the whole interval 1, and this is 
the conclusion of Bernstein’s Theorem. 
Our theorem is analogous to several other known results on positivity, and we 
mention particularly those of D. V. Widder, R.P. Boas and the first author. 
Widder’s theorem [9] is concerned with completely convex functions, those 
LIZ Cm(l) with (-l)“f(““)(x) > 0, x ~1, k = 0, 1, 2 ,... (ex. sin x, 0 < x < n). 
Widder proved that these functions are continuable into the whole complex 
plane (and even have finite exponential type). Much less is true of the absolutely 
convex functions studied by Boas [2]. This class is defined by f(2”)(x) > 0, 
x E 1, k = 0, 1,2,... ; they are real-analytic on 1, but may have singularities off I 
(ex. tan x, 0 < x < n/2). 
Recently, Shaw [8] extended Widder’s theorem to the setting of linear dif- 
ferential operators. 
THEOREM [8]. Let L be a Sturm-Liouville operator, 
LY = -(PY’)’ + QY, (1.5) 
where P and Q are real-analytic on the closed interval [a, b] and P(x) > 0, 
a < x < 6. Suppose also that the boundary-value problem 
LY = AY, Aa> = y(b) = 0, 
has all positive eigenvalues. Then each f~ Cm(I) satisfying (1.3) on [a, b] is real- 
analytic there. 
Note that the coefficient of y” in (1.5) is a2(x) = -P(x) < 0. The present 
paper, on the other hand, uses in a crucial way hypothesis (1.2). Thus our 
results complement those of [8]. We shall not, however, require self-adjointness 
of L, nor information about eigenvalues. 
For a general discussion of derivatives and positivity, we refer the reader to 
the survey article on this subject by Boas [3]. Finally, the interested reader should 
study the paper of E. Hille [6] on signs of iterates of differential operators. In [6] 
conditions on the number of sign changes of (L”f) (x) in I are used instead of 
(1.3), but only those f E C”(I) which also satisfy a system of boundary conditions 
are admissible to the main theorems. 
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We shall prove the Positivity Theorem under the simplifying assumption 
Q(X) = 1, with generality being restored by a change of independent variable. 
For general aa > 0 and fixed x0 ~1, let 
t(x) = j-y (sg)l,2 ’ XEI. 
The branch of s112 is the one which is positive when z is positive. Then t(x) 
is analytic for complex x in a complex neighborhood of I. The change of variable 
is invertible, so that x = x(t) is real-analytic in some interval I1 containing 0. 
Define A,(t) = q(x(t)), for t ~1~ and i = 0, 1, 2, and let L, be the differential 
operator given by 
LW = Y”(t) + [ (~~~~jy12 - Jq Y’(t) + A,(t) Y(t), 
244 
for t E I1 . This definition of L, is motivated by the fact that functions related by 
F(t) =f(x(t)) also satisfy 
and 
(a2Gw2 W’ (4 = W) (49 x = x(t), t EIl . 
Conditions (1.3) and (1.4) are therefore transformed into 
(WF) (t) b 0 
and 
(4’“F)’ (0) 3 0, tEIl> k = 0, 1, 2 ,.... 
If the Positivity Theorem holds for the case a,(x) = 1, then F continues analytic- 
ally into a complex neighborhood of 0. By means of f(x) = F(t(x)), f then 
continues analytically into a complex neighborhood of x0 . 
Finally, we mention that the case a,(x) E 0 is essentially trivial. A simple 
change of variable reduces the single positivity condition (1.3) to one involving 
ordinary differentiation. 
2. PRELIMINARIES 
We shall use extensively the series expansion 
f(x) = f w.f) (x0) 9)2&4 + WW’ (x0) ?327c+dX)l, (2.1) 
lz=O 
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where x0 E I is fixed, and where the functions vk(x) are defined recursively by 
Lcp, = Lip, = 0, vo(xo) = 41(x0) = 19 vJ’o(xo) = %(X0) = 0, 
Lvn = s-2 P v&o) = QJ’&o) = 0, n 2 2. 
(2.2) 
The P)~ are analytic in a complex region containing I by our assumptions on L. 
Obviously, ~~(3) depends on the number x0 also, but we shall suppress the 
notation pk(x; x0) until a later section. 
Series (2.1) is a generalization of the Taylor series expansion about x0 (obtained 
when Ly = y”); it appears to have been introduced by Fage ([5], in Russian) 
who termed it an L-series. Fage established several basic properties of L-series, 
including the important fact that each functionf(x) analytic at z = x,, admits a 
convergent L-series representation in a neighborhood of x,, . The principal 
feature of the “basis functions” vk is the asymptotic estimate 
Icp&)I <M’y+ k=0,1,2 ,..., (2.3) 
where M > 0 is a constant and z is sufficiently near x0 . The present authors have 
obtained an independent proof of (2.3) using an induction argument based on 
the recursive relation Lv, = (P~-~ , but we shall not present it here. Instead, we 
will establish some elementary properties which lead to a more precise form of 
(2.3). 
Let G(x, t) be the Green’s function for the initial value problem at x,, associated 
with L, 
G(x, t) = %@> dx) - dt) %(x) 
vow P’IW - %W P’OW ’ 
x0 < t < x, XEI. (2.4) 
Again, G depends on x0 also. As a function of x, G(x, t) satisfies 
LG=O; 
moreover, 
and 
G(x, x) = 0, 
;G(x,x) = 1, XEI. 
(2.5) 
(2.6) 
(2.7) 
Define the operator 9 by 
P’d (4 = s’ G(x, 0 dt) & x E I, lp E C(I). 
% 
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Using (2.5), (2.6) and (2.7), one can show that 3 acts as a right inverse for L in 
the sense that 
L+%J = 93 
Another important property of B is 
A proof of this can be based on (2.6). 
The solution to the initial-value problem 
LY = q4 Yko) = a0 Y 
can be realized as 
x E I, cp E C(I). (2.9) 
YYXO) = a1 9 
Y(X) = ~oVo(4 + %Pl(4 + VW (4 (2.10) 
In particular, the latter of Eqs. (2.2) may be written more compactly as 
Pn = gs-2 9 n = 2, 3, 4 ).... (2.11) 
It is now a simple matter to derive the L-series expansion. If fE Cm(l), we 
replacey(x) byf(x) and q(x) by (Lf) (x) in (2.10) to obtain 
f(x) = f(Xo> vow + f’(xo> PlW + wGf> (49 XEI. 
This is an identity which holds for allf E Cm(l). Thus it holds iff is replaced by 
Lf, that is, 
(Lf) (4 = Ff > (x0) To@) + (Lf 1’ (x0) 944 + cwf) w 
Applying the operator 9 to this equation, noting (2.11), and substituting the 
resulting expression for (3Lf) (x) into the first identity yields 
f (4 =f@o) rpoc4 + f ‘(x0> ?+) + (-cf> (x0) 44 + Kf 1’ (x0) v3w + PTf) (4 
This is valid for all x E 1 and all f E Cm(l). Obviously, we can repeat this proce- 
dure any number of times for an infinitely differentiable function f. Hence we 
are led to the identity 
77-l 
f (4 = c wY) (x0) %(4 + wf)’ (x0) %7c+l(41 + v+Lrnf > (4, 
k=O 
(2.12) 
which holds for all f~ Cm(l), x ~1, and m = 1, 2, 3,.... This is the basic tool 
to be used in the proof of the Positivity Theorem. Note that (2.12) reduces to 
Taylor’s formula with integral remainder in the special case Ly = y”. 
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We now require a series of somewhat technical results about the functions 
am. The basic information contained in the following lemmas is that v,Jx) 
closely resembles the Taylor polynomial (x - xJk/K!. 
LEMMA 1. In a su..ciently small right-hand neighborhood (x,, , x0 + r) C I 
of x,, , the v,, are nonnegative for n > 0 and monotonically increasing for n >, 1; 
moreover7 %?k+l (X) < %k(x), k = 0, 1, 2,.... 
Proof. Choose r > 0 sufficiently small that v,,(x) > 0 and vo(t) p/r(x) - 
g+(t) v’,,(x) > 0 for x0 < t < x < x0 + r. Note first that IJJ~(X) > 0, x,, < x < 
x0 + r; otherwise the interlacing property [l] of zeros of independent solutions 
of Ly = 0 would imply the vanishing of &x) at some point of (x0 , x,, + r). 
We will now show that 
G(x, t) > 0, xo<t<x<x,+r. (2.13) 
The denominator of G(x, t) in (2.4) is the Wronskian of v. and pr , so it must 
be of one sign. Since vo(xo) #r(xo) - or plo(xo) = 1, the denominator must 
be positive. Consider, then, the numerator g(x, t) = PO(t) vr(x) - q+(t) vo(x). 
For fixed x, g(x, t) is a solution of Ly = 0 independent of tpo(t). Since g(x, x) = 0 
and vo(x) > 0 for x0 < x < x0 + r, the interlacing property prohibits the 
vanishing of g(x, t) for t in the range x0 < t < x. This completes the proof of 
(2.13). Since p. and vr are nonnegative in the range (x0 , x0 + r), a trivial 
induction argument based on (2.11) and (2.13) .establishes the same for each 
vk , k = 2, 3, 4 ,.... 
For the monotonicity, we will show that v’k(x) 3 0. Using (2.9), 
v’k(X) = 
s 
* a G(x, t) 3)k-&) dt, 
z. ax 
k = 2, 3, 4 ,..., x0 d x < x0 + r. 
But the choice of r implies 
& G(x, t) = To(t) #l(X) - n(t) #o(x) > 0, 
9Jo(t> V’lW - VI(t) 40(t) ’ 
x0 < t - x < x0 + r, (2.14) 
and so the condition v/k(x) > 0 follows from the previous equation and the 
first part of the proof. 
It remains to show vsk+I(x) < vak(x). With a choice of r possibly smaller, we 
can find a neighborhood [x0 , x0 + r) in which q+(t) < cpo(t). Multiplying this by 
G(x, t) and integrating with respect to t over [x0 , x0 + r) yields p)s(x) < vs(x). 
The rest of the proof follows in the same way by induction. This completes the 
proof of the lemma. 
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Let us note here for subsequent use the positivity property 
(‘Pf) (x) > 0 whenever f(x) > 0, x(J < x < xg + r, 71 = 0, 1,2 ).... 
(2.15) 
We also record, as a trivial consequence of monotonicity, the following result 
on L-series. 
COROLLARY 1. Let {a,}: be a nonnegative sequence. If Cr=O QJ~(x~) converges 
for some x1 suficiently near x0 , then Cz==, a,v,(x) converges uniformly in [x,, , x,]. 
LEMMA 2. There exist positive constants C, < 1 and C, > 1, and a right- 
hand neighborhood [x,, , x0 + r), such that 
C12(x - t) < G(x, t) < C,*(x - t), x0 < t < x < x0 + r. (2.16) 
Remark. The number r is not necessarily the same as in Lemma 1. We use 
the same symbol to keep notation simple and to emphasize the existence nature 
of these lemmas. This notational convention will be used throughout the paper. 
Proof of Lemma 2. Choose R > 0 so that the conclusions of Lemma 1 hold 
on [x,, , x,, + R). Fix r < R, let T be the open triangle T = {(x, t): x0 < t < x < 
x,, + r}, and define the constants C, and C, by 
G(x, t) 
C, = inf ___ 
[ 1 1’2 , (z,tEr x - t 
The lemma will be proved if we can show that 0 < C, < 1 < C, < 00. Since 
the function G(x, t)/(x - t) is defined and continuous on the boundary segments 
t = x,, , x0 < x < x0 + r and x = x0 + r, x0 < t < x,, + r, it suffices to 
prove that the limit 
G(z, w) lim ~, 
(z,w)+(r,r) z - w (z, 4 E T, 
x0 < x < x0 + r, 
exists and is positive. The denominator of G(z, w) (see (2.4)) is a Wronskian 
which is always positive. Therefore, we need only be concerned with the func- 
tion 
%(W) v-44 - %c4 944 
z-w 
which we can rewrite as 
yo(w) Vl(4 - 944 
z-w 
Fl(w) F”(4 - cpdw) 
x-w . 
(2.17) 
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Beginning with the first term in (2.17), observe that 
By the Mean Value Theorem for integrals, there exists a point s(.z, w), between 
x and w, such that 
Since v1 is continuously differentiable, it follows that 
A similar result holds for the other term in (2.17). By definition of G(x, t), 
lim Gc? 4 1 -=, (z,w)+(x,x) z - w x0 < x < x0 + Y. 
Therefore, 0 < C, ,( 1, 1 < C, < CO, and the proof is complete. 
Naturally, C, and C, depend on the point x,, . Analogous constants for a point 
x1 # x,, will be denoted by C,(X,) and C,(x,). 
The bounds (2.16) now yield a sharpened form of (2.3). 
COROLLARY 2. There exist constants dl and d, , and a neighborhood 
[x0 , x,, + Y), such that 
4G”(x - xoY < 9)n(X) < WAx - 30)~ 
n! \ n! I 
x0 < x < x0 + r, n = 2, 3, 4 ,.... 
(2.18) 
Proof. Choose Y > 0 so that (2.16) holds, let N = [x0, x0 + r), and define 
these constants: 
gl = inf ~~(4, 
XEN 
g2 = sup cpo(& 
XEN 
Pl(X> h, = inf - , 
SSN x - x0 
%(X) h, = sup ___, 
ZEN x - x0 
dl = min(g, , h,C;‘), d, = max(g, , h,C;r). 
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If we combine (2.16) with the inequality g, < v,,(t) <g, , there follows 
and similarly, 
Integration of these inequalities with respect to t over the range [x0 , x] results in 
g&2 tx - xo)2 < lp2(x) < g,c 2tx - xd2 
2! 2 2! ’ 
and also 
~,C,2 (x - xo13 < 9)3(x) < h,C 2 @ - xo13 
31 ’ ’ 237---’ x0 < x < x0 + 7. 
The rest of the proof follows from reiteration of this procedure, and mathematical 
induction. 
The following result compares L-series and power series expansions directly. 
It is a trivial consequence of (2.18), and we omit the details of the proof. 
COROLLARY 3. Let {an}: be a nonnegative sequence. If Crso a,cp,(x) converges 
for x0 < x < x0 + r and T is su@iently small, then Cz==, a,(x - xo)n/n! con- 
verges for x0 < x < x0 + C,r. Conversely, if cf, a,(x - xo)“/n! converges for 
x0 < x < x0 + r and r is sufficiently small, then Cr==, anyn(x) converges for 
x0 < x0 + C;%. Finally, if the terms alzvn(xo + r) are bounded for n = 0, 1, 2,... 
and r su$iciently small, then cf, a,v,,(x) converges for x0 < x < x0 + C,C;‘r. 
We apply the corollary to obtain yet another parallel to Taylor series. 
LEMMA 3. Let {an}:==, be a nonnegative sequence. If Cz=‘=, anvla(xo + r) 
converges and r is sujiciently small, then each of the series Cz=‘=, an+mvn(x), m = 
1, 2, 3,. . . , converges uniformly on closed subintervals of [x0 , x0 + C,C;‘r). 
Proof. Choose r > 0 so that (2.18), the conclusions of Corollary 3, and the 
hypothesis hold, and let x1 = x0 + r. The left-hand side of (2.18) implies 
convergence of cf, a,[C,(x, - x0)1*/n! By an elementary power series argu- 
ment, one can show that each of the series 
It a,+,(n + m)m “,(,xn 1 zrrn , m = 1 , 2, 3,. . . , 
93-O 
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converges in the range x,, < x < x1 . However, 
u,+, [Cl@ - x0)1” = un+m [W - %l)ln+m . (n + 4! 
n. 1 (n + m)! n![C,(x - x,>p 
< [C,(x - X0)]-” u,+,(n + m)m rc1E T ziin+” . 
Therefore, Cr=s a,+,[C,(x - .~a)]~/ n! converges for all x in the range x0 < x < 
x0 + r. Equivalently, Cz=, u~+~(x - x,$/n! converges in the range x,, < x < 
x,, + Crr. The second part of Corollary 3, with Y replaced by Cly, applies to 
give convergence of C”= a n ,, n+mq)n(~) whenever x,, < x < x,, + C,C;‘r. The 
uniform convergence is a consequence of Corollary 1, so the proof is complete. 
We close this section with a proof that the operator L can be applied termwise 
to L-series, giving rise to uniqueness of coefficients in L-series expansions. 
UNIQUENESS THEOREM. Let {a,}: be a nonnegative sequence, and let f(x) = 
cf, a,v,(x) for all x in a suficiently small neighborhood [x,, , x0 + Y). Then 
m 
Pf) (4 = c %z+2nz~n(~), x0 < x < x0 + CIC;l~, m = 1, 2, 3 ,..., (2.19) 
V&=0 
moreover, 
f'(4 = 5 QnV'n(X), x0 < x < x0 + C,C,‘Y. (2.20) 
92=0 
In each case, convergence is uniform on closed subintervals of [x0 , x0 + C,C;‘r). 
Proof. Choose Y > 0 so that the conclusions to Corollary 3 and Lemma 3 
hold. Then for x0 < x < x0 + Crc;r~, we have 
m-1 
f(x) = 1 %9Jn(X> + f %94X> 
?l=O n=zm 
m-1 
zzz c w44 + f an+ dPn+ m(X) 
?l=O VZ=O 
(2.21) 
The termwise application of 3 is justified by uniform convergence, which is a 
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consequence of Lemma 3. If we apply the operator L” to both sides of (2.21), 
note (2.8), and observe that Lmpj, = 0 for n < 2m - 1, we obtain (2.19). 
To prove (2.20), we first apply (2.9) to vn , 
Defining the function M(x) by 
M(x) = sup ?- G(x, t), 
q&@ ax 
and noting M(x) > 0 by (2.14), we have 
Since v+a(t) is increasing, then 
0 d P’n(X) G Jqx> cpn-‘L(x) (x - x0), x,<x<x,+r, n=2,3,4 ).... 
By Lemma 3, the series Cz=s anv,+a(x) converges uniformly on closed sub- 
intervals of [x0, o x + C,C+). Consequently, Cz=o anv’Jx) converges uni- 
formly in this range. Termwise differentiation of Cz=‘=, any,(x) is therefore 
permissable, and this proves (2.20). 
COROLLARY 4. Let {a,}; be a nonnegative sequence, and let f(x) = 
CzGo a,gJx), for x wficiently near x0. Then 
and 
a 2% = Pf) (x0) 
%n+1 = Gw)'(~o), n = 0, 1, 2 ).... 
3. PROOF OF THE POSITIVITY THEOREM 
To prove the Positivity Theorem, we shall actually establish a much stronger 
result having to do with the representation of functions by L-series. 
EXPANSION THEOREM. Let f E P(l) satisfy (1.3) and (1.4). Then in some 
neighborhood [x0, O x + r), f admits the series representation 
f(x) = 2 wd4p x0 < x < x0 + y. (3.1) 
?Z=O 
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Recall that us,, = (L”f) (x,,) and aan+r = (Lnf)’ (~a), n = 0, 1,2,..., by the 
Uniqueness Theorem. 
Before proving (3.1), consider its application to the Positivity Theorem. By 
Corollary 3, convergence of (3.1) implies convergence of the Taylor series 
CLJ 42(x - xoyw in [x0 , x,, + CrCi’r). Therefore, the complex series 
xz=, a,(,~ - x,)/n! converges absolutely in the complex disc ) z - x,, 1 < 
C,C;ir. In view of (2.3) the complex series Cz=‘=, anvn(a) converges absolutely 
and uniformly on compact subsets of 1 z - x,, 1 < CrC;‘r; its sum is analytic 
there, of course. If we define 
f(4 = : QPn(~:), 1 z - x0 1 < C,C,lr. 
7kO 
we obtain an analytic extension of f(x) into I z - x0 I < C,C;‘r, and this is 
the conclusion of the Positivity Theorem. Thus it suffices to prove (3.1). 
Finally, we require a result on generalized convexity due to Peixoto [7] (also 
obtained independently, but in somewhat weaker form, by Bonsall [4]). The 
result requires that the interval I in question contain no conjugate points ofL, i.e., 
pairs of sucressive zeros of a solution to the homogeneous equation Ly = 0. From 
the proof of Lemma 1, it is clear that our restrictions on right-hand neigh- 
borhoods have been sufficient to prohibit their containing conjugate points. For 
the remainder of the paper, then, x0 will be a fixed point of I and p > 0 will be 
sufficiently small that all of the results of Section 2 hold in [x0, x0 + p). 
THEOREM (Peixoto). Let L be given by (1.1) and (1.2), let f E Cm(I) sutisfy 
(Lf) (x) 3 0, x0 < x < x0 + p, and let xl E (x0 , x0 + p). Then 
f(x) <f(x,> %(X) + fw -$!$ %(x1) cpl(X), x0 < x < x1 . 
Here, v. and vi have their usual meaning. For the case Ly = y”, Peixoto’s 
theorem reduces to the familiar fact that the graph of a convex function 
(f”(x) > 0) between x0 and X, lies below the line joining (x0 , f (x0)) and (x1 , 
f (4 
We now use Peixoto’s theorem to prove a weak form of the Expansion Theo- 
rem, in which we assume a uniform condition on derivatives, (Lkf)’ (x) 2 0 
for x0 < x < x0 + p and K = 0, 1, 2 ,.... Then we shall extend this to the full 
generality of the Expansion Theorem. 
WEAK EXPANSION THEOREM. Let f E P(I) satisfr (L’“f) (x) > 0 and 
(Lkf)’ (x) 3 0 for x0 < x <x0 + p and k = 0, 1, 2,.... Then there exists a 
neighborhood [x0 , x0 + r) such that 
f (4 = f KLW (x0) m&) + (LY)’ (x0) %k+A41, 
k-0 
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Proof. The number Y is not necessarily the same as in (3.1). Applying (2.12) 
to the interval [x,, , x,, + p), we have 
m-1 
(3.2) 
for m = 1, 2, 3 ,.... By our hypotheses, Lemma 1, and (2.15) all the terms in the 
above sum, and the term (C!FLnlf) ( x ), are nonnegative. Therefore, the sequences 
crz [(L"f) (x0) %k@) + &'?ff) (x0) PZ~+~@)] and (gmLmf) (x), for m = 1, 2, 3,..., 
are increasing and decreasing, respectively, the former being bounded by f(x). 
Thus, we can let m --f co in (3.2) and obtain the representation 
where 
f @> = 2 [cLkf) ('0) %k@) + @'cf) @O) %k+l@)l + R(x), 
k=O 
(3.3) 
R(x) = lii(P%~f) (x), x0 < x < x‘o + p. 
The convergence in each case is uniform on closed subintervals of [x0, x0 + p). 
To complete the proof, it is enough to show that R(x) = 0 in a right-hand 
neighborhood of x0. 
Let xi E (x0 , x0 + p). Since (Lm+lf) (x) = L(Lmf) (x) > 0, for x0 < x < x0 + p 
and m = 1, 2, 3 ,..., we can apply Peixoto’s theorem to Lmf, and this results in 
(L”f) (x) < (Lrnf) (x0) ‘PO(X) + (Lmf) (%) ,yg;) @O) cpo(xl) f&c), (3.4) 
for x0 < x < xi . We now operate repeatedly on both sides of (3.4) with 9. In 
view of (2.13) the direction of inequality is preserved, so we obtain 
x0 < x < x1 < x0 + p, m = 1, 2, 3 ,.... By convergence of the series in (3.3), 
we must have (L*f) (x0) T.&X) -+ 0, m--f co. Moreover, Lemma 1 implies 
Pf> (x0) (o~~+I(x) G (L”f) (~0) ~znz(x), and so (L”f) ($0) em+&) - 0, m - ~0. 
Thus, to prove R(x) = 0, it remains only to show (L”f) (x1) CJJ~~+~(X) -+ 0, and 
by Lemma 1 it is enough to prove (L”f) (x1) psn2(x) -+ 0, m - co. Now (2.18) 
implies 
Wf) (4 9b&9 G 4L”f) (4 G”(x - ~o)2m/(W!, x,,<x~xo+P. 
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Therefore, the problem has been reduced to showing that 
lipy) (x1) c:m(y2-gJ 
2m 
= 0, (3.5) 
in some right-hand neighborhood of x0 . To do this, we investigate the L-series 
expansion of f(x) about x1. 
Let Gr(x, t) be the Green’s function for the initial-value problem at x1 , and 
let %r be the corresponding operator 
where x1 < s < x0 + p. Recall that v,(s; x1), K = 0, 1,2,..., are the basis 
functions (2.2) defined at x1 , instead of x0, and that vk(x; x,,) = Q(X). At x1 , 
identity (2.12) takes the form 
m-1 
f(s) = C WY) (4 P& ~1) + WY)’ (4 vac+l(s; x,)1 + CVW) (4, (3.6) 
k=O 
and this is valid for m = 1, 2, 3 ,..., and x1 < s < x1 + pr for some pr > 0. We 
require that x0 < x1 < x1 + pr < x0 + p. By our hypotheses, (Pf) (x1) > 0 
and (Lkj)’ (x1) 3 0, K = 0, 1, 2 ,.... Repeating the first part of the proof, (3.6) 
resolves f(s) into nonnegative sequences CT!o1 [(Pf) (x1) v&s; x1) + (L’“f)’ (x1) 
y2k+&; 41 and (91m~mj) (4,m = 1, 2, 3,..., which are increasing and decreas- 
ing, respectively. Letting m - CC in (3.6) yields, in particular, 
ppff) (Xl) Fzrz(s; Xl> = 0, Xl < s < Xl + Pl. 
At x1 , the bounds (2.18) hold, but with possibly different constants, that is, 
for x1 < s < x1 + p1 . Therefore, 
lim(l;~) (x1) [‘l(‘l) (’ - ‘l)l”” _ 0 
k-t-x (2k)! - . (3.7) 
Now fix a value rr , x1 < sr < x1 f p1 , so that (3.7) holds when s = sr , and 
write 
(pf) (x1) c% - Xo)2k 
(2k)! 
= (pf) (x1) Kw12k (s1 - X1)2k 
(2k)! r&1’” rs1”“. 
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If we further require that 
c‘& - x0) 
Cl(%) (Sl - Xl) < lp 
then (3.5) holds for these restricted values of X. This completes the proof of the 
Weak Expansion Theorem. 
Proof of the Expansion Theorem. We are assuming that (Lkf) (x) 3 0 and 
(L’f) (x,,) >, 0 for x,, < x < x,, + p and K = 0, 1,2,.... Arguing as before, we 
note that all the terms in the finite expansion (3.2) are nonnegative, and that 
f(x) resolves into the representation (3.3). Define 
so that 
h(x) =f (X) - 2 (Lkf) (%) %k@), 
k=O 
44 = f WY’ (~0) n,lc+1(4 + W), 
k=O 
Our method consists of showing that 
x0 < x -=c x0 + p. (3.8) 
44 = 5 (Lkf)' (Xo) %k+l@), 
k=O 
(3.9) 
and hence that R(x) E 0, in some right-hand neighborhood of x0. This will 
yield (3.1). 
First, let us write 
R(x) =f @) - f [(L’“f) +O) P)Zk@) + @"ff)' @O) '?Zk+l(x)l, 
k=O 
x0 < x < x0 + p. 
(3.10) 
By the Uniqueness Theorem, we can apply the operator L termwise to (3.10) in 
the range x0 < x < x0 + C,C;‘p. This gives 
cLmR) b) = (Lnf) b) - f [(Ln+kf) @O) %k@) + cL"+!f"f)' @O) %k+lb% 
k=O 
n = 0, 1, 2 ).... (3.11) 
On the other hand, we can apply the basic identity (2.12) to the function 
(L”f) (x) and find 
778-l 
lLnf) b) = c [cLn+kf) b"> %k@) + tL"+'"f)' @O) %k+&dl + ('mLm+n!> h>' 
k=O 
(3.12) 
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Again, all the terms in (3.12) are nonnegative, so we let m ---f 00 to obtain 
WY) (4 = f w”+w (x0) PZkc4 + (L”+‘“f)’ (x0) %7c+l(~)1 + u4, 
k=O 
(3.13) 
where R,(x) = lim,,,(B”Lm+“f) (x), x0 < x < x,, + p. Obviously, R,(x) 2 0. 
Comparing (3.11) and (3.13), we also have (LnR) (x) = R,(x). Therefore, 
VR) (4 >, 0, x0 < x < x0 + cgp, n = 0, 1, 2 ,.... 
We claim now that 
VW’ (4 2 0, x0 < x < x0 + c,c,$, n = 0, 1, 2 ,.... 
From the above argument, 
(L”R) (x) = lili(PLm+nf) (x), x0 < x < x0 + cgp. 
We will now show that 
(L”R)’ (x) = l$n(smLm+“f)’ (x) 
and that 
(PL”+“f)’ (x) >, 0, x0 < x < x0 + C,C,$, 0 < m, n < 00. 
This will prove the present claim. Beginning with (2.9), let us write 
(SmLm+nf), (x) = jx; & G(x, t) (~??‘~-lL”+~f) (t) dt. 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
Inequality (3.17) now follows from (2.14) and the hypotheses. To prove (3.16), 
it will be sufficient to show that the sequence 
{pmLm+nf)’ (x>f=o 
is uniformly Cauchy, for each n. Note first that this sequence is decreasing as 
m + co (take derivatives of both sides of (3.12) and use I’m 2 0, 
K = 1, 2, 3 ,... ). Therefore, 
l(smLm+yf)’ (x) - (3 m. L m+n+y)’ (x)1 = (smLm+y)’ (x) - (cfPLm+n+jf) (x), 
j = 0, 1, 2 ,.... 
If we define 
M(x) = sup & G(x, t), 
“CJSW 
x0 < x < x0 + C,C,$, 
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then there follows 
1 (PL”+“f)’ (x) - (L?P%~+n+y)’ (x)1 
=s ’ -fs G(x, t) {(‘P-‘L”+“f) (t) - (9PCP+~+~) (t)} dt ;co ax (3.18) 
< M(X) j-= [(?WIL”+“f) (t) - (P-lLnL+n+jf) (t)] dt. 
%I 
The sequence (F?m-lLm+nf) ( x converges uniformly to R,+,(x) = (L”+lR) (x) ) 
on closed subintervals of [x,, , x0 + C,C;$). It is therefore uniformly Cauchy, 
and (3.18) shows that the same must be true of {(Y”Lm+“f)’ (x)}. Thus (3.16) 
holds, and this completes the proof of (3.15). 
By (2.6), (2.7) and the definition of 3, we have 
(P%“+“f) (x0) = (?PLP+“f)’ (x0) = 0, 
for m 3 1 and n > 0. Therefore, (L”R) (x,,) = (DR)’ (x,,) = 0 for all n. Putting 
these into (3.8), and using the Uniqueness Theorem, yields 
(L”h) 6%) = 0, (J-v’ 6%) = W)’ (%h ?t = 0, 1, 2 ).... (3.19) 
Last, (3.14), (3.15) and the hypotheses imply (LVz) (x) 3 0 and (L%)‘(x) 3 0 
for x,, < x < x0 + C,C;‘p and 12 = 0, 1,2,.... By the Weak Expansion Theo- 
rem, with coefficients of h determined by (3.19), we see that (3.9) holds. This 
completes the proof of the Expansion Theorem. 
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