A derivation D is said to be simple if it does not stabilize a nontrivial ideal.
Finally, a derivation of the form
is said to be a Shamsuddin derivation. In [Sh1977] there is a criterion which allows to decide whether D is simple or not, depending if the equation D(h) = ah+b has no solution h ∈ K[x] or admits such a solution, respectively. It follows trivially that a Shamsuddin derivation with a = 0 is not simple.
In [Ba, Thm.6 ] it is proved that Aut(D) is trivial if D is a simple Shamsuddin derivation.
The main result of this work, proved in the next section, is the following:
Theorem 1. If D is a simple derivation, then Aut(D) is trivial.
In the last section we describe the isotropy group of a Shamsuddin derivation with a = 0 (Proposition 9) and prove, as an application, the following: Let us now make some remarks in order to connect our results with other topics.
First, assume that K = C is the complex number field. Denote by F D the algebraic foliation on C 2 , with isolated singularities, defined by a derivation D. Note that D is simple if and only if F D does not have singularities nor algebraic leaves.
An element ρ ∈ Aut(C[x, y]) is determined by f := ρ(x) and g := ρ(y). The associated map R : We state a conjecture that we shall consider in a forthcoming paper:
Example 3. Consider the derivation
If j = e 2πi/3 is a primitive cubic root of the unity, the linear automorphisms (x, y) → (j 2 x, jy), (x, y) → (jx, j 2 y) belong to Aut(F D ) ⊂ Bir(F D ) but not to Aut(D). On the other hand, the birational change of coordinates u = x/y, v = 1/y maps y −1 D into
By [CDGM2010, Proposition 1.3] the associated foliation F D ′ = F D has no invariant algebraic curves. Since D does not vanish in C 2 and y = 0 is not stable by D we deduce that it is a simple derivation; in particular Aut(D) is trivial.
Finally, the notion of simplicity for a derivation may be extended to an arbitrary Kalgebra in a natural form. Following the pioneering works of Seidenberg and Hart (resp. [Se1967] and [Ha1975] ) one knows that the local ring of an algebraic variety at a point is regular if and only if it admits a simple derivation. In particular, a polynomial ring A = K[x 1 , . . . , x n ] over K admits a simple derivation at each localization by a maximal ideal and there are criteria to decide if a derivation in such a localization is simple ( [BLL2003] ). However, there are no simplicity criteria for derivations in A, besides Shamsuddin's criterion and a more restrictive one given by Y. Lequain in [Le2007] , where an algorithm is given to decide whether a certain type of Shamsuddin derivation is simple. Furthermore, even for K = C and n = 2 few simple derivations are known besides the ones given by such a criterion (see for example [No2008] , [Co2008] , [Sa2012] , [Ko2012] and references therein). Related to these facts we have the following natural question:
How far a derivation D ∈ Der K (R) with Aut(D) = {id} is from being simple ? Acknowledgment: The second author thanks Jérémy Blanc for useful conversations.
Isotropy of simple derivations
We start with some general remarks relating D, not necessarily simple, with fixed points of elements in Aut(D). Let us first recall some notions.
Consider a derivation
A straightforward calculation shows that the K-homomorphism ϕ :
We say that such a ϕ is a solution of D passing through m (see [BP2015, Thm. 7c ] for other properties of this notion). 
Since ∂ t ϕρ = ϕDρ = ϕρD we know that ϕρ is a solution of D passing through ρ −1 (m) = m. Hence, ϕρ = ϕ from which it follows ρ(ker(ϕ)) = ker(ϕ).
If
Since ker(ϕ) is a prime ideal strictly contained in m its height is 0 or 1. Hence ker(ϕ) is principal, and the proof follows by taking a = ker(ϕ).
Remark 5. First, note that in part a) of the lemma above the ideal a may be trivial, as it happens, for example, when D is a simple derivation. Second, if ρ = id the part b) of that lemma is not informative. Finally, note that the ideal a is uniquely determined by m since ϕ is. On the other hand, it is well known that an automorphism of finite order is conjugate to a linear one (it is an easy consequence of van der Kulk Theorem: see for example [KS1995, §2] and note that the theorem holds over K), hence it fixes a maximal ideal. Then we apply again Lemma 4 to obtain ρ = id.
Lemma 7. Let D be a simple derivation and let ρ ∈ Aut(D). If ρ stabilizes the ideal generated by
Proof. By Corollary 6 it suffices to prove that ρ has finite order.
Assume, by contradiction, that ρ has infinite order.
Since the Jacobian of (ρ(x), ρ(y)) belongs to K * , we obtain g 1 = β ∈ K * and g j = 0 for j > 1, that is ρ(y) = g(x) + βy for some g ∈ K[x]. Moreover, since ρ does not fix maximal ideals, we get β = 1 and g(0) = 0; in particular g = 0.
Now assume that α is not a root of the unity and write D = a∂ x +b∂ y , with a, b ∈ K[x, y]. Since ρD(x) = Dρ(x) we have a(αx, g(x) + y) = αa(x, y). In other words, if a = n i=0 a i y i for some a i ∈ K[x], a n = 0, we have
Hence a n (αx) = αa n (x). By the assumption on α we get a n (x) = A n x with A n ∈ K * .
If n > 0, we also have a n−1 (αx) + na n (αx)g(x) = αa n−1 (x), that is, we obtain a n−1 (αx) + nαA n xg(x) = αa n−1 (x).
Since Aut(D) is a group, one may replace α with any of its powers, hence the degree of a n−1 is necessarily 1. Since a n−1 (0) = αa n−1 (0) we have a n−1 (x) = A n−1 x, with A n−1 ∈ K * , but this is not compatible with (1) because g = 0. Then n = 0 and a(x, y) = A 0 x with A 0 ∈ K * , which contradicts simplicity. We conclude that α is a root of the unity.
By replacing ρ with one of its powers, we may assume ρ(x) = x and ρ(y) = g(x) + y with g(0) = 0. As before, if n > 0 then (1) yields a contradiction, hence n = 0, that is a(x, y) = a(x). Since D is simple, then a ∈ K * ; indeed, if a = 0 the derivation D stabilizes the ideal generated by x and if deg a ≥ 1 it stabilizes the ideal generated by a(x). Set a = A ∈ K * . Now we use ρD(y) = Dρ(y) to obtain b(x, y + g(x)) = Ag
, b m = 0; note that b = 0 is not possible because D is simple. If m > 1, by arguing as in the case n > 0 above we obtain a contradiction with g = 0. Then either m = 0 and b(x, y) = b(x) or m = 1 and b 1 (x)g(x) = Ag ′ (x). Since A∂ x is a simple derivation on K[x], the former case contradicts Shamsuddin's criterion (see [Sh1977] or [No1994, Thm. 13.2.1]), whereas the latter is clearly not possible by degree reasons.
Thus ρ has finite order, which completes the proof.
Proof of Theorem 1. Suppose Aut(D) = {id} and take ρ ∈ Aut(D)\{id}. By Corollary 6 we know that ρ has infinite order and none of its powers fix maximal ideals.
By a result of Lane (see [La1975] ) we know that ρ stabilizes a nontrivial ideal a. Then a power ρ N of ρ stabilizes the minimal associated primes of a, which cannot be maximal ideals. By replacing ρ with ρ N , we may suppose that ρ stabilizes a prime ideal of height 1. Hence we assume there exists an irreducible polynomial h ∈ K[x, y] and an element µ ∈ K * such that ρ(h) = µh.
Note that a singular point of the curve (h = 0) corresponds to a maximal ideal which is fixed by a power of ρ, hence such a point cannot exist. rn+sm = µx r y s , from which it follows n = 0, m = 1. Recalling that the Jacobian determinant associated to ρ is a nonzero constant, we conclude ρ(x) = αx, ρ(y) = g 0 + βy for suitable α, β ∈ K * . Then we have
which implies g 0 = 0 and ρ fixes the maximal ideal (x, y): contradiction. Hence the proof of Theorem 1 is complete.
Automorphisms of Shamsuddin derivations
. If ρ(x) = f, ρ(y) = g, then ρ ∈ Aut(D) if and only if f and g verify
Writing f = f 0 (x) + . . . + f n (x)y n and g = g 0 (x) + . . . + g m (x)y m we obtain that (2) is equivalent to
note that if we consider the polynomials a, b, f and g as polynomial functions, then we have
In the following example we treat the trivial case where a = b = 0.
From now on we assume that a Shamsuddin derivation verifies ay + b = 0.
Proposition 9. Let D = ∂ x + (ay + b)∂ y be a Shamsuddin derivation with a = 0. We have the following assertions:
Proof. First we note that f = f 0 = x + c and g = g 0 + dy for suitable c ∈ K, d ∈ K * . Indeed, n > 0 contradicts f ′ n + naf n = 0 in the top equality in (3); hence f = x + c for some c ∈ K, and then m ≥ 1 because ρ is an automorphism. Moreover, the Jacobian determinant of ρ is m i=1 ig i y i−1 and belongs to K * , from which the assertion follows.
Furthermore, from the bottom equality in (3) we obtain
here a(x + c) (analogously b(x + c)) denotes the polynomial a, thought as a polynomial function, composed with f = x + c.
and the assertion i) follows easily.
On the other hand, since ρ ℓ ∈ Aut(D) for all ℓ ≥ 1, we deduce that the right hand side in both equalities of (4) Finally, assume a, b ∈ K * and take ρ 1 , ρ 2 ∈ Aut(D). We know that ρ i (x) = x+c i , c i ∈ K, and ρ i (y)
If we consider the semidirect product structure K ⋉ K * with operation given by (
we obtain statement ii), which completes the proof.
Note that the statement iii) of the Proposition above does not say anything about whether Aut(D) is trivial. Indeed, let us see two examples.
Example 10. Take a = x 2 , b = x 5 + x 4 + x 3 + x 2 − 2x + ǫ, for ǫ ∈ K; denote by D ǫ the associated Shamsuddin derivation. As it follows from Proposition 9, part iii), we have ρ(y) = g 0 + dy with deg g 0 ≤ deg b − deg a. A direct computation shows that the relation g Furthermore, in this case we obtain solutions given by g 0 = g e = −ex 3 − ex 2 − ex − 4e and d = 1 − e, for e ∈ K\{1}. If we denote by ρ e ∈ Aut(D −1 ) the automorphism defined by ρ e (y) = g e + (1 − e)y, then we have ρ −1 e = ρ k with k = e/(e − 1). We deduce Aut(D −1 ) = {id} and Aut(D ǫ ) = {id} if ǫ = −1.
Example 11. Consider the Shamsuddin derivation D = ∂ x +(2xy +x 3 )∂ y ; note D stabilizes the ideal generated by 2y + x 2 + 1. A straightforward computation using part iii) of Proposition 9 shows that Aut(D) is the 1-parameter family of non-linear automorphisms
Note that this family is in fact a 1-parameter subgroup of Aut(D). We finish the paper by giving an example of isotropy elements for Shamsuddin derivations with a = 0 and b ∈ K * ; we do not know how to treat the general case.
Example 13. Suppose a = 0 and b ∈ K * . We are looking for elements in Aut(D) with n = 0, where n is as in (2). In this case we obtain, as before, f = f 0 = x + c from which it follows m = 1, g 1 ∈ K * and (4) becomes g ′ 0 + bg 1 = b. An automorphism ρ ∈ Aut(D) with n = 0 is then defined by ρ(x) = x + c and ρ(y) = d + b(1 − β)x + βy for a β ∈ K * . There is then a bijection between K × (K × K * ) and such elements in Aut(D) given by (c, (d, β)) → (ρ(x), ρ(y)).
In fact the subset of elements in Aut(D) with n = 0 is a subgroup isomorphic to a semidirect structure K ⋊ (K ⋉ K * ). Indeed, note that for elements ρ 1 , ρ 2 ∈ Aut(D) with ρ i (x) = x + c i , ρ i (y) = d i + b(1 − β i )x + β i y, i = 1, 2
we have ρ 1 ρ 2 (x) = x + c 1 + c 2 and ρ 1 ρ 2 (y) = d 2 + β 2 d 1 + b(1 − β 1 β 2 )x + β 1 β 2 y; under the bijection (5) the product ρ 1 ρ 2 corresponds to (c 1 + c 2 , (d 2 + β 2 d 1 , β 1 β 2 )). Hence we have an exact sequence of groups 
