Abstract. In 1981, S. Maslov has proposed a new iterative method for solving propositional satis ability problems. The 1981{87 results related to this method were described in the present book. In this chapter, we brie y recall the origins of Maslov's method, and describe further results and ideas related to this method.
1979{81:
The Origins of S. Maslov's Iterative Method 1.1. Freedom of choice is necessary.
Freedom of choice is necessary in social life.
On the top of a high mountain, with hardly enough air to breathe, one fully realizes the importance of breathing. In a totalitarian state, where even elections had exactly one candidate to choose from, we realized the importance of freedom; and one of the main aspects of freedom is the freedom of choice.
Freedom may be seen as a burden: In science and engineering (e.g., when we plan a ight to a distant planet), we: formulate a reasonable optimization problem (e.g., getting there faster, or minimizing the cost), solve it, and then follow the optimal trajectory. In this case, the \freedom" will mean the freedom to deviate from this optimal trajectory. Such a deviation will only make things worse and can even lead to a disaster. In economics, at rst glance, all we have to do is: translate the ideas of universal happiness and prosperity into a reasonable objective functions, solve the corresponding optimization problem, and then follow the optimal economic plan. In this case, the freedom of choice can only mean the freedom to deviate from this optimal plan and thus, to make life worse. Such freedom leads
Typeset by A M S-T E X 1 to chaotic perturbations that have often been used to explain the economic crises (including the Great Depression). This argument may sound good in theory, but the practical experience shows that the communist economic system, based on this idea, has failed, while the capitalist economies, based on the built-in freedom of choice, have been doing incomparably better. So, freedom of choice is needed.
1.1.2. Freedom of choice is compatible with modern physics. Even in physics (from which the idea of determinism originated), modern theories are no longer formulated in terms of di erential equations (equations that uniquely describe the future). Starting from the quarks, physical theories are mainly formulated in terms of symmetry groups and other indirect characteristics that, usually, do not lead to a unique prediction of the future.
According to the modern physics, the evolution of the Universe is not uniquely pre-determined by its current state. In this sense, for us, there is freedom of choice.
1.1.3. Freedom of choice is necessary in computer science.
In social sciences and in modern physics, the necessity of freedom is a natural and reasonably old idea. In contrast, in computer science, the idea of \freedom of choice" is reasonably new.
Traditionally, the main goal of computer science was to automate: to automate the control of a complicated plant, to automate the solution of complicated problems, etc. If our goal is to automate, then, of course, we do not want any human involvement in the resulting process. This process must be algorithmic, with all the steps uniquely pre-determined by the initial program and by the input data. In an algorithm, there is no room for freedom.
If for a given problem, we can nd an algorithm, and not only an algorithm, but a feasible algorithm that takes a reasonable time to run, then the problem is solved. It turns out, however, that for many problems, a general feasible algorithm seems to be impossible. Such problems (called intractable, or NP-hard) were discovered independently by Cook, Carp, and Levin (for the rst publication, see 4]; for a survey of such problems, see 19] ). Each of these \intractable" problems has the following property: if we can solve this problem in reasonable (polynomial) time, then we would be able to design an algorithm that solves a huge class of discrete problems in polynomial time. This class is called NP, and hence, intractable problems are also called NP-hard problems.
The general belief is that a general polynomial time algorithm for solving all the problems from the class NP (a universal problem solver) is impossible. If this general algorithm is really impossible, this means that NP-hard problems cannot be solved in polynomial time.
Historically the rst problem for which intractability (in this sense) has been proven is the propositional satis ability problem:
given a propositional formula, i.e., a Boolean (\and", \or", \not") combination of Boolean (\true-false") variables), to nd the values of these variables (if any) for which the given formula becomes true. For intractable problems, there is no algorithm that will solve all particular cases of such problems in reasonable time. So, our original ambitious objective | to design an automatic (algorithmic) solution | cannot be achieved. This conclusion is very intuitively understandable: It is not for nothing that a person who follows the same (\algorithmic") pattern of behavior is usually called primitive and dumb. Medieval legends about Golem and other folk \robots" and modern science ction robot books are full of the stories in which the algorithmic dumbness of an otherwise super-smart robot is easily overcome by the creativity (\non-algorithmic" behavior) of a human being.
Since our original problem cannot be solved, we can try to solve a slightly less ambitious problem: to design a methodology, a strategy, a kind of an \algorithm" in which in some states, the next step is not uniquely pre-determined, but must be chosen from a (pre-determined) list of possible steps. In this case, with the (creative) experts making the proper choices, we may hope to solve the original problem.
In short, for intractable problems, we must design a \modi ed algorithm" that would allow us some freedom of choice. Maslov called such \modi ed algorithms" calculi ( 49] , 52]).
In these terms, the question becomes: given a problem, to nd a methodology (strategy) for solving this problem. The question is: how? Maslov has shown that the same idea of freedom of choice that underlies the notion of a \methodology" can actually lead to reasonable methodologies for solving important intractable problems.
1.2. Freedom of choice leads to a reasonable methodology of problem solving.
The idea of using freedom of choice to solve problems was developed by Maslov in 49] and 53] (see also his monograph 52]). This idea is easy to explain: Initially, we have a large search space, whose size grows exponentially with the length of the input. For example, for propositional satis ability with n Boolean variables x 1 ; : : : ; x n , this search space includes 2 n possible combinations of \true" and \false" values. Because of the huge size of this space, we cannot test all its elements. Instead, we must test only a few \most possible" candidates for a solution. For example, for propositional formulas, we can cut the size of the search space in half if we x a value of one of the Boolean variables x i to a certain value " i (\true" or \false").
Since we are not testing all the elements of the search space, we may miss a solution. So, we must select a subclass with the smallest \probability" of losing a solution. In particular, for propositional satis ability, we must select a variable x i and a value " i for which the probability of losing the solution is the smallest possible. After each choice (x i ; " i ), there may be several solutions.
If we knew exactly the number of solutions N(x i ; " i ) left after each choice, then we could simply take a solution for which N(x i ; " i ) > 0. In reality, however, we do not know these values N(x i ; " i ). At best, we know the estimatesÑ(x i ; " i ) for these numbers.
Usually, we have no information about the errorsÑ(x i ; " i ) ? N(x i ; " i ) of these estimates. Therefore, it is natural to assume that larger values of error are less probable than smaller ones. Hence, the larger the estimateÑ(x i ; " i ), the smaller the probability that for this choice (x i ; " i ), the actual number of solutions will be positive, and therefore, that we will not miss a solution.
As a result, a reasonable method is to look for a choice (x i ; " i ) after which the estimated number of solutionsÑ(x i ; " i ) is the largest possible. In other words, we must make a choice after which the remaining freedom of choice is the largest possible. Maslov called this idea \the strategy of increasing the freedom of choice" ( 52] , 53]).
As a particular case of his methodology, in 1981, Maslov has developed an iterative method for solving propositional satis ability 50] (see also 51] and 52]).
1.3. Maslov's iterative method: a neural-motivated example of the \freedom of choice" methodology.
1.3.1. Maslov's choice of a test problem: propositional satis ability. By de nition, a problem is intractable if every method of solving this problem (in reasonable time) leads to a method of solving all other problems from the class NP (also in reasonable time), So, whichever NP-hard problem we choose, any reasonable heuristic that helps us solve important particular cases of this problem will thus solve particular cases of other intractable problems. Thus, in the long run, it does not make much di erence which intractable problem to choose.
In view of this indi erence, as a rst testbed for his methodology, Maslov simply chose the problem rst proven to be intractable: propositional satis ability.
1.3.2. Neurons: a source of Maslov's heuristic idea.
In order to estimate the number of solutions, we can try to simulate the way we humans solve complicated problems. Since inside the brain, the processing is done by neurons, it is natural to simulate neurons.
A propositional formula of the type a _ b _ c can be reformulated in the form :a&:b ! c.
From the viewpoint of the freedom of choice strategy, this means that if, according to our estimate, there are many solutions for which :a and :b are true, then the estimate for the number of solutions for which c is true must also increase. In neural terms, if we assign a neuron to each literal (i.e., to each variable and to each negation :x i ), this means that activation of :a and :b leads to an activation of c and, correspondingly, to a de-activation of :c.
A natural formalization of this idea leads exactly to the iterative method described in this book. Historical comment. S. Maslov presented this heuristical neural derivation of his iterative method in numerous talks, but he never published it. The details of Maslov's derivation were published in 63].
1.3.3. Experimental testing of Maslov's iterative method.
In 52]
, 53], Maslov tested his methods both on known classes of propositional formulas and on random formulas. The results turned out to be very promising and successful.
The interest caused by this success lead to the research summarized in this book.
1981{87: Justi cations and Modi cations of Maslov's Iterative Method
This book was originally published (in Russian) in 1987. In this section, we will brie y recall the results of this book that later on led to the further research related to Maslov's method.
2.1. Justi cations: numerical optimization and uncertainty reasoning.
2.1.1. Why justi cation. In the original Maslov's papers, only a heuristic justi cation of Maslov's iterative method was given. The empirical success of this method has shown that this heuristic choice is right (or at least almost right), and that therefore, a mathematical justi cation of this method is possible.
Do we need such a justi cation? Yes: First, a mathematical justi cation often enables us to prove at least some results about the method and not just rely on its empirical success. Second, a mathematical justi cation often reveals that the method that we are trying to justify is not exactly \optimal" (in some reasonable sense) but only close to the optimal method, and thus, enables us to improve the original method by nding the truly optimal one. In expert systems, di erent \and" operations with degrees of belief have been proposed. In principle, it is possible to use these operations (instead of the original Maslov's ones) for update; however, empirically, operations that correspond to Maslov's method turn out to be the best. In 28] and 29], this \optimality" is explained by the fact that operations corresponding to Maslov's method are the only ones that have several reasonable symmetries. The fact that two di erent mathematical schemes lead to the same iterative method is, in itself, an additional justi cation that this method is reasonable.
2.2.
Modi cations: chemical computations and discrete optimization. Matiyasevich has also noticed that in principle, there is no need to simulate the chemical reactions on the computer. We can actually use the actual chemical reactions to produce chemical computations (or computations in vitro).
This conclusion is extremely important for computing: Indeed, the faster the computer, the larger problems we can solve in the same amount of time. The speed of the computers is currently mainly limited by the speed of light: the smaller the computer's components, the faster the signal passes through them, and the faster the computations are performed. Designers try to make computer processing units that consist of the smallest possible number of molecules. Ideally, we should reduce the size of the unit to a single molecule. In this case, the interaction between these units is what chemists call a chemical reaction. So, chemical computing is a natural next step in computer design.
Heuristics for other intractable problems: discrete optimization.
The original Maslov's method was proposed for propositional satis ability problem. This problem can be reformulated in the following terms:
we have n sets of alternatives A i = fx i ; :x i g; from each set, we must choose one of the alternatives a i 2 A i so that the resulting set of chosen alternatives (a 1 ; : : : ; a n ) satis es some given condition. This reformulation can be naturally extended to the case when we may have more than two alternatives in each class:
In graph coloring, for each of n edges, we must pick a color so that no two neighbors are of the same color. For this problem, A i is the set of all colors. In job assignment problems, each of n job applicants must be assigned a job in such a way that each position is taken by only one person. In this case, A i is the set of all positions for which i?th applicant is quali ed.
There are many other natural problems of this type. This generalization lead to a reasonably successful method of solving such problem. However, it turned out that the most successful consequence of this generalization is not so much the new iterative method, but rather the new notion of duality that became possible only with this generalization. Namely, let us assume that a propositional formula F in conjunctive normal form is not satis able. Conjunctive normal form means that this formula is of the type D 1 & : : : &D k , where each of the subformulas D j is a disjunction of the type a _: : :_ c, and a; : : : ; c are literals (i.e., variables or their negations). The fact that F is not satis able means that however we choose a Boolean vector (i.e., however, for every i, we choose an element (x i or :x i ) from each of the sets A i = fx i ; :x i g), one of the disjunctions D j will be false, i.e., all its literals a; : : : ; c will be false. We can express this fact in a combinatoric form, if we use the following notation:
by A, we denote the set of all literals; by B, we denote the collection of sets A 1 ; : : : ; A n , and by D, we denote the collection of sets f:a; : : : ; :cg that correspond to di erent disjunctions D j . In terms of this notation, the fact that F is not satis able means the following:
For every set A, if has a non-zero intersection with all sets from B, then must contain a set from D. This notion of duality helps to solve many discrete problems, to cut the exhaustive search, and to develop new non-tree-like search algorithms.
1987{96: Further Research 3.1. Applications to real-life problems.
The main objective of Maslov's method was to solve real-life problems. However, before 1987, this method was only applied to toy problems and to random propositional formulas.
The well-known 1987 result of P. W. Purdom and C. A. Brown 58] has shown that for several reasonable probabilistic distributions on the set of all formulas, a simple backtracking algorithm requires, on average, polynomial time. This result means that on random formulas, all methods work more or less OK. So, to check the actual quality of a method, we must apply it to real-life problems.
In 1987, S. Kamat 25 ] applied Maslov's iterative method to the following testing problem from computer engineering (to be more precise, he applied Maslov's method to a propositional reformulation of this testing problem):
We know the results of testing a memory chip. These results do not describe where individual faults are; they describe which functions (involving several memory elements) lead to wrong results. Based on these testing results, we must locate the faults. For this problem, Maslov's methods worked better than the other methods that Kamat has tried.
A word of warning. Propositional formulas generated by these testing problems are of very special type. Therefore, the success of the original Maslov's method does not necessarily mean that this method will work as well on other classes of formulas. For other classes, other methods (e.g., modi cations of Maslov's method) may turn out to be better. Gradient descent is one of the simplest optimization techniques; so if it converges in a few iterations, its running time is small. However, due to its simplicity, gradient descent it not a perfect method: sometimes it converges too slowly; sometimes, it does not converge at all. In numerical optimization, several other methods have been developed. For such methods, a single iteration is usually more complicated, but the total number of iterations is smaller. So, for complicated optimization problems (for which the gradient method fails), these methods are better.
The original Maslov's method is also often converging too slowly, and often not converging at all. In view of this analogy, for such cases, we can try to use analogues of more complicated numerical optimization techniques.
Such analogues were developed and successfully tested by M. Zakharevich 15] , 67], 68]. In particular, he has described a successful discrete analogue of Karmarkar's ellipsoid method (the famous polynomial-time algorithm for solving linear programming problems).
3.2.2. Applications of the justi cation based on the symmetry approach to uncertainty.
In 29], a symmetry-based axiomatization was developed for operations on degrees of belief, and operations were chosen on the basis of this axiomatization. This symmetry-based approach to the describing and processing uncertainty has since been applied to expert 3.3. Further research related to the modi cations of Maslov's method presented in the book (chemical computing and discrete optimization). Meanwhile, the very idea of chemical computing was independently rediscovered again ( 23] , 24]).
Finally, in 1994, the real boom started when L. Adleman actually performed chemical computations \in vitro" 1]: namely, he used the actual chemical reactions between the DNA fragments to solve a particular case of the traveling salesman problem (another problem known to be intractable). After the Adleman's sensational experiment, chemical computing has become a part of the computer science theory mainstream. Dozens of papers are published every year. At present, this area is developing so rapidly that any attempt to summarize its state will be outdated by the time the book is out. Computer experiments have shown that this algorithm works well on random knapsack problems.
Arti cial Intelligence (AI).
Traditionally, the problems of applied mathematics consist of nding a solution that satis es one or several precisely de ned conditions. If it is impossible to satisfy all these conditions, then the only answer we want is that this problem is not solvable.
In many AI problems, however, these conditions are often formulated nonprecisely: for example, a person who plans to y from the US to Paris may want to y by Air France, to take a window seat, and to leave and to arrive at convenient times. However, if it is impossible to satisfy all these conditions, the traveler would like to satisfy at least some of them.
If we do not take this exibility into consideration, then we can reformulate the original problem as a propositional satis ability problem, and apply Maslov's method. However, due to this exibility, it is not necessary to make all parts of the resulting formula true. what we want is the language of mathematical logic. So, the natural idea is to formulate our requirements in logical terms, and let the computer nd a solution. In this case, the logical statement serves as a program for the computer; hence, this approach is called logic programming.
One of the problems with this approach is that, as Church has shown, mathematical logic is undecidable. So, no algorithm can serve as an absolutely correct \compiler" for this language: no algorithm can take an arbitrary logical statement and decide whether this statement is true or not. As a result, we have to use \ap-proximate" compilers that sometimes return results di erent from what we would expect from mathematical logic.
This approximate character of the actual logic programming was initially viewed as a drawback, until researchers realized that in many cases when there is a di erence between the results of a logic program and the result of mathematical logic, the logic program is closer to common sense reasoning. Thus, logic programming is a nice method of formalizing commonsense reasoning. Hence, the non-traditional \logic" behind logic programming is of great importance.
In particular, for this new logic, we can formulate the analogues of the propositional satis ability problem. The resulting method of computing stable models was successfully tested both on random logic programs and on the benchmark logic programs coming from practical problems (such as technical diagnostics).
Similarly to the original Maslov's method, this modi cation can be naturally reformulated in terms of chemical computing.
Interval computations.
Not only discrete problems are intractable (NP-hard); many continuous problems (in which we process real numbers) are intractable as well. Moreover, in continuous problems, there is an additional complexity:
If input data consist of elements of discrete sets, then we can usually safely assume that we know the data precisely.
In continuous problems, when we apply an algorithm f(x 1 ; : : : ; x n ) to real numbers x 1 ; : : : ; x n , the situation is more complicated. Real numbers x i usually come from measurements, and measurements are never 100% precise; hence, the resultx i of measuring a physical quantity may di er from the actual value x i of this quantity.
In some cases, we know the probabilities of di erent possible values of measurement error x i =x i ? x i , but in many real-life situations, all we know about this error is that it is bounded by some bound i (this bound is usually provided by the manufacturer of the measuring instrument). Hence, when the measurement result isx i , the only thing we know about the actual value x i is that it belongs to the interval x i ? i ;x i + i ].
Traditionally, the data processing algorithm is applied to the measurement resultsx 1 ; : : : ;x n . Ideally, we would like to know not only the result y = f(x 1 ; : : : ;x n ) of applying this algorithm, but also how accurate is this result. In other words, we would like to know the set of all possible values of y = f(x 1 ; : : : ; x n ): ff(x 1 ; : : : ; x n ) j x 1 2 x 1 ? 1 ;x 1 + 1 ]; : : : ; x n 2 x n ? n ;x n + n ]g:
For algorithms f that compute continuous functions, this set is an interval, so, all we need to know is its endpoints. Computation of this interval's endpoints is a particular case of the so-called interval computations.
It is known (see 65] for references) that even for polynomial algorithms f, the problem of computing the endpoints is NP-hard (it is actually NP-hard even for quadratic f).
This problem is of great practical importance, so no wonder that many heuristic algorithms have been developed for this problem. Since this interval computations problem is NP-hard, we can reformulate other intractable problems in these terms, and hence, we can apply known interval heuristics to other intractable problems.
In particular, in 65], B. Traylor et al. have applied this idea to propositional satis ability. For some of the interval heuristics, the resulting method turned out to be ... very similar to the original Maslov's method. Thus, we get a new justi cation of Maslov's method. But not only that: this reduction to interval computations provides us with a reasonable way of choosing some parameters of Maslov's method, parameters which the previous justi cations did not help to choose.
