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Full Szegő-type trace asymptotics for ergodic
operators on large boxes
Adrian Dietlein
Abstract. We prove full Szegő-type large-box trace asymptotics for selfadjoint
Z
d-ergodic operators Ω ∋ ω 7→ Hω acting on L
2(Rd). More precisely, let g be
a bounded, compactly supported and real-valued function such that the (aver-
aged) operator kernel of g(Hω) decays sufficiently fast, and let h be a sufficiently
smooth compactly supported function. We then prove a full asymptotic expan-
sion of the averaged trace Tr
(
h(g(Hω)[−L,L]d)
)
in terms of the length-scale L.
1. Introduction
Let 0 < a : T → R be a continuous symbol on the torus with Fourier coefficients
(ak)k∈Z. Szegő observed in 1915 [Sze15] that
log det
(
(aj−k)
L
j,k=1
)
= L(log a)0 + o(L) (L→∞). (1.1)
Under the additional assumption that the symbol is, for simplicity, C2, he later
found [Sze52] the two-term asymptotic expansion
log det
(
(aj−k)
L
j,k=1
)
= L(log a)0 +
∞∑
l=1
l(log a)l(log a)−l + o(1) (L→∞).
(1.2)
The matrix on the left-hand side is the finite-volume truncation AL of the Toeplitz
matrix A = (aj−k)j,k∈N. For sufficiently smooth test functions h, (1.2) implies the
asymptotic trace formula
Tr (h(AL)) = L(h ◦ a)0 +A1 + o(1) (L→∞), (1.3)
where A1 depends on a and h. The subleading term in (1.3) crucially depends on the
smoothness of the symbol [FH69, Bas86]. For symbols a with jump discontinuities
the subleading term is typically of order log(L),
Tr (h(AL)) = L(h ◦ a)0 + A˜1 logL+ o(logL) (L→∞), (1.4)
where A˜1 again depends on h and a but on the latter only through the one-sided
limits at its jump discontinuities. For further discussion of asymptotic expansions
for determinants and traces of Toeplitz matrices we refer to [BS99, Kra11, DIK13].
We focus on the multi-dimensional continuum version of the problem. For a symbol
a : Rd → C and a domain Ω ⊂ Rd, with ΩL = LΩ, the truncated Wiener-Hopf
operator WL(a) := χΩLF∗aFχΩL is the multi-dimensional continuum analog of the
1
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truncated Toeplitz matrix AL from above. Here F denotes the Fourier transform
and χΩL is the spatial projection onto ΩL. If we assume, for example, that the
domain Ω is piecewise smooth and the symbol a is smooth and sufficiently fast
decaying at infinity, then a natural analog of the asymptotic formula (1.3) holds
for WL(a) and sufficiently smooth test functions h with h(0) = 0. The leading
term now is of order Ld and the subleading term is of order Ld−1, with an error
term of order o(Ld−1). As in the one-dimensional Toeplitz case the subleading term
depends on the smoothness of the symbol a. Again, an additional term of order
Ld−1 logL emerges if the symbol possesses jump-type discontinuities [LW80, Wid82,
HLS11, Sob10, Sob13]. Motivated by its connection with the bipartite entanglement
entropy those results have recently been extended to non-smooth test functions h,
see [LSS14, LSS16] and references therein. If the symbol a is smooth and the domain
Ω is not only piecewise smooth but smooth, then one can go beyond the subleading
term [Roc84, Wid85]. For M ∈ N
Tr (h(WL(a)))) =
M∑
m=0
Ld−mAm + o(L
d−M ) (L→∞) (1.5)
holds for recursively defined coefficients Am = Am(a, h,Ω).
Recently, subleading-order trace asymptotics as in (1.3)–(1.5) have been studied
for Schrödinger operators with non-trivial potential [PS14, KP15, EPS17, PS] that
fit in the larger class of ergodic operators. For a, say, Zd-ergodic and selfadjoint
operator ω → Hω on L2(Rd), a natural generalization for the left-hand side of (1.5)
is the trace of the operator h(g(Hω)[−L,L]d) for a suitable function g. In [KP15]
such trace asymptotics were studied for one-dimensional random and quasiperiodic
Schrödinger operators on the lattice. For the random Anderson model and concrete
choices of functions g, h the authors showed that the leading order term, which is
of order L, obeys a central limit theorem. Hence an additional Gaussian fluctuation
of order
√
L can contribute to the asymptotic expansion. Moreover, they exem-
plified that spectral localization can suppress the logarithmic enhancement (1.4).
The latter point was generalized in [PS14, EPS17] to the random Anderson model
on the lattice in arbitrary dimension and a larger classes of functions g, h. On the
other hand, in [PS] it was proved that the logarithmic enhancemet (1.4) does occur
for one-dimensional periodic continuum Schrödinger operators. Those findings are
in line with the heuristics that for a logarithmically enhanced subleading term to
pop up, a function g with a discontinuity within a conducting energy region of the
Hamiltonian H is needed.
In this paper we establish full trace asymptotics as in (1.5) for a large class of
selfadjoint Zd-ergodic operators on L2(Rd). Besides some mild general requirements
we only impose sufficiently fast decay of the operator kernel of g(H), which can
be checked directly in many situations. Typically it stems from either spectral
properties of the operator H, such as spectral localization, or smoothness properties
of the function g. We confine ourselves to boxes as scaling domains, ΩL = ΛL :=
[−L,L]d. On the one hand this is necessary because our model is only Zd-ergodic.
But, on the other hand, for only piecewise smooth domains, such as domains with
corners, no prior results seem to be available for asymptotic trace expansions beyond
the subleading order. In this regard our result is, for example, also new for Wiener-
Hopf operators in d > 1. The restriction to the continuum case is for convenience
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and analogous results hold for ergodic operators on the lattice Zd. Let us state an
informal version of our result. Precise definitions and statements can be found in
Section 2. Let ω → Hω be a Zd-ergodic selfadjoint operator and let g : R → R be
bounded and such that the operator kernel of g(H) decays sufficiently fast. Then,
for sufficiently smooth functions h : R→ C such that h(0) = 0,
E
[
Tr
(
h(g(Hω)ΛL)
)]
=
d∑
m=0
Am(2L)
d−m +O(L−τ ) (L→∞). (1.6)
Here E denotes averaging with respect to ω. Moreover, τ > 0 depends on the rate
of decay of the operator kernel of g(H) and the regularity of h and in contrast
to the expansion (1.5) for smooth domains, the expansion terminates at constant
order. The coefficients Am can be represented as ω-averaged traces of differences
of operators of the form h(g(Hω)G), G ⊆ Rd. For more explicit formulas of the
coefficients one would have to specialize to concrete models. This can already be
seen at the leading-order coefficient A0 which can be interpreted as a density of
states term.
The main idea which leads to (1.6) is a scheme of iterated regularizations that allows
us to elaborate the contribution of a face of the cube to the different asymptotic
orders. Apart from our concrete application this procedure could also be useful
in proving asymptotic expansions for more general domains with corners for Rd-
ergodic operators. Moreover, parts of the proof could be useful for a more model-
dependent analysis. For instance, formula (4.27) might serve as a starting point
towards a higher-dimensional generalization of the results from [KP15] on Gaussian
fluctuations described above.
The structure of the paper is as follows. In the next section we define our working
model, a class of Zd-ergodic operator on Rd, and present our main result, Theorem
2.2. The theorem is then split into two parts, Theorem 2.5 and Theorem 2.6, which
are proven in Section 3 and Section 4. At the beginning of those two sections a
short outline of the respective proofs is included.
2. Model and Result
2.1. Model. Our working model is a Zd-ergodic operator acting on L2(Rd). For
a probability space (Ω,P) this is a measurable map
Ω ∋ ω 7→ H := Hω ∈ Lsa(L2(Rd)) (2.1)
into the selfadjoint operators on L2(Rd) which is Zd-translation invariant in the
following sense. There exists a family {Tj}j∈Zd of measure preserving (m.p.) trans-
formations Tj : Ω → Ω such that for the unitary family {Uj}j∈Zd of translation
operators on L2(Rd), acting as (Ujψ)(x) = ψ(x− j), we have
UjHωU
∗
j = HTjω =: H
Tj
ω . (2.2)
For details, such as the notion of measurable operators and an interpretation of (2.2)
in case of domain issues, we refer to [CL90, PF92]. As indicated in (2.1), the ω-
dependence of the operator and related quantities is mostly suppressed in notation.
In this vein, (2.2) reads UjHU
∗
j = H
Tj . We impose the following further requirement
on the model. For a ∈ Rd the operator χa denotes the spatial projection onto the
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set Qa := a+ [−2−1, 2−1]d. For p > 0 we denote the Schatten-p (quasi-)norm of an
operator A by ‖A‖p.
(A1) For any p > 0 and every (measurable) bounded and compactly supported
function g : R→ R
Cp,g := sup
a,b∈Rd
ess supω∈Ω ‖χag(Hω)χb‖p <∞. (2.3)
Remarks 2.1. (i) The bound (2.3) for instance holds for Schrödinger opera-
tors H = −∆ + V with, for simplicity, bounded potential V [AENSS06, App. A].
A more detailed proof is contained in [DGM].
(ii) For fixed pairs of functions g, h in Theorems 2.5 and 2.8 it is sufficient
to assume (2.3) for the function g and a sufficiently small h-dependent value of
0 < p < 1.
The Zd-ergodicity and (A1) are the core assumptions. For such operators we prove
our main result under the assumption that the operator kernel of g(H) has sufficient
spatial decay. A precise notion of this is given in the next section. Besides those
essential requirements we facilitate life by introducing additional symmetry.
(A2) Symmetry of spatial directions: For pi ∈ Sd, the group of permuta-
tions on {1, ...d}, we define the unitary operator Upi on L2(Rd) acting
as (Upiψ)(x) := ψ(xpi), where xpi := (xpi(1), ..., xpi(d)). Then for any pi ∈ Sd
there exists a m.p. transformation Ppi such that
UpiHU
∗
pi = H
Ppi . (2.4)
(A3) Reflection symmetry: For σ = (σi)di=1 ∈ {0, 1}d =: Rd we define the
unitary operator Uσ on L
2(Rd) acting as (Uσψ)(x) := ψ(xσ), where
xσ := ((−1)σ1x1, ..., (−1)σdxd). Then for any σ ∈ Rd there exists a m.p.
transformation Rσ such that
UσHUσ = H
Rσ . (2.5)
In (2.5) we used that Uσ = U
∗
σ for σ ∈ Rd. Those two additional assumptions are
made for convenience and could be dropped. We included them because they make
statement and proof of our results less cumbersome; for instance (A2) allows to
reduce up to |Sd| = d! terms to only one. Our guiding example of metrically transi-
tive operators are Schrödinger operators H = −∆+ V , where −∆ = −∑dj=1 ∂2xj is
the Laplacian and V = Vω(x) is an ω-dependent and real-valued potential that sat-
isfies UjVω(·)U∗j = VTjω(·). Concrete examples are periodic Schrödinger operators
and random alloy-type Schrödinger operators with periodically arranged single-site
potentials.
Let us fix some notation before starting off. The integral with respect to P
is denoted by E and referred to as expectation. On Rd we always consider the
supremum norm |x| := supdj=1 |xj |. The distance function on Rd with respect to
supremum norm, either of a set and a point or of two sets, is denoted by d(·, ·). The
indicator function of a set G is denoted by 1G and the corresponding orthogonal
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projection acting on L2(Rd) is denoted by χG. For a bounded function g (here,
and in the following, all functions are assumed to be measurable) we write g(H)G
and g(H)L for the restriction of g(H) onto G and ΛL := [−L,L]d, respectively. If
convenient, we view the bounded operators g(H)G on G ⊆ Rd as operators on Rd via
the natural embedding. With some abuse of notation, this is g(H)G = χGg(H)χG.
Moreover, Q := [−2−1, 2−1]d and Qa := a+Q are the cubes of side-length 1 around
0 respectively a ∈ Rd and χa := χQa denotes the corresponding projection operator.
For a set such as {x ∈ Rd : x1, ..., xk ∈ [0, 1]}, where 1 ≤ k ≤ d, we occasionally
write 1{x1,...,xk∈[0,1]} and χ{x1,...,xk∈[0,1]} for the corresponding indicator function
and projection operator.
2.2. Main result. Besides the technical properties (A1)–(A3) introduced above,
our main assumption is sufficiently fast decay of the operator kernel of g(H), where
g : R → R is a compactly supported and bounded function. The two guiding
examples for which decay of the operator kernel is known are spectral localization
of the operator H and sufficiently regular functions g. To cover those two guiding
examples we assume that one of the following two conditions holds.
(L1,q) For fixed q > 0 there exists a constant C1,q such that for all a, b ∈ Rd
ess supω∈Ω ‖χag(Hω)χb‖ ≤
C1,q
(1 + |a− b|)q . (2.6)
(L2) There exist constants C2, µ > 0 such that for all a, b ∈ Rd
E [‖χag(H)χb‖] ≤ C2e−µ|a−b|. (2.7)
The first condition holds for a large class of operators which obey a Combes-Thomas
estimate and with a power of q that depends on the regularity of g. More concretely,
if H = −∆+V is a Schrödinger operator with, for simplicity, uniformly (in x ∈ Rd
and in ω ∈ Ω) bounded potential V , then g ∈ Cq+2c (R) implies that (L1,q) holds
[GK03]. The second bound for instance holds in case H is an alloy-type random
Schrödinger operator and g is a bounded function such that supp(g) is a subset
of the region of spectral localization characterized via fractional moment bounds
[AENSS06].
To state the main result, and to define the asymptotic coefficients from (1.6),
we introduce some more notation. For n = 0, ..., d we define the model operators
fn := h(g(H)Rn
≥0×R
d−n), (2.8)
which approximate h(g(H)ΛL) in respective areas of the cube ΛL. For instance, f0
is an approximation of the operator in the bulk of ΛL and f1 is an approximation of
the operator along a face of ΛL (taking the symmetries (A2) and (A3) into account).
Moreover, for 1 ≤ n ≤ m ≤ d we set
cm,n :=
(−1)m−n2md!
(m− n)!(d−m)! , (2.9)
χ̂m,n := χRd
≥0
χ{x1≤...≤xn}χ{xn≥xn+1,...,xm}χ{xm+1,...,xd∈[0,1]}. (2.10)
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The constant cm,n is a combinatorial factor which stems from collecting terms via
the symmetry assumptions (A2) and (A3). The projection operator χ̂m,n ensures
that the first n coordinates are ordered increasingly and, in addition, that the
n-th coordinate is larger than the first m coordinates. If n = m, we interpret
χ{xn≥xn+1,...,xm} = idL2(Rd) in (2.10), and, in the same vein, χ{xd+1,...,xd∈[0,1]} =
idL2(Rd) if m = d. Finally, for a fixed bounded function g : R→ R we set
Σ̂g := [inf Σg(H), supΣg(H)], (2.11)
where Σg(H) is the (almost surely non-random) spectrum of g(H).
Theorem 2.2. Let g : R → R and h : R → C be two compactly supported and
bounded functions with h(0) = 0. If one of the following two conditions is satisfied
for q˜ > 2d
(i) (L2) holds and h ∈ C⌊2q˜+2⌋(R),
(ii) (L1,q) holds for q > 2d+ q˜ and h can be continued analytically to {z ∈ C :
dist(z, Σ̂g) < Cg,q˜} for the constant Cg,q˜ specified in (3.2) below,
then, as N ∋ L→∞, the asymptotic expansion
E
[
Tr
(
h(g(H)ΛL)
)]
=
d∑
m=0
Am(2L)
d−m +O(L2d−q˜) (2.12)
holds. The coefficients Am are defined as
Am :=
m∑
n=1
cm,nTr (E [χ̂m,n{fn − fn−1}χ̂m,n]) . (2.13)
Remark 2.3. The representation (2.13) of the coefficients is not unique and de-
pends on the partition of corners for the cube [−L,L]d which we choose in the proof.
At the end of Section 4 we show that the coefficients also have a partition-free rep-
resentation:
Am = lim
L→∞
m∑
n=0
c˜m,nE
[
Tr
(
fnχ[0,L]dχ{xm+1,..,xd∈[0,1]}
)]
(2.14)
for constants c˜m,n defined in (4.53). The operator fnχ[0,∞)dχ{xm+1,...,xd∈[0,1]} is trace
class only if m = 0, which corresponds to the coefficient A0. The L-limit can
therefore not be interchanged with the sum appearing in (2.14).
Remarks 2.4. (i) The validity of the asymptotic expansion (2.12) is not re-
stricted to assumptions (i) or (ii), which rather serve as two relevant examples. See
Remark 2.7(iv) below.
(ii) The uncommon ordering of expectation and trace norm in (2.13) stems
from Lemma 3.3 and is only necessary under assumption (i).
(iii) Under reasonable assumptions, the theorem can be extended to non-integer
length-scales L ∈ R>0. For Zd-ergodic operators H as considered here the coeffi-
cients Am then become functions of the fractional part of L. This dependence in
turn does not show up if the operator is invariant under Rd-translations.
The proof of Theorem 2.2 is presented in two parts, Theorem 2.5 and Theorem
2.6 below. The aim of this subdivision is to split the result into an analytic part,
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Theorem 2.5, and an algebraic part, Theorem 2.6. For sets G ⊂ G′ ⊆ Rd we define
the boundary ofG inG′ as ∂G′G := ∂G∩int(G′), where int(·) denotes the topological
interior.
Theorem 2.5. Let g : R→ R and h : R→ C be two compactly supported, bounded
functions with h(0) = 0. If, additionally, one of the following two conditions is
satisfied for fixed q˜ > 0
(i) (L2) holds and h ∈ C⌊2q˜+2⌋(R),
(ii) (L1,q) holds for q > 2d+ q˜ and h can be continued analytically to {z ∈ C :
dist(z, Σ̂g) < Cg,q˜} for the constant Cg,q˜ specified in (3.2) below,
then the following holds: There exists a constant Cg,h,q˜ such that for all G ⊂ G′ ⊆ Rd
and all a, b ∈ G′ with Qa ⊂ G or Qb ⊂ G
‖E [χa{h(g(H)G)− h(g(H)G′ )}χb]‖1 ≤
Cg,h,q˜
d(a, ∂G′G)q˜ + d(b, ∂G′G)q˜
. (2.15)
Theorem 2.6. Let g : R → R and h : R → C be two compactly supported and
bounded functions such that there exist constants Ch, γh > 0 such that |h| ≤ Ch|·|γh .
If (2.15) holds for q˜ > 2d, then, as N ∋ L→∞
E
[
Tr
(
h(g(H)ΛL )
)]
=
d∑
m=0
Am(2L)
d−m +O(L2d−q˜). (2.16)
Remarks 2.7. (i) If (L2) holds for a deterministic model, Ω = {0}, then the
proof of Theorem 2.5 and Remark 3.4 show that h ∈ C q˜+1(R) implies (2.15). This
is probably also true for the general case but would require a refined version of the
Combes-Thomas estimate from Lemma 3.3.
(ii) Under assumption (ii), the expectation in (2.15) is obsolete.
(iii) For the special case of random alloy-type Schrödinger operators and a func-
tion g such that supp(g) is a subset of the region of spectral localization character-
ized via fractional moment bounds, (2.15) seems to be a weak conclusion from (L2):
It is for instance known that in this case E [‖χa(h ◦ g)(H)χb‖] is exponentially de-
caying in |a−b| for any bounded function h. But in order to conclude (2.15) without
any smoothness assumption on h one would have to rule out extended boundary
states for the random operator g(H). To the author’s knowledge this is not known
in such generality for d > 1.
(iv) The bound (2.15) is not restricted to the assumptions (i) and (ii) in The-
orem 2.5. A special yet very different scenario is the following. If H is a random
alloy-type Schrödinger operator and we take g = idR and h = 1(−∞,E] for an
energy E within the region of spectral localization characterized via fractional mo-
ment bounds, then (2.15) holds with exponential decay in d(a, ∂G′G) and d(b, ∂G′G)
[DGM]. From the perspective of Remark 2.7(iii) above, this is the trivial case in
which extended boundary states for g(H) can be ruled out in the relevant spectral
region.
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3. Proof of Theorem 2.5
For each of the assumptions (i) and (ii) we first prove an operator-norm version
of the estimate (2.15) and in both cases we employ a suitable functional calcu-
lus to rewrite h(g(H)G(′)) in terms of the resolvent of g(H)G(′) . Via a Combes-
Thomas estimate and the geometric resolvent equation we then localize the opera-
tor h(g(H)G)−h(g(H)G′ ) to ∂G′G. Finally, the corresponding trace-norm estimate
follows from interpolation with Schatten-p bounds (p < 1) for the difference of
operators on the left-hand side of (2.15). Such bounds are a consequence of (A1),
see Lemma 3.1 below. This argument is the same for both assumptions and is only
carried out for case (i).
For assumption (L1,q) a polynomial Combes-Thomas estimate for the resolvent
of g(H)G, G ⊆ Rd, is known to hold [Aiz94]. The holomorphic functional calculus
then lifts this mild decay of the resolvent to decay of the operator h(g(H)G) −
h(g(H)G′ ).
In case of assumption (L2) only decay of the averaged operator kernel is known.
While this seems to shut down the standard approach for the Combes-Thomas
estimate we show below that an alternative approach - power series expansion of the
resolvent far apart from the spectrum and subsequent interpolation in the complex
energy parameter - is flexible enough. To the best of our knowledge this approach
is not covered in the literature. This is why we included a detailed proof in the next
section. Once the Combes-Thomas estimate is established we apply the Helffer-
Sjöstrand formula to rewrite h(g(H)G) in terms of the resolvent of g(H)G. This
final step is essentially contained in [GK03]. For convenience we included some of
its details in Section 3.3 below.
Let g : R→ R be bounded and compactly supported. For the whole section we
abbreviate A := g(H) and Σ̂ = Σ̂g. The restriction of the bounded operator A to
G ⊂ Rd is denoted by AG and we write Rz(AG) = (AG − z)−1 for the operators
resolvent at z ∈ C \ σ(AG). In the following we stick to our original setup but one
can think of A as an arbitrary bounded (ω-dependent) operator satisfying (2.3) and
either (2.6) or (2.7).
3.1. Proof of Theorem 2.5 under assumption (ii). For operators on Zd a
polynomial Combes-Thomas estimate is proved in [Aiz94, App. II] and reviewed in
[AW15]. Their proof carries over to our setup. For the next few lines the notation
closely sticks to [AW15]. If matrix elements are substituted by operator kernels
χa(AG − z)−1χb for a, b ∈ Zd ∩ G, then the proof works if we choose a distance
function which is constant on unit cubes Qa, a ∈ Zd. The transition to arbitrary
a, b ∈ G then induces a slightly enlarged constant in (3.1) below. The term (|a−b|+
2)q
′
in (3.2) below instead of (|a− b|+ 1)q′ in [AW15] is due to the transition from
the Zd-adapted distance to the original distance. Let ε > 0 such that q = q˜+2d+ ε
and define q′ = q−d−ε/2 = q˜+d+ε/2. Then, via the polynomial Combes-Thomas
estimate,
‖χaRz(AG)χb‖ ≤ C1
(|a− b|+ 1)q′ (3.1)
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holds for all z ∈ C that satisfy
dist(z, Σ̂) ≥ 1 + sup
a∈Zd
∑
b∈Zd
‖χaAGχb‖
(
(|a− b|+ 2)q′ − 1
)
=: Cg,q˜ − 1. (3.2)
Fix a, b ∈ G′ such that Qa ⊂ G. By assumption the function h can be continued
analytically onto {z ∈ C : dist(z, Σ̂) < Cg,q˜}. Let Γ be a smooth oriented curve,
with winding number = 1 for the set Σ̂, such that
ran(Γ) ⊂ {z ∈ C : Cg,q˜ − 1 < dist(z, Σ̂) < Cg,q˜} (3.3)
holds for the range of Γ. The holomorphic functional calculus then yields
χa (h(AG)− h(AG′))χb = 1
2pii
∫
Γ
dz h(z)χaRz(AG)
(
χGAχG′\G
)
Rz(AG′)χb,
(3.4)
where we also applied the geometric resolvent equation and used Qa ⊂ G. For a set
U ⊆ Rd we define U+ := {n ∈ (Z + 1/2)d : Qn ∩ U 6= ∅}. The operator norm of
(3.4) can then be estimated as
‖(3.4)‖ ≤ C2
∑
l∈G+
k∈(G′\G)+
1
(|a− l|+ 1)q′
1
(|l − k|+ 1)q
1
(|k − b|+ 1)q′
≤ C3
d(a, ∂G′G)q
′ , (3.5)
where we used that q′ > d and q > q′ + d. Because the same bound holds with b
instead of a on the right-hand side of (3.5) we obtain
‖(3.4)‖ ≤ C4
d(a, ∂G′G)q
′ + d(b, ∂G′G)q
′ . (3.6)
Finally we interpolate (3.6) with Schatten-class bounds for the operator kernel of
h(g(H)G). Such bounds follow from (A1) and the next lemma.
Lemma 3.1. Let B be a selfadjoint bounded operator on L2(Rd) such that
CB,p := sup
a∈Rd
‖χaB2χa‖p <∞ (3.7)
holds. Then, for functions h : R → C such that |h| ≤ Ch| · |γh holds for constants
Ch and 0 < γh ≤ 1,
sup
G⊆Rd
sup
a∈Rd
‖χah(BG)‖ 2p
γh
≤ CpB,pC
2p
γh
h . (3.8)
The proof of the Lemma is given below. For p > δ > 0 and an operator A the
bound
‖A‖pp ≤ ‖A‖δ‖A‖p−δp−δ (3.9)
holds. With p = 1 and δ = q˜/q′ ∈ (0, 1) we obtain
‖χa{h(AG)− h(AG′)}χb‖1 ≤ ‖χa{h(AG)− h(AG′)}χb‖q˜/q
′
× ‖χa{h(AG)− h(AG′)}χb‖1−q˜/q
′
1−q˜/q′ . (3.10)
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The first term on the right-hand side of (3.10) can be estimated via (3.6). For the
second term we apply Lemma 3.1 to the operator A2. Assumption (A1) ensures
that (3.7) holds and the bound on h follows from smoothness and h(0) = 0. The
lemma yields
‖χa{h(AG)− h(AG′)}χb‖1−q˜/q
′
1−q˜/q′ ≤ ‖χah(AG)χb‖
1−q˜/q′
1−q˜/q′ + ‖χah(AG′)χb‖
1−q˜/q′
1−q˜/q′
≤ C5 (3.11)
and overall we found that
‖χa{h(AG)− h(AG′)}χb‖1 ≤
C6
d(a, ∂G′G)q˜ + (d(b, ∂G′G)q˜
. (3.12)
for a, b ∈ G′ such that Qa ⊂ G. The proof for Qb ⊂ G follows along the same
lines. 
Proof of Lemma 3.1. The singular values of χah(BG) are
µn(χah(BG)) =
√
λn(χa|h|2(BG)χa). (3.13)
Moreover, because |h| = | · |γh h˜ for some non-negative function h˜ which is bounded
by Ch, the form inequality
χa|h|2(BG)χa = χa|BG|γh h˜2(BG)|BG|γhχa
≤ C2hχa|BG|2γhχa (3.14)
holds. The function x→ xγh is operator monotone because 0 < γh < 1. Hence the
form inequality
|BG|2γh = (χGBχGBχG)γh ≤ (χGB2χG)γh (3.15)
holds. (3.14) and (3.15) together with the bound〈
ψ,χa(χGB
2χG)
γhχaψ
〉 ≤ 〈ψ,χaχGB2χGχaψ〉γh (3.16)
for normalized ψ ∈ L2(Rd) yield
λn(χa|h|2(BG)χa) ≤ C2hλn(χaχGB2χGχa)γh . (3.17)
Let p′ = 2p/γh. Together with (3.13) this yields
‖χah(BG)‖p
′
p′ =
∑
n∈N
µn(χah(BG))
p′ ≤ Cp′h
∑
n∈N
λn(χaχGB
2χGχa)
p′γh/2
≤ C2p/γhh ‖χaB2χa‖pp. (3.18)

3.2. Combes-Thomas estimate under assumption (L2). In this section we
prove that averaged decay of the operator kernel of A is sufficient to deduce averaged
decay for the operator kernel of the resolvent at complex energies away from the
spectrum. We state two different versions of this result, Lemma 3.2 and Lemma
3.3. The first Lemma is not needed for the proof of Theorem 2.5 (i) but serves to
illustrate the method and can be directly compared to the classical Combes-Thomas
estimate. Detailed proofs are included because, to the best of our knowledge, this
approach is not covered in the literature.
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Lemma 3.2. Assume that (L2) holds and let 0 < θ < 1/2 be fixed. Then there
exist constants Cθ, µθ > 0 such that for z ∈ C \ Σ̂
‖E [χaRz(AG)χb]‖ ≤ Cθ
d(z, Σ̂)
e−µθ d(z,Σ̂)|a−b|
θ
. (3.19)
For sets G ⊂ G′ ⊆ Rd we recall the definition ∂G′G := ∂G ∩ int(G′) for the
boundary of G in G′.
Lemma 3.3. Assume that (L2) holds and let 0 < θ < 1/2 be fixed. Then there
exist constants Cθ, µθ > 0 such that for G ⊂ G′ ⊆ Rd and a, b ∈ G′ with Qa ⊂ G or
Qb ⊂ G the bound
‖E [χa (Rz(AG)−Rz(AG′))χb]‖ ≤ Cθ
d(z, Σ̂)
e−µθ d(z,Σ̂)(d(a,∂G′G)
θ+d(b,∂G′G)
θ) (3.20)
holds for all z ∈ C \ Σ̂.
Remark 3.4. The reason why only fractional exponential decay is established
stems from the rather bold application of Hölder’s inequality in (3.26) below. For
a deterministic model, i.e. Ω = {0}, the proof yields exponential decay (θ = 1 in
(3.19) and (3.20)).
Proof of Lemma 3.2. For convenience we fix θ = 1/4 for the proof. Let a, b ∈ Rd
be fixed. Then, for fixed m with 0 < m < M := 2(‖A‖∞ + 1),
{z ∈ C : m < Im(z) < M} =: Sm,M ∋ z 7→ f(z) := E [χaRz(A)χb] , (3.21)
is an operator-valued analytic map which is continuous on Sm,M and bounded by
1/m. For m ≤ t ≤M we define
Ft := sup
x∈R
‖f(x+ it)‖ ≤ 1
t
. (3.22)
Then the Stein interpolation theorem [BS88] states that for m ≤ t ≤M the bound
Ft ≤ F
M−t
M−m
m F
t−m
M−m
M (3.23)
holds, where Fm can be estimated by 1/m. In order to estimate FM we expand the
resolvent Rz(A) as a Neumann series. This yields
FM = sup
x∈R
|f(x+ iM)| ≤
N∑
l=0
E
[‖χaAlχb‖]
2l+1(‖A‖∞ + 1)l+1 +
∞∑
l=N+1
E
[‖χaAlχb‖]
2l+1(‖A‖∞ + 1)l+1
=: I1 + I2 (3.24)
for some N > 0 which is specified below. We estimate I2 as
I2 ≤
∞∑
l=N+1
‖A‖l∞
2l+1(‖A‖∞ + 1)l+1 ≤
1
2N
. (3.25)
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To estimate I1 we set, for fixed l > 0, k0 := a and kl := b. An application of Hölder’s
inequality then yields
E
[
‖χaAlχb‖
]
≤
∑
k1,...,kl−1∈Zd
E
[ l∏
j=1
‖χkj−1Aχkj‖
]
≤
∑
k1,...,kl−1∈Zd
l∏
j=1
E
[
‖χkj−1Aχkj‖l
]1/l
≤ C l2‖A‖l−1∞
∑
k1,...,kl−1∈Zd
l∏
j=1
e−
µ
l
|kj−1−kj |, (3.26)
where, for the last inequality, we used (L2). The product in (3.26) can be estimated
as
l∏
j=1
e−
µ
l
|kj−1−kj | ≤ e− µ2l |a−b|
l∏
j=1
e−
µ
2l
|kj−1−kj |. (3.27)
Let us assume that |a − b| > 1. Then the sum defining I1 starts at l = 1 and we
obtain the upper bound
I1 ≤
N∑
l=1
‖A‖l−1∞
2l+1(‖A‖∞ + 1)l+1 e
− µ
2l
|a−b|
∑
k1,...,kl−1∈Zd
l∏
j=1
e−
µ
2l
|kj−1−kj |
≤
N∑
l=1
2−(l+1)e−
µ
2l
|a−b|
∑
k∈Zd
e−
µ
2l
|k|
l−1 . (3.28)
The k-sum on the right-hand side of (3.28) can be estimated from above by Bld for
an l-independent constant B. Hence FM can be estimated as
FM ≤ e−N log(2) + e−
µ
2N
|a−b|
N∑
l=1
(Bld)l−1
2l+1
≤ e−N log(2) + e− µ2N |a−b|NBNNdN . (3.29)
For the choice N = |a− b|1/4, this yields
FM ≤ e− log(2)|a−b|1/4 + e−
µ
2
|a−b|3/4 |a− b|1/4e|a−b|1/4(log(B)+ d4 log |a−b|)
≤ Ce−µ′|a−b|1/4 (3.30)
for µ′ = min{µ/2, log(2)}. With (3.23) for t = 2m we arrive at
F2m ≤ F
M−2m
M−m
m F
m
M−m
M ≤
(
1
m
)M−2m
M−m
C˜
m
M−m e−
µ˜m
M−m
|a−b|1/4 . (3.31)
For η > 0 this can be written as
sup
E∈R
∥∥E [χaRE+iη(A)χb]∥∥ ≤ (2
η
) M−η
M−η/2
C
η
2M−η e
− µ
′η
2M−η
|a−b|1/4
. (3.32)
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Because M ≥ 2 we get for η ∈ (0, 1) the more appealing bound
sup
E∈R
∥∥E [χa, RE+iη(A)χb]∥∥ ≤ Ĉ
η
e−µ̂η|a−b|
1/4
(3.33)
for constants Ĉ, µ̂ > 0 that are independent of η ∈ (0, 1) and a, b ∈ Rd. For η < 0
the same interpolation argument can be performed below the real axis. This yields
(3.19) in case z = E + iη ∈ C \ Σ̂ is such that d(E, Σ̂) ≤ |η|. If d(E, Σ̂) ≥ |η|,
then (3.19) would follow from interpolation on a vertical strip. But in this case
interpolation is not even needed since the resolvent can directly be expanded. 
Proof of Lemma 3.3. We again choose θ = 1/4 for notational convenience and
do the proof for z = E + iη with η > 0 and E ∈ Σ̂. Let G ⊂ G′ ⊆ Rd and
choosea ∈ G with Qa ⊂ G and b ∈ G′. Fix 0 < m < M with M := 2(‖A‖∞ + 1).
Except of the bound for FM the proof is then the same as the proof of Lemma 3.2.
We start by rewriting the difference Rz(AG)−Rz(AG′) via the resolvent equation:
χG (Rz(AG)−Rz(AG′))χG′ = Rz(AG)
(
χGAχG′\G
)
Rz(AG′). (3.34)
Hölder’s inequality then yields for a, b as chosen above and z ∈ C with Im(z) =M
‖E [χa (Rz(AG)−Rz(AG′))χb]‖
≤
∑
k∈(G′\G)+
l∈G+
E
[‖χaRz(AG′)χk‖3]1/3 E [‖χkAχl‖3]1/3 E [‖χlRz(AG)χb‖3]1/3
≤ C
1/3‖A‖2/3∞
M4/3
∑
k∈(G′\G)+
l∈G+
e−µ|k−l|/3E [‖χaRz(AG′)χk‖]1/3 E [‖χlRz(AG)χb‖]1/3 ,
(3.35)
where for the last inequality we used (L2) and estimated ‖χaRz(AG)χk‖ respectively
‖χkRz(AG)χb‖ by 1/| Im(z)| = 1/M . The two remaining expectations can now be
estimated as in the proof of Lemma 3.2. Because the operator kernel of AG(′) can
be estimated by the operator kernel of A, there exist constants C,µ > 0, which are
independent of G and G′, such that
E [‖χaRE+iM(AG)χk‖] ≤ Ce−µ|a−k|1/4 , (3.36)
E [‖χlRE+iM(AG′)χb‖] ≤ Ce−µ|l−b|1/4 (3.37)
for a, b ∈ Rd. Estimating (3.35) via (3.37) then implies
FM ≤ C ′
∑
k∈(G′\G)+
l∈G+
e−µ|a−k|
1/4/3e−µ|k−l|/3e−µ|l−b|
1/4/3
≤ C ′′e−µ′(dist(a,∂G′G)1/4+dist(b,∂G′G)1/4) (3.38)
for constants C ′, C ′′, µ′ > 0. If b ∈ G with Qb ⊂ G and a ∈ G′ the proof follows
along the same lines. 
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3.3. Proof of Theorem 2.5 under assumption (i). The following argument
is essentially contained in [GK03].
Via the Helffer-Sjöstrand formula we first rewrite the left-hand side of (2.15)
in terms of the resolvents of AG and AG′ . In one of its standard formulations the
Helffer-Sjöstrand formula states that for a selfadjoint operator A and a compactly
supported function f ∈ Cnc (R), n ≥ 2, the operator f(A) can be written as
f(A) =
1
2pi
∫
R2
dxdy ωf (x, y)Rx+iy(A), (3.39)
where ωf := (∂x+i∂y)f˜ and f˜ is a quasi-analytic continuation of f , see e.g. [Dav95].
Moreover, f˜ can be chosen such that
|ωf (x, y)| ≤ C|y|n−1, (3.40)
supp(ωf ) ⊆
(
supp(f) + [−1, 1]) × i[−1, 1], (3.41)
where the constant C only depends on f and n.
Let h be as in Theorem 2.5 and let n := ⌊2q˜ + 2⌋. Because h ∈ Cnc (R) we can
choose a quasi-analytic continuation h˜n such that ωh,n := (∂x+ i∂y)h˜n meets (3.40)
and (3.41). For open subsets G ⊂ G′ ⊆ Rd and a, b ∈ G′ such that Qa ⊂ G the
Helffer Sjöstrand formula gives
χa{h(AG)− h(AG′)}χb
=
1
2pi
∫
R2
dxdy ωh,n(x, y)χa{Rx+iy(AG)−Rx+iy(AG′)}χb
=:
1
2pi
∫
R2
dxdy ωh,n(x, y)T
a,b
x+iy(G,G
′), (3.42)
where we have abbreviated
T a,bx+iy(G,G
′) := χa{Rx+iy(AG)−Rx+iy(AG′)}χb. (3.43)
Upon averaging both sides of (3.42) we obtain the bound
‖E [χa{h(AG)− h(AG′)}χb]‖ ≤ 1
2pi
∫
R2
dxdy |ωh,n(x, y)|
∥∥E[T a,bx+iy(G,G′)]∥∥.
(3.44)
Lemma 3.3 implies that for 0 < θ < 1/2 there exist constants C ′, µ > 0 such that∥∥E[T a,bz (G,G′)]∥∥ ≤ C ′
d(z, Σ̂)
e−µd(z,Σ̂)(d(a,∂G′G)
θ+d(b,∂G′G)
θ) (3.45)
holds for z ∈ C \ Σ̂. Estimating the right-hand side of (3.44) by (3.45) yields
‖E [χa{h(AG)− h(AG′)}χb]‖
≤ C ′′
∫ 1
−1
dy |y|n−2e−µ|y|(d(a,∂G′G)θ+d(b,∂G′G)θ), (3.46)
where we also used (3.40) and (3.41). A change of variables shows that
(3.46) ≤ C
′′′
d(a, ∂G′G)(n−1)θ + d(b, ∂G′G)(n−1)θ
, (3.47)
where the constant C ′′′ depends on θ. Because n − 1 = ⌊2q˜ + 2⌋ − 1 > 2q˜ we can
choose θ < 1/2 such that (n− 1)θ > q˜.
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
4. Proof of Theorem 2.6
The proof of the theorem consists of two parts. In the first part, which is purely
algebraic, we rewrite E [Tr (h(g(H)ΛL))] via the transformations {Tj}j∈Zd , {Ppi}pi∈Sd
and {Rσ}σ∈Rd as
E
[
Tr
(
h(g(H)ΛL)
)]
=
d∑
m=0
(2L)d−mA(L)m + E(L), (4.1)
where the A
(L)
m are finite-volume versions of the coefficients Am from (2.13) and E(L)
is an error term. In this part of the proof we work with the non-averaged quantities
Tr (h(g(H)G)) as long as possible. For a concrete model such as the random An-
derson model, and additional (model-specific) assumptions, the pointwise formula
(4.27) would be the starting point for an almost sure pointwise or stochastic asymp-
totic analysis beyond the results from [KP15]. In the second part we then apply
Theorem 2.5 to show that the coefficients Am are well-defined for q˜ > 2d and that
there exist constants C,C ′ such that
|A(L)m −Am| ≤ CL2m−q˜, (4.2)
|E(L)| ≤ C ′Ld−q˜. (4.3)
At the end of the section a short calculation verifies formula (2.14) in Remark 2.3.
4.1. First part of the proof. We recall the definitions {Tj}j∈Zd , {Ppi}pi∈Sd and
{Rσ}σ∈Rd from (2.2),(A2) and (A3), respectively. For the whole first part we choose
a fixed length scale L ∈ N. To shorten notation we use the shortcuts fn, n = 0, ..., d,
introduced in (2.8). In the same vein we abbreviate
fTn := h
(
g(HT )Rn
≥0×R
d−n
)
(4.4)
for a transformation T : Ω → Ω, where HT is the random operator obtained from
HTω := HTω, ω ∈ Ω. We first decompose the cube ΛL of side length 2L into 2d
disjoint subcubes
ΛL/2(σ) := {x ∈ Rd : xσ ∈ [−L, 0]d}, σ ∈ Rd, (4.5)
of side length L, where xσ := ((−1)σ1x1, ..., (−1)σdxd). Under the m.p. transfor-
mation Rσ from assumption (A3) the difference of the operators h(g(H)ΛL) and
f0 = (h ◦ g)(H) transforms as
UσχΛL/2(σ){h(g(H)ΛL )− f0}Uσ = χ[−L,0]dUσ{h(g(H)ΛL )− f0}Uσ
= χ[−L,0]d{h(g(HRσ )ΛL)− fRσ0 }. (4.6)
Via the unitary transformations {Uj}j∈Zd we can further rewrite the right-hand
side of (4.6) as
χ[−L,0]d{h(g(HRσ )ΛL)− fRσ0 }
= U∗Lχ[0,L]d{h(g(HTLRσ)[0,2L]d)− fTLRσ0 }UL, (4.7)
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where UL and TL are a short-cut for U(L,...,L) and T(L,...,L), respectively. After com-
bining (4.6) and (4.7) we take the trace and sum over σ ∈ Rd to arrive at
Tr (χΛL{h(g(H)ΛL )− f0})
=
∑
σ∈Rd
Tr
(
χ[0,L]d{h(g(HTLRσ)[0,2L]d)− fTLRσ0 }
)
. (4.8)
With the error term
E(L) :=
∑
σ∈Rd
Tr
(
χ[0,L]d{h(g(HTLRσ)[0,2L]d)− fTLRσd }
)
(4.9)
the formula (4.8) reads
(4.8) =
∑
σ∈Rd
Tr
(
χ[0,L]d{fTLRσd − fTLRσ0 }
)
+ E(L). (4.10)
So far we reduced the problem to a corner of the cube of linear size L and absorbed
the effect of those boundary parts of ΛL into an error term that are far apart from
the corner under consideration. Let’s continue by decomposing the box [0, L]d as
[0, L]d =
⋃
pi∈Sd
{x ∈ [0, L]d : xpi(1) ≤ ... ≤ xpi(d)}, (4.11)
where the union is disjoint up to a set of Lebesgue-measure zero. The single sets
on the right-hand side of (4.11) can be transformed into each other via relabeling
coordinates: If we set
χL,pi := χ[0,L]dχ{xpi(1)≤...≤xpi(d)} (4.12)
for pi ∈ Sd, then
χL,pi = UpiχL,idU
∗
pi (4.13)
(where ’id’ here stands for the neutral element in Sd). We extend the shortcut (4.4)
as follows. For a transformation T : Ω→ Ω we set
fTn,pi := h
(
Upiχ(Rn
≥0
×Rd−n)U
∗
pig(H
T )Upiχ(Rn
≥0
×Rd−n)U
∗
pi
)
, (4.14)
i.e. fTn,id = f
T
n as operators on L
2(Rd). Moreover, fTd,pi = f
T
d and f
T
0,pi = f
T
0 hold for
any pi ∈ Sd. Via a telescopic expansion we arrive at
Tr
(
χ[0,L]d{fTLRσd − fTLRσ0 }
)
=
∑
pi∈Sd
d∑
n=1
Tr
(
χL,pi{fTLRσn,pi − fTLRσn−1,pi}
)
. (4.15)
For n, l = 1, ..., d we define
K
d
n,l :=
{
k = (k1, ..., kn−1) : ki ∈ {1, ..., d} \ {l}, ki 6= kj(i 6= j)
}
, (4.16)
and for k = (k1, ..., kn−1) ∈Kdn,l
Sdn(k, l) := {pi ∈ Sd : (pi(1), ..., pi(n)) = (k1, ..., kn−1, l)} ⊆ Sd. (4.17)
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For fixed n = 1, ..., d the sets Sdn(k, l), l ∈ {1, , , .d} and k ∈ Kdn,l, form a disjoint
partition of Sd. Hence (4.15) can be written as
(4.15) =
d∑
n=1
d∑
l=1
∑
k∈Kdn,l
∑
pi∈Sdn(k,l)
Tr
(
χL,pi{fTLRσn,pi − fTLRσn−1,pi}
)
. (4.18)
For fixed k, l we choose an arbitrary but fixed pi0 = pi0(k, l) ∈ Sd such that pi−10 ∈
Sdn(k, l) and calculate for pi ∈ Sdn(k, l)
fTLRσn,pi = h
(
Upiχ(Rn
≥0×R
d−n)U
∗
pig(ULU
∗
pi0H
Ppi0RσUpi0U
∗
L)Upiχ(Rn
≥0×R
d−n)U
∗
pi
)
= U∗pi0h
(
χ(Rn
≥0×R
d−n)g(ULH
Ppi0RσU∗L)χ(Rn
≥0×R
d−n)
)
Upi0
= U∗pi0f
TLPpi0Rσ
n,id Upi0 . (4.19)
Here we used that UL commutes with Upi, pi ∈ Sd, and
Upi0◦piχ(Rn
≥0×R
d−n)U
∗
pi0◦pi = χ(Rn≥0×Rd−n)
. (4.20)
Since (pi0 ◦ pi)(n) = n a similar calculation can be performed for fTLRσn−1,pi. Combining
them yields
Tr
(
χL,pi{fTLRσn,pi − fTLRσn−1,pi}
)
= Tr
(
Upi0χL,piU
∗
pi0{f
TLPpi0Rσ
n − fTLPpi0Rσn−1 }
)
. (4.21)
Via the inclusion-exclusion principle we rewrite the sum over pi ∈ Sdn(k, l) of the
operators Upi0χL,piU
∗
pi0 as∑
pi∈Sdn(k,l)
Upi0χL,piU
∗
pi0 = χ[0,L]dχ{x1≤...≤xn}
d∏
i=n+1
χ{xn≤xi} (4.22)
= χ[0,L]dχ{x1≤...≤xn}
d∏
i=n+1
(
χRd − χ{xn≥xi}
)
= χ[0,L]dχ{x1≤...≤xn}
d−n∑
j=0
(−1)j
∑
M⊆{n+1,...,d}:
|M|=j
χ{∀t∈M: xn≥xt}.
For the j = 0 summand the second sum is interpreted as χRd . By summing (4.21)
over pi ∈ Sdn(k, l) we obtain∑
pi∈Sdn(k,l)
Tr
(
χL,pi{fTLRσn,pi − fTLRσn−1,pi}
)
=
d−n∑
j=0
(−1)j
∑
M⊆{n+1,...,d}:
|M|=j
Tr
(
χL,n,M{fTLPpi0Rσn − fTLPpi0Rσn−1 }
)
, (4.23)
where we abbreviated
χL,n,M := χ[0,L]dχ{x1≤...≤xn}χ{∀t∈M: xn≥xt}. (4.24)
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Let’s summarize the above calculation. For n,m = 1, ..., d and j = 0, ..., d − n we
define
b
(L)
n,j := (−1)j
∑
σ∈Rd
d∑
l=1
∑
k∈Kdn,l
∑
M⊆{n+1,...,d}:
|M|=j
Tr
(
χL,n,M{fTLPpi0Rσn − fTLPpi0Rσn−1 }
)
,
(4.25)
b(L)m :=
m∑
n=1
b
(L)
n,m−n. (4.26)
Our above calculation then shows that
Tr (χΛL{h(g(H)ΛL )− f0}) =
d∑
m=1
b(L)m + E(L). (4.27)
Now we take expectations and exploit that Ppi0 and Rσ are m.p. transformations.
For m = 1, ..., d, n = 1, ...,m and M⊂ {n + 1, ..., d} a set of size |M| = m− n as
appearing in the coefficients b
(L)
n,m−n his yields
E
[
Tr
(
χL,n,M{fTLPpi0Rσn − fTLPpi0Rσn−1 }
)]
= E [Tr (χL,n,M{fn − fn−1})] (4.28)
= E
[
Tr
(
χL,n,Mm,n{fn − fn−1}
)]
,
where in the second step we substituted the setM byMm,n := {n+1, ...,m} (with
Mm,m = ∅). This is possible because the m.p. transformation TM associated to
the unitary operator UM, which acts via relabeling the coordinates indexed by M
into those indexed by Mm,n, satisfies
UM{fn − fn−1}U∗M = fTMn − fTMn−1. (4.29)
The right-hand side of (4.28) now is independent of σ ∈ Rd, l = 1, ..., d and k ∈Kdn,l
and therefore
E
[
b
(L)
n,m−n
]
=
(−1)m−n2dd!
(m− n)!(d−m)!E
[
Tr
(
χL,n,Mm,n{fn − fn−1}
)]
. (4.30)
Hence, if we set
cm,n :=
(−1)m−n2md!
(m− n)!(d−m)! , (4.31)
we arrive at
E
[
b(L)m
]
= 2d−m
m∑
n=1
cm,nE
[
Tr
(
χL,n,Mm,n{fn − fn−1}
) ]
. (4.32)
For 1 ≤ n ≤ m ≤ d the operator on the right-hand side of (4.30) is invariant
under translations in the last d − m coordinates. For a cube Qa ⊂ [0, L]d−m of
side-length 1 and with center a ∈ (Z+ 1/2)d−m this gives
E
[
Tr
(
χL,n,Mm,nχ{(xm+1,...,xd)∈Qa}{fn − fn−1}
)]
= E
[
Tr
(
χL,n,Mm,nχ{(xm+1,...,xd)∈[0,1]d−m}{fn − fn−1}
)]
. (4.33)
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For m = 1, ..., d we obtain
E
[
b(L)m
]
=(2L)d−m
m∑
n=1
cm,nE
[
Tr
(
χL,n,Mm,nχ{xm+1,...,xd∈[0,1]}{fn − fn−1}
)]
=:(2L)d−mA(L)m (4.34)
and for m = 0 we set
A
(L)
0 := E
[
Tr
(
χ[0,1]df0
)]
. (4.35)
This finishes the first part of the proof, which can be summarized as
E [Tr (h(g(H)ΛL))] =
d∑
m=0
(2L)d−mA(L)m + E
[E(L)]. (4.36)
4.2. Second part of the proof. We start with proving that E(L) defined in
(4.9) is indeed a negligible error term. For a set U ⊆ Rd we recall the notation
U+ := {n ∈ (Z + 1/2)d : Qn ∩ A 6= ∅}. Because of (A1) and Lemma 3.1 we may
interchange trace and expectation in (4.9) to obtain∣∣E[E(L)]∣∣ = 2d ∣∣Tr (E[χ[0,L]d{h(g(H)[0,2L]d)− fd}])∣∣
≤ 2d
∑
a∈([0,L]d)+
∥∥E[χa{h(g(H)[0,2L]d)− fd}χa]∥∥1. (4.37)
Next, we apply estimate (2.15) (which by assumption holds for q˜ > 2d) with G =
[0, 2L]d and G′ = Rd≥0, in which case d([0, L]
d, ∂
Rd
≥0
[0, 2L]d) = L. This implies that∥∥E[χa{h(g(H)[0,2L]d)− fd}χa]∥∥1 ≤ CL−q˜ (4.38)
holds for a ∈ ([0, L]d)+, and consequently
|E[E(L)]| ≤ C ′Ld−q˜. (4.39)
Now let us turn to (4.2). We first introduce the abbreviation
χ̂L,m,n := χL,n,Mm,nχ{xm+1,...,xd∈[0,1]} (4.40)
for L ∈ N∪{∞}, and 1 ≤ n ≤ m ≤ d. We note that χ̂∞,m,n = χ̂m,n, where the latter
operators were defined in (2.10). The natural limiting candidates for the coefficients
A
(L)
m defined in (4.34) are
Am :=
m∑
n=1
cm,nTr (E [χ̂∞,m,n{fn − fn−1}χ̂∞,m,n]) . (4.41)
Here we exchanged the order of trace and expectation to ensure that the coefficients
Am are well-defined via the bound (2.15) and the calculation below. To prove con-
vergence of A
(L)
m towards Am we prove that the single summands which contribute
to A
(L)
m converge towards their respective infinite-volume counterparts. For brevity
we abbreviate for 1 ≤ n ≤ m ≤ d
A(L)m,n := Tr (E [χ̂L,m,n{fn − fn−1}χ̂L,m,n]) , (4.42)
Am,n := Tr (E [χ̂∞,m,n{fn − fn−1}χ̂∞,m,n]) . (4.43)
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We first prove that that the operator E [χ̂∞,m,n{fn − fn−1}χ̂∞,m,n] is trace class.
The trace norm of this operator can be estimated via the operator kernel of fn−fn−1
as
‖E [χ̂∞,m,n{fn − fn−1}χ̂∞,m,n]‖1
≤
∑
a∈(Rd
≥0)+:
χ̂∞,m,nχa 6=0
∑
b∈(Rd
≥0)+:
χ̂∞,m,nχb 6=0
‖E [χa{fn − fn−1}χb]‖1
≤ C1
( ∑
a∈(Rd
≥0)+:
χ̂∞,m,nχa 6=0
1
(|an|+ 1)q˜/2
)2
, (4.44)
where we used the assumption that (2.15) holds for q˜ and that
∂
R
n−1
≥0 ×R
d−(n−1)
(
R
n
≥0 × Rd−n
)
= Rn−1>0 × {0} × Rd−n. (4.45)
By definition of the operator χ̂∞,m,n the right-hand side of (4.44) can be estimated
by√
(4.44) ≤ C2
∑
an∈N
∑
a1,...,an−1∈N0:
ai≤an+1
∑
an+1,...,am∈N0:
ai≤an+1
a−q˜/2n ≤ C3
∑
an∈N
am−1−q˜/2n , (4.46)
which is finite for q˜ > 2m. Finally we prove that |A(L)m − Am| = O(L2m−q˜). We
proved above that the operator Tm,n := E [χ̂∞,m,n{fn − fn−1}χ̂∞,m,n] is trace class.
Cyclicity of the trace then yields
|A(L)m,n −Am,n| =
∣∣Tr (χ[0,L]dTm,n)− Tr (Tm,n)∣∣ (4.47)
=
∣∣Tr ((χ
Rd
≥0
− χ[0,L]d)Tm,n(χRd
≥0
− χ[0,L]d)
)∣∣
≤ ∥∥E[χ̂∞,m,n(χRd
≥0
− χ[0,L]d){fn − fn−1}(χRd
≥0
− χ[0,L]d)χ̂∞,m,n
]∥∥
1
.
With estimates as for (4.44) and (4.46) we arrive at
(4.47) ≤ C4
(
∞∑
an=L−1
am−1−q˜/2n
)2
≤ C5L2m−q˜. (4.48)

4.3. Proof of Remark 2.3. Because of the analysis in the second part of the
proof
Am = lim
L→∞
L∈N
A(L)m = lim
L→∞
L∈N
m∑
n=1
cm,nE [Tr (χ̂L,m,n{fn − fn−1})] (4.49)
with constants cm,n defined in (4.31). The presence of the finite-volume projection
now allows to rearrange terms in the above sum. This leads to
A(L)m =cm,mE [Tr (χ̂L,m,mfm)]− cm,1E [Tr (χ̂L,m,1f0)]
+
m−1∑
n=1
(
cm,nE [Tr (χ̂L,m,nfn)]− cm,n+1E
[
Tr
(
χ̂L,m,n+1fn
)])
. (4.50)
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We next use that fn is invariant under permutation of the first n and last d − n
coordinates to find that for 1 ≤ n ≤ m− 1
E [Tr (χ̂L,m,nfn)]
=
1
n!
n∑
k=1
E
[
Tr
(
fnχLχ{xm+1,...,xd∈[0,1]}χ{xk≥x1,...,xm}
)]
, (4.51)
E [Tr (χLχL,m,n+1fn)]
=
1
n!(m− n)
m∑
k=n+1
E
[
Tr
(
fnχLχ{xm+1,...,xd∈[0,1]}χ{xk≥x1,...,xm}
)]
. (4.52)
For the constants cm,n and cm,n+1 the relation
1
n!
cm,n =
−1
n!(m− n)cm,n+1 =
d!
(−1)m−n2mn!(m− n)!(d−m)! =: c˜m,n (4.53)
holds, which yields
cm,nE [Tr (χ̂L,m,nfn)]− cm,n+1E [Tr (χ̂L,m,n+1fn)]
= c˜m,nE
[
Tr
(
fnχLχ{xm+1,...,xd∈[0,1]}
)]
. (4.54)
After performing similar calculations for the n = 0 and the n = d term appearing
on the right-hand side of (4.50), we arrive at
A(L)m = lim
L→∞
m∑
n=0
c˜m,nE
[
Tr
(
fnχLχ{xm+1,...,xd∈[0,1]}
)]
(4.55)

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