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DIFFERENCE HIERARCHIES FOR nT τ-FUNCTIONS.
DARLAYNE ADDABBO AND MAARTEN BERGVELT
Abstract. We introduce hierarchies of difference equations (referred to as nT -systems) associated to the
action of a (centrally extended, completed) infinite matrix group GL
(n)
∞ on n-component fermionic Fock
space. The solutions are given by matrix elements (τ -functions) for this action. We show that the τ -
functions of type nT satisfy bilinear equations of length 3, 4, . . . , n+ 1. The 2T -system is, after a change of
variables, the usual 3 term T -system of type A.
Restriction from GL
(n)
∞ to a subgroup isomorphic to the loop group LGLn, defines nQ-systems, studied
earlier in [1] by the present authors for n = 2, 3.
Keywords: discrete integrable systems, τ -functions, Q- and T -systems, Gauss factorizations
1. Introduction.
There has recently been much interest in discrete integrable systems, difference equations with many
conserved quantities, in the context of, for instance, cluster algebras (see [13], [5], [15]), or statistical physics
(see [15]). In particular, the T -system and its reduction, the Q-system has been studied in great detail, with
applications in representation theory and combinatorics. It is known that the T - and Q-systems are discrete
Hirota equations, [15].
Experience in the general theory of integrable systems has shown that Hirota equations do not occur in
isolation: they are found to appear in families, forming hierarchies of compatible equations. Experience also
shows that such integrable hierarchies are attached to representation theoretic data. For instance, the KP
hierarchy (see e.g., [16], [17], [10]) corresponds to the principal construction of the basic representation of
the infinite matrix group GL∞
1. The KdV hierarchy, a reduction of the KP hierarchy, is similarly related
to the loop group of SL2, denoted LSL2, which is a subgroup of GL∞.
It is then a natural question to ask whether the T -system and the Q-system are part of more general
hierarchies of difference equations, and whether one can give a representation theoretic construction of
these hierarchies.2 The first aim of this paper is to show that the answer to both questions is positive.
There are two hierarchies of difference equations of which the T - and Q-systems are the simplest members.
Furthermore, these hierarchies are also attached to representation theoretic data: for the T and Q system
we have (central extensions of) an infinite matrix group GL
(2)
∞ and a subgroup isomorphic to LGL2 acting
on 2-component fermionic Fock space, and these systems are related in very much the same way as the KP
and KdV hierarchies: we propose the slogan: “T is to Q as KP is to KdV”.
The difference between the KP hierarchy and the T -system (both connected to infinite matrix groups)
lies in the choice of bosonization. It is well known that different KP like hierarchies can be constructed
depending on the choice of a Heisenberg subalgebra in the (centrally extended, completed) infinite matrix
algebra, each inequivalent Heisenberg algebra giving rise to a different bosonization, see for instance [12], [4],
[2]. In this paper we do something slightly different; we choose a unipotent subgroup, instead of a Heisenberg
subalgebra.
Let us briefly sketch the construction of the KP hierarchy in order to compare it to the construction in
the present paper. For the KP hierarchy, one can start with the fermionic Fock space F , the semi-infinite
wedge space of C∞. On F we have the actions of the matrix algebra gl∞ and group GL∞, and the centrally
extended completion a∞ of gl∞. There is a Heisenberg subalgebra in a∞, spanned by elements α(k) such
1 Actually, a central extension of a completion of GL∞ is what is needed for KP. In this introduction, for expository purposes,
we will usually ignore these details.
2There are various types of Q-systems and T -systems, but in this paper we will restrict to T -systems and Q-systems of type
A and generalizations of these.
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that
[α(k), α(ℓ)] = kδk,ℓ.
On F , we also have a bilinear form 〈 , 〉 such that elementary wedges are orthonormal. Finally, fermionic
Fock space has a grading by charge, F = ⊕k∈ZFk, where Fk is the charge k subspace. Then F0 contains the
vacuum vector v0 and one defines a map, called bosonization,
Φ: F0 → C[t1, t2, . . . ], ω 7→ 〈v0, e
∑
∞
k=1 tkα(k)ω〉.
If ω ∈ F0 is an element of the GL∞ orbit of the vacuum, ω = gv0, we call Φ(ω) the τ -function τω(t), where
t = (t1, t2, . . . ) are the KP times. A remarkable fact is that τω(t) solves an infinite collection of differential
equations, the KP hierarchy, [3], [9].
This construction is an instance of the general philosophy of special functions: interesting functions are
matrix elements of an action of a group3 G on some representation V , with the variables in the special
function obtained by choosing coordinates on G (or a subgroup, say diagonal elements in a matrix group).
One can think of the KP times t = (t1, t2, . . . ) as coordinates on a subgroup of GL∞ (of matrices that are
constant along diagonals).
The starting point for this paper was the observation that for the T -system, one can choose, instead of a
Heisenberg subalgebra, a subgroup of an infinite matrix group GL
(2)
∞ (acting on 2-component fermionic Fock
space), consisting of certain lower triangular matrices, with coordinates ck,ℓ, k, ℓ ∈ Z. By more or less the
same construction as for the KP hierarchy, one defines τ -functions. Briefly, we start with an element of the
lower triangular subgroup of GL
(2)
∞ mentioned above, lift it to an element g of the central extension acting
on the 2-component fermionic Fock space, with vacuum vector v0 and bilinear form 〈 , 〉. Then the T -system
τ -functions are
(1.1) τk = 〈T
kv0, gv0〉, k ∈ Z,
where T is (the lift of) a “translation group element” in GL
(2)
∞ , corresponding to the loop group element[
−z 0
0 −z−1
]
in LGL2 embedded in GL
(2)
∞ . See sections 2–12 for more details.
The τ -functions for the T -system turn out to be determinants of finite matrices with the ck,ℓ as entries.
There are discrete shifts, τ
(α,β)
k , α, β ∈ Z of the τ -functions, τk, see section 12. One shows that the shifted
τ -functions satisfy difference equations, which yield the T -system of type A: For all k ≥ 0 and α, β ∈ Z,
(2T -system) τ
(α+1,β)
k τ
(α,β+1)
k + τ
(α,β+1)
k+1 τ
(α+1,β)
k−1 = τ
(α,β)
k τ
(α+1,β+1)
k ,
see Section 16.
Since these equations are related to the group GL
(2)
∞ acting on 2-component fermionic Fock space we refer
to this system of equations as the 2T -system.
The main point of this paper is that there is an obvious generalization of the construction of the 2T -system
we just sketched. Instead of just considering the action of an infinite matrix group on 2-component fermionic
Fock space, one can define a group GL
(n)
∞ acting on n-component fermionic Fock space F (n), and consider a
lower triangular subgroup of GL
(n)
∞ . We define τ -functions of type nT as matrix elements of n-component
fermionic Fock space. In general these τ -functions are of the form τ
(β)
k
, where k belongs to the root lattice
An−1 and β ∈ Z
n. For n > 2 these τ -functions satisfy two types of bilinear equations: the “short” relations,
described in Section 14, have length 3, 4, . . . n (and are absent for n = 2), and the “long” relations, described
in Section 15, of length n+ 1.
For instance, for n = 3 the τ -functions are labeled by pairs and triples of integers k = (k, ℓ) and β =
(α, β, γ). An example of a short relation of type 3T is
τ
(α,β,γ)
k,ℓ τ
(α+1,β,γ)
k,ℓ−1 = τ
(α,β,γ)
k,ℓ−1 τ
(α+1,β,γ)
k,ℓ + τ
(α,β,γ)
k+1,ℓ τ
(α+1,β,γ)
k−1,ℓ−1 ,
and an example of a long relation of type 3T is
τ
(α+1,β,γ)
k,ℓ τ
(α,β+1,γ+1)
k,ℓ + τ
(α+1,β,γ)
k−1,ℓ τ
(α,β+1,γ+1)
k+1,ℓ + τ
(α+1,β,γ)
k−1,ℓ−1 τ
(α,β+1,γ+1)
k+1,ℓ+1 = τ
(α,β,γ)
k,ℓ τ
(α+1,β+1,γ+1)
k,ℓ .
3Or some other algebraic structure such as a quantum group, etc., see for instance [14], [6]
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The nT τ -functions τ
(β)
k
(g) depend on an element g in a lower triangular subgroup of the infinite matrix
group GL
(n)
∞ , which contains a subgroup isomorphic to the loop group LGLn. We say that the τ -functions
corresponding to these subgroups, and the equations satisfied by them, are of type nQ. (The relation between
nT and nQ systems is similar to the relation between the KP and n-KdV hierachies, as mentioned above for
n = 2.) In the case that τ
(β)
k
(g) is of type nQ, i.e., g belongs to the loop group, it has a symmetry: in that
case we have
τ
(β)
k
= τ
(β+1)
k
,
where 1 = (1, 1, . . . , 1) ∈ Zn. For instance, by imposing τ
(α,β)
k = τ
(α+1,β+1)
k in the 2T -system above, we
obtain the following 2Q relations: For all k ≥ 0, α ∈ Z, putting τ
(α)
k := τ
(α,0)
k ,
(2Q-system) (τ
(α)
k )
2 = τ
(α+1)
k τ
(α−1)
k + τ
(α−1)
k+1 τ
(α+1)
k−1 .
The equations of type 2Q and 3Q were obtained in earlier work [1]. The construction in [1] is a special case of
the construction in this paper. The main technical difference is that in [1] we used the Birkhoff factorization
of a loop group element, whereas we use the Gauss factorization of an infinite invertible matrix in this paper.
2. n-Component Fermionic Fock Space.
We start by recalling for the reader’s convenience some notation on fermionic Fock space and related
constructions, see our previous paper [1]; we learned this material from [19].
Let e0 =
10
...
, e1 =
01
...
,. . . , en−1 =

0
...
0
1
 be the standard basis of Cn and let H(n) = Cn ⊗ C[z, z−1],
with basis eka = eaz
k, for a = 0, 1, . . . , n− 1 and k ∈ Z.
Let F (n) be the fermionic Fock space, the semi-infinite wedge space based onH(n). It contains semi-infinite
wedges
ω = w0 ∧ w1 ∧ w3 ∧ . . . , wi ∈ H
(n),
where the wi satisfy some restrictions that we will discuss momentarily. Semi-infinite wedges obey the usual
rules of exterior algebras, like multilinearity in each factor and antisymmetry under exchange of two factors.
To formulate the restrictions on the vectors wi appearing in the wedge ω above, we introduce the Clifford
algebra Cl(n) acting on F (n): it is generated by wedging (creation) operators eaz
k∧, 0 ≤ a ≤ n−1, k ∈ Z and
their adjoints, the contracting (annihilation) operators i(eaz
k) (defined by i(eaz
k)α = β if eaz
k ∧ β = α).
Let v0 be the vacuum vector
v0 =

1
0
...
0
 ∧

0
1
...
0
 ∧ · · · ∧

0
...
0
1
 ∧

z
0
...
0
 ∧

0
z
...
0
 ∧ . . . .
F (n) is then defined as the span of the wedges obtained by acting on the vacuum, v0, by monomials in the
wedging and contracting operators. To get a basis for F (n) we specify an ordering on the wedging/contracting
operators acting on F (n). One possibility is the following:
Definition 2.1. An elementary wedge in F (n) is an element ω =Mv0, where
M =Mn−1 . . .M1M0, Ma =M
+
a M
−
a , 0 ≤ a ≤ n− 1,
where
M±a = aψ
±
(k1)a
ψ±(k2) . . . aψ
±
(ks)
, k1 < k2 < · · · < ks ≤ 1,
is a monomial in aψ
±
(k) for k ≤ −1, ordered in increasing order from left to right. Here, aψ
+
(k) = eaz
k∧ and
aψ
−
(k) = i(eaz
−k−1).
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The statement that the elementary wedges form a basis for F (n) follows from the Poincare´-Birkhoff-Witt
theorem for the Lie superalgebra underlying the Clifford algebra.
We define a bilinear form, denoted 〈 , 〉, on F (n) by declaring the elementary wedges to be orthonormal.
Then the fermion operators satisfy the following adjointness property
(2.1) 〈aψ
+
(k)v, w〉 = 〈eaz
k ∧ v, w〉 = 〈v, i(eaz
k)w〉 = 〈v, aψ
−
(−k−1)w〉,
for all v, w ∈ F (n).
The n-component fermionic Fock space F (n) has a grading by the Abelian group Zn, i.e., we have a
decomposition F (n) = ⊕
δ∈Zn
F
(n)
δ . The vacuum has degree (0, . . . , 0). We introduce a basis in Z
n by
(2.2) δa = (0, . . . , 0, 1, 0, . . . , 0), 1 on the ath position, 0 ≤ a ≤ n− 1.
The grading on F (n) induces a grading on linear maps on F (n): if L : F (n) → F (n) has the property that
there exists a δ ∈ Zn so that for all Ω ∈ Zn, L restricts to a map F
(n)
Ω → F
(n)
Ω+δ, then we say that L has
degree δ. Then the wedging operators eaz
k∧ have degree δa, and the contracting operators i(eazk) have
degree −δa. The total degree of an element v ∈ F (n) of degree (d0, d1, . . . , dn−1) is just the sum
∑n−1
a=0 da.
3. Fermion Fields.
It is useful to collect the generators of the Clifford algebra in generating series. Therefore, define fermion
fields
ψ±a (w) =
∑
k∈Z
aψ
±
(k)w
−k−1, 0 ≤ a ≤ n− 1.
(This way of labelling components of fermion fields is inspired by the theory of vertex algebras, see e.g., [11].
There are many other conventions, see for instance [18] or [8].)
The fermionic fields, ψ±a (z) have degree ±δa and satisfy anti-commutation relations
[ψ±a (z), ψ
±
b (w)]+ = 0, [ψ
+
a (z), ψ
−
b (w)]+ = δabδ(z, w),
where the formal delta distribution is defined by
δ(z, w) =
∑
k∈Z
zkw−k−1.
From (2.1) we find adjointness for fields:
(3.1) 〈ψ+a (z)v, w〉 =
∑
k∈Z
〈aψ
+
(k)v, w〉z
−k−1 =
∑
k∈Z
〈v, aψ
−
(−k−1)w〉z
−k−1 = 〈v, ψ−a (z
−1)w〉z−1.
4. Fermionic Translation Operators.
Besides the action of fermion operators, aψ
±
(k), we also have the action of fermionic translation operators,
Qa : F
(n) → F (n), 0 ≤ a ≤ n− 1 on F (n). These invertible operators are given by
Q±1a v0 = ψ
±
a (z)v0 |z=0,
and
ψ±a (z)Qa = z
±1Qaψ
±1
a (z),(4.1)
ψ±a (z)Qb = −Qbψ
±1
a (z), a 6= b,(4.2)
QaQb = −QbQa, a 6= b.(4.3)
The Q±1a have degree ±δa.
The Qa are unitary for the standard bilinear form of F
(n):
(4.4) 〈Qav, w〉 = 〈v,Q
−1
a w〉, 0 ≤ a ≤ n− 1.
The group 〈Qa〉 of automorphisms of F
(n) generated by Qa, 0 ≤ a ≤ n − 1 has a basis labelled by β ∈ Z
n:
we define
(4.5) Qβ = Qβ00 Q
β1
1 . . .Q
βn−1
n−1 , β =
n−1∑
a=0
βaδa.
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The multiplication in this basis is simple.
Lemma 4.1. Let β,β′ ∈ Zn. Then
(4.6) QβQβ
′
= ǫ(β,β′)Qβ+β
′
,
where
(4.7) ǫ(β,β′) = (−1)
∑n−2
a=0 β
′
a(
∑n−1
b=a+1 βb) = (−1)
∑n−1
a=1 βa(
∑a−1
b=0 β
′
b).
Proof. This follows directly from the definition (4.5), using the relation (4.3). 
Lemma 4.2. The function ǫ : Zn × Zn → {±1} satisfies
(1) ǫ(β,0) = ǫ(0,β) = 1
(2) (Bimultiplicativity)
ǫ(β1 + β2,β3) = ǫ(β1,β3)ǫ(β2,β3),
ǫ(β1,β2 + β3) = ǫ(β1,β2)ǫ(β1,β3).
(3) ǫ(−β1,β2) = ǫ(β1,−β2) = ǫ(β1,β2),
Proof. This lemma follows from the explicit expressions (4.7) for ǫ. 
It follows from the lemma that the function ǫ : Zn × Zn → {±1} is a cocycle on Zn, well known in
representation theory, cf., [7], and the theory of lattice vertex algebras, cf., [8], [11]. The group 〈Qa〉
generated by the fermionic translation operators is a central extension of the lattice Zn.
The function B : Zn × Zn → {±1} given by
B(β,β′) = ǫ(β,β′)ǫ(β′,β)
controls the commuting of basis elements in 〈Qa〉: we have
(4.8) QβQβ
′
= B(β,β′)Qβ
′
Qβ.
It is well know that4
(4.9) B(β,β′) = (−1)β·β
′+(β·β)(β′·β′).
(To show this observe that ǫ and hence B are bimultiplicative, as is the right hand side of (4.9). Then check
that (4.9) is true for the basis {δa}
n−1
a=0 of Z
n. Cf., [11].)
In the proof of the long relations for nT τ -functions, see Theorem 15.3, we will have to consider tensor
products of the form Qβ ⊗Qβ
′
(acting on F (n) ⊗ F (n)).
Lemma 4.3. Let β ∈ Zn, a, b ∈ {0, 1, . . . , n− 1}, na, nb ∈ Z. Then
QβQnaa ⊗Q
βQnbb = ǫ(β, naδa + nbδb)Q
β+naδa ⊗Qβ+nbδb .
Corollary 4.4.
QβQ±1a ⊗Q
βQ∓1a = Q
β±δa ⊗Qβ∓δa .
5. Root Lattice and Translation Operators.
The lattice Zn contains the root lattice An−1:
An−1 =
n−1∑
i=1
Zαi, αi = δi−1 − δi.
We will call nonzero elements in An−1 of the form α =
∑
niαi positive roots if all ni ≥ 0.
There is subgroup of 〈Qa〉 corresponding to An−1 ⊂ Zn, generated by
(5.1) Tαi = Q
−1
i−1Qi = Q
−αi .
The degree of Tαi is (regrettably) δi − δi−1 = −αi. We will often write just Ti for Tαi .
4The Abelian group Zn has a bilinear form given by
δa · δb = δab, 0 ≤ a, b ≤ n− 1.
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The translation operator Ti is unitary, just as the fermionic translation operators are: from (4.4) it follows
that
(5.2) 〈Tiv, w〉 = 〈v, T
−1
i w〉.
Just as for 〈Qa〉 we choose a basis for 〈Tαi〉: if k =
∑n−1
i=1 kiαi ∈ An−1 then we define
(5.3) T k = Q−k.
To write
T k = QK00 Q
K1
1 . . .Q
Kn−1
n−1 ,
we put
−k =
n−1∑
a=0
Kaδa,
so that
(5.4) Ka = −k · δa = ka − ka+1,
where k0 = kn = 0.
Lemma 5.1.
(1) Q±1a (T
k)±1 = (−1)δa·k(T k)±1Q±1a .
(2) For k,k′ ∈ An−1 we have
T kT k
′
= ǫ(k,k′)T k+k
′
.
Proof. Part (1) is a special case of (4.9), noting that k ·k ∈ 2Z for k ∈ An−1. For Part (2) we use definition
(5.3) and Lemma 4.1:
T kT k
′
= Q−kQ−k
′
= ǫ(−k,−k′)Q−(k+k
′) = ǫ(k,k′)T k+k
′
.

6. The Lie Algebra gl
(n)
∞ and its Completion and Central Extension.
Define the Lie algebra gl
(n)
∞ as the Lie algebra of linear maps on H(n) generated by E
k,ℓ
ab , 0 ≤ a, b ≤
n− 1, k, ℓ ∈ Z, where
Ek,ℓab ecz
m = δbcδℓmeaz
k.
Then gl
(n)
∞ also acts on F (n) by
(6.1) Ek,ℓab 7→ (eaz
k∧)(i(ebz
ℓ)) = aψ
+
(k)bψ
−
(−ℓ−1).
Introduce generating series for Lie algebra elements acting on F (n) by
(6.2) Eab(z, w) =
∑
k,ℓ∈Z
Ek,ℓab z
−k−1wℓ.
We have an expression in terms of fermion fields for the generating series:
(6.3) Eab(z, w) =
∑
k,ℓ∈Z
aψ
+
(k)bψ
−
(−ℓ−1)z
−k−1wℓ = ψ+a (z)ψ
−
b (w).
The series Eab(z, w) has degree δa − δb.
If we want to discuss, for instance, the loop algebra of gln in this context, then we need to allow infinite
sums of the Ek,ℓab . (See Kac-Peterson, [10], for a detailed discussion of various completions of gl
(n)
∞ in the case
n = 1.) So define a
(n)
∞ to be the Lie algebra of sums X =
∑
k,ℓX
k,ℓ
ab E
k,ℓ
ab , such that for each k ∈ Z there are
only finitely many X i,jab 6= 0 with i ≤ k and j ≥ k. These matrices no longer act on H
(n), so we consider the
completion H
(n)
= Cn ⊗ C((z)) = Cn ⊗ C[[z]][z−1]. The spaces H(n) and H
(n)
have the same semi-infinite
wedge space F (n). The matrices in a¯
(n)
∞ do act on H
n
but not on F (n), in general. We therefore change the
action of Ek,ℓab on F
(n) by putting
(6.4) Eab(z, w) =: ψ
+
a (z)ψ
−
b (w) : ,
DIFFERENCE HIERARCHIES FOR nT τ -FUNCTIONS. 7
where the normal ordering : : moves annihilation operators to the right of creation operators. This gives
rise to a central extension of a
(n)
∞ :
(6.5) 0→ C→ a(n)∞
π
→ a(n)∞ → 0.
Then a
(n)
∞ acts on F (n).
7. The Group GL
(n)
∞ and its Completion and Central Extension.
The group analog of the Lie algebra gl
(n)
∞ is GL
(n)
∞ , the group of invertible infinite matrices that differ
from the identity by an element of gl
(n)
∞ . GL
(n)
∞ acts on H(n) = Cn ⊗ C[z, z−1]. Again we want to consider
some completion where we allow infinite sums. Define the group A
(n)
∞ as the set of invertible elements in
a
(n)
∞ , thought of as an associative algebra. Then A
(n)
∞ acts on H
(n)
, but not on F (n). There is a central
extension A
(n)
∞ of A
(n)
∞ ,
1→ C× → A(n)∞
π
→ A
(n)
∞ → 1,
so that A
(n)
∞ does act on F (n), see [10].
8. Loop Algebra Embedding.
In this section we describe an embedding of the (Laurent polynomial) loop algebra Lgln = gln⊗C[z, z−1]
in a
(n)
∞ . There are two reasons for this. The first is that this embedding allows us to give an explicit
description of the (projections of) the fermionic translation elements Qa and the translation group elements
Ti. The other reason is that the hierarchies of difference equations that we attach to GL
(n)
∞ have a reduction
attached to the loop group LGLn, see section 1.
Consider the Laurent polynomial loop algebra Lgln. It is generated by elements z
kEab which act in the
obvious way on H(n), with
(8.1) zkEab 7→
∑
ℓ∈Z
Ek+ℓ,ℓab .
This gives an embedding Lgln →֒ a
(n)
∞ , which gives rise, using (6.5), to the usual central extension of the
loop algebra:
0→ C → L̂gln
π
→ Lgln → 0.
Now we are going to relate the fermionic translation operators Qa to loop group elements. Recall the
fermion creation operator aψ
+
(k) = eaz
k∧. Define a map ψ+ : H(n) → End(F (n)), v 7→ v∧, so that in
particular aψ
+
(k) = ψ
+(eaz
k). We can extend the domain of ψ+ to H
(n)
. Then a fundamental property of
the action R : A
(n)
∞ → Aut(F (n)) is that for all v ∈ H
(n)
, g ∈ A
(n)
∞ we have
(8.2) R(g)ψ+(v)R(g−1) = ψ+(π(g) · v).
Here γ · v is the action of γ ∈ A
(n)
∞ on v ∈ H
(n)
, and π : A
(n)
∞ → A
(n)
∞ is the projection. See Kac-Peterson,
[10], for details.
This allows us to calculate the projections of the fermionic translation operators. We find, using (4.1)
and (8.2), for all a = 0, 1, . . . , n− 1,
(8.3)
Qa = π(Qa) = z
−1Eaa −
∑
b6=a
Ebb,
=
∑
k∈Z
Ek−1,kaa −∑
b6=a
Ek,kbb
 .
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Similarly, for all i = 1, . . . , n− 1,
(8.4)
T i = π(Ti) = −zEi−1,i−1 − z
−1Eii +
∑
b6=i−1,i
Ebb,
=
∑
k∈Z
−Ek+1,ki−1,i−1 − Ek−1,ki,i + ∑
b6=i,i−1
Ek,kbb
 .
9. Gauss Factorization and Fermion Matrix Elements.
The decomposition H
(n)
= H
(n)
+ ⊕H
(n)
− , where H
(n)
+ = C
n⊗C[[z]] and H
(n)
− = C
n⊗C[z−1]z−1, induces
a block decomposition on elements a ∈ a
(n)
∞ : every such a can be written as
(9.1) a =
(
a++ a+−
a−+ a−−
)
,
where aij : H
(n)
j → H
(n)
i , i, j ∈ {−,+}.
Recall the group A
(n)
∞ of invertible elements in the associative algebra a
(n)
∞ ; A
(n)
∞ acts on H
(n)
and the
central extension A
(n)
∞ acts on F (n), see section 7.
We say that g ∈ A
(n)
∞ has a Gauss Decomposition if we can factor g as follows:
(9.2) g = g−g0+, g− =
(
1 0
X−+ 1
)
, g0+ =
(
g++ g+−
0 E−−
)
,
where g−, g0+ are invertible, with inverses of the same form. Let gˆ ∈ A
(n)
∞ be any lift of g ∈ A
(n)
∞ , i.e.,
π(gˆ) = g. Define τ = 〈v0, gˆv0〉. Now g has a Gauss factorization if and only if τ 6= 0. In this case (τ 6= 0) we
can give an explicit formula for the factor g− of the Gauss factorization of g, in terms of matrix elements
with fermion fields inserted.
Lemma 9.1. Let g ∈ A
(n)
∞ have a Gauss factorization (so that τ 6= 0) with negative component g− =(
1 0
X 1
)
. Define
gab(z, w) = 〈v0, : ψ
+
b (w)ψ
−
a (z) : gv0〉/τ.
Then
X =
∑
0≤a,b≤n−1
Resz,w (gab(z, w)Eab(z, w)) ,
where Eab(z, w) is the generating series (6.2) of Lie algebra elements.
Proof. Write X =
∑
0≤a,b≤n−1
Xab, where
Xab =
∑
r,s≥0
xr,sab E
−r−1,s
ab .
Introduce generating series
xab(z, w) =
∑
r,s
xr,sab z
−r−1w−s−1.
so that
Xab = Resz,w(xab(z, w)Eab(z, w)).
Here
Resz,w = Resz Resw,
and Resz is the coefficient of z
−1 in a series in z, z−1.
Now we can calculate the coefficients xr,sab using the fermionic Fock space F
(n). Here we prove the formula
for xab(z, w) in the case that a 6= b. Since formulas for the case that a = b are not needed in this paper, we
will leave the details to the reader. Consider g−v0. First note that
g−v0 = v0 +
∑
a,b
∑
r,s≥0
xr,sab E
−r−1,s
ab v0 + . . . ,
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where the omitted terms are quadratic and higher in the Ei,jab s. Next note that if g has Gauss factorization,
then g−v0 = gˆv0/τ . Hence
xr,sab = 〈E
−r−1,s
ab v0, g−v0〉 = 〈E
−r−1,s
ab v0, gv0〉/τ.
We then get the generating series by (6.1) and (6.3)
xab(z, w) =
∑
r,s≥0
z−r−1w−s−1〈aψ
+
(−r−1)bψ
−
(−s−1)v0, gv0〉/τ =
= z−1w−1〈ψ+a (z
−1)ψ−b (w
−1)v0, gv0〉/τ.
Then using the adjointness property (3.1) we move the normal ordered product to the other side to find
xab(z, w) = 〈v0, ψ
+
b (w)ψ
−
a (z)gv0〉/τ,
i.e., xab(z, w) = gab(z, w) as we wanted to show. 
10. A Lower Triangular Subgroup, Baker Functions and Connection Matrices.
Consider the infinite matrix
(10.1) g = 1H(n) +
∑
a>b
∑
k,ℓ∈Z
ca,bk,ℓE
−k−1,ℓ
a,b .
Here we can think of the ca,bk,ℓ as complex numbers. If we impose the condition that all but finitely many of
the ca,bk,ℓ are zero, then g is an element of GL
(n)
∞ . Similarly, by assuming that for each k there are only finitely
many ca,bi,j 6= 0 if i ≤ k and j ≥ k, we obtain an element of A
(n)
∞ . In either case there is a unique lift gˆ ∈ A
(n)
∞
of g, such that π(gˆ) = g and 〈v0, gˆv0〉 = 1. These elements gˆ form a subgroup Nˆ ⊂ A
(n)
∞ isomorphic to the
group N of elements g: the central extension is trivial over N . Later we will often silently identify the two
groups N (acting on H
(n)
) and Nˆ (acting on F (n)), and we will not distinguish between g and gˆ.
It will also be useful to think of the ca,bk,ℓ appearing in g as formal variables, coordinates on the group N . In
this interpretation g is not, for instance, a linear map on fermionic Fock space, but a map F (n) → F (n)[[ca,bk,ℓ]].
In particular, matrix elements involving g will then be formal series in the ca,bk,ℓ. In practice this causes no
problems. In particular, the Gauss factorization and Lemma 9.1 still work if we use these “formal” group
elements.
We are going to define shifts and translates g(k,β) of this g in order to define Baker functions and
Connection Matrices relating the Baker functions. In the next section we will establish a criterion for
connection matrices to be nonnegative. Later, we will express the connection matrices in τ -functions, and
use this to derive our nT -equations, bilinear equations for τ -functions, see sections 14 and 15.
Recall the fermionic translation operators Qa and translation operators Ti acting on fermionic Fock
space F (n), see sections 4 and 5. Denote by Qa = π(Qa) and T i = π(Ti) the projection on the non-centrally
extended completed infinite matrix group A
(n)
∞ , see (8.3), (8.4). Similar to (4.5) and (5.3) we define products:
if
β =
n−1∑
b=0
βbδb = (β0, . . . , βn−1) ∈ Z
n, k =
∑
kiαi ∈ An−1,
then
(10.2) T
k
= T
k1
1 . . . T
kn−1
n−1 , Q
β
= Q
β0
0 Q
β1
1 . . . Q
βn−1
n−1 .
Note that in contrast to Qa and Ti the projection Qa and T i all commute among themselves, so we do not
need to keep track of their ordering. Also note that (Q
β
)−1 = Q
−β
and (T
k
)−1 = T
−k
.
We define
(10.3) g(β) = Q
β
g Q
−β
, g(k,β) = T
−k
g(β).
We have Gauss factorization
g(k,β) = g
(k,β)
− g
(k,β)
0+ .
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We use this to define Baker Functions
(10.4) Ψ(k,β) = T
k
Q
−β
g
(k,β)
− .
Next we construct connection matrices. The Baker functions are all invertible, being elements of A
(n)
∞ , so
there are elements Γ
(k′,β′)
(k,β) ∈ A
(n)
∞ such that
Ψ(k
′,β′) = Ψ(k,β)Γ
(k′,β′)
(k,β) .
Explicitly we have
(10.5) Γ
(k′,β′)
(k,β) =
(
g
(k,β)
−
)−1
T
k
′−k
Q
β−β′
(
g
(k′,β′)
−
)
.
Now we have
T
k
′−k
Q
β−β′
g(k
′,β′) = g(k,β)Q
β−β′
,
so that
T
k
′−k
Q
β−β′
g
(k′,β′)
− g
(k′,β′)
0+ = g
(k,β)
− g
(k,β)
0+ Q
β−β′
,
and by rearranging factors we find an alternative expression for the connection matrices
(10.6) Γ
(k′,β′)
(k,β) =
(
g
(k,β)
0+
)(
Q
β−β′
)(
g
(k′,β′)
0+
)−1
.
11. Nonnegativity.
Recall the block decomposition (9.1) of an element a ∈ a
(n)
∞ . We say that a is nonnegative if the block
a−+ is zero. In other words, if we expand a =
∑
b,c
∑
i,j∈Z a
i,j
bc E
i,j
bc , then a is nonnegative if all components
a−i−1,jbc with i, j ≥ 0 are zero.
In particular, if g0+ is a factor in a Gauss factorization, see (9.2), then g0+ is nonnegative. Also, if x belongs
to the loop algebra Lgln embedded in a
(n)
∞ , then x is nonnegative if it contains only nonnegative powers of z,
see (8.1). In particular, a product Q
β
is nonnegative if all components βa of β = (β0, β1, . . . , βn−1) satisfy
βa ≤ 0, see (8.3). Finally, the product of nonnegative elements is again nonnegative.
This gives us an easy way to check which of the connection matrices Γ
(k′,β′)
(k,β) , see (10.6), are nonnegative:
these are the connection matrices such that β − β′ ≤ 0, i.e., Γ
(k′,β′)
(k,β) is nonnegative when
(βa − β
′
a) ≤ 0, 0 ≤ a ≤ n− 1.
12. τ-Functions.
12.1. Introduction and Outline. At this point we have all of the ingredients we need to define the τ -
functions of type nT .
Recall the translation group elements T
k
and the shifted group element g(β) of (10.3), used to define the
connection matrices. They lift to operators on F (n), denoted by T k and g(β), respectively. We define (in the
central extension)
(12.1) g(k,β) =
(
T k
)−1
g(β), g(β) = Qβg(Qβ)−1.
Then the τ -function of type nT is
(12.2) τ
(β)
k
(g) = 〈v0, g
(k,β)v0〉 = 〈T
kv0, g
(β)v0〉.
We will often write τ
(β)
k
for τ
(β)
k
(g).
We will give residue formulas for the τ -functions, see Theorem 12.2. In section 13, we will also give explicit
formulas in terms of τ -functions for some of the components of the factors, g
(k,β)
− , g
(k,β)
0+ , of the connection
matrices appearing in (10.5) and (10.6). This will allow us in sections 14 and 15 to derive bilinear equations
of lengths 3, 4, . . . , n+ 1 for τ -functions of type nT .
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12.2. Degree and Nonvanishing of τ-functions. In this subsection we will show that many of the τ -
functions defined by (12.2) are identically zero, by investigating the degree of the elements T kv0 and g
βv0.
First we rewrite the element g of (10.1) as a product of exponentials:
(12.3) g =
−→∏
a>b
exp (Γab) ,
where
(12.4) Γab = Resz,w (Cab(z, w)Eab(z, w)) ,
with
(12.5) Cab(z, w) =
∑
k,ℓ∈Z
ca,bk,ℓz
−k−1w−ℓ−1,
and Eab(z, w) is the generating series (6.2). Of course, the Γab in (12.3) do not commute (because the
Eab(z, w) do not), so we need to prescribe an ordering of the exponential factors. For instance, we can define
the ordered product by
(12.6)
−→∏
a>b
exp(Γab) = exp(Γa1b1) exp(Γa2b2) . . . exp(ΓaN bN ),
where N = n(n− 1)/2, (a1, b1) = (1, 0) and
(ai+1, bi+1) =
{
(ai, bi + 1) if bi < ai − 1
(ai + 1, 0) if bi = ai − 1
From here on, we will use this convention of ordered product over a > b.
Now note that the degree of Γab is ωab = δa − δb. This can be written as a telescoping sum: in the case
a > b we have
(12.7) ωab = (δa − δa−1) + (δa−1 − δa−2) + · · ·+ (δb+1 − δb) = −
a∑
k=b+1
αk
Hence ωab is a negative root (for An−1, see section 5) for all a > b. This means that gv0 is an infinite sum
of terms with degree a negative root (or of degree 0, for v0).
Next consider the shifted group element g(β) = QβgQ−β. Again this can be written as a product
(12.8) g(β) =
−→∏
a>b
exp
(
Γ
(β)
ab
)
, Γ
(β)
ab = Q
βΓabQ
−β.
Now clearly, Γ
(β)
ab still has degree δa − δb and g
(β)v0 is still a sum of terms of degree a negative root.
On the other hand T k = T k11 T
k2
2 . . . T
kn−1
n−1 has degree −
∑n−1
i=1 kiα1. Hence, if at least one of the ki is
less than zero, then the degree of T k contains a positive root. This proves (by orthogonality of elements of
distinct degree in F (n)) the following lemma.
Lemma 12.1. Let k =
∑
i kiαi and suppose that for at least one 1 ≤ i ≤ n− 1 we have ki < 0 then
τ
(β)
k
= 〈T kv0, g
(β)v0〉 = 0.
12.3. Heine Formula for the τ-functions. In this section we calculate the τ -functions, τ
(β)
k
, in the case
that they are not zero.
Assume first that β = 0, so consider τk = 〈T kv0, gv0〉. We start with the factorization (12.3) of g in
exponentials. Expanding the exponentials we see that
(12.9) gv0 =
∑
m
Γ(m)v0, Γ
(m) =
(
−→∏
a>b
(Γab)
mab
mab!
)
,
where m = (mab) is a triangular array of nonnegative integers mab ≥ 0, 0 ≤ b < a ≤ n− 1. Now the degree
of Γ(m) is
ω(m) =
∑
a>b
mab(δa − δb) = −
n−1∑
i=1
M
(m)
i αi,
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where, using (12.7),
M
(m)
i =
∑
0≤ℓ<i≤k≤n−1
mkℓ.
Recalling that the degree of T k is −
∑n−1
i=1 kiαi we see that the only contributions to the τ -function τk =
〈T kv0, gv0〉 are the terms Γ
(m) where ki =M
(m)
i for all 1 ≤ i ≤ n− 1. We write this condition as k =M
(m),
where M(m) = (M
(m)
1 ,M
(m)
2 , . . . ,M
(m)
n−1). Therefore the τ -function is a finite sum:
τk =
∑
m
k=M(m)
Γ
(m)
k
, Γ
(m)
k
= 〈T kv0,Γ
(m)v0〉.
So we need to calculate each of the terms Γ
(m)
k
= 〈T kv0,Γ(m)v0〉.
Recall that Γ(m) is a product of powers of the Γab, Γab = Resz,w (Cab(z, w)Eab(z, w)) , and Eab(z, w) =
ψ+a (z)ψ
−
b (w). The variables z, w in the definition of Γab are dummy variables, and it will be useful to
introduce separate variables z
(ab)
i , w
(ab)
i , 1 ≤ i ≤ mab for each factor in Γ
mab
ab . So we write
(Γab)
mab =
mab∏
i=1
Res
z
(ab)
i
,w
(ab)
i
(
Cab(z
(ab)
i , w
(ab)
i )Eab(z
(ab)
i , w
(ab)
i )
)
.
Then
Γ
(m)
k
= Resz,w
(
C(m)(z,w)P
(m)
k
(z,w)
)
,
where z,w are the sets of all variables z
(ab)
i , w
(ab)
i , a > b, 1 ≤ i ≤ mab, Resz,w is the residue over all the
variables in z,w and
C(m)(z,w) =
∏
a>b
mab∏
i=1
Cab(z
(ab)
i , w
(ab)
i ),
and
(12.10) P
(m)
k
(z,w) =
〈
T kv0,
−→∏
a>b
∏mab
i=1 Eab(z
(ab)
i , w
(ab)
i )v0
mab!
〉
=
=
〈
T kv0,
−→∏
a>b
∏mab
i=1 ψ
+
a (z
(ab)
i )ψ
−
b (w
(ab)
i )v0
mab!
〉
.
The idea is now to reduce the term 〈T kv0,Γ(m)v0〉 as a product of matrix elements, each of which contains
only QKaa on the left hand side, and fermion fields ψ
±
a (z) of the same type a on the right hand side.
Rewrite the product of fermion fields in the RHS of (12.10) as
(12.11)
−→∏
a>b
mab∏
i=1
ψ+a (z
(ab)
i )ψ
−
b (w
(ab)
i ) = (−1)
G(m)Ψ0Ψ1 . . .Ψn−1,
where
Ψa =
−→∏
a>b
mab∏
i=1
ψ+a (z
(ab)
i )
−→∏
c>a
mca∏
i=1
ψ−a (w
(ca)
i ).
Here we use the same ordering on fermion fields in the variables z
(ab)
i and w
(ca)
i as in (12.6).
To see that (12.11) indeed holds, note that we need to reorder the fermion fields on the LHS in order to
achieve the form of the RHS. In this process (because of the way we have defined the ordered product, see
(12.6)), we never need to move a positive fermion field, ψ+a (z), past a negative fermion field, ψ
−
a (w), of the
same type a, and vice versa. This means that no delta function terms (see (3.1)) show up, and the result of
the reordering is just a sign denoted by (−1)G(m). To determine this sign observe that the same sign would
appear if we replaced each fermion field ψ±a (z) by the corresponding fermionic translation operator Q
±1
a and
reordered the resulting product in the basis Qβ of (4.5). That is,∏
a>b
mab∏
i=1
QaQ
−1
b = (−1)
G(m)Qω
m
, ωm =
∑
a>b
mab(δa − δb),
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where (−1)G(m) is the same sign as the one appearing in (12.11). This means that we can express the sign
in terms of the cocycle ǫ of Lemma 4.1. Since the formula does not seem particularly enlightening, we leave
this to the interested reader.
Now recall that
T k = Q−k = QK00 Q
K1
1 . . .Q
Kn−1
n−1 ,
where Ka = −k · δa = ka−ka+1 with k0 = kn = 0. Using (12.11) we find, also using the factorization lemma
of multicomponent fermion fields [1],
P
(m)
k
(z,w) = (−1)G(m)
〈
QK00 . . .Q
Kn−1
n−1 v0,Ψ0 . . .Ψn−1v0
〉
=
= (−1)G(m)
n−1∏
a=1
〈
QKaa v0,Ψav0
〉
.
Now, by a formula [1] for the matrix elements of one-component fermions, we have
(12.12)
〈
QKaa v0,Ψav0
〉
=
∏(
z
(ab)
i − z
(ab′)
j
)∏(
w
(ba)
i − w
(b′a)
j
)∏(
z
(ab)
i − w
(ca)
j
)−1
Here, the product
∏(
z
(ab)
i − w
(ca)
j
)−1
is over all b, c, i, j with c > a, b < a and 1 ≤ i ≤ mab and 1 ≤ j ≤ mca.
The product
∏(
z
(ab)
i − z
(ab′)
j
)
is over all b, b′, i, j with b < b′, and 1 ≤ i ≤ mab and 1 ≤ j ≤ mab′ and all
b, b′, i, j with b = b′ and 1 ≤ i < j ≤ mab. Similarly, the product
∏(
w
(ba)
i − w
(b′a)
j
)
is over all b, b′, i, j with
b < b′, 1 ≤ i ≤ mba and 1 ≤ j ≤ mb′a, and b = b′ with 1 ≤ i < j ≤ mba. (Here, we expand
(
z
(ab)
i − w
(ca)
j
)−1
in positive powers of w
(ca)
j .) Putting this all together gives us the following theorem.
Theorem 12.2.
τk =
∑
m
Mm=k
Γ
(m)
k
,
where
Γ
(m)
k
= (−1)G(m)Resz,w
[∏
a>b
∏mab
i=1 Cab(z
(ab)
i , w
(ab)
i )
mab!
×
×
(∏(
z
(ab)
i − z
(ab′)
j
)∏(
w
(ba)
i − w
(b′a)
j
)∏(
z
(ab)
i − w
(ca)
j
)−1)]
.
Finally we turn to τ
(β)
k
= 〈T kv0, g(β)v0〉. Recall that g(β) = Qβg(Qβ)−1, see (12.8). Using an expansion
similar to (12.9) we get
τ
(β)
k
=
∑
m
k=M(m)
Γ
(β,m)
k
, Γ
(β,m)
k
= 〈T kv0,Γ
(β,m)v0〉,
where
Γ(β,m) =
−→∏
a>b
(
Γ
(β)
ab
)mab
mab!
 , Γ(β)ab = QβΓab(Qβ)−1.
If β = (β0, β1, . . . , βn−1) write |β| =
∑n−1
a=0 βa. (This is the total degree of β, see section 4.) Also, if
γ = (γ0, . . . , γn−1) define β · γ =
∑n−1
a=0 βaγa,
Lemma 12.3. • Qβψ±a (z)(Q
β)−1 = (−1)|β−βaδa|z∓β·δaψ±a (z).
• QβEab(z, w)(Qβ)−1 = (−1)β·(δa−δb)z−β·δawβ·δbEab(z, w).
Define
C
(−βa,βb)
ab (z, w) =
∑
k,ℓ∈Z
C
(a,b)
k−βa,ℓ+βb
z−k−1w−ℓ−1 = z−βawβbCab(z, w).
Then
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Lemma 12.4.
Γ
(β)
ab = (−1)
β·(δa−δb)Resz,w
(
C
(−βa,βb)
ab (z, w)Eab(z, w)
)
.
The upshot is that the formula for τ
(β)
k
is the same as the one in Theorem 12.2, but with Cab(z
(ab)
i , w
(ab)
i )
replaced by (−1)β·(δa−δb)C
(−βa,βb)
ab (z
(ab)
i , w
(ab)
i ).
13. Shift Fields and the Formula for the Negative Component of the Gauss Factorization.
Recall that the Baker function was given by
Ψ
(β)
k
= T
k
Q
−β
g
(k,β)
− ,
where g
(k,β)
− is the minus component of the Gauss factorization of g
(k,β), see (10.4). In this section we give
a formula for g
(k,β)
− in terms of “shift fields”. To explain what these are, recall the coordinates c
a,b
k,ℓ on the
lower triangular subgroup N , see (10.1). Then define multiplicative maps on these coordinates by
Sα,βab c
a′,b′
k,ℓ = δaa′δbb′c
a,b
k+α,ℓ+β , S
α,β
ab (1) = 0.
Then define shift fields
S±1,0ab (z) =
(
1−
S1,0ab
z
)±1
, S0,±1ab (w) =
(
1−
S0,1ab
w
)±1
.
Here we expand in positive powers of 1/z and 1/w.
The shift fields act on the generating series Cab(z, w) of (12.5) by
(13.1) S±1,0ab (z)Ccd(z1, w1) = (1−
z1
z
)±δacδbdCcd(z1, w1),
and
(13.2) S0,±1ab (w)Ccd(z1, w1) = (1 −
w1
w
)±δacδbdCcd(z1, w1).
Finally define
S±a (z) =
∏
a>b
S±1,0ab (z)
∏
b>a
S0,∓1ba (z).
Then
(13.3) S±a (z)Ccd(z1, w1) = (1− z1/z)
±δac(1− w1/z)
∓δadCcd(z1, w1).
Indeed, if a 6= c, d the RHS of (13.3) is just Ccd(z1, w1). In the case a = c we have
z±1S±a (z)Ccd(z1, w1) = z
±1S±a (z)Cad(z1, w1) = z
±1S±1,0ad (z)Cad(z1, w1) = z
±1(1− z1/z)
±1Cad(z1, w1),
by (13.1). Similarly, if a = d, we have
z∓1S±a (z)Ccd(z1, w1) = z
∓1S±a (z)Cca(z1, w1) = z
∓1S0,∓1ca (z)Cca(z1, w1) = z
∓1(1− w1/z)
∓1Cca(z1, w1),
by (13.2).
The factors (z − z1)
±δac(z − w1)
∓δad also show up in certain matrix elements, involving insertions of
fermion fields.
Lemma 13.1. For c > d
〈Q±1a T
δd−δcv0, ψ
±
a (z)Ecd(z1, w1)v0〉 = −(z − z1)
±δac(z − w1)
∓δad〈T δd−δcv0, Ecd(z1, w1)v0〉,
where the Ecd(z1, w1) are the generating series (6.2).
The proof of the lemma is a calculation of matrix elements of fermion fields.
The generating series Ccd(z, w) appears in τ -functions and other matrix elements together with the Lie
algebraic generating series Ecd(z, w) in the combination Γcd = Resz,w (Ccd(z, w)Ecd(z, w)), see (12.4).
Corollary 13.2. If c > d
〈Q±1a T
δd−δcv0, ψ
±
a (z)Γcdv0〉 = −z
±δacz∓δadS±a (z)〈T
δd−δcv0,Γcdv0〉.
The proof of the Corollary follows from the combination of (13.3) and Lemma 13.1.
So the upshot is that the shift fields “correspond” to insertion of f
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Theorem 13.3. Let g
(k,β)
− (z, w)ab = Resz,w (gab(z, w)Eab(z, w)), where gab(z, w) is the series in Lemma 9.1
in the case that g = g(k,β). For a 6= b
g
(k,β)
− (z, w)ab = (−1)
k·(δa−δb)ǫ(δa − δb,k)ǫ(δa, δb)
S−a (z)S
+
b (w)τ
(β)
k+δb−δa
zwτ
(β)
k
.
Proof. We use Lemma 9.1 to calculate gab(z, w) for g = g
(k,β) in the case where a 6= b.
gab(z, w) = 〈v0, ψ
+
b (w)ψ
−
a (z)(T
k)−1g(β)v0〉/τ
(β)
k
=
= ǫ(k,−k)〈v0, ψ
+
b (w)ψ
−
a (z)Q
kg(β)v0〉/τ
(β)
k
,
since (T k)−1 = ǫ(k,−k)T−k = ǫ(k,−k)Qk, see Lemma 5.1, Part (2). Now
ψ+b (w)ψ
−
a (z)Q
k
c =

(−z)−kQkcψ
+
b (w)ψ
−
a (z) if c = a
(−w)kQkcψ
+
b (w)ψ
−
a (z) if c = b
Qkcψ
+
b (w)ψ
−
a (z) if c 6= a and c 6= b.
So overall we have
ψ+b (w)ψ
−
a (z)Q
k = (−z)−k·δa(−w)k·δbQkψ+b (w)ψ
−
a (z).
Hence
gab(z, w) = (−z)
−k·δa(−w)k·δbǫ(k,−k)〈v0, Q
kψ+b (w)ψ
−
a (z)g
(β)v0〉/τ
(β)
k
=
= (−z)−k·δa(−w)k·δb〈T kv0, ψ
+
b (w)ψ
−
a (z)g
(β)v0〉/τ
(β)
k
.
Now
T k = QbQ
−1
a QaQ
−1
b T
k = QbQ
−1
a QaQ
−1
b Q
−k = QbQ
−1
a Qaǫ(−δb,−k)Q
−k−δb =
= QbQ
−1
a ǫ(−δb,−k)ǫ(δa,−k− δb)Q
−k−δb+δa = ǫ(δa − δb,k)ǫ(δa, δb)QbQ
−1
a T
k+δb−δa ,
by Lemma 5.1 and Lemma 4.2, so
gab(z, w) = (−z)
−k·δa(−w)k·δbǫ(δa − δb,k)ǫ(δa, δb)×
× 〈QbQ
−1
a T
k+δb−δav0, ψ
+
b (w)ψ
−
a (z)g
(β)v0〉/τ
(β)
k
=
= (−1)k·(δb−δa)ǫ(δa − δb,k)ǫ(δa, δb)×
× S+b (w)S
−
a (z)〈T
k+δb−δav0, g
(β)v0〉/zwτ
(β)
k
=
= (−1)k·(δb−δa)ǫ(δa − δb,k)ǫ(δa, δb)S
+
b (w)S
−
a (z)τ
(β)
k+δb−δa
/zwτ
(β)
k
,
by applying Corollary 13.2.

14. The Short Relations.
In this section we are going to derive bilinear equations for the τ -functions of type nT . These equations
will have 2 + k terms, where 1 ≤ k ≤ n− 2. We will refer to these as the short relations of type nT , as they
have up to n terms. In the next section we will discuss relations of length n+ 1.
Pick a k-element subset I ⊂ {0, 1, . . . , n− 1} and define
δI =
∑
i∈I
δi.
Next, given I, pick an element δJ =
∑n−1
a=0 jaδa ∈ Z
n, such that ja ≥ 0 and |δj | =
∑n−1
a=0 ja = k. Then define
a root ρ ∈ An−1 by ρ = δI − δJ . Then we have
(14.1) T
ρ
Q
−δJ
= Q
−δI
.
For instance, for any I we can take δJ = δI , so that ρ = 0. But there are other possibilities, e.g.,
T 1Q
−1
1 = Q
−1
0 , so that for n = 2, k = 1 and δI = δ0 we can take δJ = δ1, and ρ = δ0 − δ1 = α1.
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Consider the connection matrix
Γ
(k+ρ,β+δJ )
(k,β) =
(
g
(k,β)
−
)−1 (
Q
−δI
)(
g
(k+ρ,β+δJ)
−
)
.
Denote by γ
i,j(k,β)
bc the coefficient of E
−i−1,j
bc in g
(k,β)
− and put γ
(k,β)
bc = γ
0,0(k,β)
bc . Using (8.3) we find
(14.2) Γ
(k+ρ,β+δJ )
(k,β) =
1− ∑
i,j≥0
∑
b,c
γ
i,j(k,β)
bc E
−i−1,j
bc + . . .
×
× (−1)k−1
(∑
s∈Z
(∑
i∈I
Es+1,sii −
∑
d/∈I
Es,sdd )
))
×
×
1 + ∑
ℓ,m≥0
∑
e,f
γ
ℓ,m(k+ρ,β+δJ)
ef E
−ℓ−1,m
ef
 .
Now we can write, see (10.6),
Γ
(k+ρ,β+δJ )
(k,β) = g
(k,β)
0+
(
Q
−δJ
)(
g
(k+ρ,β+δJ)
0+
)−1
,
which shows, because all js ≥ 0, that the connection matrix is nonnegative, in particular, the coefficient of
E−1,0bc is zero. Using E
k,ℓ
ab E
m,n
cd = E
k,n
a,d δbcδℓm we find from (14.2) for b, c /∈ I:
(14.3) γ
(k,β)
bc − γ
(k+ρ,β+δJ)
bc −
∑
i∈I
γ
(k,β)
bi γ
(k+ρ,β+δJ)
ic = 0.
Now γ
(k,β)
bc is the coefficient of z
−1w−1 of g
(k,β)
bc (z, w) calculated in Theorem 13.3. Hence, if b 6= c,
(14.4) γ
(k,β)
bc = (−1)
k·(δb−δc)ǫ(δb, δc)ǫ(δb − δc,k)
τ
(β)
k+δc−δb
τ
(β)
k
,
and this gives in (14.3)
(−1)k·(δb−δc)ǫ(δb, δc)ǫ(δb − δc,k)
[
τ
(β)
k+δc−δb
τ
(β)
k
− (−1)ρ·(δb−δc)ǫ(δb − δc, ρ)
τ
(β+δJ )
k+ρ+δc−δb
τ
(β+δJ )
k+ρ
−
∑
i∈I
(−1)ρ·(δi−δc)ǫ(δb, δc)ǫ(δb, δi)ǫ(δi, δc)ǫ(δi − δc, ρ)
τ
(β)
k+δi−δb
τ
(β)
k
τ
(β+δJ )
k+ρ+δc−δi
τ
(β+δJ )
k+ρ
]
= 0.
Bringing all terms under a common denominator we have
Theorem 14.1 (Short Relations). For all k element subsets I of {0, 1, . . . , n− 1}, where 1 ≤ k ≤ n− 2,
pick δJ =
∑n−1
a=0 δa ∈ Z
n such that ja ≥ 0,
∑n−1
a=0 ja = k. Let ρ = δI − δJ . Then, for all b, c /∈ I, b 6= c,
τ
(β)
k+δc−δb
τ
(β+δJ )
k+ρ − (−1)
ρ·(δb−δc)ǫ(δb − δc, ρ, )τ
(β)
k
τ
(β+δJ )
k+ρ+δc−δb
−
∑
i∈I
(−1)ρ·(δi−δc)ǫ(δi − δc, ρ)ǫ(δb, δc)ǫ(δb, δi)ǫ(δi, δc)τ
(β)
k+δi−δb
τ
(β+δJ )
k+ρ+δc−δi
= 0.
Here ǫ is the cocycle (4.7) for Zn.
15. The Long Relations.
In the previous section we showed that τ -functions of type nT satisfy bilinear equations of length 2 + k,
where k = 1, 2, n− 2. So these equations are of length 3, 4, . . . , n. In particular, for n = 2 this construction
does not give any equations at all! However, we claim that, for all n, there are also equations of length n+1,
so there are three term relations for 2T τ -functions. We will discuss these equations in this section.
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To obtain these “long” equations, pick a nonempty subset I ⊂ {0, 1, . . . , n − 1} (of cardinality less than
n) and let J be the complement of I in {0, 1, . . . , n − 1}. As in the previous section, δI =
∑
a∈I δa and
δJ =
∑
b∈J δb. Consider the connection matrix
Γ
(k,β+δJ)
(k,β+δI)
.
By (10.5) and (10.6) we have
(15.1)
Γ
(k,β+δJ)
(k,β+δI)
=
(
g
(k,β+δI)
−
)−1 (
Q
δI−δJ
)(
g
(k,β+δJ)
−
)
=
=
(
g
(k,β+δI)
0+
)(
Q
δI−δJ
)(
g
(k,β+δJ)
0+
)−1
.
Note that, in contrast with the connection matrices in the previous section, Γ
(k,β+δJ)
(k,β+δI)
is no longer nonnegative.
In particular, for any a ∈ I, the coefficient of E−1,0aa is in general, nonzero. Calculating this coefficient in two
ways using (15.1) will give us the desired length n+ 1 bilinear equations.
The first equality in (15.1) gives us, similar to (14.2),
(15.2) Γ
(k,β+δJ )
(k,β+δI)
=
1− ∑
i,j≥0
∑
b,c
γ
i,j(k,β+δI)
bc E
−i−1,j
bc
×
×
(
(−1)n−1
∑
k∈Z
(∑
b∈J
Ek+1,kbb +
∑
a∈I
Ek−1,kaa )
))
×
×
1 + ∑
ℓ,m≥0
∑
e,f
γ
ℓ,m(k,β+δJ)
ef E
−ℓ−1,m
ef
 .
Then the coefficient Xaa of E
−1,0
aa is
(15.3) Xaa = (−1)
n−1
(
1−
∑
b∈J
γ
(k,β+δI)
ab γ
(k,β+δJ)
ba
)
.
Using (14.4) we can write this as
(15.4) Xaa = (−1)
n−1
(
1 +
∑
b∈J
τ
(β+δI )
k+δb−δa
τ
(β+δI )
k
τ
(β+δJ )
k+δa−δb
τ
(β+δJ )
k
)
.
(Here, we have used
(−1)k·(δa−δb)ǫ(δa, δb)ǫ(δa − δb,k)(−1)
k·(δb−δa)ǫ(δb, δa)ǫ(δb − δa,k) = ǫ(δa, δb)ǫ(δb, δa) = −1,
since a 6= b, so either ǫ(δa, δb) = −1 and ǫ(δb, δa) = 1 or vice versa.)
On the other hand, we can use the second expression for the connection matrix in (15.1) to calculate the
coefficient of E−1,0aa . Write
g
(k,β)
0+ =
∑
b,c
∑
i,j
γ¯
i,j(k,β)
bc E
i,j
bc , (g
(k,β)
0+ )
−1 =
∑
b,c
∑
i,j
γ˜
i,j(k,β)
bc E
i,j
bc
Then we have
(15.5) Xaa = (−1)
n−1
(∑
a′′∈I
γ¯
−1,−1(k,β+δI)
aa′′ γ˜
0,0(k,β+δJ)
a′′a′
)
.
We will now express (some of) the γ, γ˜ variables in terms of matrix elements, which we will then use to write
Xaa entirely in terms of τ -functions.
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Lemma 15.1.
γ
−1,−1(k,β)
aa′ =
〈Qav0, g(k,β)Qa′v0〉
τ
(β)
k
,(A)
γ˜
0,0(k,β)
aa′ =
〈Q−1a′ v0, g
(k,β)Q−1a v0〉
τ
(β)
k
(B)
Proof. For simplicity let us start by ignoring for the moment the dependence on (k,β). So let g0+ be the
nonnegative component in the Gauss factorization of an infinite matrix g = g−g0+, where g belongs to GL
(n)
∞
(or some completion). So g0+ is an infinite matrix with entries n× n blocks, γ, γ˜:
g0+ =
∑
i,j≥0
γ¯ijEij +
∑
k∈Z
ℓ<0
γ¯kℓEkℓ,
where γ¯ij =
∑
bc γ¯
i,j
bc Ebc. Pictorially we have
(15.6) g0+ =

. . .
...
...
...
...
... . . .
. . . γ¯1,2 γ¯1,1 γ¯1,0 γ¯1,−1 γ¯1,−2 . . .
. . . γ¯0,2 γ¯0,1 γ¯0,0 γ¯0,−1 γ¯0,−2 . . .
. . . 0 0 0 γ¯−1,−1 γ¯−1,−2 . . .
. . . 0 0 0 γ¯−2,−1 γ¯−2,−2 . . .
. . .
...
...
...
...
...
. . .

=
[
A B
0 D
]
.
It is convenient to think of these infinite block matrices as usual scalar valued, infinite matrices, by identifying
Ei,jbc = Eij ⊗ Ebc 7→ Eb+ni,c+nj . This corresponds to identifying H
(n) = Cn ⊗ C[z, z−1] with H = ⊕s∈ZCǫs
via eaz
k 7→ ǫa+nk. This induces an identification of the semi-infinite vacuum vector in F (n), v0 = e0 ∧ e1 ∧
· · · ∧ en−1 ∧ ze0 ∧ . . . , with the vacuum vector w0 = ǫ0 ∧ ǫ1 ∧ . . . in F (1). Below, we will occasionally make
these identifications and it will be clear when we are doing this based on whether we denote the vacuum
vector by v0 or w0.
The τ -functions are infinite determinants: if g = g−g0+, then
τ(g) = 〈v0, gv0〉 = 〈w0, g0+w0〉 = det(A).
Here (and below) we use that g− is of the form 1 +X , X : H
(n)
+ → H
(n)
− , and multiplying by g− does not
change determinants.
There are n distinct fermionic translation operators. They act on the vacuum by
Qaw0 = ǫa−n ∧ w0 = ǫa−n ∧ ǫ0 ∧ ǫ1 ∧ . . . ,
Q−1a w0 = i(ǫa)w0 = (−1)
aǫ0 ∧ ǫ1 ∧ · · · ∧✚❩ǫa ∧ . . . .
Now
〈Qaw0, gQa′w0〉 = 〈Qaw0, g0+Qa′w0〉 = γ¯
−1,−1
aa′ det(A),
and
γ¯−1,−1aa′ =
〈Qaw0, gQa′w0〉
τ(g)
.
In the same way we find that
γ¯
−1,−1(k,β)
aa′ =
〈Qaw0, g(k,β)Qa′w0〉
τ(g(k,β))
.
Next consider the inverse of the block A in g0+, again ignoring for a moment the dependence on (k,β).
The component γ˜00aa′ of g
−1
0+ is of course also the (A
−1)00aa′ component of A
−1. On the other hand(
A−1
)00
aa′
= (−1)a+a
′
det
(
A
[a0]
[a′0]
)
/ det(A),
where A
[a0]
[a′0] is the matrix obtained from A by deleting the row and column containing the E
0,0
aa′ entry. Now
(−1)a+a
′
det(A
[a0]
[a′0]) = 〈Q
−1
a′ v0, g0+Q
−1
a v0〉
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so that
γ˜00aa′ =
〈QaQ
−1
a′ v0, QagQ
−1
a v0〉
τ(g)
In the same way we find
γ˜
00(k,β)
aa′ =
〈QaQ
−1
a′ v0, Qag
(k,β)Q−1a v0〉
τ
(β)
k
(g)

To find (15.5) we need to calculate a product of matrix elements.
Lemma 15.2.
〈Qav0, g
(k,β+δI)Qa′′v0〉〈Q
−1
a′ v0, g
(k,β+δJ)Q−1a′′ v0〉 = ǫ(k+ δa′′ , δa − δa′)τ
(β+δI−δa′′ )
k+δa′′−δa
τ
(β+δJ+δa′′)
k+δa′−δa′′
.
Proof. Let A = 〈Qav0, g(k,β+δI)Qa′′v0〉〈Q
−1
a′ v0, g
(k,β+δJ)Q−1a′′ v0〉. Then by unitarity (4.4) and (12.1)
A = 〈Q−1a′′Qav0, Q
−1
a′′
(
T k
)−1
g(β+δI)Qa′′v0〉〈Qa′′Q
−1
a′ v0, Qa′′
(
T k
)−1
g(β+δJ )Q−1a′′ v0〉
Using Lemma 5.1, Part (1) and the unitarity of T k (5.2),
A = 〈T kQ−1a′′Qav0, Q
−1
a′′ g
(β+δI)Qa′′v0〉〈T
kQa′′Q
−1
a′ v0, Qa′′g
(β+δJ)Q−1a′′ v0〉.
By the definition T k = Q−k and (12.1)
A = 〈Q−kQ−1a′′Qav0, g
(β+δI−δa′′ )v0〉〈Q
−kQa′′Q
−1
a′ v0, g
(β+δJ+δa′′ )v0〉.
Finally using Lemma 4.3 and Corollary 4.4, and properties of the cocycle from Lemma 4.2
A = ǫ(k+ δa′′ , δa − δa′)〈Q
−k−δa′′+δav0, g
(β+δI−δa′′ )v0〉×
× 〈Q−k+δa′′−δa′ v0, g
(β+δJ+δa′′ )v0〉 =
= ǫ(k+ δa′′ , δa − δa′)〈T
k+δa′′−δav0, g
(β+δI−δa′′ )v0〉〈T
k+δa′−δa′′ v0, g
(β+δJ+δa′′ )v0〉 =
= ǫ(k+ δa′′ , δa − δa′)τ
(β+δI−δa′′ )
k+δa′′−δa
τ
(β+δJ+δa′′ )
k+δa′−δ
′′
a

By combining (15.3), (15.5), the lemmas 15.1, 15.2 (for a = a′) and (14.4) we see that calculating the
coefficient of E−1,0aa in two ways gives:
1 +
∑
b∈J
τ
(β+δI )
k+δb−δa
τ
(β+δI )
k
τ
(β+δJ )
k+δa−δb
τ
(β+δJ )
k
=
∑
a′′∈I
τ
(β+δI−δa′′ )
k+δa′′−δa
τ
(β+δI )
k
τ
(β+δJ+δa′′ )
k+δa−δa′′
τ
(β+δJ )
k
.
Clearing the denominators leads to:
Theorem 15.3 (Long Relations). For all (k,β) ∈ An−1 × Zn and all proper nonempty subsets I ⊂
{0, 1, . . . , n− 1} with complement J and a ∈ I the nT τ-functions satisfy:
τ
(β+δI )
k
τ
(β+δJ )
k
+
∑
b∈J
τ
(β+δI )
k+δb−δa
τ
(β+δJ )
k+δa−δb
=
∑
a′′∈I
τ
(β+δI−δa′′ )
k+δa′′−δa
τ
(β+δJ+δa′′ )
k+δa−δa′′
.
Here ǫ is the cocycle (4.7) for Zn.
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16. 2T and 3T Relations.
For n = 2 the τ -functions are indexed by (k,β) ∈ A1 × Z2 or equivalently the τ -functions have the form
τ
(α,β)
k , where (k, (α, β)) ∈ Z ⊗ Z
2. In this case there are no short relations. For the long relations we need
to choose two nonempty disjoint subsets I, J ⊂ {0, 1}, so I = {0}, J = {1} or vice versa. Either choice leads
to the same equations:
τ
(α,β+1)
k τ
(α+1,β)
k = τ
(α,β+1)
k+1 τ
(α+1,β)
k−1 + τ
(α,β)
k τ
(α+1,β+1)
k .
For n = 3 there are both short relations, of length 3 and long relations, of length 4. In this case the τ -function
is of the form τ
(α,β,γ)
k,ℓ , with ((k, ℓ), (α, β, γ)) ∈ A2 × Z
3.
The short relations depend on the choice of a k = 1 element subset I of {0, 1, 2}, and a corresponding δJ .
For example, if we choose I = {0}, then there are three choices for δJ :
(1) δJ = δ0 =⇒ ρ = 0.
(2) δJ = δ1 =⇒ ρ = δ0 − δ1 = α1
(3) δJ = δ2 =⇒ ρ = δ0 − δ2 = α1 + α2.
Then we need to fix b, c /∈ I, b 6= c. So there are many possibilities. For instance, if ρ = 0, b = 1, c = 2
Theorem 14.1 gives
τ
(α,β,γ)
k,ℓ τ
(α+1,β,γ)
k,ℓ−1 = τ
(α,β,γ)
k,ℓ−1 τ
(α+1,β,γ)
k,ℓ + τ
(α,β,γ)
k+1,ℓ τ
(α+1,β,γ)
k−1,ℓ−1 .
The long relations depend on the choice of complementary subsets I, J of {0, 1, 2}, so there are 6 choices.
For instance if we take I = {0} the 4 term relation becomes
τ
(α+1,β,γ)
k,ℓ τ
(α,β+1,γ+1)
k,ℓ = τ
(α+1,β,γ)
k−1,ℓ τ
(α,β+1,γ+1)
k+1,ℓ + τ
(α+1,β,γ)
k−1,ℓ−1 τ
(α,β+1,γ+1)
k+1,ℓ+1 + τ
(α,β,γ)
k,ℓ τ
(α+1,β+1,γ+1)
k,ℓ .
Acknowledgments
The authors are grateful for travel support from the Simons Foundation, Collaboration Grant 245048.
Addabbo expresses thanks for support from the Associate Alumnae of Douglass College and the Dr. Lois
M. Lackner Mathematics Fellowship.
References
[1] Darlayne Addabbo and Maarten Bergvelt. Tau functions, Birkhoff factorizations and difference equations. preprint,
https://arxiv.org/abs/1605.00192.
[2] Maarten Bergvelt and Fons ten Kroode. Partitions, vertex operator constructions and multi-component KP equations.
Pacific J. Math., 171(1):23–88, 1995.
[3] Etsuro¯ Date, Masaki Kashiwara, Michio Jimbo, and Tetsuji Miwa. Transformation groups for soliton equations. In Non-
linear integrable systems—classical theory and quantum theory (Kyoto, 1981), pages 39–119. World Sci. Publishing, Sin-
gapore, 1983.
[4] Mark F. de Groot, Timothy J. Hollowood, and J. Luis Miramontes. Generalized Drinfeld-Sokolov hierarchies. Comm. Math.
Phys., 145(1):57–84, 1992.
[5] Philippe Di Francesco and Rinat Kedem. Q-systems as cluster algebras. II. Cartan matrix of finite type and the polynomial
property. Lett. Math. Phys., 89(3):183–216, 2009.
[6] Pavel I. Etingof and Alexander A. Kirillov, Jr. Macdonald’s polynomials and representations of quantum groups. Math.
Res. Lett., 1(3):279–296, 1994.
[7] I.B. Frenkel and V.G. Kac. Basic representation of affine Lie algebras and dual resonance models. Invent. Math, 62:23–66,
1980.
[8] Igor Frenkel, James Lepowsky, and Arne Meurman. Vertex operator algebras and the Monster, volume 134 of Pure and
Applied Mathematics. Academic Press Inc., Boston, MA, 1988.
[9] V.G. Kac. Infinite dimensional Lie algebras. Cambridge University Press, Boston, 1990. Third Edition.
[10] V.G. Kac and D.H. Peterson. Lectures on the infinite wedge representation and the MKP hierarchy. In P. Winternitz, editor,
Syste`mes Dynamiques Non Line´aires: Integrablite´ et Comportement Qualitatif, volume 102, pages 141–184, Montre´al, 1986.
Universite´ de Montre´al.
[11] Victor Kac. Vertex algebras for beginners, volume 10 of University Lecture Series. American Mathematical Society, Prov-
idence, RI, second edition, 1998.
[12] Victor G. Kac and Dale H. Peterson. 112 constructions of the basic representation of the loop group of E8. In Symposium
on anomalies, geometry, topology (Chicago, Ill., 1985), pages 276–298. World Sci. Publishing, Singapore, 1985.
[13] Rinat Kedem. Q-systems as cluster algebras. J. Phys. A, 41(19):194011, 14, 2008.
[14] A. A. Kirillov, Jr. and P. I. E`tingof. On a unified representation-theoretic approach to the theory of special functions.
Funktsional. Anal. i Prilozhen., 28(1):91–94, 1994.
[15] Atsuo Kuniba, Tomoki Nakanishi, and Junji Suzuki. T -systems and Y -systems in integrable systems. J. Phys. A,
44(10):103001, 146, 2011.
DIFFERENCE HIERARCHIES FOR nT τ -FUNCTIONS. 21
[16] T. Miwa, M. Jimbo, and E. Date. Solitons, volume 135 of Cambridge Tracts in Mathematics. Cambridge University Press,
Cambridge, 2000. Differential equations, symmetries and infinite-dimensional algebras, Translated from the 1993 Japanese
original by Miles Reid.
[17] Mi. Sato. The KP hierarchy and infinite dimensional Grassmann manifolds. In L. Ehrenpreis and R. C. Gunning, editors,
Theta functions, Bowdoin 1987, volume 49, pages 51–66, Providence, RI, 1985. Am. Math. Soc. Proceedings of symposia
in pure mathematics.
[18] F. ten Kroode and J. van de Leur. Bosonic and fermionic realization of the affine algebra gˆln. Commun. Math. Phys.,
137:67–107, 1991.
[19] Fons ten Kroode and Johan van de Leur. Bosonic and fermionic realizations of the affine algebra ĝln. Comm. Math. Phys.,
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