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The output frequency response function (OFRF) of Volterra systems can be described
as a polynomial function of model parameters. However, the analytical determination
of the OFRF is very computationally intensive, especially for higher order OFRF. To
circumvent this problem, a numerical method can be adopted, provided that a series of
simulation or experimental data for this polynomial function are given. In this study, it
is theoretically shown that the analytical parametric relationship of OFRF up to any order
can be determined accurately by using a simple Least Square method and every speciﬁc
component of the output spectrum can also be determined explicitly, based on the OFRF’s
parametric characteristics. Practical techniques to obtain a unique and accurate solution for
the Least Square method are discussed. This study provides a fundamental result for the
determination of the analytical parametric relationship for this kind of system polynomial
functions by using numerical methods.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Volterra systems represent a considerably large class of nonlinear systems [1–4], and have been applied extensively in
various engineering practice [5–11,20–22]. As an important extension of traditional transfer functions for linear systems,
an important concept, referred to as the generalized frequency response function (GFRF), is proposed in [12]. Thereafter,
many results have been achieved for the frequency domain analysis of Volterra systems [1,13–22]. Noticeably, the GFRFs for
a Volterra system described by a nonlinear differential equation model are given in [13] by using the probing method [1],
and the output frequency response of Volterra systems was studied in [14].
Recently, the output frequency response function (OFRF) of Volterra systems is shown to be a polynomial function of
model parameters [15,16]. This can reveal an explicit relationship between system output spectrum and model parameters,
and consequently the system output frequency response can be studied in terms of any interested model parameters. This
greatly facilitates the analysis and design of the nonlinear output characteristics (or behavior) of nonlinear systems in the
frequency domain. In order to perform an OFRF-based analysis for a Volterra system, the analytical polynomial relationship
between system OFRF and model parameters of interest should be determined ﬁrstly. Usually, this can be done by using the
recursive algorithm in [13] to compute the GFRFs, then using the result in [14] to analytically obtain the output spectrum,
and ﬁnally expressing the output spectrum to be a polynomial form in terms of the interested parameters. However, it can
be seen that, the process above is very computationally intensive especially when the involved Volterra order is larger
than 5 [19].
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parameters can be obtained by using the results in [16]. Then if a series simulation or experimental data can be collected,
a numerical method can be adopted to determine the OFRF as partly discussed in [15,16]. This can greatly reduce the
computational complexity as mentioned above. However, the problem is, whether the analytical parametric relationship of
the OFRF with respect to any model parameters can always be explicitly determined by using this numerical method with
a possible specially-designed simulation or experimental data. To this aim, this study showed that, based on the parametric
characteristics of the OFRF, the analytical parametric relationship of the OFRF up to any order and every speciﬁc order
of the OFRF can all be determined accurately by using a simple Least Square method when there is no data noise and
measurement error. Practical methods to generate a special series of values for the parametric characteristic vector are
discussed such that a unique solution can be obtained. This study not only solves a fundamental problem for the OFRF-
based method for Volterra systems, but also provides a theoretical basis for the determination of the analytical parametric
relationship of interest in dynamic systems. Theoretical analysis and simulations demonstrate the results.
2. Problem formulation
The deﬁnition of the OFRF and its parametric characteristics are simply reviewed and the fundamental problem related
to the determination of the OFRF is discussed.
The input output relationship of nonlinear systems can be approximated by a Volterra series up to a suﬃcient or-
der N [3]. Consider these Volterra systems described by the following nonlinear differential equation model
M∑
m=1
m∑
p=0
K∑
k1,kp+q=0
cp,q(k1, . . . ,kp+q)
p∏
i=1
dki y(t)
dtki
p+q∏
i=p+1
dki u(t)
dtki
= 0 (1)
where d
kx(t)
dtk
|k=0 = x(t), p + q = m, ∑Kk1,kp+q=0(·) =∑Kk1=0(·) · · ·∑Kkp+q=0(·), M is the maximum degree of nonlinearity in
terms of y(t) and u(t), and K is the maximum order of the derivative. The parameters such as c0,1(·) and c1,0(·) are referred
to as linear parameters, which correspond to the linear terms in the model, i.e., d
k y(t)
dtk
and d
ku(t)
dtk
for k = 0,1, . . . , L, and
cp,q(·) for p + q > 1 are referred to as nonlinear parameters corresponding to coeﬃcients of nonlinear terms in the model
of form
∏p
i=1
dki y(t)
dtki
∏p+q
i=p+1
dki u(t)
dtki
, e.g., y(t)pu(t)q . p + q is called the nonlinear degree of the nonlinear parameter cp,q(·).
The OFRF for system (1) can be expressed into a polynomial function of the model parameters as studied in [15]
Y ( jω) =
m1∑
j1=0
· · ·
msN∑
jsN =0
γ j1··· jsN
(
ω;U (ω))c j11,1(·) · · · c jsNsN sN (·). (2)
γ j1··· jsN (ω;U (ω)) are complex-valued functions and c
j1
1,1(·) · · · c
jsN
sN sN (·) is a monomial function of model parameters, which
also represents a combination among all the possible combinations consisting of model parameters from degree 0 to
m1 + msN . Note that (2) includes many unnecessary terms c j11,1(·) · · · c
jsN
sN sN (·) which do actually not appear in the OFRF.
For this reason, the detailed parametric structure of this polynomial function can be revealed by using the method in [16]
as
Y ( jω) =
N∑
n=1
Yn( jω), (3)
Yn( jω) = CE
(
Hn( jω1, . . . , jωn)
) · Fˆn( jω;U ( jω)) (4)
where Fˆn( jω;U ( jω)) is a complex-valued function vector and has the same dimension with CE(Hn( jω1, . . . , jωn)). Note
that Fˆn( jω;U ( jω)) is dependent on the system linear parameters and input U ( jω), which is thereafter denoted by Fˆn( jω)
for convenience. CE(Hn( jω1, . . . , jωn)) is referred to as the parametric characteristic of the nth-order GFRF for system (1),
which is a vector whose elements are functions of model parameters, and can be recursively determined by
CE
(
Hn( jω1, . . . , jωn)
)= C0,n ⊕
(
n−1⊕
q=1
n−q⊕
p=1
Cp,q ⊗ CE
(
Hn−q−p+1(·)
))⊕
(
n⊕
p=2
Cp,0 ⊗ CE
(
Hn−p+1(·)
))
(5)
with terminating condition CE(H1( jωi)) = 1 or 0. Note that CE is a new operator with two operations “⊗” and “⊕” deﬁned
in [16,18] (the detailed deﬁnition of CE can be referred to Appendix A), and Cp,q represents the (p + q)th degree nonlinear
parameter vector, i.e.,
Cp,q =
[
cp,q(0, . . . ,0), cp,q(0, . . . ,1), . . . , cp,q( K , . . . , K︸ ︷︷ ︸ )].p+q=m
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Y ( jω) = ψ · Φ( jω)T (6a)
where
ψ =
N⊕
n=1
CE
(
Hn( jω1, . . . , jωn)
)
, (6b)
Φ( jω) = [ Fˆ1( jω)T Fˆ2( jω)T · · · Fˆ N ( jω)T ]. (6c)
At this stage, in order to obtain the analytical parametric relationship of the OFRF described by (6) with the known
polynomial structure in terms of any interested model parameters for system (1) under any speciﬁc input, the frequency
function vector Φ( jω) should be determined. As mentioned, the analytical computation of Φ( jω) can be conducted by
using the results in [13,14], but it is very computationally intensive. However, this can alternatively be achieved by using
the following method with assumption that there is no data noise or measurement error (Algorithm A):
(A1) Choose ρ series of different values of the model parameters to form a series of vectors ψ1 · · ·ψρ .
(A2) At a given frequency ω, actuate the system using the same input under the different values of the nonlinear parameters
ψ1 · · ·ψρ , then collect the time domain output y(t) for each case. Finally, obtain a series of output frequency response
Y ( jω)1 · · · Y ( jω)ρ at the frequency ω by FFT technique.
(A3) It follows from step (A2)
Ψ · Φ( jω)T =
⎡
⎢⎢⎢⎣
ψ1
ψ2
.
.
.
ψρ
⎤
⎥⎥⎥⎦ ·Φ( jω)T =
⎡
⎢⎢⎢⎣
Y ( jω)1
Y ( jω)2
.
.
.
Y ( jω)ρ
⎤
⎥⎥⎥⎦=: Y Y ( jω).
Hence,
Φ( jω)T = (Ψ TΨ )−1 · Y Y ( jω). (7)
From the algorithm above, it can be seen that ρ should at least be equal to the dimension of ψi and Ψ = [ψ T1 , . . . ,ψ Tρ ]T
should be nonsingular in order to achieve a unique and accurate evaluation for Φ( jω). When all the possible combinations
of parametric monomials involved in Eq. (2) are considered, it is solvable for this problem by the algorithm above for
any a series of different parameter values (see the details in [15]). However, the true polynomial coeﬃcients of the OFRF
are determined by the parametric characteristics
⊕N
n=1 CE(Hn(·)), which is only a part of the monomials appearing in (2)
in terms of the interested model parameters. Hence, the existence of the solution is not necessarily possible and how
to generate a series of different parameter values is also yet to be solved. For example, considering a polynomial Y =
y0 + c1c2 y1 + c1c3 y2 (ci ’s are parameters and yi ’s are yet to be determined), it needs at least two different values of
(c1, c2, c3) to obtain y1 and y2, i.e.,[
Y (1) − y0
Y (2) − y0
]
=
[
c1(1)c2(1) c1(1)c3(1)
c1(2)c2(2) c1(2)c2(2)
][
y1
y2
]
.
If let (c1, c2, c3) = (0,1,2) and (0,2,1), then the coeﬃcient matrix is
[ 0 2
0 2
]
. In this case, the solution is not unique for y1
and y2. This problem may be solved if the number ρ (in step (A1)) of different values of (c1, c2, c3) is increased, however
this does not guarantee the existence of the solution and will increase the simulation or experimental burden in step (A2).
Therefore, the problems are, given the detailed polynomial structure in terms of any interested model parameters, whether
the polynomial equation (6) can be solved by the algorithm above when ρ equals the dimension of ψi , and whether the
complex-valued function vectors Fˆn( jω) for n = 1 to N can accurately be obtained and every speciﬁc component of the
OFRF, i.e., Yn( jω) for n = 1 to N , can also be determined from these complex-valued function vectors. This is the motivation
of this study.
It shall be noted that the accurate determination of the polynomial structure of the OFRF in terms of any interested
model parameters can effectively reduce the computation and simulation (experimental) burden in the determination pro-
cess for the OFRF. This will be further discussed in the following section. Regarding the parametric characteristics of the
OFRF, consider a special but frequently encountered case in practice for system (1) as follows, which can further simplify
the determination of the OFRF structure.
Proposition 1. Consider the input function for system (1) to be u(t) = Fd sin(Ωt). The parametric characteristics of the system OFRF
at the driving frequency Ω are
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(
Y ( jΩ)
)= (N−1)/2⊕
n=0
CE
(
Y2n+1( jΩ)
)
,
CE
(
Y2n+1( jΩ)
)= CE(H2n+1(·)) (8)
where · is to take the integer part.
Proof. See Appendix B. 
In the practical analysis of a nonlinear system, a harmonic excitation like u(t) = Fd sin(Ωt) is often adopted. In these
cases, Proposition 1 provides a useful guidance for the accurate computation of the OFRF structure.
3. Solution existence theorem
In order to solve the problems mentioned in the last section, some preliminary results are discussed ﬁrst, which are
summarized in Lemmas 1–5 below and demonstrate some important properties for the parametric characteristics of the
OFRF and Algorithm A. The following Lemma 1 is an important result about the parametric characteristics of the GFRFs,
which is Proposition 2 in [16].
Lemma 1. (See [16].) The elements of CE(Hn( jω1, . . . , jωn)) include and only include the nonlinear parameters in C0n and all the
nonlinear parameter monomials in Cp,q ⊗ Cp1,q1 ⊗ Cp2,q2 ⊗ · · · ⊗ Cpk,qk for 0 k n − 2, where the subscripts satisfy
p + q +
k∑
i=1
(pi + qi) = n+ k,
1 p  n − k, 2 p + q n − k, 2 pi + qi  n − k.
⎫⎪⎪⎬
⎪⎪⎭ (9)
According to Lemma 1, for example, a parameter monomial like (c1,1(·))2c2,0(·)c0,2(·) must appear in the zth-order
GFRF, where Z = 2 · (1+1)+2+2−3= 5. CE(Hn( jω1, . . . , jωn)) can be obtained directly from model parameters according
to Lemma 1 without recursive computation. This can be carried out by counting k from 0 to n − 2, then write out all
the monomials satisfying the corresponding conditions in Lemma 1 and remove all the repetitive terms (see Deﬁnition 1
below) [16]. Based on these results, the following results can be obtained.
Lemma 2.
(1) CE(Hn( jω1, . . . , jωn)) includes and only includes all the nonlinear parameters of degree from 2 to n.
(2) If p > 0, (cp,q(·))k+1 is an element of CE(Hn( jω1, . . . , jωn)) with k = n−p−qp+q−1 .
Proof. See Appendix C. 
Lemma 2 shows which degree of nonlinear parameters have contribution to Hn( jω1, . . . , jωn). From Lemma 2, it can also
be seen that for the case that only one parameter cpq(·) = 0 and all the other nonlinear parameters are zero for model (1),
the parametric characteristic of the nth-order GFRF is CE(Hn( jω1, . . . , jωn)) = (cp,q(·))
n−1
p+q−1 if (n > p + q and p > 0 and
(n − 1)/(p + q − 1) is an integer) or (n = p + q), else CE(Hn( jω1, . . . , jωn)) = 0. This will be used later.
For convenience, let
int(a1,b1,a2,b2, . . . ,ak,bk) = a1102k + b1102k−1 + a2102k−2 + b2102k−3 + · · · + ak102 + bk (10)
where a1,b1,a2,b2, . . . ,ak,bk are some nonnegative integer numbers.
Deﬁnition 1. Consider two monomials cp1,q1 (k1 · · ·kp1+q1 ) · cp2,q2 (k1 · · ·kp2q2 ) · · · cpk,qk (k1 · · ·kpkqk ) and ca1,b1(k1 · · ·ka1+b1 ) ·
ca2,b2(k1 · · ·ka2+b2) · · · cak,bk (k1 · · ·kak+bk ). If there exists a permutation for the subscripts of cp1,q1 (·) · cp2,q2 (·) · · · cpk,qk (·), i.e.,
(p′1,q′1)(p′2,q′2) · · · (p′k,q′k), such that
int(p′1q′1p′2q′2 · · · p′kq′k)
int(a1b1a2b2 · · ·akbk) = 1 and
int(k1 · · ·kp′1+q′1k1 · · ·kp′2q′2 · · ·k1 · · ·kp′kq′k )
int(k1 · · ·ka1+b1k1 · · ·ka2+b2 · · ·k1 · · ·kak+bk )
= 1
then the two monomials are repetitive, otherwise nonrepetitive.
Remark 1. According to Deﬁnition 1, c1,1(1,1) · c2,0(1,1) and c2,0(1,1)c1,1(1,1) are repetitive, but c1,1(1,1) · c2,0(1,1) and
c2,0(1,1)c1,1(1,1)2 are nonrepetitive. By the deﬁnition of the CE operator, there are no repetitive terms in the parametric
characteristic CE(Hn( jω1, . . . , jωn)).
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nonlinear parameters are considered. This is denoted by
CE
(
Hn( jω1, . . . , jωn)
)∧ CE(Hm( jω1, . . . , jωm))= 0 for m = n.
Proof. See Appendix D. 
Remark 2. Although there are always no repetitive terms in the parametric characteristics of the same order OFRF, there may
be repetitive terms between the parametric characteristics of different order GFRFs in practices when there are only part
of the model parameters are interested for an OFRF analysis. Lemma 3 shows that when all the nonlinear parameters are
interested, then there must be no repetitive elements between the parametric characteristics of different order GFRFs. When
there are no repetitive terms between different order GFRFs, Eq. (4) can be used to determine every speciﬁc component of
the OFRF, i.e., Yn( jω) for n = 1, . . . ,n.
The following lemma is a fundamental result for the proof of Theorem 1 below.
Lemma 4. Consider equation eY = ζ ·ϕT , where ζ ∈ n whose elements are monomials of parameters c1, c2, . . . , cm taking values in
a parameter space SC which is a subspace of m, ϕ is a nonzero complex-valued vector in Cn and it is also independent of ζ . If there
exist n points (c1(1), c2(1), . . . , cm(1)) . . . (c1(n), c2(n), . . . , cm(n)) in SC such that
ζ |(c1(i),c2(i),...,cm(i)) · ϕT = 0 for i = 1 to n,
and
ζ |(c1(i),c2(i),...,cm(i)) for i = 1 to n is a base of n,
then
(p1) ϕ = 0;
(p2) ζ · ϕT = 0 for any ζ ∈ n;
(p3) ζ · ϕT = 0 for any point in the parameter space SC .
Proof. See Appendix E. 
All the nonlinear parameters from degree 2 to N of the model (1) form a parameter vector C in σ1 , where σ1 denotes
the dimension of C which is a function of N . Let SC denote a subspace of σ1 around the zero point and be the deﬁnition
domain of C . Recalling Eq. (6b), it is from Lemma 2 that elements of ψ are monomial functions of elements of C . Let σ2
denote the dimension of ψ . It should be noted from Remark 1 and Lemma 3 that there are no repetitive elements in ψ .
That is, each element in ψ is a nonrepetitive monomial function of some nonlinear parameters in C . The following lemma
can be obtained, which is an important result for the accurate and unique determination of the OFRF by using Algorithm A
and shows that there exists a series of points in the parameter space SC for the parametric characteristic vector of the OFRF
such that a nonsingular matrix Ψ = [ψ T1 , . . . ,ψ Tρ ]T required in Algorithm A can be generated.
Lemma 5. There exist σ2 points C(1) . . . C(σ2) in SC , such that ψ |C(i) for i = 1 to σ2 form a basis of σ2 .
Proof. See Appendix F. 
Now consider Eqs. (6a)–(6c) and Algorithm A. Note that from [16] for n = 1, Fˆ1( jω) in Eq. (6c) represents the frequency
response of the linear part of the system, i.e., Fˆ1( jω) = H1( jω)U ( jω) or Fd2 H1( jω1) for the general input or multi-tone
input, respectively. Based on Lemmas 1–5, the following theorem can solve the solution existence problem of Algorithm A.
Theorem 1. Consider Volterra systems described by NDE model (1) which has a parameter space SC and subject to a speciﬁc input
function u(t). The maximum order of the Volterra series is N, and the truncation error is denoted by o(N + 1). Suppose o(N + 1) = 0,
then there exists a series of points in SC , i.e., C(1),C(2), . . . ,C(σ2), such that the analytically parametric relationship for the system
OFRF can be determined as
Y˜ ( jω) = ψ · Φ˜( jω)T (11a)
with zero error in SC , and in case that SC includes all the nonlinear parameters of model (1)
Y˜n( jω) = CE
(
Hn(·)
) · F˜n( jω)T (11b)
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Φ˜( jω)T = [ F˜1( jω) F˜2( jω) · · · F˜ N ( jω) ]T = Φ( jω)T
= [ψ |TC(1) ψ |TC(2) · · · ψ |TC(σ2) ]−T [ Y ( jω)|C(1) Y ( jω)|C(2) · · · Y ( jω)|C(σ2) ]T . (11c)
Y ( jω)|C(i) is the output frequency response obtained by a simulation or experiment when the model parameter vector is C(i) and
actuated by the speciﬁc input u(t). Considering the truncation error o(N + 1) = 0, then
e
(
Φ˜( jω)−Φ( jω))= ∥∥Φ˜( jω)T −Φ( jω)T ∥∥= ∥∥Ψ−1∣∣C(1···σ2) · oN+1|C(1···σ2)∥∥, (11d)
e
(
Y˜ ( jω)− Y ( jω))= ∥∥Y˜ ( jω)− Y ( jω)∥∥= ∥∥ψ ·Ψ−1∣∣C(1···σ2) · oN+1|C(1···σ2) − o(N + 1)∥∥ (11e)
where
Ψ |C(1···σ2) =
[
ψ |TC(1) ψ |TC(2) · · · ψ |TC(σ2)
]T
,
oN+1|C(1···σ2) =
[
o(N + 1)|C(1) o(N + 1)|C(2) · · · o(N + 1)|C(σ2)
]T
.
Proof. See Appendix G. 
From Theorem 1, it can be seen that, det(Ψ |C(1···σ2)) is larger, the error of the algorithm will be smaller. Theorem 1
provides a fundamental result for the accurate numerical determination of the analytically parametric relationship for the
OFRF and its every speciﬁc component. Given the model of a nonlinear system, to determine the analytically parametric
relationship of the system OFRF based on Theorem 1, the following procedure can be followed (Algorithm B):
(B1) Determine the largest nonlinearity order N . Given the system model, the variation domain SC of the interested pa-
rameters, the largest nonlinearity order N needed for an accurate Volterra series approximation can be obtained by
evaluating the truncation error of the series. This can be done by following the bound evaluation method in [22].
(B2) Compute the parametric characteristics of the GFRFs CE(Hn( jω1, . . . , jωn)) from 2 to N according to Eq. (5) or Lemma 1
to obtain ψ =⊕Nn=1 CE(Hn(·)).
(B3) Choose a series of points in SC for the parameter vector C which consists of all the interested parameters, such that
ψ |C(i) for i = 1 to σ2 is a base of σ2 .
(B4) Using a speciﬁc input, actuate the system in simulations under different model parameters C(i) to obtain Y ( jω)|C(i)
for i = 1 to σ2.
(B5) Then the analytical parametric relationship for the OFRF and its different components can all be determined according
to (11) with respect to the speciﬁc input.
Remark 3. After the simulation (or experimental) data are collected according to the procedure above, the computation
burden are only those in Eq. (11c). Compared with the analytical determination of the OFRF structure by using the recursive
algorithm (Eqs. (3), (12)) in [15], the parametric characteristic analysis facilitates the determination of the parametric rela-
tionship for the OFRF. Moreover, it can be seen that there are only σ2 simulations needed for the collection of Y ( jω)|C(i)
in this algorithm. Thus the simulation (or experimental) burden is also greatly reduced. For example, suppose the largest
nonlinearity order N = 3 and only cp,q(1 · · ·1) is nonzero in Cp,q , then according to Lemma 1 or Eq. (5), it can be obtained
that
CE
(
H1( jω1)
)= 1, CE(H2( jω1, jω2))= C0,2 ⊕ C1,1 ⊕ C2,0,
CE
(
H3( jω1, . . . , jω3)
)= C0,3 ⊕ C1,1 ⊗ C0,2 ⊕ C21,1 ⊕ C1,1 ⊗ C2,0 ⊕ C2,1 ⊕ C1,2 ⊕ C2,0 ⊗ C0,2 ⊕ C22,0 ⊕ C3,0
= C0,3 ⊕ C1,1 · C0,2 ⊕ C21,1 ⊕ C1,1 · C2,0 ⊕ C2,1 ⊕ C1,2 ⊕ C2,0 · C0,2 ⊕ C22,0 ⊕ C3,0.
Therefore, σ2 = DIM(ψ) = DIM(⊕Nn=1 CE(Hn(·))) = 13, that is, only 13 simulations are needed. According to the method
in [15], all the parameters from power 0 to 2 should be counted. Note that there are 7 different parameters, thus there
are totally 37 cases, which means that there should be 37 simulations needed. Especially, based on the parametric charac-
teristics, every speciﬁc component of the OFRF can be determined readily after the OFRF is obtained, while this cannot be
obtained in [15]. Therefore, the results developed in this paper facilitate the application of the OFRF based method for the
frequency domain analysis of nonlinear systems.
Remark 4. To conduct the procedure in Algorithm B in order to determine the OFRF, a problem may be: how to ﬁnd a
proper series of the parameter vector in SC , i.e., C(1),C(2), . . . ,C(σ2), such that [ψ |TC(1) ψ |TC(2) · · · ψ |TC(σ2)] is nonsingular.
An improper series may result in the matrix to be ill-conditioned or even singular. To solve this problem, a simple stochastic
searching method as given in the following or other searching methods such as GA can be used since the series of different
values of the parameter vector exists from Lemma 5. For example (Algorithm C),
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(C1) C(1),C(2), . . . ,C(σ2) can be generated randomly in SC or a smaller subspace S¯C (where S¯C ⊆ SC ) according to a
distribution function, or each parameter in C can be generated randomly in its own variation domain (or a sub-domain)
according to a distribution function.
(C2) After a series of points are obtained, the determinate of the matrix [ψ |TC(1) ψ |TC(2) · · · ψ |TC(σ2)] can then be computed.
(C3) Repeat this process until ﬁnd a series such that the determinate of [ψ |TC(1) ψ |TC(2) · · · ψ |TC(σ2)] is a satisfactory value.
This will be demonstrated in the next section.
4. Simulations
In this section, an example is provided to demonstrate the theoretical results above. Consider a nonlinear system
(Fig. 1)
240x¨ = −16000x− f (x, x˙)x˙+ u(t) (12a)
where u(t) = 100sin(8.1t), and f (x, x˙) = 296+ c1 x˙2 + c2 x˙x. The output is
y = 16000x+ f (x, x˙)x˙. (12b)
(12a) represents the transmitted force from u(t) to the ground, and is a simple case of system (1) with M = 3, K = 2,
c10(2) = 240, c10(1) = 296, C10(0) = 16000, c30(111) = c1, c30(110) = c2, c01(0) = −1, and all the other parameters are zero.
This is a model of the following spring–damping system with nonlinear damping f (x, x˙) = 296+ c1 x˙2 + c2 x˙x.
In system (12), only nonlinear parameters in C30 are not zero, i.e.,
C30 =
[
c30(110) c30(111)
]= [ c2 c1 ].
In this case, it can be shown from Eq. (5) that
CE
(
H2k( jω1, . . . , jωn)
)= 0 and CE(H2k+1( jω1, . . . , jωn))= Ck30 for k = 1,2,3, . . . .
This can also directly be obtained from Lemma 2. From Proposition 1,
CE
(
X( jω)
)= (N−1)/2⊕
n=0
CE
(
H2n+1( jω1, . . . , jωn)
)= 1⊕ C30 ⊕ C230 ⊕ C330 ⊕ · · · ⊕ C(N−1)/230 . (13a)
That is
X( jω) = (1⊕ C30 ⊕ C230 ⊕ C330 ⊕ · · · ⊕ C(N−1)/230 ) · [ ¯¯F 1( jω)T ¯¯F 2( jω)T · · · ¯¯F N ( jω)T ]T . (13b)
CE(X( jω)) can readily be computed according to (13a). For example, for N = 5,
CE
(
X( jω)
)= 1⊕ C30 ⊕ C230 ⊕ C330 ⊕ · · · ⊕ C(N−1)/230
= [1, c2, c1, c22, c2c1, c21, c32, c22c1, c2c21, c31, c42, c32c1, c22c21, c2c31, c41, c52, c42c1, c32c21, c22c31, c2c41, c51]. (13c)
Therefore an explicit analytical expression for the OFRF X( jω) for up to the 5th order in terms of the system nonlinear
parameters c1 and c2 are obtained as given by (13b)–(13c). It can be shown that CE(Y ( jω)) = CE(X( jω)) [18]. Therefore
CE
(
Y ( jω)
)= N⊕CE(Hn( jω1, . . . , jωn))= 1⊕ C30 ⊕ C230 ⊕ C330 ⊕ · · · ⊕ C(N−1)/230 =: ψ (14a)
n=1
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and
Y ( jω) = ψ · [ ¯¯F 1( jω)T ¯¯F 2( jω)T · · · ¯¯F N ( jω)T ]T . (14b)
To ﬁnd a proper series of the points CE(Y ( jω)) in SC , for example 0 c1, c2  5, Algorithm C mentioned in Remark 4
can be used. In simulations, it is easy to ﬁnd a proper series. This veriﬁes the result of Theorem 1. Locations of a series
of the points C[i] = (c1[i], c2[i]) from i = 1 to 21 is demonstrated in Fig. 2, which are generated according to a uniform
distribution. In this case, the determinate of the matrix [ψ |TC(1) ψ |TC(2) · · · ψ |TC(21)]−1 = 0.9321875125788.
For clarity of illustration, consider a much simpler case of c2 = 0, i.e., C30 = c1 (more complicated cases can be referred
to [23]). When N = 21, it can be obtained from (14) that CE(Y ( jω)) = [1 c1 c21 c31 · · · c101 ], and consequently
Y ( jω) = [1 c1 c21 c31 · · · c101 ] · [ ¯¯F 1( jω) ¯¯F 2( jω) · · · ¯¯F 11( jω) ]T .
Choose 11 different values of c1,
¯¯F i( jω) can be obtained according to Theorem 1 as
¯¯F ( jω) =
⎡
⎢⎢⎢⎢⎣
1 c1(1) · · · c101 (1)
1 c1(2) · · · c101 (2)
.
.
.
.
.
.
. . .
.
.
.
1 c1(11) c101 (11)
⎤
⎥⎥⎥⎥⎦
−1
·
⎡
⎢⎢⎢⎢⎣
Y ( jω)|c1(1)
Y ( jω)|c1(2)
.
.
.
Y ( jω)|c1(11)
⎤
⎥⎥⎥⎥⎦ . (15)
It can be seen that the parameter matrix is a Vandermonde matrix. Thus if c1(i) = c1( j) for i = j, it is nonsingular. In
order to determine ¯¯F i( jω) in the above equation, simulation studies are carried out for 11 different values of c1 as c1 =
0.5,50,100,500,800,1200,1800,2600,3500,4500,5000, to produce 11 corresponding output responses. The FFT results of
these responses at the system driving frequency ω0 = 8.1 rad/s were obtained as
YY =
[
(3.355387229685395e+002) − 9.144123368552089e+000i,
(3.311400634432650e+002) − 8.791324203084603e+000i,
(3.270304131496312e+002) − 8.453482697096458e+000i,
(3.020996757260479e+002) − 6.232073185455284e+000i,
(2.889224705331136e+002) − 4.937579404570077e+000i,
(2.753247618357106e+002) − 3.513785421406298e+000i,
(2.599814606290563e+002) − 1.799344961942028e+000i,
(2.449407272303421e+002) − 7.146831574203648e−003i,
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(2.322782654921158e+002) + 1.587748875652816e+000i,
(2.213884644417550e+002) + 3.022652971105967e+000i,
(2.168038059608033e+002) + 3.644341792781596e+000i].
Then from (15), ¯¯F ( jω0) was determined as
¯¯F ( jω0) =
[
3.355850061999765e+002+ 9.147787717329777e+000i,
−0.09260545518186− 0.00733079515829i,
7.802545290190465e−005+ 4.196941358069068e− 006i,
−8.171412395831490e−008− 3.472552369765044e−009i,
7.983194136013857e−011+ 2.975659825236403e−012i,
−6.014819558373321e−014− 2.095287675780629e−015i,
3.139462445085954e−017+ 1.055716258995395e−018i,
−1.065920417366710e−020− 3.515136904764629e−022i,
2.214834610655676e−024+ 7.220197982843919e−026i,
−2.536564081104798e−028− 8.209302192093296e−030i,
1.219975622824295e−032+ 3.929425356306088e−034i].
Consequently, the parametric relationship for the OFRF of system (12) subject to the input u(t) = 100sin(8.1t) at frequency
ω0 = 8.1 was obtained as
Y ( jω0) =
[
1 c1 c21 c
3
1 · · · c101
] · [ ¯¯F 1( jω0) ¯¯F 2( jω0) · · · ¯¯F 11( jω0) ]T . (16)
For each order component of the OFRF, it can be obtained from Theorem 1 and Proposition 1 that for n = 1,2,3, . . . ,
Y2n−1( jω0) = cn1 · ¯¯Fn( jω0) and Y2n( jω0) = 0. (17)
From Eq. (16), the effect of the nonlinear parameter c1 on the system output frequency response at frequency ω0 can
readily be analyzed. Fig. 3 shows a comparison of the magnitudes of the output spectrum evaluated by (16) and their
real values under different values of the nonlinear parameter c1. Note that the error between the computed values and
the real values is very small. Furthermore, the frequency domain analysis and design of system (12) to achieve a desired
output response y(t) can now be conducted from (16). Given a desired output spectrum Y ∗ at frequency ω0, the nonlinear
parameter c1 can be optimized using (16) such that the difference |Y ( jω0)− Y ∗| can be made as small as possible.
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This study shows that, the analytically parametric relationship for the OFRF with any polynomial structure in terms of any
interested model parameters for Volterra systems described by a nonlinear differential equation model can be determined
explicitly up to any high order by using a simple Least Square method from some simulation or experimental data, and the
every speciﬁc component of the OFRF can all be determined effectively. Moreover, it shall be noted that the main result
established in Theorem 1 not only is established for the OFRF based method, but also has signiﬁcance for the determination
of the analytical parametric relationship for this kind of system polynomial functions by using numerical methods.
Appendix A. Coeﬃcient extraction (CE) operator
Consider a series
HCF = c1 f1 + c2 f2 + · · · + cσ fσ ∈ Ξ
where the coeﬃcients ci (i = 1, . . . , σ ) are different monomial functions in a set Pc of some parameters in a set Cs which
takes values in C, f i for i = 1, . . . ,n are some complex-valued scalar functions in a set P f which are independent of the pa-
rameters in Cs , Ξ denote all the ﬁnite order series with coeﬃcients in Pc timing some functions in P f , C = [c1, c2, . . . , cσ ],
and F = [ f1, f2, . . . , fσ ]T . This series is said to be separable with respect to the parameters in Cs . Deﬁne a Coeﬃcient
Extraction operator CE : Ξ →Cσ for this series such that
CE(HCF) = [c1, c2, . . . , cσ ] = C ∈Cσ
where Cσ is the σ -dimensional complex-valued vector space. This operator has the following properties, also acting as
operation rules:
(1) Reduced vectorized sum “⊕.”
CE(HC1 F1 + HC2 F2) = CE(HC1 F1 )⊕ CE(HC2 F2) = C1 ⊕ C2 =
[
C1,C
′
2
]
,C ′2 = VEC(C¯2 − C¯1 ∩ C¯2),
where C¯1 = {C1(i) | 1  i  |C1|}, C¯2 = {C2(i) | 1  i  |C2|}, VEC(·) is a vector consisting of all the elements in set (·).
C ′2 is a vector including all the elements in C2 except the same elements as those in C1.
(2) Reduced Kronecker product “⊗.”
CE(HC1 F1 · HC2 F2 ) = CE(HC1 F1)⊗ CE(HC2 F2) = C1 ⊗ C2 = VEC
{
C3(i)
∣∣∣ C3 = [C1(1)C2, . . . ,C1(|C1|)C2]1 i  |C3|
}
which implies that there are no repetitive elements in C1 ⊗ C2.
(3) Invariant.
(a) CE(α · HCF) = CE(HCF) ∀α ∈C but is not a parameter of interest;
(b) CE(HCF1 + HCF2 ) = CE(HC(F1+F2)) = C .
(4) Unitary. If HCF is not a function of ci for i = 1, . . . ,n, CE(HCF) = 1.
When there is a unitary 1 in CE(HCF), there is a nonzero constant term in the corresponding series HCF which has no
relation with the coeﬃcients ci (for i = 1, . . . ,n). In addition, if HCF = 0, then CE(HCF) = 0.
(5) Inverse. CE−1(C) = HCF .
(6) CE(HC1 F1 ) ≈ CE(HC2 F2) if the elements of C1 are the same as those of C2, where “≈” means equivalence, i.e., both
series are in fact the same result considering the order of ci f i in the series has no effect on the value of a function se-
ries HCF . This further implies that the CE operator is also commutative and associative, for instance, CE(HC1 F1 +HC2 F2 ) =
C1 ⊕ C2 ≈ CE(HC2 F2 + HC1 F1) = C2 ⊕ C1. Hence, the results by the CE operator with respect to the same purpose may
be different but all correspond to the same function series and are thus equivalent.
(7) Separable and interested parameters only. A parameter in a series can only be extracted if the parameter is interested
and the series is separable with respect to this interested parameter. Thus the operation result is different for different
purposes.
Appendix B. Proof of Proposition 1
When the input function is u(t) = Fd sin(Ωt), it can be obtained from Eq. (5) in [16]
ωkl = klΩ, kl = ±1, and F (ωkl ) = − jkl Fd for l = 1, . . . ,n.
From the results in Section 3.3 of [16], it can be obtained in this case
¯¯F i( jΩ) = 1
2i
∑
ωk +···+ωk =Ω
f i( jωk1 , . . . , jωki ) · F (ωk1 ) · · · F (ωki ).
1 i
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frequencies ωkl = ω. Thus, when i = 2n, ωk1 + · · · +ωk2n = Ω for any cases. This shows that f2n( jωk1 , . . . , jωk2n ) = 0, which
further yields that ¯¯F 2n( jΩ) = 0 for n = 1,2,3, . . . . Therefore, the parametric characteristics of the OFRF in this case can be
written as (7). This completes the proof.
Appendix C. Proof of Lemma 2
(1) Consider a parameter cp,q(·). If p + q = n, it is from Lemma 1 that cp,q(·) is an element of CE(Hn( jω1, . . . , jωn)). If
p+q > n, this parameter cannot appear in Hn( jω1, . . . , jωn), since the conditions in Lemma 1, e.g., p+q+∑ki=1(pi +qi) =
n + k, cannot be satisﬁed. If p + q < n, then there must exist a k  0 such that p + q +∑ki=1(pi + qi) = n + k. That is,
cp,q(·) must appear in a monomial which is an element of CE(Hn( jω1, . . . , jωn)).
(2) For (cp,q(·))k+1, it is from Lemma 1 that p + q +∑ki=1(p + q) = n + k, which yields k = n−p−qp+q−1 . This completes the
proof.
Appendix D. Proof of Lemma 3
This can be proved by contradiction. Suppose there is a parameter monomial cp,q(·)cp1,q1 (·)cp2,q2 (·) · · · cpk,qk (·) which
is not only an element of CE(Hn( jω1, . . . , jωn)) but also an element of CE(Hm( jω1, . . . , jωm)), where m = n. Then from
Lemma 1, it can be derived that p + q +∑ki=1(pi + qi) = n + k and p + q +∑ki=1(pi + qi) =m + 1+ k. Thus n + k =m + k,
i.e., n =m. This is a contradiction. The lemma is proved.
Appendix E. Proof of Lemma 4
Since ζ |(c1(i),c2(i),...,cm(i)) for i = 1 to n is a base of n , then for any ζ ∈ n there exists a series of real numbers α1 · · ·αn ,
such that
ζ = α1ζ |(c1(1),c2(1),...,cm(1)) + · · · + αnζ |(c1(n),c2(n),...,cm(n))
which yields
ζ · ϕT = α1ζ |(c1(1),c2(1),...,cm(1)) · ϕT + · · · + αnζ |(c1(n),c2(n),...,cm(n)) · ϕT = 0.
(p2) is proved. (p1) is equivalent to (p2). For any point in the parameter space SC , there is a corresponding vector ζ ∈ n ,
thus it follows from (p2) that ζ · ϕT = 0. (p3) is proved. This completes the proof.
Appendix F. Proof of Lemma 5
To proceed with the proof of this lemma, two special cases are studied ﬁrst.
Case 1. Consider two different monomials cr11 c
r2
2 · · · crmm and cl11 cl22 · · · clmm , where c1, c2, . . . , cm are parameters in C , and
r1, r2, . . . , rm, l1, l2, . . . , lm are nonnegative integers. There exists at least one 1  i  m for the two monomials satisfy-
ing ri = li . Without speciality, suppose r1 = l1. Then suppose for any points (c1, c2, . . . , cm) satisfying ci = 0, there is a
nonzero constant β , such that cl1−r11 c
l2−r2
2 · · · clm−rmm = β . Letting c¯1 = c1/β
1
l1−r1 gives c¯l1−r11 c
l2−r2
2 · · · clm−rmm = 1 for any points
(c1, c2, . . . , cm) satisfying ci = 0. This further yields (l1 − r1) lg c¯1 + (l2 − r2) lg c2 + · · · + (lm − rm) lg cm = 0 for any points
(c1, c2, . . . , cm) satisfying ci = 0. This shows that ri = li , which results in a contradiction. Therefore, cl1−r11 cl2−r22 · · · clm−rmm
cannot be a nonzero constant. For any two points (c1(1), c2(1), . . . , cm(1)) and (c1(2), c2(2), . . . , cm(2)) such that
cl1−r11 (1)c
l2−r2
2 (1) · · · clm−rmm (1) = cl1−r11 (2)cl2−r22 (2) · · · clm−rmm (2)
it can be obtained by equivalent row transformation that[
cr11 (1)c
r2
2 (1) · · · crmm (1) cl11 (1)cl22 (1) · · · clmm (1)
cr11 (2)c
r2
2 (2) · · · crmm (2) cl11 (2)cl22 (2) · · · clmm (2)
]
⇒
[
1 cl1−r11 (1)c
l2−r2
2 (1) · · · clm−rmm (1)
1 cl1−r11 (2)c
l2−r2
2 (2) · · · clm−rmm (2)
]
⇒
[
1 cl1−r11 (1)c
l2−r2
2 (1) · · · clm−rmm (1)
0 cl1−r11 (2)c
l2−r2
2 (2) · · · clm−rmm (2)− cl1−r11 (1)cl2−r22 (1) · · · clm−rmm (1)
]
.
It is obvious that the matrix is nonsingular.
Case 2. Consider the same two different monomials cr11 c
r2
2 · · · crmm and cl11 cl22 · · · clmm as in Case 1. Let a = cr11 cr22 · · · crmm + a1,
and b = cl11 cl22 · · · clmm + b1, where a1 and b1 are two constant real numbers, and suppose a1 = 0 without speciality. Suppose
for any points (c1, c2, . . . , cm), there is a nonzero constant β , such that b/a ≡ β , which gives
cl1cl2 · · · clmm + b1 ≡ βcr1cr2 · · · crmm + βa1.1 2 1 2
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b1−βa1
β
. Thus for these points, cl11 c
l2
2 · · · clmm ≡ 0. This results in a contradiction with cr11 cr22 · · · crmm = b1−βa1β . Therefore, b/a can-
not be a nonzero constant. For any two points (c1(1), c2(1), . . . , cm(1)) and (c1(2), c2(2), . . . , cm(2)) such that
b(1)/a(1) = b(2)/a(2)
it can be obtained by equivalent row transformation that[
cr11 (1)c
r2
2 (1) · · · crmm (1)+ a1 cl11 (1)cl22 (1) · · · clmm (1) + b1
cr11 (2)c
r2
2 (2) · · · crmm (2)+ a1 cl11 (2)cl22 (2) · · · clmm (2) + b1
]
⇒
[
1 b(1)/a(1)
1 b(2)/a(2)
]
⇒
[
1 b(1)/a(1)
0 b(2)/a(2) − b(1)/a(1)
]
.
It is obvious that the matrix is nonsingular.
Now consider the proof of the lemma. As mentioned, it is from Remark 1 and Lemma 3 that there are no repetitive
elements in ψ . That is, each element in ψ is a nonrepetitive monomial of some nonlinear parameters in C . Choose different
points C(i) in SC for i = 1 to σ2, then produce a matrix row by row. For the ﬁrst two rows, it is Case 1 if only considering
the ﬁrst two columns. Thus by equivalent row transformation, the ﬁrst two rows can be transformed into an upper triangle
form as Case 1, i.e., the entries in the ﬁrst two columns and below the diagonal line are zero, while the diagonal entries
in the ﬁrst two rows are nonzero. For the next two rows, it is Case 2 if only considering the next two columns. Then by
equivalent row transformation, the next two rows can also be transformed into an upper triangle form as Case 2, i.e., the
entries in the ﬁrst four columns and below the diagonal line are zero, while the diagonal entries in the ﬁrst four rows are
nonzero. Proceed this process forward until the last two or one rows. Therefore, the matrix can be equivalently transformed
into an upper triangle form with nonzero diagonal entries, which is obviously nonsingular. This shows that there exists a
series of points C(i) in SC for i = 1 to σ2 such that each rows of the generated matrix as mentioned above, i.e., ψ |C(i) for
i = t to σ2 are independent. This completes the proof.
Appendix G. Proof of Theorem 1
Proof. When there is no truncation error, from Lemma 5, there exists a series of C(1),C(2), . . . ,C(σ2) such that
ψ |C(i) for i = 1 to σ2 is a base of σ2
and additionally from Eqs. (6a) and (11a), it can be obtained that for each ψ |C(i) ,
ψ |C(i) ·
(
Φ˜( jω)−Φ( jω))T = 0.
Then from Lemma 4, for all the points in SC ,
ψ · (Φ˜( jω)−Φ( jω))T = 0 and Φ˜( jω) = Φ( jω).
In case that SC includes all the nonlinear parameters of NDE model (1), from Lemma 3, CE(Hn( jω1, . . . , jωn)) ∧
CE(Hm( jω1, . . . , jωm)) = 0 for m = n, then
Y˜n( jω) = CE
(
Hn(·)
) · F˜n( jω)T .
Consider the truncation error o(N + 1) = 0. In this case,
Y ( jω) = ψ ·Φ( jω)T + o(N + 1).
Therefore,
Φ( jω)T = [ψ |TC(1) ψ |TC(2) · · · ψ |TC(σ2) ]−T
· [ (Y ( jω) − o(N + 1))|C(1) (Y ( jω)− o(N + 1))|C(2) · · · (Y ( jω)− o(N + 1))|C(σ2) ]T
= Ψ−1∣∣C(1···σ2) · (Y − oN+1)|C(1···σ2) = Ψ−1∣∣C(1···σ2) · Y |C(1···σ2) −Ψ−1∣∣C(1···σ2) · oN+1|C(1···σ2)
= Φ˜( jω)T −Ψ−1∣∣C(1···σ2) · oN+1|C(1···σ2)
where Y |C(1···σ2) = [Y ( jω)|C(1) Y ( jω)|C(2) · · · Y ( jω)|C(σ2)]T . This leads to Eq. (11d). Note that Y˜ ( jω) = ψ · Φ˜( jω)T . There-
fore,
Y˜ ( jω)− Y ( jω) = ψ · (Φ˜( jω)−Φ( jω))T − o(N + 1).
This, together with Eq. (11d), leads to Eq. (11e). The proof is completed. 
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