In this paper, we study the agent's optimal quitting in a continuous-time principal-agent problem, where the agent is payed once at the end of the contract. In a jump diffusion setting, we formulate the agency problem as a combined optimal stopping and stochastic control problem in weak formulation. To find the solutions, we develop the classical verification theorem in terms of Variational Inequality HamiltonJacobi-Bellman (VIHJB) equations in weak formulation. Finally, we solve explicitly the VIHJB equations in a special case.
Introduction
The seminal paper on the principal-agent problem with lump-sum payment in the continuoustime framework is [1] . The model is further extended by [2, 3, 4] . They use the common setting of an agent who is paid once by the principal at a prespecified terminal time. In this paper, we consider a variant of the problem by allowing the agent to quit at any time during a given period in the case of hidden actions.
The quitting of the agent is widely discussed in the principal-agent problem, where the principal and the agent is bind together forever by the contract. such as [5, 6] . They focus on the case of a continuous payment to the agent. However, we study the case of lump-sum payment. We assume that an agent is hired by a principal to perform a certain task. and the principal offers him a contract that specifies the payment process {C t } 0≤t≤T = {F (X t )} 0≤t≤T , where t is the quitting time.
In this paper, we study the agent's optimal quitting problem by regarding it as an combined optimal stopping and stochastic control problem for jump diffusions. To the best of our knowledge, the jump diffusion setting is seldom considered in principal-agent problem. We prove a verification theorem in terms of VIHJB equations in weak formulation to characterize the solution of the agent's problem.
Our setup and approach is related to [7, 8, 9, 10] . In [7] , the classic verification theorem of VIHJB equations obtained by Dynkin's formula gives a solution for combined optimal stopping and stochastic control problem in strong formulation. Later, [8, 9, 10] applied the verification theorem to solve different stochastic control problems and stochastic differential games for jump diffusions. However, the agent problem that we consider is in weak formulation, in the sense that the agent chooses a probability measure under which the state process evolves. Therefore, the characterizations of the solutions of the agent's problem motivate us to develop the verification theorem in weak formulation.
The paper is organized as follows: we set up in the next section the continuous-time model and formulate agency problem as a combined optimal stopping and stochastic control problem for jump diffusions. In Section 3, we develop the verification theorem in terms of VIHJB equations in weak formulation. The objectives of Section 4 is to give the explicit solutions in the case of quadratic cost and continuous diffusions. Finally we conclude this paper in Section 5.
The Continuous-time Agency Model
We consider the following continuous-time principal-agent problem. A principal contracts with an agent over a finite horizon [0, T ]. Let {B t } t≥0 be a k−dimensional Brownian Motion on a filtered probability space (Ω, F, {F t } t≥0 , P ) and letÑ (·,
be k independent compensated Poisson random measures independent of B(·). 
. We refer to [7, 8, 9, 10, 11] for more information about jump diffusion.
The wealth process of the principal X t is determined by the agent's effort u(t), Brownian motion B t and compensated Poisson random measuresÑ (·, ·). In the hidden action case, the principal can only observe the output process X t , but not the underlying Brownian motion or compensated Poisson random measures or the agent's effort u t . As in [4] , we use weak formulation, meaning that the agent may choose a probability measure under which the state process evolves. The weak formulation is suggested by [12, 13] and explained by [14] .
In the following we set up the weak formulation by the Girsanov Theorem for jump diffusion. Firstly, we consider the stochastic differential equation on (Ω, F, P ) of the form
where σ ∈ R k×k and γ ∈ R k×k .
Let U be a given subset of R p and u(t) ∈ U be the agent's effort. For a F t −adapted process u and a fixed time horizon T , we assume that there exists a F t − adapted process ϱ(t) = (ϱ 0 (t), ϱ 1 (t, z)) such that ϱ 1 (t, z) < 1 for a.a. t, z and
Since ϱ 0 (t) and ϱ 1 (t, z) are functions of u, we write ϱ 0 (t) = ϱ 0 (u(t)) and ϱ 1 (t, z) = ϱ 1 (u(t), z).
where
Then by the Itô formula, the solution of Eq. (2) is
where ϱ
1 is column number j of the k × k matrix ϱ 1 . Moreover, we assume that ϱ 0 (u(t)) and
Then the Girsanov Theorem (see e.g. [7] , Chapter 1) guarantees that Q u is a probability measure on F T . And B Q (t) is Brownian motion with respect to
It is now clear that from Eq. (2), Eq. (3) and Eq. (4) that holds. This is the dynamics of the output process in the case of hidden action, with the control only appearing in the drift term.
Assume that a fixed open set S ⊂ R k is the solvency region and τ S is the bankruptcy time for a wealth process {X t } t≥0 , i.e. τ S = inf {t > 0; X(t) / ∈ S}. Then the terminal time of contract is T ∧ τ S := min{T, τ S } in the system. On the other hand, we assume that the contract process {C t } 0≤t≤T ∧τ S is written in terms of the principal's wealth X t as a single state variable. That is, X t will play the role of the unique state descriptor that determines how much the agent gets paid and what effort he is supposed to choose. So we can write
If the agent is allowed to quit at any time during
, he tries to maximize his own utilities by controlling his effort u and choosing a quitting time τ . We formulate the agent's problem as a combined optimal stopping and stochastic control problem in the following: let g : S × U × Ω → R and U : S × Ω → R be given F t −adapted processes. Denote by Γ the set of all stopping times τ ≤ T ∧ τ S and fix an F t −stopping time τ ∈ Γ. Assume that the agent's expected utility is of the form
where U is the agent's utility function, F is a given contract and g is a cost function. Q u,x denotes the probability law of X t starting at x and E u,x denotes the expectation with respect to Q u,x . 
Definition 1 Assume that the control process u(t)
The agent's problem is to find Φ(x) ∈ R, his optimal effort u * ∈ A and the optimal stopping time τ * ∈ Γ (if they exist) such that
where Φ(x) is called the value function.
The Verification Theorem in Terms of VIHJB Equations in Weak Formulation
We prove a verification theorem in weak formulation to characterize the solutions of the agency problem Eq. (7) in this section.
A family of optimal control problems with different initial times is needed to prove the verification theorem for the agent's problem. So we define the process
Then the agent's problem Eq. (7) can be formulated as follows:
If the control u is Markovian, the corresponding Y (t) becomes an jump diffusion, whose generator A u of Y (t) is given by
where ϕ ∈ C 2 0 (R k+1 ) (the twice continuously differentiable functions with compact support on R k+1 ) and ∇ϕ = (
) is the gradient of ϕ.
Now we develop the verification theorems in term of VIHJB equations in weak formulation.

Theorem 1 (VIHJB equations in weak formulation )Let G = [0, ∞] × S. Suppose that there exists a function
ϕ :Ḡ → R such that (i) ϕ ∈ C 1 (G 0 ) ∩ C(Ḡ), where G 0 is the interior of G andḠ is the closure of G. (ii) ϕ(y) ≥ U (F (y)) on G.
Define the continuation region
(iv) ∂D is a Lipschitz surface.
(v) ϕ ∈ C 2 (G\∂D) and the second-order derivatives of ϕ are locally bounded near ∂D.
Then ϕ(y) ≥ Φ(y), for all u ∈ A and all y ∈ G. 
Suppose, in addition to (i)-(viii) above, that
(iiix) the family {ϕ(Y u 0 (τ )); τ ∈ Γ} is uniformly integrable with respect to Q u,y for all y ∈ D.
Moreover, u * := u 0 is optimal control and τ * := τ D is optimal stopping.
Proof From (i)(iv) and (v) we may assume by Approximation Theorem (see, e.g. Theorem 2.1 in [7] 
Then by the Dynkin's formula which still holds under probability measure Q u we obtain. for m = 1, 2, . . .,
It follows from (vii) and Fatou Lemma that
] .
We can conclude by (vi)
Since y ∈ G and u ∈ A are arbitrary, we obtain
Next we deal with the opposite inequality. Choose a point y ∈ D. Applying the argument above to u 0 (t) = u 0 (Y t ) and the stopping timeτ = τ D = inf{t > 0; Y u 0 (t) / ∈ D}, we get the following equality:
which implies that
Combined with (11) this show that ϕ(y) = Φ(y) and (u 0 , τ ) is optimal if y ∈ D.
If y / ∈ D, ϕ(y) = U (F (y)) ≤ Φ(y). Hence by Eq. (11) we have ϕ(y) = Φ(y). In this case τ * = 0 is the optimal quitting time.
The Explicit Solutions in a Special Case
We apply Theorem 1 to seek the form of the solutions of the agent's problem. It seems that the verification theorem is abstract and complicated. However, if we neglect all the technical conditions of Theorem 1 and concentrate on conditions (ii), (vi) and (ix), we can write the conditions of Theorem 1 in the so-called VIHJB form:
In addition we have the boundary requirement
In general, the VIHJB equation is hard to be solved analytically. However, in the special case of quadratic cost g(x, u) = u 2 /2 and γ(z) = 0, which is discussed in [4] , the non-linear equation can be linearized by a transformation. Then the solutions are obtained by Feynman-Kac formula. Consequently, we find the explicit solutions of the agent's problem. For the sake of simplicity, here and in the following, all the processes are assumed to be one-dimension and the explicit solutions are described as follows:
Theorem 2 Assume that the cost function is g(t, x, u)
whereB t is an auxiliary Brownian motion starting at x and
and u(Y (t)) = ∂ϕ ∂x (Y (t)) is the optimal effort and τ D = inf {t > 0; X(t) ≥ x * (s)} ∧ T ∧ τ G is the agent's optimal quitting time.
Proof The HJBVI Eq. (12) for this problem can be formulated as follows:
The maximum of the function
This gives the maximum value
Hence the HJBVI is of the form
If we assume that the continuation region has the form
for some function x * (s), then the HJBVI can be split into the two equations:
Eq. (18) is a nonlinear equation, which can be linearized by the transformation
Applying Eq. (20), we transform Eq. (18) into the equation
with boundary values
By the Feynman-Kac formula, the solution of Eq. (21)-Eq. (22) can be written as
whereB t is an auxiliary Brownian motion starting at x and 
Conclusion
In this paper, for a given contract, we have formulated the agent's optimal quitting problem as a combined stochastic control and optimal stopping problem for jump diffusions. The classical verification theorem in terms of VIHJB equations has been developed in weak formulation to characterize the solutions. In particular, we have given the explicit solutions by solving the VIHJB equations analytically in the special case of quadratic cost g(x, u) = u 2 /2 and continuous diffusion γ(z) = 0. The solutions showed that the possibility of early quitting motivates the agent apply high effort to increase the principal's wealth to a certain value as early as possible. The agency problem discussed in this paper will help us to explorer whether it is necessary for the principal to resign the contract in the case that the agent is given option to quit freely in the subsequent work.
