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Abstract 
For the two-sensor linear discrete stochastic system with time-delayed measurements, an equivalent system without 
time-delayed measurements is obtained by introducing a new measurement process. Then a covariance intersection 
(CI) fusion steady-state Kalman filter is presented based on the modern time series analysis method. Compared with 
the optimal Kalman fusers weighted by matrices, diagonal matrices and scalars, this CI Kalman fuser avoids 
computing the cross-covariances among the local filtering errors. It is proved that its accuracy is higher than that of 
each local filter, and is lower than that of the Kalman fuser weighted by matrices. The geometric interpretations of 
these fusers’ accuracy relations are given based on the covariance ellipses. A Monte-Carlo simulation example for 
target tracking system verifies the correctness of the proposed accuracy relations, i.e. the actual accuracy of the CI 
Kalman fuser is close to that of the fuser weighted by matrices, and is higher than that of each local filter, so it has 
higher accuracy and good performances. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
Keywords: Multisensor information fusion; time-delayed measurements; covariance intersection; covariance ellipse; Kalman filter. 
1. Introduction 
Since the emergence of the Kalman filter, it is widely applied to solve the estimation problem of signal 
or state. The systems without time-delayed measurements are usually considered [1-3], however, in 
practical application, the systems with measurement delays are inevitable. Several basic methods are used 
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to solve the state estimation problem in this situation: the augmented state method [4,5] requires large 
computations, especially when the dimension of the system is high or the measurement delays are very 
large. A re-organized innovation analysis method [6,7] requires to compute the multiple Kalman filters 
and multiple Riccati equations. A measurement transform approach presented in [8] can transform the 
system with measurement delays into an equivalent system without measurement delays. In the 
meanwhile, multisensor information fusion is widely applied to improve the accuracy of the filter. In 
order to compute the optimal weighted fusion Kalman filter, the computation of the local estimation error 
cross-covariances is required, which yields a large computational burden and computational complexity 
[8], the covariance intersection (CI) fusion method presented in [9] can solve the problem of fused 
estimator with unknown cross-covariances. This CI fusion algorithm is of consistency and robustness, 
because it can give an upper bound of actual filtering error variance, which is independent of unknown 
cross-covariances. 
In this paper, using measurement transform approach, the optimal local Kalman filters are presented 
based on the modern time series analysis method. Then the CI fusion Kalman filter is presented, and the 
accuracy relation among the local Kalman filters, CI fusion Kalman filter and the fusion Kalman filters 
weighted by matrices, diagonal matrices and scalars is proved. 
2. The local steady-state optimal Kalman filter 
Consider two-sensor linear discrete time-invariant stochastic system with time-delayed measurements 
)()()1( twtxtx Γ+Φ=+                                                                                                                       (1) 
)()()( ttxHtz iiii ξτ +−= ， 2,1=i                                                                                                      (2) 
where t  is the discrete time, 0iτ >  is the measurement delay of the thi  sensor, ( ) , ( ) imn ix t R z t R∈ ∈  are 
the state and measurement, ( ) , ( ) imr iw t R t Rξ∈ ∈  are uncorrelated input and measurement white noises with 
zero mean and variances wQ  and iQξ , respectively. ,Φ Γ  and iH  are known constant matrices with proper 
dimensions, and ( , )iHΦ  is a completely observable pair with the observable index iβ , ( , )Φ Γ  is the 
completely controllable pair.  
The aim is to find the local steady-state optimal Kalman filter ˆ ( | )zix t t , 1,2i = , the optimal fusion 
Kalman filters ˆ ( | )zmx t t  weighted by matrices, ˆ ( | )
z
dx t t  weighted by diagonal matrices, ˆ ( | )
z
sx t t  weighted by 
scalars, and the CI fusion Kalman filter ˆ ( | )zCIx t t .
Introducing a new measurement ( )iy t  and a new measurement noise ( )iv t
( ) ( ), ( ) ( )i i i i i iy t z t v t tτ ξ τ= + = +                                                                                                              (3) 
So the new measurement equation is obtained 
)()()( tvtxHty iii += , 2,1=i                                                                                                                (4) 
where ( )iv t  is white noise with zero mean and variance vi iQ Qξ= , and it is independent with ( )w t .
Denoting the linear space spanned by the stochastic variables ( ( ), ( 1), )i iz t N z t N+ + − L  as 
( ( ), ( 1), )i iL z t N z t N+ + − L , and the linear space spanned by the stochastic variables 
( ( ), ( 1), )i i i iy t N y t Nτ τ+ − + − − L  as ( ( ), ( 1), )i i i iL y t N y t Nτ τ+ − + − − L , and we have the relation as 
( ( ), ( 1), ) ( ( ), ( 1), )i i i i i iL z t N z t N L y t N y t Nτ τ+ + − = + − + − −L L . Defining the linear minimum variance 
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predictor ˆ ( | )i ix t t τ−  of ( )x t  based on ( ( ), ( 1), )i i i iy t N y t Nτ τ+ − + − − L  and the linear minimum variance 
filter ˆ ( | )zix t t  of ( )x t  based on ( ( ), ( 1), )i iz t N z t N+ + − L . And the relation between them is given by 
ˆ ˆ( | ) ( | ), 0zi i i ix t t x t t τ τ= − >                                                                                                                      (5) 
Hence the relation of the errors ( | )zix t t%  and ( | )i ix t t τ−%  is ( | ) ( | )zi i ix t t x t t τ= −% % . Furthermore, the steady-
state filtering error variances [ ( | ) ( | )]z z zTi i iP E x t t x t t= % %  and the steady-state filtering error cross-covariances
[ ( | ) ( | )]z z zTij i jP E x t t x t t= % %  have the relation as ( , ), ( , ), , 1,2,z zi i i i ij ij i jP P P P i j i jτ τ τ τ= − − = − − = ≠ , where 
( , ) [ ( | ) ( | )], ( , ) [ ( | ) ( | )]T Ti i i i i i i ij i j i i j jP E x t t x t t P E x t t x t tτ τ τ τ τ τ τ τ− − = − − − − = − −% % % % .
Therefore, the problem of getting the local steady-state optimal Kalman filter ˆ ( | )zix t t  is converted to 
that of finding the local steady-state optimal Kalman predictor ˆ ( | )i ix t t τ− . From (1), (3) and (4), it yields 
that 1 1 1( ) ( ) ( ) ( )i i n i iy t H I q q w t tξ τ− − −= − Φ Γ + + , where 1q−  is the backward shift operator. Introducing the 
left-coprime factorization 1 1 1 1 1 1( ) ( ) ( )i n i iH I q q A q B qΦ Γ− − − − − −− = ,  where nI  denotes the n n×  unit matrix , 
1( )iA q
−  and 1( )iB q
−  are polynomial matrices with form 1 10 1( ) xixi
n
i i i inX q X X q X q
−− −= + + +L ,
0
xiin
X ≠ , 0( )ij xiX j n= > , 0 ii mA I= , 0 0iB = . So the local ARMA innovation models are obtained by 
1 1( ) ( ) ( ) ( )i i i iA q y t D q tε− −= , where 1 10 1( ) didi ni i i inD q D D q D q−− −= + + +L  is stable, 0 ii mD I= , ( ) imi t Rε ∈  is white 
noise with zero mean and variance matrix iQε . And 
1 1 1( ) ( ) ( ) ( ) ( ) ( )i i i i iD q t B q w t A q v tε− − −= + , 1( )iD q−  and iQε
are obtained by Gevers-Wouters iterative algorithm [10]. 
Lemma 1[1]. For the two-sensor system (1) and (4), the local steady-state Kalman predictor ˆ ( 1 | )ix t t+
is given by 
ˆ ˆ( 1| ) ( | 1) ( ), 1,2i pi i pi ix t t x t t K y t i+ = Ψ − + =                                                                                              (6) 
pi pi iK HΨ = Φ − ,
1
2
1
,
i
i
ii
ii
pi
ii
MH
MH
K
MH β β
+
−
⎡ ⎤⎡ ⎤ ⎢ ⎥⎢ ⎥Φ ⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥Φ ⎢ ⎥⎣ ⎦ ⎣ ⎦
MM                                                                                             (7) 
where piΨ  is a stable matrix, piK  is the predictor gain, the pseudo-inverse of matrix X  is defined as 
T 1 T( )X X X X+ −= . ijM  can recursively be computed as 1 , 1 ,ij i i j in i j n ijM A M A M D− −= − − − +L , with 
00( 0), iij i mM j M I= < = . The prediction error variances iΣ  and the prediction error cross-covariances 
ijΣ  satisfy the Lyapunov equations 
T T T
i pi i pi w pi vi piQ K Q KΣ Ψ ΣΨ Γ Γ= + + , T Tij pi ij pj wQΣ Ψ Σ Ψ Γ Γ= + , , 1,2,i j i j= ≠                                           (8) 
The ik−  steps steady-state Kalman predictor ˆ ( | )i ix t t k+  is given by 
1ˆ ˆ( | ) ( 1| ), 2iki i i i i ix t t k x t k t k k
− −+ = Φ + + + ≤ −                                                                                           (9) 
without loss of generality, taking i jτ τ< , ,i i j jk kτ τ= − = − , the local steady–state Kalman predicting 
error variances ( , ) [ ( | ) ( | )]Ti i i i i i iP k k E x t t k x t t k= + +% %  and the local steady–state Kalman predicting error 
cross-covariances ( , ) [ ( | ) ( | )]Tij i j i i j jP k k E x t t k x t t k= + +% %  are obtained by 
2
1 ( 1)
0
( , ) , 2
i
i i
k
k k T r T rT
i i i i w i
r
P k k Q k
− −
− − − −
=
= Φ Σ Φ + Φ Γ Γ Φ ≤ −∑                                                                            (10) 
633Jinfang Liu and Zili Deng / Procedia Engineering 29 (2012) 630 – 6364 Jinfang Liu,Zili Deng/ Procedia Engineering 00 (2011) 000– 00 
2 2
( 1)1 1 1
1 0
( , ) , 2
j i
i j ji i i
i
k k
k k k Tk k k r T rT r T rT
ij i j pi ij pi w w j i
r k r
P k k Q Q k k
− − − −
− − −− − − − + +
=− − =
= Φ Ψ Σ Φ + Φ Ψ Γ Γ Φ + Φ Γ Γ Φ ≤ ≤ −∑ ∑                 (11)
3. The fused steady-state optimal Kalman filter 
Defining ( , ), ( , )i i i i ij ij i jP P k k P P k k= =  for convenience, , 1,2,i j i j= ≠ , when they are known, three 
weighting fusers are as follows: 
3.1. Kalman filter weighted by matrices 
For the two-sensor system (1) and (2), the optimal information fusion Kalman filter weighted by 
matrices [1] is given by 
2 2
1 1
ˆ ˆ ˆ( | ) ( | ) ( | )z zm i i i i i
i i
x t t x t t x t t τ
= =
= Ω = Ω −∑ ∑ , where the weighting matrix is given by 
1 1 1
1 2[ , ] ( )
T Te P e e P− − −Ω Ω = , [ , ]T n ne I I= , 2 2( )ij n nP P ×= , the fusion error variance mP  weighted by matrices is 
obtained by 1 1( )TmP e P e
− −= .
3.2. Kalman filter weighted by diagonal matrices 
The optimal information fusion Kalman filter weighted by diagonal matrices  [2,11] is given by 
2 2
1 1
ˆ ˆ ˆ( | ) ( | ) ( | )z zd i i i i i
i i
x t t x t t x t t τ
= =
= Θ = Θ −∑ ∑ , where 1( , , )i i indiag α αΘ = L , 1,2i = . The optimal weighting vectors 
are given by 1 1 11 2[ , ] ( ( ) ) ( )
T ss T ss
s s e P e e Pα α − − −= , 1, ,s n= L , where [1,1]Te = , 2 2( )ss ssijP P ×= , ssijP is the ( , )s s
diagonal element of ijP , the fusion error variance dP  weighted by diagonal matrices is obtained by 
2 2
1 1
T
d i ij j
i j
P P
= =
= Θ Θ∑∑ .
3.3. Kalman filter weighted by scalars 
The optimal information fusion Kalman filter weighted by scalars  [3] is given by 
2 2
1 1
ˆ ˆ ˆ( | ) ( | ) ( | )z zs i i i i i
i i
x t t x t t x t tω ω τ
= =
= = −∑ ∑ , where the optimal weights is given by 1 1 11 2[ , ] ( )T Ttr tre P e e Pω ω − − −= ,
[1,1]Te = , 2 2( )tr ijP trP ×= , the notation tr means the trace of a matrix. The fusion error variance sP  weighted 
by scalars is obtained by 
2 2
1 1
s i j ij
i j
P Pωω
= =
=∑∑ .
3.4. CI fusion Kalman filter 
When ,i ijP P  are unknown, for the two-sensor system (1) and (2), the CI fusion Kalman filter [9] is 
given by 1 11 1 2 2ˆ ˆ ˆ( | ) [ ( | ) (1 ) ( | )]
z z z
CI CIx t t P P x t t P x t tω ω− −= + − , where the CI fusion error variance matrix CIP  is 
given by 1 1 11 2[ (1 ) ]CIP P Pω ω− − −= + − , the weighted coefficient [0,1]ω∈  and it minimizes the performance 
index,  1 1 11 2[0,1]min min {[ (1 ) ] }CIJ trP tr P Pω ω ω ω
− − −
∈
= = + − . The optimal weighting coefficient ω  can be solved by 
applying the gold section method or the Fabonacci method. Then according to the definition 
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ˆ( | ) ( ) ( | )z zCI CIx t t x t x t t= −% , it yields that the filtering error 1 11 1 2 2( | ) [ ( | ) (1 ) ( | )]z z zCI CIx t t P P x t t P x t tω ω− −= + −% % % . The 
actual filtering error variance [ ( | ) ( | )]z zTCI CI CIP E x t t x t t= % %  is also easily obtained by 
2 1 1 1 1 1 2 1
1 1 12 2 2 21 1 2[ (1 ) (1 ) (1 ) ]CI CI CIP P P P P P P P P P Pω ω ω ω ω ω− − − − − −= + − + − + − .
Theorem 1. For the two-sensor system (1) and (2), the accuracy relations of local and fused filtering 
error variance matrices are 
m d s iP P P P≤ ≤ ≤ , m CI CI iP P P P≤ ≤ ≤ , 1,2i =                                                                                         (12)
, , 1,2m d s i m CI CI itrP trP trP trP trP trP trP trP i≤ ≤ ≤ ≤ ≤ ≤ =                                                                            (13) 
Proof. It has been proved that m d s iP P P P≤ ≤ ≤  [1] and CI CIP P≤  [12]. The unbiasedness of local filter 
ˆ ( | )zix t t  can yield that the fused filters ˆ ( | )
z
mx t t , ˆ ( | )
z
dx t t , ˆ ( | )
z
sx t t  and ˆ ( | )
z
CIx t t  are also unbiased. Reference 
[13] has proved that the error variance matrix of the linear minimum variance unbiased fused filter 
weighted by matrices is less than or equal to that of any other linear unbiased filters. CI fused filter 
ˆ ( | )zCIx t t  can be considered as one kind of linear unbiased predictor weighted by matrices, so (12) holds. 
And in the CI fusion algorithm, if taking 0ω = , we have 2J trP= , and if taking 1ω = , we have 1J trP= .
Hence the optimal weighting coefficient [0,1]ω∈  yields , 1,2CI itrP trP i≤ = . Then applying (12), it is 
obvious that (13) holds. 
4. Monte-Carlo simulation example 
Consider the two-sensor target tracking system with time-delayed measurements (1) and (2), in 
simulation we take 
21 0.5
,
0 1
T T
T
Φ Γ ⎡ ⎤⎡ ⎤= = ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦
, 0.5T = , [ ]1 2 21 0 ,H H I= = , 3,2 21 == ττ , 12, 3wQ Qξ= = ,
2
4 0
0 0.05
Qξ
⎡ ⎤= ⎢ ⎥⎣ ⎦
, the aim is to obtain the local steady-state optimal Kalman filter ˆ ( | )zix t t , the optimal 
fusion Kalman filters ˆ ( | )zmx t t  weighted by matrices, ˆ ( | )
z
dx t t  weighted by diagonal matrices, ˆ ( | )
z
sx t t
weighted by scalars, and the CI fusion Kalman filter ˆ ( | )zCIx t t .
In order to give a powerful geometric interpretation with respect to accuracy relations of local and 
fused filters, the covariance ellipse for a covariance matrix P  is defined as the locus of point 
1{ : }Tx x P x c− =  where 1c =  will be assumed without loss of generality. It was proved [9] that a bP P≤  is 
equivalent to that the ellipse for aP  is enclosed in the ellipse for bP . The simulation results are shown in 
Fig1. The accuracy relation has the following geometric interpretations: the ellipse for mP  is enclosed in 
the ellipses for 1 2, , , ,d s CIP P P P P  and CIP , the ellipse for CIP  is enclosed in the ellipse for CIP , and the ellipse 
CIP  encloses the intersection of the ellipses for 1P  and 2P .
In order to verify the theoretical results for accuracy relation, N=50 Monte-Carlo runs for 1, ,300t = L ,
are performed. The mean square errors (MSE) at time t  for local and fused Kalman filters is defined as 
sampled average for ˆ ˆE[( ( | ) ( ))( ( | ) ( )) ]Tj j jtrP tr x t t x t x t t x t= − − , i.e. 
( ) ( ) ( ) ( )
1
1
ˆ ˆ( ) [( ( | ) ( )) ( ( | ) ( ))]
N
z s s T z s s
j j j
s
MSE t x t t x t x t t x t
N =
= − −∑ , 1,2, , , ,j m d s CI= , where ( )ˆ ( | )z sjx t t  and ( ) ( )sx t  denote 
the ths realization of ˆ ( | )zjx t t  and ( )x t , respectively. According to the ergodicity, it holds that 
( ) , 1,2, , , ,j jMSE t trP j m d s CI→ = .
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The simulation results are shown in Table 1, Fig 1 and Fig 2. From Table 1, it is obvious that the 
accuracy relation (12) and (13) hold. From Fig 2, it is easy to find that the ( )jMSE t  values of the local and 
fused Kalman filters fluctuate around the corresponding theoretical values jtrP , so 
2 1( ) ( ) ( ) ( ) ( ) ( )m CI d sMSE t MSE t MSE t MSE t MSE t MSE t≤ ≤ ≤ ≤ ≤ . Also, we see that the ellipse of CIP  is close to 
the ellipse of mP , and CItrP  is also close to mtrP , so the CI fusion algorithm has good performance.  
Fig.1. The accuracy comparison of , 1, 2, , , ,jP j m d s CI=  and CIP  based on covariance ellipses 
Fig.2. Comparison of MSE curves for local and fused Kalman filters 
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Table.1. The accuracy comparison of local and fused Kalman filters 
tr mP              tr CIP              tr dP              tr sP              tr CIP              2trP              1trP
3.5422           4.0137            4.5553            4.5899          5.9547           6.5582          7.1766 
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