On a complete non-compact gradient shrinking Ricci soliton, we prove the analyticity in time for smooth solutions of the heat equation with quadratic exponential growth in the space variable. This growth condition is sharp. As an application, we give a necessary and sufficient condition on the solvability of the backward heat equation in a class of functions with quadratic exponential growth.
Introduction
As we all known, generic solutions of the heat equation are usually analytic in the space but not analytic in time. In the Euclidean space, it is not difficult to construct no time-analytic solutions of the heat equation in a finite space-time cylinder. So it is an interesting subject to seek suitable conditions to ensure the time analyticity for solutions of the heat equation, e.g. [21] . In a recent paper [25] , Zhang proved that the ancient solutions with exponential growth in the space variable are time-analytic on a complete non-compact Riemannian manifold with the Ricci curvature bounded below. He also gave a necessary and sufficient condition on the solvability of the backward heat equation in a class of functions with exponential growth. Later, by choosing suitable space-time cutoff functions, Dong and Zhang [6] extended Zhang's results to the solutions with quadratic exponential growth in the space variable. Meanwhile, they provided an example to indicate that the growth condition is sharp. For more results about time analyticity for parabolic equations, see [14] , [11] , [12] , [8] , [7] and references therein.
In this paper, we will study the time analyticity for smooth solutions of the heat equation on a complete non-compact gradient shrinking Ricci soliton (see the definition below). We find that the analyticity in time always holds on a fixed gradient shrinking Ricci soliton without any curvature assumption provided that the solutions have quadratic exponential growth in the space variable. This result may be useful for understanding the function theory on complete non-compact gradient shrinking Ricci solitons.
Recall that an n-dimensional Riemannian manifold (M, g) is called gradient shrinking Ricci soliton (M, g, f ) (also called shrinker for short) (see [9] ) if there exists a smooth potential function f on M such that
where Ric is the Ricci curvature of (M, g) and Hess f is the Hessian of f . It is easy to see that the flat Euclidean space (R n , δ ij ) is a gradient shrinking Ricci soliton with potential function f = |x| 2 /4, which is called Gaussian shrinking Ricci soliton (R n , δ ij , |x| 2 /4). Gradient shrinking Ricci solitons play an important role in the Ricci flow [9] and Perelman's resolutions of the Poincaré Conjecture [17, 18, 19] , as they are self-similar solutions and arise as limits of dilations of Type I singularities in the Ricci flow. Over the past two decades, the geometric and analytic property of shrinkers is an active issue, which is useful for understanding the structure of manifolds. See [1] for an excellent survey.
From (1.1), Hamilton [9] observed that
is a finite constant, where R is the scalar curvature of (M, g). Adding f by a constant in this equality, without loss of generality, we may assume that
Under this normalization condition, it is not hard to see that (see the explanation in [3] or [23] )
where dv is the Riemannian volume element on (M, g) and µ = µ(g, 1) is the entropy functional of Perelman [17] . For the Ricci flow, the Perelman's entropy functional is time-dependent, but on a fixed gradient shrinking Ricci soliton it is constant and finite.
Now we give the analyticity in time for smooth solutions of the heat equation on a complete non-compact gradient shrinking Ricci soliton without any curvature assumption. 
where A 1 and A 2 are some positive constants, and d(x, p) is the distance function from p to x, then u(x, t) is analytic in time t ∈ [−1, 0] with radius δ > 0 depending only on n and A 2 . Moreover, we have
where A 3 is some constant depending only on n and A 2 , and 0 0 = 1.
Remark 1.2. The growth condition in Theorem 1.1 is necessary. As in [6] , let v(x, t) be the Tychonov's solution of the heat equation in (R n , δ ij , |x| 2 /4)×R such that v = 0 if t ≤ 0 and v is nontrivial for t > 0. Then u := v(x, t + 1) is a nontrivial ancient solution of the heat equation and is not analytic in time. Notice that |u(x, t)| grows faster than e c|x| 2 for any constant c > 0, but for any ǫ > 0, |u(x, t)| is bounded by c 1 e c 2 |x| 2+ǫ for some constants c 1 and c 2 . Therefore the growth condition (1.4) is sharp.
In general, the Cauchy problem to the backward heat equation is not solvable. On a complete non-compact gradient shrinking Ricci soliton, we have a solvable result by a simple application of Theorem 1.1. 
where A 3 and A 4 are some positive constants.
The rest of this paper is organized as follows. In Section 2, we recall some properties of gradient shrinking Ricci solitons. In particular, we give a local mean value type inequality on gradient shrinking Ricci solitons. In Section 3, adapting the Dong-Zhang's proof strategy [6] , we apply the mean value type inequality of Section 2 to prove Theorem 1.1 and Corollary 1.3.
Some properties of shrinkers
In this section, we will present some basic propositions about complete non-compact gradient shrinking Ricci solitons, which will be used in the proof of main results.
On an n-dimensional complete non-compact gradient shrinking Ricci soliton satisfying (1.1), (1.2) and (1.3), from Chen's work (Proposition 2.2 in [4] ), we know that scalar curvature R ≥ 0. Moreover, by [20] , we know that the scalar curvature R must be strictly positive, unless (M, g, f ) is the Gaussian shrinking Ricci soliton (R n , δ ij , |x| 2 /4).
For any fixed point p ∈ M , by Theorem 1.1 of Cao-Zhou [2] and later refined by Chow et al. [5] , we have
for any x ∈ M , where d(x, p) is the distance function from p to x. From this, 2 f (x) could be regarded as a distance-like function. By Gaussian shrinking Ricci soliton (R n , δ ij , |x| 2 /4), the growth estimate of f is sharp.
Combining this estimate and (1.2), we get
. It remains an interesting open question that whether R is bounded from above by a constant.
By Cao-Zhou [2] and Munteanu [15] , the volume growth of gradient shrinking Ricci soliton can be regarded as an analog of the Bishop's theorem for non-compact manifolds with non-negative Ricci curvature (see also [16] ). That is, there exists a constant C(n) depending only on n such that for some constant C(n) depending only on n, where µ := µ(g, 1) is the entropy functional of Perelman, and R is the scalar curvature of (M, g, f ).
The proof of Lemma 2.1 mainly depends on the Perelman's entropy functional and the Markov semigroup technique, see [13] . If the scalar curvature R is bounded, (2.3) is similar to a classical Sobolev inequality on compact manifolds [24] . Recently, P. Wu and the author [23] applied the Sobolev inequality (2.3) to obtain a local mean value type inequality on shrinkers (see Theorem 3.2 in [23] ). In this paper, for the purpose of our application in the proof of the theorem, we give a slight modified version here.
Then there exists a positive constant C(n, m) depending on n and m, such that, for any s ∈ R, for any 0 < δ < 1, and for any smooth nonnegative solution v of
where R M := sup x∈Bp(r) R(x) and µ := µ(g, 1) is the Perelman's entropy functional.
The point (p, s) and radius r in Proposition 2.2 is customarily called the vertex and size of parabolic cylinder Q r (p, s), respectively. Compared with the classical mean value type inequality of manifolds, it seems to be lack of a volume factor V p (r) in (2.4) . However if the factor r n may be regarded as V p (r), this inequality is just the classical case.
Proof of Proposition 2.2. For the readers convenience, we will provide a detailed proof here. Following the argument of [22] , the proof technique is the delicate Moser iteration applied to local Sobolev inequality (2.3). It is emphasized that the explicit coefficients of the mean value inequality in terms of the Sobolev constants in (2.3) should be carefully examined.
We first prove (2.4) for m = 2. Given a nonnegative smooth solution u of (∆ − ∂ t )v ≥ 0, for any nonnegative function φ ∈ C ∞ 0 (B), where B := B p (r), p ∈ M and r > 0, we have
Multiplying a smooth function λ(t), which will be determined later, from the above inequality, we have
where C is finitely constant which may change from line to line in the following computation.
We choose ψ and λ such that, for 0 For any m ≥ 1, u m is also a nonnegative solution of (∆ − ∂ t )u ≥ 0. Hence the above inequality indeed implies
where Σ denotes the summations from 1 to i + 1. Letting i → ∞, 
Therefore, for any i,
where Σ denotes the summations from 0 to i − 1. Letting i → ∞,
which implies (2.4) for 0 < m < 2 by I δ 2 ⊂ I δ and the definition of G(B).
Proof of results
In this section, adapting the argument of Dong-Zhang [6] , we will apply the propositions of shrinkers in Section 2 to prove Theorem 1.1 and Corollary 1.3. We first prove Theorem 1.1.
Proof of Theorem 1.1. Without loss of generality we may assume A 1 = 1 because the heat equation is linear. To prove the theorem, it suffices to confirm the result at space-time point (x, 0) for any x ∈ M .
Since u is a given smooth solution to the heat equation, then u 2 is a nonnegative subsolution to the heat equation. Given a point x 0 ∈ M and a positive integer k, by letting s = 0, r = 1/ √ k, m = 1, δ = 1/2 in the mean value type inequality of Proposition 2.2, we have
where constants C 1 (n) and C 2 (n) both depend only on n. Here, in the first inequality above we used the estimate
and in the above second inequality we only used a simple fact that the size of the cubes is less than one. Since ∂ k t u is also a solution to the heat equation, then substituting this into (3.1) gives (3.2)
In the following we will bound the right hand side of (3.2). For integers j = 1, 2, . . . , k, we consider the domains
j be a standard Lipschitz cutoff function supported in
where C is a universal constant (includes the following constants C), may be changed line by line.
For the above cutoff function ψ = ψ (1) j , multiplying (u t ) 2 = u t ∆u by ψ 2 , integrating it over Ω 2 j and using the integration by parts, we compute that
where we used the property of cutoff function ψ in the above fourth and fifth lines. By the Young inequality, the second term of the right hand side above can be estimated by
Hence,
Using Ω 1 j ⊂ Ω 2 j and the property of ψ, the above inequality implies
Let ψ (2) j be also a standard Lipschitz cutoff function supported in
j | ≤ Ck. Then we can apply the standard Caccioppoli inequality (energy estimate) between the cubes Ω 2 j and Ω 1 j+1 to obtain (3.4 )
Indeed, for the cutoff function ϕ = ψ (2) j , multiplying uu t = u∆u by ϕ 2 , integrating it over Ω 1 j+1 and using the integration by parts, we compute that
u∇uϕ∇ϕdxdt.
Observing that the first term of left hand side
where we used the Young inequality in the above second inequality. Therefore,
Then (3.4) finally follows by using Ω 2 j ⊂ Ω 1 j+1 and the property of cutoff function ϕ.
Combining (3.4) and (3.3) yields
Since ∂ j t u is also a solution of the heat equation, we can replace u in the above inequality by ∂ j t u to deduce by induction
Noticing that Ω
, 0], we substitute the above inequality into (3.2) and get that (3.5)
Using quadratic exponential growth condition (1.4) and volume growth of shrinker (2.2), (3.5) can be furthermore simplified as
for some point ξ ∈ B x 0 ( √ k) and for all integers k ≥ 1. By the triangle inequality, 0) , and for all integers k ≥ 1, where A 3 is a positive constant depending only on n, C and A 2 . Now fix a real number R ≥ 1. For any point x ∈ B p (R), we choose a positive integer j and t ∈ [−δ, 0] for some small δ > 0. By Taylor's theorem,
where s = s(x, t, j) ∈ [t, 0]. Using (3.6), we know that for sufficiently small δ > 0, the right hand side of (3.7) converges to 0 uniformly for x ∈ B p (R) as j → ∞. Hence
So u(x, t) is analytic in time t with radius δ. Set a j = a j (x) = ∂ j t u(x, 0). By (3.6) again, we have
where both series converge uniformly for (x, t) ∈ B p (R) × [−δ, 0] for any fixed R > 0. Since u(x, t) is a solution of the heat equation, this implies ∆a j (x) = a j+1 (x) with |a j (x)| ≤ A j 3 e −µ/2 e f (x) (f (x) + 1) n/4 j j e 4A 2 d 2 (x,p) , where A 3 is a positive constant depending only on n, and A 2 .
In the end, we apply Theorem 1.1 to prove Corollary 1.3.
Proof of Corollary 1.3. Assume that u(x, t) is a smooth solution to the Cauchy problem of backward heat equation (1.5) with quadratic exponential growth. Then u(x, −t) is also a smooth solution of the heat equation with quadratic exponential growth. By Theorem 1.1, we have u(x, −t) = ∞ j=0 ∆ j a(x) (−t) j j! .
Then (1.6) follows by letting ∆ j a(x) = a j (x) in the theorem.
On the other hand, we assume (1.6) holds. We then claim that u(x, t) = ∞ j=0 ∆ j a(x) t j j! is a smooth solution to the heat equation for t ∈ [−δ, 0] with some constant δ > 0 sufficiently small. Indeed, (1.6) guarantee that the above series and the following two series provided that t ∈ [−δ, 0] with some constant δ > 0 sufficiently small, where we used a fact that the series ∞ j=0
(A 3 j|t|) j j! converges in [−δ, 0] and its summation is no more than some constant A 5 > 0. That is u(x, t) has quadratic exponential growth. Hence u(x, −t) is a solution to the Cauchy problem of backward heat equation (1.5) of quadratic exponential growth.
