The complex Poynting theorem is extended canonically to a time-scale domain (t, s) by replacing the phasors e iωt X(r) of time-harmonic fields X (E, H, J, · · · ) with the analytic signals X(r, t + is) of fields X(r, t) with general time dependence. The parameter s > 0 is shown to play the role of a time resolution scale, and the extended Poynting theorem splits into two conservation laws: its real part gives the conservation in t of the scale-averaged (over ∆t ∼ s) active energy at fixed s, and its imaginary part gives the conservation in s of the scale-averaged reactive energy at fixed t. This motivates the interpretation of s as reactive time, measured in seconds reactive (sr), giving a rational basis for the ampere reactive (ar) and volt-ampere reactive (var) units used to measure reactive current and reactive power: 1ar = 1C/sr and 1var = 1J/sr. At coarse scales (large s, slow time), where the system reduces to the circuit level, this may have applications to the theory of electric power transmission and conditioning. At fine scales (small s, fast time) it describes reactive energy dynamics in radiating systems.
Introduction
Although reactive electromagnetic field energy is often discussed in the physics and engineering literature, there seems to be no actual expression for it on par with that for ordinary field energy, which will here be called active energy for distinction. There are only expressions for indirectly related variables, such as the reactance of a circuit, computed from the complex Poynting theorem (see (70)), hence valid only for time-harmonic fields. For example, Jackson [1, page 265] writes: "It is a complex equation whose real part gives the conservation of energy for the time-averaged quantities and whose imaginary part relates to the reactive or stored energy and its alternating flow." I propose here a unified theory of active and reactive energy flow for electromagnetic fields with general time dependence, based solely on Maxwell's equations.
Given an electromagnetic field E, H, the key is to continue its positive-frequency parts E, H analytically in time to τ = t+is, s > 0. This gives a time-domain version of the phasor representation with an additional parameter s, which is shown to have a natural interpretation as a time resolution scale with ∆t ∼ s. Next, a generalization of the complex Poynting theorem to the time-scale domain is derived. Its real part gives conservation in the real time t of the scale-averaged active energy, and its imaginary part gives conservation in the imaginary time s of the scale-averaged reactive energy. It is proposed to interpret s as reactive time, tracking the lags and leads associated with reactive energy, to be measured in seconds reactive (sr). This explains the amperes reactive (ar) and volt-amperes reactive (var) units, used to measure reactive current and reactive power, as Coulombs per second reactive and Joules per second reactive, respectively. From this point of view, active and reactive energy are on equal footing (both measured in Joules) while active and reactive power and energy flux are distinguished only by their respective time variables. Some potential applications are discussed in the final section.
Vector fields in the analytic time-scale domain
Let X(r, t) be a space-time vector field with temporal Fourier representation X(r, t) = 1 2π
dt e −iωt X(r, t).
X(r, t) and X ω (r) are called the time-domain and frequency-domain representations of the field, respectively. We allow X to include a static field X ∞ (r) (DC component), so that X(r, t) = X ∞ (r) + X ′ (r, t),
with Fourier transform X ω (r) = 2πδ(ω)X ∞ (r) + X ′ ω (r), where X ′ 0 (r) = 0.
We assume throughout that X is real, hence X ∞ is real and X ′ ω satisfies the reality conditionX 
where the bar denotes complex conjugation. Thus it is unnecessary to specify the negative-frequency components of X ′ independently. This motivates the following construction, known as the analytic signal of X ′ . Let
be (twice) the positive-frequency part of X ′ and
The frequency-domain representation of X is
where H(ω) is the Heaviside step function.
Remark 1 Observe the notational distinction between the original fields X ′ , X ′ ω
and their analytic signals X ′ , X ′ ω . For a time-harmonic field X(r, t) = A(r) cos(ω 0 t + ϕ), ω 0 > 0, (6) and (4) give
This shows that (5) is a generalization of the phasor representation to fields with general time dependence.
Since ω is positive in the integral (4), there is no harm in complexifying t as long as its imaginary part is positive. The formal substitution
gives
and (6) extends to s > 0 as
The factor e −ωs acts as a filter suppressing high-frequency components, thus smoothing the field in the time domain. Moreover, this occurs smoothly in the frequency domain, thus avoiding anomalies like the Gibbs phenomenon in the time domain. The larger s, the smoother X ′ becomes.
This shows that the role of s in the frequency domain is to suppress high frequencies. To see its role in the time domain, note that
where
is called the Cauchy kernel. Equation (11) shows the role of s in the time domain: Since even an impulse δ(t) in X ′ results in a pulse C(t + is) of width ∆t ∼ s in X ′ ,
which can be expressed roughly as ∆t > s. Thus s is a time-resolution scale, or scale for short. We will call X ′ (r, t + is) the time-scale representation of X ′ . It will turn out to represent X at all scales s ′ ≥ s (Remark 23). Equation (9) suggests that X ′ is analytic in τ ∈ C + , the upper-half complex time plane. This depends, of course on the behavior of X ′ ω as a function of ω. The complex time derivative of (9) is
provided the integral converges. A sufficient (but not necessary) condition for analyticity is that
This condition will be assumed throughout.
2 By (10) and the Plancherel identity (which states that X ′ has the same L 2 norms in the time domain and the frequency domain), (15) becomes
where (3) was used in the last equality. Define the s-norm of X ′ for fixed s ≥ 0 (and a corresponding inner product
where we used (10). Note that for s = 0, this is related to the norm (16) by
If X ′ ∈ L 2 , then (14) and (17) give
for all r and all s > 0, since ω 2 e −2ωs is bounded. This proves that X ′ is defined as an analytic function of τ in C + (hence the name 'analytic signal').
Remark 2 In physics and engineering, analytic signals are usually restricted to their s = 0 boundary values, as in (4). However, their analyticity and the physical interpretation of s > 0 will be seen to play a critical role here.
Let us compute the real and imaginary parts of X ′ . By (9) and (3), the complex conjugate of X ′ (r, τ ) is the function ofτ = t − is given bȳ
, which is why we have defined X ′ = X − X∞ in (1). 2 In the engineering literature, square-integrable fields are sometimes said to have finite energy. Since we will be computing physical energies, this terminology will be avoided. 3 The factor 2 on the right will be explained in Remark 3. which is an analytic continuation of the negative-frequency part of X ′ toτ ∈ C − . Therefore the real and imaginary parts of X ′ (r, τ ) are
where Sgn ω = ±1 is the sign of ω. As s → 0, the s-norm of X ′ 1 goes over continuously to the time-domain norm:
Equations (20) show that X ′ 1 and X 2 are orthogonal with equal norms:
Remark 3 By (21) and (22), we have
This explains the factors of 2 in (7) and (18). X ′ is normalized so that
Consequently, the coefficients of scaled quadratic variables such as (53) will be half the coefficients of their local counterparts (58) and (60). For example, the local Poynting vector is E × H and its scaled counterpart is
Remark 4 Equation (21) shows that X can be recovered from ℜX continuously in the norms. The time-scale representation X(r, τ ) is therefore completely equivalent to the time representation X(r, t) and the frequency representation X ω (r). Each has its own qualities, and it cannot be said that one is more 'real' than the others. It turns out that X is useful for analyzing reactive energy.
The Cauchy transform
We can express the transformation X(r, t) → X(r, τ ) directly in the time domain by using the identity
4 By (5),
This is obtained from Cauchy's residue theorem by closing the contour in the upper half-plane if ω > 0, and in the lower half-plane if ω < 0. Substituting (25) into (9) and reversing the order of integration (justified if X ′ ∈ L 2 since the integrals converge absolutely) gives
Thus X ′ is a convolution
is the Cauchy kernel already encountered in (12), with
and
The integral (26) is called a Cauchy transform. Note that
P s is known as the Poisson kernel. The time-domain versions of (20) are
or briefly
In the limit s → 0 we have
as already noted in (21). Furthermore, as s → 0,
The second integral is defined by integrating from −b to b and then letting b → ∞.
where − is the principal-value integral and H is the Hilbert transform. Thus
Note that (33) can be read off directly from (6) since 2H(ω) = 1 + Sgn ω and (20) shows that
Remark 5 Equation (34) can be rewritten as
Thus H performs a frequency-independent phase lag by π/2 or, equivalently, a frequency-dependent time lag by a quarter period π/2|ω| on each Fourier component.
Remark 6 Equation (32) shows that
or briefly that (X
Therefore X 2 can be interpreted as a zero-mean fluctuation, and Equation (27) extends to X = X ∞ + X ′ :
Remark 7 In the Cauchy transform (27), note that
which is typical of continuous time-scale analysis. 6 Remark 8 Writing X ′ in (9) as a vector-valued inner product in the positivefrequency domain,
it follows from the Cauchy-Schwarz inequality that
where we have used (16). Thus
which explains the notation X ∞ . Furthermore, by (9),
and the right side can be shown to be nonnegative. Hence
Equations (42) and (43) together prove the following.
Remark 9 (static limit):
This will be used to explain the scale dynamics of reactive energy (75).
Remark 10 Equations (26) and (31) show that the Cauchy transform is nonlocal: if a current density J (r, t) vanishes outside some time interval [t 1 , t 2 ], its analytic signal J(r, t + is) need not vanish for t / ∈ [t 1 , t 2 ]. Instead, its real part J 1 vanishes in the limit s → 0 when t / ∈ [t 1 , t 2 ], since J 1 → J . The imaginary part J 2 , however, does not vanish in that limit since H s (t) 0. In fact, (29) tells us that J 2 is even less local than J 1 because
But (37) shows that J 2 is a zero-mean fluctuation, i.e.,
A rough measure of the degree of non-locality is given by ∆t ∼ s. For this reason we refer to X as a local variable and X as a scaled variable.
Conservation of active and reactive energy
We now apply the above machinery to a general electromagnetic field (E, H) in vacuum with charge-current density (ρ, J ), so that E, H, J, ρ are analytic in τ ∈ C + . To keep the notation simple and focus on the essentials, we use natural Heaviside-Lorentz units, 7 where ε 0 = µ 0 = c = 1 and Maxwell's equations are
Since t = (τ +τ )/2 and s = i(τ − τ )/2, it follows that
If X is analytic in τ , then∂ τ X = ∂ τX = 0, hence
Applying this to (46) gives the analytic Maxwell equations
To generalize Poynting's theorem, start as usual with the identity
By (50), this gives
Since ∂ τH = 0 and∂ τ E = 0, this is equivalent to
Inserting the expressions (47) for ∂ τ and∂ τ and collecting terms gives
Now define the variables
7 However, we will reinsert factors of c when they help clarify a statement.
Then (52) becomes the complex Poynting theorem in the time-scale domain
which splits into the active and reactive energy conservation laws
The variables (53) have the following physical interpretations:
W m (r, t, s) is a scaled version of the magnetic energy density W m (r, t)
W e (r, t, s) is a scaled version of the electric energy density W e (r, t) U(r, t, s) is a scaled version of the active energy density U (r, t) X (r, t, s) is a scaled version of the reactive energy density X(r, t)
S(r, t, s) is a scaled version of the active energy flux density S(r, t) T(r, t, s) is a scaled reactive energy flux density P(r, t, s) is a scaled version of the active power density P (r, t) Q(r, t, s) is a scaled reactive power density, where
are the local magnetic and electric energy densities of the field,
are the local energy density, Poynting vector and power density satisfying the local Poynting theorem [1]
is the newly proposed local reactive energy density.
Note that we have the scaled complex power flux and power density
but there is no scaled complex energy density; see Remark 24.
Remark 11 Carozzi, Bergman and Karlsson [3] also studied the generalization of the complex Poynting theorem to analytic signals, but they restricted their analysis to s = 0 and thus had no recourse to analyticity. Instead of (51), they obtainedH
where E = E(r, t), etc., are the analytic signals with s = 0. They then proved that this cannot lead to a conservation law for reactive energy in t. Indeed, as we have seen, reactive energy is not conserved in time but in scale, which will be interpreted as reactive time in Section 5.
Remark 12
The far fields (r → ∞) satisfy
hence
As expected, reactive energy does not radiate and vanishes in the far zone.

Remark 13 In [4, 5] I defined the electromagnetic inertia density
and showed that it represents field energy that is locally at rest. Note that I(r, t) vanishes in the far zone due to the local version of (63). For this reason, I believed at the time that (64) could represent the field's reactive energy density. But it is now clear that the condition of being locally at rest is too strict. To see how the two concepts are related, compute the scaled version of I(r, t):
where X is defined in (53) and
The local versions of X and R,
are the two fundamental Lorentz scalars of the field.
9 Then (65) shows that I ≥ |X |, and I = |X | ⇔ R = 0.
X and R are two forms of internal energy contributing symmetrically to I.
Remark 14
The variables T and Q in (53) have no local expressions. Even the local variable X (60) owes its existence to the scaled variable X , as it does not appear in the local Poynting theorem (59).
Remark 15 As explained in Remark 3, the local variables (58) have twice the coefficients of their scaled versions (53).
Remark 16
It is instructive to see how (54) reduces to the usual complex Poynting theorem for time-harmonic fields. If the analytic signals have just one Fourier component with ω > 0 (which rules out DC components), then
In this special case, all the densities in (53) are time-independent and can thus be identified as averages over the period T = 2π/ω. Equation (54) becomes
this reduces to the usual time-harmonic complex Poynting theorem
The first term thus comes from −i∂ s X . Although (70) can be used to define X in the time-harmonic case, this cannot be interpreted in terms of reactive energy without the conservation law (56), and it certainly cannot be extended to the time domain. Furthermore, since R in (60) owes is existence to the connection (53), neither can it be identified as a local reactive energy density. That is why discussions of the imaginary part of (70) usually dance around the issue of reactive energy, as mentioned at the beginning of Section 1.
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Remark 17 There is a continuous connection between the local Poynting theorem (59) and its scaled version (55). To see this, let
10 An indirect connection with reactive energy is made by showing that the first term in (70) is related to the reactance of a circuit or an antenna [6, Section 12.5] .
so that
Since (50) can also be written as ∇ × E = −∂ t H, ∇ × H = ∂ t E + J, the real and imaginary parts of (E, H, J, ρ) each satisfy Maxwell's equations. Therefore (55) breaks up into the sum of the two Poynting theorems
and (72) with k = 1 becomes the real Poynting theorem (59).
11 No such connection exists between the local Poynting theorem (59) and the time-harmonic complex Poynting theorem (70).
Remark 18 While an expression for reactive energy density has been missing, the complex Poynting theorem (56) has been used to define the reactive energy flux density T and the power density Q for time-harmonic fields. However, even these definitions are incomplete without a proper expression for reactive energy. Furthermore, the conservation law (56) implies that T and Q are rates not with respect to t, as is usually assumed, but with respect to s (Section 6). This has resulted in an ad hoc practice of measuring reactive power in volt-ampere reactive units rather than watts, which cannot be fully justified until the above connection is understood.
Remark 19 By Remark 9 , the static limits s → ∞ of (53) are
The variables (53) converge monotonically to half their local static values.
The factors 1 2 in (73) are harmless. They mean simply that in the static limit we leave the world of analytic signals and return to the 'RMS world' of local fields (Remark 3). The active energy conservation law (55) reduces to
and the reactive one (56) reduces to the identity 0 = 0.
Remark 20 It is generally accepted that physical theories are local, meaning that an event at (r, t) can have an influence at (r
So does the non-locality of analytic signals render our theory invalid? Not at all. While E, H, J are non-local with respect to E, H, J , they satisfy the (local) Maxwell equations (50) amongst themselves. Thus if J = 0 for t / ∈ [t 1 , t 2 ] but J = 0 there, this is not a problem as long as we don't claim that E, H satisfy (50) with J as the current density, and no such claim is made. Evidently, temporal non-locality is the price for measuring reactive energy, with its lags and leads.
Remark 21 To illustrate how scaling works, suppose the fields consist of n isolated modes with (not necessarily harmonic) frequencies
Then the densities in (53) are governed by the mode factors
representing scale-filtered beats, as well as static terms (k = l) representing period averages. If we begin at a coarse scale s ≫ 1/(2ω 1 ), where all the densities are negligible, and slowly refine s, then higher and higher modes emerge one by one in the order of increasing ω k + ω l . When 0 < s < 1/(2ω n ), all the modes have emerged. Further scale refinements cannot resolve new modes, only improve the resolution of the modes resolved earlier.
Remark 22 According to (43),
Hence the magnetic and electric energies both grow as the scale gets finer.
Integral conservation laws and interpretation
The first conservation law (55) has the same form as Poynting's theorem (59) [1] , where U, S, P are the local versions of U, S, P. This is similar to the situation in the time-harmonic complex Poynting theorem (70). But U, S, P are time dependent, whereas their counterparts in (70) are period averages. There is no 'period' to average over in (55), but the Cauchy kernel C s (28) provides a natural scaling window of width O(s).
The most unusual feature of the second conservation law (56) is that the parameter in which something is to be conserved is not the time t, as usual, but the scale s. This seems strange mainly because we are so used to things being conserved in t. To better understand this, we study the integral versions of the conservation laws.
Let V be a bounded volume not containing any field singularities, with boundary ∂V (which may consist of several pieces). Integrating (55) and (56) over V and applying the divergence theorem gives
where dA is the outward-oriented surface element of ∂V . By our assumptions on V , all the integrals converge. With obvious notation, (76) states that
where (U, X) are the active and reactive energies in V , (P, Q) are the respective powers generated in V , and (S, T) are the respective power losses through ∂V .
The first law in (77) has a traditional interpretation: the rate at which the active energy U in V increases with t equals the rate at which it is being generated, minus the rate at which it flows out through the boundary.
The second law in (77) seems to say that the rate at which the reactive energy X in V decreases with s equals the rate at which it is being generated, minus the rate at which it flows out through the boundary. This interpretation is obviously wrong. For example, if reactive energy is being created in V (Q > 0) and is also flowing into V through the boundary (T < 0), we expect ∂ s X(t, s) to be positive, but according to (77) it is negative. Of course, we could have defined X = W e − W m in (53), in which case there would not have been a sign difference between (55) and (56). But this goes against common wisdom since a magnetic load makes the current lag behind the voltage, thus generating positive reactive energy, and an electric load creates a lead in the current over the voltage, thus generating negative reactive energy.
To resolve this puzzle, integrate (77) over the interval 0 < s < s 1 :
By (73),
where X ∞ is the static reactive energy in V . Letting s 1 → ∞ in (78) gives
which has the correct sign.
The resolution of the puzzle is that the proper orientation for the scale parameter s is backwards, from the coarsest (s = ∞) to the finest scale (s = 0). Nothing of interest happens at s = ∞, where all time dependence has died out. Thus Q(r, t, s) should be interpreted as the rate at which reactive energy density is being generated at (r, t) with decreasing s, or equivalently at which it is being drained with increasing s. Similarly, ∇ · T(r, t, s) is the rate at which reactive energy is springing out from (r, t) with decreasing s, or sinking into (r, t) with increasing s. If Q > 0 and T < 0, then the reactive energy in V is increasing with decreasing s, so −∂ s X > 0 as required by (77).
Remark 23 Equation (79) shows that X(t, s) is the cumulative reactive energy in V for all scales s ′ ≥ s, including the static value X ∞ . Since the variables E, H, J, ρ are all tied together by Maxwell's equations, they must all be interpreted as cumulative for all scales s ′ ≥ s. This makes precise the statement (13) that X(r, t + is) cannot include spikes in t narrower than O(s).
6 The scale parameter as reactive time Equation (78) shows that the rates Q and T, hence also Q and T, are with respect to s and not t. The symmetry between the conservation laws (55) and (56) suggests the interpretation of s as a new variable, reactive time, whose purpose is to track lags and leads, to be measured, say, in seconds reactive (sr). Then the MKS units of Q, T, and Q are 
in agreement with (80). The concept of reactive time thus provides a logical basis for the ad hoc var units. From our point of view, P and Q are simply the rates at which energy density is pumped into the system with respect two different time variables.
Remark 24 The fact that there is no 'complex energy density' in (54) analogous to S + iT and P + iQ shows that energy is energy, i.e., there is no qualitative difference between active and reactive energy; both are measured in Joules. The sole difference is quantitative: W e contributes positively to U and negatively to X , whereas W m contributes positively to both. It is only where rates of energy flow are concerned that a qualitative difference emerges between active and reactive variables, as it becomes necessary to specify if the rates are with respect to t or s. Since s is imaginary time, this also explains why the reactive rates enter as imaginary variables in (61).
Some possible applications
Reactive energy has become a popular topic in the electric power industry over the past several decades. To see why, note that a compact fluorescent lamp with an inductive ballast generates reactive power, whereas an incandescent lamp is purely resistive and consumes only active power. Most digitally controlled appliances, such as computer monitors, are also reactive, and this has created problems for the energy industry. Although reactive energy performs no 'useful' work, an abundance of it can put strains on the electrical grid by distorting the sinusoidal character of the current and voltage waveforms and thus interfering with the smooth flow of energy, heating transmission lines and possibly even causing brownouts or blackouts. In the absence of a solid theory, it is not even obvious how to reliably measure reactive energy, and this leads to problems with monitoring and billing. In large-scale industrial environments, it is especially desirable to measure reactive energy flow in real time 13 so that it can be corrected, thus restoring the power quality in-house. This process, called reactive power conditioning, is similar to matching the impedance of a load in a circuit in order to minimize the strain on the system and maximize the real power transfer. It amounts to equalizing the magnetic (inductive) energy and the electric (capacitative) energy, thus minimizing |X ′ | in (79).
For approximately sinusoidal voltage and current waveforms, there seems to be reasonable agreement in the literature on the correct treatment of reactive energy, based on the time-harmonic complex Poynting theorem. But as noted above, modern electrical grids are subject to strong non-sinusoidal influences, and the lack of a proper time-domain theory has given rise to various attempts to solve the problem at a circuit level without recourse to Maxwell's equations. There is a variety of theories but, it seems, little agreement on which one is correct. See [7, 8] for a small sample of the literature.
To apply our theory to an electric power grid, it must be reduced from the field level to the circuit level. As explained in [9, Section 6.5], this requires slowing down the system to a quasi-static 14 time scale which is large compared to the 13 By now we know that reactive energy cannot truly be measured in real time because it necessarily involves lags and leads. The local expression X(r, t) (60) is identified with reactive energy only because X (r, t, s) is, and even X (r, t, 0) is non-local. Thus 'real time' here means scaled time. Just how 'real' (local) it is depends on the frequency spectra of the fields, which determine the distribution of time lags in (35), as well as the control parameter s, which suppresses higher modes.
14 In [9] , the 'speed' of time flow is controlled by the transformation t → t/α, α > 0, and the quasi-static approximation is obtained by letting α → 0. In our case it is achieved by the maximum time delay in communications across the entire system. In our terms, that means choosing a time scale
where ℓ is a length scale representing the size of the system. In this regime all time retardation can be ignored. Thus t can be taken as a systemwide 'absolute time,' and there is no radiation. Under certain additional conditions, the system can be effectively described by a circuit with 'lumped' inductors, capacitors, resistors and power sources. For example, a local region is represented by an inductor if X > 0 and by a capacitor if X < 0.
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Reactive energy also plays an important role in radiating systems such as antennas. Radiation occurs at higher frequencies, hence at finer scales. As noted in (63), reactive energy does not radiate. Therefore the efficiency of an antenna can be improved by minimizing its reactive energy, which can be done by adding a load that cancels its reactance. Perhaps the new conservation laws can help improve the design and control of wideband and pulsed antennas.
