We investigate geometrical properties of the random K-satisfiability problem. For large enough K, we prove that there exists a region of clause density, below the satisfiability threshold, where SAT assignments are grouped into well separated clusters. This confirms the validity of the clustering scenario which is at the heart of the recent heuristic analysis of satisfiability using statistical physics analysis (the cavity method), and its algorithmic counterpart (the survey propagation algorithm). Our method relies on the study of pairs of SAT-assignments at a fixed distance. It uses elementary probabilistic arguments (first and second moment methods), and might be useful in other problems of computational and physical interest where similar phenomena appear.
to false, and all the others to true. A formula in a conjonctive normal form (CNF) is a conjonction of such clauses. The satisfiability problem is stated as: does there exist a truth assignment σ that satisfies this formula? A CNF formula is said to be satisfiable (SAT) if this is the case, and unsatisfiable (UNSAT) otherwise.
The satisfiability problem is often viewed as the canonical constraint satisfaction problem (CSP). Is is the first problem to have been shown NP-complete (5), i.e. at least as hard as any problem for which a solution can be checked in polynomial time.
The P = NP conjecture states that no general polynomial-time algorithm exists that can decide whether a formula is SAT or UNSAT. However formulas which are encountered in practice can often be solved easily. In order to understand properties of some typical families of formulas, one introduces a probability measure on the set of instances. In the random K-SAT problem, one generates a random K-CNF formula F N (K, α) as a conjonction of M = Nα K-clauses, each of them being uniformly drawn from the 2
possibilities. In the recent years the random K-satisfiability problem has attracted much interest in computer science and in statistical physics. Its most striking feature is certainly its sharp threshold.
Conjecture 1 (Satisfiability Threshold Conjecture) For all K ≥ 2, there exists α c (K) such that:
• if α < α c (K), F N (K, α) is satisfiable with high probability (w.h.p).
• if α > α c (K), F N (K, α) is unsatisfiable w.h.p.
In all this paper, 'with high probability' means with a probability which goes to one in the N → ∞ limit. The random K-SAT problem, for N large and α close to α c (K), provides instances of very hard CNF formulas that can be used as benchmarks for algorithms. For such hard ensembles, the study of the typical complexity could be crucial for the understanding of the usual 'worst-case' complexity.
Although conjecture 1 remains unproved, Friedgut established the existence of a non-uniform sharp threshold (11) . 
A lot of efforts have been devoted to finding tight bounds for the threshold. The best upper bounds so far were derived using first moment methods (12; 14) , and the best lower bounds were obtained by second moment methods (18; 19) . Using these bounds, it was shown that α c (K) scales as 2 K ln(2) when K → ∞.
On the other hand, powerful, self-consistent, but non-rigorous tools from statistical physics were used to compute accurate values of α c (K), as well as reliable asymptotic expansions for large K (21; 22; 23). The cavity method (20) , which provides these results, relies on several unproven yet physically motivated assumptions, the most important of which is the partition of the space of SAT-assignments into many states or clusters in the so-called hard-SAT phase.
In this paper we will prove that a strong version of this clustering phenomenon takes place in the large N limit, in some region of the plane K, α which is included in the region predicted by heuristic physics methods. More precisely, this 'strong clustering' phenomenon can be described as follows: the space S of SAT-assignments of a typical satisfiable K-SAT formula splits into a large (actually, exponentially large in N) number of disconnected clusters: S = S 1 ∪S 2 ∪. . .. This means that if a walker wants to go from one SAT-assignment in a given cluster S j to another SAT-assignment belonging to another cluster S k , k = j, using elementary steps from SAT-assignment to SAT-assignment, one of these steps will have to consist of an extensive number (i.e. ∝ N) of spin flips. Conversely, this walker can go from one SAT-assignment to the other within a same cluster S j by successively flipping finite numbers of spins.
So far, the existence of such a clustered phase has been shown rigorously in the simpler case of the random XOR-SAT problem (34; 33) in compliance with the cavity method's prediction.
But the cavity method predicts the existence of clustered phases (in a slightly weaker sense) in several other problems, such as q-colorability (28; 29) or the Multi-Index Matching Problem (30) . Its appearance corresponds to a onestep replica symmetry breaking (1-RSB) in the langage of statistical physics. In fact, it is one of the main assumptions underlying the 1-RSB cavity equations. At the heuristic level, clustering is an important phenomenon, often held responsible for entrapping local search algorithm into non-optimal metastable states (27) . It is also a limiting feature for the belief propagation iterative decoding algorithms in Low Density Parity Check Codes (31; 32).
In this paper we provide a detailed and rigorous analysis of the clustering phenomenon in the random K-SAT problem, which complements the results of (35) . A new characterizing feature of CNF formulas, the 'x-satisfiability', is proposed, which carries information about the structure of the space of SAT-assignments. The x-satisfiability is studied thoroughly using methods previously carried out for the satisfiability threshold. We prove the existence of a clustering phase, for K large enough, in some region of α included in the interval [α d , α c ] predicted by the statistical physics analysis.
The distance between two assignments ( σ, τ ) is defined by
Given a random formula F N (K, α), we define a 'SAT-x-pair' as a pair of assignments ( σ, τ ) ∈ {−1, 1} 2N , which both satisfy F , and which are at a fixed distance specified by x as follows:
Here x is the proportion of common values between the two configurations, which we keep fixed as N and d go to infinity. The resolution ǫ(N) has to be sub-extensive: lim N →∞ ǫ(N)/N = 0, but its precise form is unimportant for our large N analysis. For example we can choose ǫ(N) = √ N.
Definition 1 A CNF formula is x-satisfiable if it possesses a SAT-x-pair.
Note that for x = 0, x-satisfiability is equivalent to satisfiability.
The clustering property found heuristically in (22; 21) suggests the following:
Let us give an intuitive interpretation of this conjecture in terms of clusters: the interval [0, x 1 (K, α)] corresponds to pairs of SAT-assignments belonging to the same cluster, whereas the interval [x 2 (K, α), x 3 (K, α)] corresponds to pairs of SAT-assignments belonging to different clusters. The interval [x 1 (K, α), x 2 (K, α)] corresponds to the inter-cluster 'gap'. The heuristic analysis also suggests that in fact α 2 (K) = α c (K).
This conjecture can be rephrased in a slightly different way, which decomposes it into two steps. The first step is to state the Satisfiability Threshold Conjecture for pairs:
Conjecture 3 For all K ≥ 2 and for all x, 0 < x < 1, there exists an α c (K, x) such that:
The second step conjectures that for K large enough, as a function of x, the function α c (K, x) is non monotonous and has two maxima: a local maximum at a value x M (K) < 1, and a global maximum at x = 0.
In this paper we prove the equivalent of Friedgut's theorem:
Theorem 2 For each K ≥ 2 and x, 0 < x < 1, there exists a sequence α N (K, x) such that for all ǫ > 0:
and we obtain two functions, α LB (K, x) and α U B (K, x), such that:
The two functions α LB (K, x) and α U B (K, x) are lower and upper bounds for α N (K, x) as N tends to infinity. Numerical computations of these bounds show that α N (K, x) is non monotonous as a function of x for K ≥ 8, as illustrated in Fig.1 . This in turn shows that, for K large enough and in some well chosen interval of α below the satisfiability threshold, SAT-x-pairs exist for x close to zero and x close to .5, but they don't exist in the intermediate x region.
In section 2 we establish a rigorous and explicit upper bound using a simple first moment method. Section 3 provides improved upper bounds obtained by techniques similar to the one developed in (12; 14) . Section 4 derives the lower bound, using a weighted second moment method, as developed recently in (18; 19) . In section 5 we discuss the behavior of the lower bound for large K using semi-rigorous asymptotics. Section 6 presents a proof of theorem 2. We discuss our results in section 7.
Upper bound: the first moment method
The first moment method relies on Markov's inequality: The Upper Bound is obtained by the second moment method. Below this curve the probability that there exist a SAT-x-pair is finite. For 164.735 < α < 170.657, these curves show the existence of a clustering phase, illustrated here for α = 166.1: dotted lines represent x-sat regions, and wavy lines x-unsat regions. The x-sat region near 0 correspond to SAT-assignments belonging to the same cluster, where as the x-sat region around .5 corresponds to SAT-assignments belonging to different clusters. The x-unsat region around .13 corresponds to the inter-cluster gap. We recall that the best refined lower and upper bounds for the satisfiability threshold α c (K = 8) from (14; 19) Lemma 1 Let X be a non-negative random variable. Then
We take X to be the number of pairs of SAT-assignments at fixed distance:
where F = F N (K, α) is a random K-CNF formula, and S(F ) is the set of SAT-assignments to this formula. Throughout this paper δ(A) is an indicator function, equal to 1 if the statement A is true, equal to 0 otherwise. The expectation E is over the set of random K-CNF formulas. Since Z(x, F ) ≥ 1 is equivalent to 'F is x-satisfiable', (5) gives an upper bound for the probability of x-satisfiability.
The expected value of the double sum can be rewritten as:
We have δ ( σ, τ ∈ S(F )) = c δ ( σ, τ ∈ S(c)), where c denotes one of the M clauses. All clauses are drawn independently, so that we have:
E [δ ( σ, τ ∈ S(c))] can easily be calculated and its value is: 1 − 2
. Indeed there are only two realizations of the clause among 2 K that do not satisfy c unless the two configurations overlap exactly on the domain of c.
Considering the normalized logarithm of this quantity,
Theorem 3 For each K and 0 < x < 1, and for all α such that
We observe that a 'gap' (x 1 , x 2 and α such that x 1 < x < x 2 =⇒ F (x, α) < 0) appears for K ≥ 6.
Refined upper bounds
The choice (6) of X, although it is the simplest one, is not optimal. The first moment method only requires the condition X ≥ 1 to be equivalent to the xsatisfiability, and better choices of X exist which allow to improve the bound. In this section we use a technique similar to the one introduced separately by Dubois and Boufkhad (14) on the one hand, and Kirousis, Kranakis and Krizanc (12) on the other hand, in their derivations of upper bounds for α c . A natural generalization of their argument consists in considering a subset of all SAT-x-pairs:
Definition 2 For each formula F and 0 < x < 1, S * (x, F ) is defined as the set of couples of assignments ( σ, τ ) such that:
Clearly, if F is x-satisfiable, one can always construct an element of S * (x, F ) from a SAT-x-pair by successively flipping couples of spins (−1, τ i ) whenever it is possible (and without changing the distance between the two assignments). Denoting Z * (x, F ) = |S * (x, F )|, we have the equivalence between Z * (x, F ) > 0 and the x-satisfiability.
We will now derive two refined upper bounds using lemma 1 with X = Z * (x, F ). The first one is obtained by bounding Z * (x, F ) (12), while the second one is found through an exact asymptotic evaluation of Z * (x, F ) (14) . The latter is clearly better (though not much) than the former, but it is also more complicated. Quantitatively, it turns out that these more elaborate bounds provide only very small improvement on the simple bound (10) (see Fig.2 ), but we present them for the sake of completeness.
Theorem 4 The unique positive solution of the equation
is an upper bound for α N (K, x). For x = 0 we recover the expression of (12) .
A couple of spins (σ i , τ i ) which can be flipped without violating the formula is called invertible. We distinguish between three kinds of couples (σ i , τ i ):
We condition the probability of belonging to S * (x, F ) on being a SAT-x-pair:
F yields p couples of the first kind and q couples of the second kind
The probability for each couple (σ i , τ i ) = (s, s) to be made non-invertible by at least one clause, conditioned on the fact that the clauses are satisfied, is:
We can write a similar probability for the couples (σ i , τ i ) = (s, −s):
The events of making variables non-invertible are not independent. However, they can be proved to be negatively correlated (13) , so that we can write:
Taking the normalized logarithm of this quantity, we obtain the result of the theorem. 2
In order to give our best upper bound, we need to define cumbersome functions, which we shall introduce later as we proceed with the proof. Let us begin with some combinatorics.
where S(j, i) denotes the Stirling number of the second kind.
To prove this identity we will follow the lines of Dubois's and Boufkhad's proof of Fact 3.1 in (14) . First note that there are
i+i ′ possible couples of assignments such that i of the spin couples are of the first kind, and i ′ of the second kind. Now the clauses fall into two three different classes:
(1) The set M of clauses that make a spin couple (+1, +1) or (−1, −1) noninvertible. Their number j has to be no smaller than i. For each of these clauses, there are 2
The set M ′ of clauses that make a spin couple (+1, −1) or (−1, +1) noninvertible. Their number j ′ has to be no smaller than i ′ . For each of these clauses, there are 2
The set of clauses that do not make any spin couple non-invertible. For each of these clauses, there are
Nx possibilities.
We require that each spin couple of the first (resp. second) kind be associated with at least one clause of the first (resp. second) kind. That is equivalent to having an ordered partition of M into i non-empty subsets. The number of such partitions is S(j, i)i!. Additionnaly, there are
Finally, the number that we find putting it all together has to be divided by the total number of formulas: 2
Fact 5 There exist constants C 1 and C 2 depending on K, x and α only such that
where
where y 0 and y 
This fact is simply obtained by carrying out the Laplace method on (17): i, j, i ′ , j ′ stand for Na, Mb, Na ′ , Mb ′ , respectively. The only subtle point concerns the expansion of the Stirling numbers of the second kind for large i and j. We have:
where y 0 is the only positive root of 1 − e −y −(i/j)y = 0, if i < j, and 0 if i = j.
Later on, we will show that the maximum of G is reached in the interior of D. This implies that the global maximum is a local maximum. We look for local maxima by computing the derivatives: 
. (24) Using ∇G = 0, we can write all quantities as functions of y 0 :
Our result can then be stated:
Theorem 5 Beα(y 0 ) andĜ(y 0 ) the two mappings defined by (19) , (25), (26) and (27) . 
The derivatives of all the other terms remain bounded from below, which entails
This shows that G is always smaller on the border of D than it is in the vicinity of that border. 2
In Fig.2 we compare our three upper bounds from theorems 3, 4 and 5, for K = 6 (the smallest K for which a 'gap' appears).
Lower bound: the second moment method
The second moment method uses the following consequence of Chebyshev inequality:
Lemma 2 If X is a non-negative random variable, one has:
It is well known that the simplest choice of X as the number of SAT-assignments (in our case the number of SAT-x-pairs) is bound to fail. Instead, one must consider a weighted sum of all SAT-assignments. Following (18; 19), we define:
The weights W ( σ, τ , F ) are decomposed according to each clause:
where u, v are K-component vectors such that: u i = 1 if the i th variable of c is satisfied under c, and u i = −1 otherwise (here we assume that the variables connected to c are arbitrarily ordered). v is defined the same way with respect to τ . In order to have the equivalence between Z > 0 and the existence of pairs of SAT-assignments, we impose the following condition on the weights:
Let us now compute the first and second moments of Z:
Writing the second moment is a little more cumbersome:
where 
is a 8-component vector giving the proportion of each type of quadruplets
8 is a five-dimensional simplex in the eight-dimensional hypercube specified by the three hyperplanes:
These three conditions (39) correspond to the normalization of the proportions and to the enforcement of the conditions
A standard Laplace method used on eq.(37) yields: Fact 8 For each K, x, there exists a constant C 0 such that, for N sufficiently large,
with
One can check easily that the factors of order Θ(N) arising from the sum and the factors of order Θ( √ N) arising from the Laplace method and from the binomial numbers cancel out nicely. Obviously max a∈V Φ(a) ≥ 0 in general. In order to use lemma 2, one must find the weights W ( u, v) in such a way that max a∈V Φ(a) = 0. We first notice that, at the particular point a * where the two pairs are uncorrelated with each other,
we have the following properties:
and hence Φ(a * ) = 0.
(Note that the derivatives ∂ a are taken in the simplex V ). So the weights must be chosen in such a way that a * be the global maximum of Φ. A necessary condition is that a * be a local maximum, which means ∂ a f 2 (a * ) = 0 and ∂ 2 a f 2 (a * ) definite positive.
Using the fact that the number of common values between four vectors u, v, u
K can be written as:
we deduce from ∂ a f 2 (a * ) = 0 the condition:
If we suppose that W is invariant under the permutations of the u i or of the v i (which we must, since the ordering of the variables by the label i is arbitrary), the K components of all vectorial quantities in eq. (44), (45) should be equal.
Then we obtain equivalently:
where we have also supposed that W ( u, v) = W ( v, u).
For simplicity we restrict to the following Ansatz for W ( u, v):
Then (46), (47) simplify to:
These equations have a unique solutionλ > 0,ν > 0 when K ≥ 2.
Fixing (λ, ν) = (λ,ν), we seek the largest value of α such that the local maximum a * is a global maximum, i.e. such that there exists no a ∈ V with Φ(a) > 0. To proceed one needs analytical expressions for f 1 (x) and f 2 (a). f 1 simply reads:
f 2 is calculated through a simple multinomial sum, but its expression is long and requires preliminar notations. We index the 16 possibilities for (u i , v i , u
) by a number r ∈ {0, . . . , 15} defined as:
For each index r, define
and
Also define the four following subsets of {0, . . . , 15}: A 0 is the set of indices r corresponding to quadruplets of the form (−1,
Then f 2 is given by:
We can now state our lower-bound result:
Theorem 6 For each K and 0 < x < 1, and for all α such that
where f 1 and f 2 are defined by eq. (51), (56), and whereλ andν are the only positive solution of (49), (50), the probability that a random formula
This is a straightforward consequence of the expression of Φ(a) (41).
Theorems 2 and 6 immediately imply the corrolary:
We devised several numerical strategies to evaluate α LB (K, x). The implementation of Powell's method on each point of a grid of size N 5 (N = 10, 15, 20) on V turned out to be the most efficient and reliable. The results are given by Fig.1 for K = 8 , the smallest K such that the picture given by conjecture 2 is confirmed. We found a clustering phenomenon for all the values of K ≥ 8 that we checked.
Large K analysis
The function to minimize in (57) has several local minima and is hard to study analytically. Here we present a few heuristic arguments which probably give the correct asymptotic expansion of α LB (K, x) at large K, although we cannot prove it rigorously.
A careful look at the numerics suggests to propose the following Ansatz on the position of the global maximum:
where β K (x), γ K (x), δ K (x) decrease exponentially to 0 as K goes to infinity, and Θ K is a shorthand for terms of order at most poly(K)Θ(β K , γ K , δ K , 2 −K ). Said differently, we assume that the global minimum is in the vicinity of (a 0 = 1 − x, a 6 = x, a i = 0 for i = 0, 6). In fact there exists a second global minimum near a 0 = 1 − x, a 5 = x, due to the symmetry a 5 ↔ a 6 , but it is of no importance for our study. The condition for being a local minimum reads:
f 2 and f 1 depend on the parameters λ =λ, ν =ν which in turn depend on K through (49), (50). The expansion for large K of these equations gives, at leading order:
Using (60) and (58), one can expand (59):
After expanding H 8 and ∂ a f 2 at leading order, one gets equations for β K , γ K and δ K in a self-consistent way:
Plugging these back into (57), we get an estimate of the local minimum, denoted byα(K, x):
Note that at leading order, this expression gives back α U B (K, x), indicating that the two bounds collapse for large K.
At this point we can not assert rigorouslyα(K, x) is the exact leading term to the asymptotic expansion of α LB (K, x) at large K, although our numerical results provide strong evidence in favor of this conjecture. In Fig.3 we report the comparison between our asymptotic predictions and the numerical results for the location of the global minimum, for K = 10. In Fig.4 we compare the numerical and asymptotic predictions for α LB (10, x). 
Proof of theorem 2
In this section we prove theorem 2 using the same techniques as in (11) . In order to apply Friedgut's result, we need to change the probability measure on the formulas. In our case, the number of clauses in a random formula F N (K, α) is fixed to αN. We define another kind of random formula G N (K, α), by allowing each of the N = 2 K N K possible clauses to be present with probability p = αN/N . The number of clauses in this ensemble is distributed as a binomial law Bin(N , αN/N ) peaked around its expected value is αN. The proof of our theorem essentially relies on the following result:
Lemma 3 For each K ≥ 2 and x, 0 < x < 1, there exists a sequence α N (K, x) such that for all ǫ > 0:
(69)
Before proceeding to the proof of this lemma, let us first see why it implies theorem 2. Let us suppose that (69) is true, and denote
Let ǫ > 0, 0 < x < 1, and K ≥ 2. The probability measure on G N (K, α) conditioned on the number M of clauses is equivalently described by the probability measure on F N (K, M/N). Thus we have:
We separate the values of M corresponding to the peak:
is a decreasing function of α. Then, using the fact that all the weight is concentrated on [(α − ǫ)N, αN] when N is large, we get:
Taking α = α N (K, x), one gets the first part of the theorem:
The second part is obtained in the same way.
To prove lemma 3 we will follow the steps of the proof proposed by Friedgut for satisfiability. In his celebrated paper (11), Friedgut gave a characterization of the existence of a coarse threshold for random formulas. In an appendix to the same paper, Bourgain gave a slightly different characterization, which we will prefer for our purpose. In order to introduce Bourgain's theorem we need to adapt our formalism. In Friedgut's language, a subset ("property")
N is endowed with the product probability measure, denoted by µ p : probability p for 1, and 1 − p for 0. We map the set of all possible formulas onto {0, 1} N by assigning 1 to each clause if it is present, and 0 otherwise. In our case A will be the property of being x-unsatisfiable: F ∈ A iff for any σ, τ such that xN − ǫ(N) < d σ τ < xN + ǫ(N), either σ / ∈ S(F ) or τ / ∈ S(F ). This is clearly a monotone property. We have:
Theorem 7 (Bourgain) Let A ⊂ {0, 1} N be monotone and assume that
Then there is δ = δ(C) such that either
or there exists F ′ ∈ A of size |F ′ | ≤ 10C such that the conditional probability
Note that in (74),(78), 1 2 can be replaced by any 0 < α < 1.
We have µ 0 (A) = 0 and µ p * (A) = 1 + o(1), where p * = 2 K N ln 2/N (this is obtained by a simple first moment argument). Furthermore µ p (A) is an increasing function of p. Then there exists p ≤ p * = o(1) such that µ p (A) = 1/2. (74) and (76) are thus satisfied. Assuming (75) for any sufficiently large N (with C independent of N) is equivalent to assuming the existence of a coarse threshold, i.e. the negation of lemma 3. What we need to prove, then, is that the consequences (77), (78) are always false for any C and δ(C), when N is large enough.
We rule out (77) by noting that for any integer D, and for N large enough (more precisely N > KD/(1 − x)), it is equivalent for a formula of size ≤ D to be either x-unsatisfiable or unsatisfiable. Then the argument used for unsatisfiability holds: any unsatisfiable formula on q variables must contain at least q + 1 clauses, and there are at most N K p q+1 2 q+K = o(1) such subformulas in a random formula.
To prove the negation of (78), we need to prove that there does not exist any "small" formula (of size at most 10C), the presence of which boosts the probability of being x-unsatisfiable. Suppose that such a formula F ′ exists. In order to implement the probability measure on G N (K, α) conditioned on the presence of F ′ , we start with F ′ , and add each of the remaining clauses with probability p. Denote by Ω the set of all variables {1, . . . , N} and by V the set of variables connected to F ′ . Since A is monotone, the probability that the sub-formula made up of the clauses exclusively connected to elements of Ω−V is x-unsatisfiable, is no more than 1/2. We want to prove that adding the clauses connected to both Ω and V increases this probability by no more than δ. The number of such clauses is ditributed as a binomial law and its expected value is finite (i.e. does not grow with N). Then there exists an integer m (independent of N) such that, with probability 1 − δ/2, this number is smaller than m. We reduce the connectivity of each of these m clauses to 1, so that each of them remains connected to one variable belonging to Ω − V . Since K-clauses are less contraining than 1-clauses, it then suffices to prove that adding m 1-clauses on Ω − V increases the probability of x-unsatisfiability by no more than δ/2.
We divide this task into two parts: first we show that adding f (N) K-clauses on Ω − V , where f (N) goes to infinity with N, but f (N) = o( √ N), increases the probability of x-unsatisfiability by no more than δ/2. Then we show that adding m 1-clauses does not increase the probability of x-unsatisfiability more than adding f (N) K-clauses. The first part is lemma 5.6 of (11). The second part is a consequence of the following lemma, adapted from lemma 5.7 of (11).
Lemma 4 For S ⊂ {−1, 1}
2N and a formula F , we say that S is covered by F if F is unsatisfied by either σ or τ for any ( σ, τ ) ∈ S. Define S to be (d, k, ǫ)-coverable if the probability that a random choice of a CNF formula made up of d k-clauses covers S is at least ǫ. Let f (N) be any function that tends to infinity as N tends to infinity. For fixed K, d and ǫ and sufficiently large N,
The proof is basically the same as the proof of Lemma 5.7 in (11). Let S be (d, 1, ǫ)-coverable. This means that adding d 1-clauses covers S with probability at least ǫ. Later we will prove the following: if, instead of adding the last 1-clause, we add √ f /d K-clauses, we do not decrease the probability of covering S by more than ǫ/2d. Swapping the two steps (first adding √ f/d K-clauses and then adding d − 1 1-clauses) yields the same result. If we repeat this operation d times, we end up with adding √ f K-clauses. This series of substitutions does not decrease the probability of covering S by more than ǫ/2. We conclude by noting that any set that is ( √ f , K, ǫ/2)-coverable is (f, K, ǫ)-converable: if we suppose that S is ( √ f , K, ǫ/2)-coverable, repeating √ f times the operation of adding √ f K-clauses yields at least the following probability of having a cover: 1 − (1 − ǫ/2) √ f ≥ ǫ (for N large enough).
What is left to prove is that replacing the last 1-clause by √ f/d K-clauses decreases the probability of covering S by no more than ǫ/2d. This claim will follow if we prove that for any α ≥ ǫ/2d a set which is (1, 1, α)-coverable is ( √ f /d, K, α)-coverable.
For a set S to be (1, 1, α)-coverable means that there exist two sets I, J ⊂ {1, . . . , N} and a function e : I → {−1, 1} such that, ∀( σ, τ ) ∈ S:
(1) ∀i ∈ I, (σ i , τ i ) = (e(i), e(i)), (2) ∀i ∈ J, (σ i , τ i ) = (+1, −1) or (σ i , τ i ) = (−1, +1),
with |I| + 2|J| ≥ 2αN.
We callS the set defined exactly by properties 1 and 2. Clearly S ⊂S. For any given g we bound from below the probability that the conjunction of g K-clauses coversS by the probability that at least one of these clauses does so. This probability is, for large N, approximately 1 − (1 − (|I|/2N + |J|/N)
The choice g = √ f /d yields a probability tending to 1 as N tends to infinity. 2
Discussion and Conclusion
We have developed a simple and rigorous probabilistic method which shows the existence of a clustered hard-SAT phase in the random satisfiability problem for K ≥ 8. Our result is consistent with the one-step replica symmetry breaking scheme of the cavity method and supports its validity. What we have proven is actually stronger than the original clustering hypothesis. As we mentionned earlier, the space of SAT-assignments of a typical formula splits into an exponentially large number of clusters. Clusters are expected to have a typical size, and to be separated by a typical distance. However, even for typical formulas, there exist atypical clusters, the sizes and separations of which may differ from their typical values. Because of this variety of cluster sizes and separations, a large range of distances is available to pairs of SAT-assignments, which our x-satisfiability analysis takes into account.
What we have shown is that, for typical formulas, the maximum size of all clusters is smaller than the minimum distance between two clusters (for a certain range of α and K ≥ 8). This is a sufficient condition for clustering, but by no means it is a necessary one. As a matter of fact, our large K analysis shows that α 1 (K) (the smaller α such that Conjecture 2 is verified) scales as 2 K−1 ln 2, whereas α d (K) (where the replica symmetry breaking occurs) and α s (K) (where the one-step RSB Ansatz is supposed to be valid) scale as 2 K ln K/K (23). This indicates that, for α s (K) < α < α 1 (K) and for typical formulas, the maximum size of clusters is larger than the minimum distance between clusters, i.e., that there is a continuum of possible distances between SAT-assignments (no 'gap'). In this case, the clustered structure of the space of SAT-assignments cannot be grasped by x-satisfiability. This limitation might account for the failure of our method for small values of K -even though more sophisticated techniques for evaluating the x-satisfiability threshold α c (K, x) might yield some results for K < 8. Still, the conceptual simplicity of our method makes it a useful tool for proving similar phenomena in other systems of computational or physical interest.
A better understanding of the structure of the space of SAT-assignments could be gained by computing the average configurational entropy of pairs at fixed distance: lim N →∞ 1 N E[ln Z(x, F )], which contains details about how intra-cluster sizes and inter-cluster distances are distributed. Our first-moment calculation gives an upper bound for this value. One should be able to carry out this computation at a heuristic level within the framework of the cavity method.
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