Introduction
An important problem in Nuclear Reactor Physics is the generalized eigenvalue problem,
where
and
This problem is known as the Lambda Modes problem. The fundamental eigenvalue (the largest one) is called the effective multiplication, k-effective, of the reactor core. This eigenvalue and its corresponding eigenfunction describe the steady state neutron distribution in the core. On the other hand, to compute the dominant modes of the reactor core is useful to develop modal methods [2] to integrate the time dependent neutron diffusion equation and also for perturbative calculations.
Updating Modes problem
To solve the Lambda modes problem a spatial discretization of the equations has to be selected. We have used either a nodal collocation method or a high order finite element method, ending up with an algebraic problem of the form
This problem is reduced to the ordinary eigenvalue problem
where the matrix A is defined as
For perturbative calculations, we start from a known set of dominant modes for the problem
for a given configuration of the reactor, L 0 , M 0 , and we want to compute a new set of dominant modes
for a new configuration of the reactor core, L 1 , M 1 , that is close to the previous one.
Subspace tracking problem
The updating modes problem can be formulated as a subspace tracking problem. We have to compute a set of dominant eigenvalues and their corresponding eigenvectors of the problem
using as initial guess the eigenvectors {v The Lambda modes problem is usually solved for the dominant eigenvalues and their corresponding eigenvectors using, for example, the Implicit Restarted Arnoldi method. To update the modes along a transient it is interesting to take into account that the space spanning the new modes should be close to the space spanning the previous ones.
We will consider different 'Newton-like' methods, [1] , for the subspace tracking problem and we will compare their performance for the Lambda modes problem. These methods are a Modified Block Newton Method (MBNM), a One Sided Block Newton Method (OSBNM), and a Two Sided Block Newton Method (TS-BNM).
Numerical Results
Starting from a steady state configuration of a nuclear power reactor some situations arise in which the reactor configuration is perturbed. Different events justify the study of these perturbations: poisoning by Xenon, insertion of control rods, subcooling of the entry, study of Doppler effect of a nuclear core by means of a uniform perturbation of the core, etc. An interesting transient of this kind is found in the BWR reactors when the SLCS (standby liquid control system) injects water with a high proportion of boron dissolved [3] .
We consider three different configurations for the reactor core: the first one with 0 ppm of boron, the second one with 750 ppm of boron, and the third one with 1500 ppm of boron. The first 3 eigenvalues for the three configurations are shown in Table 1 . Results for updates of these eigenvalues using the different Block Newton type methods are summarized in tables 2 and 3, where we can see the good convergerce properties of the methods. Also, the dependence of the convergence on the initial guess can be orserved, because of the local behaviour of the method. Table 2 : Iterations to converge and final relative residual from 0 to 1500 ppm k = 1 k = 2 k = 3 MBNM 11 (0.504 E-6) 14 (0.640 E-6) 14 (0.558 E-6) OSBNM 7 (0.864 E-6) 9 (0.892 E-6) 9 (0.663 E-6) TSBNM 7 (0.916 E-6) 9 (0.818 E-6) 9 (0.747 E-6) Table 3 : Iterations to converge and final relative residual from 750 to 1500 ppm
.557 E-6) 9 (0.603 E-6) 9 (0.576 E-6) OSBNM 7 (0.320 E-6) 7 (0.661 E-6) 7 (0.641 E-6) TSBNM 7 (0.321 E-6) 7 (0.666 E-6) 7 (0.647 E-6)
Conclusions
The updating of Lambda Modes process is interesting for several applications as the development of modal methods and perturbative computations. Different methods for this process based on the block Newton method have been proposed and their performance has been tested using a Boron injection transient.
One sided and Two sided Block Newton methods have shown the best performance regarding the number of iterations. Since the cost per iteration, is cheaper in the One Sided Block Newton method, this is the best method for this application.
