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vSOMMAIRE
Dans cette thèse, nous étudions la théorie des jeux évolutionnaires dans quelques
exemples de populations structurées. En particulier, nous analysons l’évolution de
la coopération en déterminant des conditions qui la favorisent dans le cas des in-
teractions par paire. La thèse est composée de cinq chapitres, chapitre préliminaire
suivi de trois chapitres qui sont publiés sous forme d’article dans des revues scien-
tiﬁques et d’un dernier chapitre qui sera soumis pour publication prochainement
après traduction en anglais.
Le premier chapitre présente des outils préliminaires pour comprendre les élé-
ments des chapitres suivants. Dans la première partie, on présente le processus
neutre de Cannings, en particulier deux fameux exemples qui sont le modèle de
Wright-Fisher et le modèle de Moran. Ensuite, on étudie le processus de coales-
cence neutre de Kingman qui est beaucoup utilisé dans les chapitres qui suivent.
La deuxième partie consiste à introduire la théorie des jeux évolutionnaires dans
des populations bien mélangées de taille inﬁnie. En particulier, nous étudions deux
notions. La première est la notion d’une stratégie évolutivement stable (SES). On
considère une population de type A et on suppose qu’il y a une petite fraction des
individus de la population qui commencent à utiliser une stratégie B. On dit que
la stratégie A est évolutivement stable si elle s’oppose à l’invasion de B. C’est-à-
dire que la population retourne à l’état où tous les individus sont de type A. La
deuxième est l’équation de réplication qui décrit l’évolution de la fréquence d’une
stratégie par une équation diﬀérentielle. On termine ce chapitre en introduisant la
théorie des jeux évolutionnaires dans des populations ﬁnies. D’abord, on présente
la notion de probabilité de ﬁxation d’une stratégie dans une population bien mé-
langée. En deuxième lieu, on analyse l’équilibre du processus de sélection-mutation
dans le cas d’une population bien mélangée.
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Dans le deuxième chapitre, on s’intéresse à l’évolution de la coopération dans
un espace phénotypique de dimension quelconque. Supposons qu’on ait une popu-
lation haploïde et ﬁnie, où chaque individu est caractérisé par un phénotype, donné
par un vecteur d’entiers x = (x1, . . . , xn), où xi est un entier pour i = 1, . . . , n, et
une stratégie parmi deux stratégies possibles lors d’une interaction avec un par-
tenaire, coopérer ou ne pas coopérer. Un coopérateur paye un coût c > 0 pour
procurer un bénéﬁce b > 0 à son partenaire. C’est la version simpliﬁée, c’est-à-dire
additive, du dilemme du prisonier. Le comportement de l’individu n’est pas déter-
miné seulement par sa stratégie, mais aussi par le phénotype de son partenaire.
Plus précisément, un coopérateur coopère seulement si son partenaire a le même
phénotype. Suite à ces interactions, chaque individu accumule un gain moyen ω
qui aﬀecte additivement sa fertilité f . Plus précisément, on a f = 1 + δω, où δ
représente une intensité de sélection. On suppose que la reproduction dans la po-
pulation se fait selon le modèle de Wright-Fisher avec sélection. C’est-à-dire que
chaque individu peut choisir un parent I parmi les individus de la génération précé-
dente avec probabilité proportionnelle à sa fertilité fI . De plus, chaque descendant
hérite du phénotype de son parent x = (x1, . . . , xn) avec probabilité 1− v ou mute
en choisissant le phénotype x−ei ou x+ei avec la même probabilité v/(2n), pour
i = 1, . . . , n, où ei est un vecteur de taille n qui a la composante 1 dans la position
i et 0 dans les autres positions. Pour la stratégie, chaque descendant hérite de la
stratégie de son parent avec probabilité 1−u ou mute en choisissant une stratégie
au hasard avec probabilité u. On montre que le processus de sélection-mutation
(le processus qui décrit la fréquence des coopérateurs) converge vers un état sta-
tionnaire. On étudie la fréquence de la coopération dans cet état stationnaire et
on établit une condition suﬃsante qui garantit que la coopération est plus abon-
dante en moyenne sous l’eﬀet de la sélection faible (δ > 0 assez petit). C’est-à-dire
une condition suﬃsante pour que la fréquence moyenne des coopérateurs soit su-
périeure à ce qu’elle serait en cas d’absence de sélection. Pour une population de
taille très grande, on obtient une condition qui dépend de trois paramètres : le
taux de mutation de phénotype, Nv, le taux de mutation de la stratégie, Nu, et la
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dimension de l’espace phénotypique, n. De plus, en utilisant le processus de coales-
cence neutre de Kingman, on analyse l’eﬀet de chaque paramètre sur la condition.
On termine ce chapitre en décrivant le scénario le plus favorable pour l’évolution
de la coopération. Ce scénario est un taux faible de mutation en ce qui concerne
la stratégie, Nu→ 0, un taux élevé de mutation en ce qui concerne le phénotype,
Nv →∞, et un espace de phénotype de dimension élevée, n→∞. Dans ce cas, la
condition favorable à l’évolution de la coopération est que le bénéﬁce est supérieur
au coût, b > c. Ces résultats sont publiés dans la revue "Theoretical population
Biology" (Kroumi et Lessard [75]).
Le troisième chapitre présente une étude de la coopération dans une popula-
tion ﬁnie, subdivisée en trois groupes de même taille, avec une hiérarchie entre les
groupes. Chaque individu choisit de coopérer ou de ne pas coopérer. On suppose
que les interactions à l’intérieur de chaque groupe sont uniformes et symétriques,
selon le jeu simpliﬁé du dilemme du prisonnier itéré m fois. En ajoutant la notion
du coût de ne pas coopérer avec un partenaire d’un groupe hiérarchique supérieur
qui ne coopère pas, β > 0, on suppose qu’il y a des interactions asymétriques entre
les groupes. Suite à ces interactions, chaque individu accumule un gain moyen ω
qui est converti en fertilité f qui est donnée par f = 1 + δω, où δ est l’intensité
de sélection. À chaque étape de temps, un individu est choisi avec une probabilité
proportionnelle à sa fertilité pour produire un descendant. Ce descendant hérite de
la stratégie de son parent avec une probabilité ﬁxée 1− u ou mute en choisissant
une stratégie au hasard avec la probabilité complémentaire. Par la suite, le des-
cendant remplace un individu choisi au hasard dans le groupe de son parent, avec
probabilité 1−v, ou choisit de migrer pour remplacer un individu choisi au hasard
dans l’un des deux autres groupes avec probabilité v. On s’intéresse à deux types de
hiérarchie : dominance linéaire et dominance cyclique. Pour la dominance cyclique,
les individus du premier groupe dominent ceux du deuxième groupe qui dominent
ceux du troisième groupe. Les individus du troisième groupe dominent ceux du pre-
mier groupe. Pour la dominance linéaire, les individus du premier groupe dominent
ceux des deux autres groupes. Les individus du deuxième groupe dominent ceux
du troisième groupe. On montre que le processus de sélection-mutation converge
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vers un état d’équilibre. Ensuite, on établit des conditions suﬃsantes pour que la
coopération soit plus abondante en moyenne, c’est-à-dire pour que la fréquence
moyenne des coopérateurs dépasse 1/2, sous l’eﬀet de la sélection faible. Pour
une population de taille très grande, on montre que les deux types de hiérarchie
sont équivalents et que la condition qui favorise l’évolution de la coopération est
m > b+c
b−c+β , où m est le nombre de répétitions du jeu. Ces résultats sont publiés
dans la revue "Dynamic Games and Applications" (Kroumi et Lessard [74]).
Dans le quatrième chapitre, on commence par établir un lemme pour une chaîne
de Markov à deux échelles de temps qu’on utilise par la suite pour étudier le
processus de coalescence neutre dans le cas d’une population de taille ﬁnie, N ,
subdivisée en d groupes numérotés 1, . . . , d de tailles N1, . . . , Nd. À chaque étape,
un individu est choisi au hasard pour produire un descendant. Si l’origine du
parent est le groupe i alors le descendant remplace un individu choisi au hasard
dans le groupe j, avec probabilité mij, pour i, j = 1, . . . , d. On suppose que la
matrice de migrationM = (mij) est ergodique. Dans le cas où la taille totale de la
population est très grande et le vecteur des proportions des groupes (α1, . . . , αd) =
(N1/N, . . . , Nd/N) est constante, on montre que ce processus est équivalent au
processus de coalescence neutre de Kingman. Le processus limite est exactement
le processus limite obtenu dans le modèle de Moran avec une taille eﬀective Ne =
N/
√
λ, où
λ =
d∑
i=1
mii
αi
π2i +
∑
i6=j
mji
αi
πiπj.
Ici, le vecteur (π1, . . . , πd) est la distribution stationnaire associée à la matrice de
migration rétrograde M∗ = (m∗ij), où
m∗ij =

mjiNj
NNi
if i 6= j,
1−∑l 6=i mliNlNNi if i = j.
Ensuite, on analyse le modèle avec sélection. Supposons que chaque individu choi-
sit une stratégie parmi deux possibles : S1 et S2. On considère des interactions par
paire dans la population. On considère des interactions symétriques à l’intérieur de
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chaque groupe ce qui signiﬁe que le gain de l’individu dépend des stratégies adop-
tées par l’individu lui-même et par son partenaire et des interactions asymétriques
entre les groupes ce qui signiﬁe que le gain de l’individu dépend des groupes et des
stratégies de l’individu et de son partenaire. Un individu de la colonie i interagit
avec un individu de la colonie j avec probabilité qij et dans ce cas la matrice de
jeu est Aij, pour i, j = 1, . . . , d. Suite à ces interactions, chaque individu accumule
un gain moyen ω qui aﬀecte additivement sa fertilité f . Plus précisément, on a
f = 1+ δω où δ est l’intensité de sélection. À chaque étape, un individu est choisi
avec une probabilité proportionnelle à sa fertilité pour produire un descendant. Ce
descendant remplace un individu selon la matrice de migration M. Enﬁn, chaque
individu de la population choisit de garder sa stratégie, avec probabilité 1 − u,
ou prend une stratégie au hasard parmi S1 et S2, avec probabilité u. Pour une
population de taille très grande et en utilisant le processus de coalescence à deux
échelles de temps, on déduit une condition suﬃsante qui assure une abondance
moyenne supérieure à S1 sous l’eﬀet de la sélection faible, δ > 0 assez petit. Cette
condition est équivalente à celle obtenue dans une population bien mélangée avec
une matrice de jeu eﬀective
A˜ =
d∑
i,j,k=1
πi
αjmji
αi
qjkAjk.
En particulier, on analyse deux modèles : le modèle des ensembles représentant
des caractéristiques avec chaque groupe déﬁni par un sous-ensemble d’ensembles
[148] et le modèle avec hiérarchie linéaire ou cyclique entre les groupes [74]. Pour
le modèle des ensembles, on suppose qu’il y a M ensembles et que chaque individu
appartient exactement à K ensembles, avec K ≤ M . Les interactions se font
seulement entre les individus dans les mêmes ensembles (les individus interagissent
autant de fois que le nombre des ensembles auxquels ils appartiennent à la fois).
Dans ce cas, on montre que la condition qui favorise S1 est la même que celle
obtenue pour une population sans structure. Dans le cas de la dominance linéaire,
il y a des interactions par paire entre tous les individus de la population et les
individus du groupe i dominent ceux du groupe j, pour i < j. Dans le cas de la
dominance cyclique, les individus du groupe i peuvent interagir avec les individus
xdes groupes i− 1, i et i+ 1 et les individus du groupe i dominent ceux du groupe
i + 1. On montre que l’évolution de la coopération dans le modèle de dominance
linéaire est davantage favorisée que dans le modèle de dominance cyclique. Ces
résultats sont publiés dans la revue "Games" (Kroumi et Lessard [76]).
Le cinquième chapitre est une étude de l’eﬀet de l’aspiration sur le processus
évolutif dans une population ﬁnie de taille N répartie sur un cercle où il y a
N positions à occuper numérotées de 1 à N . Chaque individu peut utiliser une
stratégie dans des interactions par paire parmi deux stratégies possibles : A et B.
Un individu qui se trouve à la position l peut interagir au hasard avec ses voisins
qui se trouvent à sa gauche aux positions l−m, . . . , l−1 et à sa droite aux positions
l+1, . . . , l+m pour accumuler un gain moyen ω. On considère une valeur globale
d’aspiration α qui est un indice de satisfaction des individus de la population.
à chaque étape, un individu est choisi au hasard dans la population. Il compare
son gain moyen ω à la valeur α. Par la suite, il décide de réviser sa stratégie en
adoptant au hasard la stratégie de l’un de ses deux voisins directs avec probabilité
1/(1 + eδ(ω−α)), où δ représente une intensité de sélection. Avec la probabilité
complémentaire, il garde sa stratégie. Dans ce cas, le nombre d’individus de type
A est une chaîne de Markov qui passe un temps ﬁni dans les états transitoires
1, . . . , N−1 avant d’être absorbée dans l’une de deux états purs : tous les individus
sont de type A ou tous les individus sont de type B. On montre que la condition
sous laquelle la sélection faible (δ > 0 assez petit) favorise A plus que B est
exactement celle obtenue dans le cas d’une population bien mélangée. Ceci prouve
que la dynamique d’aspiration élimine l’eﬀet de la structure. Aussi, on s’intéresse
à la condition pour que la ﬁxation de A soit plus grande que celle dans le cas
d’absence de sélection. Dans le cas d’une population de grande taille et pour une
matrice de jeu

A B
A a b
B c d
,
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on montre que la sélection favorise la ﬁxation de A si on a
d− b
a− b− c+ d <
1
1 + σ
,
qui généralise la règle d’évolution du tiers (σ = 2). Ici, on a σ = −λ
2+3λ+6
λ2−3λ+6 , où
λ = limN→∞ 2m/N . En particulier, on étudie l’évolution de la coopération dans
trois cas particuliers. Le premier cas est celui du dilemme du prisonnier où un
individu paye un coût c > 0 s’il coopère pour recevoir un bénéﬁce b > 0 si son
partenaire coopère. Dans ce cas, on montre que la sélection s’oppose toujours à la
ﬁxation de la coopération. Le deuxième cas est celui du jeu d’amoncellement de la
neige où le coût de la coopération c est divisé par le nombre de coopérateurs dans
le paire qui interagit. Dans ce cas, il existe un scénario où la sélection favorise la
ﬁxation des deux stratégies. Le dernier cas est celui du jeu de la chasse au cerf où un
individu paye un coût c > 0 s’il coopère pour recevoir un bénéﬁce b > 0 si lui et son
partenaire coopèrent. Dans ce cas, il existe un scénario où la sélection s’oppose à la
ﬁxation des deux stratégies. Ces résultats seront soumis pour publication (Kroumi
[77]).
MOT-CLÉS : Abondance d’une stratégie, la dynamique d’aspiration, coopé-
ration, dilemme du prisonnier, espace phénotypique, hiérarchie, interactions par
paire, jeu sur un cercle, migration forte, population structurée, probabilité de ﬁxa-
tion, processus de coalescence, sélection faible, structure géographique.
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SUMMARY
In this thesis, we study some examples of structured populations. In particular,
we analyze the evolution of cooperation in the sense of determining conditions that
favor it. It is composed of ﬁve chapters, a ﬁrst preliminary chapter followed by three
chapters that are already published as articles in journals and a last chapter that
will be submitted soon for publication after translation into English.
The ﬁrst chapter presents the preliminary tools for understanding the elements
of the following chapters. In the ﬁrst part, we present the neutral Cannings mo-
del. In particular, we give two famous examples : the Wright-Fisher model and
the Moran model. Then, we introduce a very important concept in the remain-
der, the neutral Kingman coalescent process, which is widely used in the chapters
that follow. In the second part, we introduce the evolutionary game theory in the
context of inﬁnite well-mixed population. We present the concept of an evolutio-
narily stable strategy (ESS), which is a strategy that opposes the invasion of any
other strategy. Also, we present the replicator equation, which describes the evo-
lution of strategies by a diﬀerential equation. In the last part of this chapter, we
study evolutionary game theory in a ﬁnite population. In the absence of mutation,
we consider the ﬁxation probability of a strategy in a well-mixed population. In the
presence of mutation, we consider the equilibrium state of the mutation-selection
process in a well-mixed population.
In the second chapter, we study the evolution of cooperation in a phenotype
space of any size. We consider a ﬁnite population. Any individual exhibits a phe-
notype given by a vector of n integers, x = (x1, . . . , xn), where xi is an integer for
i = 1, . . . , n, and a strategy chosen between two strategies in a pairwise interac-
tion : cooperation and defection. A cooperator pays a cost c > 0 for a partner to
get a beneﬁt b > 0. This corresponds to a simpliﬁed, that is additive, Prisoner’s
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dilemma. We assume that a cooperator cooperates only with a partner of the same
phenotype and defects otherwise. A defector always defects. Following these inter-
actions, any individual accumulates a payoﬀ ω that that aﬀects its fertility f in
such a way that f = 1 + δω, where δ is an intensity of selection. The dynamics
of the population follows the Wright-Fisher model with selection, where any in-
dividual chooses a parent I from the individuals of the previous generation with
probability proportional to its fertility fI . Following reproduction, an oﬀspring in-
herits its parent’s phenotype x, with probability 1− v, or mutates to the adjacent
phenotype x+ei or x−ei with the same probability v/(2n), for i = 1 . . . , n. Here,
ei is a d-dimensional unit vector with the i-th component equal to 1 and all other
components equal to 0. We also assume symmetric strategy mutation, which means
that an oﬀspring inherits its parent’s strategy with probability 1− u or adopts a
random strategy with probability u. We show that the mutation-selection process
describing the frequency of cooperators converges to a stationary state. We consi-
der the frequency of cooperators in this equilibrium state. Then, we establish a
suﬃcient condition for cooperation to be more abundant on average than defec-
tion, which means that the average frequency of cooperators strictly exceeds 1/2.
This condition depends on three parameters : the phenotype mutation rate, Nv,
the strategy mutation rate, Nu, and the dimension of the phenotype space, n. In
addition, we study the eﬀect of each parameter on this condition in the case of a
population of a very large size by using the neutral Kingman coalescent process.
Finally, we study the best scenario in favor of the evolution of cooperation, which is
a high phenotype mutation rate, Nv →∞, a low strategy mutation rate, Nu→ 0,
and a phenotype space of high dimension, n → ∞. In this case, the condition is
that the beneﬁt of cooperation exceeds the cooperation cost, b > c. These results
are published in the journal "Theoretical population Biology" (Kroumi et Lessard
[75]).
The third chapter is a study on the evolution of cooperation in a ﬁnite popu-
lation subdivided into three hierarchical groups of the same size. Every individual
can choose between two strategies : cooperation or defection. We assume sym-
metric pairwise interactions within and between groups for a repeated simpliﬁed
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Prisoner’s Dilemma with a cost c and a beneﬁt b for cooperation, and m repe-
titions of the game. However, interactions between groups are asymmetric, with
a defection cost β, paid by a defector to a dominant defector. We consider two
models of hierarchy : cyclic dominance and linear dominance. In the case of cyclic
dominance, the ﬁrst group dominates the second group which dominates the third
group and the third group dominates the ﬁrst group. In the case of linear domi-
nance, the ﬁrst group dominates the second and the third, and the second group
dominates the third. As a result of these interactions, each individual accumulates
a payoﬀ that have an additive eﬀect on the reproductive value. At each time step,
an individual is chosen to produce an oﬀspring with a probability proportional
to its reproductive value. We assume symmetric strategy mutation : the oﬀspring
inherits its parent’s strategy with probability 1−u or adopts a strategy at random
with probability u. This oﬀspring replaces an individual chosen at random from
its parent’s group with probability 1− v, or from another group with probability
v. Then, we show that the mutation-selection process converges to an equilibrium
state. We study the average frequency of cooperators in this equilibrium state and
we establish a suﬃcient condition for this average frequency to exceeds 1/2 under
weak selection. This gives a condition that favors the evolution of cooperation un-
der weak selection. This condition is given in terms of the population size, some
identity measures and the entries of the payoﬀ matrices. In a large population, we
show that this condition is the same in the two cases of dominance hierarchy :
m > b+c
b−c+β , where m is the number of repetitions of the game. These results are
published in the journal "Dynamic Games and Applications" (Kroumi et Lessard
[74]).
In the fourth chapter, we consider a ﬁnite population subdivided into d groups
numbered 1, . . . , d of ﬁnites sizes N1, . . . , Nd. At every time step, an individual
is chosen at random to produce an oﬀspring. If the parent’s group is i then the
oﬀspring replaces an individual chosen at random from group j with probability
mij, for i, j = 1, . . . , d. The migration matrix M = (mij) is ergodic. Firstly, we
study the neutral coalescent process in the case of a population of a very large
size by using a two-time scale argument. We assume that the total size of the
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population N = N1+ · · ·+Nd tends to inﬁnity and that αi = Ni/N is a constant,
for i = 1, . . . , d. We show that this process is equivalent to the classical Kingman
coalescent process. This limiting coalescent process is the same limiting process
for the Moran model in a well-mixed population of size Ne = N/
√
λ. Here
λ =
d∑
i=1
mii
αi
π2i +
∑
i6=j
mji
αi
πiπj,
where (π1, . . . , πd) is the stationary distribution associated with the backward mi-
gration matrix M∗ = (m∗ij)1≤i,j≤d, whose entries are given by
m∗ij =

mjiNj
NNi
if i 6= j,
1−∑l 6=i mliNlNNi if i = j.
Then we consider the general model with selection and symmetric mutation in a
ﬁnite population. Every individual in the population uses a strategy among two
strategies in pairwise interactions : S1 and S2. We assume symmetric interactions
within groups, which means that the payoﬀ of an individual depends only on the
strategies of the individual and of its partner. We also assume asymmetric inter-
actions between groups. It means that the payoﬀ matrix Aij for individuals from
group i against individuals from group j and the payoﬀ matrix Aji for individuals
from group j against individuals from group i are not the same, for i 6= j. An indi-
vidual from group i can interact with an individual from group j with probability
qij, for i, j = 1, . . . , d. Following these interactions, every individual accumulates
a payoﬀ ω that aﬀects its fertility f in such a way that f = 1 + δω, where δ is
an intensity of selection. At each time step, an individual is chosen to produce
an oﬀspring with a probability proportional to its fertility. This oﬀspring replaces
an individual chosen at random in its parent’s group or migrates to replace an
individual chosen at random in another group. We deduce a condition which fa-
vors strategy S1 in the sense that this strategy is more abundant on average than
strategy S2 in the equilibrium state of the mutation-selection process. Assuming a
very large population size and using the limiting coalescent process, this condition
is shown to be the same as in a well-mixed population with an eﬀective game
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matrix
A˜ =
d∑
i,j,k=1
πi
αjmji
αi
qjkAjk.
This is applied to the evolution of cooperation with two population structures.
The ﬁrst structure is the set structure with each set corresponding to some cha-
racteristic and each group corresponding to a sub-set of sets [148]. We consider M
sets. Each individual belongs exactly to K sets, which corresponds to a phenotype.
Interactions occur only between individuals within the same sets (individuals in-
teract as many times as the number of sets that they both belong to). The second
structure is a hierarchical structure with either linear dominance or cyclic domi-
nance between groups [74]. Linear dominance means that individuals from group
i dominate individuals from group j, if i < j. Cyclic dominance means that indi-
viduals from group i dominate individuals from group i+ 1. In the set-structured
population, we show that the condition obtained is the same as in a well-mixed
population. In the hierarchically structured population, the evolution of coopera-
tion in the case of linear dominance is shown to be easier than in the case of cyclic
dominance. These results are published in the journal "Games" (Kroumi et Lessard
[76]).
In the ﬁfth chapter, we study the eﬀect of aspiration on the evolutionary process
in a ﬁnite population of size N distributed on a circle. Assume N sites on the circle
numbered from 1 to N with every site occupied by one individual. Assume pairwise
interactions and two strategies, A and B. An individual on site l can interact at
random with individuals on sites l − m, . . . , l − 1 or on sites l + 1, . . . , l + m to
accumulate an average payoﬀ ω. Consider a level of aspiration α which represents a
tolerance or dissatisfaction in the population. More precisely, at each time step, an
individual I is chosen at random to update its strategy. Individual I compares its
average payoﬀ ω to the level of aspiration α. Then, individual I adopts at random
the strategy of one of its two direct neighbors with probability 1/(1 + eδ(ω−α)),
where δ represents an intensity of selection, or keeps its current strategy with the
complementary probability. The number of individuals of type A is a Markov chain
which passes a ﬁnite time in transient states 1, . . . , N − 1 and then is absorbed
xviii
into one of the two pure states : all individuals are of type A or all individuals are
of type B. We show that the condition for weak selection (δ > 0 small) to favor A
over B is exactly the condition obtained in a well-mixed population. For a large
population and for the general payoﬀ matrix

A B
A a b
B c d
,
we show that weak selection favors the ﬁxation of strategy A if we have
d− b
a− b− c+ d <
1
1 + σ
,
which generalizes the third rule (σ = 2). Here, σ = −λ
2+3λ+6
λ2−3λ+6 , where λ = limN→∞ 2m/N .
In particular, we study the evolution of cooperation in three cases. The ﬁrst is the
simpliﬁed Prisoner’s Dilemma where an individual pays a cost c > 0 if it cooperates
to receive a beneﬁt b > 0 if its partner cooperates. In this case, we show that weak
selection opposes to the ﬁxation of cooperation and favors the ﬁxation of defection.
The second case is the snow drift game where the cooperation cost c is divided by
number of cooperators among the two individuals in interaction. In this case, we
show that there exists a scenario where selection favors the ﬁxation of cooperation
and defection. The third case is the stag hunt game where an individual receives
the beneﬁt of cooperation b if all individuals in interaction cooperate. In this case,
we show that there exists a scenario where selection opposes to the ﬁxation of co-
operation and defection. These results will be submitted for publication (Kroumi
[77]).
Keywords :
Abundance in frequency, aspiration dynamic, coalescent process, cooperation, ﬁxa-
tion probability, game on circle, genealogical process, geographical structure, hie-
rarchy, pairwise interaction, phenotype space, Prisoner’s Dilemma, strong migra-
tion, weak selection.
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INTRODUCTION
Une population en évolution se compose d’individus reproducteurs, qui sont
des porteurs d’information. Quand ils se reproduisent, ils transmettent des infor-
mations. Des nouveaux mutants se produisent s’il y a des erreurs dans ce processus
(Harrison et Gerstein [47] ; Carrol et al. [17] ; Hastings et al. [49]).
La sélection naturelle émerge lorsque des mutants se reproduisent à des taux
diﬀérents ou s’il y a une concurrence pour l’accès à des ressources (Maynard Smith
[97] ; Wilson [175]). Les deux supports les plus importants pour transmettre les
informations du processus évolutif sont les polymères biologiques (DNA) et l’ap-
prentissage dans les espèces évoluées. Le premier donne lieu à l’évolution géné-
tique et le second à l’évolution culturelle. L’étude de l’évolution est devenue une
discipline avec un formalisme mathématique élaboré. Ainsi, la description mathé-
matique des processus évolutifs est utile pour une meilleure compréhension de la
réalité biologique. Les lois mathématiques de l’évolution expliquent les mécanismes
de la vie et des populations biologiques.
Les interactions dans n’importe quel groupe d’individus, les échanges écono-
miques, l’apprentissage les uns des autres et l’exploration de nouvelles stratégies
représentent les prémisses des jeux dynamiques. La théorie des jeux classique est
utilisée pour comprendre les états d’équilibre économique résultant de décisions
stratégiques des agents rationnels, individus ou entreprises, et pour optimiser cer-
tains gains attendus (Von Neumann et Morgenstern [167] ; Fudenberg et Tirole
[37] ; Osborne et Rubinstein [127]). Le concept le plus important dans la théorie
des jeux classique est celui d’un équilibre de Nash dans lequel aucun joueur n’a
rien à gagner en changeant seulement sa propre stratégie (Nash [104]). Dans la
théorie des jeux évolutionnaires, cela a été étendu à un concept plus important,
connu sous le nom d’une stratégie évolutivement stable qui est telle que, une fois
4ﬁxée dans la population, aucune stratégie mutante ne peut envahir la population
sous l’inﬂuence de la sélection naturelle (Maynard Smith et Price [98] ; Maynard
Smith [97] ; Hofbauer et Sigmund [55, 57]).
La théorie des jeux dynamiques a ajouté le concept d’une population de joueurs
et l’idée que le gain est interprété comme valeur reproductive ou comme change-
ment de la valeur reproductive (Aumann Hart [5, 6] ; Kreps [67] ; Rasmusen [130]).
Le cadre traditionnel de la théorie repose sur les équations diﬀérentielles qui dé-
crivent la dynamique déterministe dans une grande population bien mélangée. Au
centre de cette théorie, on trouve l’équation de réplication. On considère un jeu
dynamique à n stratégies numérotées de 1 à n. La matrice des paiements A = (ai,j)
est une matrice de taille n×n, dont l’entrée ai,j est le gain de la stratégie i contre
la stratégie j. Supposons que la fréquence de chaque stratégie est xi pour tout
i = 1, . . . , n. On a
∑n
i=1 xi = 1. L’équation de réplication (Taylor et Jonker [156] ;
Zeeman [179]) est donnée par
dxi
dt
= xi(fi − f),
où
fi =
n∑
i=1
ai,jxj
est la fertilité de la stratégie i, et
f =
n∑
i=1
xifi
est la fertilité moyenne de la population. Le cas symétrique, ai,j = aj,i pour tout
i, j = 1, . . . , n, de l’équation de réplication correspond à l’approximation en temps
continu d’un modèle de viabilité classique pour une population diploïde en temps
discret, chaque individu possèdant deux exemplaires de chromosomes (Hofbauer
et Sigmund [55]).
L’équation de réplication assume des interactions par paire au hasard dans
une population bien mélangée et inﬁnie. Les progrès récents de la théorie des jeux
évolutionnaires prennent en compte le faite que les populations réelles sont limitées
en taille. Dans une population ﬁnie, quelle que soit la règle de mise à jour de l’état
de la population d’une génération à la suivante, la dynamique est décrite par un
processus stochastique qui est souvent une chaîne de Markov.
5En l’absence de mutation, cette chaîne est à valeurs dans un espace d’états ﬁni.
Ces états sont divisés en deux types : des états transitoires et des états absorbants.
Les états transitoires correspondent à la co-existance de plusieurs stratégies. Les
états absorbants correspondent à des états purs. Ainsi, le processus, donné par la
fréquence d’un type donné, reste dans l’ensemble des états transitoires pour un
certain temps limité. Ensuite, il atteint un état pur, où tous les individus de la
population utilisent la même stratégie. Dans ce cas, on dit qu’une stratégie est
favorisée par la sélection si sa probabilité de ﬁxation est supérieure à ce qu’elle
serait en l’absence de sélection (Rousset et Billard [137] ; Nowak et al. [113]).
En présence de mutation, la chaîne est irréductible sur un nombre ﬁni d’états.
à partir de n’importe quel état initial elle tend vers un état stationnaire au cours
du temps. Dans ce cas, on dit qu’une stratégie est favorisée par la sélection si sa
fréquence moyenne dans l’état stationnaire est supérieure à ce qu’elle serait en cas
d’absence de sélection (Antal et al. [2]). Il y a un lien entre cette déﬁnition dans le
cas limite d’un taux faible de mutation et la probabilité de ﬁxation d’une stratégie
en cas d’absence de mutation (Fudenberg et Imhof [36]).
Deux stratégies dans des populations bien mélangées et ﬁnies sont considérées
dans Nowak et al. [113], Taylor et al. [152] et Antal et al. [2] sous l’hypothèse
qu’un individu est remplacé à la fois comme dans le modèle de Moran. Imhof
et Nowak [62] ont étudié le cas où tous les individus sont remplacés à la fois
comme dans le modèle de Wright-Fisher, et Lessard et Ladret [90] dans le cas où
les individus sont remplacés selon un schéma échangeable générale qui étend le
modèle Cannings. Dans le même contexte, des stratégies multiples sont étudiées
dans Antal et al. [3] et Tarnita et al. [147]. Une connexion entre un jeu en groupes
de taille ﬁnie choisis au hasard dans une population inﬁnie et un jeu dans une
population ﬁnie est faite dans Hilbe [53].
Les interactions entre les proches voisins ou les individus similaires sont plus
susceptibles de se produire que les interactions entre des individus éloignés ou
dissemblables. Aﬁn de prendre en compte les interactions locales entre les indivi-
dus, des populations structurées en groupes ont été considérées. Dans ce cas, il
y a seulement des interactions entre les individus du même groupe. Le cas d’une
population subdivisée en deux sous-populations et des taux de migration quel-
conques a été traité par Lessard et Ladret [90]. Ladret et Lessard [79] ont étudié
un grand nombre de sous-populations avec une dispersion uniforme connu sous le
6nom de modèle de l’archipel. Le cas de l’isolement par la distance avec des sous-
populations placées sur un réseau et la migration vers les sous-populations voisines
est considéré dans Rousset [136] et Rousset et Billard [137].
Il y a aussi le cas d’individus isolés disposés sur un réseau qui sont en interac-
tion avec les voisins les plus proches (Nowak et May [112]), et plus généralement
les individus isolés occupant les sommets d’un graphe et en interaction avec les
individus auxquels ils sont reliés par des arêtes (Ohtsuki et Nowak [121, 122] ;
Ohtsuki et al. [124, 125, 126] ; Taylor et al. [153]). La population bien mélangée
correspond simplement au cas particulier d’un graphe complet avec des poids iden-
tiques. La dynamique d’évolution sur les graphes dépendent de la règle de mise
à jour. Beaucoup de règles diﬀérentes de mise à jour peuvent être considérées.
Ici, on décrit trois de ces règles. La première est la règle de mort-naissance. À
chaque étape, un individu est choisi au hasard pour mourir et les voisins entrent
en concurrence pour occuper le site laissé vacant avec une probabilité proportion-
nelle à la fertilité de chaque voisin. La deuxième est la règle de naissance-mort
où un individu est sélectionné dans l’ensemble de la population pour produire un
descendant avec une probabilité proportionnelle à sa fertilité. Le descendant de cet
individu remplace un voisin choisi au hasard. La troisième règle de mise à jour est
l’imitation. À chaque étape, un individu est choisi au hasard dans la population
entière pour réviser sa stratégie ; il peut soit maintenir sa stratégie actuelle ou soit
imiter l’une des stratégies de ses voisins avec une probabilité proportionnelle à la
fertilité de chaque voisin.
Un jeu entre des individus disposés en cercle utilisant deux stratégies pos-
sibles a été considéré par Ohtsuki et Nowak [121]. Ensuite, Ohtsuki et Nowak
[122] ont étudié l’équation de réplication avec des individus occupant les sommets
d’un graphe dans, où les fréquences moyennes des stratégies sont décrites par une
équation diﬀérentielle. Une conséquence immédiate de cette équation est la géné-
ralisation du concept d’une stratégie évolutivement stable dans des populations
structurées en graphe (Ohtsuki et Nowak [123]).
La structure de la population humaine est déterminée par les associations que
les individus ont avec divers groupes ou ensembles. Nous participons à des acti-
vités ou nous appartenons à des institutions où nous interagissons avec d’autres
personnes. Chaque personne appartient à plusieurs groupes. Ces ensembles peuvent
7être déﬁnis, par exemple, en travaillant pour une entreprise particulière ou en vi-
vant dans un endroit précis. Un exemple de populations structurées en ensembles
est celui présenté dans Tarnita et al. [148]. Une population de N individus est
répartie selon M ensembles qui représentent autant de caractéristiques. Chaque
individu appartient à K ensembles exactement et les interactions se produisent
par paire au sein de chaque ensemble.
Les individus présentent d’autres caractéristiques phénotypiques en plus de
leurs stratégies par exemple la taille, la hauteur ou d’autres aspects d’apparence
physique. Cela soutient l’idée que la stratégie comportementale est déclenchée par
des similarités phénotypiques. En 1964, William Donald Hamilton [45, 46] a in-
troduit une expérience d’évolution qui a été appelée ultérieurement Green-beard
(barbe-verte en anglais) par Richard Dawkins [22] dans son livre "The Selﬁsh Gene"
en 1976. Elle se fonde sur la théorie du gène égoïste, qui met l’accent sur une inter-
prétation de la sélection naturelle du point de vue du gène qui agit comme un agent
dont le but est de maximiser sa propre propagation. Un individu possède un gène
qui l’incite à être altruiste envers les individus qui possèdent également ce gène.
L’eﬀet Green-beard apparaît lorsqu’un gène produit trois eﬀets phénotypiques :
— Une caractéristique perceptible, l’hypothétique barbe-verte.
— La reconnaissance de ce caractère chez les autres.
— Un traitement préférentiel envers ceux qui sont reconnus.
Un individu porteur de ce gène reconnaît les autres porteurs de ce gène et se
comporte de façon altruiste envers eux. La sélection naturelle assure une survie de
ce groupe d’individus et une augmentation de la fréquence de ce gène.
Ce concept est resté une possibilité purement théorique, jusqu’à ce qu’un allèle
de type barbe-verte soit découvert dans la nature, dans la fourmi du feu rouge
(Grafen [41] ; Keller et Ross [66]). Les reines de colonies polygynes sont toutes
hétérozygotes (Bb) au locus du gène Gp−9. Les ouvrières dans ces colonies peuvent
être hétérozygotes (Bb) ou homozygotes ((BB), le génotype bb étant léthal). Les
chercheurs ont découvert que les reines homozygotes (BB) sont systématiquement
tuées lorsqu’elles sont introduites dans des colonies polygynes, le plus souvent par
les ouvrières hétérozygotes (Bb). Ils ont conclu que l’allèle Gp − 9b est lié à un
allèle de type barbe-verte qui induit les ouvrières portant cet allèle à tuer toutes
les reines qui ne l’ont pas. En se fondant sur l’odeur, les ouvrières sont capables
de distinguer les reines homozygotes (BB) des reines hétérozygotes (Bb).
8Initialement, l’eﬀet de la similarité phénotypique sur l’évolution d’une stratégie
a été étudié dans le cadre des populations structurées de tailles inﬁnies (Riolo et al.
[132] ; Axelrod et al. [8] ; Jansen et Van Baalen [63] ; Rousset et Roze [138]). Plus
récemment, des populations ﬁnies ont été étudiées. Lehmann et al. [80] considèrent
une population bien mélangée de taille ﬁnie, qui se reproduit selon le modèle de
Wright-Fisher. Chaque individu a deux loci avec un choix de deux allèles à chaque
locus. Le premier locus est un locus de stratégie avec un allèle aidant ou un allèle de
tricherie. Le deuxième locus est un locus de correspondance avec un allèle mutant
de reconnaissance ou un allèle sauvage. Un individu I choisit de coopérer avec un
individu J si I possède l’allèle aidant au premier locus et I et J ont le même allèle
au locus de correspondance. Sinon I ne coopère pas avec J . C’est un modèle simple
avec un espace phénotypique de deux éléments.
Antal et al. [4] ont étudié le cas d’un espace phénotypique dimension 1 repré-
senté par les entiers qui a été généralisé par Kroumi et Lessard [75] à un espace
phénotypique de dimension quelconque n ≥ 1 représenté par les vecteurs d’entiers.
Ils considèrent une population bien mélangée qui se reproduit selon le modèle de
Wright-Fisher. Chaque individu se caractérise par un phénotype x ∈ Zn et une
stratégie choisie parmi deux possibles : coopérer ou ne pas coopérer. La population
se reproduit selon le modèle de Wright-Fisher avec sélection. Un descendant hérite
de la stratégie de son parent avec probabilité 1 − u, ou mute en choisissant une
stratégie au hasard avec probabilité u. Si le phénotype de son parent est x ∈ Zn,
alors il hérite ce phénotype avec probabilité 1−v, ou mute vers le phénotype x−ei
ou x+ ei avec la même probabilité v/(2n), pour i = 1, . . . , n, où ei est un vecteur
de taille n qui a 1 comme composante dans la position i et 0 dans les autres posi-
tions. Un coopérateur coopère seulement si son partenaire a le même phénotype.
Sinon, il ne coopère pas.
Dans la réalité, nous pouvons être engagés dans des interactions par groupes de
plusieurs personnes. Certaines interactions peuvent être par paire, mais d’autres
ne le sont pas. Des exemples des jeux à plusieurs joueurs sont :
— Jeux de cartes : un jeu joué avec un jeu de cartes.
— Jeux de société : un jeu joué sur un plateau de jeu avec des règles déﬁnies
(par exemple Monopoly).
— Des jeux vidéo multi-joueurs : joués soit sur un réseau ou des ordinateurs
individuels.
9Cependant, il devient mathématiquement plus exigeant d’étudier des jeux à plu-
sieurs joueurs. Gokhale et Traulsen [39, 40] ont étudié le cas d’une population
ﬁnie bien mélangée qui se reproduit selon le modèle de Moran. Ils considèrent des
interactions avec deux stratégies dans le cadre d’un jeu de plusieurs joueurs. En
l’absence de mutation, ils généralisent la condition qui favorise une stratégie contre
un autre en comparant les probabilités de ﬁxation [39]. En présence de mutation,
ils considérent les fréquences moyennes des stratégies à l’état stationnaire [40] et
ils généralisent la condition qui garantit qu’une stratégie est plus abondante en
moyenne d’une autre.
Dans les études des jeux évolutifs présentées jusqu’à maintenant, on considère
seulement des jeux symétriques, où le gain reçu par un joueur dépend seulement
de sa stratégie et de la stratégie de son partenaire. Dans les populations bio-
logiques, les interactions répétitives pour l’accès aux ressources limitées ou des
possibilités d’accouplement peuvent conduire à la création d’un ordre social. Cela
motive l’étude des interactions asymétriques. Tao et al. [151] et Kroumi et Les-
sard [74] ont étudié le cas d’une population subdivisée en trois colonies. Il y a
deux types d’interactions dans la population : des interactions symétriques à l’in-
térieur de chaque colonie et des interactions asymétriques entre les individus qui
appartiennent à deux colonies diﬀérentes. Tao et al. [151] ont étudié l’équation de
réplication en l’absence de mutation, alors que Kroumi et Lessard [74] ont étudié le
modèle avec mutation. Le modèle général avec un nombre quelconque de colonies
et des matrices de jeux quelconques est considéré dans Kroumi et Lessard [76].
D’autre part, Ethier et Nagylaki [32] ont établi des conditions clés pour l’ap-
proximation par un processus de diﬀusion d’une chaine de Markov à temps discret
avec deux échelles de temps. Ils appliquent ces résultats au modèle de population
bien mélangée, diploïde à un seul locus multi-allélique. Cela a aussi été appliqué
dans le cas d’une population subdivisée en un nombre ﬁni ﬁxé de sous-populations
(Nagylaki [103]). Cette diﬀusion limite est analogue à la diﬀusion de Wright-Fisher
pour le modèle classique de viabilité en déﬁnissant des paramètres de population
appropriés. Elle permet de calculer des probabilités de ﬁxation ou des distributions
stationnaires.
Wakeley [168] et Wakeley et Takahashi [170] ont montré que les conditions
clés dans Ethier et Nagylaki [32] restent valables pour le modèle enarchipel avec
des groupes de même taille ﬁxe, N, avec une migration uniforme d’une proportion
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constante d’individus, m > 0, lorsque le nombre de groupes tend vers l’inﬁni. On
suppose que la population est haploïde ce qui signiﬁe que les individus de cette
population ont un seul exemplaire de chaque chromosome (par exemple, la plu-
part des bactéries) de telle sorte que chaque individu ne soit la copie que d’un
seul parent. On suppose de plus que la population suit le modèle binomial de
Wright-Fisher pour une population haploïde de taille constante N décrite de la
façon suivante : Dans ce modèle, la taille de la population est supposée constante
au cours du temps, égale à un entier N. La population est à générations discrètes
séparées et à chaque génération tous les individus meurent, et donnent naissance
à la génération suivante. De plus nous supposons qu’aucun individu particulier
dans la population n’est favorisé par un quelconque avantage. Il n’y a pas de sélec-
tion dans ce modèle, tout se passe comme si chaque individu choisissait son père
uniformément au hasard dans la population de la génération précédente indépen-
damment du choix des autres membres de la population et des liens de parenté
de ses ancêtres ou descendants. Dans ce cas, la mutation est négligée et il n’y a
pas de migration. Le processus limite dans ce cas est celui obtenu par Ethier et
Nagylaki [32] dans le cas d’une population bien mélangée, avec des accouplements
au hasard des 2N individus qui forment la population, donc N couples, et de la
sélection.
Plus récemment, Lessard [87] a étudié le cas d’une population dans laquelle la
valeur reproductive d’un individu dépend non seulement de son type mais aussi
da la composition du groupe auquel il appartient. Un éventail d’hypothèses ont
été considérées au sujet de la migration des individus vers d’autres groupes, ainsi
que sur le moment de la reproduction (avant ou après la migration). En supposant
des diﬀérences de valeur reproductive et des taux de mutation inversement pro-
portionnels à la taille de la population et en laissant croître le nombre de groupes
vers l’inﬁni, deux échelles de temps entre en jeu :
— Une échelle rapide pour les changements à l’intérieur des groupes.
— Une échelle lente pour les changements entre les groupes.
Une approximation par un processus de diﬀusion est obtenue en vériﬁant les condi-
tions proposées par Ethier et Nagylaki [32]. La diﬀusion limite est de type Wright-
Fisher pour une population haploïde bien mélangée. Cette diﬀusion de typeWright-
Fisher permet de calculer des probabilités de ﬁxation (c’est-à-dire la probabilité
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qu’un type donné domine la population) ou des distributions stationnaires se-
lon qu’il y a de la mutation ou pas. Dans le cas d’une matrice de jeu additive,
ai,j = ai + bj, on arrive à la diﬀusion de Wright-Fisher mais avec une matrice de
jeu eﬀective dont les entrées sont données à l’aide des entrées de la matrice de jeu
réelle et des coeﬃcients de consanguinité.

Chapitre 1
PRÉLIMINAIRES
1.1. Processus de coalescence neutre de Kingman
Le terme "coalescence" fait référence aux lignées de gènes échantillonnés qui fu-
sionnent dans le passé. Une coalescence de deux lignées est donc due à l’existence
d’un ancêtre commun pour ces deux séquences. Sachant que toutes les séquences
actuelles descendent d’une séquence ancêtre, les lignées de ces séquences doivent
coalescer à un moment dans le passé. Bien souvent, on ne doit pas remonter au
MRCA (Most Recent Common Ancestor) pour observer des événements de coa-
lescence. En fait, on s’intéresse au nombre de générations qu’il faut remonter pour
observer les événements de coalescence (qui forment les noeuds de l’arbre de coa-
lescence). La coalescence est décrite dans des modèles idéalisés de génétique des
populations. Un de ces modéles est celui de Cannings.
1.1.1. Modèle neutre de Cannings
1.1.1.1. Déﬁnition
Le modèle de Cannings (Cannings [16]) est une représentation stochastique de
la reproduction à temps discret d’une population de taille ﬁnie et ﬁxée. Historique-
ment, ce modèle est apparu comme une généralisation du modèle de Wright-Fisher,
que nous présentons plus loin. Il permet d’étudier la dynamique de la proportion
d’un allèle dans une population de gènes au cours des générations successives. Soit
N ≥ 1 un entier, correspondant à la taille de la population. Les individus à la
génération l donnent naissance en temps discret aux individus de la génération
suivante. C’est un modèle haploïde, dans lequel chaque individu n’a qu’un parent.
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Plus précisément, on note υi(l) le nombre d’enfants à la génération l+1 de l’indi-
vidu i = 1, ..., N à la génération l ≥ 0. On impose sur ces variables les conditions
suivantes :
Définition 1.1.1. On dit que {υi(l), l ≥ 0, i ∈ {1, 2, ..., N}} est de Cannings
si
— La population est de taille constante : pour tout l ≥ 0, υ1(l)+...+υN(l) = N.
— Pour tout l ≥ 0, les variables du vecteur aléatoire (υ1(l), ..., υN(l)) sont
échangeables.
— Les vecteurs aléatoires (υ1(l), ..., υN(l)) pour l ≥ 0 sont indépendants et
identiquement distribués.
L’échangeabilité est une généralisation de l’indépendance et se déﬁnit ainsi :
Définition 1.1.2. On dit que les variables du vecteur aléatoire (X1, ..., XN) sont
échangeables si, pour toute permutation σ de l’ensemble {1, 2, ..., N}, les vecteurs
(X1, ..., XN) et (Xσ(1), ..., Xσ(N)) ont la même loi.
1.1.1.2. Exemples
Modèle neutre de Wright-Fisher
Le modèle le plus simple en génétique des populations est vraisemblablement
celui développé par Fisher [33] et Wright [176]. Dans ce modèle, la taille de la
population est constante, N , et les générations ne sont pas chevauchantes. Au
contraire, à chaque génération, tous les individus meurent et sont remplacés par de
nouveaux individus qui sont tirés aléatoirement (avec remise) parmi les individus
produits par les individus de la génération précédente. La justiﬁcation est qu’il
existe un pool virtuel inﬁni de descendants formés au hasard à chaque génération
et que seule la taille de la population (limitée par exemple par des contraintes
environnementales) dicte le nombre réel de descendants.
C’est un cas particulier du modèle de Cannings dans le cas où la distribution
du vecteur (υ1(l), ..., υN(l)) est multinomiale de paramètres
(
N, 1
N
, ..., 1
N
)
.
Modèle neutre de Moran
Le modèle de Moran [100] est le cas d’une population haploïde de taille ﬁxe N
avec chevauchement de générations. À chaque génération un seul individu meurt
et est remplacé par un autre. Plus précisément, parmi les N individus vivants
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— un individu est choisi au hasard et donne naissance à un enfant ;
— un individu est choisi au hasard (ce peut être le même que celui qui se
reproduit) et meurt.
C’est un cas particuler du modèle de Cannings où la distribution du vecteur
(υ1(l), ..., υN(l)) est donnée par (1, ..., 1) avec probabilité 1N , et une permutation
aléatoire de (0, 2, 1, ..., 1) avec probabilité 1− 1
N
.
1.1.2. Approximation par le processus de coalescence de Kingman
En génétique des populations, la théorie de la coalescence a été introduite
par Kingman [70, 71, 72]. Son utilisation est justiﬁée par le besoin de modéliser
les généalogies dans une population. Nous allons proposer un exemple. Revenons
au modèle de Cannings pour une population haploïde introduit dans la section
précédente. Si l’on considère deux générations l1 < l2, tous les individus de la
génération l2 sont des descendants d’individus de la génération l1. En revanche,
tous les individus de l1 ne sont pas des ancêtres d’individus de l2. Le tracé des lignes
généalogiques implique donc une réduction du nombre d’individus concernés au fur
et à mesure que l’on remonte les générations. S’il n’en reste plus qu’un, il s’agit
du plus récent ancêtre commun (MRCA).
On considére une population de grande taille et l’arbre généalogique pour un
échantillon dans la population à une génération donnée. Sous certaines hypothèses,
le processus limite qui apparaît ici est le coalescent de Kingman [70].
1.1.2.1. Approximation du modèle de Cannings
Considèrons donc une population de taille N évoluant en régime stationnaire
suivant un modèle de Cannings. Échantillonnons aléatoirement n < N individus
dans la population à la génération actuelle et étiquetons-les aléatoirement de 1 à n.
Rappelons que υi(l) représente le nombre d’enfants à la génération l+1 de l’individu
i à la génération l et que, pour tout l ≥ 0, les vecteurs aléatoires (υ1(l), . . . , υN(l))
sont des copies indépendantes de même loi qu’un vecteur aléatoire (υ1, . . . , υN).
La probabilité que deux individus choisis au hasard à la génération l + 1 aient le
même parent à la génération l est
cN = E
[∑N
i=1 υi(υi − 1)
N(N − 1)
]
=
E[υ1(υ1 − 1)]
N − 1 =
Var(υ1)
N − 1 .
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Ici on a utilisé l’échangeabilité des variables du vecteur aléatoire (υ1, ..., υN) et le
fait que
E[υ1] = E[υ21] = 1,
car la loi de la variable aléatoire υ1 est binomiale de paramètres (N, 1N ). Introdui-
sons la relation d’équivalence suivante : si i et j sont des éléments de
[n] := {1, ..., n},
correspondant à deux individus vivant à une génération donnée, alors i ∼r j lorsque
i et j ont un ancêtre commun r générations auparavant. Nous pouvons alors déﬁnir
la chaîne de Markov en temps discret décrite par les classes d’équivalence corres-
pondantes, à valeurs dans Pn qui représente l’ensemble des partitions de [n]. Nous
la notons (ℜ(N,n)r , r ∈ N). Ici ℜ(N,n)0 est la partition triviale ne contenant que des
singletons.
Supposons que
cN −→ 0 lorsque N −→∞. (1.1.1)
L’échangeabilité du modèle de Cannings permettant de considérer les individus 1
et 2 plutôt que i et j quelconques, nous avons
P(1 ∼1 2) = cN
et
P(1 ∼r 2) = 1− (1− cN)r ≈ 1− e−rcN .
Pour tout réel t ≥ 0, ce calcul mène à une limite non-triviale lorsque r = ⌊t/cN⌋, qui
représente la partie entière de t/cN . Ceci nous donne une idée de la renormalisation
du temps que nous allons devoir eﬀectuer pour obtenir un processus limite, lequel
sera une chaîne de Markov en temps continu à valeurs dans Pn.
Introduisons dN , la probabilité que trois individus choisis au hasard aient le
même ancêtre à la génération précédente :
dN = P(1 ∼1 2 ∼1 3) = E
[ N∑
i=1
υi(υi − 1)(υi − 2)
N(N − 1)(N − 2)
]
=
E[(υ1 − 1)3]
(N − 1)(N − 2) .
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Nous allons nous placer dans le cas où
dN
cN
−→ 0 lorsque N −→∞. (1.1.2)
Définition 1.1.3. Pour n ∈ N, le n-coalescent de Kingman est une chaîne de
Markov en temps continu (K(n)t , t ≥ 0), à valeurs dans Pn dont le générateur est
donné, pour ξ 6= η, par
Q(ξ, η) =
1 si η est obtenu en fusionnant exactement deux classes de ξ;0 sinon.
Theorem 1.1.1. Notons, pour tout réel t ≥ 0,
K(n,N)t = ℜ(N,n)⌊c−1
N
t⌋.
Si les conditions (1.1.1) et (1.1.2) sont vériﬁées, alors {K(n,N)t , t ≥ 0} converge
faiblement quand N → ∞ vers {K(n)t , t ≥ 0} dans l’espace des processus càdlàg
DPn [0,∞), l’espace des processus {Xt, t ≥ 0} à valeurs dans Pntels que presque
toutes les trajectoires sont continues à droite et admettent une limite à gauche en
chaque point de [0,∞) (voir l’annexe pour l’espace càdlàg).
Dans le cas du modèle de Wright-Fisher on a,
υ1 ∼ B
(
N,
1
N
)
,
soit une loi binomiale de paramètres N et 1/N . Il est donc aisé de calculer
cN =
1
N − 1
N − 1
N
=
1
N
,
dN =
1
(N − 1)(N − 2)
(N − 1)(N − 2)
N2
=
1
N2
.
Il est clair que ce modèle vériﬁe les conditions (1.1.1) et (1.1.2). Par conséquent, les
généalogies d’un échantillon de n individus du modèle de Wright-Fisher, accélérées
N fois (on considère qu’une unité de temps correspond à N générations), peuvent
être approchées par un n-coalescent de Kingman.
Soit maintenant Tn le temps jusqu’à la coalescence d’au moins deux lignées à
partir de n lignées en nombre de N générations. Alors, on a
P(Tn > t) =
(
1−
(
n
2
)
N
+ o
( 1
N
))⌊Nt⌋
.
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On en déduit que
P(Tn > t) −→ e−(
n
2)t quand N −→∞ et pour tout réel t > 0.
Ainsi Tn suit asymptotiquement une loi exponentielle de paramètre
(
n
2
)
. On ob-
serve que les événements de coalescence sont d’autant plus rapides que le nombre
d’individus est important. C’est-à-dire que le temps attendu entre l’état où l’arbre
a n branches jusqu’à celui où il a n− 1 branches est d’autant plus petit que n est
grand.
Dans le cas du modèle de Moran, les valeurs possibles de υ1 sont 0, 1 et 2 avec
probabilités respectivement (N − 1)/N2, (N2− 2N +2)/N2 et (N − 1)/N2. Ainsi,
on a
cN =
E[υ1(υ1 − 1)]
N − 1 =
(22 − 2)P(υ1 = 2)
N − 1 =
2
N2
.
C’est immédiat que dN = 0 car c’est impossible d’avoir une coalescence double
au même temps dans le modèle de Moran. Par conséquent, le modèle de Moran
vériﬁe les conditions (1.1.1) et (1.1.2). Donc, les généalogies d’un échantillon de n
individus du modèle de Moran, accélérées N2/2 fois peuvent être approchées par
un n-coalescent de Kingman.
1.1.3. Propriétés du processus de coalescence
La simplicité de la coalescence mathématique découle du fait que les temps de
coalescence {Ti} sont indépendants les uns des autres et sont indépendants de la
structure de la généalogie. En conséquence, il est facile de faire des estimations
de nombreuses grandeurs, dont deux sont d’intérêt particulier pour la génétique
des populations. Le premier est le temps jusqu’au plus récent ancêtre commun de
l’ensemble de l’échantillon, TMRCA. Le second est la longueur totale de toutes les
branches de la généalogie, TTot. Puisque Ti est le temps de l’histoire de l’échantillon
au cours duquel il y avait exactement i lignées ancestrales, alors on a
Ttot =
n∑
i=2
iTi,
TMRCA =
n∑
i=2
Ti.
Tel que mentionné auparavant, Ti est de loi exponentielle de paramètre
(
i
2
)
. Par
conséquent, il sera facile de trouver l’espérance de chacune des deux variables Ttot
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et TMRCA, en l’occurrence
E[Ttot] =
n∑
i=2
iE[Ti] =
n∑
i=2
i
2
i(i− 1) = 2
n−1∑
i=1
1
i
, (1.1.3)
E[TMRCA] =
n∑
i=2
E[Ti] =
n∑
i=2
2
i(i− 1) = 2
n∑
i=2
( 1
i− 1 −
1
i
)
= 2
(
1− 1
2
+
1
2
− 1
3
+
1
3
− · · · − 1
n− 1 +
1
n− 1 −
1
n
)
= 2
(
1− 1
n
)
. (1.1.4)
De même, les variances de Ttot et TMRCA sont également calculées facilement en
utilisant les équations
Var(X + Y ) = Var(X) + Var(Y )
et
Var(cX) = c2Var(X),
pour X et Y deux variables aléatoires indépendantes et toute constante réelle c.
Dans ce cas, on obtient
Var(Ttot) = Var(
n∑
i=2
iTi) =
n∑
i=2
i2Var(Ti) =
n∑
i=2
i2
( 2
i(i− 1)
)2
= 4
n−1∑
i=1
1
i2
(1.1.5)
et
Var(TMRCA) = Var(
n∑
i=2
Ti) =
n∑
i=2
Var(Ti) =
n∑
i=2
( 2
i(i− 1)
)2
= 4
n∑
i=2
( 1
i− 1 −
1
i
)2
= 4
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i=2
( 1
i2
+
1
(i− 1)2 −
2
i(i− 1)
)
= 8
n∑
i=2
1
i2
+ 4− 4
n2
− 8
(
1− 1
n
)
= 8
n∑
i=2
1
i2
− 4
(
1− 1
n
)2
. (1.1.6)
D’après les équations (1.1.4), (1.1.5) et(1.1.6) et en utilisant
∑∞
i=1
1
i2
= π
2
6
, on en
déduit que E[TMRCA], Var(TMRCA) et Var(Ttot) convergent vers les constantes 2,
4π2
3
− 12 et 2π2
3
, respectivement, quand la taille de l’échantillon n tend vers l’inﬁni.
Par contre, E[Ttot] diverge quand n tend vers l’inﬁni. De plus on a
E[Ttot] ≈ 2(log(n) + γ),
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où γ est la constante d’Euler.
1.2. Théorie des jeux évolutionnaires dans des popula-
tions infinies
Dans la théorie des jeux évolutionnaires, la sélection naturelle est la force do-
minante. Les individus naissent avec des stratégies ﬁxes. Ils interagissent les uns
avec les autres et reçoivent des gains, selon une matrice de gains en fonction de
leurs stratégies. Les stratégies qui obtiennent les plus grands gains ont plus de
succès pour la reproduction et la propagation que les autres qui ne le font pas.
Le mot évolutionnaire, en ce sens, ne se limite pas à l’évolution biologique,
mais peut aussi décrire l’évolution culturelle, face à l’évolution des comportements
et des idées (Hofbauer et Sigmund [56] ; Kandori et al. [64]). Une des applications
les plus importantes de la théorie des jeux évolutionnaires est dans la recherche
de l’évolution et le maintien de la coopération. Le problème de la coopération est
représenté par une matrice d’interactions ayant la structure suivante (Axelrod et
Hamilton [9])

C D
C b− c −c
D b 0
, (1.2.1)
où C et D réfèrent aux stratégies, coopérer ou ne pas coopérer, respectivement.
La matrice donne le gain pour le joueur de ligne. Si le joueur de ligne est un
coopérateur, alors il doit payer le coût de la coopération, c > 0. Le bénéﬁce de
la coopération, b > c, est obtenu seulement si l’autre joueur coopère. La ligne
inférieure de la matrice des interactions est toujours plus élevée que la rangée
supérieure de la matrice, ce qui signiﬁe qu’il est toujours plus avantageux pour le
joueur de ligne de ne pas coopérer que de coopérer. L’optimum social est obtenu
lorsque les deux joueurs choisissent de coopérer. Cet optimum donne lieu à un
gain de b − c à chacun des deux joueurs. La recherche d’un optimum individuel
(les deux joueurs choisissent de ne pas coopérer) conduit les deux à obtenir 0.
1.2.1. Stratégie évolutivement stable
On suppose qu’il y a une population de taille inﬁnie composée de joueurs qui
jouent avec une stratégie A. Supposons qu’une petite fraction parmi ces joueurs
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commencent à utiliser une autre stratégie B. Dans ce cas, une question naturelle
qui se pose : est-ce que A va s’opposer à l’invasion de B dans la population ? Si
A vériﬁe cette condition, alors on dit que A est une stratégie évolutivement stable
(SES) contre la stratégie B (Maynard Smith et Price [98]). Dans la suite de cette
section, on s’intéresse à la condition sous laquelle A s’oppose à l’invasion de B.
On suppose que la matrice de jeu entre A et B est la suivante

A B
A a11 a12
B a21 a22
. (1.2.2)
La matrice représente le gain du joueur de ligne contre le joueur de colonne. Si un
joueur, qui utilise la stratégie A, interagit avec un autre, alors il reçoit un gain a11
si l’autre joue avec A ou a12 si l’autre joue avec B. De même, a21 (respectivement
a22) est le gain d’un joueur qui utilise B s’il interagit avec un autre qui utilise A
(respectivement B).
On note par x la fréquence des joueurs qui jouent avec la stratégie A. Néces-
sairement celle des joueurs qui utilisent la stratégie B est 1− x. Supposons que la
population est bien mélangée, dans le sens que n’importe quel joueur de la popula-
tion peut interagir avec n’importe quel autre joueur de la population avec la même
probabilité (Maynard Smith et Price [98]). Ainsi, la probabilité de rencontrer au
hasard un joueur qui utilise une certaine stratégie est égale à la fréquence de cette
stratégie. Un joueur qui utilise A rencontre un autre qui utilise A avec probabilité
x et dans ce cas, il reçoit un gain égal à a11, ou B avec probabilité 1− x et dans
ce cas, le gain sera a12. Par la suite, on peut exprimer le gain moyen d’un joueur
qui utilise la stratégie A, représenté par ωA, par
ωA = a11x+ a12(1− x). (1.2.3)
Par symétrie, le gain moyen d’un joueur qui utilise la stratégie B, représenté par
ωB, est donné par
ωB = a21x+ a22(1− x). (1.2.4)
Si le gain moyen de la stratégie A est toujours plus grand que celui de la
stratégie B, alors B n’envahit jamais A. Ainsi, une condition suﬃsante pour que
A soit une stratégie évolutivement stable (SES) est
ωA > ωB. (1.2.5)
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Cette dernière est équivalente à
a11x+ a12(1− x) > a21x+ a22(1− x), (1.2.6)
pour toute fréquence x ∈ [0, 1]. Cette condition est suﬃsante, mais elle n’est pas
nécessaire pour que A soit évolutivement stable.
Puisqu’on a supposé que la fréquence des joueurs qui ont changé de stratégie
de A vers B est petite, alors on peut négliger la fréquence des joueurs utilisant B,
1− x ≈ 0. Ainsi, la condition (1.2.6) peut s’écrire sous la forme simple
a11 > a21. (1.2.7)
Cela veut dire que si le gain de A contre elle-même est plus grand que le gain de
B contre A, alors la stratégie A est une stratégie évolutivement stable (SES).
Maintenant, si on a a11 = a21, alors on peut éliminer les termes en x dans
l’équation (1.2.6). Ainsi, une condition pour que A soit une stratégie évolutivement
stable (SES) est
a12 > a22. (1.2.8)
En conclusion, la stratégie A est une stratégie évolutivement stable s’il est
plus avantageux pour un joueur d’utiliser la stratégie A si son partenaire utilise
A, a11 > a21, ou si aucune stratégie n’a pas davantage par rapport à l’autre si
l’partenaire utilise A et dans ce cas, il est plus rentable d’utiliser la stratégie A si
l’partenaire utilise B, a11 = a21 et a12 > a22.
Il existe une relation entre la notion de stratégie évolutivement stable (SES) et
le concept traditionnel d’équilibre de Nash [104]. Dans la théorie des jeux classique
une stratégie A est dite un équilibre strict de Nash si son gain contre elle-même est
plus grand que celui de B contre A, soit a11 > a21. De plus, on dit qu’une stratégie
A est un équilibre de Nash si son gain contre elle-même est au moins aussi élevé
que celui d’une autre stratégie B contre elle, soit a11 ≥ a21. On en déduit qu’une
stratégie évolutivement stable est un équilibre strict de Nash ou un équilibre de
Nash. Pour la relation inverse, on mentionne qu’un équilibre strict de Nash est une
stratégie évolutivement stable, mais un équilibre de Nash n’est pas nécessairement
une stratégie évolutivement stable.
23
1.2.2. Équation de réplication
Taylor et Jonker [156] ont introduit une équation diﬀérentielle qui décrit l’évo-
lution de la fréquence d’un type donné en supposant que le taux de changement
de la fréquence de chaque type dépend des fréquences de tous les types dans la
population. Plus précisément, on considère une population bien mélangée de taille
inﬁnie qui contient plusieurs types d’individus numérotés de E1 à En de fréquences
x1 à xn. Dans le contexte de la théorie des jeux, Ei peut représenter une stratégie.
On suppose que la fertilité fi de Ei est une fonction de l’état de la population
donné par le vecteur des fréquences des types x = (x1, . . . , xn).
Considérant les idées classiques de sélection, nous savons que si la fertilité de
Ei est supérieure à la fertilité moyenne de la population, alors la fréquence de
Ei croît au ﬁl du temps et vice versa. Plus précisément, on suppose que le taux
d’accroissement relatif x˙i/xi du type Ei est une fonction de son succès reproduc-
teur, c’est-à-dire la diﬀérence entre sa fertilité, représentée par fi(x), et la fertilité
moyenne dans la population, représentée par f(x) =
∑n
i=1 xifi(x). Nous pouvons
donc écrire les équations diﬀérentielles qui décrivent l’évolution des types E1 à En
comme suit :
x˙i = xi(fi(x)− f(x)), pour tout i = 1, . . . , n. (1.2.9)
Ces équations sont appelées les équations de réplication. Ce que ces équations nous
disent est que le taux de changement de la fréquence d’un certain type au ﬁl du
temps dépend de sa fréquence, de sa fertilité et de la fertilité moyenne dans la
population. Si la fertilité de Ei est plus grande que la fertilité moyenne dans la
population, fi(x) − f(x) > 0, alors la fréquence de Ei va augmenter au ﬁl du
temps. Si fi(x)− f(x) < 0, alors cette fréquence va diminuer.
Deux stratégies
Dans la suite de ce paragraphe, on se limitera au cas de deux types, représentés
par les deux stratégies A et B. La fréquence du type A est notée x et celle du type
B sera nécessairement donnée par 1 − x, puisque ce sont les seuls types dans la
population. Ainsi, on peut utiliser une seule équation au lieu de deux pour décrire
la dynamique de l’ensemble du système, par exemple celle de A,
x˙ = x(fA(x)− f(x)). (1.2.10)
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La fertilité moyenne dans la population peut s’écrire sous la forme,
f(x) = xAfA(x) + xBfB(x)
= xfA(x) + (1− x)fB(x)
= (1− x)(fB(x)− fA(x)) + fA(x).
En substituant la dernière égalité de f(x) dans l’équation de réplication (1.2.10),
on obtient
x˙ = x(1− x)(fA(x)− fB(x)). (1.2.11)
Maintenant, on s’intéresse aux points ﬁxes de cette équation, c’est-à-dire aux cas
où x˙ = 0. Cela signiﬁe que la fréquence de A ne change pas au ﬁl du temps. Dans
ce cas, on dit que le système a atteint un équilibre. À partir de l’équation (1.2.11),
on en déduit que l’équation x˙ = 0 équivaut à
x(1− x)(fA(x)− fB(x)) = 0.
Cette dernière possède trois solutions possibles. La première solution est x = 0.
Cela signiﬁe que la population est composée seulement par des individus de type
B. La deuxième est x = 1. C’est le cas d’une population composée seulement par
des individus de type A. La dernière solution est que les deux stratégies ont la
même fertilité, fA = fB. On note que les deux premières solutions sont des états
purs où il y a seulement un seul type dans la population, alors que la dernière peut
donner un état de coexistence des deux stratégies A et B.
On dit qu’un point ﬁxe (ou un équilibre) est stable si pour une petite perturba-
tion à partir de cet équilibre le système retourne à cet équilibre. Sinon, on dit que
cet équilibre est instable. Ainsi, pour une petite perturbation pour la fréquence de
A à partir d’un équilibre instable, le système fonctionne loin de l’équilibre dans
le sens de la perturbation. Plus précisément, si la perturbation est positive, alors
la fréquence de A croît et si la perturbation est négative, alors la fréquence de A
décroît.
On suppose que la fertilité f d’une stratégie est donnée par son gain moyen,
ω, et que la matrice de jeu est donnée par (1.2.2). Par la suite, on peut exprimer
les fertilités de A et B comme suit
fA = ωA = a11x+ a12(1− x), (1.2.12)
fB = ωB = a21x+ a22(1− x). (1.2.13)
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On remarque que la fonction x(1−x) est toujours positive pour tout x ∈ (0, 1).
Alors, le signe de x˙ est celui de fA − fB. Il y a cinq cas qui se présentent ici, pour
les types d’équilibre de l’équation (1.2.10) selon le signe de fA− fB sur l’intervalle
(0, 1).
Dominance de la stratégie A: Cela signiﬁe que la population ﬁnit avec seule-
ment des individus de type A. Ce cas est vériﬁé si la fertilité du type A est
supérieure à celle du type B peu importe la composition de la population,
fA > fB.
C’est le cas si a11 > a21 et a12 > a22. Notons que fA − fB est une fonction
aﬃne en x. Elle est égale à a12 − a22 > 0 si x = 0 et égale à a11 − a21 > 0
si x = 1. Par la suite, on en déduit que la fonction fA − fB est toujours
strictement positive pour tout x ∈ [0, 1]. Cela signiﬁe que l’équation (1.2.11)
a seulement deux équilibres, x = 0 et x = 1. Dans ce cas, il est avantageux
pour un joueur d’utiliser la stratégie A, peu importe la stratégie de son
partenaire. Le seul équilibre stable est x = 1. L’équilibre x = 0 est instable.
Dominance de la stratégie B: C’est le cas symétrique au cast précédent. La
population ﬁnit avec seulement des individus de type B. Cette dominance
est vériﬁée si la fertilité de B est supérieure à celle de A peu importe la
composition de la population, fB > fA. Cela est vrai si on a a11 < a21
et a12 < a22. Dans ce cas, il est avantageux pour un joueur d’utiliser la
stratégie B peu importe la stratégie de son partenaire. De même que dans
l’exemple précédent, il y a un seul équilibre stable, x = 0. L’autre équilibre
x = 1 est instable.
Coexistence des deux stratégies A et B: On suppose que la diﬀérence entre
la fertilité de A et la fertilité de B, fA − fB, change de signe de + vers −
quand x croît dans l’intervalle [0, 1]. Cela est vériﬁé si on a a11 < a21 et
a12 > a22. En utilisant les expressions des fertilités fA et fB données par
(1.2.12) et (1.2.13), on en déduit que l’équation fA = fB possède une unique
solution sur (0, 1) donnée par
x∗ =
a22 − a12
a11 − a12 − a21 + a22 . (1.2.14)
Dans ce cas, l’équation (1.2.11) a trois équilibres, x = 0, x = x∗ et x = 1. Il
y a un seul équilibre stable, x = x∗, et deux équilibres instables, x = 0 et
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x = 1. Cela signiﬁe qu’il est toujours mieux de jouer avec la stratégie qui
n’est pas jouée par l’autre joueur.
Stabilité de A et B: C’est le cas de stabilité des états purs du système. C’est-
à-dire que les deux états, tous les individus jouent la stratégie A, x = 1, et
tous les individus jouent la stratégie B, x = 0, sont stables. Cela est vrai si
fA − fB change de signe de − vers + quand x croît dans l’intervalle [0, 1].
Le troisième équilibre de coexistence de A et B, x = x∗, est instable. Cette
condition est vériﬁée si on a a11 > a21 et a12 < a22. Dans cette situation, il
est avantageux de jouer avec la même stratégie que l’autre joueur.
Modèle neutre: Le modèle neutre correspond au cas où le gain ne dépendrait
pas de la stratégie du partenaire. Cela équivaut à a11 = a21 et a12 = a22.
Ainsi, la fonction fA − fB est toujours nulle peu importe la composition
de la population. Dans ce cas, tous les points de l’intervalle [0, 1] sont des
équilibres instables.
1.3. Théorie des jeux évolutionnaires dans des popula-
tions finies
L’approche classique de la dynamique des jeux évolutionnaires est donnée par
l’équation de réplication, qui décrit la dynamique de l’évolution dans une popula-
tion bien mélangée de taille inﬁnie (Taylor et Jonker [156] ; Zeeman [179] ; Weibull
[174] ; Hofbauer et Sigmund [56, 57] ; Nowak et Sigmund [117]). En réalité, les
populations sont de tailles ﬁnies et structurées. C’est pour cela que récemment,
des jeux linéaires dans des populations ﬁnies ont été considérés. Dans la suite, on
présente une étude d’une population ﬁnie en l’absence de mutation (probabilité de
ﬁxation) et en présence de mutation (équilibre de sélection-mutation).
1.3.1. Probabilité de fixation
On considère une population ﬁnie de taille N . Chaque individu choisit une
stratégie parmi deux stratégies possibles, A et B. On suppose que le nombre de
joueurs qui utilisent A est i. Le reste, qui est N − i, est le nombre de joueurs qui
utilisent B. Pour la matrice de jeu entre A et B, on considère la matrice générale
donnée par (1.2.2). Pour chaque individu, il y a N − 1 partenaires possibles. Pour
un individu de type A, il y a i − 1 partenaires de type A et N − i partenaires
27
de type B. Ainsi, en supposant des interactions au hasard, la probabilité qu’un
individu de type A joue contre un autre de même type est (i− 1)/(N − 1). Dans
ce cas, il reçoit un gain a11. La probabilité qu’un individu de type A joue contre
un autre de type B est (N − i)/(N − 1). Il reçoit un gain a12. Par conséquent, le
gain moyen reçu par individu de type A peut s’exprimer sous la forme suivante
ωA,i =
i− 1
N − 1a11 +
N − i
N − 1a12. (1.3.1)
Par symétrie le gain moyen reçu par un individu de type B dans une population
composée de i individus de type A et N − i individus de type B est donné par
ωB,i =
i
N − 1a21 +
N − i− 1
N − 1 a22. (1.3.2)
Dans le cadre traditionnel de la dynamique des jeux, le gain moyen est inter-
prété comme étant un eﬀet su la fertilité. Plus précisément, les individus produisent
plus ou moins de copies d’eux-même selon leur gain moyen. On introduit un pa-
ramètre δ qui représente la part de l’eﬀet du jeu sur la fertilité, nommé l’intensité
de sélection. Ainsi, les fertilités de A et B sont données, respectivement, par
fA,i = 1 + δωA,i, (1.3.3)
fB,i = 1 + δωB,i. (1.3.4)
L’intensité de sélection, δ, est un nombre positif, δ > 0. Le modèle neutre corres-
pond au cas δ = 0. Dans ce cas, le jeu n a pas d’eﬀet sur la fertilité. Le cas limite
δ → 0, caractérise la sélection faible, où le jeu a un eﬀet faible sur la fertilité.
Le statisticien australien Moran [101] a introduit un processus de naissance
et de mort connu plus tard comme le processus Moran. Chaque étape de temps
de ce processus se compose de deux événements, un événement de naissance et
un autre de mort. Pour l’événement de naissance, un individu est choisi avec une
probabilité proportionnelle à sa fertilité pour produire une copie identique de lui-
même. Pour l’événement de mort, à nouveau un individu est choisi au hasard dans
la population pour être remplacé par la copie. De cette manière, la taille de la
population reste constante. Par contre, à chaque pas du temps, la composition de
la population peut changer. Le nombre d’individus de type A peut augmenter de
1, si un individu de type A est choisi pour la reproduction, ce qui se produit avec
probabilité ifA,i
ifA,i+(N−i)fB,i , et un individu de type B est choisi pour mourir, ce qui
se produit avec probabilité (N − i)/N . Il en résulte que le nombre de joueurs de
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type A augmente de 1 avec probabilité
p+i =
ifA,i
ifA,i + (N − i)fB,i
N − i
N
. (1.3.5)
En revanche, ce nombre peut diminuer de 1 si un individu de type B est choisi pour
la reproduction et un individu de type A est choisi pour mourir. Cela se produit
avec probabilité
p−i =
ifB,i
ifA,i + (N − i)fB,i
i
N
. (1.3.6)
La probabilité que le nombre d’individus de type A reste dans l’état i est
p0i = 1− p+i − p−i . (1.3.7)
Notons qu’on a p00 = 1 et p
0
N = 1. Ainsi, le processus, donné par le nombre
d’individus de type A, possède deux états absorbants qui sont i = 0 et i = N .
Les états i = 1, . . . , N − 1 sont transitoires. Par conséquent, le processus reste
dans l’ensemble des états transitoires 1, . . . , N − 1, seulement pour un certain
temps limité. Finalement, il atteint soit l’état i = 0, où la population est composée
seulement par des individus de type B, soit l’état i = N , où la population est
composée seulement par des individus de type A.
Une question naturelle qui se pose dans ce cas : dans une population composée
initialement de i individus de type A et N − i individus de type B, quelle est la
probabilité que, à un moment ultérieur, les individus de la population soient tous
de type A. Cela est connu sous le nom de la probabilité de ﬁxation de la stratégie
A sachant qu’on a commencé avec une population qui contient i individus de type
A et N − i individus de type B. On la note ρA(i). Il est clair que 1− ρA(i) est la
probabilité d’atteindre l’état 0 en commençant par l’état i, car il n’y a pas d’autres
états absorbants. C’est la probabilité de ﬁxation de la stratégie B en commençant
par une population composée de i individus de type A et N − i individus de type
B, notée ρB(N − i). Dans la suite, on cherche à exprimer la probabilité de ﬁxation
ρA(i) en fonction des fertilités fA,i et fB,i.
En conditionnant sur la première transition, on en déduit que la probabilité
d’être absorbé dans l’état N en commençant de l’état i est la somme de trois
termes. Le premier terme est la probabilité de passer de l’état i à l’état i − 1
multipliée par la probabilité d’être absorbé dans l’état N à partir de l’état i−1. Le
second terme est la probabilité de rester dans l’état i multipliée par la probabilité
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d’être absorbé dans l’état N à partir de l’état i. Le dernier terme est la probabilité
de passer de l’état i à l’état i+1 multipliée par la probabilité d’être absorbé dans
l’état N à partir de l’état i+1. Ainsi, on obtient l’équation de récurrence suivante
ρA(i) = p−i ρA(i− 1) + p+i ρA(i) + p0i ρA(i+ 1), (1.3.8)
pour tout i = 1, . . . , N − 1. Notons qu’on a ρA(0) = 0, car nous ne pouvons jamais
atteindre l’état N en commençant de l’état 0. De plus, on a ρA(N) = 1.
Pour résoudre ces équations, on introduit les variables yi = ρA(i)− ρA(i− 1),
pour i = 1, . . . , N . L’équation (1.3.8) s’écrit sous la forme
yi+1 = αiyi, (1.3.9)
pour tout i = 1, . . . , N , où αi = p−i /p
+
i . En itérant cette dernière i fois, on peut
exprimer yi en fonction de y1, soit
yi = αi · · ·α1y1 = αi · · ·α1ρA(1),
pour tout i = 2, . . . , N . En utilisant la dernière équation et le fait que
N∑
i=1
yi =
N∑
i=1
(ρA(i)− ρA(i− 1)) = ρA(N)− ρA(0) = 1− 0 = 1,
on obtient l’expression de la probabilité de ﬁxation de A en commençant avec une
population qui contient un seul individu de type A, soit
ρA(1) =
1
1 +
∑N
j=1
∏j
k=1 αk
. (1.3.10)
En remplaçant cette expression dans l’équation
ρA(i) =
(
1 +
N−1∑
j=1
j∏
k=1
αk
)
ρA(1),
on peut exprimer la probabilité de ﬁxation ρA(i) en fonction de ratio αi, ce qui
donne
ρA(i) =
1 +
∑i−1
j=1
∏j
k=1 αk
1 +
∑N−1
j=1
∏j
k=1 αk
. (1.3.11)
En utilisant les expressions (1.3.5) et (1.3.6), on peut évaluer le ratio
αk =
p−k
p+k
=
fB,i
fA,i
. (1.3.12)
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Ainsi, la probabilité de ﬁxation du type A, en commençant de l’état i, sera égale à
ρA(i) =
1 +
∑i−1
j=1
∏j
k=1
fB,i
fA,i
1 +
∑N−1
j=1
∏j
k=1
fB,i
fA,i
. (1.3.13)
1.3.1.1. Modèle neutre
Dans ce section, on s’intéresse au cas neutre, où fA,i = fB,i, pour tout i =
0, . . . , N . Ce qui signiﬁe que les deux stratégies ont la même fertilité peu importe la
composition de la population. Dans ce cas, la probabilité de ﬁxation de la stratégie
A en commençant de l’état i est égale à
ρA(i) =
1 +
∑i−1
j=1
∏j
k=1 1
1 +
∑N−1
j=1
∏j
k=1 1
=
i
N
, (1.3.14)
pour tout i = 1, . . . , N . En particulier, la probabilité de ﬁxation de A en com-
mençant avec une population composée par un seul individu de type A et N − 1
individus de type B, notée simplement ρA, est égale à 1/N .
1.3.1.2. La règle d’évolution du tiers
On considère maintenant le cas limite de sélection faible δ → 0. Dans ce cas,
la stratégie A est dite favorisée par la sélection si sa probabilité de ﬁxation ρA est
supérieure à celle obtenue dans le modèle neutre. Cela signiﬁe que nous devons
vériﬁer si on a
ρA >
1
N
. (1.3.15)
En utilisant les expressions des fertilités de A et B données par (1.3.3) et (1.3.4),
et le développement de Taylor de l’équation (1.3.10), on peut estimer la probabilité
de ﬁxation de la stratégie A. Cela nous donne
ρA ≈ 1
N
1
1− (ιN − κ) δ
6
, (1.3.16)
où ι et κ sont donnés en fonction des entrées de la matrice de gain (1.2.2) par
ι = a+ 2b− c− 2d,
κ = 2a+ b+ c− 4d.
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Alors, la sélection faible favorise la ﬁxation de la stratégie A, c’est-à-dire ρA > 1/N ,
si on a
ιN > κ.
Cette condition peut s’écrire sous la forme
a11(N − 2) + a12(2N − 1) > a21(N + 1) + a22(2N − 4). (1.3.17)
Cette inégalité est obtenue pour des populations de taille ﬁnie. Elle ne dépend que
des entrées de la matrice de jeu (1.2.2) et de la taille totale de la population.
Pour des populations de grande taille, cette condition se simpliﬁe pour prendre
la forme
a11 + 2a12 > a21 + 2a22,
qui est équivalente à
x∗ =
a22 − a12
a11 − a12 − a21 + a22 <
1
3
, (1.3.18)
si on a a11−a12−a21+a22 > 0. Dans l’équation de réplication, x∗ désigne la position
du troisième équilibre. Cet équilibre x∗ peut être à l’intérieur de l’intervalle [0, 1]
si on a a11 < a21 et a12 > a22 (coexistence des deux stratégies A et B) ou a11 > a21
et a12 < a22 (stabilité des deux stratégies A et B).
La condition (1.3.18) signiﬁe que si le troisième équilibre est inférieur à 1/3,
alors dans une population de taille très grande, N → ∞, et dans la limite de
sélection faible, δ → 0, la probabilité de ﬁxation de la stratégie A en commençant
avec une population qui contient un seul individu de type A dépasse strictement
la probabilité de ﬁxation de A dans le modèle neutre, qui est 1/N . Dans ce cas, la
sélection favorise la ﬁxation de la stratégie A dans une population de B individus.
Cette relation entre le troisième équilibre et la probabilité de ﬁxation de A est
connue sous le nom de la règle d’évolution du tiers (Nowak et al. [113] ; Traulsen
et al. [161] ; Imhof et Nowak [62]).
1.3.1.3. Domination des risques
Que la probabilité de ﬁxation de A soit supérieure à 1/N signiﬁe que la pro-
babilité de ﬁxation de A est plus grande que celle dans le modèle neutre. En
commençant avec un seul individu de type A, nous allons avoir à un certain mo-
ment ultérieur N − 1 individus de type A et un seul individu de type B. Si dans
ce cas, la probabilité de ﬁxation de la stratégie B dépasse strictement 1/N , alors il
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est très important de déterminer quelle stratégie a la probabilité de ﬁxation la plus
grande. Dans ce cas, la stratégie qui a une probabilité de ﬁxation la plus grande
est dite dominante de risque d’invasion de l’autre.
Notons ρA et ρB les probabilités de ﬁxation de A et B respectivement. Alors,
on a
ρB = 1− ρA(N − 1)
= 1−
1 +
∑N−2
j=1
∏j
k=1
fB,i
fA,i
1 +
∑N−1
j=1
∏j
k=1
fB,i
fA,i
=
∏N
k=1
fB,i
fA,i
1 +
∑N−1
j=1
∏j
k=1
fB,i
fA,i
= ρA
N∏
k=1
fB,i
fA,i
,
c’est-à-dire
ρA
ρB
=
N∏
k=1
fA,i
fB,i
. (1.3.19)
On utilise le développement de Taylor dans le cas limite δ → 0. On obtient alors
fA,i
fB,i
=
1 + δωA,k
1 + δωB,k
= 1 + δ(ωA,k − ωB,k) + o(δ), (1.3.20)
pour tout k = 1, . . . , N . Ici o(δ) désigne une fonction de δ qui vériﬁe la limite
suivante
lim
δ→0
o(δ)
δ
= 0.
En substituant l’expression (1.3.20) dans (1.3.19), on obtient
ρA
ρB
=
N−1∏
k=1
(
1 + δ(ωA,k − ωB,k)
)
+ o(δ)
= 1 + δ
N∑
k=1
(ωA,k − ωB,k) + o(δ).
Il en résulte que l’inégalité ρA > ρB est équivalente à
N∑
k=1
(ωA,k − ωB,k) > 0. (1.3.21)
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En utilisant les expressions des gains moyens ωA,k et ωB,k données par l’équation
(1.3.1), la dernière condition devient
N−1∑
k=1
(ωA,k − ωB,k) =
N∑
k=1
(
k − 1
N − 1a11 +
N − k
N − 1a12 −
k
N − 1a21 −
N − k − 1
N − 1 a22
)
=
N
2
(a11 + a12 − a21 − a22) + a22 − a11.
On en déduit que la stratégie A domine le risque d’invasion de B si
(N − 2)(a11 − a22) > N(a21 − a12). (1.3.22)
Dans le cas limite d’une population de grande taille, on peut ignorer les termes
sans N . Dans ce cas, la dernière inégalité devient
a11 − a21 > a22 − a12. (1.3.23)
Ainsi, si l’inégalité ci-dessus est vériﬁée pour une population de taille très grande
sous l’eﬀet de sélection faible, alors la stratégie A aura une probabilité de ﬁxation
supérieure à celle de la stratégie B. Dans ce cas, A domine le risque d’invasion de
B. Cette condition est connue également sous le nom de condition de dominance
des risques (Harsanyi et Selten [48] ; Kandori et al. [64]).
Quand seulement deux stratégies sont impliquées, la stratégie avec une pro-
babilité de ﬁxation la plus élevée est considérée comme la plus favorisée par la
sélection. Nous pouvons prendre un jeu de n stratégies et analyser toutes les pro-
babilités de ﬁxation par paire pour trouver les stratégies qui sont favorisées par la
sélection (Imhof et Nowak [62]). Ce concept, d’une certaine façon, compare toutes
les fréquences relatives des stratégies au cours du processus de ﬁxation. Cepen-
dant, l’étude des probabilités de ﬁxation est valide seulement pour des taux de
mutation faible. Cela signiﬁe que la plupart du temps tous les joueurs utilisent
la même stratégie. Pour un taux de mutation arbitraire, on introduit un autre
concept, celui d’équilibre de sélection-mutation.
1.3.2. Équilibre de sélection-mutation
Dans cette section, on propose une manière plus générale, qui permet de dé-
terminer la stratégie la plus favorisée par la sélection. C’est la stratégie avec la
fréquence moyenne la plus élevée à long terme. Par souci de concision, nous ap-
pelons dans le présent document la fréquence moyenne d’une stratégie à l’état
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stationnaire son abondance. Les critères pour une plus grande abondance peuvent
être utilisés pour des taux de mutation arbitraires. En outre, pour les petits taux de
mutation, ces critères peuvent être formulés en termes de probabilités de ﬁxation
par paire (Fudenberg et Imhof [36]).
On considère une population bien mélangée, composée de N joueurs. Chacun
d’eux choisit de jouer avec une stratégie parmi deux stratégies possibles, A et B.
L’état du système est décrit par le nombre de joueurs qui utilisent la stratégie
A. On note ce nombre X. Nécessairement, N − X est le nombre de joueurs qui
jouent avec la stratégie B. On note x = X/N la fréquence de la stratégie A dans
la population. On suppose que la matrice de jeu est celle donnée par (1.2.2). Par
conséquent, les gains moyens des joueurs qui utilisent les stratégies A et B, dans
une population composée de i joueurs de type A, sont donnés, respectivement, par
ωA,i =
i
N
a11 +
N − i
N
a12 (1.3.24)
et
ωB,i =
i
N
a21 +
N − i
N
a22. (1.3.25)
On a inclus ici la possibilité d’auto-interaction, car elle ne fait pas de diﬀérence
dans le cas N → ∞. On suppose que la fertilité d’une stratégie est donnée par
une valeur de base 1 à laquelle on ajoute le gain moyen pondéré par l’intensité de
sélection δ. Par conséquent, les fertilités des stratégies A et B sont données par
fA,i = 1 + δωA,i (1.3.26)
et
fB,i = 1 + δωB,i. (1.3.27)
Pour le renouvellement de la population, on suppose qu’il est déﬁni par le
processus de Moran. À chaque étape de temps, un individu est choisi avec une
probabilité proportionnelle à sa fertilité pour produire une copie. Ensuite, un indi-
vidu est choisi au hasard pour être remplacé par cette copie de lui-même. Durant
la reproduction, la copie hérite de la stratégie de son parent avec probabilité 1−u,
ou adopte une stratégie au hasard avec probabilité u > 0. Donc, s’il y a une mu-
tation, la copie adopte la stratégie A dans la moitié des cas et dans l’autre moitié
des cas, elle adopte la stratégie B.
Le processus donné par le nombre de joueurs qui utilisent la stratégie A, nommé
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0, . . . , N . Alors, ce processus converge vers un état stationnaire. Dans le modèle
neutre, δ = 0, bien que les fréquences des stratégies puissent largement ﬂuctuer
dans le temps, les deux stratégies ont la même abondance (fréquence moyenne),
1/2, dans l’état stationnaire du processus de sélection-mutation. Pour une intensité
de sélection non nulle, δ > 0, on s’intéresse à l’écart par rapport à cette valeur.
Pour calculer cet écart, on utilise une méthode de perturbation développée dans
Antal et al. [4].
Pour incorporer la mutation dans le processus, on écrit le changement moyen
de la stratégie de A, d’une étape à la suivante, sous l’eﬀet de la mutation et de la
sélection, comme suit
Eδ[∆xtot|x] = (1− u)Eδ[∆xsel|x] + uEδ[∆xmut|x], (1.3.28)
où x représente la fréquence actuelle de la stratégie A dans la population. Le
changement moyen de la fréquence de la stratégie A d’une étape à la suivante,
Eδ[∆xtot|x] , est la somme de deux termes. Le premier terme, Eδ[∆xsel|x], est
l’eﬀet de la sélection sur la fréquence de A en l’absence de mutation. Cela se
produit avec probabilité 1 − u. Le deuxième terme, Eδ[∆xmut|x], décrit l’eﬀet de
la mutation sur la fréquence de A, qui se produit avec probabilité u. Dans ce cas,
la sélection n’a pas d’eﬀet.
Sous l’eﬀet de la mutation, la fréquence moyenne x de la stratégie A augmente
de 1/(2N) en raison de l’introduction d’un mutant de type A plutôt que d’un type
B et diminue de x/N en raison du remplacement d’un individu de type A par le
mutant. Par conséquent, on a
Eδ[∆xmut|x] = 1
N
(1
2
− x
)
, (1.3.29)
ce qui nous permet d’écrire l’équation (1.3.28) sous la forme
Eδ[∆xtot|x] = (1− u)Eδ[∆xsel|x] + u
N
(1
2
− x
)
. (1.3.30)
Dans l’état stationnaire, la fréquence moyenne de A dans la population est une
constante. Alors, la variation totale de la fréquence de A est nulle, c’est-à-dire
Eδ[∆xtot] = Eδ
[
Eδ[∆xtot]
]
= 0. (1.3.31)
Ainsi, l’espérance des deux côtés de l’égalité (1.3.30) nous permet d’exprimer la
fréquence de A à l’aide du changement espéré de la fréquence de A sous l’eﬀet de
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sélection, soit
Eδ[x] =
1
2
+
u
N(1− u)Eδ[∆xsel]. (1.3.32)
Cette relation est valable pour toute intensité de sélection, δ, bien que dans la suite,
on l’utilise seulement pour le cas limite de la sélection faible, δ → 0, pour déduire
une condition qui assure une abondance supérieure de la stratégie A, Eδ[x] > 1/2.
Celle-ci est équivalente à avoir un changement moyen positif de la fréquence de A
sous l’eﬀet de la sélection, c’est-à-dire
Eδ[∆xsel] > 0. (1.3.33)
À partir de l’état X = k, le nombre moyen de descendants d’un individu qui
utilise la stratégie A, à la génération suivante est
̟k = 1− 1
N
+
fA,k
F
, (1.3.34)
où F = kfA,k+(N − k)fB,k, est la fertilité totale dans la population. Ici, on inclut
le parent dans le nombre de descendants, ce qui explique le 1 dans l’expression de
̟k. Le terme −1/N décrit la mort aléatoire du parent, tandis que le terme fA,k/F
décrit la sélection du parent pour produire une copie. Pour le cas limite δ → 0, en
utilisant les expressions des fertilités fA,k et fB,k données par (1.3.26) et (1.3.27),
on obtient le développement
̟k = 1− 1
N
+
1 + δωA,k
N
(
1 + δ(xωA,k + (1− x)ωB,k)
)
= 1− 1
N
+
1
N
(1 + δωA,k)
(
1− δ(xωA,k + (1− x)ωB,k)
)
+ o(δ)
= 1 +
δ
N
(1− x)(ωA,k − ωB,k) + o(δ),
où x = k/N est la fréquence de A.
D’une étape à la suivante, le changement espéré de la fréquence de A sous
l’eﬀet de la sélection, à partir de l’état X = k, sera égal à
Eδ[∆xsel|X = k] = xk̟k − xk
=
δ
N
x(1− x)(ωA,k − ωB,k) + o(δ)
=
δ
N
x(1− x)
(
(a11 − a21)x+ (a12 − a22)(1− x)
)
+ o(δ).
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Par conséquent, l’espérance de ce changement peut s’exprimer sous la forme
Eδ[∆xsel] =
δ
N
(
(a11−a21)Eδ[x2(1−x)]+(a12−a22)Eδ[x(1−x)2]
)
+o(δ). (1.3.35)
Remarquons qu’on a
Pδ(.) = P0(.) + o(1), (1.3.36)
où Pδ(.) est la probabilité dans le modèle avec une intensité de sélection δ > 0 et
P0(.) celle dans le modèle neutre. Ici o(1) est une fonction de δ qui vériﬁe
lim
δ→0
o(1) = 0.
Ainsi, la condition (1.3.33), qui garantit l’abondance supérieure de A, est équiva-
lente à
(a11 − a21)E0[x2(1− x)] + (a12 − a22)E0[x(1− x)2] > 0. (1.3.37)
Pour évaluer (1.3.37), on a besoin de calculer les moyennes de la forme E0[x],
E0[x2] et E0[x3]. On note que les deux stratégies sont équivalentes dans l’état
stationnaire du modèle neutre. Par conséquent, on peut changer x par 1− x sans
aﬀecter les moyennes. On tire j joueurs au hasard sans remplacement dans la
population à l’état stationnaire neutre et on déﬁnit φj comme la probabilité que
tous ces joueurs ont la même stratégie. Ainsi, on a E0[x] = 1/2, car en vertu
de la neutralité, un joueur a une chance sur deux d’avoir une stratégie A parmi
les deux possibilités A et B. De plus, on a E0[x2] = φ2/2, parce que le premier
joueur utilise la stratégie A avec probabilité 1/2 et le second joueur utilise la même
stratégie avec la probabilité φ2. D’une manière similaire, on a E0[x3] = φ3/2, parce
que le premier joueur utilise la stratégie A avec probabilité 1/2 et les deux autres
utilisent la même stratégie que le premier avec la probabilité φ3. Par conséquent,
la condition (1.3.37), qui assure l’abondance supérieure de la stratégie A, devient
(a11 − a21)(φ2 − φ3) + (a12 − a22)(1− 2φ2 + φ3) > 0. (1.3.38)
Cette condition est valable pour une population de taille N quelconque et une
probabilité de mutation u quelconque.
Pour une valeur ﬁnie de N , il est diﬃcile de trouver les valeurs exactes de
φj pour j = 2, 3. Pour cela, on s’intéresse au cas limite N → ∞, puisqu’on a
vu dans la section 1 qu’on peut approcher le processus ancestral du modèle de
Moran en temps discret par un processus de coalescence continu de Kingman si on
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prend N2/2 générations comme unité de temps (Kingman [70, 71, 72] ; Wakeley
[169]). L’un des avantages du processus de coalescence réside dans la séparation
du processus généalogique et du processus de mutation qui découle de l’hypothèse
de la neutralité. Dans le cas limite N →∞, les mutations se produisent à un taux
de µ/2 sur chaque lignée ancestrale où µ = Nu.
Soit k, q deux individus tirés au hasard sans remplacement. Soit
φ2(τ) = P0
(
k et q ont la même stratégie
∣∣∣∣temps jusqu’au MRCA de k et q = τ).
Alors
φ2(τ) = e−µτ +
1
2
(1− e−µτ ) = 1
2
(1 + e−µτ ),
car les deux individus ont la même stratégie s’il n’y pas de mutation jusqu’au
MRCA (avec probabilité e−µτ ), ou bien s’il y a des mutations avec la dernière
mutation de k vers q étant de type celui de k (avec probabilité 1
2
(1− e−µτ )). Ainsi,
on a
φ2 =
∫ +∞
0
φ2(τ)f2(τ)dτ
=
2 + µ
2(1 + µ)
, (1.3.39)
où f2 est la fonction de densité du temps de coalescence pour deux individus donnée
par
f2(τ) = e−τ ,
pour τ ≥ 0.
Avec la même méthode utilisée pour le calcul de φ2, on peut trouver la proba-
bilité φ3, lorque N est assez grand, qui est donnée par
φ3 =
4 + µ
4(1 + µ)
. (1.3.40)
En substituant ces expressions dans l’équation (1.3.38), la condition, pour que
la stratégie A soit plus abondante sous l’eﬀet de la sélection faible, prend la forme
a11 + a12 − a21 − a22 > 0. (1.3.41)
Cette condition est valable pour des populations de grande taille de telle sorte que
Nδ << 1 et µ = Nu est une constante.
Cela nous donne l’abondance de la stratégie A à l’état stationnaire du pro-
cessus sélection-mutation. C’est la même condition obtenue pour que la stratégie
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A domine le risque d’invasion de B, donnée par (1.3.23), en comparant les deux
probabilités de ﬁxation ρA et ρB. Cela est conforme avec le résultat de Fudenberg
et Imhof [36] qui suggère que pour une probabilité de mutation assez faible, les
critères obtenus pour caractériser l’abondance de A sont équivalents à ceux qui
sont obtenus en comparant les probabilités de ﬁxation.

Chapitre 2
EVOLUTION OF COOPERATION IN
MULTIDIMENSIONAL PHENOTYPE SPACE
Auteurs : D. Kroumi et S. Lessard
Référence : Theoretical population biology 102(2015), 60− 75
Résumé
La coopération, par laquelle des individus dans une population oﬀrent des
bénéﬁces à d’autres est plus susceptible d’évoluer en présence de mécanismes qui
permettent l’identiﬁcation et par la suite la discrimination contre les individus qui
ne coopèrent pas. L’identiﬁcation peut se produire si les coopérateurs peuvent se
reconnaître mutuellement en utilisant des indices phénotypiques visibles et ainsi
coopérer seulement avec des individus porteurs de ces indices, au lieu de coopérer
avec tous les individus. Cette reconnaissance implique l’aide conditionnelle du
coopérateur si le bénéﬁciaire porte des marqueurs de reconnaissance identiques au
coopérateur.
Initialement, c’est Hamilton [45, 46] qui a introduit ce qui a été appelé plus
tard le mécanisme de barbe-verte (en anglais Green-beard). Un individu possède
un gène qui l’incite à être altruiste envers les autres qui possèdent également ce
gène. Un individu porteur de ce gène reconnaît les autres porteurs de ce gène et
se comporte de façon altruiste envers eux. La sélection naturelle assure une survie
plus grande de ce groupe d’individus et une augmentation de la fréquence de ce
gène.
Deux individus du même groupe ou de la même localisation spatiale sont plus
susceptibles d’avoir hérité des deux allèles, l’un du comportement et l’autre de
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la reconnaissance, du même plus récent ancêtre commun que deux individus de
groupes diﬀérents. L’ascendance commune peut alors conduire à l’accumulation
d’associations génétiques entre l’allèle de coopération et l’allèle de reconnaissance
entre les individus du même groupe.
Dans ce cadre, Antal et al. [4] ont étudié l’évolution de la coopération dans un
modèle phénotypique de dimension 1, où chaque individu est caractérisé par un
phénotype représenté par un entier i ∈ Z. Un coopérateur coopère si l’autre a le
même phénotype.
Ce chapitre présente une extension de ce modèle à un modèle avec un espace
phénotypique de dimension quelconque. On considère une population haploïde de
taille ﬁnie N . Chaque individu de la population est caractérisé par deux éléments :
un phénotype et une stratégie parmi deux stratégies possibles, coopérer ou ne pas
coopérer. Le phénotype est un vecteur x = (x1, . . . , xn) ∈ Zn, où n ≥ 1 est la
dimension de l’espace phénotypique et les composantes x1, . . . , xn sont des entiers.
Un coopérateur paye un coût c > 0 pour que son partenaire reçoive un bénéﬁce
b > 0. On suppose que le comportement d’un individu envers un autre n’est pas
déterminé seulement par sa stratégie, mais aussi par des similarités phénotypiques
avec l’autre. Dans ce contexte, on suppose qu’il y a des interactions par paire. Un
coopérateur ne coopère que si son partenaire a le même phénotype, sinon il ne
coopère pas. Suite à ces interactions, chaque individu accumule un gain moyen w
qui aﬀecte additivement sa valeur reproductive f appelée fertilité, qui est égale à
f = 1 + δw.
On suppose que les générations sont discrètes. À chaque génération, un individu
produit un très grand nombre de descendants proportionnellement à sa fertilité. Le
descendant hérite du phénotype de son parent ou mute vers un phénotype voisin.
Plus précisément, si le phénotype du parent est x, alors le descendant hérite du
phénotype x avec probabilité 1−v ou mute vers le phénotype x−ei ou x+ei avec
la même probabilité v/(2n), pour i = 1, . . . , n, où ei est un vecteur de taille n qui
a 1 comme composante dans la position i et 0 dans les autres positions. Pour la
stratégie, il hérite de la stratégie de son parent avec probabilité 1 − u ou il mute
avec probabilité u en choisissant une stratégie au hasard parmi les deux stratégies
possibles : coopérer ou ne pas coopérer. La génération suivante est déterminée par
le choix aléatoire de N individus.
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On montre que la fréquence des coopérateurs est une chaîne de Markov irré-
ductible sur un nombre ﬁni d’états. Par conséquent, elle converge vers un état
stationnaire. On s’intéresse à des conditions qui favorisent l’évolution de la co-
opération sous l’eﬀet de la sélection, au sens que la fréquence moyenne des co-
opérateurs à l’état stationnaire dépasse 1/2, qui est sa fréquence moyenne en cas
d’absence de sélection. Quand la taille de la population N tend vers l’inﬁni, en
utilisant le processus de coalescence de Kingman, on montre que la coopération
est plus favorisée si la taille de l’espace phénotypique, n, est plus grande, le taux
de mutation au niveau de la stratégie, Nu, est faible et le taux de mutation au
niveau du phénotype, Nv, est grand. Dans ce cas, la condition est b > c.
Un taux élevé de mutation au niveau de la stratégie peut introduire des indi-
vidus qui ne coopèrent pas dans des groupes de coopérateurs. Ainsi, la situation
est équivalente à une population bien mélangée qui s’oppose à l’évolution de la
coopération. De même, un taux faible de mutation au niveau du phénotype aug-
mente la quantité d’interactions entre les coopérateurs et les autres. Ceci favorise
les individus qui ne coopèrent pas à bien se propager. Enﬁn, dans un espace phé-
notypique de dimension supérieure, la population est subdivisée en groupes formés
par des coopérateurs seulement ou des individus qui ne coopérent pas seulement.
Cela aide la coopération à bien se propager dans la population.
Abstract
The emergence of cooperation in populations of selﬁsh individuals is a fascina-
ting topic that has inspired much theoretical work. An important model to study
cooperation is the phenotypic model, where individuals are characterized by phe-
notypic properties that are visible to others. The phenotype of an individual can
be represented for instance by a vector x = (x1, . . . , xn), where x1, . . . , xn are inte-
gers. The population can be well mixed in the sense that everyone is equally likely
to interact with everyone else, but the behavioral strategies of the individuals can
depend on their distance in the phenotype space. A cooperator can choose to help
other individuals exhibiting the same phenotype and defects otherwise. Coopera-
tion is said to be favored by selection if it is more abundant than defection in the
stationary state. This means that the average frequency of cooperators in the sta-
tionary state strictly exceeds 1/2. Antal et al. [4] found conditions that ensure that
cooperation is more abundant than defection in a one-dimensional (i.e. n = 1) and
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an inﬁnite-dimensional (i.e. n =∞) phenotype space in the case of the Prisoner’s
Dilemma under weak selection. However, reality lies between these two limit cases.
In this paper, we derive the corresponding condition in the case of a phenotype
space of any ﬁnite dimension. This is done by applying a perturbation method
to study a mutation-selection equilibrium under weak selection. This condition is
obtained in the limit of a large population size by using the ancestral process. The
best scenario for cooperation to be more likely to evolve is found to be a high
population-scaled phenotype mutation rate, a low population-scaled strategy mu-
tation rate and a high phenotype space dimension. The biological intuition is that
a high population-scaled phenotype mutation rate reduces the quantity of interac-
tions between cooperators and defectors, while a high population-scaled strategy
mutation rate introduces newly mutated defectors that invade groups of coopera-
tors. Finally it is easier for cooperation to evolve in a phenotype space of higher
dimension because it becomes more diﬃcult for a defector to migrate to a group
of cooperators. The diﬀerence is signiﬁcant from n = 1 to n = 2 and from n = 2
to n = 3, but becomes small as soon as n ≥ 3.
Keywords and phrases :
Evolution of cooperation. Phenotype space. Prisoner’s Dilemma. Abundance in
frequency
2.1. Introduction
Evolutionary game theory is the study of frequency-dependent selection (May-
nard Smith [97], Maynard Smith and Price [98], Hofbauer and Sigmund [55, 57],
Cressman [19], Nowak and Sigmund [117], Nowak [108]). The ﬁtness of an in-
dividual is not constant, since it depends on the payoﬀ of the strategy used by
the individual in interaction with other individuals. It was originally expressed in
terms of the replicator equation in the case of pairwise interactions in an inﬁnite
well-mixed population, which means that any two individuals interact with the
same probability (Taylor and Jonker [156], Hofbauer et al. [54], Zeeman [179]).
Consider an evolutionary game with n possible strategies, labeled by the in-
tegers i = 1, . . . , n. The payoﬀ matrix A = (ai,j) is a n × n matrix, whose entry
ai,j represents the payoﬀ received by an individual playing strategy i against an
individual playing strategy j. The frequency of strategy i is denoted by xi. Then
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the replicator equation is given by
x˙i = xi
(
ωi(x)− ω(x)
)
,
where ωi(x) and ω(x) represent the expected payoﬀ to strategy i and the average
payoﬀ in the population, respectively, given by
ωi(x) =
N∑
j=1
ai,jxj
and
w(x) =
N∑
i=1
xiωi(x),
with x = (x1, . . . , xn). This fundamental equation can be extended to spatial
games in a graph-structured population, with every individual occupying a vertex
of the graph interacting with its nearest neighbors (Ohtsuki and Nowak [122]), or
in a group-structured population with groups of interacting individuals randomly
chosen in an inﬁnite population (Hilbe [53]). It can be extended also to games
with multiple players in a ﬁnite or inﬁnite well-mixed population (Gokhale and
Traulsen [39]).
Inﬁnitely large, well-mixed populations and deterministic dynamics are idea-
lizations. Real populations have a ﬁnite number of individuals besides being not
perfectly mixed. Linear games have been considered in the context of ﬁnite popula-
tions. In the absence of mutation, selection can favor or oppose a mutant strategy
to replace a resident strategy. This will be the case for instance if the probability
of ﬁxation of the mutant is larger or smaller than it would be under neutrality
(Rousset and Billiard [137], Nowak et al. [113], Taylor et al. [152], Lessard [85],
Imhof and Nowak [62], Ladret and Lessard [78, 79]). In the presence of symmetric
mutation, selection is said to favor a strategy if this strategy is more abundant
on average, that is, if its average frequency in the stationary state strictly exceeds
what it would be under neutrality (Fudenberg and Imhof [36], Antal et al. [2, 3],
Tarnita et al. [147, 148, 150], Gokhale and Traulsen [40], Kroumi and Lessard
[74]).
Spatial structures have been considered more recently for games in ﬁnite popu-
lations. The spatial distribution of a populations allows interactions between indi-
viduals to depend on their locations. In the traditional setting of spatial games, the
individuals are arranged on a regular lattice and interactions occur among nearest
46
neighbors (Nowak and May [112]). A generalization of this structure is the graph
structure where individuals occupy the vertices of a graph and the edges indicate
who interacts with whom (Lieberman et al. [92], Ohtsuki and Nowak [121, 122],
Ohtsuki et al. [124], Taylor et al. [153, 154], Santos et al. [141]).
Another spatial structure is a population subdivided into two subpopulations
with any migration rates (Ladret and Lessard [90]), or an island model with a
large number of islands and uniform or proportional dispersal (Rousset and Billiard
[137], Ladret and Lessard [79], Lessard [88, 89]). The stepping stone model (see,
e.g., Rousset and Billiard [137], Rousset [136]) is a spatial model with local disper-
sal. Suppose a population subdivided into d demes labeled by the integers 1, . . . , d,
and a migration matrix M = (mi,j), where mi,j is the proportion of oﬀspring in
deme i that come from deme j. The stepping stone model corresponds to the case
where mi,j = m2 if j = i+1 or i−1, and 0 otherwise, for i = 2, . . . , d−1. For i = 1,
we have m1,j = m2 if j = 2 or d, and 0 otherwise. Similarly, we have md,j =
m
2
if
j = 1 or d− 1, and 0 otherwise.
The geometry of human populations is determined by associations that indivi-
duals have with various groups or sets. Each individual may belong to many sets,
for example, a student may study several subjects and take diﬀerent classes. A
particular setting is studied in Tarnita et al. [148] : a population of N individuals
is distributed over M sets where each individual belongs exactly to K sets. In-
teractions occur within each given set. For a review of evolutionary dynamics in
structured populations, see, e.g., Lehmann and Rousset [83, 84] or Nowak et al.
[119].
The Prisoner’s Dilemma (Axelrod and Hamilton [9], Axelrod [7]) is a simple
game in which there is a tension between individual interests and a common good.
It has been studied in economics, philosophy and machine learning. It is crucial
for understanding human relations, evolution and morality. In the Prisoner’s Di-
lemma, there are two strategies, C andD, which refer to cooperation and defection,
respectively. The payoﬀ matrix is given by

C D
C R S
D T P
, (2.1.1)
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where T > R > P > S. Here, R is the reward payoﬀ that each player receives
if both cooperate, P is the punishment payoﬀ that each player receives if both
defect, T is the temptation payoﬀ that a player receives if he alone defects and S
is the sucker payoﬀ that a player receives if he alone cooperates. A simpler form
of the Prisoner’s Dilemma is the additive model with a payoﬀ matrix in the form

C D
C b− c −c
D b 0
, (2.1.2)
where b > 0 is the beneﬁt gained by the opponent of a cooperator and c < b is the
cost incurred by a cooperator.
Individuals exhibit other phenotypic traits in addition to their behavioral stra-
tegies as size, height, or other aspects of physical appearance, which supports the
idea that behavioral strategy is triggered by phenotypic similarity. This is known
as the green-beard eﬀect which is based on the theory of the selﬁsh gene (Hamil-
ton [45, 46], Dawkins [22]), according to which an individual possesses the gene
that creates the incentive to be altruistic toward individuals who also possess this
gene. It appears when a gene produces three phenotypic eﬀects : a perceptible
characteristic (the hypothetical green beard), a recognition by other individuals of
this characteristic and a preferential treatment of those recognized. An individual
carrier of this gene recognizes the other porters of this gene and behaves in a way
altruistic toward them.
The eﬀect of phenotypic similarity on the evolution of cooperation has been
studied in the framework of an inﬁnite structured population (see, e.g., Riolo et
al. [132], Axelrod et al. [8], Traulsen and Claussen [157], Jansen and Van Baalen
[63], Traulsen and Nowak [160]). Rousset and Roze [138] and Lehmann et al. [80]
consider an island model with an inﬁnite number of demes composed of N haploid
individuals. There are two loci with two alleles segregating at each locus. The ﬁrst
is the helping locus with a helping allele or a cheating allele. The second is the
matching locus with a mutant recognition allele or a wild allele. There are pairwise
interactions within demes. An individual i adopts the strategy cooperation against
an individual j of the same deme if i has the helping allele at the helping locus
while i and j have the same allele at the matching locus, otherwise i adopts the
strategy defection against j.
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More recently Lehmann et al. [80] considered a ﬁnite well-mixed population
according to a Wright-Fisher model. Like in Rousset and Roze [138], there are
two loci, a strategy locus and a matching locus. With two alleles at the matching
locus, a wild type and a mutant type, it is a model with a ﬁnite phenotype space,
actually two phenotypes.
Another setting is the one-dimensional or inﬁnite-dimensional phenotype space
with a priori inﬁnite possible states which was studied by Antal et al. [4]. Consider
a population of N individuals which follows a Wright-Fisher model. In each ge-
neration, every individual produces the same large number of oﬀspring. The next
generation of N individuals is sampled from this pool of oﬀspring. Consider a one-
dimensional (respectively inﬁnite-dimensional) phenotype space : each individual
has a phenotype represented by an integer (respectively an inﬁnite vector of inte-
gers) and adopts a strategy among the two strategies of the Prisoner’s Dilemma,
C and D. An individual inherits its parent’s phenotype i with probability 1−v, or
one of the phenotypes i− 1 and i+ 1 with the same probability v/2 (respectively
with probability v an individual jumps to a new unique phenotype). Similarly an
individual inherits its parent’s strategy with probability 1−u or adopts a strategy
chosen at random among {C,D} with probability u. Cooperation is conditional on
being of the same phenotype. In other words, a C-player cooperates if the opponent
is of the same phenotype, and defects otherwise. On the other hand, a D-player
always defects. Therefore, the payoﬀs are given by the entries of the matrix (??).
For one-dimensional and inﬁnite-dimensional phenotype spaces described above,
Antal et al. [4] derived conditions for C to be more abundant than D under weak
selection, i.e. conditions for the average frequency of C in the stationary state to
strictly exceed 1/2. In the limit of a large population the conditions are
(R− P )(1 +
√
3) > T − S,
for a one-dimensional phenotype space, and
R > P
for an inﬁnite-dimensional phenotype spaces. These conditions are equivalent to a
beneﬁt-to-cost ratio satisfying
b
c
> 1 +
2√
3
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and
b
c
> 1,
for one-dimensional and inﬁnite-dimensional phenotype spaces, respectively, in the
case of the additive Prisoner’s Dilemma with the payoﬀ matrix (2.1.2).
However, reality lies between the two above limit cases, since a phenotype
describes the similarity between individuals in several but ﬁnite characteristics (the
phenotype is encoded by many genes). In this paper, we study the general case of
a phenotype space of dimension n ≥ 1. We use a perturbation method to study a
mutation-selection equilibrium under weak selection. We derive a condition for C
to be more abundant on average, and its large population size limit, in terms of the
payoﬀs of the game and some identity measures. The analysis diﬀers according to
the dimension n of the phenotype space. We discuss the eﬀect of the dimension of
the phenotype space, as well as the eﬀects of the phenotype and strategy mutation
rates.
The remainder of this paper is organized as follows. In Section 2, the addi-
tive Prisoner’s Dilemma in a phenotype space of any ﬁnite dimension n ≥ 1 is
presented. A condition for selection to favor cooperation in the stationary state
is derived in Section 3 and a ﬁrst-order approximation with respect to the inten-
sity of selection is given in Section 4. This approximation is expressed in terms of
identity measures under neutrality in Section 5. The eﬀects of the phenotype and
strategy mutation rates in the cases of n = 2 and n ≥ 3 are studied in Sections
6 and 7, respectively. In Section 8, the general form of the Prisoner’s Dilemma is
considered. Finally, the best scenario for the evolution of cooperation stemming
from the results is discussed and interpreted in Section 9.
2.2. Model
Consider a population consisting of N haploid individuals numbered by the
integers 1, . . . , N . Individual k exhibits a n-dimensional phenotype represented by
x(k) = (x1(k), . . . , xn(k)) ∈ Zn, where the i-th component xi(k) is an integer
for i = 1, . . . , n, for k = 1, . . . , N . In pairwise interactions in the context of the
Prisoner’s Dilemma, individual k adopts strategy S(k) ∈ {C,D}, where C and D
refer to cooperation and defection, respectively, for k = 1, . . . , N .
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The system evolves according to a Wright-Fisher process. There are discrete,
non-overlapping generations. Each individual of each generation is produced inde-
pendently of all others by a parent chosen among the individuals of the previous
generation with a probability proportional to the ﬁtness of that parent, which is a
function of the payoﬀ that he receives (see below). An oﬀspring inherits the stra-
tegy of its parent with probability 1 − u or adopts a strategy chosen at random
among the two available strategies with probability u. Note that the model with
a probability u1 of adopting the other strategy is equivalent to u = 2u1. Moreo-
ver, if the parent is individual k, then the oﬀspring inherits the phenotype x(k)
with probability 1 − v, adopts the phenotype x(k) + ei with probability v2n , or
adopts the phenotype x(k)−ei with probability v2n , for i = 1, . . . , n. Here, ei ∈ Zn
is a n-dimensional unit vector with the i-th component equal to 1 and all other
components equal to 0.
Note that a phenotype mutation, which occurs with probability v, corresponds
to an increase or a decrease by 1 in one of the n components of the phenotype. On
the other hand, a strategy mutation, which occurs with probability u, is parent-
independent in the sense that the outcome does not depend on the strategy of the
parent. Moreover, all mutation events are assumed to be independent.
Each individual engages in pairwise interactions with all other individuals of
the population in the same generation and accumulates a total payoﬀ. The result
of an interaction between two individuals of the same phenotype is characterized
by the 2×2 payoﬀ matrix given by (2.1.2). The result of an interaction between two
individuals of diﬀerent phenotypes is a payoﬀ 0 to each player. This means that
cooperators play a conditional strategy : they cooperate with all the individuals
who have the same phenotype, and they defect with the others. Defectors always
defect. The game is assumed to be symmetric, which means that the beneﬁt and
cost payoﬀs are the same for every player.
The total payoﬀ of a player I is given by the sum of all the payoﬀs that he
receives, represented by ωI . The fertility of I is then assumed to be in the form
f = 1 + δ × ωI , (2.2.1)
where δ > 0 represents an intensity of selection. The neutral model corresponds to
δ = 0. Note that δ is assumed to be suﬃciently small so that all fertility values
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For x ∈ Zn, let nx denote the number of players of phenotype x, and mx the
total number of cooperators of phenotype x, respectively. Then the state of the
whole population is given by the vector s = (n,m), where n andm are two vectors
deﬁned by
n = (nx : x ∈ Zn)
and
m = (mx : x ∈ Zn).
Since self interaction is excluded, the total payoﬀ of a cooperator of phenotype x
is given by
ωC,x = b(mx − 1)− c(nx − 1). (2.2.2)
Similarly, the total payoﬀ of a defector of phenotype x is
ωD,x = bmx. (2.2.3)
Note that N =
∑
y∈Zn ny. The corresponding fertilities are
fC,x = 1 + δωC,x (2.2.4)
and
fD,x = 1 + δωD,x, (2.2.5)
respectively.
2.3. Condition for selection to favor cooperation
We say that selection favors cooperation if the expected frequency of coope-
rators in the stationary state strictly exceeds 1/2 (Antal et al. [4]). If this is
ascertained at least for an intensity of selection that is small enough, then we say
that weak selection favors cooperation.
Let X(s) denote the frequency of cooperators in the population in state s. The
frequency of cooperators changes over one generation by a quantity represented
by ∆X(s). The expected value of this change can be decomposed into two terms.
A ﬁrst term accounts for the change due to selection in the absence of strategy
mutation, which occurs in an expected proportion 1 − u of the population. A
second term describes the change due to strategy mutation (in which case selection
has no eﬀect), which occurs in the complementary expected proportion u of the
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population. More precisely, we have
Eδ
[
∆X(s)
]
= (1− u)Eδ
[
∆Xsel(s)
]
+ uEδ
[
∆Xmut(s)
]
, (2.3.1)
where s represents the current population state. Note that equation (2.3.1) holds
only under the assumption that strategy mutation, when it occurs, does not depend
on the parental type (for more details see Allen and Tarnita [1]). Moreover, the
mutant strategy is chosen at random among the two strategies (cooperation and
defection), the expected frequency of cooperators is 1/2 after mutation, compared
to X(s) before selection and mutation. Therefore, we have
Eδ
[
∆Xmut(s)
]
=
1
2
−X(s).
This leads to
Eδ
[
∆X(s)
]
= (1− u)Eδ
[
∆Xsel(s)
]
+ u
(1
2
−X(s)
)
. (2.3.2)
In the stationary state (for the existence of the stationary state see Appendix A),
the frequency of cooperators in the population, denoted by X, keeps a constant
expected value. Then the expected change in the frequency of cooperators vanishes,
that is
Eδ[∆X] = Eδ
[
Eδ[∆X(s)]
]
= 0.
Taking expectation on both sides of equation (2.3.2) yields, after rearranging terms,
Eδ[X] =
1
2
+
1− u
u
Eδ[∆Xsel], (2.3.3)
where
Eδ[∆Xsel] = Eδ
[
Eδ[∆Xsel(s)]
]
.
We conclude that Eδ[X] > 1/2, which means that cooperation is favored by selec-
tion, if the expected value of the change in the frequency of cooperators due to
selection only (in the absence of strategy mutation) is positive in the stationary
state, that is
Eδ[∆Xsel] > 0. (2.3.4)
If this inequality is ascertained at least for δ > 0 small enough, then we say that
cooperation is favored by weak selection.
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2.4. Effect of selection on expected change in coopera-
tor frequency
Given a population state s = (n,m), the expected change in the frequency of
cooperators due to selection before strategy mutation in oﬀspring is given by the
expression
Eδ
[
∆Xsel(s)
]
=
1
N
 ∑
x∈Zn
mx̟C,x −mx
. (2.4.1)
Here, ̟C,x is the ﬁtness of a cooperator of phenotype x, namely the expected
number of oﬀspring of a cooperator whose phenotype is x, for x ∈ Zn. Using the
fertilities deﬁned in equations (2.2.4) and (2.2.5), we have
̟C,x =
NfC,x∑
y∈Zn
(
myfC,y + (ny −my)fD,y
) . (2.4.2)
As a matter of fact, every individual in the current generation is chosen to be the
parent of an oﬀspring in the next generation with probability given by its fertility
relative to the total fertility. This is repeated independently N times. Note that
the total fertility is given by∑
y∈Zn
(
myfC,y + (ny −my)fD,y
)
= N + δ(b− c) ∑
y∈Zn
my(ny − 1). (2.4.3)
A ﬁrst-order approximation with respect to the intensity of selection δ yields the
following expression for the expected number of oﬀspring of a cooperator whose
phenotype is x :
̟C,x = 1 + δ
b(mx − 1)− c(nx − 1)− b− c
N
∑
y∈Zn
my(ny − 1)
+ o(δ). (2.4.4)
Therefore, equation (2.4.1) becomes
Eδ
[
∆Xsel(s)
]
=
δ
N
b ∑
x∈Zn
mx(mx−1)−c
∑
x∈Zn
mx(nx−1)−b− c
N
∑
x,y∈Zn
mxmy(ny−1)
+o(δ).
(2.4.5)
Taking expectation on both sides of the above equation gives a ﬁrst-order approxi-
mation with respect to δ for the expected change in frequency of cooperators under
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weak selection given by
Eδ
[
∆Xsel
]
=
δ
N
b ∑
x∈Zn
E0
(
mx(mx−1)
)
−c ∑
x∈Zn
E0
(
mx(nx−1)
)
−b− c
N
∑
x,y∈Zn
E0
(
mxmy(ny−1)
)+
(2.4.6)
Here, E0 denotes expectation in the stationary state under neutrality (δ = 0).
2.5. Condition for weak selection to favor cooperation
in terms of identity measures
For an event A, let us introduce the indicator variable
1A =
1 if the event A is true,0 if the event A is false.
In a population with individuals exhibiting phenotype x(k) and playing strategy
S(k), for k = 1, . . . , N , the number of individuals of phenotype x, given by nx,
and the number of cooperators of phenotype x, given by mx, can be expressed as
nx =
N∑
k=1
1{x(k)=x}
and
mx =
N∑
k=1
1{x(k)=x}1{S(k)=C}.
Moreover, we have :
∑
x∈Zn
mx =
∑
x∈Zn
N∑
k=1
1{x(k)=x}1{S(k)=C} =
N∑
k=1
1{S(k)=C},
∑
x∈Zn
m2x =
∑
x∈Zn
N∑
k,j=1
1{x(k)=x(j)=x}1{S(k)=S(j)=C}
=
N∑
k,j=1
1{x(k)=x(j)}1{S(k)=S(j)=C},
∑
x,y∈Zn
mxmy =
∑
x,y∈Zn
N∑
k,j=1
1{x(k)=x}1{x(j)=y}1{S(k)=S(j)=C}
=
N∑
k,j=1
1{S(k)=S(j)=C},
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∑
x∈Zn
mxnx =
∑
x∈Zn
N∑
k,j=1
1{x(k)=x(j)=x}1{S(k)=C}
=
N∑
k,j=1
1{x(k)=x(j)}1{S(k)=C},
∑
x,y∈Zn
mxmyny =
∑
x,y∈Zn
N∑
k,j,l=1
1{x(k)=x}1{S(k)=S(j)=C}1{x(j)=x(l)=y}.
Using the fact that the two strategies C and D are interchangeable in the neutral
model (δ = 0), we have the following equalities :
E0[1{S(k)=C}] =
1
2
E0[1{S(k)=C} + 1{S(k)=D}] = 1/2,
E0[1{S(k)=S(j)=C}] =
1
2
E0[1{S(k)=S(j)}] = yn/2,
E0[1{x(k)=x(j)}] = zn,
E0[1{x(k)=x(j)}1{S(k)=S(j)=C}] =
1
2
E0[1{x(k)=x(j)}1{S(k)=S(j)}] = gn/2,
E0[1{x(k)=x(j)}1{S(j)=S(l)=C}] =
1
2
E0[1{x(k)=x(j)}1{S(j)=S(l)}] = hn/2.
Here, the integers k, j and l designate three distinct individuals chosen at random
in the population in the stationary state, while yn, zn, gn and hn are identity
measures deﬁned as follows :
yn = P0[k and j have the same strategy],
zn = P0[k and j have the same phenotype],
gn = P0[k and j have the same strategy and the same phenotype],
hn = P0[j and l have the same strategy while k and j have the same phenotype].
The notation P0 is used for probability under neutrality. In terms of these identity
measures, we have :
E0
[ ∑
x∈Zn
mx
]
= N/2,
E0
[ ∑
x∈Zn
m2x
]
=
N
2
+
N(N − 1)
2
gn,
E0
[ ∑
x,y∈Zn
mxmy
]
=
N
2
+
N(N − 1)
2
yn,
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E0
[ ∑
x∈Zn
mxnx
]
=
N
2
+
N(N − 1)
2
zn,
E0
[ ∑
x,y∈Zn
mxmyny
]
=
N
2
+
N(N − 1)
2
(yn + zn + gn) +
N(N − 1)(N − 2)
2
hn.
Hence, following (2.3.4) and (2.4.6), a condition for weak selection to favor coope-
ration is(
(N − 2)(gn − hn) + gn − zn
)
b−
(
(N − 2)(zn − hn) + zn − gn
)
c > 0. (2.5.1)
This condition is equivalent to
b
c
> Rn, (2.5.2)
where the threshold beneﬁt-to-cost ratio Rn is a function of the identity measures
zn, gn and hn, besides the population size N , given by
Rn =
(N − 2)(zn − hn) + zn − gn
(N − 2)(gn − hn) + gn − zn . (2.5.3)
This expression is valid for any population size N ≥ 3.
Remark 2.5.1. In the case of a population size N = 2, condition (2.5.1) for weak
selection to favor cooperation never holds with the payoﬀ matrix (2.1.2) for the
additive Prisoner’s Dilemma, because we have zn > gn
We consider the limiting case of a large population size and low mutation rates
so that the population-scaled strategy mutation rate µ = Nu and the population-
scaled phenotype mutation rate ν = Nv remain constant as N → ∞. In this
limiting case, the threshold ratio (2.5.3) becomes
Rn =
zn − hn
gn − hn . (2.5.4)
Now, we use the expressions (see appendix B)
zn =
n
2ν
Gn
( 1
2ν
)
, (2.5.5a)
gn =
n
4ν
Gn
( 1
2ν
)
+Gn
(2µ+ 1
2ν
), (2.5.5b)
hn =
n
8ν
3 + 2µ1 + µ Gn
( 1
2ν
)
+Gn
(1 + 2µ
2ν
)
− µ(3 + 2µ)
(1 + µ)(1 + 2µ)
Gn
(3 + 2µ
2ν
).
(2.5.5c)
57
These expressions are given in terms of Gn, the Laplace transform of the Modiﬁed
Bessel function of power n. This transform is deﬁned as
Gn(x) =
∫ ∞
0
(
I0(σ)
)n
e−n(1+x)σdσ. (2.5.6)
Here, I0 denotes the Modiﬁed Bessel function of index 0 given by the expansion
I0(x) =
∞∑
l=0
1
(l!)2
(
x
2
)2l
. (2.5.7)
By substituting the expressions (2.5.5a), (2.5.5b) and (2.5.5c) for zn, gn and hn,
respectively, the threshold ratio (2.5.4) takes the form
Rn =
(1 + 2µ)2Gn
(
1
2ν
)
+ µ(3 + 2µ)Gn
(
3+2µ
2ν
)
− (1 + µ)(1 + 2µ)Gn
(
1+2µ
2ν
)
−(1 + 2µ)Gn
(
1
2ν
)
+ µ(3 + 2µ)Gn
(
3+2µ
2ν
)
+ (1 + µ)(1 + 2µ)Gn
(
1+2µ
2ν
) .
(2.5.8)
Note that Gn(x) is a decreasing function on (0,+∞), since e−n(1+x)σ is decreasing
on (0,+∞) as a function of x for every σ ∈ (0,+∞). Therefore, the diﬀerence
between the numerator and the denominator in (2.5.8) is given by
2(1 + 2µ)(1 + µ)
Gn( 12ν
)
−Gn
(1 + 2µ
2ν
) > 0.
This means that the threshold ratio Rn strictly exceeds 1, for any population-scaled
strategy mutation rate µ > 0 and any population-scaled phenotype mutation rate
ν > 0 in the limit of a large population size (N →∞).
In the remainder of the paper, we are interested in the best scenario for the
evolution of cooperation. More precisely, we look for the values of µ and ν that
minimize the threshold ratio Rn.
The case of a one-dimensional phenotype space (n = 1) is studied in Antal et
al. [4]. It is shown that the best scenario for the evolution of cooperation under
the additive Prisoner’s Dilemma stems from a high population-scaled phenotype
mutation rate (ν →∞) and a low population-scaled strategy mutation rate (µ→
0) with a threshold ratio R1 = 1 + 2√3 .
For a phenotype space of dimension n ≥ 2 studied here, the analysis is diﬀerent
from the case n = 1 and diﬀers according to two cases : the case where Gn(x) has
an inﬁnite right-hand limit at 0, which holds for a phenotype space of dimension
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n = 2, and the case where Gn(x) has a ﬁnite right-hand limit at 0, which holds for
a phenotype space of dimension n ≥ 3.
2.6. Bidimensional phenotype space (n = 2)
In this section, we study the best scenario for the evolution of cooperation in
the case of a phenotype space of dimension n = 2. First note that the Modiﬁed
Bessel function of index 0 given by (2.5.7) satisﬁes(
I0(x)
)2
=
∞∑
l=0
l∑
l′=0
1
(l′!)2
· 1
((l − l′)!)2
(
x
2
)2l
=
∞∑
l=0
(
2l
l
)
(l!)2
(
x
2
)2l
. (2.6.1)
This expansion and the identity∫ ∞
0
τ 2le−atdτ =
(2l)!
a2l+1
lead to
G2(x) =
∫ ∞
0
(
I0(τ)
)2
e−2(1+x)τdτ
=
∞∑
l=0
(
2l
l
)
22l(l!)2
∫ ∞
0
τ 2le−2(1+x)τdτ
=
1
2(1 + x)
∞∑
l=0
(
2l
l
)(
2l
l
)( 1
4(1 + x)
)2l
=
1
π(1 + x)
K
( 1
1 + x
)
. (2.6.2)
Here, K denotes the Legendre complete elliptic integral of the ﬁrst kind (Erdélyi
et al. [30]) given by the series expansion
K(x) =
π
2
∞∑
l=0
(
2l
l
)(
2l
l
)(
x
4
)2l
, (2.6.3)
for |x| < 1. We are interested in the threshold beneﬁt-to-cost ratio (2.5.8) in the
case where ν →∞. We note that K(x) has an inﬁnite left-hand limit at 1, that is
lim
x→1−
K(x) = +∞,
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so that G2(x) has an inﬁnite right-hand limit at 0, that is
lim
x→0+
G2(x) = +∞.
Actually the asymptotic behavior of K(x) as x → 1− (Erdélyi et al. [30]) is
described by
K(x) = 4 log
( 4√
1− x2
)
+ o(1), (2.6.4)
where o(1) is a function of x, which has the following limit
lim
x→1−
o(1) = 0.
From equation (2.6.2), this leads to
G2
(
a
2ν
)
=
2ν
π(a+ 2ν)
K
( 2ν
a+ 2ν
)
=
4
π
log
4(a+ 2ν)√
a2 + 4aν
+ o(1)
=
4
π
log
√ν√
a
(
1 +
3a
8ν
+ o(ν−1)
)+ o(1)
=
2 log ν
π
+ o(log ν), (2.6.5)
as ν →∞ for any a > 0. Here, o(log ν) is a function of ν such that
lim
ν→∞
o(log ν)
log ν
= 0.
Therefore, equation (2.5.8) for n = 2 takes the form
R2 =
(
(1 + 2µ)2 + µ(3 + 2µ)− (1 + µ)(1 + 2µ)
)
2 log ν + o(log ν)(
− (1 + 2µ) + µ(3 + 2µ) + (1 + µ)(1 + 2µ)
)
2 log ν + o(log ν)
= 1 + o(1), (2.6.6)
where o(1) is a non negative function of ν that tends to 0 as ν →∞. This means
that the value of the threshold beneﬁt-to-cost ratio R2 in the limit ν →∞ equals
1. Therefore, in the case of the additive Prisoner’s Dilemma in a 2-dimensional
phenotype space, cooperation is favored by weak selection as ν → ∞ whenever
the beneﬁt b from cooperation is larger than its cost c, that is b > c.
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Conversely, using the expansion of K given by (2.6.3), we obtain
K(x) =
π
2
+
πx2
8
+ o(x2), (2.6.7)
as x→ 0. Then we have
G2
(
a
2ν
)
=
ν
a
− 2ν
2
a2
+ o(ν2),
as ν → 0, for any a > 0. This entails that
R2 =
(1 + 2µ)(3 + 2µ)
4(1 + µ)ν
+ o(1), (2.6.8)
as ν → 0. Then the threshold beneﬁt-to-cost ratio R2 diverges as (1+2µ)(3+2µ)4(1+µ)ν
for small ν. Consequently, a small scaled-population rate of phenotype mutation
opposes cooperators to evolve in a two-dimensional phenotype space.
Figures 2.1 and 2.2 illustrate the eﬀects of the population-scaled mutation rates
ν and µ for phenotype and strategy, respectively, on the threshold beneﬁt-to-cost
ratio R2 given by (2.5.8) in the case of phenotype space of dimension n = 2 in the
limit of a large population size. These ﬁgures show that the threshold ratio R2 is
decreasing as a function of ν and increasing as a function of µ. This means that
the condition for cooperation to be favored is less stringent if ν is larger. Moreover,
for intermediate values of 0 < ν < ∞, this condition is less stringent for smaller
values of µ. Note that the threshold ratio R2 → 1 as ν → ∞, while R2 → ∞ as
ν → 0.
2.7. Phenotype space of dimension n ≥ 3
The Modiﬁed Bessel function I0(τ) has an asymptotic behavior as τ → ∞
(Watson [173]) given by
I0(τ) ≈ e
τ
√
2πτ
,
which entails that
(I0(τ))ne−nτ ≈ 1
(
√
2πτ)n
.
This guarantees that
∫∞
0 (I0(τ))
ne−nτdτ exists for n ≥ 3. Hence, the dominated
convergence theorem ensures that
lim
x→0+
Gn(x) =
∫ ∞
0
(I0(τ))ne−nτdτ,
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Figure 2.1. Exact threshold beneﬁt-to-cost ratio R2 in the N →
∞ limit as a function of the population-scaled strategy mutation
rate µ = Nu for diﬀerent values of the population-scaled phenotype
mutation rate ν = Nv. Cooperation is most favored in the ν → ∞
limit, where R2 → 1.
since
lim
x→0+
(I0(τ))ne−nτ(1+x) = (I0(τ))ne−nτ
and
|(I0(τ))ne−nτ(1+x)| ≤ (I0(τ))ne−nτ ,
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Figure 2.2. Exact threshold beneﬁt-to-cost ratioR2 in theN →∞
limit as a function of the population-scaled phenotype mutation rate
ν = Nv for diﬀerent values of the population-scaled strategy muta-
tion rate µ = Nu. The worst scenario for the evolution of cooperation
is when ν → 0, where R2 →∞.
for all τ ≥ 0. Then, Gn(x) has a right-hand limit at 0 given by
Gn(0+) =
∫ ∞
0
(I0(τ))ne−nτdτ.
As ν →∞, we have
lim
ν→∞G2
( 1
2ν
)
= lim
ν→∞G2
(1 + 2µ
2ν
)
= lim
ν→∞G2
(3 + 2µ
2ν
)
= Gn(0+), (2.7.1)
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and therefore,
lim
ν→∞Rn =
(1 + 2µ)2Gn(0+) + µ(3 + 2µ)Gn(0+)− (1 + µ)(1 + 2µ)Gn(0+)
−(1 + 2µ)Gn(0+) + µ(3 + 2µ)Gn(0+) + (1 + µ)(1 + 2µ)Gn(0+)
= 1. (2.7.2)
Then, with the payoﬀ matrix (2.1.2) for the additive Prisoner’s Dilemma with
b > c, the expected frequency of cooperators in the stationary state under weak
selection strictly exceeds 1/2, which means that cooperation is more abundant
then defection.
Now we study the eﬀect of a small population-scaled phenotype mutation rate
on the threshold beneﬁt-to-cost ratio Rn. First, from equation (2.5.7) we have the
asymptotic expansion
I0(t) = 1 +
t2
4
+ o(t2), (2.7.3)
as t→ 0. Then using this expansion in (2.5.6) gives the asymptotic expansion
Gn
(
a
2ν
)
=
2ν
2ν + a
∫ ∞
0
(
I0
( 2νσ
2ν + a
))n
e−nσdσ
=
2ν
2ν + a
∫ ∞
0
(
1 +
nν2σ2
a2
+ o(ν2)
)
e−nσdσ
=
2ν
na
− 4ν
2
na2
+ o(ν2),
as ν → 0, for any a > 0. This yields the asymptotic expression
Rn =
(1 + 2µ)(3 + 2µ)
4(1 + µ)ν
+ o(1), (2.7.4)
as ν → 0. Then the ratio Rn diverges as (1+2µ)(3+2µ)4(1+µ)ν as ν → 0, which means that a
scaled-population phenotype mutation rate that is small enough opposes evolution
of cooperation. To see the eﬀect of the scaled-population strategy mutation rate
on the ratio Rn, note that
(1+2µ)(3+2µ)
4(1+µ)ν
is a increasing function of µ. Therefore a
smaller scaled-population strategy mutation rate is more favorable for cooperation
to evolve. Note that the dimension of the phenotype space n has no eﬀect on the
ﬁrst term of (2.7.4), but it has an eﬀect on the second term which is of order o(1).
The same qualitative conclusions hold for a phenotype space of dimension n ≥ 3
as for the case n = 2. As a function of the population-scaled phenotype mutation
rate ν, the threshold beneﬁt-to-cost ratio Rn is decreasing. However, the threshold
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ratio Rn is increasing with respect to the population-scaled strategy mutation rate
µ.
2.8. General case
In this section, we study the case of the general Prisoner’s Dilemma. More
precisely, an interaction between two individuals of the same phenotype is charac-
terized by the 2 × 2 payoﬀ matrix given by (2.1.1). The result of an interaction
between two individuals of diﬀerent phenotypes is a payoﬀ P to each player. A
similar reasoning to the one given in Sections 2.4 and 2.5 yields as condition for
weak selection to favor cooperation
M1R +M2S +M3P +M4T > 0, (2.8.1)
where
M1 =
(
1− 2
N
)
(gn − ηn),
M2 =
(
1− 1
N
)
(zn − gn)−
(
1− 2
N
)(
hn − ηn
)
,
M3 =
(
1− 2
N
)(
2hn − ηn − zn
)
,
M4 =
(
1− 2
N
)(
ηn − hn
)
− 1
N
(
zn − gn
)
.
Here, ηn is the identity measure deﬁned by
ηn = P0
[
k, j and l have the same strategy while k and j have the same phenotype
]
,
where k, j and l are three individuals chosen at random without replacement in
the stationary state under neutrality. Condition (2.8.1) is valid for any population
size N ≥ 2 and any dimension n ≥ 1 for the phenotype space. In the limit of a
large population, this condition becomes
(R− S)gn + (S − P )zn > (R− S − T + P )ηn + (S + T − 2P )hn. (2.8.2)
Now, by using the expression (see Appendix B)
ηn =
n
8ν
2 + µ1 + µGn
( 1
2ν
)
+ 2Gn
(1 + 2µ
2ν
)
− µ(3 + 2µ)
(1 + µ)(1 + 2µ)
Gn
(3 + 2µ
2ν
),
(2.8.3)
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and the expressions (2.5.5a), (2.5.5b), (2.5.5c) for zn, gn and hn, condition (2.8.2)
can be written in the form
σnR + S > T + σnP, (2.8.4)
where
σn =
µ
(
(1 + 2µ)Gn( 12ν ) + (3 + 2µ)Gn(
3+2µ
2ν
)
)
(1 + µ)(1 + 2µ)
(
Gn( 12ν )−Gn(1+2µ2ν )
) . (2.8.5)
Here, σn is a structure coeﬃcient (Tarnita et al. [149]), which does not depend on
the entries of the payoﬀ matrix. Alternatively, σn can be expressed as
σn =
Rn + 1
Rn − 1 . (2.8.6)
Thus, if the critical beneﬁt-to-cost ratio Rn is known, we can immediately obtain
σn and vice versa.
Now, we are interested in the condition to favor cooperation in the ν →∞ limit
in the general case. The fact that limν→∞Rn = 1 and relation (2.8.6) guarantee
that limν→∞ σn =∞. Then, the condition for weak selection to favor cooperation
takes the simple form
R > P, (2.8.7)
as ν →∞, for any population-scaled mutation rate µ > 0. This condition is valid
for a phenotype space of any dimension n ≥ 2. The condition means that weak
selection favors the strategy with the higher payoﬀ against itself. This condition is
the well-known condition for Pareto dominance to prevail over risk dominance in
coordination games (Harsanyi and Selten[55]. In this case, the diagonal entries of
the payoﬀ matrix are more important than the oﬀ-diagonal entries for determining
the best strategy.
As the population-scaled phenotype mutation rate tends to 0, the structure
coeﬃcient tends to 1 that is limν→0 σn = 1, owing to relation (2.8.6) and the
fact that limν→0Rn = ∞. Then, condition (2.8.4) for weak selection to favor
cooperation becomes
R + S > T + P,
as ν → 0. This condition is valid for any population-scaled mutation rate µ > 0
and for any phenotype space dimension n ≥ 2. This is the well-known condition
for risk dominance in a coordination game (Hersanyi and Selten [55]). Here, the
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situation is equivalent to a well-mixed population and then the structure of the
phenotype space has no eﬀect on the favored strategy.
2.9. Discussion
We have derived conditions that favor the evolution of cooperation in a pheno-
type space of any ﬁnite dimension n ≥ 2. Consider a population of N individuals
labeled by the integers 1, . . . , N . Each individual has a phenotype represented by
a n-dimensional vector with integer components. Moreover, each individual adopts
one of two strategies, cooperation and defection. Generations are discrete and non
overlapping. The phenotype mutation rate is v. If the phenotype of the parent k
is x(k), then the phenotype of an oﬀspring of k is x(k) − ei, x(k) or x(k) + ei
with probability v
2n
, 1− v or v
2n
, respectively, for i = 1, . . . , n. Here, ei denotes the
n-dimensional vector with 1 in the i-th component and 0 elsewhere. We assume
also that an oﬀspring inherits the strategy of its parent with probability 1−u and
chooses a strategy at random among cooperation and defection with probability
u. Every individual interacts with all the other individuals in the same generation
to accumulate a total payoﬀ, which aﬀects its contribution to the next generation
by a small additive amount proportional to some intensity of selection, called its
fertility. A cooperator receives a payoﬀ R or S against a cooperator or a defector,
respectively, while a defector receives a payoﬀ T or P , respectively, against the cor-
responding players. It is assumed that T > R > P > S, which corresponds to the
Prisoner’s Dilemma. Moreover, cooperation is played only against an individual of
the same phenotype.
We have shown that weak selection favors cooperation in the sense that it is
more abundant on average in the stationary state, if a relation in the form
M1R +M2S +M3P +M4T > 0 (2.9.1)
holds. This condition is given in terms of the payoﬀs R, S, T , P weighted by some
coeﬃcients Mi for i = 1, 2, 3, 4. These depend only on identity measures under
neutrality besides the population size N ≥ 2.
In the limit of a large population, the condition for cooperation to be more
abundant on average in the stationary state under weak selection becomes
(R− S)gn + (S − P )zn > (R− S − T + P )ηn + (S + T − 2P )hn, (2.9.2)
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where zn, gn, hn and ηn are identity measures under neutrality derived in Section
2.11. These identity measures are similar to the ones that arise in studies of social
behavior (Hamilton [45, 46]). The ﬁrst three correspond to the traditional genetic
measures F , φ and γ, respectively, used in Rousset and Roze [138] and Lehmann
et al. [80]. The above condition can be written in the form
σnR + S > σnP + T, (2.9.3)
where σn, called a structure coeﬃcient (Tarnita et al. [149]), depends on the
population-scaled phenotype mutation rate ν = Nv and the population-scaled
strategy mutation rate µ = Nu, but does not depend on the payoﬀs. This para-
meter σn quantiﬁes the degree to which individuals using the same strategy are
more or less likely to interact than individuals using diﬀerent strategies.
In the limit of a low population-scaled phenotype mutation rate (ν → 0),
we have shown that the structure coeﬃcient σn tends to 1 for n ≥ 2. Then the
condition that favors the evolution of cooperation becomes
R + S > T + P.
This is the well-known condition for risk dominance in a coordination game (Har-
sanyi and Selten[48]), which is a typical condition for two player games in non-
structured populations.
However, in the limit of a large population-scaled phenotype mutation rate
(ν → ∞), we have shown that the structure coeﬃcient σn tends to ∞ for n ≥ 2.
In this case, the condition for weak selection to favor the evolution of cooperation
takes the form
R > P.
This means that weak selection favors the strategy with the higher payoﬀ against
itself. The intuitive reason is that in the limit ν →∞ phenotypic identity entails
strategic identity, which means that individuals with the same phenotype use the
same strategy. For n = 2, the expression (2.6.5) for the Laplace transform of the
Modiﬁed Bessel function of power 2 in the identity measures (2.5.5a) and (2.5.5b)
leads to
z2 =
2 log ν
πν
+ o
( log ν
ν
)
,
g2 =
2 log ν
πν
+ o
( log ν
ν
)
.
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while the expression (2.7.1) in the identity measures (2.5.5a) and (2.5.5b) leads to
zn =
n
2ν
Gn(0+) + o
(1
ν
)
,
gn =
n
2ν
Gn(0+) + o
(1
ν
)
,
for n ≥ 3. These expressions imply that limν→∞ zn/gn = 1, which conveys the idea
that phenotypic identity entails strategic identity. In this case, the population is
subdivided into homogeneous groups, that is, groups of cooperators and groups of
defectors. Then the strategy with the higher payoﬀ against itself is favored.
In the case of the additive Prisoner’s Dilemma with a phenotype space of any
ﬁnite dimension, condition (2.9.3) is equivalent to a beneﬁt-to-cost ratio b/c strictly
exceeding some threshold value Rn given by
b
c
> Rn =
zn − hn
gn − hn . (2.9.4)
There is a relation between the structure coeﬃcient and the threshold beneﬁt-to-
cost ratio given by
Rn =
σn + 1
σn − 1 .
We have derived in Sections 6 and 7 the best scenario in favor of the evolution
of cooperation. This scenario is determined by the values of the population-scaled
strategy mutation rate µ and phenotype mutation rate ν which minimize Rn, for
n ≥ 2. For a one-dimensional phenotype space (n=1), Antal et al. [4] showed that
the best scenario was given by ν = Nv ≫ 1 AND µ = Nu ≪ 1. In this case, the
threshold value for the beneﬁt-to-cost ratio is
R1 = 1 +
2√
3
.
In this paper, we have shown that, for a phenotype space of dimension n ≥ 2, the
best scenario is given by ν = Nv ≫ 1. In this case, the threshold value is
Rn = 1.
This condition corresponds to the best scenario in Antal et al. [4] for n = ∞. In
particular, this condition implies that weak selection favors cooperation whenever
the beneﬁt b from cooperation is larger than the cost c.
In general, the threshold value Rn that the beneﬁt-to-cost ratio must exceed
for weak selection to favor cooperation is a decreasing function with respect to the
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dimension n of the phenotype space for any population-scaled phenotype mutation
rate ν and any population-scaled strategy mutation rate µ. This is illustrated in
Figures 2.3 and 2.4. This suggests that a higher dimension of the phenotype space is
more favorable to the evolution of cooperation. Figure 2.3 shows the threshold ratio
Rn as a function of the phenotype space dimension for µ = 1 and ν = 1. Figure
2.4 shows the threshold ratio Rn in the case of a scaled-population phenotype
mutation rate ν = 100 >> 1.
The biological intuition behind our results is that a high phenotype mutation
rate reduces the number of interactions between cooperators and defectors because,
in this case, groups are generally small and made of cooperators only or of defectors
only, in which case the evolutionary process favors the strategy which has the
higher payoﬀ against itself, which is cooperation. On the contrary, a low phenotype
mutation rate increases the occurrence of interactions between cooperators and
defectors in large groups made of cooperators and defectors, in which selection
opposes the evolution of cooperation (Antal et al. [4]).
By contrast a low strategy mutation rate favors the evolution of cooperation.
As a matter of fact the main eﬀect of strategy mutation is to introduce mutant
defectors which invade groups of cooperators, and to introduce mutant cooperators
which do not invade groups of defectors. The eﬀect is stronger when the strategy
mutation rate is higher.
Finally the eﬀect of the dimension n of the phenotype space can be understood
from the observation that if there is a group of cooperators with a given phenotype
and there exists a defector in a group with an adjacent phenotype, then the proba-
bility of migration of this defector to the group of cooperators (given by v/(2n)),
and therefore the probability of invasion of the group of cooperators by defectors,
is a decreasing function with respect to the dimension n. As a result, it is easier for
cooperation to evolve in a phenotype space of higher dimension because it becomes
more diﬃcult for a defector to migrate to a group of cooperators. The diﬀerence
is signiﬁcant from n = 1 to n = 2 and from n = 2 to n = 3, but becomes small as
soon as n ≥ 3. There might be a link between this phenomenon and the properties
of symmetric random walks, which are recurrent for n = 1 or n = 2 but transient
for n ≥ 3 (Norris [106]).
70
Figure 2.3. Exact threshold beneﬁt-to-cost ratio Rn in the N →
∞ limit with ν = 1 and µ = 1 as a function of the dimension n
of the phenotype space. The ratio Rn is a decreasing function in n.
Cooperation is most favored in the n→∞ limit, where R∞ = 2, 75.
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Figure 2.4. Exact threshold beneﬁt-to-cost ratio Rn in the N →
∞ limit with ν = 100 and µ = 1 as a function of the dimension n
of the phenotype space. The ratio Rn is a decreasing function in n.
Cooperation is most favored in the n→∞ limit, where R∞ ≈ 1, 015.
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2.10. Appendix A : Existence of stationary state
In this section, we consider the neutral case when all players have the same
fertility. LetXt =
(
Xt(1), . . . ,Xt(N)
)
, whereXt(k) is the phenotype of individual
k for k = 1, . . . , N , in generation t ≥ 0. The Markov chain Xt for t ≥ 0 is
irreducible on the state space (Zn)N . This can be seen from two observations.
First, the diagonal
∆ = {(x, . . . ,x) : x ∈ Zn}
can be reached with positive probability in one generation from any state x ∈
(Zn)N by considering the scenario where all individuals in the next generation
have the same parent. Conversely, any state x can be reached from some state
on the diagonal ∆ in ﬁnitely many generations. This is a consequence of the fact
that from a phenotype x, the phenotype x + ei or x − ei can be reached in one
generation with a positive probability v
2n
, for any integer i ∈ {1, . . . , n}. Then
the phenotype x + lei can be reached in |l| generations for any integer l ∈ Z,
where |l| is the absolute value of l. Secondly, any y ∈ ∆ can be reached from any
x ∈ ∆ in ﬁnitely many generations, by making all coordinates of Xt move in the
same direction in each generation. But Xt for t ≥ 0 cannot be positive recurrent
because the process rapidly reaches a cluster and this cluster diﬀuses collectively
through the phenotype space (Zn)N (see Antal et al. [4]). For this reason we focus
on diﬀerences in the phenotype space. Let us consider the associated Markov chain
Dt =
(
Xt(1)−Xt(N), . . . ,Xt(N − 1)−Xt(N)
)
,
for t ≥ 0. This chain gives the diﬀerences between the phenotypes of individuals
1, . . . , N − 1 and the phenotype of individual N . We are now interested in the
transition probabilities of this Markov chain. Let
J =
{
− en−1, . . . ,−e1,0, e1, . . . , en−1
}
,
where ei ∈ Zn is a n-dimensional unit vector with 1 in the i-th component, and
0 elsewhere, for i = 1, . . . , n − 1, and 0 is a n-dimensional zero vector. Let |σ|
be the norm of σ ∈ J deﬁned by 1 if σ = ±ei for some i = 1, . . . , n − 1, and
0 if σ = 0. Assume that σk ∈ J describes how the phenotype of individual k
is obtained from the phenotype of its parent. If σk = 0, then the phenotype of
k is the same as its parent’s phenotype, which occurs with probability 1 − v. If
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σk = ei (σk = −ei respectively), then the phenotype of k is obtained by increasing
(decreasing respectively) by 1 the i-th component of its parent’s phenotype, which
occurs with probability v
2n
. For d =
(
d(1), . . . ,d(N − 1)
)
∈ (Zn)N−1 and b =(
b(1), . . . ,b(N − 1)
)
∈ (Zn)N−1, the transition probability
P (d,b) = P(Dt+1 = b|Dt = d)
is given by
P (d,b) =
∑
σ1,...,σN−1∈J
N−1∏
k=1
#{l : d(l) = b(k) + σk}
N
(
(1− |σk|)(1− v) + |σk| v2n
)
.
(2.10.1)
Here, #{l : d(l) = b(k)+σk} is the number of choices for the parent of individual
k given that the phenotype of k is obtained from the phenotype of its parent with
a σk change. The probability of this σk change is
(
(1− |σk|)(1− v) + |σk| v2n
)
.
Lemma 2.10.1. Let {Yt : t ≥ 0} be an irreducible Markov chain on a countable
state space E with transition matrix Q. Assume that there exist x0 ∈ E and p > 0
such that
Q(x, x0) ≥ p, for all x 6= x0. (2.10.2)
Then {Yt : t ≥ 0} is positive recurrent.
Proof. Let Y0 = x0 and deﬁne Tx0 as the time of the ﬁrst return of Yt to x0, that
is
Tx0 := inf{t ≥ 1 : Yt = x0}.
Note ﬁrst that we have the inequality
P
(
Tx0 ≥ t
∣∣∣∣Y0 = x0) ≤ (1− p)t−1, (2.10.3)
for t ≥ 1. As a matter of fact, we have
P(Y1 6= x0, . . . , Yt 6= x0|Y0 = x0)
=
∑
y1,...,yt 6=x0
P(Yt = yt, Yt−1 = yt−1, . . . , Y1 = y1|Y0 = x0)
=
∑
y1,...,yt−1 6=x0
∑
yt 6=x0
P(Yt−1 = yt−1, . . . , Y1 = y1|Y0 = x0)P(Yt = yt|Yt−1 = yt−1)
=
∑
y1,...,yt−1 6=x0
P(Yt−1 = yt−1, . . . , Y1 = y1|Y0 = x0)(1− P(Yt = x0|Yt−1 = yt−1))
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≤ (1− p)P
(
Y1 6= x0, . . . , Yt−1 6= x0
∣∣∣∣Y0 = x0),
owing to (2.10.2). The inequality (2.10.3) follows by recurrence. Now using the fact
that
{Tx0 =∞} = ∩t≥1{Tx0 ≥ t},
we obtain
P
(
Tx0 =∞
∣∣∣∣Y0 = x0) = limt→∞P
(
Tx0 ≥ t
∣∣∣∣Y0 = x0) ≤ limt→∞(1− p)t−1 = 0.
Therefore, the state x0 is recurrent. Turn now to the expected value of Tx0 . We
have
E
[
Tx0
∣∣∣∣Y0 = x0] = ∞∑
t=1
P
(
Tx0 ≥ t
∣∣∣∣Y0 = x0) ≤ ∞∑
t=1
(1− p)t−1 = 1
p
<∞.
We conclude that x0 is positive recurrent. Since the chain is irreducible, it is
positive recurrent, which completes the proof. 
Proposition 2.10.1. If N ≥ 2 and v ∈ [0, 1], then the associated Markov chain
Dt for t ≥ 0 is positive recurrent.
Proof. Note ﬁrst that Dt for t ≥ 0 is irreducible on the state space (Zn)N−1
since Xt for t ≥ 0 is irreducible on the state space (Zn)N . Fix a starting state d ∈
(Zn)N−1. Note that the event {D1 = 0} contains the union of the disjoint events
Γi for i = 1, . . . , N , where Γi is the scenario when all individuals in generation
1 have the i-th individual in generation 0 as their common parent, which occurs
with probability ( 1
N
)N . Moreover, they may all stay at the location of their common
parent, with probability (1−v)N , or all move to the same direction with probability
( v
2n
)N (there are 2n possible directions). Hence,
P (d,0) ≥
N∑
i=1
P (Γi)
=
N∑
i=1
(1− v)N + 2n( v
2n
)N
NN
=
(1− v)N
NN−1
+
vN
(2nN)N−1
= p(v, n,N) > 0.
By the previous lemma, we conclude that the chain is positive recurrent, and the
proof is complete. 
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2.11. Appendix B : Identity measures under neutrality
In this section, we derive the diﬀerent identity measures yn, zn, gn, hn and ηn
in the stationary state under neutrality (δ = 0) in the limit of a large population
(N → ∞). We assume that the strategy mutation rate uN and the phenotype
mutation rate vN depend on the population size N such as limN→∞NvN = µ and
limN→∞NuN = ν, where µ and ν are two positive constants. More precisely, we
suppose that uN =
µ
N
and vN = νN .
2.11.1. Ancestral process
The calculations in this section are based on properties of the ancestral process
in the limit of a large population size which are well known in coalescent theory
since Kingman [70].
— Let tN(k, j) denote the time back to the most recent common ancestor
(MRCA) in number of generations for two individuals k and j chosen at
random in the same generation in a population of size N . The rescaled
coalescence time taking N generations as unit of time tN(k, j)/N converges
in distribution to a continuous random variable τ(k, j) as N → ∞, whose
density function is given by
f1(τ) = e−τ , (2.11.1)
for τ > 0.
Proof. The lineages of two individuals coalesce in each generation with
probability 1/N . Then, we have
P0
(
tN(k, j) > t
)
=
(
1− 1
N
)t
, (2.11.2)
for any integer t ≥ 1. Therefore,
P0
(
tN(k, j)
N
> τ
)
=
(
1− 1
N
)⌊Nτ⌋
,
for any real number τ > 0. Here ⌊.⌋ denotes the integer part function. In
the limit of a large population size, we get
lim
N→∞
P0
(
tN(k, j)
N
> τ
)
= lim
N→∞
(
1− 1
N
)⌊Nτ⌋
= e−τ ,
for any real number τ > 0. 
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— Similarly, let t(3)N (k, j, l) be the ﬁrst coalescence time of two lineages in num-
ber of generations back among the lineages of three individuals k, j and
l chosen at random in the same generation, and t(2)N (k, j, l) be the sup-
plementary time for the coalescence of the two remaining lineages. The
rescaled coalescence time vector
(
t
(3)
N
(k,j,l)
N
,
t
(2)
N
(k,j,l)
N
)
taking N generations
as unit of time converges in distribution to a continuous random vector(
τ (3)(k, j, l), τ (2)(k, j, l)
)
, whose joint density function is given by
f2(τ3, τ2) = 3e−(3τ3+τ2), (2.11.3)
for τ3, τ2 > 0.
Proof. The probability of no coalescence event in one generation back
among the ancestral lines of k, j and l is
(
1− 1
N
)(
1− 2
N
)
. The probability
that two lines coalesce is 3
N
(
1− 1
N
)
. The remaining two lines coalesce later
on with probability 1/N in each generation backward in time. Then, the
probability that the ﬁrst coalescence event occurs at time back t(3)N (k, j, l) >
⌊Nτ3⌋ in number of generations and the second at time back t(2)N (k, j, l) >
⌊Nτ2⌋ in number of generations is
P0
(
t
(3)
N (k, j, l)
N
> τ3,
t
(2)
N (k, j, l)
N
> τ2
)
=
[(
1− 1
N
)(
1− 2
N
)]⌊Nτ3⌋(
1− 1
N
)⌊Nτ2⌋
,
for any real numbers τ3, τ2 > 0. Now using the limit
lim
N→∞
(
1 +
a
N
+ o(N−1)
)⌊Nτ⌋
= eaτ ,
we obtain
lim
N→∞
P0
(
t
(3)
N (k, j, l)
N
> τ3,
t
(2)
N (k, j, l)
N
> τ2
)
= e−(3τ3+τ2),
for any real numbers τ3, τ2 > 0. 
— Now, let SNτ (respectively L
N
τ ) be the number of strategy mutations (res-
pectively the number of phenotype mutations) on an ancestral line of length
⌊Nτ⌋ in number of generations, which corresponds to a length τ with N
generations as unit of time. Then, SNτ (respectively L
N
τ ) converges in distri-
bution to a Poisson variable of parameter µτ (respectively ντ) as N →∞.
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Moreover, this variable is independent of the number of mutations on other
disjoint ancestral lines.
Proof. Let SNτ be the number of strategy mutations on an ancestral line
of length τ backward in time, taking N generations as unit of time. Then,
we have
P0
(
SNτ = L
)
=
(⌊Nτ⌋
L
)
uLN(1− uN)⌊Nτ⌋−L.
Here,
(⌊Nτ⌋
L
)
is the number of combinations of L generations among ⌊Nτ⌋
along the ancestral line of length τ , while uLN is the probability of strategy
mutation in all those generations and (1− uN)⌊Nτ⌋−L the probability of no
strategy mutation in all the other generations. This is the probability mass
function of a binomial distribution with parameters ⌊Nτ⌋ and uN . In the
limit of a large number of generations as unit of time, we get(⌊Nτ⌋
L
)
uLN =
µL
L!
× ⌊Nτ⌋
N
× . . .× ⌊Nτ⌋ − L+ 1
N
=
µLτL
L!
+ o(1),
since ⌊Nτ⌋
N
= τ + o(1) as N →∞. Here, o(1) is a function of N such that
lim
N→∞
o(1) = 0.
Using the last result and the following limit
(1− uN)⌊Nτ⌋−L =
(
1− µ
N
)⌊Nτ⌋−L
= e−µτ + o(1),
we obtain
lim
N→∞
P0(SNτ = L) = e
−µτ (µτ)
L
L!
,
for any real number τ > 0. This is the probability mass function of a Poisson
distribution with parameter µτ . 
2.11.2. Phenotypic similarity
First let us focus on the probability that two distinct individuals, k and j,
chosen at random in the same generation of the population in the stationary state,
have the same phenotype given that the time of coalescence of their lineages ba-
ckward in time τ(k, j) in number of N generations as N → ∞ equals τ > 0. Let
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λ(k, j) be the number of phenotype mutations on the ancestral lines of k and j
back to their most recent common ancestor (MRCA). Then we have
P0
(
λ(k, j) = L
∣∣∣∣ | τ(k, j) = τ) = e−2ντ (2ντ)LL! , (2.11.4)
for τ > 0. This is the probability mass function for a Poisson distribution with
parameter 2ντ .
Let hi be the number of increases in the i-th component of the phenotype
(the number of changes x → x + ei) on the ancestral lines of k and j back to
the MRCA and bi be the number of decreases in this component (the number of
changes x→ x−ei), for i = 1, . . . , n. Then, the diﬀerence between the phenotypes
of individuals k and j is given by
x(k)− x(j) = (h1 − b1, . . . , hn − bn).
Therefore, the two individuals have the same phenotype (x(k) = x(j)) if and only
if hi = bi, for i = 1, . . . , n. Then, the total number of phenotype mutations is
L =
n∑
i=1
(hi + bi) = 2L′,
where
L′ =
n∑
i=1
hi.
On the other hand, given an even number of phenotype mutations, the conditional
probability that k and j have the same phenotype is
P0
(
x(k) = x(j)
∣∣∣∣λ(k, j) = 2L′) = ∑
0≤h1,...,hn
h1+···+hn=L
′
(
2L′
h1, h1, . . . , hn, hn
)( 1
2n
)2L′
,
(2.11.5)
where
(
2L′
h1,h1,...,hn,hn
)
gives the number of choices for the positions of the increases
and decreases among the 2L′ phenotype mutations, and 1
2n
is the probability that
a given phenotype mutation is of a given type among 2n types, n types of increase
and n types of decrease.
Let ξn(τ) be the probability that two individuals k and j have the same phe-
notype in the neutral model at stationarity given that the time of coalescence
of their lineages backward in time in number of N generations as N → ∞ is
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τ(k, j) = τ > 0. More precisely, we deﬁne
ξn(τ) = P0
(
x(k) = x(j)
∣∣∣∣τ(k, j) = τ).
Lemma 2.11.1. We have the expression
ξn(τ) = e−2ντ
∞∑
L′=0
∑
0≤h1,...,hn
h1+···+hn=L
′
1
(h1!)2 × · · · × (hn!)2
(
ντ
n
)2L′
, (2.11.6)
for every integer n ≥ 1.
Proof. Conditioning on the number of phenotype mutations on the ancestral
lines of k and j, we have
ξn(τ) =
∞∑
L′=0
P0
(
x(k) = x(j)
∣∣∣∣λ(k, j) = 2L′, τ(k, j) = τ)×P0(λ(k, j) = 2L′∣∣∣∣τ(k, j) = τ).
Now using (2.11.4) and (2.11.5), we obtain
ξn(τ) =
∞∑
L′=0
∑
0≤h1,...,hn
h1+...+hn=L
′
(
2L′
h1, h1, . . . , hn, hn
)( 1
2n
)2L′
e−2ντ
(2ντ)2L
′
(2L′)!
= e−2ντ
∞∑
L′=0
∑
0≤h1,...,hn
h1+···+hn=L
′
1
(h1!)2 × · · · × (hn!)2
(
ντ
n
)2L′
.
This completes the proof. 
Lemma 2.11.2. In terms of the Modiﬁed Bessel function of index 0, we have the
recurrence formula
ξn(τ) = e−
2ντ
n I0
(2ν
n
τ
)
ξn−1
(
n− 1
n
τ
)
, (2.11.7)
for every integer n ≥ 2.
Proof. From (2.11.6) and (2.5.7), we have
e2ντξn(τ) =
∞∑
L=0
∑
0≤h1,...,hn
h1+···+hn=L
1
(h1!)2 × · · · × (hn!)2
(
ντ
n
)2L
=
∞∑
L=0
L∑
hn=0
1
(hn!)2
(
ντ
n
)2hn ∑
0≤h1,...,hn−1
h1+···+hn−1=L−hn
1
(h1!)2 × · · · × (hn−1!)2
(
ντ
n
)2(L−hn)
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=
∞∑
hn=0
1
(hn!)2
(
ντ
n
)2hn ∞∑
L=hn
∑
0≤h1,...,hn−1
h1+···+hn−1=L−hn
1
(h1!)2 × · · · × (hn−1!)2
(
ντ
n
)2(L−hn)
=
∞∑
hn=0
1
(hn!)2
(
ντ
n
)2hn ∞∑
L′=0
∑
0≤h1,...,hn−1
h1+···+hn−1=L
′
1
(h1!)2 × · · · × (hn−1!)2
(
ντ
n
)2L′
= I0
(2ν
n
τ
) ∞∑
L′=0
∑
0≤h1,...,hn−1
h1+···+hn−1=L
′
1
(h1!)2 × · · · × (hn−1!)2
(
ντ(n− 1)
n
1
n− 1
)2L′
= e
2ντ(n−1)
n Io
(2ν
n
τ
)
ξn−1
(
n− 1
n
τ
)
.
Multiplying by e−2ντ gives the stated result. 
Proposition 2.11.1. In terms of the Modiﬁed Bessel function of index 0, we have
ξn(τ) = e−2ντ
I0(2ν
n
τ
)n, (2.11.8)
for every integer n ≥ 1.
Proof. We will show the result by recurrence. First, for n = 1, the expression
(2.11.7) reduces to
ξ1(τ) = e−2ντI0(2ντ) = e−2ντ
∞∑
L=0
1
(L!)2
(ντ)2L,
which holds owing to (2.11.6). Now, suppose that (2.11.7) holds for some integer
n ≥ 1. Then, owing to lemma 2.11.2, we have
ξn+1(τ) = e
− 2ντ
n+1 I0
( 2ν
n+ 1
τ
)
ξn
(
n
n+ 1
τ
)
= e−
2ντ
n+1 I0
( 2ν
n+ 1
τ
)
e−2ν
n
n+1
τ
I0(2ν
n
n
n+ 1
τ
)n
= e−2ντ
I0( 2ν
n+ 1
τ
)n+1,
which means that (2.11.7) holds for n+ 1. This completes the proof. 
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2.11.3. Identity measure yn
We are interested in the calculation of the probability yn that two individuals k
and j, chosen at random in the population in the stationary state under neutrality,
have the same strategy. In the continuous time limit as N → ∞, the conditional
probability that k and j have the same strategy, given that the coalescence time
back to their most recent common ancestor (MRCA) is equal to τ > 0, takes the
form
yn(τ) = P0
(
S(k) = S(j)
∣∣∣∣τ(k, j) = τ)
= e−2µτ +
1
2
(1− e−2µτ ) = 1 + e
−2µτ
2
. (2.11.9)
As a matter of fact, k and j have the same strategy if there is no strategy mutation
on their ancestral lines back to the MRCA, which occurs with probability e−2µτ . If
there is at least one mutation, which occurs with the complementary probability
1− e−2µτ , then at least one of the two individuals has a random strategy, which is
the same as the strategy of the other individual with probability 1/2. Let us now
calculate the probability yn in the limit of a large population, by conditioning on
the coalescence time τ(k, j) of k and j. We obtain
yn = P0
(
S(k) = S(j)
)
=
∫ ∞
0
P0
(
S(k) = S(j)
∣∣∣∣τ(k, j) = τ)f1(τ)dτ
=
∫ ∞
0
yn(τ)f1(τ)dτ. (2.11.10)
Then, by using the expression (2.11.1) for f1(τ) and the expression (2.11.9) for
yn(τ), we obtain
yn =
∫ ∞
0
1 + e−2µτ
2
× e−τdτ = 1 + µ
1 + 2µ
. (2.11.11)
2.11.4. Identity measure zn
Let k and j be two diﬀerent individuals from the population in the stationary
state under neutrality. Similarly to the previous subsection, by conditioning on the
coalescence time τ(k, j) of individuals k and j, we obtain
zn = P0
(
x(k) = x(j)
)
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=
∫ ∞
0
P0
(
x(k) = x(j)
∣∣∣∣τ(k, j) = τ)f1(τ)dτ
=
∫ ∞
0
ξn(τ)f1(τ)dτ.
Now, by using (2.11.8) and (2.11.1), we have
zn =
n
2ν
Gn
( 1
2ν
)
. (2.11.12)
Here, Gn denotes the function deﬁned by the following expression
Gn(x) =
∫ ∞
0
(
I0(σ)
)n
e−n(1+x)σdσ.
2.11.5. Identity measure gn
In this subsection, we are interested in the calculation of the probability gn,
which denotes the probability that two individuals k and j, randomly chosen in
the population in the stationary state under neutrality, have the same phenotype
and the same strategy. Similarly to the previous subsections, by conditioning on
the coalescence time τ(k, j) of k and j, we have
gn = P0
(
x(k) = x(j), S(k) = S(j)
)
=
∫ ∞
0
P0
(
x(k) = x(j), S(k) = S(j)
∣∣∣∣τ(k, j) = τ)f1(τ)dτ. (2.11.13)
Note that strategy mutations and phenotype mutations on any ancestral line occur
independently. Therefore, we obtain
P0
(
S(k) = S(j),x(k) = x(j)
∣∣∣∣τ(k, j) = τ)
= P0
(
S(k) = S(j)
∣∣∣∣τ(k, j) = τ)× P0(x(k) = x(j)∣∣∣∣τ(k, j) = τ)
= ξn(τ)× yn(τ).
Then, the expression (2.11.13) becomes
gn =
∫ ∞
0
yn(τ)ξn(τ)f1(τ)dτ. (2.11.14)
Substituting the expressions (2.11.1), (2.11.8) and (2.11.9) for f1(τ), ξn(τ) and
yn(τ), respectively, gives
gn =
∫ ∞
0
1 + e−2µτ
2
ξn(τ)e−τdτ =
n
4ν
Gn
( 1
2ν
)
+Gn
(2µ+ 1
2ν
). (2.11.15)
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2.11.6. Identity measure hn
In this subsection, we study the probability hn that three individuals k, j and l,
chosen at random under neutrality, are such that k and j have the same phenotype,
while j and l have the same strategy, that is
hn = P0
(
x(k) = x(j), S(j) = S(l)
)
.
By conditioning on the ﬁrst coalescence event in the continuous time limit, we
obtain
hn =
1
3
(
h(1)n + h
(2)
n + h
(3)
n
)
, (2.11.16)
where
h(1)n = P0
(
x(k) = x(j), S(j) = S(l)
∣∣∣∣k and j coalesce ﬁrst),
h(2)n = P0
(
x(k) = x(j), S(j) = S(l)
∣∣∣∣j and l coalesce ﬁrst),
h(3)n = P0
(
x(k) = x(j), S(j) = S(l)
∣∣∣∣k and l coalesce ﬁrst).
If k and j coalesce ﬁrst, then they coalesce at time back τ(k, j) = τ3 and they
coalesce later on with l at time back τ(j, l) = τ3 + τ2. In this case, we have
P0
(
x(k) = x(j), S(j) = S(l)
∣∣∣∣τ(k, j) = τ3, τ(j, l) = τ3 + τ2)
= P0
(
x(k) = x(j)
∣∣∣∣τ(k, j) = τ3)× P0(S(j) = S(l)∣∣∣∣τ(j, l) = τ3 + τ2)
= ξn(τ3)× yn(τ3 + τ2).
Therefore, by conditioning on (τ3(k, j, l), τ2(k, j, l)) = (τ3, τ2), we obtain
h(1)n =
∫ ∞
0
∫ ∞
0
f2(τ3, τ2)ξn(τ3)yn(τ3 + τ2)dτ3dτ2.
Similarly, if j and l coalesce ﬁrst, then they coalesce at time back τ(j, l) = τ3 and
they coalesce later on with k at time back τ(k, j) = τ3 + τ2. If, however k and l
coalesce ﬁrst, then we obtain τ(k, j) = τ(j, l) = τ3 + τ2. Therefore, conditioning
on (τ3(k, j, l), τ2(k, j, l)) = (τ3, τ2) gives
h(2)n =
∫ ∞
0
∫ ∞
0
f2(τ3, τ2)ξn(τ3 + τ2)yn(τ3)dτ3dτ2,
h(3)n =
∫ ∞
0
∫ ∞
0
f2(τ3, τ2)ξn(τ3 + τ2)yn(τ3 + τ2)dτ3dτ2.
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Now using (2.11.3), (2.11.8), (2.11.9), we obtain
h(1)n =
∫ ∞
0
∫ ∞
0
3e−(3τ3+τ2)ξn(τ3)
1 + e−2µ(τ2+τ3)
2
dτ2
dτ3
=
3
2
∫ ∞
0
ξn(τ3)
(
e−3τ3 +
1
1 + 2µ
e−(3+2µ)τ3
)
dτ3
=
3n
4ν
Gn
( 3
2ν
)
+
1
1 + 2µ
Gn
(3 + 2µ
2ν
),
h(2)n =
∫ ∞
0
ξn(τ4)
∫ τ4
0
f2(τ3, τ4 − τ3)yn(τ3)dτ3
dτ4
=
∫ ∞
0
ξn(τ4)
∫ τ4
0
3e−(2τ3+τ4)
1 + e−2µτ3
2
dτ3
dτ4
=
3
4
∫ ∞
0
ξn(τ4)
(2 + µ
1 + µ
e−τ4 − e−3τ4 − 1
1 + µ
e−(3+2µ)τ4
)
dτ4
=
3n
8ν
2 + µ1 + µGn
( 1
2ν
)
−Gn
( 3
2ν
)
− 1
1 + µ
Gn
(3 + 2µ
2ν
)
and
h(3)n =
∫ ∞
0
ξn(τ4)yn(τ4)
∫ τ4
0
f2(τ3, τ4 − τ3)dτ3
dτ4
=
∫ ∞
0
ξn(τ4)
1 + e−2µτ4
2
∫ τ4
0
3e−(2τ3+τ4)dτ3
dτ4
=
3
4
∫ ∞
0
ξn(τ4)
(
e−τ4 + e−(2µ+1)τ4 − e−3τ4 − e−(3+2µ)τ4
)
dτ4
=
3n
8ν
Gn
( 1
2ν
)
+Gn
(1 + 2µ
2ν
)
−Gn
( 3
2ν
)
−Gn
(3 + 2µ
2ν
).
Finally, the identity measure given in (2.11.16) can be expressed as
hn =
n
8ν
3 + 2µ1 + µ Gn
( 1
2ν
)
+Gn
(1 + 2µ
2ν
)
− µ(3 + 2µ)
(1 + µ)(1 + 2µ)
Gn
(3 + 2µ
2ν
).
(2.11.17)
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2.11.7. Identity measure ηn
First, we are interested in the probability, denoted by yn(τ3, τ2), that three
individuals k, j and l, randomly chosen in the population in the stationary state
under neutrality, have the same strategy, given that two of them coalesce ﬁrst at
time back τ3 > 0 and coalesce later on with the third at time back τ2 + τ3 > 0
in the continuous time limit. Without loss of generality, we suppose that k and j
coalesce ﬁrst. The individuals k, j and l have the same strategy in two cases. In the
ﬁrst case, the most recent common ancestor of k and j, say m, does not have the
same strategy as l, which occurs with probability 1−e
−µ(2τ2+τ3)
2
. This is 1/2 times
the probability of at least one mutation event on the ancestral lines of m and l
back to their most recent common ancestor. In this case, there must be mutation
events on the ancestral line of k and on the ancestral line of j back to their most
recent common ancestor, which occurs with probability (1 − e−µτ3)2. Moreover,
following the last mutation event on each of the two lines, the strategy chosen in
both cases must be that of l, which occurs with probability 1/4. In the second
case, the most recent common ancestor of k and j, say m, has the same strategy
as l, which occurs with probability 1+e
−µ(2τ2+τ3)
2
. In this case, the individuals k and
j have the same strategy as l if k and m (j and m respectively) have the same
strategy, which occurs with probability 1+e
−µτ3
2
(1+e
−µτ3
2
respectively). Then, we
obtain
yn(τ3, τ2) =
1− e−µ(2τ2+τ3)
2
(1− e−µτ3
2
)2
+
1 + e−µ(2τ2+τ3)
2
(1 + e−µτ3
2
)2
=
1
4
(
1 + e−2µτ3 + 2e−2µ(τ2+τ3)
)
. (2.11.18)
Now, let ηn be the probability that three individuals k, j and l, chosen at random
in the population in the stationary state under neutrality, have the same strategy
and k and j have the same phenotype, that is
ηn = P0
(
x(k) = x(j), S(k) = S(j) = S(l)
)
.
As previously, we condition on the ﬁrst coalescence event in the continuous time
limit. If k and j coalesce ﬁrst, which occurs with probability 1/3, then they coalesce
at time back τ(k, j) = τ3 and they coalesce later on with l at time back τ(j, l) =
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τ3 + τ2. In this case, we have
P0
(
x(k) = x(j), S(k) = S(j) = S(l)
∣∣∣∣τ(k, j) = τ3, τ(j, l) = τ3 + τ2)
= P0
(
x(k) = x(j)
∣∣∣∣τ(k, j) = τ3, τ(j, l) = τ3 + τ2)
× P0
(
S(k) = S(j) = S(l)
∣∣∣∣τ(k, j) = τ3, τ(j, l) = τ3 + τ2)
= ξn(τ3)× yn(τ3, τ2).
However, if j and l (k and l respectively) coalesce ﬁrst, which occurs with proba-
bility 1/3, then they coalesce at time back τ(j, l) = τ3 (τ(k, l) = τ3 respectively)
and they coalesce later on with k (j respectively) at time back τ(k, j) = τ3 + τ2
(τ(k, j) = τ3 + τ2 respectively). Then, we have
P0
(
x(k) = x(j), S(k) = S(j) = S(l)
∣∣∣∣τ(j, l) = τ3, τ(k, j) = τ3 + τ2)
= P0
(
x(k) = x(j)
∣∣∣∣τ(j, l) = τ3, τ(k, j) = τ3 + τ2)
× P0
(
S(k) = S(j) = S(l)
∣∣∣∣τ(j, l) = τ3, τ(k, j) = τ3 + τ2)
= ξn(τ3 + τ2)× yn(τ3, τ2)
and
P0
(
x(k) = x(j), S(k) = S(j) = S(l)
∣∣∣∣τ(k, l) = τ3, τ(k, j) = τ3 + τ2)
= P0
(
x(k) = x(j)
∣∣∣∣τ(k, l) = τ3, τ(k, j) = τ3 + τ2)
× P0
(
S(k) = S(j) = S(l)
∣∣∣∣τ(k, l) = τ3, τ(k, j) = τ3 + τ2)
= ξn(τ3 + τ2)× yn(τ3, τ2).
Now, conditioning on (τ3(k, j, l), τ2(k, j, l)) = (τ3, τ2) gives
ηn =
1
3
(
η(1)n + 2η
(2)
n
)
, (2.11.19)
where
η(1)n = P0
(
x(k) = x(j), S(j) = S(l)
∣∣∣∣k and j coalesce ﬁrst)
=
∫ ∞
0
∫ ∞
0
f2(τ3, τ2)ξn(τ3)yn(τ3, τ2)dτ3dτ2
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and
η(2)n = P0
(
x(k) = x(j), S(j) = S(l)
∣∣∣∣k and j do not coalesce ﬁrst)
=
∫ ∞
0
∫ ∞
0
f2(τ3, τ2)ξn(τ3 + τ2)yn(τ3, τ2)dτ3dτ2.
Substituting the expressions (2.11.3) , (2.11.8) and (2.11.18) for f2(τ), ξn(τ) and
yn(τ3, τ2) respectively, gives
η(1)n =
∫ ∞
0
∫ ∞
0
3e−(3τ3+τ2)ξn(τ3)
1 + e−2µτ3 + 2e−2µ(τ2+τ3)
4
dτ2
dτ3
=
3
4
∫ ∞
0
ξn(τ3)
(
e−3τ3 +
3 + 2µ
1 + 2µ
e−(3+2µ)τ3
)
dτ3
=
3n
8ν
Gn
( 3
2ν
)
+
3 + 2µ
1 + 2µ
Gn
(3 + 2µ
2ν
)
and
η(2)n =
∫ ∞
0
ξn(τ4)
∫ τ4
0
f2(τ3, τ4 − τ3)yn(τ3, τ4 − τ3)dτ3
dτ4
=
∫ ∞
0
ξn(τ4)
∫ τ4
0
3e−(2τ3+τ4)
1 + e−2µτ3 + 2e−2µτ4
4
dτ3
dτ4
=
3
8
∫ ∞
0
ξn(τ4)
(2 + µ
1 + µ
e−τ4 + 2e−(1+2µ)τ4 − e−3τ4 − 3 + 2µ
1 + µ
e−(3+2µ)τ4
)
dτ4
=
3n
16ν
2 + µ1 + µGn
( 1
2ν
)
+ 2Gn
(1 + 2µ
2ν
)
− 3 + 2µ
1 + µ
Gn
(3 + 2µ
2ν
)
−Gn
( 3
2ν
).
Plugging these expressions in equation (2.11.19) yields
ηn =
n
8ν
2 + µ1 + µGn
( 1
2ν
)
+ 2Gn
(1 + 2µ
2ν
)
− µ(3 + 2µ)
(1 + µ)(1 + 2µ)
Gn
(3 + 2µ
2ν
).
(2.11.20)

Chapitre 3
CONDITIONS FOR COOPERATION TO BE
MORE ABUNDANT THAN DEFECTION IN
A HIERARCHICALLY STRUCTURED
POPULATION
Auteurs : D. Kroumi et S. Lessard
Référence : Dynamic Games and Applications 5(2015), 239− 262
Résumé
Dans la plupart des modèles étudiés de population structurée, on considère seule-
ment des interactions symétriques qui se produisent à l’intérieur de chaque sous-
population. Plus précisément, un individu peut interagir seulement avec des indi-
vidus de la même sous-population et dans ce cas, le gain reçu par l’un contre un
autre dépend seulement des stratégies utilisées par les deux. Dans ce chapitre, on
propose d’étudier un modèle d’une population subdivisée en trois sous-populations
avec des interactions symétriques à l’intérieur de chaque sous-population et des in-
teractions asymétriques entre les sous-populations selon un ordre hiérarchique. De
plus, un individu utilise une stratégie choisie parmi deux stratégies : TFT ou AllD
dans un dilemme du prisonier simpliﬁé répété m fois. TFT (en anglais tit-for-tat)
consiste à coopérer au premier tour et à adopter par la suite la stratégie du par-
tenaire au tour précédent. AllD (en anglais always defect) signiﬁe que l’individu
ne coopère jamais. On suppose qu’un coopérateur coopère toujours peu importe
l’origine et la stratégie de son partenaire. Un coopérateur paye un coût c > 0, et
reçoit un bénéﬁce b > 0 si son partenaire coopère. On introduit un concept de coût
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pour ne pas coopérer : on suppose qu’un individu qui ne coopére pas paye un coût
β > 0 s’il est dominé par un partenaire qui ne coopère pas.
Ici, on considère deux cas de hiérarchie. Le premier cas est la dominance li-
néaire, ou les individus de la sous-population 1 dominent ceux des sous-populations
2 et 3 et les individus de la sous-population 2 dominent ceux de la sous-population
3. Le deuxième cas est la dominance cyclique. Les individus de la sous-population
1 dominent ceux de la sous-population 3 et ils sont dominés par ceux de la sous-
population 2. Les individus de la sous-population 3 dominent ceux de la sous-
population 2. Suite à ces interactions, chaque individu accumule un gain qui aﬀecte
sa valeur reproductive. À chaque étape de temps, un individu est choisi avec une
probabilité proportionnelle à sa valeur reproductive pour produire un descendant.
Le descendant peut muter en choisissant une stratégie au hasard avec probabilité
u ou hériter de la stratégie de son parent avec probabilité 1 − u. Suite à cela, le
descendant remplace un individu choisi au hasard, dans la sous-population de son
parent avec probabilité 1− v ou dans l’une des deux autres sous-populations avec
probabilité v. Ainsi, la taille de chaque sous-population reste la même, mais sa
composition peut changer au cours du temps.
On étudie le processus décrit par la fréquence des coopérateurs et on dérive
une condition qui favorise l’évolution de la coopération sous l’eﬀet de la sélection
faible. Cette condition est exprimée en fonction des entrées de la matrice de jeu,
de la taille totale de la population et de mesures d’identité entre les individus de la
population. Pour une population de taille très grande, on montre que les deux cas
de hiérarchie, dominance linéaire et dominance cyclique, sont équivalents. Dans ce
cas, la condition qui favorise la coopération est m > b+c
b−c+β , où m est le nombre
de répétitions du dilemme du prisonier. La situation est équivalente à une popu-
lation bien mélangée avec une matrice de jeu eﬀective donnée par la moyenne des
matrices de jeux entre toutes les sous-populations.
Abstract
We study conditions for weak selection to favor TFT over AllD in a repeated
Prisoner’s Dilemma game played in a ﬁnite population subdivided into three sub-
populations under the assumption of cyclic dominance in asymmetric interactions.
We show that TFT is more abundant that AllD in the stationary state if the
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defection cost incurred by individuals in interaction with dominant defecting indi-
viduals exceeds some threshold value. This threshold value decreases as the number
of repetitions of the game or the population size or the mutation rate increases,
but increases as the migration rate increases. The same conclusions hold in the
case of linear dominance.
Keywords and phrases :
Abundance in frequency. Coalescent. Cooperation. Genealogical process. Geogra-
phical structure. Prisoner’s Dilemma. Strong migration.
3.1. Introduction
Classical game theory is used to understand economic equilibrium states resul-
ting from strategic decisions of rational agents, individuals or ﬁrms, to optimize
some expected payoﬀs (see, e.g., Von Neumann and Morgenstern [167] ; Fudenberg
and Tirole [37] ; Osborne and Rubinstein [127]). The most important concept in
game theory is that of a Nash equilibrium in which no player has anything to gain
by changing only their own strategy (Nash [105]). In evolutionary game theory
this has been extended to a stronger concept known as an evolutionarily stable
strategy (ESS), which is such that once ﬁxed in the population no mutant strategy
can initially invade the population under the inﬂuence of natural selection (May-
nard Smith and Price [98] ; Maynard Smith [97] ; see, e.g., Hofbauer and Sigmund
[55],[57] for a review). A related concept is that of a convergence stable strategy
(CSS), which is such that a close-by resident strategy is invaded by a mutant stra-
tegy if and only if the mutant strategy is closer to the CSS (Eshel [31]). Conditions
for initial increase in frequency of a mutant strategy is then of prime interest. An
underlying assumption is that strategies replicate at rates according to expected
payoﬀs. This leads to frequency-dependent dynamics models which make room for
a trial-and-error learning process when mutant strategies are introduced into a
population one at a time.
The main theoretical framework in evolutionary game theory is the replica-
tor equation (Taylor and Jonker [156] ; Hofbauer et al. [54] ; Zeeman [179]). It
is a diﬀerential equation that describes the deterministic dynamics of strategies
adopted by individuals in a well-mixed, inﬁnitely large population. Suppose an
inﬁnite population in which each individual adopts one strategy chosen in a ﬁnite
set of strategies. The expected payoﬀ to each strategy is given by a function of
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the relative frequencies of all strategies in use in the population. This expected
payoﬀ is interpreted as a rate of reproduction. Under the assumption of random
pairwise interactions among individuals this expected payoﬀ is a linear function
with respect to the strategy frequencies whose coeﬃcients are the entries of some
payoﬀ matrix.
More precisely consider a game with n possible strategies in an inﬁnite popu-
lation. Let A = [ai,j] be the n × n payoﬀ matrix. The entry ai,j represents the
payoﬀ received by an individual that adopts strategy i when it interacts with an
individual that uses strategy j, for i, j = 1, . . . , n. Let xi be the frequency of stra-
tegy i in the whole population, for i = 1, . . . , n. Under the assumption of random
pairwise interactions, the expected payoﬀ to strategy i is
ωi(x) =
N∑
j=1
ai,jxj,
for i = 1, . . . , n, where x = (x1, . . . , xn). The replicator equation is then given by
dxi
dt
= xi(ωi(x)− ω(x)),
for i = 1, . . . , n, where ω(x) =
∑N
i=1 xiωi(x) is the average payoﬀ in the population.
A discrete-time version is described by the diﬀerence equation
∆xi =
δxi(ωi(x)− ω(x))
1 + δω(x)
,
for i = 1, . . . , n and some scaling factor δ > 0 small enough. This equation is obtai-
ned by taking the quantity 1+δωi(x) whose mean is 1+δω(x) as the reproductive
success, or ﬁtness, of an individual using strategy i from one time step to the next,
for i = 1, . . . , n.
Recent advances in evolutionary game theory take into account the fact that
real populations are limited in size. In a ﬁnite population, whatever is the updating
rule for the state of the population from one time step to the next, the dynamics
is described by a stochastic process which is often a Markov chain. In the absence
of mutation, a strategy is said to be favored by selection if its ﬁxation probability
is higher than what it would be in the absence of selection (Rousset and Billiard
[137], Nowak et al. [113]). In the presence of symmetric mutation, a strategy is
favored by selection if its abundance in the stationary state is higher than what it
would be in the absence of selection (Antal et al. [2]). There is a connection between
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this deﬁnition in the limit of a small mutation rate and ﬁxation probabilities of
single strategies in the absence of mutation (Rousset and Billiard [137], Rousset
[135], Fudenberg and Imhof [36]).
Two strategies in well-mixed and ﬁnite populations are considered in Nowak
et al. [113], Taylor et al. [152] and Antal et al. [2] under the assumption that
one individual is replaced at a time as in a Moran model or a pairwise comparison
process, in Lessard [85] and Imhof and Nowak [62] in the case where all individuals
are replaced independently at a time as in a Wright-Fisher model, and in Lessard
and Ladret [90] and Lessard [86, 89] in the case of individuals replaced at a
time according to a general exchangeable scheme extending the Cannings model.
Multiple strategies in the same context are studied in Antal et al. [3], Lessard and
Lahaie [91] and Tarnita et al. [147, 150]. A connection between a game in groups
of ﬁnite size chosen at random in an inﬁnite population and a game in a ﬁnite
population is made in Hilbe [53].
Further advances in evolutionary game theory include extensions to popula-
tions that are structured by geography or some other factors to take into account
that real populations are subdivided into groups, small or large, overlapping or not.
For a population subdivided into two subpopulations and any migration rates, see,
e.g., Ladret and Lessard ([79]), and for a large number of subpopulations with uni-
form or proportional dispersal of migrants known as the island model, e.g., Rousset
and Billiard [137], Ladret and Lessard ([90]) and Lessard ([88, 89]). The case of
isolation by distance with demes on a lattice and migration to neighboring demes
is considered in Rousset and Billiard [137] and Rousset ([136] ). Demes may not
always correspond to geographic locations. Often individuals exhibit other pheno-
typic traits for instance in addition to their behavioral strategies like size, height
or other aspects of physical appearance. A particular setting is studied in Antal et
al. [4] : every individual from a ﬁnite population has a phenotype represented by
an integer and can interact with every individual that has the same phenotype.
A diﬀerent setting is considered in Tarnita et al. [148] : a population of N indi-
viduals is distributed over M sets, each individual belonging to exactly K sets,
and pairwise interactions occur within each set. There is also the case of single
individuals arranged on a regular lattice and interacting with nearest neighbours
(Nowak and May [112], Hauert and Doebeli [50]), and more generally single indi-
viduals occupying the vertices of a graph and interacting with the individuals to
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which they are connected by edges (Ohtsuki and Nowak [121], [122] ; Ohtsuki et
al. [124, 126]). See, eg., Nowak et al. [119] for a review of evolutionary dynamics
in structured populations.
An important question in evolutionary biology is the emergence of cooperative
behaviors by natural selection. To understand this biological phenomenon, a theo-
retical framework widely used is the Prisoner’s Dilemma (Axelrod and Hamilton
[9]) : cooperation and defection denoted by C and D, respectively, are considered
as strategies and the payoﬀ matrix is given by

C D
C R S
D T P
,
where T > R > P > S. This is the case for instance when the payoﬀ matrix is in
the form

C D
C b− c −c
D b 0
,
where b > c > 0. The interpretation is that a donor pays a cost c for a recipient to
get a beneﬁt b in a pairwise interaction. In this situation it is always advantageous
for a player to defect since the payoﬀ to a defector is larger than the payoﬀ to a
cooperator whatever the strategy of the opponent is.
It has been proposed to extend the Prisoner’s Dilemma by allowing repetitions
of the game, which is known as the iterated Prisoner’s Dilemma. Simulations in
this setting have shown that a very successful strategy is tit-for-tat (TFT ) (see
Axelrod and Hamilton [9]), in which the player cooperates in the ﬁrst round and
then does whatever the opponent did in the previous round. Let us consider always
defect (AllD) as alternative strategy. If the alternative strategy is always defect
(AllD) and the number of repetitions of the game between two individuals given
as example is ﬁxed to m, then the payoﬀ matrix becomes

TFT AllD
TFT m(b− c) −c
AllD b 0
.
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If m is large enough, then the payoﬀ to TFT against TFT becomes larger than
the payoﬀ to AllD against TFT . Therefore, if the frequency of TFT is large
enough, the expected payoﬀ to TFT exceeds the expected payoﬀ to AllD. In a
large population, TFT cannot evolve when it is rare. In a ﬁnite population of size
N , however, under an updating Moran process for instance, weak selection favors
a single TFT replacing AllD if (Nowak et al. [113])
m(b− c)(N − 2)− c(2N − 1)− b(N + 1) > 0.
In the presence of symmetric mutation, TFT is more abundant than AllD in the
mutation-selection balance if (Antal et al. [2])
m(b− c)(N − 2)− cN − bN > 0.
Both conditions are satisﬁed if m is large enough.
There are many studies to understand the evolution of cooperation based on
the Prisoner’s Dilemma or its iterated form (Axelrod [7] ; Hamilton [45, 46] ; No-
wak and Sigmund [118] ; Nowak [108, 109]). In most studies, however, symmetric
interactions between individuals are assumed, which means that the payoﬀs de-
pend only on the strategies used by the individuals, which are undistinguishable
otherwise.
Diﬀerences in strength or ﬁghting ability, gender, age, size, etc. make asymme-
tric interactions common in nature (see, e.g., Hammerstein [44]). Tao et al. [151]
consider a case of dominance hierarchy induced by diﬀerences in resource holding
power. They study the evolution of cooperation in the case of two inﬁnite, isola-
ted subpopulations with the assumption that the individuals in one subpopulation
dominate the individuals of the other in random pairwise interactions. Moreover
they introduce the concept of the defection cost of inferior individuals. If for ins-
tance the two subpopulations are represented by S1 and S2 with individuals in S1
dominating the individuals in S2, then a defector in S2 is assumed to incur a cost,
β > 0, when it interacts with a defector in S1. In the case of an iterated game, the
defection cost is added as many times as both individuals defect. It is shown that
subdued cooperation of individuals in S2 may induce a globally stable equilibrium
exhibiting full cooperation in both subpopulations when the defection cost β > 0
is large enough compared to the cooperation cost c and the number of repetitons
of the game m exceeds some threshold value. Similar results are obtained in the
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case of three inﬁnite subpopulations under the assumption of linear dominance
with Si-individuals dominating Sj-individuals whenever j > i and the assumption
of cyclic dominance as described below. In this case, however, there is no condition
on the number of repetitions of the game.
In this paper, a model of cyclic dominance for three ﬁnite subpopulations re-
producing according to a Moran process and allowing for migration is considered.
A mutation-selection equilibrium in the case of weak selection is studied using
a perturbation method as in Antal et al. [4]. The population is subdivided into
three subpopulations, represented by S1, S2 and S3. Each subpopulation is made
of a ﬁnite number N of individuals. Each individual adopts one of two strategies :
tit-for-tat (TFT ) or always defect (AllD). Pairwise interactions between indivi-
duals within as well as between subpopulations occur at random. A triangular
dominance hierarchy relationship is assumed : the individuals in S1 dominate the
individuals in S2 which dominate the individuals in S3 which in turn dominate
the individuals in S1. These random pairwise interactions determine the ﬁtness of
each individual given in the form f = 1+ δw, where w is the expected payoﬀ asso-
ciated to the strategy used by the individual and δ > 0 is an intensity of selection.
Time is discrete and at every time step, one oﬀspring is produced by an individual
chosen with probability proportional to ﬁtness. Selection is weak if the intensity
of selection is small enough, actually δ ≪ 1
N
, while neutrality corresponds to the
case δ = 0. The oﬀspring produced inherits the strategy used by its parent unless
there is mutation, which occurs with probability u > 0. In this case the oﬀspring
adopts one strategy chosen at random among TFT and AllD. Finally the oﬀspring
replaces an individual chosen at random in the same subpopulation unless there is
migration, which occurs with probability v > 0. In this case the individual repla-
ced is chosen at random in one of the two other subpopulations chosen at random.
Therefore, the parameter v represents a probability of migration.
In the neutral case, the expected frequency of TFT at equilibrium is equal to
1/2. In this paper we are interested in the eﬀect of weak selection on this equi-
librium frequency. We recall that weak selection will favor TFT if its abundance
(expected frequency at equilibrium) exceeds 1/2 (Antal et al. [3, 4]). In Section
2 the details of the model are presented. In Section 3 the transition probabilities
from one population state to the next are given. In Section 4 a condition for weak
selection to favor TFT is deduced by using a perturbation method as in Antal et al.
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[4]. Calculations in terms of probabilities of identity by strategy in the stationary
state are done in Section 5. The results are discussed in Section 6.
3.2. Description of the model
Consider a population consisting of three subpopulations represented by S1, S2
and S3. Every subpopulation is of the same ﬁnite size N . In pairwise interactions
in the context of an iterated Prisoner’s Dilemma, each individual in the population
adopts one of two strategies, namely TFT (labeled 1) or AllD (labeled 2). Pairwise
interactions are symmetric between individuals in the same subpopulation but
asymmetric between individuals in diﬀerent subpopulations. Cyclic dominance is
assumed so that an individual in S1 dominates an individual in S2 which dominates
an individual in S3 which in turn dominates an individual in S1.
Assuming m rounds of the Prisoner’s Dilemma with a cost c > 0 incurred by a
player for cooperation but a beneﬁt b > c provided to its opponent in each round
of the game, the payoﬀ matrix for symmetric interactions in subpopulation S1, S2
or S3 with TFT and AllD in this order as strategies is given by
A1,1 = A2,2 = A3,3 =
m(b− c) −c
b 0
 .
In asymmetric interactions, there is also a cost β > 0 incurred by a player for
defection when the opponent is dominant and defects in the same round. The
parameter β is called a defection cost. Note that there is no defection cost when
the opponent cooperates. Thus the payoﬀ matrix for individuals in S1, S2 or S3 in
interactions with dominant individuals in S3, S1 or S2, respectively, is
A1,3 = A2,1 = A3,2 =
 m(b− c) −c− (m− 1)β
b− (m− 1)β −mβ
 .
Note that the corresponding payoﬀ matrix for the dominant individuals in S3, S1
or S2 in interaction with individuals in S1, S2 or S3, respectively, is the same as
the payoﬀ matrix for symmetric interactions, that is,
A3,1 = A1,2 = A2,3 =
m(b− c) −c
b 0
 .
Pairwise interactions are assumed to occur at random in the whole population.
Note that an individual cannot interact with itself. The expected payoﬀ to an
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individual according to its strategy and the frequencies of the two strategies in
the three subpopulations will aﬀect its ﬁtness for reproduction by a small additive
amount.
Let ni denote the number of individuals using TFT in subpopulation Si, for
i = 1, 2, 3. Then the state of the whole population is given by the vector n =
(n1, n2, n3). The state of the whole population can alternatively be described by
the vector x = (x1, x2, x3), where
xi =
ni
N
represents the frequency of TFT in subpopulation Si, for i = 1, 2, 3. Note that
x =
1
3
(x1 + x2 + x3)
is the frequency of TFT in the whole population.
Let ω(i)1 and ω
(i)
2 be the expected payoﬀs to TFT (strategy 1) and AllD (stra-
tegy 2), respectively, in subpopulation Si, for i = 1, 2, 3. Assuming random pairwise
interactions in the whole population and recalling that an individual cannot in-
teract with itself, an individual in Si that plays TFT interacts with an individual
in Si that plays TFT with probability ni−13N−1 and AllD with probability
N−ni
3N−1 , for
i = 1, 2, 3. On the other hand the individual interacts with an individual in Sj
that plays TFT with probability nj
3N−1 and AllD with probability
N−nj
3N−1 , for j 6= i.
Using the payoﬀ matrices for symmetric and asymmetric interactions, the expected
payoﬀs to TFT in the three subpopulations are found to be :
ω
(1)
1 =
3N
3N − 1
[
mx(b− c)− m(b− c)
3N
− (1− x)c− 1
3
(1− x3)(m− 1)β
]
,
ω
(2)
1 =
3N
3N − 1
[
mx(b− c)− m(b− c)
3N
− (1− x)c− 1
3
(1− x1)(m− 1)β
]
,
ω
(3)
1 =
3N
3N − 1
[
mx(b− c)− m(b− c)
3N
− (1− x)c− 1
3
(1− x2)(m− 1)β
]
.
For AllD, the corresponding expressions are given by :
ω
(1)
2 =
3N
3N − 1
[
xb− 1
3
(m− x3)β
]
,
ω
(2)
2 =
3N
3N − 1
[
xb− 1
3
(m− x1)β
]
99
ω
(3)
2 =
3N
3N − 1
[
xb− 1
3
(m− x2)β
]
.
With the convention that x4 = x1 and x5 = x2, the expected payoﬀs to TFT and
AllD in subpopulation Si can be expressed as
ω
(i)
1 =
3N
3N − 1
[
mx(b− c)− m(b− c)
3N
− (1− x)c− 1
3
(1− xi+2)(m− 1)β
]
(3.2.1)
and
ω
(i)
2 =
3N
3N − 1
[
xb− 1
3
(m− xi+2)β
]
, (3.2.2)
respectively, for i = 1, 2, 3.
Time is discrete and at each time step an individual from the whole population
is chosen with probability proportional to its ﬁtness to produce an oﬀspring. The
ﬁtness of an individual is assumed to be in the form
f = 1 + δω,
where δ > 0 represents a strength of selection and ω is the expected payoﬀ to the
individual. The neutral case discussed in Section 3.5 corresponds to δ = 0. Note
that δ is assumed to be suﬃciently small so that all ﬁtness values are positive.
The ﬁtnesses of TFT and AllD in subpopulation Si are given by
f
(i)
1 = 1 + δω
(i)
1 , f
(i)
2 = 1 + δω
(i)
2 , (3.2.3)
respectively, for i = 1, 2, 3. The average ﬁtness in the whole population is given by
f = 1 + δω, (3.2.4)
where
ω =
1
3
( 3∑
i=1
xiω
(i)
1 +
3∑
i=1
(1− xi)ω(i)2
)
(3.2.5)
is the average payoﬀ in the whole population.
The strategy adopted by the oﬀspring produced is subject to mutation : with
probability 1− u < 1 it is necessarily the same as the parental strategy but with
the complementary probability u > 0 it is a strategy chosen at random among
the two available strategies. Finally the oﬀspring replaces an individual chosen at
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random either in the same subpopulation with probability 1− v < 1 or in another
subpopulation chosen at random with the complementary probability v > 0.
3.3. Transition probabilities
In this section, we calculate the probability of transition from one population
state to the next. Let n = (n1, n2, n3) be the current state of the population and n′
be the population state after one time step. Given that one individual is replaced
at a time in the whole population and that this individual can be in one of the
three subpopulations, the probability of transition from n to n′, denoted by pn,n′ ,
is positive in seven cases : n + e1, n + e2, n + e3, n − e1, n − e2, n − e3 and n,
where e1 = (1, 0, 0), e2 = (0, 1, 0), and e3 = (0, 0, 1).
The probability of transition from n to n ± ei can be expressed as a sum of
two terms : the ﬁrst corresponds to a transition in the case of mutation, which
occurs with probability u, and the second describes a transition under the eﬀect
of selection in the absence of mutation, which occurs with probability 1− u. More
precisely we have
pn,n±ei = up
mut
n,n±ei + (1− u)pseln,n±ei ,
for i = 1, 2, 3, where pmutn,n±ei and p
sel
n,n±ei designate conditional transition proba-
bilities, given mutation and given no mutation, respectively. Given mutation, a
transition from n to n + ei takes place if the oﬀspring produced chooses strategy
TFT, which occurs with probability 1/2, and replaces an individual that plays
strategy AllD in subpopulation Si, which occurs with probability (1 − xi)/3, for
i = 1, 2, 3. Then we have
pmutn,n+ei =
1− xi
6
,
for i = 1, 2, 3. Similarly the individual replaced is in subpopulation Si and plays
strategy TFT with probability xi/3, and therefore
pmutn,n−ei =
xi
6
,
for i = 1, 2, 3. Note that the probability to stay in the same population state
(n′ = n) is given by
pn,n = 1−
3∑
i=1
(
pn,n+ei + pn,n−ei
)
.
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In the remainder of this section, we calculate the conditional transition probabi-
lities given no mutation. Under this condition, the transition from n to n+e1 takes
place when a TFT strategist from the whole population is selected to produce an
oﬀspring, and that this oﬀspring replaces an AllD strategist from subpopulation S1.
A reproducing TFT strategist is selected from subpopulation S1 with probability
proportional to x1f
(1)
1 . Its oﬀspring replaces an individual in S1 with probability
1−v, and this individual is an AIID strategist with probability 1−x1. On the other
hand, with probability proportional to xif
(i)
1 , the oﬀspring is produced by a TFT
strategist selected from subpopulation Si for i = 2, 3. With probability v/2, this
oﬀspring replaces an individual in S1, which is an AllD strategist with probability
1− x1. Then the conditional probability of this transition can be expressed as
pseln,n+e1 = (1− v)
x1f
(1)
1
3f
(1− x1) + v2
{
x2f
(2)
1
3f
(1− x1) + x3f
(3)
1
3f
(1− x1)
}
.
Analogously we have
pseln,n+e2 = (1− v)
x2f
(2)
1
3f
(1− x2) + v2
{
x1f
(1)
1
3f
(1− x2) + x3f
(3)
1
3f
(1− x2)
}
,
pseln,n+e3 = (1− v)
x3f
(3)
1
3f
(1− x3) + v2
{
x1f
(1)
1
3f
(1− x3) + x2f
(2)
1
3f
(1− x3)
}
.
Still given no mutation, the transition from n to n−ei occurs if an AIID strategist
from the whole population is selected to produce an oﬀspring, and that this oﬀ-
spring replaces a TFT strategist from subpopulation Si, for i = 1, 2, 3. Proceeding
as previously, the transition probabilities are found to be
pseln,n−e1 = (1− v)
(1− x1)f (1)2
3f
x1 +
v
2
{(1− x2)f (2)2
3f
x1 +
(1− x3)f (3)2
3f
x1
}
,
pseln,n−e2 = (1− v)
(1− x2)f (2)2
3f
x2 +
v
2
{(1− x1)f (1)2
3f
x2 +
(1− x3)f (3)2
3f
x2
}
,
pseln,n−e3 = (1− v)
(1− x3)f (3)2
3f
x3 +
v
2
{(1− x1)f (1)2
3f
x3 +
(1− x2)f (2)2
3f
x3
}
.
Finally the conditional probability to stay in the same state (n′ = n) is given by
pseln,n = 1−
3∑
i=1
(
pseln,n+ei + p
sel
n,n−ei
)
.
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Note that the conditional probability of all transitions with an increase of 1 in the
total number of TFT strategists and the conditional probability of all transitions
with a decrease of 1 in this number, given no mutation, are given by
psel+ (n) =
3∑
i=1
pseln,n+ei = (1− v)
3∑
i=1
xif
(i)
1
3f
(1− xi) + v2
3∑
i6=j=1
xif
(i)
1
3f
(1− xj) (3.3.1)
and
psel− (n) =
3∑
i=1
pseln,n−ei = (1− v)
3∑
i=1
(1− xi)f (i)2
3f
xi +
v
2
3∑
i6=j=1
(1− xi)f (i)2
3f
xj, (3.3.2)
respectively, where i 6= j means two diﬀerent integers. The second summation in
these equations is over i, j = 1, 2, 3 such that i 6= j.
3.4. Condition for weak selection to favor cooperation
Selection is said to favor TFT over AllD if the expected frequency of TFT
strictly exceeds 1/2 at the stationary state (Antal et al. [3], [4]). The frequency
of TFT in the whole population, represented by X, changes over one time step
under selection and mutation by a quantity represented by ∆Xtot. As the transition
probabilities for the population states, the expected value of this total change can
be expressed as a sum of two components. The ﬁrst component corresponds to
the expected change in the case of mutation, which occurs with probability u and
which does not depend on selection. The second component describes the expected
change in the case of no mutation, which occurs with probability 1− u and which
depends on selection. More precisely we have
Eδ
[
∆Xtot|X
]
= uEδ
[
∆Xmut|X
]
+ (1− u)Eδ
[
∆Xsel|X
]
, (3.4.1)
where X = (X1, X2, X3) represents the current population state and ∆Xtot is
the total change in the frequency of TFT over one time step, while ∆Xmut and
∆Xsel denote the conditional changes, given mutation and given no mutation,
respectively. In the stationary state, the expected frequency of strategy TFT is
constant. Hence the total expected change vanishes. Conditioning on the current
population state this entails
0 = Eδ
[
∆Xtot
]
= Eδ
(
Eδ
[
∆Xtot|X
])
= uEδ
[
∆Xmut
]
+ (1− u)Eδ
[
∆Xsel
]
. (3.4.2)
103
Given a population stateX = (X1, X2, X3) and mutation of the oﬀspring produced,
this oﬀspring chooses TFT as strategy with probability 1/2 whatever the strategy
of its parent is. On the other hand the individual replaced is a TFT strategist
with probability
X =
X1 +X2 +X3
3
.
Therefore
Eδ
[
∆Xmut|X
]
=
1
3N
(1
2
−X
)
,
from which
Eδ
[
∆Xmut
]
=
1
3N
(1
2
− Eδ(X)
)
.
Then the expected frequency of TFT at stationarity is given by
Eδ[X] =
1
2
− 3NEδ
[
∆Xmut
]
=
1
2
+
3N(1− u)
u
Eδ[∆Xsel]. (3.4.3)
We conclude that TFT is favored by selection if the expected change in the fre-
quency of TFT under selection but without mutation is positive in the stationary
state, that is,
Eδ[∆Xsel] > 0. (3.4.4)
Given a population state X = x = n/N and no mutation, the change in the
frequency of TFT is 1
3N
with probability psel+ (n), − 13N with probability psel− (n),
and 0 otherwise. Therefore, the conditional expected change is
Eδ[∆Xsel|X = x] = 13N
(
psel+ (n)− psel− (n)
)
. (3.4.5)
Using equations (3.3.1) and (3.3.2), we ﬁnd that
Eδ[∆Xsel|X = x] =1− v9N
3∑
i=1
xi(1− xi)
(
f
(i)
1
f
− f
(i)
2
f
)
+
v
18N
3∑
i6=j=1
xi(1− xj)
(
f
(i)
1
f
− f
(j)
2
f
)
.
Expressing the ﬁtnesses of the two strategies in the three subpopulations in terms
of expected payoﬀs as in (3.2.3) and developing with respect to the intensity of
selection δ yield the ﬁrst-order approximation
Eδ[∆Xsel|X = x] =(1− v)δ9N
3∑
i=1
xi(1− xi)(ω(i)1 − ω(i)2 )
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+
vδ
18N
3∑
i6=j=1
xi(1− xj)(ω(i)1 − ω(j)2 ) + o(δ). (3.4.6)
Using equations (3.2.1) and (3.2.2), the diﬀerence between the expected payoﬀ to a
TFT strategist in subpopulation Si and the expected payoﬀ to an AIID strategist
in subpopulation Sj is given by
ω
(i)
1 −ω(j)2 =
3N
3N − 1
{
(m−1)x(b−c)−
[
m
3N
(b−c)+c
]
+
1
3
(m−xj+2)β−13(m−1)(1−xi+2)β
}
,
for i, j = 1, 2, 3. Plugging this expression in equation (3.4.6) leads to
Eδ[∆Xsel|X = x] = δ(m− 1)3(3N − 1)
{
(1− v)
3∑
i=1
xi(1− xi)x+ v2
3∑
i6=j=1
xi(1− xj)x
}
(b− c)
− δ
3(3N − 1)
{
(1− v)
3∑
i=1
xi(1− xi) + v2
3∑
i6=j=1
xi(1− xj)
}[
m
3N
(b− c) + c
]
+
δ
9(3N − 1)
{
(1− v)
3∑
i=1
xi(1− xi)(m− xi+2)
+
v
2
3∑
i6=j=1
xi(1− xj)(m− xj+2)− (1− v)
3∑
i=1
xi(1− xi)(m− 1)(1− xi+2)
− v
2
3∑
i6=j=1
xi(1− xj)(m− 1)(1− xi+2)
}
β + o(δ).
Taking the expected value in the stationary state and developing with respect to
the intensity of selection yields to
(3N − 1)Eδ[∆Xsel] = δ3
{(
M1 − mM23N
)
(b− c)−M2c+M3β
}
+ o(δ), (3.4.7)
where
M1 = (m− 1)
{
(1− v)
3∑
i=1
E0[xi(1− xi)x] + v2
3∑
i6=j=1
E0[xi(1− xj)x]
}
,
M2 = (1− v)
3∑
i=1
E0[xi(1− xi)] + v2
3∑
i6=j=1
E0[xi(1− xj)],
M3 =
(1− v)
3
3∑
i=1
E0[xi(1− xi)(m− xi+2)] + v6
3∑
i6=j=1
E0[xi(1− xj)(m− xj+2)]
− (m− 1)
3
{
(1− v)
3∑
i=1
E0[xi(1− xi)(1− xi+2)] + v2
3∑
i6=j=1
E0[xi(1− xj)(1− xi+2)]
}
.
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Here E0 denotes expectation in the stationary state under neutrality (δ = 0). Let
us introduce the following probabilities of identity by strategy in the stationary
state under neutrality :
φ2,1 = P0[2 individuals in the same subpopulation have the same strategy],
φ2,2 = P0[2 individuals in 2 diﬀerent subpopulations have the same strategy],
φ3,1 = P0[3 individuals in the same subpopulation have the same strategy],
φ3,2 = P0[3 individuals in 2 diﬀerent subpopulations have the same strategy],
φ3,3 = P0[3 individuals in 3 diﬀerent subpopulations have the same strategy].
In these probabilities, the individuals and the subpopulations are chosen at ran-
dom. In the case of φ3,2, two individuals are chosen at random in one subpopulation
chosen at random and one individual is chosen at random in one of the two other
subpopulations chosen at random. Using these probabilities, the above quantities
take the following expressions (see Section 3.5 for details) :
M1 =(m− 1)(1− v)N − 12N2
[
1− φ2,1 + (N − 2)(φ2,1 − φ3,1) + 2N(φ2,2 − φ3,2)
]
+
v(m− 1)
2N
[
1− φ2,1 + 2(N − 1)(φ2,2 − φ3,2) +N(φ2,1 − φ3,3)
]
,
M2 =(1− v)3(N − 1)2N (1− φ2,1) +
3v
2
(1− φ2,2),
M3 =
N − 1
2N
(1− v)
[
1− φ2,1 + (m− 2)(φ2,2 − φ3,2)
]
+
v
2
(2N − 1
2N
(1− φ2,2) + N − 12N [φ3,2 − φ2,1 + (m− 1)(φ2,2 − φ3,2)]
+
m− 2
2
(φ2,2 − φ3,3)
)
. (3.4.8)
Then a suﬃcient condition for TFT to be favored by weak selection (δ > 0 small
enough) is that (
M1 − mM23N
)
(b− c)−M2c+M3β > 0. (3.4.9)
In the limit of a large subpopulation size (N →∞), we have
lim
N→∞
M1 =(m− 1)
{(1− v)
2
[φ2,1 + 2φ2,2 − φ3,1 − 2φ3,2]
+
v
2
[φ2,1 + 2φ2,2 − 2φ3,2 − φ3,3]
}
,
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lim
N→∞
M2 =
3
2
[
1− φ2,1 + v(φ2,1 − φ2,2)
]
,
lim
N→∞
M3 =
1− v
2
[
1− φ2,1 + (m− 2)(φ2,2 − φ3,2)
]
+
v
2
(
1− φ2,2 + φ3,2 − φ2,1 + (m− 1)(φ2,2 − φ3,2) + (m− 2)(φ2,2 − φ3,3)2
)
,
where φ2,1 = φ2,2 = 12 and φ3,1 = φ3,2 = φ3,3 =
1
4
. Therefore, we have
M1 =
3
8
(m− 1), M2 = 34 , M3 =
m
8
.
In this case, the suﬃcient condition (3.4.9) for weak selection to favor TFT be-
comes
β > β∗ =
3(b+ c)
m
− 3(b− c). (3.4.10)
Note that this condition does not depend on the migration parameter v. When
m = 1, which corresponds to the case of the simple Prisonner’s Dilemma played
only once, the condition reduces to
β > 6c. (3.4.11)
As the number of repetitions of the game increases, the condition becomes less
stringent since β∗ decreases as m increases. If β = 0, then TFT is more abundant
than AllD in the stationary state under weak selection when
m >
b+ c
b− c = 1 +
2c
b− c.
3.5. Calculations in the stationary state under neutra-
lity
In this section we consider the neutral case, that is, the case where all players
have the same ﬁtness equal to 1. We suppose that the population has reached its
stationary state under the eﬀects of mutation and migration. By symmetry the
frequencies of TFT in the three subpopulations satisfy
E0[xi] = E0[x1],
E0[x2i ] = E0[x
2
1],
E0[x3i ] = E0[x
3
1],
E0[xixj] = E0[x1x2],
107
E0[x2ixj] = E0[x
2
1x2],
for i, j = 1, 2, 3 with i 6= j. Using these equalities and recalling that x = (x1+x2+
x3)/3, the quantities in (3.4.8) can be expressed as
M1 =(1− v)(m− 1)
(
E0[x21] + 2E0[x1x2]− E0[x31]− 2E0[x21x2]
)
+ v(m− 1)
(
E0[x21]− 2E0[x21x2] + 2E0[x1x2]− E0[x1x2x3]
)
,
M2 =3(1− v)
(
E0[x1]− E0[x21]
)
+ 3v
(
E0[x1]− E0[x1x2]
)
,
M3 =(1− v)
(
mE0[x1]−mE0[x21]− E0[x1x2] + E0[x21x2]
)
+
v
2
(
2mE0[x1]− (2m+ 1)E0[x1x2]− E0[x21] + E0[x21x2] + E0[x1x2x3]
)
− (1− v)(m− 1)
(
E0[x1] + E0[x21]− E0[x1x2] + E0[x21x2]
)
− v
2
(m− 1)
(
2E0[x1]− 4E0[x1x2] + E0[x21x2] + E0[x1x2x3]
)
.
It remains to calculate the expected values E0[x1],E0[x21],E0[x
3
1],E0[x1x2],E0[x
2
1x2]
and E0[x1x2x3].
Let the N individuals in subpopulation Si be denoted by I
(i)
1 , ..., I
(i)
N , for i =
1, 2, 3. The strategy of each individual is represented by an indicator variable,
namely
χ
(i)
l =
1 if I
(i)
l is a TFT strategist,
0 if I(i)l is an AIID strategist.,
for l = 1, . . . , N and i = 1, 2, 3. Then the frequency of TFT in subpopulation S1
can be expressed as
x1 =
1
N
N∑
l=1
χ
(1)
l . (3.5.1)
Similarly the square and the cube of this frequency can be written as
x21 =
1
N2
N∑
l,l′=1
χ
(1)
l χ
(1)
l′ ,
x31 =
1
N3
N∑
l,l′,l′′=1
χ
(1)
l χ
(1)
l′ χ
(1)
l′′ ,
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respectively. Since the square and the cube of an indicator variable are the same
indicator variable and an expectation is a linear operator, we have
E0[x21] =
1
N2
N∑
l=1
E0
[
χ
(1)
l
]
+
1
N2
N∑
l 6=l′=1
E0
[
χ
(1)
l χ
(1)
l′
]
,
E0[x31] =
1
N3
N∑
l=1
E0
[
χ
(1)
l
]
+
3
N3
N∑
l 6=l′=1
E0
[
χ
(1)
l χ
(1)
l′
]
+
1
N3
N∑
l 6=l′ 6=l′′=1
E0
[
χ
(1)
l χ
(1)
l′ χ
(1)
l′′
]
,
where l 6= l′ means two diﬀerent integers in {1, 2, ..., N} and l 6= l′ 6= l′′ stands for
three diﬀerent integers in {1, 2, ..., N}. Using the symmetry of the two strategies in
the neutral model and the notation for the probabilities introduced in the previous
section, we get the following equalities :
E0
[
χ
(1)
l
]
=
1
2
E0
[
χ
(1)
l + (1− χ(1)l )
]
=
1
2
,
E0
[
χ1l χ
(1)
l′
]
=
1
2
E0
[
χ
(1)
l χ
(1)
l′ + (1− χ(1)l )(1− χ(1)l′ )
]
=
1
2
φ2,1,
E0
[
χ
(1)
l χ
(1)
l′ χ
(1)
l′′
]
=
1
2
E0
[
χ
(1)
l χ
(1)
l′ χ
(1)
l′′ + (1− χ(1)l )(1− χ(1)l′ )(1− χ(1)l′′ )
]
=
1
2
φ3,1,
for three diﬀerent integers l, l′, l′′ in {1, 2, ..., N}. Therefore, we have
E0[x21] =
1
2N
+
(N − 1)
2N
φ2,1,
E0[x31] =
1
2N2
+
3(N − 1)
2N2
φ2,1.+
(N − 1)(N − 2)
2N2
φ3,1.
Similarly, we ﬁnd that
E0[x1x2] =
1
N2
N∑
l,l′=1
E0
[
χ
(1)
l χ
(2)
l′
]
=
1
2
φ2,2 (3.5.2)
and
E0[x21x2] =
1
N3
N∑
l,l′,l′′=1
E0
[
χ
(1)
l χ
(1)
l′ χ
(2)
l′′
]
=
1
N3
N∑
l,l′′=1
E0
[
χ
(1)
l χ
(2)
l′′
]
+
1
N3
N∑
l 6=l′=1
N∑
l′′=1
E0
[
χ
(1)
l χ
(1)
l′ χ
(2)
l′′
]
=
1
2N
φ2,2 +
N − 1
2N
φ3,2,
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where
φ2,2 = E0
[
χ
(1)
l χ
(2)
l′′ + (1− χ(1)l )(1− χ(2)l′′ )
]
,
φ3,2 = E0
[
χ
(1)
l χ
(1)
l′ χ
(2)
l′′ + (1− χ(1)l )(1− χ(1)l′ )(1− χ(2)l′′ )
]
,
for three integers l, l′, l′′ in {1, 2, ..., N} such that l 6= l′. Finally, we have the
following equation
E0[x1x2x3] =
1
N3
N∑
l,l′,l′′=1
E0
[
χ1l χ
2
l′χ
3
l′′
]
=
1
2N3
N∑
l,l′,l′′=1
E0
[
χ1l χ
2
l′χ
3
l′′ + (1− χ1l )(1− χ2l′)(1− χ3l′′)
]
=
φ3,3
2
,
where
φ3,3 = E0
[
χ
(1)
l χ
2
l′χ
3
l′′ + (1− χ(1)l )(1− χ2l′)(1− χ3l′′)
]
,
for three integers l, l′, l′′ in {1, 2, ..., N}.
The above expressions for the expected values lead to the expressions for the
quantities M1, M2 and M3 in (3.4.8) in terms of
φk,n = P0[k individuals in n subpopulations have the same strategy],
for k = 2, 3 and n = 1, 2, 3, where individuals and subpopulations are chosen at
random without replacement. What is left is the calculation of these probabilities.
Consider ﬁrst two individuals chosen at random without replacement in the
same subpopulation. Looking one time step back there are four possibilities for the
lineages of the two individuals. The ﬁrst possibility is that one of the individuals
is the oﬀspring of the other, which occurs with probability
p1 = 2× 13N ×
1
N
× (1− v) = 2(1− v)
3N2
.
The second is that one of the individuals is the oﬀspring of an individual chosen
at random in the same subpopulation as the other individual, but diﬀerent from
this individual. This event has probability
p2 = 2× N − 13N ×
1
N
× (1− v) = 2(N − 1)(1− v)
3N2
.
110
The third is that one of the individuals is the oﬀspring of an individual chosen at
random in a subpopulation diﬀerent from the subpopulation of the other indivi-
dual, which has probability
p3 = 2× 2N3N ×
v
2
× 1
N
=
2Nv
3N2
.
The last possibility is that none of two individuals is an oﬀspring of an individual
in the population one time step back. The probability of this event is given by
p4 = 1− (p1 + p2 + p3) = 1− 23N .
Then, conditioning on the event aﬀecting the lineages of the two individuals one
time step back, we arrive at the equation
φ2,1 = p1
[
(1− u) + u
2
]
+ p2
[
(1− u)φ2,1 + u2
]
+ p3
[
(1− u)φ2,2 + u2
]
+ p4φ2,1.
This yields
φ2,1 = a1 + a2φ2,2, (3.5.3)
where
a1 =
u
2
(p1 + p2 + p3) + (1− u)p1
1− (1− u)p2 − p4 =
uN + 2(1− u)(1− v)
2N − 2(N − 1)(1− u)(1− v) ,
a2 =
(1− u)p3
1− (1− u)p2 − p4 =
2(1− u)Nv
2N − 2(N − 1)(1− u)(1− v) .
Now for two individuals chosen at random from two diﬀerent subpopulations, the
events described above have probabilities
q1 = 2× 13N ×
1
N
× v
2
=
v
3N2
,
q2 = 2× N − 13N ×
1
N
× v
2
=
(N − 1)v
3N2
,
q3 = 2
[
N
3N
× 1
N
× v
2
+
N
3N
× 1
N
× (1− v)
]
=
N(2− v)
3N2
,
q4 = 1− (q1 + q2 + q3) = 1− 23N ,
respectively. Therefore
φ2,2 = q1
[
(1− u) + u
2
]
+ q2
[
(1− u)φ2,1 + u2
]
+ q3
[
(1− u)φ2,2 + u2
]
+ q4φ2,2,
from which
φ2,2 = b1 + b2φ2,1, (3.5.4)
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where
b1 =
u
2
(q1 + q2 + q3) + (1− u)q1
1− (1− u)q3 − q4 =
uN + (1− u)v
2uN + vN(1− u) ,
b2 =
(1− u)q2
1− (1− u)q3 − q4 =
(1− u)(N − 1)v
2uN + vN(1− u) .
From equations (3.5.3) and (3.5.4), we arrive at the solution
φ2,1 =
a1 + a2b1
1− a2b2
=
[uN + 2(1− u)(1− v)][2u+ v(1− u)] + 2(1− u)v[uN + v(1− u)]
[2u+ v(1− u)][2N − 2(N − 1)(1− u)(1− v)]− 2(N − 1)v2(1− u)2 ,
(3.5.5)
φ2,2 =
b1 + b2a1
1− a2b2
=
2uN + 2v(1− u)− (N − 1)(u− u2)(2− 3v)
[2u+ v(1− u)][2N − 2(N − 1)(1− u)(1− v)]− 2(N − 1)v2(1− u)2 .
(3.5.6)
Similarly, for three individuals chosen at random without replacement in the same
subpopulation from one time step to the previous one, one of the individuals can
be an oﬀspring and then it can be an oﬀspring of anyone of the two others, or an
oﬀspring of an individual in the same subpopulation but diﬀerent from the two
others, or an oﬀspring of an individual in a diﬀerent subpopulation. Otherwise
none of the individuals is an oﬀspring. These events have probabilities given by
r1 = 6× 13N × (1− v)×
1
N
=
2(1− v)
N2
,
r2 = 3× N − 23N × (1− v)×
3
3N
=
(N − 2)(1− v)
N2
,
r3 = 3× 2N3N ×
v
2
× 1
N
=
Nv
N2
,
r4 = 1− 1
N
=
N − 1
N
,
respectively. Conditioning on these events, we ﬁnd that
φ3,1 = r1
[
(1−u)+ u
2
]
φ2,1+r2
[
(1−u)φ3,1+ u2φ2,1
]
+r3
[
(1−u)φ3,2+ u2φ2,1
]
+r4φ3,1.
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Then we have
φ3,1 = c1φ2,1 + c2φ3,2, (3.5.7)
where
c1 =
u
2
(r1 + r2 + r3) + (1− u)r1
1− r2 − r4 + ur2 =
Nu
2
+ 2(1− u)(1− v)
N − (1− u)(N − 2)(1− v) ,
c2 =
(1− u)r3
1− r2 − r4 + ur2 =
(1− u)Nv
N − (1− u)(N − 2)(1− v) .
Proceeding in the same way for two individuals in the same subpopulation and
one in another population, we ﬁnd that
φ3,2 = d1φ2,1 + d2φ2,2 + d3φ3,1 + d4φ3,3, (3.5.8)
where
d1 =
Nu
2
+ (1− u)v
3N − (1− u)(2− v)(3N
2
− 1) ,
d2 =
Nu+ (1− u)(2− v)
3N − (1− u)(2− v)(3N
2
− 1) ,
d3 =
1
2
.
(1− u)(N − 2)v
3N − (1− u)(2− v)(3N
2
− 1) ,
d4 =
(1− u)Nv
3N − (1− u)(2− v)(3N
2
− 1) .
Finally, for three individuals in three subpopulations, we have
φ3,3 = e1φ2,2 + e2φ3,2, (3.5.9)
where
e1 =
(1− u)v + uN
2
N
[
1− (1− u)(1− v)
] ,
e2 =
(1− u)(N − 1)v
N
[
1− (1− u)(1− v)
] .
From equations 3.5.7, 3.5.8 and 3.5.9, we conclude that
φ3,2 =
(d1 + d3c1)φ2,1 + (d2 + d4e1)φ2,2
1− d3c2 − d4e2 ,
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φ3,1 = c1φ2,1 + c2 · (d1 + d3c1)φ2,1 + (d2 + d4e1)φ2,21− d3c2 − d4e2 ,
φ3,3 = e1φ2,2 + e2 · (d1 + d3c1)φ2,1 + (d2 + d4e1)φ2,21− d3c2 − d4e2 .
In the limit of a large subpopulation size, we have
lim
N→∞
φ2,1 = lim
N→∞
2u2N + 3uNv(1− u)
4u2N + 6uNv(1− u) =
1
2
,
lim
N→∞
φ2,2 = lim
N→∞
2uN −N(u− u2)(2− 3v)
4u2N + 6uNv(1− u) =
1
2
.
We have also
lim
N→∞
φ3,1 = lim
N→∞
φ3,2 = lim
N→∞
φ3,3 =
1
4
.
This means that the strategies of diﬀerent individuals in the population at sta-
tionarity in the limit of a large subpopulation size are chosen independently at
random. This is expected since this situation corresponds to a strong mutation
limit.
3.6. Discussion
We have considered the repeated Prisoner’s Dilemma game with TFT and
AllD as strategies played by individuals in a population made of three subpopula-
tions of the same ﬁnite size N , updated by single birth-death events according to
a Moran model with mutation, migration, and selection determined by the payoﬀs
of the game, under the assumption of symmetric interactions between individuals
within each subpopulation but asymmetric between individuals in diﬀerent subpo-
pulations according to a cyclic dominance hierarchy scheme. Besides a cooperation
cost c for a beneﬁt b > c to the opponent in each round of the game, there is a
defection cost β incurred by a defecting individual when the opponent is dominant
and defecting.
In the limit of a large population size and with only one round of the game, we
have shown that TFT is more abundant than AllD in the stationary state under
weak selection if β > 6c. The condition becomes less stringent as the number of
rounds increases (see 3.4.10) and is always satisﬁed as soon as
m >
3(b+ c)
3(b− c) + β .
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Note that the condition (3.4.10) in the limit of a large population size never de-
pends on the migration rate. Moreover, it can be checked that this condition does
not change with linear dominance. This is to be compared to the conditions for
TFT to be globally asymptotically stable in an inﬁnite population in the absence
of migration in the case m ≥ 2, which are β > 3c with cyclic dominance and
β > 3c/2 but for m > max{(b + 2c − β)/(b − c), (2b + c)/(2b − 2c)} with linear
dominance (Tao et al. [151]).
Note also that the condition (3.4.10) can be written in the form (Tarnita et al.
[149])
σR + S > T + σP,
where σ = 1 represents a population structure coeﬃcient and
R = m(b− c), S = −c− (m− 1)β
3
, T = b− (m− 1)β
3
, P = −mβ
3
,
represent payoﬀs. Therefore, the situation is equivalent to a model in a well-mixed
population with a payoﬀ matrix
A˜ =
Ai,1 + Ai,2 + Ai,3
3
=
 m(b− c) −c− (m−1)3 β
b− (m−1)
3
β −m
3
β
 ,
which can be called an eﬀective game matrix (Lessard [88]. This is not the case,
however, for a ﬁnite population size (i.e. N < ∞), since M3 in (3.4.9) is not a
linear function of m, while σ may depend on N and u, the mutation rate per birth
event, but not on R, S, T, P .
The eﬀects of the subpopulation size N along with the migration and mutation
rates per birth event v and u on the general condition (3.4.9) for TFT to be more
abundant than AllD in the stationary state under weak selection are illustrated in
Figures 3.1 and 3.2. For m = 1, b = 2, c = 1, the threshold value that the defection
cost β must exceed increases as N or u decreases, for v = 0.1, or as v increases, for
u = 0.1. This suggests that the evolution of cooperation in the case of dominance
hierarchy is made easier if the population size or the mutation rate is larger or if
the migration rate is smaller.
3.7. Appendix
We consider three subpopulations represented by S1, S2 and S3 with the same
size N. We consider the linear hierarchy, in which an individual in S1 dominates
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Figure 3.1. Threshold value that β must exceed for TFT to be
more abundant than AllD in the stationary state under weak selec-
tion as a function of N and v for m = 1, b = 2, c = 1, u = 0.1.
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Figure 3.2. Threshold value that β must exceed for TFT to be
more abundant than AllD in the stationary state under weak selec-
tion as a function of N and u for m = 1, b = 2, c = 1, v = 0.1.
an individual in S2 and in S3 and an individual in S2 dominates an individual in
S3. Like the example of the cyclic dominance, we suppose that there are a pairwise
interactions in the context of iterated Prisoner’s Dilemma. We suppose the same
assumptions considered in the case of linear hierarchy for the payoﬀ matrix for
symmetric interactions. There is a change in the expressions of the asymmetric
interactions. The new payoﬀ matrices are given by
A1,2 = A1,3 = A2,3 =
m(b− c) −c
b 0
 ,
116
A2,1 = A3,1 = A3,2 =
 m(b− c) −c− (m− 1)β
b− (m− 1)β −mβ
 .
Let wi1 and w
i
2 be the expected payoﬀs to TFT and AllD, respectively, in subpo-
pulation Si, for i = 1, 2, 3. Using the payoﬀ matrices, the expected payoﬀs to TFT
in the three subpopulations are given by :
ω11 = m(b− c)
n1 − 1 + n2 + n3
3N − 1 − c
3N − n1 − n2 − n3
3N − 1
=
3N
3N − 1
[
mx(b− c)− m(b− c)
3N
− (1− x)c
]
,
ω21 = m(b− c)
n1 − 1 + n2 + n3
3N − 1 − c
3N − n1 − n2 − n3
3N − 1 − (m− 1)β
N − n1
3N − 1
=
3N
3N − 1
[
mx(b− c)− m(b− c)
3N
− (1− x)c− 1
3
(1− x1)(m− 1)β
]
,
ω31 = m(b− c)
n1 − 1 + n2 + n3
3N − 1 − c
3N − n1 − n2 − n3
3N − 1 − (m− 1)β
2N − n1 − n2
3N − 1
=
3N
3N − 1
[
mx(b− c)− m(b− c)
3N
− (1− x)c− 1
3
(2− x1 − x2)(m− 1)β
]
.
For AllD, the corresponding expressions are given by :
ω12 =
3N
3N − 1xb,
ω22 =
3N
3N − 1
[
xb− 1
3
(m− x1)β
]
,
ω32 =
3N
3N − 1
[
xb− 1
3
(m− x1)β − 13(m− x2)β
]
.
We can generalize the expressions of the expected payoﬀ to TFT in the subpopu-
lation Si by
ωi1 =
3N
3N − 1
[
mx(b− c)− m(b− c)
3N
− (1− x)c− 1
3
∑
l<i
(1− xl)(m− 1)β
]
, (3.7.1)
and the expected payoﬀ to AllD in the subpopulation Si by
ωi2 =
3N
3N − 1
[
xb− 1
3
∑
l<i
(m− xl)β
]
, (3.7.2)
for i = 1, 2, 3. Using equations (3.7.1) and (3.7.2), we deduce that the diﬀerence
between the expected payoﬀ to a TFT strategist in subpopulation Si and the
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expected payoﬀ to an AllD strategist in subpopulation Sj is given by
ω
(i)
1 − ω(j)2 =
3N
3N − 1
{
(m− 1)x(b− c)−
[
m
3N
(b− c) + c
]
+
1
3
∑
l<j
(m− xl)β
− 1
3
∑
l<i
(1− xl)(m− 1)β
}
, (3.7.3)
By the same argument used in the case of cyclic hierarchy, we obtain the same
expression obtained in the equation (3.4.6)
Eδ[∆Xsel|X = x] = (1− v)δ9N
3∑
i=1
xi(1− xi)(ω(i)1 − ω(i)2 )
+
vδ
18N
3∑
i6=j=1
xi(1− xj)(ω(i)1 − ω(j)2 ) + o(δ).
Plugging the expression (3.7.3) in the last expression leads to
Eδ[∆Xsel|X = x] = δ(m− 1)3(3N − 1)
{
(1− v)
3∑
i=1
xi(1− xi)x+ v2
3∑
i6=j=1
xi(1− xj)x
}
(b− c)
− δ
3(3N − 1)
{
(1− v)
3∑
i=1
xi(1− xi) + v2
3∑
i6=j=1
xi(1− xj)
}[
m
3N
(b− c) + c
]
+
δ
9(3N − 1)
{
(1− v) ∑
1≤l<i≤3
xi(1− xi)(m− xl)
+
v
2
∑
1≤l<j≤3
3∑
i=1
i6=j
xi(1− xj)(m− xl)− (1− v)
∑
1≤l<i≤3
xi(1− xi)(m− 1)(1− xl)
− v
2
∑
1≤l<i≤3
3∑
j=1
j 6=i
xi(1− xj)(m− 1)(1− xl)
}
β + o(δ).
Taking the expected value in the stationary state, we obtained the following ex-
pression
(3N − 1)Eδ[∆Xsel] = δ3
{(
M ′1 −
mM ′2
3N
)
(b− c)−M ′2c+M ′3β
}
+ o(δ), (3.7.4)
where M ′1, M
′
2 and M
′
3 are given by :
M ′1 = (m− 1)
{
(1− v)
3∑
i=1
E0[xi(1− xi)x] + v2
3∑
i6=j=1
E0[xi(1− xj)x]
}
,
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M ′2 = (1− v)
3∑
i=1
E0[xi(1− xi)] + v2
3∑
i6=j=1
E0[xi(1− xj)],
M ′3 =
(1− v)
3
∑
1≤l<i≤3
E0[xi(1− xi)(m− xl)] + v6
∑
1≤l<j≤3
3∑
i=1
i6=j
E0[xi(1− xj)(m− xl)]
− (m− 1)
3
{
(1− v) ∑
1≤l<i≤3
E0[xi(1− xi)(1− xl)] + v2
∑
1≤l<i≤3
3∑
j=1
j 6=i
E0[xi(1− xj)(1− xl)]
}
.
It’s clear that M ′1 = M1 and M
′
2 = M2. For the expression of M
′
3, by using the
symmetry in the neutral case, we obtain
M ′3 =(1− v)E0[x1(1− x1)(m− x2)] +
v
2
{
E0[x1(1− x2)(m− x1)]
+ E0[x1(1− x2)(m− x3)]
}
− (1− v)(m− 1)E0[x1(1− x1)(1− x2)]
+
v
2
{
E0[x1(1− x2)2] + E0[x1(1− x2)(1− x3)]
}
.
Then a comparison with the expression of M3 gives M ′3 = M3. Then a suﬃcient
condition for weak selection to favor TFT in the case of linear hierarchy is the
same condition in the case of cyclic hierarchy given by the condition (3.4.9). The
conditions (3.4.10) obtained in a large population and (3.4.11) obtained in the case
of the simple Prisoner’s Dilemma (m = 1) in the case of cyclic hierarchy remain
valid in the case of linear hierarchy.
Chapitre 4
STRONG MIGRATION LIMIT FOR GAMES
IN STRUCTURED POPULATIONS :
APPLICATIONS TO DOMINANCE
HIERARCHY AND SET STRUCTURE
Auteurs : D. Kroumi et S. Lessard.
Référence : Games 6(2015), 318− 346
Résumé
Dans une population non structurée, un individu peut interagir avec tout autre
individu de la population avec la même probabilité. En réalité, les interactions entre
les proches individus sont plus susceptibles de se produire que les interactions entre
les individus éloignés. Dans ce cadre, on considère une population haploïde de taille
N , subdivisée en un nombre ﬁni de colonies numérotées de 1 à d de tailles N1 à Nd.
Chaque individu utilise une stratégie parmi deux stratégies : S1 et S2. On suppose
qu’il y a deux types d’interactions dans la population. Des interactions symétriques
à l’intérieur de chaque colonie ce qui signiﬁe que le gain de l’individu dépend de les
stratégies de l’individu et de son partenaire. Des interactions asymétriques entre
les colonies ce qui signiﬁe que le gain de l’individu dépend de la colonie et de la
stratégie de l’individu lui-même et de son partenaire. Chaque individu entre en
interaction avec les autres pour accumuler un gain qui aﬀecte sa fertilité. Plus
précément, la fertilité f d’un individu est égale à une valeur de base 1 ajoutée au
gain moyen de l’individu, ω, pondéré par l’intensité de sélection δ :
f = 1 + δω.
120
Un individu de la colonie i peut interagir avec un autre de la colonie j selon une
matrice de jeu Aij, avec probabilité qij, pour i, j = 1, . . . , d.
À chaque génération, un individu est choisi avec probabilité proportionnelle à
sa fertilité pour produire une copie de lui-même. On suppose qu’il y a possibilité de
migration d’une colonie à une autre. Plus précisément, si l’origine du parent est la
colonie i, alors la copie remplace un individu choisi au hasard dans la colonie j avec
probabilité mij, pour i = 1, . . . , d. On considère une matrice de migration M =
{mij}1≤i,j≤d ergodique. Suite au remplacement, chaque individu de la population
peut garder sa stratégie avec probabilité 1−u ou muter en choisissant une stratégie
au hasard avec probabilité u.
D’abord, on étudie le processus de coalescence neutre (absence de sélection
δ = 0) dans le cas où la taille totale de la population N tend vers l’inﬁni de telle
sorte que la proportion de chaque colonie αi = Ni/N reste constance, pour tout
i = 1, . . . , d. Le processus limite obtenu est équivalent au processus de coalescence
de Kingman pour une population bien mélangée avec une taille eﬀective. Plus
précisément, le processus limite est exactement le processus limite obtenu dans le
modèle de Moran avec une taille eﬀective Ne = N/
√
λ, où
λ =
d∑
i=1
mii
αi
π2i +
∑
i6=j
mji
αi
πiπj.
Ici, le vecteur (π1, . . . , πd) est la distribution stationnaire de la matrice de migration
vers l’arrière M∗ = (m∗ij), où
m∗ij =

mjiNj
NNi
if i 6= j,
1−∑l 6=i mliNlNNi if i = j.
En cas de présence de sélection, on montre que la fréquence pondérée de S1
converge vers un état d’équilibre. Dans cet état, on s’intéresse à la valeur moyenne
de cette fréquence. Dans le cas limite de sélection faible, δ > 0 assez petit, on
obtient une condition sous laquelle elle dépasse ce qu’elle serait en cas d’absence
de sélection. Cette condition est équivalente à celle obtenue dans une population
bien mélangée avec une matrice de jeu eﬀective
A˜ =
d∑
i,j,k=1
πi
αjmji
αi
qjkAjk.
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Enﬁn, on étudie deux applications importantes pour bien comprendre l’évolution
de la coopération dans des populations structurées. La première est la comparai-
son des eﬀets de la dominance linéaire et de la dominance cyclique sur l’évolution
de la coopération. Dans la dominance linéaire, il y a des interactions par paire
entre tous les individus de la population. Ceux de la colonie i dominent ceux de
la colonie j, pour i < j. Dans la dominance cyclique, les individus de la colonie i
peut interagir avec les individus de les colonies i− 1, i et i+1. Ceux de la colonie
i dominent ceux de la colonie i+ 1. On montre que la dominance linéaire favorise
davantage l’évolution de la coopération. La deuxième est l’étude d’une population
subdivisée en ensembles. Il y a M en sembles en total. Chaque individu appartient
exactement à K ensembles. Les interactions se font seulement entre les individus
dans les mêmes ensembles (les individus interagissent autant de fois que le nombre
des ensembles qu’ils appartiennent à la fois). On montre que la migration forte
élimine l’eﬀet de la structure et par la suite la condition qui assure une abondance
supérieur de la coopération est la même que celle obtenue dans une population
bien mélangée.
Abstract
In this paper we deduce a condition for a strategy S1 to be more abundant on
average at equilibrium under weak selection than another strategy S2 in a po-
pulation structured into a ﬁnite number of colonies of ﬁxed proportions as the
population size tends to inﬁnity. It is assumed that one individual reproduces at
a time with probability depending on the payoﬀ received in pairwise interactions
within colonies and between colonies and that the oﬀspring replaces one individual
chosen at random in the colony where the oﬀspring migrates into. It is shown that
an expected weighted average equilibrium frequency of S1 under weak symmetric
strategy mutation between S1 and S2 is increased by weak selection if an expected
weighted payoﬀ of S1 near neutrality exceeds the corresponding expected weighted
payoﬀ of S2. The weights are given in terms of reproductive values of individuals in
the diﬀerent colonies in the neutral model. This condition for S1 to be favored by
weak selection is obtained from a strong-migration limit of the genealogical process
under neutrality for a sample of individuals, which is proved using a two-time scale
argument. The condition is applied to games between individuals in colonies with
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linear or cyclic dominance and between individuals belonging to groups represen-
ted by subsets of a given set.
Keywords and phrases :
abundance in frequency ; dominance hierarchy ; Prisoner’s Dilemma ; reproductive
value ; set-structured populations ; structured coalescent.
4.1. Introduction
Population structure refers to consistent demographic diﬀerences among indi-
viduals as a function of some other attribute such as geographic location, age,
size, gender or physiological state. Over the last years, structured population mo-
dels have become a central modeling formalism in theoretical biology and game
dynamics, and one of the most widely used.
An important question is the eﬀect of migration on evolution. Nagylaki [103]
studied the strong-migration limit in a geographically structured population, which
occurs when migration dominates all other evolutionary forces in the limit of a large
population, by means of a diﬀusion approximation. He considers a ﬁnite number
of demes represented by the integers 1, . . . , d. Deme i is composed of Ni = Nαi
diploid individuals considered at a single multi-allelic locus, for i = 1, . . . , d. Here,
N and αi denote the whole population size and the proportion of deme i in the
whole population, for i = 1, . . . , d, with
∑d
i=1 αi = 1. Time is discrete with non-
overlapping generations and the reproduction scheme in each deme follows the
Wright-Fisher model as a result of random mating. Following the production of a
very large number of oﬀspring and selection among oﬀspring, there is migration.
The probability that an individual in deme i comes from deme j is represented
by m∗ij, for i, j = 1, . . . , d. The backward migration matrix M
∗ = {m∗ij}1≤i,j≤d is
assumed to be constant and ergodic. Following migration and mutation, there is
random sampling within demes to restore the deme sizes. In the limit of a large
population size (N → ∞), the stochastic dynamics in this structured population
is described by a Wright-Fisher diﬀusion as in a well-mixed population with an
eﬀective population size Ne = αN taken as unit of time, where
α =
( d∑
i=1
π2i
αi
)−1
. (4.1.1)
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Here, (πi)1≤i≤d is the stationary distribution associated with the backward migra-
tion matrix M∗. Under the same assumptions but for a haploid population and
in the absence of selection, Notohara [107] showed that the genealogical process
known in this context as the structured coalescent (Horbots [58]) is described in the
limit of a large population size by the standard Kingman coalescent [70, 71, 72],
which is such that each pair of lineages coalesces backward in time at rate 1 inde-
pendently of all others.
Diﬀusion approximations and genealogical processes are very important tools
to address questions related to the eﬀect of selection on the evolution of strategies
in game dynamics. Among these questions, how cooperation can emerge and per-
sist from interactions between individuals is of prime interest. This question has
attracted increasing attention from mathematical or theoretical biologists (Axel-
rod and Hamilton [9], Szabò and Töke [146], Traulsen et al. [163], Santos and
Pacheco [142], Hauert and Szabò [51], Nowak [108, 111], Nowak and Sigmund
[118], Ohtsuki et al. [125], Szabò and Fáth [145]). In order to study this question,
a simple game named the Prisoner’s Dilemma has been considered. The simplest
form of this game has payoﬀs in additive form with the following parameters : a
donor pays a cost c to a recipient to get a beneﬁt b, where b > c.
The ﬁrst studies on the evolution of cooperation in structured populations as-
sumed symmetric interactions between all members of the population. This means
that the payoﬀs depend only on the strategies used by the interacting individuals
(Hamilton [45, 46], Trivers [165], Frank [34], Nowak and Sigmund [115, 116],
Nowak [108], Traulsen and Nowak [159], Kroumi and Lessard [75]). Even in this
case, interactions can form a complex system as in the set-structured population
introduced in Tarnita et al. [148] : every individual of the population belongs to
exactly K sets among M sets and a cooperator cooperates only with individuals
that belong to at least L of the K sets, and defects otherwise.
In living groups, repetitive interactions for access to limited resources or mating
opportunities can lead to the creation of a social order. A hierarchy dominance that
may depend on diﬀerences in resource holding power (Hammerstein [44], Wilson
[175]) can be established so that individuals are dominant over those below them
and submissive to those above them. This motivates the study of asymmetric in-
teractions with a cost for not conforming to the established hierarchy in structured
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populations with linear or cyclic dominance (Tao et al. [151], Kroumi and Lessard
[74]).
In this paper we consider a Moran type model for games played in a popula-
tion structured into d colonies of diﬀerent ﬁnite sizes. In pairwise interactions, the
individuals can adopt one of two strategies, S1 or S2. An individual from colony i
interacts with an individual from colony j with probability qij for i, j = 1, . . . , d,
where
∑d
j=1 qij = 1 for i = 1, . . . , d. The expected payoﬀ that an individual re-
ceives determines the probability for this individual to produce an oﬀspring. One
oﬀspring is produced at a time and, following migration, this oﬀspring replaces
one individual locally chosen at random. More precisely, if the oﬀspring is produ-
ced in colony i and migrates to colony j with probability mij, then the oﬀspring
replaces an individual chosen at random in colony j, for i, j = 1, . . . , d. Finally,
there is mutation of the strategy used by each individual independently of all
others with probability u from one time step to the next, and when this occurs the
mutant strategy is chosen at random among S1 and S2. We will ﬁnd a condition
for S1 to be more abundant on average than S2 at equilibrium in the limit of a
large population under weak selection and weak mutation. This result relies on
the strong-migration limit of the genealogical process in the absence of selection,
which is proved using a lemma for two-time scale Markov chains due to Möhle
[99]. The condition will be express in terms of expected weighted payoﬀs using
reproductive values as weights, which is an alternative to the use of structure co-
eﬃcients (Nowak et al. [119]) for games in structured populations. This will allow
us to give an intuitive interpretation of this condition.
The remainder of this paper is organized as follows. We present the details
of the model in Section 4.2. We use a two-time scale convergence result that is
established in Appendix A to derive the limiting genealogical process in a neutral
structured population in Section 4.3. The equilibrium state under weak selection is
studied in Section 4.4. In Section 4.5 a condition for a weighted average equilibrium
frequency of S1 to increase as the selection intensity increases from 0 is deduced.
This condition is applied to situations with linear or cyclic dominance hierarchy in
Section 4.6 and to games in set-structured populations in Section 4.7. The results
are interpreted and discussed in Section 4.8.
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4.2. Model
We assume a population subdivided into d colonies represented by the inte-
gers 1, . . . , d. Each colony is made of a ﬁnite number Ni of haploid individuals,
for i = 1, . . . , d. Each individual in the population adopts one of two strategies,
S1 or S2. We assume pairwise interactions between individuals within each colony
and between individuals from diﬀerent colonies. More precisely, an individual from
colony i interacts with an individual chosen at random from colony j with proba-
bility qij, for j = 1, . . . , d, with
∑d
j=1 qij = 1, for i = 1, . . . , d. Then the payoﬀ that
the individual from i receives is given by the entries of the matrix
Aij =

S1 S2
S1 aij bij
S2 cij dij
, (4.2.1)
according to the strategy adopted by the individual from i, corresponding to row
S1 or S2, and the strategy used by the individual from j, corresponding to column
S1 or S2. The expected payoﬀs of strategies S1 and S2 played by individuals in
colony i are denoted by ω1,i and ω2,i, respectively. It is assumed that these expected
payoﬀs translate into fertilities, or reproductive successes, in the form
f1,i = 1 + δ × ω1,i (4.2.2)
and
f2,i = 1 + δ × ω2,i, (4.2.3)
respectively, where δ > 0 represents an intensity of selection. It is assumed throu-
ghout the paper that selection is weak, actually that the intensity of selection s is
small compared to the inverse of the population size N−1, where
N = N1 + · · ·+Nd. (4.2.4)
The case δ = 0 corresponds to neutrality.
Time is discrete. At each time step, an individual is chosen in the whole po-
pulation with probability proportional to its fertility to produce an oﬀspring. This
oﬀspring inherits the strategy used by its parent. If the parent is from colony i,
then the oﬀspring stays in colony i with probability mii or migrates to colony j 6= i
with probability mij, with
∑d
j=1mij = 1, for i = 1, . . . , d. In both cases, the oﬀ-
spring replaces an individual chosen at random in the same colony. It is assumed
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throughout that the forward migration matrixM = (mij)1≤i,j≤d is irreducible and
aperiodic, that is ergodic. In other words, there exists some power of this migration
matrix,Ml for some integer l ≥ 1, with all positive entries. Finally, strategy muta-
tion occurs with probability u for each individual independently from all others so
that the strategy used by the individual at the next time step is chosen at random
among S1 and S2 with probability u and remains the same with the complementary
probability 1− u.
4.3. Genealogical process in the neutral model
In this section we derive the genealogical process of a sample taken from the
population structured into d colonies under the neutral model in the limit of a
large population size. Every individual of the population has the same fertility
which is given by 1.
Consider a sample of size n ≥ 2 at a given time step. Looking backward in time
at the genealogy of this sample, the distribution of the ancestors in the d colonies
at any previous time step can be described by a vector
n = (n1, . . . , nd), (4.3.1)
where ni denotes the number of ancestors in colony i, for i = 1, . . . , d. Then
|n| = n1 + · · ·+ nd (4.3.2)
is the total number of ancestors.
Let n(τ) be the distribution of the ancestors τ ≥ 0 time steps back. Given
an initial sample of n individuals, this is a discrete-time Markov chain with state
space
En = {n = (n1, . . . , nd) : n1 + · · ·+ nd ≤ n} . (4.3.3)
Let Πn,n′ be the transition probability from state n to state n′. A possible transition
is from n to n− ei, for i ∈ {1, . . . , d} such that ni ≥ 1. Here, ei is a d-dimensional
unit vector with the i-th component equal to 1 and all other components equal to
0. This transition is obtained if one of the ni ancestors in colony i produced an
oﬀspring who stayed in colony i and is one of the ni − 1 other ancestors in this
colony, or if one of the nj ancestors in colony j 6= i produced an oﬀspring who
migrated to colony i and is one of the ni ancestors in this colony. All this occurs
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with probability
Πn,n−ei =
ni
N
mii
(ni − 1)
Ni
+
∑
j 6=i
nj
N
mji
ni
Ni
=
(
ni(ni − 1)
αi
mii +
∑
j 6=i
ninj
αi
mji
)
× 1
N2
.
(4.3.4)
Here, αi = Ni/N is the proportion of colony i in the whole population, for i =
1, . . . , d. Another possible transition is from n to n− ei + ej, for i, j ∈ {1, . . . , d}
such that ni ≥ 1 and i 6= j. This occurs if an individual in colony j other than the
nj ancestors in this colony produced an oﬀspring who migrated to colony i and is
one of the ni ancestors in this colony. The probability of this event is
Πn,n−ei+ej =
(Nj − nj)
N
mji
ni
Ni
=
niαj
αi
mji × 1
N
− ninj
αi
mji × 1
N2
. (4.3.5)
The last transition with positive probability is to stay in the same state, for which
we have
Πn,n = 1−
∑
i:ni≥1
Πn,n−ei −
∑
i6=j
ni≥1
Πn,n−ei+ej
= 1−
 ∑
i6=j:
ni≥1
niαj
αi
mji
× 1
N
−
 ∑
i:ni≥1
ni(ni − 1)
αi
mii
× 1
N2
. (4.3.6)
From the equations (4.3.4), (4.3.5) and (4.3.6), the transition matrix can be de-
composed into the form
ΠN = I+
A
N
+
B
N2
. (4.3.7)
Here, I is an identity matrix of size given by the number of elements in the state
space En andA = (an,n′)n,n′∈En is an inﬁnitesimal generator whose non-null entries
are given by
an,n′ =

niαj
αi
mji if n′ = n− ei + ej, for i 6= j and ni ≥ 1,
−∑i6=j:
ni≥1
niαj
αi
mji if n′ = n.
(4.3.8)
Moreover, the non-null entries of B = (bn,n′)n,n′∈En are given by
bn,n′ =

ni(ni−1)
αi
mii +
∑
j 6=i
ninj
αi
mji if n′ = n− ei, for i such that ni ≥ 1,
−ninj
αi
mji if n′ = n− ei + ej, for i 6= j and ni ≥ 1,
−∑i:ni≥1 ni(ni−1)αi mii if n′ = n.
(4.3.9)
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Now let Γk be the subset of all possible states with k ancestors, namely
Γk = {n = (n1, . . . , nd) : |n| = n1 + · · ·+ nd = k}, (4.3.10)
for k = 1, . . . , n. Note that the set En is the disjoint union of the subsets Γ1, Γ2,
. . . ,Γn. With respect to these subsets in this order, the matrices A and B whose
non-null entries an,n′ and bn,n′ are given by (4.3.8) and (4.3.9), respectively, can
be expressed in the block forms
A =

A1 0 . . . 0
0 A2 . . . 0
...
...
. . .
...
0 0 . . . An
 (4.3.11)
and
B =

0 0 0 . . . 0 0
B2,1 B2,2 0 . . . 0 0
0 B3,2 B3,3 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . Bn,n−1 Bn,n

. (4.3.12)
Here, 0 denotes an all-zeros matrix of any dimension. Then the exponential matrix
exp{mA} for every integer m ≥ 1 takes the block form
exp{mA} =

exp{mA1} 0 . . . 0
0 exp{mA2} . . . 0
...
...
. . .
...
0 0 . . . exp{mAn}
 . (4.3.13)
Note that Ak is the inﬁnitesimal generator of an irreducible Markov chain on a
ﬁnite state space, which is Γk, for k = 1, . . . , n. Consequently, the limit matrix
Pk := lim
m→∞ exp{mAk} (4.3.14)
exists for k = 1, . . . , n, and so does
P := lim
m→∞ exp{mA} =

P1 0 . . . 0
0 P2 . . . 0
...
...
. . .
...
0 0 . . . Pn
 . (4.3.15)
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Note also that Pk is actually a rank one matrix with the stationary distribution as-
sociated withAk in every row, for k = 1, . . . , n. It remains to ﬁnd this distribution.
Let (π1, . . . , πd) be the stationary distribution associated with A1. By deﬁni-
tion, this distribution satisﬁes the equation
(π1, . . . , πd)A1 = (0, . . . , 0), (4.3.16)
with
π1 + · · ·+ πd = 1. (4.3.17)
Note that A1 = N(M∗ − I), where M∗ = (m∗ij)1≤i,j≤d is the backward migration
matrix (Nagylaki [103]), whose entries are given by
m∗ij =

mjiNj
NNi
if i 6= j,
1−∑l 6=i mliNlNNi if i = j. (4.3.18)
This is obtained from (4.3.8) in the case where n = ei for i = 1, . . . , d. The entry
m∗i,j is the probability that an individual chosen at random in colony i comes from
colony j one time step back. Moreover,
(π1, . . . , πd)M∗ = (π1, . . . , πd), (4.3.19)
which means that (π1, . . . , πd) is the stationary distribution associated with the
backward migration matrix M∗. The stationary distribution associated with Ak,
for k = 2, . . . , n, can be expressed with respect to this distribution. For n =
(n1, . . . , nd) ∈ Γk, we have
πn =
( |n|
n1, n2, . . . , nd
)
πn11 × · · · × πndd , (4.3.20)
where ( |n|
n1, n2, . . . , nd
)
=
|n|!
n1!× n2!× · · · × nd! . (4.3.21)
The proof of (4.3.20) is given in Appendix B (Section 4.10).
By deﬁnition of the stationary distribution (πn)n∈Γk , we have
PkAk = 0, (4.3.22)
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for k = 1, . . . , n, from which
PA = AP =

P1A1 0 . . . 0
0 P2A2 . . . 0
...
...
. . .
...
0 0 . . . PnAn
 = 0. (4.3.23)
Owing to Proposition 1 in Appendix A, we conclude that
lim
N→∞
(ΠN)⌊tN
2⌋ = lim
N→∞
(
I+
A
N
+
B
N2
)⌊tN2⌋
= P exp{tG}, (4.3.24)
where G = PBP and ⌊tN2⌋ denotes the ﬂoor value of tN2, which is deﬁned as
the greatest integer less or equal to the real number tN2. Using the block forms of
B and P given in (4.3.12) and (4.3.15), respectively, we have
G =

0 0 0 . . . 0 0
P2B2,1P1 P2B2,2P2 0 . . . 0 0
0 P3B3,2P2 P3B3,3P3 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . PnBn,n−1Pn−1 PnBn,nPn

.
(4.3.25)
The non-null entries of G = (Gn,n′)n,n′∈En are given by
Gn,n′ =
πn
′
∑
x,y∈Γk πxbx,y if n
′ ∈ Γk,
πn′
∑
x∈Γk,y∈Γk−1 πxbx,y if n
′ ∈ Γk−1,
(4.3.26)
for n ∈ Γk for k = 2, . . . , n. We have
∑
x∈Γk,y∈Γk−1
πxbx,y =
∑
x1+···+xd=k
d∑
i=1
(
k
x1, . . . , xd
)
πx11 · · ·πxdd ×
xi(xi − 1)mii
αi
+
∑
x1+···+xd=k
∑
i6=j
(
k
x1, . . . , xd
)
πx11 · · ·πxdd ×
xixjmji
αi
. (4.3.27)
The ﬁrst term on the right-hand member in (4.3.27) is
d∑
i=1
k(k − 1)mii
αi
π2i
∑
x1+···+xd=k
xi≥2
(
k − 2
x1, . . . , xi − 2. . . . , xd
)
πx11 · · ·πxi−2i · · ·πxdd
=
d∑
i=1
k(k − 1)mii
αi
π2i (π1 + · · ·+ πd)k−2
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=
d∑
i=1
k(k − 1)mii
αi
π2i , (4.3.28)
while the second term is∑
i6=j
k(k − 1)mji
αi
πiπj
∑
x1+···+xd=k
xi≥1,xj≥1
(
k − 2
x1, . . . , xi − 1, . . . , xj − 1, . . . , xd
)
πx11 · · ·πxi−1i · · ·πxj−1j · · ·πxdd
=
∑
i6=j
k(k − 1)mji
αi
πiπj(π1 + · · ·+ πd)k−2
=
∑
i6=j
k(k − 1)mji
αi
πiπj. (4.3.29)
These expressions into (4.3.27) give∑
x∈Γk,y∈Γk−1
πxbx,y = k(k − 1)λ, (4.3.30)
where
λ =
d∑
i=1
mii
αi
π2i +
∑
i6=j
mji
αi
πiπj. (4.3.31)
Using the fact that ∑
y∈Γk−1
bx,y +
∑
y∈Γk
bx,y = 0, (4.3.32)
the non-null entries of G given in (4.3.26) take the form
Gn,n′ =
−k(k − 1)πn
′λ if n′ ∈ Γk,
k(k − 1)πn′λ if n′ ∈ Γk−1,
(4.3.33)
for n ∈ Γk for k = 2, . . . , n. Note that Gn,n′ = 0 for n ∈ Γ1 and n′ ∈ En. In
summary, we have the following result in the limit of a large population size.
Theorem 4.3.1. The strong-migration limit of the genealogical process in a struc-
tured population, taking N2/(2λ) time steps as unit of time as the population size
N →∞, is given by
lim
N→∞
(ΠN)⌊(2λ)
−1tN2⌋ = P exp{tH} := Π(t), (4.3.34)
for t > 0, where H = (2λ)−1G = (hn,n′)n,n′∈En has non-null entries given by
hn,n′ =
−
k(k−1)
2
πn′ if n′ ∈ Γk,
k(k−1)
2
πn′ if n′ ∈ Γk−1,
(4.3.35)
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for n ∈ Γk, for k = 2, . . . , n.
Remark 4.3.1. Equation (4.3.34) means that, in the limit as N → ∞ for k =
2, . . . , n, the ancestors are in state n ∈ Γk with probability πn as long as their
number is k, while this number decreases by one at rate k(k − 1)/2 per N2/(2λ)
time steps, for k = 2, . . . , n. In other words, after a scaled time of exponential
distribution with parameter k(k − 1)/2, the number of ancestors jumps from k to
k− 1 and these ancestors are found in state n′, with probability πn′ for n′ ∈ Γk−1.
Note that the number of ancestors is described by the standard Kingman coalescent
in a well-mixed population (see Kingman [70], [71], [72]).
Remark 4.3.2. The limiting process for the number of ancestors in the structured
population of size N corresponds to the limiting process for the Moran model (Mo-
ran [100, 101]) in a well-mixed population of size Ne = N/
√
λ with N
2
e
2
= N
2
2λ
time
steps as unit of time as N →∞, where λ is given by (4.3.31). The parameter λ is
a measure of mixing and Ne is an eﬀective population size that takes into account
the population structure.
4.4. Equilibrium state in the selection model
Suppose without loss of generality that the individuals in the population occupy
ordered sites such that the sites of colony 1 come ﬁrst, then the sites of colony 2
come second, and so on up to the sites of colony d. The state of the population
at a given time step is represented by the N -dimensional vector η = (η1, . . . , ηN),
where
ηl =
1 if S1 at site l,0 if S2 at site l, (4.4.1)
for l = 1, . . . , N . With qij being the probability for an individual from colony i
to interact with an individual chosen at random from colony j, for i, j = 1, . . . , d,
and assuming that an individual can interact with itself, the expected payoﬀs of
strategies S1 and S2 in colony i for i = 1, . . . , d are given by
ω1,i =
d∑
j=1
qij(aijxj + bij(1− xj)) (4.4.2)
and
ω2,i =
d∑
j=1
qij(cijxj + dij(1− xj)), (4.4.3)
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respectively, where
xj =
kj
Nj
=
1
Nj
N1+···+Nj∑
l=N1+···+Nj−1+1
ηl (4.4.4)
is the frequency of S1 in colony j, for j = 1, . . . , d (with the convention that
N0 = −N1). An oﬀspring is produced according to the corresponding fertilities
f1,i and f2,i given in (4.2.2) and (4.2.3). This oﬀspring migrates from colony i
to colony j with probability mij and replaces an individual chosen at random in
colony j, for j = 1, . . . , d. Moreover, the strategy of each individual mutates into
a strategy chosen at random among S1 and S2 with probability u, and this occurs
independently for all individuals. Then the conditional expected value of the new
state of the population takes the form
E[η′|η] = (1− u)R(δ)η + u
2
u, (4.4.5)
where u is an all-ones N -dimensional vector, while
R(δ) = (rij(δ)Uij)1≤i,j≤d + I−D(r(δ)), (4.4.6)
where D(r(δ)) is a diagonal matrix with the vector
r(δ) = (ri(δ)ui)1≤i≤d (4.4.7)
on the main diagonal. Here, Uij denotes an all-ones Ni × Nj-matrix and ui an
all-ones Ni-dimensional vector. Moreover,
rij(δ) =
f1,jmji
NfNi
(4.4.8)
is the probability for a given individual in colony i to be replaced by an oﬀspring
produced by an individual playing S1 in colony j, if there is any, while
ri(δ) =
d∑
j=1
Njf jmji
NfNi
(4.4.9)
is the total probability for a given individual in colony i to be replaced by an
oﬀspring. Note that
f j = xjf1,j + (1− xj)f2,j = 1 + δ × ωj (4.4.10)
and
f =
d∑
j=1
αj (xjf1,j + (1− xj)f2,j) = 1 + δ × ω (4.4.11)
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are the average fertilities in colony j and in the whole population, respectively,
where
ωj = xjω1,j + (1− xj)ω2,j (4.4.12)
and
ω =
d∑
j=1
αj (xjω1,j + (1− xj)ω2,j) (4.4.13)
are the corresponding average expected payoﬀs. Therefore,
rij(δ) = rij(0) + δrij(0)(ω1,j − ω) + o(δ) (4.4.14)
and
ri(δ) = ri(0) + δ
d∑
j=1
Njmji
NNi
(ωj − ω) + o(δ), (4.4.15)
with
rij(0) =
mji
NNi
(4.4.16)
and
ri(0) =
d∑
j=1
Njmji
NNi
. (4.4.17)
Note that the stochastic matrix
R(0) = (rij(0)Uij)1≤i,j≤d + I−D(r(0)) (4.4.18)
has a stationary distribution given by
v(0)T =
(
π1
N1
uT1 , . . . ,
πd
Nd
uTd
)
, (4.4.19)
with T for transpose, where (π1, . . . , πd) is the stationary distribution of the back-
ward migration matrix M∗ deﬁned in (4.3.18). Moreover,
R(δ) = R(0) + δ
dR
dδ
(0) + o(δ) (4.4.20)
and
r(δ) = r(0) + δ
dr
dδ
(0) + o(δ), (4.4.21)
where o(δ) stands here for a matrix or a vector whose entries or components are
functions little-o with respect to δ as δ → 0.
At equilibrium we have
E[η′] = E[E[η′|η]] = (1− u)E[R(δ)η] + u
2
u = E[η]. (4.4.22)
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The scalar product with v(0) yields
〈v(0),E[η]〉 = (1− u)〈v(0),E[R(δ)η]〉+ u
2
. (4.4.23)
Note that this equilibrium equation in the neutral case (δ = 0 with E0 denoting
expectation under this condition) gives
〈v(0),E0[η]〉 = (1− u)〈v(0),R(0)E0[η]〉+ u2
= (1− u)〈v(0)R(0),E0[η]〉+ u2
= (1− u)〈v(0),E0[η]〉+ u2 , (4.4.24)
from which
〈v(0),E0[η]〉 = 12 . (4.4.25)
Under weak selection, it follows from (4.4.20) and (4.4.23) that
〈v(0),E[η]〉 = (1− u)
(
〈v(0),R(0)E[η]〉+ δ〈v(0),E[dR
dδ
(0)η]〉
)
+
u
2
+ o(δ)
= (1− u)
(
〈v(0)R(0),E[η]〉+ δ〈v(0),E[dR
dδ
(0)η]〉
)
+
u
2
+ o(δ)
= (1− u)
(
〈v(0),E[η]〉+ δ〈v(0),E[dR
dδ
(0)η]〉
)
+
u
2
+ o(δ). (4.4.26)
This equation gives an approximation in the case of weak selection, that is, for
δ > 0 small enough.
4.5. Condition for weak selection to favor a strategy
over another
In this section, we will prove the main result below.
Theorem 4.5.1. Strategy S1 is favored by weak selection in the strong-migration
limit of a structured population with payoﬀ matrix (4.2.1) for strategies S1 and S2
under weak mutation, in the sense that S1 is more abundant than S2 in expected
weighted average equilibrium frequency for a weak enough intensity of selection, if
d∑
i,j,k=1
πi
αj
αi
mjiqjk (ajk + bjk − cjk − djk) > 0, (4.5.1)
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with αi being the proportion of individuals in colony i, mji the probability that
an oﬀspring migrates from colony j to colony i, πi the stationary proportion of
ancestors of an individual that are in colony i in the neutral model, and qjk the
probability for an individual in colony j to interact with an individual in colony k.
Proof. The equilibrium equation (4.4.26) implies that
〈v(0),E[η]〉 = 1
2
+
δ(1− u)
u
〈v(0),E[dR
dδ
(0)η]〉+ o(δ)
u
=
1
2
+
δ(1− u)
u
〈v(0),E0[dR
dδ
(0)η]〉+ o(δ)
u
. (4.5.2)
Note that
〈v(0),E[η]〉 =
d∑
i=1
πiE [xi] (4.5.3)
is a weighted expected frequency of strategy S1 at equilibrium. If the intensity of
selection δ > 0 is small enough, then
〈v(0),E[η]〉 > 〈v(0),E0[η]〉 = 12 (4.5.4)
if
〈v(0),E0[dR
dδ
(0)η]〉 > 0. (4.5.5)
This is a condition for weak selection to favor S1 in the sense that strategy S1 is
more abundant in weighted average frequency at equilibrium than strategy S2. If
the inequality is reversed, then weak selection favors S2 in the same sense.
With the assumptions made in the model, the vector v(0) takes the expression
(4.4.19) and
dR
dδ
(0) =
(
mji
NNi
(ω1,j − ω)Uij
)
1≤i,j≤d
− I
ui d∑
j=1
Njmji
NNi
(ωj − ω)

1≤i≤d
, (4.5.6)
where ωj and ω are given in (4.4.12) and (4.4.13), respectively. Therefore, we have
〈v(0),E0[dR
dδ
(0)η]〉 =
d∑
i,j=1
πi
Njmji
NNi
E0 [ω1,jxj(1− xi)− ω2,jxi(1− xj)]
+
d∑
i,j=1
πi
Njmji
NNi
E0 [xiω]−
d∑
i,j=1
πi
Njmji
NNi
E0 [xjω] . (4.5.7)
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The stationary equation (4.3.19) entails that
d∑
i,j=1
πi
Njmji
NNi
E0 [xjω] =
d∑
j=1
(
d∑
i=1
πi
Njmji
NNi
)
E0 [xjω]
=
d∑
j=1
(
d∑
i=1
πj
Nimij
NNj
)
E0 [xjω]
=
d∑
i,j=1
πi
Njmji
NNi
E0 [xiω] , (4.5.8)
with the last equality obtained by permuting the indices i and j. Therefore, the
condition for weak selection to favor S1 becomes
d∑
i,j=1
πi
Njmji
NNi
E0 [ω1,jxj(1− xi)− ω2,jxi(1− xj)] > 0. (4.5.9)
Using the expressions (4.4.2) and (4.4.3) for the expected payoﬀs of S1 and S2 in
colony j, we ﬁnd that
E0 [ω1,jxj(1− xi)− ω2,j(1− xj)xi] =
d∑
k=1
qjk×(
aj,kE0[xkxj(1− xi)] + bj,kE0[(1− xk)xj(1− xi)]− cj,kE0[xk(1− xj)xi] (4.5.10)
− dj,kE0[(1− xk)(1− xj)xi]
)
.
In the neutral model, a permutation of strategies S1 and S2 does not change the
expected value of a product of their equilibrium frequencies. Consequently, we have
E0[xkxj(1− xi)] = E0[(1− xk)(1− xj)xi] (4.5.11)
and
E0[(1− xk)xj(1− xi)] = E0[xk(1− xj)xi]. (4.5.12)
Moreover, in the strong-migration limit with N2/(2λ) time steps as unit of time
as N → ∞ and under weak mutation so that θ = uN2/(2λ) remains constant,
the above expected values are all equal to the probability that exactly two given
individuals out of three, irrespective of the colonies that they are in, use the same
strategy (see Appendix C in Section 4.11).
Ignoring common positive factors and writing Nj/Ni as αj/αi, we get condition
(4.5.1) for weak selection to favor S1, which completes the proof. 
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4.6. Application to cooperation with dominance hierar-
chy
Dominance hierarchy in animals is a form of social structure in which a linear
or nearly linear ranking exists, with each animal dominant over those below it
and submissive to those above it in the hierarchy. In this section we study the
evolution of cooperation in two cases of dominance hierarchy. The ﬁrst case is linear
dominance which involves global interactions. Colonies form a complete graph. An
individual from any colony i can interact with an individual from any colony j
(qij > 0 for i, j = 1, . . . , d). The second case is cyclic dominance which assumes
only local interactions. Colonies are distributed over a one-dimensional cycle with
each colony connected to the two nearest-neighbor colonies. An individual from
colony i can interact only with an individual from the same colony or from the two
nearest-neighbor colonies (qij > 0 only if i = j, j−1 or j+1 for i, j = 1, . . . , d with
the convention that 0 stands for d and d + 1 for 1). In both cases, the condition
for weak selection to favor cooperation is deduced from Theorem (4.5.1) for any
irreducible and aperiodic migration matrix. This condition is developed further
under the assumptions of random interactions and uniform migration in the case
of linear dominance and under the assumptions of random interactions and local
symmetric migration in the case of cyclic dominance.
4.6.1. Linear dominance
Assume that individuals from colony i are better competitors than individuals
from colony j, for i, j = 1, . . . , d such that i < j. Under this assumption, there are
two types of interactions : symmetric interactions which occur between individuals
in the same colony, and asymmetric interactions which occur between individuals
in diﬀerent colonies (see, e.g., Krebs and Davies [73] ; Walters and Seyfarth [171]).
In the context of the repeated Prisoner’s Dilemma, two strategies are available :
tit-for-tat (TFT) and always defect (AllD) (see, e.g., Axelrod [7] ; Axelrod and
Hamilton [9]). Let R ≥ 1 be the number of rounds of the game, b > 0 be the
beneﬁt of an individual if its opponent cooperates and c > 0 be the cost that a
cooperator incurs, with b > c.
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The payoﬀ matrix for symmetric interactions within colony i is
Aii =

TFT AllD
TFT R(b− c) −c
AllD b 0
, (4.6.1)
for i = 1, . . . , d. In asymmetric interactions, a defector from colony i incurs a
defection cost β when in interaction with a defector from colony j < i (Tao et al.
[151] ; Kroumi and Lessard [74]). Therefore, the payoﬀ matrix is Aij = Aii for
i < j, but
Aij =

TFT AllD
TFT R(b− c) −c− (R− 1)β
AllD b− (R− 1)β −Rβ
, (4.6.2)
for j < i. Note that the case R = 1 corresponds to the standard additive Prisoner’s
Dilemma for symmetric as well as asymmetric interactions. The payoﬀs as deﬁned
in (4.2.1) satisfy
ajk + bjk − cjk − djk =
R(b− c)− b− c if 1 ≤ j ≤ k ≤ d,R(b+ β − c)− b− c if 1 ≤ k < j ≤ d. (4.6.3)
Then condition (4.5.1) for TFT to be favored under weak selection and mutation
becomes
(R(b− c)− b− c)
d∑
i,j=1
πi
αj
αi
mji +
Rβ
d
d∑
i,j=1
j−1∑
k=1
πi
αj
αi
mjiqjk > 0. (4.6.4)
This condition can be written into the equivalent form
R >
b+ c
b− c+ aLβ , (4.6.5)
where
aL =
∑d
i,j=1
∑j−1
k=1 πi
αj
αi
mjiqjk∑d
i,j=1 πi
αj
αi
mji
. (4.6.6)
In the case of random interactions (qjk = 1/d) and colonies of the same size
(αi = 1/d) with uniform migration (mji = 1−m if i = j and m/(d−1) otherwise),
so that πi = 1/d for i = 1, . . . , d, we have aL = (d− 1)/(2d). Figure 4.1 shows the
migration and interaction graphs in this case. Moreover, the above condition takes
140
Figure 4.1. Examples with linear dominance. The individuals of
the population are distributed over d colonies. From left to right :
d = 3 ; d = 4 ; d = 5 ; d = 6. Colonies are represented by full circles.
Interactions and migration are possible between colonies connected
by dashed edges. The interaction and migration graphs are both
complete graphs.
the form
R >
d(b+ c)
d(b− c) + d−1
2
β
. (4.6.7)
This extends a result found in Kroumi and Lessard [74] in the particular case
d = 3.
4.6.2. Cyclic dominance
Cyclic dominance is inspired from the rock-paper-scissors game (Linhart [94]).
Rock is wrapped by paper, paper is cut by scissors, and scissors are crushed by rock.
This simple game is popular among children and adults to decide on trivial disputes
that have no obvious winner. In the case of cyclic dominance with d ≥ 3 colonies,
we assume interactions only between individuals in adjacent colonies contrary to
the case of linear dominance where there were interactions between individuals
in all colonies. More precisely, we assume that an individual from colony i can
interact only with an individual from colony i− 1, i or i+ 1, for i = 2, . . . , d− 1.
An individual from colony 1 can interact only with an individual from the same
colony or from colony 2 or d, while an individual from colony d can interact only
with an individual from colony 1, d − 1 or d. We assume also that individuals
from colony i dominate individuals from colony i + 1, for i = 1, . . . , d − 1, and
individuals from colony d dominate individuals from colony 1. As in the case of
linear dominance, there are symmetric interactions and asymmetric interactions.
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Symmetric interactions within colony i = 1, . . . , d result in the payoﬀ matrix
Aii =

TFT AllD
TFT R(b− c) −c
AllD b 0
. (4.6.8)
The payoﬀs of individuals in colony i in asymmetric interaction with dominated
individuals from colony i + 1 (or 1 if i = d) are given by the same matrix as for
symmetric interactions, that is
Ai,i+1 = Ad,1 = Ai,i, (4.6.9)
for i = 1, . . . , d − 1. But if an individual in colony i is in asymmetric interaction
with a dominant individual in colony i− 1 (or d of i = 1), then the payoﬀ matrix
is
Ai,i−1 = A1,d =

TFT AllD
TFT R(b− c) −c− (R− 1)β
AllD b− (R− 1)β −Rβ
, (4.6.10)
for i = 2, . . . , d. In this case, condition (4.5.1) for TFT to be favored under weak
selection and mutation takes the form
(R(b− c)− b− c)
d∑
i,j=1
πi
αj
αi
mji +Rβ
d∑
i,j=1
πi
αj
αi
mjiqj,j−1 > 0. (4.6.11)
This can be written as
R >
b+ c
b− c+ aCβ , (4.6.12)
where
aC =
∑d
i,j=1 πi
αj
αi
mjiqj,j−1∑d
i,j=1 πi
αj
αi
mji
. (4.6.13)
In the case of random interactions between individuals belonging to the same
colony and the two adjacent colonies (qj,j−1 = qj,j = qj,j+1 = 1/3 for j = 1, . . . , d
with the convention that 0 stands for d and d+ 1 for 1) with colonies of the same
size (αi = 1/d) and symmetric local migration (mji = 1 − m if i = j, m/2 if
i = j − 1 or j + 1, and 0 otherwise), so that πi = 1/d for i = 1, . . . , d, we have
aC = 1/3. The migration and interaction graphs in this case are illustrated in
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Figure 4.2. Examples with cyclic dominance. The individuals of
the population are distributed over d colonies on a circle. From left
to right : d = 3 ; d = 4 ; d = 5 ; d = 6. Colonies are represented
by full circles. Interactions and migration are possible only between
colonies connected by dashed edges. The interaction and migration
graphs are regular cycles.
Figure 4.2. In this case, the above condition takes the form
R >
b+ c
b− c+ β
3
. (4.6.14)
This condition in the case of cyclic dominance is the same as condition (4.6.7) in the
case of linear dominance for d = 3, in agreement with Kroumi and Lessard [74]).
This results conforms nicely with intuition, because for d = 3 the regular cycle
is identical to the complete graph. However, it is more stringent than condition
(4.6.7) as soon as d > 3 (see Figure 4.3).
4.7. Application to games in set-structured populations
Tarnita et al. [148] consider a population composed of N individuals and M
sets. They assume that each individual belongs exactly to K sets, which corres-
ponds to a phenotype. Interactions occur only between individuals within the same
sets (individuals interact as many times as the number of sets that they both be-
long to). With M sets numbered 1, . . . ,M , every individual l is represented by a
M -dimensional vector xl = (xl,i)1≤i≤M . Here, xl,i = 1 if individual l belongs to set
i and 0 otherwise, for i = 1, . . . ,M , with exactly K components equal to 1 and
M −K components equal to 0. The individuals represented by the same vector x
belong to the same colony represented by this vector. Here, there are d =
(
M
K
)
colo-
nies. We assume that an oﬀspring inherits theK sets of his parent represented by x
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Figure 4.3. Exact threshold value that R must exceed for coope-
ration to be favored by weak selection under linear dominance and
cyclic dominance in the N → ∞ limit as a function of the number
d of colonies, for b = 2, c = 1 and β = 1. The threshold value is the
same for d = 3, since the complete graph coincides with the cyclic
graph in this case. However, while this value remains constant in the
case of cyclic dominance as d increases, it decreases in the case of
linear dominance, making cooperation more favorable.
with probability mx,x and chooses K sets represented by y with probability mx,y.
These are phenotype mutation probabilities. The number of interactions between
two individuals represented by y = (yi)1≤i≤M and z = (zi)1≤i≤M , respectively, is
given by
〈y, z〉 =
M∑
i=1
yizi. (4.7.1)
Therefore,
qy,z =
〈y, z〉αz∑
x〈y,x〉αx
, (4.7.2)
where αx is the proportion of colony x. Two strategies are in use, represented by
S1 and S2. The payoﬀ matrix for i in y against j in z is denoted by Ay,z.
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Suppose that phenotype mutation occurs at random so that mx,y = 1/d for
every couple of phenotypes (x,y). Then the backward matrix takes the form
m∗x,y =

αy
dNαx
if x 6= y,
1− 1−αx
dNαx
if x = y.
(4.7.3)
The stationary distribution of this matrix is given by
πx =
α2x∑
y α2y
. (4.7.4)
Therefore, condition (4.5.1) for S1 to be favored by weak selection becomes∑
y,z
αyqy,z(ay,z + by,z − cy,z − dy,z) > 0. (4.7.5)
Written in the form∑
y,z
αyqy,z(ay,z + by,z) >
∑
y,z
αyqy,z(cy,z + dy,z), (4.7.6)
the condition means that the expected payoﬀ of S1 exceeds the expected payoﬀ of
S2 when the expected frequencies of S1 and S2 are equal among the individuals of
the same phenotype for every phenotype.
Suppose now that a S1-individual uses strategy S1 with an opponent only if
the two individuals belong to at least L common sets, where 1 ≤ L ≤ K is a ﬁxed
constant, and uses S2 otherwise. On the other hand, a S2-individual always uses
strategy S2. In this case, the payoﬀ matrix for an individual in colony x against
an individual in colony y takes the form
Ax,y =

S1 S2
S1 R S
S2 T P
, (4.7.7)
if 〈x,y〉 ≥ L, and
Ax,y =

S1 S2
S1 P P
S2 P P
, (4.7.8)
if 1 ≤ 〈x,y〉 ≤ L − 1. (Note that the meaning of R is diﬀerent here from the
previous section.) Moreover, we have
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ax,y + bx,y − cx,y − dx,y =
R + S − T − P if 〈x,y〉 ≥ L,0 otherwise. (4.7.9)
In this case, condition (4.5.1) for S1 to be favored by weak selection reduces to
(R + S − T − P )∑
x,y
∑
z:〈y,z〉≥L
πx
αy
αx
my,xqy,z > 0, (4.7.10)
which is the same as
R + S > T + P. (4.7.11)
This condition known as risk dominance in a coordination game (Harsanyi and
Selten [48]) does not depend on the population structure.
4.8. Discussion
Our main result (Theorem (4.5.1)) for S1 to be favored by weak selection over
S2 in a structured population under weak strategy mutation in the limit of a large
population with payoﬀs in pairwise interactions depending on the locations of the
players is given by condition (4.5.1), which can be written in the form
d∑
i,j,k=1
πi
αj
αi
mjiqjk
(
ajk + bjk
2
)
>
d∑
i,j,k=1
πi
αj
αi
mjiqjk
(
cjk + djk
2
)
. (4.8.1)
Here, πi is the limiting proportion of time back that a single lineage spends in
colony i in the absence of selection, for i = 1, . . . , d. It represents the expected
contribution of colony i to the whole population in the long run forward in time,
called its reproductive value, under the neutral model. With αi representing the
proportion of colony i and mij the probability for an oﬀspring from colony i to
migrate to colony j for i, j = 1, . . . , d, the quantity πimij/αi represents an expec-
ted relative reproductive value of an oﬀspring produced by an individual in colony
i. On the other hand, every individual interacts with a S1-individual and with a
S2-individual with the same probability 1/2 in a neutral population at equilibrium
since then the probability that any given individual uses strategy S1 or S2 is equal
to the probability that the most recent mutant ancestor of this individual used
strategy S1 or S2, which is 1/2 in each case from the assumptions on strategy
mutation. We have the same approximate probability 1/2 in an equilibrium po-
pulation under weak selection. With αj being the probability that an individual
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chosen at random in the whole population belongs to colony j and qjk the proba-
bility for an individual from colony j to interact with an individual from colony k,
for i, j, k = 1, . . . , d, the left-hand side of equation (4.8.1) can be interpreted as the
expected payoﬀ of S1 weighted by relative reproductive values of oﬀspring in an
equilibrium population near neutrality. The right-hand side of equation (4.8.1) has
a similar interpretation for S2, and the inequality guarantees that S1 is more abun-
dant on average than S2 at equilibrium near neutrality if individuals are weighted
by their relative reproductive values. This interpretation is very intuitive. It is an
alternative to the use of structure coeﬃcients (Nowak et al. [119]) for games in
structured populations. Moreover, this interpretation suggests an eﬀective payoﬀ
matrix (Lessard [88])
A˜ =
d∑
i,j,k=1
πi
αjmji
αi
qjkAjk, (4.8.2)
where Ajk is the payoﬀ matrix for an individual from colony j in interaction
with an individual from colony k. This means that the game in the structured
population is equivalent to a game in a well-mixed population with this matrix as
payoﬀ matrix.
This result has been obtained for a structured population reproducing accor-
ding to a Moran model with one individual replaced at a time in the strong-
migration limit as the population size N tends to inﬁnity. We have shown (Theo-
rem (4.3.1)) that the genealogical process in the neutral model, which is described
by a transition matrix in the form generation to the previous generation can be
written in the form (4.3.7) from one time step to the previous one, where A and B
are given in Section 3, tends to the standard Kingman coalescent (Kingman [72])
for the number of ancestors if N2/(2λ) time steps are taken as unit of time where
λ is given by (4.3.31), while the ancestors are distributed independently among the
colonies according to the stationary distribution (πi)1≤i≤d. The proof (Appendix
A in Section 4.9) relies on a two-time scale argument and uses a lemma due to
Möhle [99]. A similar result was proved in a diﬀerent way in Notohara [107] in
the case of a subdivided population that reproduces according to a Wright-Fisher
model.
Our main result has been applied to the situation of dominance hierarchy with
d colonies in decreasing order of dominance in the case of linear dominance and in
counter-clockwise order of dominance in the case of cyclic dominance. Individuals
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in a given colony can interact with individuals in all other colonies in the case
of linear dominance, but only with individuals in the same colony or in the two
adjacent colonies in the case of cyclic dominance. Considering the strategies TFT
and AllD in a repeated additive Prisoner’s Dilemma and a cost for defection
against a dominant defector, it has been shown that linear dominance is more
favorable than cyclic dominance for increasing the expected frequency of TFT
at equilibrium as soon as d > 3. This has been obtained under the assumptions
of colonies of the same size with uniform or symmetric migration and random
interactions.
Another application concerns the set-structured population as introduced in
Tarnita et al. [148], but with colonies of ﬁxed relative sizes and reproduction
according to a Moran model instead of a Wright-Fisher model. With uniform
mutation from one subset of sets to another of the same size, which deﬁnes the
phenotype of an individual, the condition for S1 to be favored by weak selection
is that, for an individual chosen at random in the whole population, the expected
payoﬀ of S1 exceeds the expected payoﬀ of S2 near neutrality. With strategy S1
actually used only if the number of common sets to which belong the two players
exceeds some threshold, it has been shown that the condition for S1 to be favored
by weak selection reduces to a condition known as risk dominance (Harsanyi and
Selten [48]) as in a well-mixed population. Note that the same result was obtained
in Tarnita et al. [148] in the case of a high rate of phenotype mutation which
corresponds to strong migration from one phenotype to another.
4.9. Appendix A : Convergence Result
For every square n× n matrix A = (aij)1≤i,j≤n, deﬁne
‖A‖ := max
1≤i≤n
 n∑
j=1
|aij|
 (4.9.1)
and
exp {A} :=
∞∑
k=0
Ak
k!
, (4.9.2)
Note that, for any square n× n matrices A and B,
‖AB‖ ≤ ‖A‖‖B‖. (4.9.3)
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Moreover,
exp {A+B} = exp {A} exp {B} (4.9.4)
if AB = BA. Finally, I and 0 denote the identity matrix and the zero matrix,
respectively.
Proposition 4.9.1. Let (cN)N≥1 be a sequence of positive real numbers with
limN→∞ cN = 0. Let A and B be square matrices of size n such that ‖exp{A}‖ = 1
and P := limm→∞ exp{mA} exists with AP = PA = 0. Then we have
lim
N→∞
(
I+ cNA+ c2NB
)⌊tc−2
N
⌋
= P exp{tG} (4.9.5)
for every real number t > 0, where G = PBP.
Proof. Since cN → 0 as N →∞, there exists an integer N0 ≥ 1 such that cN < 1
and
cN‖A+ cNB‖ < 1, (4.9.6)
for every integer N ≥ N0. Then(
I+ cNA+ c2NB
)⌊tc−2
N
⌋
=exp
{
⌊tc−2N ⌋ log
(
I+ cNA+ c2NB
)}
, (4.9.7)
where
log
(
I+ cNA+ c2NB
)
=
∞∑
l=1
(−1)l+1clN (A+ cNB)l
l
. (4.9.8)
For more details on the logarithm of a matrix, see, e.g., Culver [20] or Higham
[52]. Therefore,(
I+ cNA+ c2NB
)⌊tc−2
N
⌋
= exp
{
cN⌊tc−2N ⌋(A+ cNB)
}
× exp
{
−c
2
N⌊tc−2N ⌋(A+ cNB)2
2
}
× exp
{
c2N⌊tc−2N ⌋EN
}
,
(4.9.9)
where
EN =
∞∑
l=3
(−1)l+1cl−2N (A+ cNB)l
l
. (4.9.10)
For the third term on the right-hand side of (4.9.9), we have
‖EN‖ ≤
∞∑
l=3
cl−2N ‖A+ cNB‖l
l
≤
∞∑
l=1
clN‖A+ cNB‖l+2
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≤ cN‖A+ cNB‖
3
1− cN‖A+ cNB‖ → 0, (4.9.11)
as N →∞. Consequently,
lim
N→∞
EN = 0. (4.9.12)
From this and the fact that c2N⌊tc−2N ⌋ → t as N →∞, we have
lim
N→∞
exp
{
c2N⌊tc−2N ⌋EN
}
= I. (4.9.13)
On the other hand,
lim
N→∞
exp
{
−c
2
N⌊tc−2N ⌋
2
(A+ cNB)2
}
= exp
{
− t
2
A2
}
. (4.9.14)
Finally, note that
exp{A+ cNB} = exp{A}+ cNDN , (4.9.15)
where
DN = D+ cNRN , (4.9.16)
with
D =
∞∑
l=1
1
l!
∑
m1+m2=l−1
Am1BAm2 (4.9.17)
and
RN =
∞∑
l=2
1
l!
l∑
k=2
ck−2N
∑
m1+···+mk+1=l−k
Am1BAm2B · · ·AmkBAmk+1 . (4.9.18)
Here, the summation is over all non-negative integers m1, . . . ,mk+1 which sum up
to l − k. Moreover,∥∥∥∥RN∥∥∥∥ ≤ ∞∑
l=2
1
l!
l∑
k=2
ck−2N
∑
m1+···+mk+1=l−k
‖Am1BAm2B · · ·AmkBAmk+1‖
≤
∞∑
l=2
1
l!
l∑
k=2
ck−2N
∑
m1+···+mk+1=l−k
‖A‖m1+···+mk+1‖B‖k
≤
∞∑
l=2
1
l!
l∑
k=2
ck−2N
(
l
k
)
‖A‖l−k‖B‖k
≤
∞∑
l=2
(‖A‖+ ‖B‖)l
l!
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≤ exp{‖A‖+ ‖B‖} <∞. (4.9.19)
Note that
(
l
k
)
represents the number of ways l − k indistinguishable balls can be
put into k + 1 distinguishable cells. Furthermore, a lemma proved in Möhle [99]
guarantees that
lim
N→∞
(exp{A}+ cNDN)⌊c
−1
N
⌋ = P exp{Q}, (4.9.20)
where
P = lim
N→∞
(exp{A})m = lim
N→∞
exp{mA} (4.9.21)
and
Q = lim
N→∞
PDNP = PDP. (4.9.22)
Therefore,
lim
N→∞
exp
{
cN⌊tc−2N ⌋(A+ cNB)
}
= lim
N→∞
(exp {A+ cNB})cN ⌊tc
−2
N
⌋
= lim
N→∞
(
(exp{A}+ cNDN)⌊c
−1
N
⌋
)⌊c−1
N
⌋−1cN ⌊tc−2N ⌋
= (P exp{Q})t
= P exp{tQ}, (4.9.23)
since ⌊c−1N ⌋−1cN⌊tc−2N ⌋ → t as N →∞. The last equality comes from the fact that
P exp{Q} = P
( ∞∑
k=0
Qk
k!
)
= P+
∞∑
k=1
PDkP
k!
=
( ∞∑
k=0
Qk
k!
)
P = exp{Q}P. (4.9.24)
This ascertains the equality for every t > 0 that is an integer, then a rational
number, and ﬁnally a real number by continuity. Using the limits (4.9.13), (4.9.14)
and (4.9.23), the limit in (4.9.9) as N →∞ gives
lim
N→∞
(
I+ cNA+ c2NB
)⌊tc−2
N
⌋
= P exp{tQ} exp
{
− t
2
A2
}
. (4.9.25)
On the other hand, the condition PA = AP = 0 ensures the equalities
Q = PDP =
∞∑
l=1
1
l!
∑
m1+m2=l−1
PAm1BAm2P
= PBP+
∞∑
l=2
1
l!
∑
m1+m2=l−1
PAm1BAm2P
= PBP = G (4.9.26)
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and
P exp
{
−tA
2
2
}
= P
( ∞∑
k=0
(−1)kA2k
2kk!
)
= P+
∞∑
k=1
(−1)kPA2k
2kk!
= P. (4.9.27)
Using these equalities in (4.9.25) yields
lim
N→∞
(
I+ cNA+ c2NB
)⌊tc−2
N
⌋
= P exp{tG} exp
{
−tA
2
2
}
= exp{tG}P exp
{
−tA
2
2
}
= exp{tG}P
= P exp{tG}. (4.9.28)
This completes the proof. 
4.10. Appendix B : Stationary distribution associated with
Ak
In order to show that
πn =
( |n|
n1, n2, . . . , nd
)
πn11 × · · · × πndd , (4.10.1)
for n ∈ Γk, is the stationary distribution associated with Ak = (an,n′)n,n′∈Γk for
k ≥ 2, we have to check that∑
n∈Γk
πnan,n′ = 0 with
∑
n∈Γk
πn = 1, (4.10.2)
for n′ ∈ Γk. First note that, owing to the expressions (4.3.8) for the non-null entries
of Ak, we have an,n′ 6= 0 if n′ = n− ei + ej for i 6= j and ni ≥ 1. In this case, we
have
πn′ =
( |n|
n1, . . . , ni − 1, . . . , nj + 1, . . . , nd
)
πn11 × · · · × πni−1i × · · · × πnj+1j × · · · × πndd
=
( |n|
n1, . . . , nd
)
× ni
nj + 1
πn11 × · · · × πndd ×
πj
πi
= πn × niπj(nj + 1)πi . (4.10.3)
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Therefore, for n′ ∈ Γk, we obtain∑
n∈Γk
πnan,n′ =
∑
n6=n′
πnan,n′ + πn′an′,n′
=
∑
j:n′
j
≥1
i6=j
(n′i + 1)αj
αi
mji × πn′ ×
n′jπi
(n′i + 1)πj
+ πn′an′,n′
=
∑
j:n′
j
≥1
n′jπn′
πj
∑
i6=j
αj
αi
mjiπi + πn′an′,n′ . (4.10.4)
On the other hand, by deﬁnition of the stationary distribution (π1, . . . , πd) asso-
ciated with A1, we have
d∑
i=1
πiaei,ej = 0, (4.10.5)
for j = 1, . . . , d. This entails that∑
i6=j
πi
αjmji
αi
=
∑
i6=j
πj
αimij
αj
, (4.10.6)
for j = 1, . . . , d. Plugging this into (4.10.4) yields
∑
n∈Γk
πnan,n′ =
 ∑
j:n′
j
≥1
∑
i6=j
n′jαimij
αj
 πn′ + πn′an′,n′
= −an′,n′πn′ + πn′an′,n′ = 0. (4.10.7)
This establishes the ﬁrst equation in (4.10.2). It suﬃces to use the generalized
binomial theorem to get
∑
n∈Γk
πn =
∑
n:|n|=k
( |n|
n1, . . . , nd
)
πn11 × · · · × πndd
= (π1 + · · ·+ πd)k = 1, (4.10.8)
which is the second equation in (4.10.2).
4.11. Appendix C : Probability of identical strategies
With N2/(2λ) time steps as unit of time, let the scaled mutation rate
θ =
uN2
2λ
(4.11.1)
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be constant as N →∞. We consider two probabilities :
φ2 = P0 {I and J have the same strategy} (4.11.2)
and
φ3 = P0 {I, J and K have the same strategy} , (4.11.3)
where I, J and K are three individuals in the population chosen at random at the
same time step and P0 is the probability at equilibrium under neutrality (δ = 0).
Let t(2)N (I, J) be the number of time steps back before the coalescence of the lineages
of two individuals, I and J , chosen at random at the same time step. Similarly, let
t
(3)
N (I, J,K) be the number of time steps back before the ﬁrst coalescence of two
lineages among the lineages of three individuals, I, J and K, chosen at random at
the same time step, and t(2)N (I, J,K) be the supplementary number of time steps
before the coalescence of the two remaining lineages. From the limiting genealogi-
cal process described in Theorem (4.3.1), the scaled coalescence time 2λt
(3)
N
(I,J)
N2
and
the vector of rescaled coalescence times
(
2λt
(3)
N
(I,J,K)
N2
,
2λt
(2)
N
(I,J,K)
N2
)
converge in dis-
tribution to a continuous random variable τ(k, j) and a continuous random vector(
τ (3)(I, J,K), τ (2)(I, J,K)
)
, respectively, as N →∞, whose densities are given by
f2(τ) = e−τ (4.11.4)
and
f3(τ3, τ2) = 3e−(3τ3+τ2), (4.11.5)
respectively, for τ, τ2, τ3 > 0. As in Kroumi and Lessard [75], by conditioning on
these coalescence times, we ﬁnd
φ2 =
∫ ∞
0
(
1 + e−2θτ
2
)
e−τdτ =
θ + 1
2θ + 1
(4.11.6)
and
φ3 =
∫ ∞
0
∫ ∞
0
(
1 + e−2θτ3 + 2e−2θ(τ2+τ3)
4
)
3e−(τ2+3τ3)dτ2dτ3 =
θ + 2
2(2θ + 1)
. (4.11.7)
Then, by symmetry, we have
E0[xkxjxi] = φ3/2, E0[xkxj] = φ2/2, E0[xk] = 1/2, (4.11.8)
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for i, j, k = 1, . . . , d. Therefore, we obtain
E0[xkxj(1− xi)] = E0[xk(1− xj)xi] = φ2 − φ32 =
θ
4(2θ + 1)
(4.11.9)
and
E0[(1− xk)xj(1− xi)] = E0[(1− xk)(1− xj)xi] = 1− 2φ2 + φ32 =
θ
4(2θ + 1)
,
(4.11.10)
for i, j, k = 1, . . . , d.
Chapitre 5
DYNAMIQUE DE L’ASPIRATION DANS UNE
POPULATION RÉPARTIE SUR UN CERCLE
Auteurs : D. Kroumi.
Référence : à soumettre (2015).
Résumé
La règle de mise à jour dans une population structurée peut jouer un rôle
important dans le processus évolutif. La plupart des travaux sur le jeu évolutif dans
les populations structurées étaient fondés sur l’hypothèse d’imitation en comparant
le gain de l’individu au gain de l’un de ses voisins (Ohtsuki et Nowak [121, 123] ;
Ohtsuki et al. [124, 126] ; Traulsen et al. [162] ; Ghokale et Traulsen [39] ; Wu et
al. [177]). Un individu I compare son gain ωI au gain ωJ de l’un de ses voisins
J . Par la suite, il décide d’imiter la stratégie de J si son gain est inférieur à celui
de J , ωI < ωJ . Si son gain est supérieur à celui de J , ωI > ωJ , l’individu I garde
sa stratégie. Cette dynamique n’est pas spontanée puisqu’un individu a besoin de
renseignements sur les comportements des autres pour ajuster sa stratégie.
Contrairement au processus d’imitation qui se base sur la comparaison du gain
de l’individu au gain de l’un de ses voisins, le processus qui repose sur l’aspiration
se base sur la comparaison du gain de l’individu à une valeur d’aspiration. Cette
dernière représente un indice de satisfaction et d’intolérance de l’individu par rap-
port à sa stratégie actuelle. Un individu n’a pas besoin d’avoir de l’information sur
les gains des autres pour ajuster sa stratégie. S’il n’est pas satisfait par son gain
moyen, ω < α, il révise sa stratégie avec une probabilité plus grande que 1/2. S’il
est satisfait par son gain, ω > α, il garde sa stratégie avec une probabilité plus
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grande que 1/2. Cette dynamique est plus spontanée. L’eﬀet de cette dynamique
dans des populations structurées reste encore sans réponse rigoureuse.
Ce chapitre présente une étude de l’eﬀet de l’aspiration sur le processus évolutif
dans une population ﬁnie de taille N répartie sur un cercle le long duquel il y a
N positions à occuper numérotées de 1 à N . Chaque individu peut utiliser une
stratégie lors d’interactions par paire parmi deux stratégies possibles, A et B, et
la matrice de jeu est

A B
A a b
B c d
. (5.0.1)
Un individu qui se trouve dans la position l peut interagir au hasard avec ses
voisins qui se trouvent à sa gauche aux positions l−m, . . . , l− 1 et à sa droite aux
positions l + 1, . . . , l +m pour accumuler un gain moyen ωI . On considère le cas
simple où α, le niveau d’aspiration, ne dépend pas de l’individu. à chaque étape,
un individu I est choisi au hasard dans la population. Il compare son gain moyen
ωI à la valeur α. Par la suite, il décide de réviser sa stratégie en adoptant au hasard
la stratégie de l’un de ses deux voisins directs avec probabilité 1/(1+eδ(ωI−α)) où δ
représente une intensité de sélection. Avec la probabilité complémentaire, il garde
sa stratégie actuelle.
Le nombre d’individus de type A est une chaîne de Markov qui passe un temps
ﬁni dans les états transitoires 1, . . . , N − 1 avant d’être absorbée dans l’un de
deux états purs : tous les individus sont de type A ou tous les individus sont
de type B. On note ρA (respectivement ρB) la probabilité qu’un seul individu de
type A (respectivement B) génère une descendance qui envahit l’ensemble de la
population. On déduit une condition sous laquelle la sélection faible (δ > 0 assez
petit) favorise la ﬁxation de la stratégie A, ρA > 1/N . Pour une population de
grande taille, on montre que cette condition est équivalente à
a+ σb > c+ σd. (5.0.2)
Ici, on montre que σ = −λ
2+3λ+6
λ2−3λ+6 , où λ = 2m/N .
Aussi, on s’intéresse à la condition pour que la sélection favorise davantage la
ﬁxation de A que de B, ρA > ρB. On montre que c’est le cas lorsqu’on a
(N − 2)a+Nb > Nc+ (N − 2)d, (5.0.3)
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qui est la même condition obtenue dans des populations bien mélangées. Cela
montre que la dynamique d’aspiration élimine l’eﬀet de la structure sur le processus
évolutif.
En particulier, on étudie l’évolution de la coopération dans trois cas particu-
liers. Le premier cas est celui du dilemme du prisonnier où un individu paye un
coût c > 0 s’il coopère pour recevoir un bénéﬁce b > 0 si son partenaire coopère.
Dans ce cas, seule la stratégie de défection est une stratégie évolutivement stable.
On montre que la sélection s’oppose toujours à la ﬁxation de la coopération. Le
deuxième cas est celui d’amoncellement de la neige où le coût de la coopération c
est divisée par le nombre de coopérateurs dans le pair qui interagit. Dans ce cas,
les deux stratégies, coopération et défection, ne sont pas évolutivement stable. Il
existe un scénario où la sélection favorise la ﬁxation des deux stratégies. Le dernier
cas est celui de la chasse au cerf où un individu paye un coût c > 0 s’il coopère
pour recevoir un bénéﬁce b > 0 si lui-même et son partenaire coopèrent. Dans
ce cas, les deux stratégies sont évolutivement stables. On montre l’existence d’un
scénario où la sélection s’oppose à la ﬁxation des deux stratégies.
Keywords and phrases :
Probabilité de ﬁxation ; modèle en cercle ; dynamique de l’aspiration ; interac-
tions par paire ; risque d’invasion ; règle d’évolution du tiers.
5.1. Introduction
Le cadre traditionel pour étudier l’eﬀet d’une règle de mise à jour dans une
population structurée est la théorie des graphes (Nowak et May [112] ; Lieberman
et al. [92] ; Ohtsuki et Nowak [122] ; Taylor et al. [153] ; Lehmann et al. [81] ;
Broom et Rychtár [14] ; Fu et al. [35] ; Broom et al. [15]). Pour une revue sur la
dynamique évolutive dans des populations structurées en graphe, voir, par exemple,
Shakarian et al. [143]. Dans ce cas, les individus occupent des sommets d’un réseau.
Ces sommets sont reliés entre eux par des lignes qui précisent qui interagit avec
qui.
Le cas classique d’une population bien mélangée (Maynard Smith et Price [98] ;
Taylor et Jonker [156] ; Maynard Smith [97] ; Hofbauer et Sigmund [55, 57] ; Eshel
[31]) correspond au cas particulier d’un graphe d’interaction complet. C’est-à-dire
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que tous les individus sont connectés entre eux et peuvent interagir avec la même
probabilité.
Dans la théorie classique d’interaction entre des stratégies, les actions optimales
des agents dépendent des attentes sur les actions des autres (von Neumann et
Morgenstern [167]). Ainsi, les stratégies qui ont plus de succès sont plus favorisées
dans la reproduction (Maynard Smith et Price [98] ; Weibull [174] ; Hofbauer et
Sigmund [55]). Dans ce cadre, les individus mettent à jour leurs stratégies en
apprenant de leurs voisins par comparaison des gains (P.C.) (Traulsen et al. [158,
162] ; Fudenberg et Imhof [36] ; Ohtsuki et Nowak [121] ; Szabó et Fáth [145] ;
Wu et al. [177] ; Gokhale et Traulsen [39]). Un individu I compare son gain ωI
au gain ωJ d’un autre individu J . Par la suite, l’individu I décide avec plus de
probabilité d’imiter la stratégie de J s’il n’est pas satisfait de sa stratégie, ωI < ωJ ,
ou de garder sa stratégie avec le plus de probabilité s’il est satisfait, ωI > ωJ . Les
individus de la population imitent la stratégie qui a plus de succès (Szabó et Töke
[146]).
Cette règle de mise à jour qui a été utilisée dans le plupart des travaux sur
les jeux évolutifs dans les populations bien mélangées et structurées n’est pas
spontanée puisqu’un individu doit connaitre les gains de ses voisins avant d’ajuster
sa stratégie. Les interactions humaines et dans la plupart des espèces sont plus
spontanées. Ainsi, on ne peut pas modéliser ces interactions par la dynamique
d’imitation en comparant les gains entre eux. Une question naturelle qui se pose :
Est ce qu’il y a une règle de mise à jour qui aide à modéliser ces interactions ?
Dans ce chapitre on montre que la dynamique qui se base sur l’aspiration
constitue une réponse rigoureuse à cette question. Un individu compare son gain
à une valeur d’aspiration qui représente un indice de satisfaction et d’intolérance
de l’individu. Chaque individu I ﬁxe une valeur de satisfaction αI . S’il n’est pas
satisfait de son gain, ωI < αI , il révise sa stratégie avec une probabilité plus grande
que 1/2. S’il est satisfait de son gain, ωI > αI , alors il révise sa stratégie avec une
probabilité plus petite que 1/2. Ce niveau d’aspiration αI est une propriété intrin-
sèque de l’individu I. Il peut représenter un résultat d’une expérience personnelle
et par la suite on peut considérer cette dynamique d’aspiration comme une forme
de mécanisme d’auto-évaluation.
Un tel mécanisme d’auto-évaluation a été observé chez plusieurs espèces, par
exemple les fourmis (Lasius Niger) dans Grüter et al. [43] et le poisson épinoche
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dans van Bergen et al. [166]. Au cours de la recherche de nourriture, les fourmis
expérimentées suivent leurs propres sentiers chimiques précédents pour localiser
une source de nourriture quand il y a un conﬂit entre l’information privée (mémoire
de la route) et l’information sociale (suivre les autres). La même conclusion a été
déduite suite à des expériences sur le poisson épinoche lorsque l’information privée
est ﬁable. En science de comportement en ﬁnance (Rieger [131]), la dynamique
d’aspiration peut aider à interpréter les résultats sur l’optimisation de portefeuille
de préférences comportementales.
Initialement, des simulations ont été faites pour bien comprendre l’eﬀet de ce
mécanisme d’auto-apprentissage sur l’évolution d’une population distribuée sur un
graphe (Wang et al. [172] ; Gao et al.[38] ; Chen and Wang [18] ; Roca and Helbing
[134] ; Liu et al. [95]).
Plus récemment, Du et al. [26] ont étudié analytiquement l’eﬀet de cette dy-
namique dans une population bien mélangée avec des interactions par paire. Ils
considèrent la matrice de jeu

A B
A a b
B c d
, (5.1.1)
où chaque individu choisit d’utiliser une stratégie parmi deux, A et B. à chaque
étape, on choisit un individu au hasard dans la population. Cet individu choi-
sit de changer sa stratégie actuelle en adoptant l’autre stratégie avec probabilité
1/(1+ eδ(ω−α)), où ω est le gain moyen de cet individu et δ repésente une intensité
de sélection, ou choisit de garder sa stratégie actuelle avec la probabilité complé-
mentaire. Le nombre d’individus de type A est une chaîne de Markov irréductible
sur un nombre ﬁni d’états. En présence de mutation, elle tend vers un état sta-
tionnaire. Ils prouvent que la condition pour que la fréquence moyenne de A dans
cet état stationnaire dépasse celle de B est
a+ b > c+ d. (5.1.2)
Du et al. [25] généralise cette condition dans le cas d’une population bien mélangée
avec des interactions par groupe de taille n ≥ 2.
L’eﬀet de cette dynamique d’aspiration sur le processus évolutif dans des po-
pulations structurées reste en grande partie à être analysé. Le cadre parfait pour
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étudier cet eﬀet est la structure en graphe. Cependant, pour une structure quel-
conque en graphe, il est diﬃcile de bien étudier analytiquement le processus évolutif
sauf dans le cas d’un graphe circulaire. De plus, la structure du cercle est le cas
où l’eﬀet de la structure devrait être le plus important sur le processus évolutif.
Dans ce chapitre, on propose une étude de cet eﬀet dans le cas d’une population
structurée en cercle. Plus précisément, on considère une population de taille ﬁnie
N qui est répartie sur N positions d’un cercle numérotées de 1 à N . On considère
des interactions par paire et on suppose que chaque individu peut choisir une
stratégie parmi deux stratégies possibles, A et B. Un individu qui se trouve dans
la position l peut interagir avec les autres individus qui se trouvent aux positions
l −m, . . . , l − 1 et aux positions l + 1, . . . , l +m où m est une constante. Suite à
ces interactions, chaque individu accumule un gain moyen ω. à chaque étape, un
individu I est choisi au hasard dans la population pour réviser sa stratégie. Cet
individu compare son gain moyen ωI à une valeur α à laquelle il aspire. Ici, on
étudie le cas simple d’une valeur globale α qui ne dépend ni de l’individu choisi ni
de la génération où l’individu a été choisi. L’individu choisit d’adopter la stratégie
de l’un de ses deux voisins directs au hasard avec probabilité 1/(1 + eδ(ωI−α)), où
δ est une intensité de sélection. Avec la probabilité complémentaire, cet individu
garde sa stratégie actuelle. On déduit une condition qui ne dépend pas de α sous
laquelle la sélection faible favorise la ﬁxation du type A. Pour une population de
grande taille, on formule cette condition sous forme d’une généralisation de la règle
d’évolution du tiers (Nowak et al. [113] ; Imhof et Nowak [62] ; Lessard [86]). Aussi,
on étudie la diﬀérence entre cette condition, celle obtenue par imitation (Ohtsuki
et Nowak [121]) et celle obtenue par comparaison des gains entre eux (Traulsen et
al. [162]) pour bien clariﬁer l’eﬀet de la règle de mise à jour sur la ﬁxation de A.
On applique ces résultats dans quelques modèles classiques d’interaction entre la
coopération et la défection (Axelrod et Hamilton [9] ; May [96] ; Nowak et Sigmund
[114] ; Frank [34]).
La suite de ce chapitre est organisée comme suit. Dans la Section 5.2 on décrit
le modèle mathématique et la règle de mise à jour dans la population. On étudie
l’eﬀet de la sélection faible sur la probabilité de ﬁxation de A dans la Section
5.3. Dans le cas particulier m = 1, on compare notre résultat au résultat obtenue
par imitation dans la Section 5.4. La Section 5.5 consiste à étudier la condition
pour que la sélection favorise la ﬁxation de A dans le cas d’une grande population.
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On compare la ﬁxation de A à celle de B dans la Section 5.6. En particulier,
on s’intéresse à l’évolution de la coopération dans des modèles classiques dans la
Section 5.7. On termine ce chapitre par une discussion et interprétation de notre
résultat dans la section 5.8.
5.2. Modèle
On considère une population ﬁnie composée de N individus. Ces individus sont
répartis sur un cercle sur lequel il y a N positions à occuper numérotées de 1 à
N dans le sens des aiguilles d’une montre, où chaque individu occupe une seule
position. Dans ce qui suit et par convention, les positions i et i+Nk correspondent
à la même position, pour tout i = 1, . . . , N et tout entier k. On suppose qu’il y
a des interactions par paire entre les individus de la population. Chaque individu
peut choisir d’utiliser une stratégie parmi deux stratégies possibles, A et B. Les
interactions sont locales et se font entre les individus qui sont séparés par moins
de m positions. Plus précisément, un individu qui se trouve dans la position l
peut jouer au hasard avec les individus qui se trouvent à sa gauche aux positions
l − m, . . . , l − 1 et avec les individus qui se trouvent à sa droite aux positions
l + 1, . . . , l +m. Pour la dynamique de jeu, si les deux individus qui interagissent
sont de type A, alors chacun d’eux reçoit un gain a. Si l’un est de type A et l’autre
est de type B, alors celui de type A reçoit un gain b alors que celui de type B
reçoit un gain c. Enﬁn, si les deux individus sont de type B, alors chacun d’eux
reçoit un gain d. Ces gains peuvent-être représentés par la matrice de jeu (5.1.1).
Suite à ces interactions, chaque individu I accumule un gain qu’on note ωI .
Nous introduisons une règle de mise à jour qui se fonde sur un niveau globale
d’aspiration α de telle sorte qu’un individu ne compare pas son gain aux gains des
autres, mais il le compare à cette valeur d’aspiration. À chaque étape, un individu
I est choisi au hasard pour réviser sa stratégie. Soit l sa position. Il compare son
gain moyen ωI à α. Si l’individu est satisfait par son gain, ωI > α, alors l’individu
décide avec une plus grande probabilité de garder sa stratégie que de la réviser.
Si le niveau d’aspiration α dépasse son gain, alors l’individu décide avec une plus
grande probabilité de réviser sa stratégie que de la garder. On suppose que la valeur
d’aspiration α est une constante qui ne change pas ni d’un individu à l’autre ni
d’une génération à la suivante.
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Pour modéliser cette hypothèse, on peut utiliser la fonction de probabilité in-
troduite par Du et al. [25], donnée par
g(x) =
1
1 + eδ(x−α)
. (5.2.1)
Cette fonction est semblable à la règle de Fermi (Szabó et Töke [146], Blume
[12]), où un individu compare son gain au gain d’un autre individu pour décider,
de garder ou de réviser sa stratégie. Ici, δ > 0 représente une intensité de sélection.
On retourne à l’individu I sélectionné. Avec probabilité 1 − g(ωI), il garde sa
stratégie actuelle. Il décide de la réviser avec probabilité g(ωI). Dans ce cas, il
adopte au hasard la stratégie de l’un de ses deux voisins directs. Dans la moitié
des cas, il adopte la stratégie de l’individu qui se trouve à la position l− 1 et dans
l’autre moitié, il adopte la stratégie de l’individu qui se trouve à la position l + 1.
On remarque que si ωI > α, la probabilité que l’individu I révise sa stratégie
est inférieure à 1/2, car alors
g(ωI) =
1
1 + eδ(ωI−α)
<
1
2
. (5.2.2)
Dans ce cas, l’individu a plus tendance à garder sa stratégie. Dans le cas inverse
où ωI < α, la probabilité que l’individu I révise sa stratégie dépasse 1/2,
g(ωI) =
1
1 + eδ(ωI−α)
>
1
2
. (5.2.3)
Ainsi, l’individu a plus tendance à réviser sa stratégie.
5.3. Probabilité de fixation
Si un individu sélectionné est de type A qui a deux voisins directs de type A,
alors sa révision de stratégie ne change pas sa stratégie actuelle et par la suite, il
n’y a pas de changement de l’état de la population. La même remarque s’applique
si l’individu sélectionné est de type B qui a deux voisins directs de type B. En
revanche, l’état de la population peut changer seulement si on choisit un individu
de type A qui a un voisin direct de type B, ou un individu de type B qui a un
voisin direct de type A.
En une seule étape, il y a trois types d’événements qui peuvent se produire :
le nombre d’individus de type A augmente de 1, diminue de 1 ou reste le même.
On note p+i la probabilité que le nombre d’individus de type A augmente de i à
i+1 et p−i la probabilité que le nombre d’individus de type A diminue de i à i−1.
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Nécessairement, la probabilité que ce nombre reste le même est 1−p+i −p−i . Ceci est
vrai pour tout i = 1, . . . , N−1. L’état de la population ne change pas si le nombre
d’individus de type A est 0 ou N . Ainsi, la population passe un certain temps ﬁni
avec probabilité 1 dans les états transitoires 1, . . . , N − 1 avant de rejoindre l’un
des deux états absorbants i = 0 ou i = N .
Si on commence avec un seul individu de type A, alors les individus de type A
apparaient l’un à coté de l’autre sans chevauchement car l’apparition d’un nouveau
individu de type A correspond à un individu de type B qui adopte la stratégie de
son voisin direct de type A. Ainsi, les positions sont divisées en deux bandes sans
chevauchement. La première bande est formée par des individus de type A, alors
que la deuxième bande est formée par des individus de type B. Les changements
sur l’état de la population s’il y a lieu se font seulement à la frontière des deux
bandes.
Le nombre d’individus de type A peut augmenter de i à i+1 selon l’événement
suivant. Un individu de type B qui a un voisin direct de type A est choisi pour
réviser sa stratégie. Ceci arrive avec probabilité 2/N s’il y a plus que deux individus
de type B dans la population (car dans ce cas il y a deux individus de type B à
la frontière des deux bandes) ou avec probabilité 1/N s’il y a un seul individu de
type B dans la population. Par la suite, cet individu choisit de réviser sa stratégie
avec probabilité g(ωB,i). Ici ωB,i est le gain moyen de cet individu. Cet indidividu
a deux voisins directs, l’un est de type A et l’autre est de type B s’il y a plus que
deux individus de type B dans la population ou deux voisins directs de type B
s’il y a un seul individu de type B dans la population. Ainsi, cet individu choisir
d’adopter la stratégie de son voisin de type A avec probabilité 1/2 s’il y a plus
que deux individus de type B dans la population ou avec probabilité 1 s’il y a
un seul individu de type B dans la population. Par conséquent, la probabilité de
transition p+i est donnée par
p+i =
1
N(1 + eδ(ωB,i−α))
, (5.3.1)
peu importe le nombre d’individus de type B dans la population. Par symétrie, la
probabilité de transition p−i est donnée par
p−i =
1
N(1 + eδ(ωA,i−α))
, (5.3.2)
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où ωA,i est le gain moyen d’un individu de type A qui a un voisin direct de type B,
dans le cas d’une population composée de i individus de type A et N − i individus
de type B. On note que ces expressions sont valides pour tout i = 1, . . . , N − 1.
On suppose qu’on a initialement une population composée d’un seul individu
de type A et N − 1 individus de type B. Par suite, il y a deux possibilités pour
la dynamique de l’évolution dans la population. La première est que cet individu
pourrait mourir avant de se reproduire ou générer une lignée qui disparaît après
un certain temps. Dans les deux cas, la population retourne à un état pur où
tous les individus sont de type B. L’autre possibilité est que cet individu produit
une lignée qui va éventuellement envahir l’ensemble de la population. Cela signiﬁe
que B s’éteint. Dans ce cas, la population aboutit à l’autre état pur où tous
les individus de la population sont de type A. On désigne par ρA la probabilité
qu’un seul individu de type A génère une descendance qui envahit l’ensemble de
la population. De même, on note ρB la probabilité qu’un seul individu de type B
génère une descendance qui envahit l’ensemble de la population. Les quantités ρA
et ρB sont appelées les probabilités de ﬁxation de A et B, respectivement. Dans
un premier lieu, on s’intèresse à la probabilité de ﬁxation du type A.
L’eﬀet de la sélection sur la dynamique de l’évolution dans la population se
voit à partir de l’expression (5.2.1). Si δ = 0 (modèle neutre), alors dans la moitié
des cas, l’individu révise sa stratégie et dans l’autre moitié, il la garde.
Dans le cas de la sélection forte, δ → ∞, un individu I choisit de réviser sa
stratégie avec probabilité 1 s’il n’est pas satisfait par son gain (ωI < α). S’il est
satisfait par son gain, ωI > α, il choisit de garder sa stratégie avec probabilité 1.
Par conséquent, l’eﬀet de la valeur de α est très important sur la ﬁxation de A.
Le cas de sélection faible correspond au cas de δ > 0 assez faible. Ce cas limite
joue un rôle très important dans les études en génétique des populations (Ohta
[120]), évolution moléculaire (Kimura [68]) et évolution culturelle (Traulsen et al.
[164]). Dans ce cas, la contribution du jeu dans le processus évolutif est petite.
Dans la suite de ce chapitre, on s’intéresse à la probabilité d’être absorbé dans
l’état i = N . Il est diﬃcile d’étudier cette probabilité pour une valeur quelconque
de δ. Cépendant, à l’aide du développement de Taylor, on peut obtenir une ap-
proximation de cette probabilité de ﬁxation pour δ > 0 assez faible.
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Proposition 5.3.1. Dans le cas de sélection faible, une approximation du premier
ordre de la probabilité de ﬁxation de la stratégie A est donnée par
ρA ≈ 1
N
+
δ
2N2
N−1∑
i=1
(N − i)(ωA,i − ωB,i), (5.3.3)
pour δ suﬃsamment petit. Ici, ωA,i (respectivement ωB,i) est le gain moyen d’un
individu de type A (respectivement B) qui est à la frontière des deux bandes décrites
avant dans une population composée de i individus de type A et N − i individus
de type B.
Preuve. On note par ρA(i) la probabilité que la population se ﬁnit dans l’état N
lorsqu’on commence de l’état i. Ainsi, par analyse sur la première transition, on
obtient l’équation récursive
ρA(i) = p+i ρA(i+ 1) + p
−
i ρA(i− 1) + (1− p+i − p−i )ρA(i), (5.3.4)
pour tout i = 1, . . . , N−1, avec les deux conditions ρA(0) = 0 et ρA(N) = 1. D’une
façon équivalente à celle utilisé dans Karlin et Taylor [65], on peut exprimer la
probabilité de ﬁxation de A sous la forme suivante
ρA(j) =
1 +
∑j−1
k=1
∏k
i=1
p−
i
p+
i
1 +
∑N−1
k=1
∏k
i=1
p−
i
p+
i
. (5.3.5)
En particulier, la probabilité qu’un seul individu de type A atteint la ﬁxation dans
une population composée d’individus de type B est donnée par
ρA = ρA(1) =
1
1 +
∑N−1
k=1
∏k
i=1
p−
i
p+
i
. (5.3.6)
Maintenant, à l’aide du développement de Taylor, on obtient
ρA ≈ ρA|δ=0 + δρ′A|δ=0, (5.3.7)
pour δ > 0 assez petit.
On commence avec le premier terme de (5.3.7). On remplace δ par 0 dans
les expressions (5.3.1) et (5.3.2), on obtient les probabilités de transition en cas
d’absence de sélection p−i |δ=0 = p+i |δ=0 = 1/(2N). En remplaçant ces probabilités
dans l’expression (5.3.6), on obtient le premier terme de (5.3.7), soit
ρA|δ=0 = 1
N
. (5.3.8)
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Pour le dexième terme de (5.3.7), en utilisant l’expression (5.3.6), on peut
dériver ρA et obtenir
ρ′A =
−
(
1 +
∑N−1
k=1
∏k
i=1
p−
i
p+
i
)′
(
1 +
∑N−1
k=1
∏k
i=1
p−
i
p+
i
)2
=−
∑N−1
k=1
∑k
i=1
(
p−
i
p+
i
)′∏k
j=1,j 6=i
p−
j
p+
j(
1 +
∑N−1
k=1
∏k
i=1
p−
i
p+
i
)2 . (5.3.9)
Pour déduire la valeur de ρ′A, on a besoin de déterminer la dérivée du ratio p
−
i /p
+
i .
En utilisant les deux expressions (5.3.1) et (5.3.2), on peut obtenir le ratio
p−i
p+i
=
1 + eδ(ωB,i−α)
1 + eδ(ωA,i−α)
. (5.3.10)
En dérivant cette expression, on a(
p−i
p+i
)′
=
(1 + eδ(ωB,i−α)
1 + eδ(ωA,i−α)
)′
=
(ωB,i − α)eδ(ωB,i−α)(1 + eδ(ωA,i−α))− (ωA,i − α)eδ(ωA,i−α)(1 + eδ(ωB,i−α))
(1 + eδ(ωA,i−α))2
.
(5.3.11)
Ici, ωA,i (respectivement ωB,i) est le gain moyen d’un individu de type A (res-
pectivement B) qui a un voisin direct de type B (respectivement A) dans une
population composée de i individus de type A et N − i individus de type B. En
évaluant la dernière expression en δ = 0, on obtient la valeur de la dérivée du ratio,
soit (
p−i
p+i
)′
|δ=0 = ωB,i − ωA,i2 . (5.3.12)
En remplaçant cette expression dans l’équation (5.3.9), on aboutit à l’expression
suivante
ρ′A|δ=0 = −
∑N−1
k=1
∑k
i=1(ωB,i − ωA,i)
∏k
j=1,j 6=i
p−
j
p+
j
|δ=0
2
(
1 +
∑N−1
k=1
∏k
i=1
p−
i
p+
i
|δ=0
)2
=
1
2N2
N−1∑
k=1
k∑
i=1
(ωA,i − ωB,i)
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=
1
2N2
N−1∑
i=1
(N − i)(ωA,i − ωB,i). (5.3.13)
Ce qui donne le deuxième terme de (5.3.7). Ceci termine la preuve. 
On dit que la sélection favorise la ﬁxation de la stratégie A si la probabilité
de ﬁxation de la stratégie A en présence de sélection dépasse sa valeur en cas
d’absence de sélection, c’est-à-dire
ρA > ρA|δ=0 = 1
N
. (5.3.14)
à l’aide de l’équation (5.3.3), on en déduit que la sélection faible favorise la
ﬁxation de A, ρA > 1/N , si l’inégalité suivante est vériﬁée
N−1∑
i=1
(N − i)(ωA,i − ωB,i) > 0. (5.3.15)
Si l’inégalité inverse est vériﬁée
N−1∑
i=1
(N − i)(ωA,i − ωB,i) < 0, (5.3.16)
alors la sélection faible s’oppose à la ﬁxation de A, ρA < 1/N . Cela ne veut pas
dire que la sélection faible favorise la ﬁxation de la stratégie B.
5.4. Calcul des gains moyens
Chaque individu interagit avec les individus qui occupent les m positions à sa
gauche et lesm positions à sa droite. On suppose qu’il n’y a pas de chevauchement.
Pour cela, on suppose que 2m + 1 ≤ N . D’après l’équation (5.3.3) seuls les gains
espérés des individus de type A et B qui sont à la frontière des deux bandes
interviennet dans l’expression de la probabilité de ﬁxation de A. Le gain espéré de
chaque type qui se trouve à la frontière des deux bandes, se calcule en trois cas,
selon le nombre d’individus de type A.
Le premier cas est celui où le nombre d’individus de type A, i, varie entre 1
et m. Sans perte de généralité, on suppose qu’on a choisi un individu I de type A
qui se trouve à la frontière entre les deux bandes à la position l et que les autres
individus de type A occupent les positions l − i, . . . , l − 1 à gauche de I. Alors,
les individus de type B occupent les autres positions, en particulier les positions
l −m, . . . , l − i − 1 à gauche de I et les positions l + 1, . . . , l +m à droite de I.
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Ainsi, l’individu I a i− 1 voisins de type A et 2m + 1− i voisins de type B. Par
conséquent, le gain espéré de I est
ωA,i =
i− 1
2m
a+
2m+ 1− i
2m
b. (5.4.1)
L’individu B qui se trouve sur la frontière entre les deux bandes a exactement i
voisins de type A et 2m− i voisins de type B. Cela nous donne son gain espréré,
soit
ωB,i =
i
2m
c+
2m− i
2m
d. (5.4.2)
Le deuxième cas est celui où le nombre d’individus de type A, i, varie entre
m + 1 et N − m − 1. Dans ce cas, chaque individu qui se trouve à la frontière
entre les deux bandes a exactement m voisins de type A et m voisins de type B.
Les gains esprérés des individus de type A et B qui se trouvent à la frontière sont
alors donnés par
ωA,i =
a+ b
2
, (5.4.3)
ωB,i =
c+ d
2
. (5.4.4)
Le dernier cas est celui où i varie entre N − m et N − 1. Par symétrie avec
le premier cas, l’individu de type B, qui se trouve à la frontière entre les deux
bandes, a N − i− 1 voisins de type B et 2m+ i+ 1−N voisins de type A, alors
que l’individu de type A, qui se trouve à la frontière, a N − i voisins de type B
et 2m+ i−N voisins de type A. Ceci nous pemet d’exprimer les gains espérés de
ces deux individus comme
ωA,i =
2m+ i−N
2m
a+
N − i
2m
b, (5.4.5)
ωB,i =
2m+ i+ 1−N
2m
c+
N − i− 1
2m
d. (5.4.6)
En utilisant les diﬀérentes expressions (5.4.1) à (5.4.6), on obtient la diﬀérence
entre le gain espéré d’un individu de type A et le gain espéré d’un individu de type
B qui se trouvent à la frontière, soit
ωA,i − ωB,i =

i
2m
(a− b− c+ d) + b− d+ c−a
2m
si 1 ≤ i ≤ m,
a+b−c−d
2
si m+ 1 ≤ i ≤ N −m− 1,
N−i
2m
(b− a− d+ c) + a− c+ d−c
2m
si N −m ≤ i ≤ N − 1.
(5.4.7)
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Par conséquent, la condition (5.3.15), pour que la sélection faible favorise la ﬁxation
de la stratégie A, devient
M1a+M2b > M3c+M4d, (5.4.8)
oùMj est une constante qui dépend seulement de m et de la taille de la population
N , pour j = 1, 2, 3, 4. Plus précisément, l’expression de M1 est
M1 =
m∑
i=1
i− 1
2m
(N − i) +
N−m−1∑
i=m+1
N − i
2
+
N−1∑
i=N−m
(
1− N − i
2m
)
(N − i)
=
N + 1
2m
m∑
i=1
i− N
2m
m∑
i=1
1− 1
2m
m∑
i=1
i2 +
N
2
N−m−1∑
i=m+1
1− 1
2
N−m−1∑
i=m+1
i+
N−1∑
i=N−m
(N − i)
− 1
2m
N−1∑
i=N−m
(N − i)2
=
3N2 − 3(m+ 2)N + 2m2 + 3m+ 1
12
. (5.4.9)
Dans la dernière ligne, on a utilisé les deux changemenst de variables
N−1∑
i=N−m
(N − i) =
m∑
i=1
i, (5.4.10)
N−1∑
i=N−m
(N − i)2 =
m∑
i=1
i2, (5.4.11)
et les deux identités arithmétiques
k∑
i=l
i =
(l + k)(k − l + 1)
2
, (5.4.12)
l∑
i=1
i2 =
l(l + 1)(2l + 1)
6
. (5.4.13)
Avec les mêmes identités et changements de variables, on obtient
M2 =
m∑
i=1
2m+ 1
2m
(N − i)−
m∑
i=1
i
2m
(N − i) +
N−m−1∑
i=m+1
N − i
2
+
N−1∑
i=N−m
(N − i)2
2m
=
N(2m+ 1)
2m
m∑
i=1
1− N + 2m+ 1
2m
m∑
i=1
i+
1
2m
m∑
i=1
i2 +
N
2
N−m−1∑
i=m+1
1− 1
2
N−m−1∑
i=m+1
i
+
1
2m
N−1∑
i=N−m
(N − i)2
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=
3N2 + 3mN − 2m2 − 3m− 1
12
, (5.4.14)
M3 =
m∑
i=1
i
2m
(N − i) +
N−m−1∑
i=m+1
1
2
(N − i) +
N−1∑
i=N−m
2m+ i+ 1−N
2m
(N − i)
=
N
2m
m∑
i=1
i− 1
2m
m∑
i=1
i2 +
N
2
N−m−1∑
i=m+1
1− 1
2
N−m−1∑
i=m+1
i+
2m+ 1
2
N−1∑
i=N−m
(N − i)
− 1
2m
N−1∑
i=N−m
(N − i)2
=
3N2 − 3mN + 2m2 + 3m+ 1
12
, (5.4.15)
M4 =
m∑
i=1
2m− i
2m
(N − i) +
N−m−1∑
i=m+1
1
2
(N − i) +
N−1∑
i=N−m
N − i− 1
2m
(N − i)
=N
m∑
i=1
1− 2m+N
2m
m∑
i=1
i+
1
2m
m∑
i=1
i2 +
N
2
N−m−1∑
i=m+1
1− 1
2
N−m−1∑
i=m+1
i+
1
2m
N−1∑
i=N−m
(N − i)2
− 1
2m
N−1∑
i=N−m
(N − i)
=
3N2 + 3mN − 6N − 2m2 − 3m− 1
12
. (5.4.16)
5.5. Cas m = 1
On considère dans cette section le cas particulier où m = 1. Un individu inter-
agit seulement avec ses deux voisins directs, celui à sa gauche et l’autre à sa droite.
Dans ce cas particulier, on obtient les valeurs des constantesMi, pour i = 1, 2, 3, 4,
en remplaçant m par 1. Ainsi, la condition qui favorise la ﬁxation de la stratégie
A peut s’écrire sous la forme
(N2 − 3N + 2)a+ (N2 +N − 2)b > (N2 −N + 2)c+ (N2 −N − 2)d. (5.5.1)
La dernière condition est valable pour toute population ﬁnie de taille N ≥ 3.
Ohtsuki et Nowak [121] ont étudié un modèle de population de taille N struc-
turée en cercle sur lequel il y a N positions à occuper. Chaque individu interagit au
hasard avec ses deux voisins directs dans des interactions par paire selon la matrice
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de jeu (5.1.1) pour accumuler un gain moyen ω qui aﬀecte additivement sa valeur
reproductive f = 1+ δω. À chaque étape, on choisit un individu I au hasard dans
la population pour réviser sa stratégie. Il garde sa stratégie actuelle ou imite la
stratégie de l’un de ses deux voisins directs avec probabilité proportionnelle à sa
valeur reproductive. Après, on choisit au hasard un voisin J parmi ces deux voi-
sins directs. L’individu I compare son gain moyen, ωI , au gain moyen de l’individu
J , ωJ . L’individu I adopte la stratégie de J avec probabilité 11+eδ(ωI−ωJ ) ou garde
sa stratégie avec la probabilité complémentaire, 1 − 1
1+eδ(ωI−ωJ )
. Ils montrent que
la sélection faible favorise la ﬁxation de la stratégie A si la relation suivante est
vériﬁée :
(5N2− 17N +12)a+ (3N2+5N − 12)b > (3N2− 5N +12)c+ (5N2− 7N − 12)d.
(5.5.2)
Pour une population de taille N = 3, les deux conditions, (5.5.1), pour la
dynamique d’aspiration, et (5.5.2), pour la dynamique de comparaison des gains
coïncident et dans ce cas, la condition pour favoriser la ﬁxation de A est
a+ 5b > 4c+ 2d. (5.5.3)
L’argument intuitive de cette coïncidence est que dans une population de taille 3
le graphe d’interactions est complet, c’est-à-dire que tout individu peut interagir
avec tout autre individu de la population avec la même probabilité. Par la suite,
la règle de mise à jour dans la population n’a pas d’inﬂuence sur la ﬁxation du
type A.
Les deux conditions (5.5.1) et (5.5.2) sont diﬀérentes pour N ≥ 4. Par la suite,
il y a des cas où la dynamique d’aspiration (condition 5.5.1) favorise la ﬁxation de
A et la dynamique de comparaison des gains (condition 5.5.2) s’oppose à la ﬁxation
de A et vis-versa. Dans le cas d’une population de taille N = 4, la condition (5.5.1)
pour la dynamique d’aspiration est
3a+ 9b > 7c+ 5d (5.5.4)
alors que celle (5.5.2) pour la dynamique de comparaison des gains est
3a+ 7b > 5c+ 5d. (5.5.5)
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Pour la matrice de jeu
2 2
1 3, 2
, on peut vériﬁer que la condition (5.5.4) est
vériﬁée alors que la condition (5.5.5) n’est pas vériﬁée. L’inverse est vrai avec la
matrice de jeu
4 2
1 1, 7
 , où la condition (5.5.5) est vériﬁée et la condition (5.5.4)
n’est pas vériﬁée.
5.6. Cas d’une population de grande taille
Dans cette paragraphe, on s’intèresse à la condition (5.4.8) qui favorise la ﬁxa-
tion de la stratégie A dans une population de grande taille, N →∞. On suppose
que 2m/N tend vers une constante positive λ quand N → ∞. C’est le cas d’un
modèle en cercle, où chaque individu peut interagir avec une proportion λ de la
population. Puisqu’on a supposé que m varie entre 1 et (N − 1)/2, alors λ varie
entre 0 et 1.
Théorème 5.6.1. Dans le cas limite de sélection faible, δ > 0 assez petit, et dans
une population de grande taille (N →∞), la sélection favorise la ﬁxation de A si
l’inégalité suivante est vériﬁée :
a+ σb > c+ σd, (5.6.1)
où σ est donnée par
σ =
−λ2 + 3λ+ 6
λ2 − 3λ+ 6 . (5.6.2)
Preuve. Dans le cas limite N → ∞, les coéﬃcients Mi de la section (5-4) pour
i = 1, . . . , 4 sont tel que 24N2Mi convergent vers λ2−3λ+6, pour i = 1, 3, et vers
−λ2 + 3λ + 6, pour i = 2, 4. Par conséquent, la condition (5.4.8), qui favorise la
ﬁxation de A sous l’eﬀet de la sélection, devient
(λ2 − 3λ+ 6)a+ (−λ2 + 3λ+ 6)b > (λ2 − 3λ+ 6)c+ (−λ2 + 3λ+ 6)d. (5.6.3)
Celle-ci est équivalente à
a+ σb > c+ σd. (5.6.4)
Ceci termine la preuve. 
Ce paramètre σ quantiﬁe le degré avec lequel un individu quelconque est plus
ou moins susceptible d’interagir avec un individu de type B que d’interagir avec
un individu de type A.
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Figure 5.1. Le paramètre σ dans le cas limite N →∞ comme une
fonction de λ = 2m/N . Une grande quantité d’interactions pour
chaque individu augmente le risque d’interagir avec un joueur de
type B et dans ce cas la stratégie qui a un gain plus grand contre B
est avantageuse par le processus de sélection conduit par l’aspiration.
Il y a un lien entre la condition (5.6.1) et la règle d’évolution du tiers de la
section 1.3.1.2 qui a été étudiée pour une population bien mélangée dans le cas
limite d’une population de taille très grande, N →∞ (Nowak et al. [113] ; Imhof
et Nowak [62] ; Lessard [86]). La règle d’évolution du tiers énnonce que dans une
population bien mélangée et si on a a − b − c + d > 0, alors la sélection faible
favorise la ﬁxation du type A si on a
d− b
a− b− c+ d <
1
3
. (5.6.5)
Ici, d−b
a−b−c+d est la position du troisième équilibre de l’équation de réplication dans
une population bien mélangée étudiée dans la section 1.2.2 (Taylor et Jonker [156]).
La condition (5.6.1), sous laquelle la sélection faible favorise la ﬁxation de A
dans une population de taille très grande distribuée sur un cercle, peut s’écrire
sous la forme générale
d− b
a− b− c+ d <
1
1 + σ
. (5.6.6)
Cela généralise la règle d’évolution du tiers. Le paramétre λ et par suite σ carac-
térise le graphe d’interactions entre les individus de la population.
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Le cas où λ = 1 correspond au cas d’un graphe d’interactions complet. C’est-à-
dire que chaque individu de la population peut interagir avec les autres individus
de la population avec la même probabilité. Dans ce cas, la valeur de σ est égale
à 2. Par conséquent, la condition qui favorise la ﬁxation de A est exactement la
règle d’évolution du tiers qui favorise la ﬁxation de A dans une population bien
mélangée (Nowak et al. [113]).
Le cas de λ = 0 correspond au cas où un individu peut interagir avec un nombre
ﬁni d’individus de la population. Dans ce cas, le coeﬃcient σ sera égal à 1. Par
suite, la condition (5.6.1) devient
a+ b > c+ d. (5.6.7)
Celle-ci est exactement la condition de dominance de risque dans un jeu de cordi-
nation (Hersanyi et Selten [48]).
Maintenant, on s’intèresse à la condition sous laquelle la sélection favorise la
ﬁxation de A et oppose à la ﬁxation de B, ρA > 1/N > ρB.
Corollaire 5.6.1. Pour une population de grande taille (N → ∞) et dans la
limite de sélection faible, δ > 0 assez petit, la sélection favorise la ﬁxation de A et
s’oppose à la ﬁxation de B, ρA > 1/N > ρB, si l’une des trois conditions suivantes
est vériﬁée :
— Si d > b on a a− c > σ(d− b).
— Si d < b on a a− c > 1
σ
(d− b).
— Si d = b on a a > c.
Preuve. D’après la condition (5.6.1), la sélection favorise la ﬁxation de A et
s’oppose à la ﬁxation de B si on a deux inégalités
a+ σb > c+ σd, (5.6.8)
σa+ b > σc+ d. (5.6.9)
La première inégalité est équivalente à a− c > σ(d− b), alors que la deuxième est
équivalente à a− c > 1
σ
(d− b). En combinant ces deux inégalités, on déduit que la
sélection favorise la ﬁxation de A et s’oppose à la ﬁxation de B si on a
a− c > max{σ(d− b), 1
σ
(d− b)}. (5.6.10)
Ici, trois cas se présente. Le premier cas est tel que le gain de la stratégie B
contre elle-même est plus grand que le gain de la stratégie A contre B, d > b. Dans
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ce cas, la condition (5.6.10) est équivalente
a− c > σ(d− b), (5.6.11)
car on a max{σ(d−b), 1
σ
(d−b)} = σ(d−b) puisque σ varie entre 1 et 2 (voir ﬁgure
5.1).
Le deuxième cas est celui où le gain de B contre elle-même est plus petit que
le gain de A contre B, d < b. La condition (5.6.10) devient
a− c > 1
σ
(d− b). (5.6.12)
le dernier cas est celui où le gain de B contre elle-même est égal au gain de A
contre B, d = b. La condition est simple, soit
a > c. (5.6.13)
Cela termine la preuve. 
5.7. Domination de risque d’invasion
Parfois, la sélection favorise la ﬁxation de A et B, ρA > 1/N et ρB > 1/N ,
ou s’oppose à la ﬁxation de A et B, ρA < 1/N et ρB < 1/N . Dans ce cas, il
est important de savoir quelle stratégie est favorisée plus que l’autre. Dans cette
section, on s’intèresse à la condition sous laquelle A a une probabilité de ﬁxation
plus grande que celle de B, ρA > ρB, pour une population de taille ﬁnie. Dans ce
cadre, on le théorème suivant :
Théorème 5.7.1. Pour une population de taille N distribuée en cercle on a l’ap-
proximation
ρA
ρB
≈ 1 + δ
4
(
(N − 2)a+Nb−Nc− (N − 2)d
)
, (5.7.1)
pour δ suﬃsamment petit.
Preuve. Par le développement de Taylor, on peut exprimer le ratio des probabi-
lités de ﬁxation sous la forme
ρA
ρB
≈ ρA
ρB
|δ=0 + δ
(
ρA
ρB
)′
.|δ=0 (5.7.2)
à partir de l’équation (5.3.5), on peut exprimer la probabilité de ﬁxation de
B en commençant avec une population composée d’un seul individu de type B et
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N − 1 individus de type A, soit
ρB = 1− ρA(N − 1) =
∏N−1
i=1
p−
i
p+
i
1 +
∑N−1
k=1
∏k
i=1
p−
i
p+
i
. (5.7.3)
En divisant (5.3.6) par la dernière expression, on obtient
ρA
ρB
=
N−1∏
i=1
p+i
p−i
. (5.7.4)
En remplaçant δ par 0 dans (5.7.4), on obtient le premier terme de (5.7.2), soit
ρA
ρB
|δ=0 = 1. (5.7.5)
Pour le deuxième terme de (5.7.2), on commence par dériver (5.7.4)(
ρA
ρB
)′
|δ=0 =
(N−1∏
i=1
p+i
p−i
)′
|δ=0
=
N−1∑
i=1
(
p+i
p−i
)′
|δ=0
N−1∏
j=1,j 6=i
p+j
p−j
|δ=0
=
1
2
N−1∑
i=1
(ωA,i − ωB,i). (5.7.6)
Pour la dernière égalité, on a utilisé l’égalité (5.3.12). Pour terminer, on a besoin
de déterminer la valeur de
∑N−1
i=1 (ωA,i − ωB,i). En utilisant les expressions (5.4.1)
à (5.4.6), on obtient
N−1∑
i=1
(ωA,i − ωB,i) =a− b− c+ d2m
m∑
i=1
i+
(
b− d+ b− a
2m
) m∑
i=1
1
+
a+ b− c− d
2
N−m−1∑
i=m+1
1 +
b− a− d+ c
2m
N−1∑
i=N−m
(N − i)
+
(
a− c+ d− c
2m
) N−1∑
i=N−m
1
=
1
2
(
(N − 2)a+Nb−Nc− (N − 2)d
)
. (5.7.7)
Dans le dernière égalité, on a utilisé l’identité
k∑
i=l
i =
(l + k)(k − l + 1)
2
. (5.7.8)
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On en déduit l’expression du deuxième terme de (5.7.2), soit(
ρA
ρB
)′
|δ=0 = 14
(
(N − 2)a+Nb−Nc− (N − 2)d
)
, (5.7.9)
ce qui termine la preuve. 
D’après l’expression (5.7.1), on déduit que pour δ > 0 assez petit la sélection
favorise la ﬁxation de A plus que B, ρA > ρB, si on a l’inégalité
(N − 2)a+Nb > Nc+ (N − 2)d. (5.7.10)
Cette condition est valide pour toute taille de population N et toute valeur de
m. On remarque que ni m ni α n’intevient dans cette condition. Par la suite, la
structure du graphe d’interactions et la valeur d’aspiration n’ont pas d’eﬀet sur la
sélection pour favoriser une stratégie plus qu’une autre.
La condition (5.7.10) est la même obtenue par la comparaison des probabili-
tés de ﬁxation dans le cas d’une population bien mélangée (Nowak et al. [113]).
Ainsi la dynamique qui repose sur la comparaison du gain à une valeur globale
d’aspiration dans le cas d’une population structurée en cercle est similaire à celle
dans une population bien mélangée. La même condition a été établie pour que A
a une abondance supériruere à celle de B dans une population bien mélangée avec
sélection et mutation (Antal et al. [2]).
Pour une population de grande taille, la dernière condition pour favoriser la
ﬁxation de A contre B devient
a+ b > c+ d, (5.7.11)
qui est exactement la condition de dominance de risque dans un jeu de coordination
(Harsanyi et Selten [48]). Un jeu de coordination est le cas de a > c et d > b.
C’est-à-dire que les deux stratégies A et B sont deux équilibres stricts de Nash
(Nash [104]). Dans ce cas, on dit que A est un équilibre de dominance de risque
si la condition (5.7.11) est vériﬁée. Ainsi, dans un jeu de coordination et pour
une population de grande taille répartie sur un cecle, la sélection faible favorise la
ﬁxation de l’équilibre de dominance de risque plus que l’autre stratégie.
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5.8. Exemples
L’évolution de la coopération dans des populations structurées conduit par
l’aspiration est une question encore mystérieux. Dans cette section, on étudie l’ef-
fet de la dynamique d’aspiration sur l’évolution de la coopération dans quelques
modèles de jeu entre des individus qui coopèrent (stratégie C) et des autres qui
ne coopèrent pas (stratégie D).
Le premier modèle est le dilemme du prisonnier simpliﬁé où seule D est une
stratégie évolutivement stable. Le deuxième modèle est le jeu d’amoncellement de
neige où C et D ne sont pas évolutivement stables. Le dernier modèle est le jeu de
chasse au cerf où C et D sont évolutivement stables.
5.8.1. Dilemme du prisonnier simplifié
On considère des interactions par paire dans le cadre du jeu simpliﬁé du di-
lemme du prisonnier (Rapoport et Chammah [129] ; Trivers [165] ; Axelrod et
Hamilton [9]). Un coopérateur paye un coût c > 0 pour recevoir un bénéﬁce b > 0
si son partenaire coopère. Un autre qui ne coopère pas ne paye aucun coût, mais
il reçoit le bénéﬁce de la coopération, b, si son partenaire coopère. Dans ce cas, on
note A la stratégie coopérer et B la stratégie de ne pas coopérer. La matrice de
gain peut-être représentée par

C D
C b− c −c
D b 0
. (5.8.1)
La condition (5.6.1) qui favorise la ﬁxation de la coopération, devient
b− c− σc > b⇐⇒ −c(1 + σ) > 0. (5.8.2)
Cette dernière n’est pas vériﬁée car le coût c et le paramètre σ sont des nombres
positifs. Ainsi, la sélection faible s’oppose à la ﬁxation de la coopération, ρA < 1/N .
Par contre, la condition qui favorise la ﬁxation de l’autre type est
σb > −c+ σ(b− c)⇐⇒ c(1 + σ) > 0. (5.8.3)
Celle-ci est toujours vériﬁée peu importe la valeur de σ. Par conséquent, la sélection
faible favorise toujours la ﬁxation des individus qui ne coopèrent pas, ρB > 1/N .
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On conclut que dans le jeu du dilemme du prisonnier simpliﬁé la sélection
faible favorise toujours la ﬁxation des individus ui ne coopèrent pas et s’oppose à
la ﬁxation de la coopération, ρA < 1N < ρB, pour tout choix de σ, b et c. La même
conclusion est valable pour le processus de sélection dans le cas d’une population
bien mélangée qui se reproduit selon un modèle de Moran (Nowak et al. [113]).
Cette conclusion diﬀère de celle obtenue par Ohtsuki et Nowak [121] dans le
cas d’une population répartie sur un cercle avec la règle de mise à jour d’imitation
(IM). Dans ce cas, ils prouvent que la sélection faible favorise la ﬁxation de C et
s’oppose à la ﬁxation de D si on a b/c > 4.
5.8.2. Amoncellement de neige
Ici, on s’intéresse à la ﬁxation de la coopération dans le jeu d’amoncellement
de neigne (Hauert et Doebeli [50]). Le jeu oﬀre un bénéﬁce b > 0 à chaque in-
dividu s’il y a au moins un coopérateur dans le paire qui interagissent. Le coût
de l’eﬀort collectif, c > 0, est divisé par le nombre de coopérateurs dans le paire
qui interagissent. Plus précisément, si les deux individus coopèrent alors chacun
d’eux paye la moitié du coût, c/2. Si les deux individus sont de type diﬀérent, alors
seul le coopérateur paye le coût de la coopération c > 0. Si les deux individus ne
coopèrent pas, alors il n y a pas de coût à payer. On modélise ces gains par la
matrice

C D
C b− c
2
b− c
D b 0
. (5.8.4)
En présence de sélection faible et dans une population de grande taille, la
sélection favorise la ﬁxation de A, ρA > 1/N , si on a
b− c
2
+ σ(b− c) > b ⇐⇒ b
c
> 1 +
1
2σ
, (5.8.5)
alors que la sélection favorise la ﬁxation de B si on a
σb > b− c+ σ(b− c
2
) ⇐⇒ b
c
< 1 +
σ
2
. (5.8.6)
Une dernière remarque concerne la comparaison des deux probabilités de ﬁxation
de A et B. En utilisant (5.7.11), la probabilité de ﬁxation de A est supérieure à
celle de B si on a
b− c
2
+ b− c > b ⇐⇒ b
c
>
3
2
(5.8.7)
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Comme σ varie entre 1 et 2, alors on a1+ σ
2
> 1+ 1
2σ
. On recapitule les quatres
cas selon la valeur du ratio b/c :
— Si b/c < 1 + 1/(2σ), alors la sélection favorise la ﬁxation de B et s’oppose
à la ﬁxation de A, ρA < 1/N < ρB.
— Si 1 + 1/(2σ) < b/c < 3/2, alors la sélection favorise la ﬁxation de B plus
que A et on a 1/N < ρA < ρB.
— Si 3/2 < b/c < 1 + σ/2, alors la sélection favorise la ﬁxation de A plus que
B et on a 1/N < ρB < ρA.
— Si b/c > 1 + σ/2, alors la sélection favorise la ﬁxation de A et s’oppose à la
ﬁxation de B, ρB < 1/N < ρA.
5.8.3. Chasse au cerf
Dans le jeu de chasse au cerf , un coopérateur paye un coût c > 0 pour recevoir
un bénéﬁce b > 0 si son partenaire coopère. S’il y a un qui ne coopère pas, alors
personne ne reçoit rien en retour (Skyrms [144] ; Pacheco et al. [128]). Ces gains
peuvent-être représentés par la matrice

C D
C b− c −c
D 0 0
. (5.8.8)
La sélection favorise la ﬁxation de A si on a
b− c− σc > 0 ⇐⇒ b
c
> 1 + σ, (5.8.9)
alors que la sélection favorise la ﬁxation de B si on a
0 > −c+ σ(b− c) ⇐⇒ b
c
< 1 +
1
σ
. (5.8.10)
Enﬁn, la condition pour la probabilité de ﬁxation de A est supérieure à la proba-
bilité de ﬁxation de B est
b− c− c > 0 ⇐⇒ b
c
> 2. (5.8.11)
Pour recapituler, on ajoute l’inégalité 1 + 1/σ < 2 < 1 + σ. Ainsi, on obtient
la classiﬁcation suivante :
— Si b/c < 1+ 1/σ, alors la sélection favorise la ﬁxation de B et s’oppose à la
ﬁxation de A, ρA < 1/N < ρB.
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— Si 1 + 1/σ < b/c < 2, alors la sélection s’oppose à la ﬁxation de A et B,
mais elle favorise la ﬁxation de B plus que A, ρA < ρB < 1/N .
— Si 2 < b/c < 1 + σ, alors la sélection s’oppose à la ﬁxation de A et B, mais
elle favorise la ﬁxation de A plus que B, ρB < ρA < 1/N .
— Si b/c > 1 + σ, alors la sélection favorise la ﬁxation de A et s’oppose à la
ﬁxation de B, ρB < 1/N < ρA.
5.9. Discussion
Dans ce chapitre, on a étudié le processus évolutif dans une population ﬁnie de
taille N , répartie sur une cercle où il y a N positions à occuper, sous l’eﬀet d’un
mécanisme d’aspiration. Contrairement à la règle d’imitation par comparaison des
gains (Fudenberg et Imhof [36] ; Ohtsuki et Nowak [121, 123], Ohtsuki et al.
[124, 126] ; Traulsen et al. [162]) où l’individu doit connaitre les gains de ses
voisins, cette règle d’auto-apprentissage propose de comparer le gain à une valeur
d’aspiration α qui représente un indice de satisfaction de l’individu. On a analysé
le cas simple d’une valeur d’aspiration globale qui ne dépend ni de l’individu ni
du temps. Les interactions sont par paire entre les voisins séparés de moins de m
positions entre deux stratégies A et B. C’est-à-dire qu’un individu qui se trouve
dans la position l peut interagir avec les individus qui se trouvent aux positions
l −m, . . . , l − 1 et aux positions l + 1, . . . , l +m. On a dérivé une approximation
de la probabilité de ﬁxation de la stratégie A dans le cas de sélection faible, ce
qui nous donne la condition (5.4.8) qui est une condition suﬃsante pour que la
sélection faible favorise la ﬁxation de A. Cette condition ne dépend pas de la valeur
de α. Ceci signiﬁe que le mécanisme d’aspiration joue une rôle dans la ﬁxation de
A mais la valeur d’aspiration n’intervient pas. La même remarque a été déduite
par Du et al. [26, 25], où la condition pour avoir une abondance supérieure d’une
stratégie dans une population bien mélangée et ﬁnie ne dépend pas de la valeur
d’aspiration α. Ceci est vrai seulement pour le cas de sélection faible. Pour le cas
de sélection forte, la valeur de α intervient dans le ﬁxation de la stratégie de A.
En comparant notre condition (5.4.8) pour la dynamique d’aspiration et la
condition obtenue par imitation (IM)(Ohtsuki et Nowak [121]) pour le cas par-
ticulier où m = 1 et la sélection est faible, on a relevé une diﬀérence. Ainsi, une
stratégie favorisée par la dynamique d’imitation peut être défavorisée par la dy-
namique d’aspiration et vice-versa. Aussi, ceci explique bien la dépendance de la
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règle de mise à jour sur l’issue de l’évolution et la règle de mise à jour, ce qui a
des conséquences à son tour sur l’eﬀet de la structure spatiale.
Pour une population de grande taille, on a montré que la condition pour fa-
voriser la stratégie A généralise la règle d’évolution du tiers (Nowak et al. [113],
Lessard [86]). Dans ce cas, la condition est d−b
a−b−c+d <
1
1+σ
où σ (donné par (5.6.2))
quantiﬁe le degré avec lequel un individu est plus ou moins susceptible d’interagir
avec un individu de type B que d’interagir avec un individu de type A. Ce para-
mètre est une fonction croissante par rapport au nombre d’interactions possibles
pour chaque individu. Ainsi, si la quantité d’interactions pour chaque individu aug-
mente, alors il y a plus de chance d’interagir avec un individu de type B qu’avec
un individu de type A.
En comparant les probabilités de ﬁxation de A et de B dans une population
de taille ﬁnie, on est surpris que la condition pour que la sélection faible favorise
la ﬁxation de A davantage que celle de B est exactement celle obtenue par Nowak
et al. [113] pour une population bien mélangée donnée par
(N − 2)a+Nb > Nc+ (N − 2)d.
Cette coïncidence peut expliquer les résultats d’expériences récentes avec des hu-
mains qui appuient l’idée que le niveau de coopération n’est pas aﬀecté par la
structure spatiale (Roca et al. [133] ; Gracia-Lázaro et al. [42]). Ainsi, la règle de
comparaison du gain à une valeur d’aspiration peut-être utilisée comme une règle
d’adaptation qui peut décrire les interactions humaines où il y a encore une ques-
tion sérieuse sur la règle de mise à jour. Dans notre cas, la dynamique d’aspiration
élimine l’eﬀet de la structure de la population sur le processus évolutif.
Chapitre 6
CONCLUSION ET PERSPECTIVES
FUTURES
Darwin dans son livre "On the Origin of Species" [21] suggère que les espèces
n’avaient pas été crées séparément et que la sélection naturelle est l’agent principal
de ces changements. La sélection naturelle, causée par la lutte pour l’existence, est
analogue à la sélection des variations sous la domestication, et l’accumulation
de variations adaptatives fournit un mécanisme pour l’évolution des espèces. La
théorie de Darwin de la sélection naturelle explique l’adaptation en faisant appel
à la transmission verticale héréditaire des caractères parentaux par descendance.
Les processus culturels tels que l’apprentissage pourraient soutenir cette forme
d’héritage. Mais nous apprenons non seulement de nos parents, nous apprenons
aussi des autres. Ceci est une sorte de transmission horizontale. Ainsi on a eu
besoin d’ajouter de nouveaux éléments à la théorie de l’évolution qui se base sur la
sélection naturelle pour bien englober ce type de transmission. C’est à ce moment
que l’hypothèse d’interactions entre les individus selon une matrice de jeu a été
utilisée pour modéliser analytiquement l’évolution, et par suite qu’une approche
qui se base sur la théorie des jeux évolutionnaires a été développée.
L’approche classique sur le processus d’apprentissage se base sur l’imitation
des stratégies qui ont le plus de succès. Dans ce type d’imitation, l’individus com-
pare son succès aux succès des autres pour ajuster sa stratégie (Traulsen et al.
[162]). Cette dynamique n’est pas spontanée. Elle demande à chaque individu
d’être conscient de son entourage et de connaître les gains des stratégies utilisées
par les autres. Dans la plupart des espèces, les interactions se font d’une façon qui
exige une dynamique plus spontanée que la dynamique de comparaison des gains
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entre eux. Un exemple de telle dynamique est la dynamique d’aspiration où un in-
dividu ﬁxe une valeur eﬀective de satisfaction qui peut être vue comme un résultat
des expériences précédentes (processus d’auto-évaluation). Si son succès dépasse
cette valeur d’aspiration, alors l’individu garde sa stratégie actuelle. Si l’individu
n’est pas satisfait par son succès, alors l’individu imite la stratégie de l’un de ses
voisins. Le chapitre 5 présente une étude de l’eﬀet de cette dynamique sur le pro-
cessus évolutif dans une population structurée en cercle avec des interactions par
paire entre les voisins. Comme dans le cas de la dynamique de comparaison des
gains entre eux, la dynamique d’aspiration agit d’une façon similaire à celle dans
une population sans structure. Ceci se conforme avec les résultats d’expériences
récentes avec des humains qui appuient l’idée que le niveau de coopération n’est
pas aﬀecté par la structure spatiale (Roca et al. [133] ; Gracia-Lázaro et al. [42]).
Ces résultats sont vériﬁés pour un taux de sélection faible.
L’étude analytique complète de la dynamique d’aspiration pour un taux quel-
conque de sélection pour la structure de cercle ou d’autres structures de graphes
reste encore à faire. Aussi, généraliser les résultats dans le cas d’interactions par
groupe de taille n ≥ 2 est un problème intéressant à considérer.
La sélection fait le tri des traits déjà existants mais ne les développe pas. La
mutation est une donc un élément d’évolution primordial. Une mutation est une
modiﬁcation de l’information génétique qui se produit durant la reproduction d’un
allèle pour donner un allèle qui est nouveau ou existant dans la population (De
Vries [23]). Ceci résulte en des erreurs dans le processus de replication, en l’inser-
tion ou la suppression de segments d’ADN par des éléments génétiques mobiles
(Bertram [11] ; Burrus and Waldor [10]). C’est l’une des causes principales de
l’évolution des espèces et l’un des principaux mécanismes de l’évolution molécu-
laire. Cependant, une fois un nouveau type apparu, ce n’est pas la mutation qui
détermine son avenir. La mutation n’inﬂuence pas la valeur sélective.
L’évolution et le maintien de la coopération est certainement l’un des sujets de
recherche les plus importants à l’heure actuelle en biologie, sociologie et économie.
La coopération est la troisième force de l’évolution, après la sélection et la mutation
(Nowak [109]). Pour modéliser cette évolution, plusieurs dilemmes sociaux dont le
fameux dilemme du prisonnier ont été largement analysés en utilisant la théorie des
jeux évolutionnaires. Dans le cas d’une population bien mélangée dans laquelle le
comportement de l’individu est déterminé seulement par sa stratégie, le processus
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évolutif s’oppose à l’évolution de la coopération et joue en faveur de l’évolution de
la défection (Nowak et al. [113]).
La réalité biologique amène à considérer le mécanisme de barbe-verte (Hamilton
[45, 46]) selon lequel le comportement d’un coopérateur est conditionnel aux
comportement des autres. Chaque individu peut interagir avec tous les autres
individus de la population avec la même probabilité. En plus de sa stratégie, chaque
individu est caractérisé par un phénotype qui peut être observé par les autres
individus. Ainsi, un coopérateur peut aider seulement ceux qui possèdent le même
phénotype. Le cas d’un espace phénotypique de dimension 1 a déjà été étudié où
le phénotype est déterminé par un entier i ∈ Z (Antal et al. [4]). Le chapitre 2
présente une étude du cas général d’un espace phénotypique de dimension n où n ≥
2. Pour incorporer la mutation lors de la reproduction, on a utilisé une méthode de
perturbation de premier ordre (Antal et al. [2]). D’autres structures peuvent aider
la coopération à dominer la défection par exemple la structure d’ensembles. Pour
le modèle des ensembles, on suppose qu’il y a M ensembles et que chaque individu
appartient exactement à K ≤ M ensembles (Tarnita et al. [148]). Un individu
aide un autre individu s’ils ont L ≤ K ensembles en commun. Dans un espace
phénotypique, un espace d’ensembles ou une structure de graphe, les coopérateurs
prévalent car ils peuvent former des groupes et les individus au sein de ces groupes
gaignent des gains plus élevés que ceux gagnés par les individus qui ne coopèrent
pas.
Un autre facteur qui peut jouer en faveur de la coopération est une structure
de population avec hiérarchie. Dans la plupart des travaux en théorie des jeux
évolutionnaires, on considère le cas d’interactions par paire à l’intérieur de groupes
partiellement isolés (Rousset et Billiard [137] ; Wakeley [168] ; Ladret et Lessard
[90, 79]). Cette structure ne peut pas apporter de bénéﬁce pour la coopération
dans le cas du dilemme du prisonnier. Elle joue en faveur de la défection. Dans
le chapitre 3, en plus d’interactions symétriques à l’intérieur de groupes, on a
consideré des interactions assymétriques entre trois groupes de même taille dans
une structure hiérarchique. À l’inverse du cas classique où un individu qui ne
coopère pas ne paye aucun coût, on suppose qu’un individu qui ne coopère pas paye
un coût β, appelé coût de défection, s’il est dominé par un partenaire qui ne coopère
pas. Le cas d’un nombre quelconque de groupes de tailles quelconques ﬁxées est
étudié dans le chapitre 4. On a obtenu deux conditions diﬀérentes pour l’évolution
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de la coopération dans le cas de la dominance linéaire et dans le cas de la dominance
cyclique. La coopération est davantage favorisée dans le cas d’interactions globale
avec dominance linéaire que dans le cas d’interactions locales avec dominance
cyclique.
L’étude analytique du cas d’une population de taille constante structurée en
un nombre ﬁni de groupes de tailles qui varient au cours du temps reste encore à
faire.
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Annexe A
ANNEXE
A.1. Topologie de Skorohod
L’ensemble des fonctions càdlàg de E dans M est l’ensemble des fonctions
déﬁnies sur E à valeurs dans M qui sont continues à droite et admettent une
limite à gauche en tous points de E. Il est noté DME (voir, par exemple, Durrett
[27]) et est appelé l’espace de Skorokhod en référence au mathématicien ukrainien
Anatoliy Skorokhod. L’espace de Skorokhod peut être muni d’une topologie qui,
intuitivement, permet de "tordre" un petit peu le temps et l’espace (alors que la
topologie traditionnelle de la convergence uniforme permet de "tordre" l’espace un
petit peu). Pour simpliﬁer, restreignons-nous à E = [0, T ] et M = Rn.
Déﬁnissons d’abord un analogue du module de continuité, que l’on note ̟′f (δ).
Pour tout sous-ensemble F ⊆ E, on pose
ωf (F ) := sup
s,t∈F
|f(s)− f(t)|
et, pour δ > 0, on déﬁnit le module càdlàg par
̟′f (δ) := inf
Πδ
max
1≤i≤k
ωf ([ti−1, ti)),
où l’inﬁmum est pris sur l’ensemble des partitions
πδ =
{
(t0, t1, ..., tk), tel que 0 = t0 < t1 < ... < tk = T, k ∈ N et min
1≤i≤k
(ti−ti−1) > δ
}
.
Cette déﬁnition reste valable pour des fonctions non-càdlàg (de même que le mo-
dule de continuité usuel est valable pour les fonctions continues). On peut montrer
que f est càdlàg si et seulement si ̟′f (δ) −→ 0 quand δ −→ 0.
A-ii
Notons Λ l’ensemble des bijections continues strictement croissantes de E dans
lui-même. Notons aussi
‖f‖ := sup
t∈E
|f(t)|
la norme uniforme des fonctions sur E. La métrique de Skorokhod σ sur DME est
déﬁnie
σ(f, g) := inf
λ∈Λ
max{‖λ− I‖, ‖f − g ◦ λ‖},
où I : E −→ E est la fonction identité. La notion intuitive de "tordue" en temps
est mesurée par ‖λ− I‖ ; de même, ‖f − g ◦ λ‖ mesure la taille de la "torsion" en
espace.
On peut montrer que cette métrique de Skorokhod est une vraie métrique. La
topologie Σ engendrée par σ est appelée la topologie de Skorokhod sur DME.
Bien que DME ne soit pas un espace complet par rapport à la métrique de
Skorokhod σ, il existe une métrique σ0 topologiquement équivalente à σ par rapport
à laquelle DME est complet. On décrit dans la suite cette métrique σ0.
Désignons par Λ′ l’ensemble des fonctions λ de Λ telles que
∆(λ) = sup
s 6=t
| log λ(t)− λ(s)
t− s | <∞,
où s et t sont pris dans [0, T ].
Pour tout couple (f, g) d’éléments de DME, posons
σ0(f, g) = inf
λ∈Λ′
max{∆(λ), ‖f − g ◦ λ‖}.
Alors l’espace DME est complet pour σ0.
