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Resumen
Este trabajo presenta el disen˜o de un algoritmo de tipo Super-Twisting conver-
gente en tiempo fijo, el cual es una extensio´n directa del sistema de control Super-
Twisting convencional, donde la condicio´n inicial del estado es desconocida y la
condicio´n inicial del disturbio es acotada por una constante o incluso desconocida.
El algoritmo de tipo Super-Twisting convergente en tiempo fijo es primero disen˜ado
para sistemas dina´micos escalares y luego se generaliza para el caso multivariable.
Se calcula una estimacio´n de la cota superior de la convergencia de tiempo en cada
caso. Para ilustrar los resultados obtenidos teo´ricamente se proporcionan ejemplos
de simulaciones en Matlab.
xiv
Abstract
This thesis presents a fixed-time convergent Super-Twisting-like algorithm de-
signed to provide a direct extension, without any additional terms, of the conven-
tional super-twisting control system, whose state initial condition is unknown and
the disturbance initial condition is bounded by a known constant or even completely
unknown. The fixed-time convergent super-twisting-like algorithm is first designed
for a scalar system and then generalized to a multivariable one. An upper estimate
of its convergence (settling) time is calculated in each case. Several examples are
provided to illustrate the obtained theoretical results.
xv
Cap´ıtulo 1
Introduccio´n
1.1 Motivacio´n
En la literatura se puede encontrar una variedad de controladores robustos
discontinuos y continuos de primer y segundo orden convergentes por tiempo finito.
Los ma´s conocidos son propuestos por Levant como el controlador twisting [14] y el
algoritmo super-twisting [15].
Los algoritmos convergentes en tiempo finito han tenido una aplicacio´n impor-
tante en algunos sistemas dina´micos como: sistemas de estado acotado en tiempo
finito [32], sistemas de suspensio´n automotriz [30], naves espaciales rig´ıdas en pre-
sencia de incertidumbres de inercia y perturbaciones externas [21], convertidores de
potencia [20] donde el objetivo es generar corrientes de red con la menor distor-
sio´n armo´nica, Takagi-Sugeno [19], sistemas con saltos Markovianos [39], [17], [18],
sistemas de control activados por eventos [38], subactuados [34], polinomiales que
comprenden te´rminos inciertos y no linealidades de entrada, [23], sistemas de con-
trol de rechazo de perturbaciones [35], entre otros. Debido a que tienen muchas
aplicaciones en la vida real, se tienen que hacer mejor´ıas en los algoritmos para que
funcionen de manera eficiente. Por lo que se derivaron otros reguladores de orden
dos convergentes en tiempo fijo, el cual tuvo un beneficio en los casos pra´cticos dado
que es importante asegurar que la funcio´n de tiempo de convergencia sea acotada
uniformemente independientemente de la condicio´n inicial.
1
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Por otro lado haciendo una revisio´n ma´s profunda, se pueden encontrar algo-
ritmos convergentes en tiempo finito/fijo para sistemas no lineales lipschitzianos de
orden arbitrario n. Sin embargo en el ma´s reciente resultado que se encontro´ en la
literatura de una ley de control multivariable convergente en tiempo fijo se restring´ıa
a que el valor inicial del disturbio fuera igual a cero, lo cual es poco pra´ctico para
sistemas de ingenier´ıa reales.
En este documento, se presenta una investigacio´n que tiene como objetivo evi-
tar este inconveniente y admite una perturbacio´n, cuyo valor inicial es desconocido
pero acotado por una constante conocida. Esto en la pra´ctica es convencionalmente
aceptable para sistema dina´micos reales, dado que el limite superior de perturba-
ciones, que el sistema puede mantenerse sin romperse, generalmente se conoce por
sentido comu´n o te´cnicas espec´ıficas. Por u´ltimo nuestra investigacio´n se enfoca en
el caso donde el valor inicial del disturbio es completamente desconocido, esto es no
hay informacio´n disponible de su cota superior.
1.2 Antecedentes
El estudio detallado de la convergencia y la estabilidad de puntos de equilibrio
en tiempo finito para puntos de equilibrio de sistemas auto´nomos continuos pero
no lipschitzianos as´ı como las propiedades de la funcio´n de tiempo de convergencia
debidos a su robustez a las perturbaciones fue iniciado en [7] y [6].
El primer resultado respecto a reguladores en tiempo finito fue obtenido en [8],
el cual consiste en establecer la existencia de un regulador continuo llevando todos
los estados en una cadena de intergradores al origen en un tiempo finito. Para ello los
autores demostraron que todos los estados de un sistema lineal controlable pueden
ser llevados al origen en un tiempo finito mediante retroalimentacio´n de estados
continua.
Un algoritmo convergente en tiempo finito para un sistema de segundo orden
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fue disen˜ado en [15]. Este diferenciador es llamado super-twisting, el cual se encarga
de llevar el estado del sistema y su primer derivada al cero en tiempo finito.
La primer estimacio´n de cota superior de convergencia de tiempo para los al-
goritmos twisting y super-twisting, basado en la funcio´n de Lyapunov, fue propuesto
en [28] y [29]
Un estudio de las propiedades de la convergencia del sistema super-twisting,
as´ı como la estimacio´n de la tasa de convergencia, fue presentado en [33].
Varios enfoques para estimar el tiempo de convergencia finita para diferentes
algoritmos de control pueden ser encontrados en [14] y [31].
El control super-twisting multivariable fue desarrollado en [24], ademas de que
los autores dieron su correspondiente estimacio´n de convergencia de tiempo.
En la mayor´ıa de los casos pra´cticos, tambie´n es deseable garantizar que la
funcio´n del tiempo de convergencia este´ acotada uniformemente y que sea indepen-
diente de la condicio´n inicial del estado. El problema de disen˜ar leyes de control
continuos convergente por tiempo fijo fue considerado en [1] y [26].
En [27] los autores presentan un estudio exhaustivo de estabilidad de tiempo
fijo y disen˜o de un control para sistemas no auto´nomos, incluyendo discontinuos.
Por otro lado el primer diferenciador conocido en la literatura fue dado en [22],
[2]. Este es el observador de Luenberger, aqu´ı la diferencia entre la salida de la planta
y el observador es realimentada linealmente en el observador.
En [25] se propone un observador por tiempo finito continuo para sistemas de
dimensio´n arbitraria con reatroalimentacio´n no lineal. Aqu´ı demuestran la estabili-
dad en tiempo finito del sistema de estimacio´n del error asociado al observador, este
diferenciador se habla mas a detalle en el cap´ıtulo 2.
Los autores en [5], proponen diferenciadores convergentes en tiempo fijo re-
cursivos y no recursivos, lo cual hace mejor´ıa en la pra´ctica ya que el tiempo de
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convergencia es independiente de la condicio´n inicial. Adema´s de que en este trabajo
se da la estimacio´n del tiempo de convergencia de las variables del observador al
vector de las derivadas de salida, de las cuales no se tiene informacio´n.
Dentro de la literatura tambie´n se encontraron algunos resultados recientes
donde se presentan problemas de disen˜o en observadores para sistemas con pertur-
baciones desconocidas tales como [40], [37], [36], [42], [41], [13].
Todos estos trabajos han sido una gran aportacio´n a los temas de controlabi-
lidad y observabilidad, sin embargo ninguno de estos trata el problema de sistemas
de estado con condiciones iniciales en el disturbio distintas de cero. En la siguiente
seccio´n se plantean las aportaciones y objetivos de este trabajo.
1.3 Aportaciones
Las contribuciones de esta tesis son:
Un algoritmo convergente de tiempo fijo disen˜ado para proporcionar una exten-
sio´n directa, sin ningu´n te´rmino adicional, del sistema de control super-twisting
convencional, cuya condicio´n inicial de estado esta acotada por una constante
conocida.
Un regulador convergente de tiempo fijo es tambie´n disen˜ado para un siste-
ma de control tipo super-twisting, cuyas condiciones iniciales de estado y de
incertidumbres son completamente desconocidas.
Los controladores convergentes de tiempo fijo son primero disen˜ados para sis-
temas escalares tipo super-twisting y despu´es se generaliza para sistemas mul-
tivariables.
En cada caso se calcula una cota superior del tiempo de convergencia del
algoritmo de tipo super-twisting.
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El resultado de esta investigacio´n fue publicado en Asian Journal of Control
en el 2019 [4].
1.4 Organizacio´n de tesis
Este trabajo esta organizado en tres cap´ıtulos. En el Cap´ıtulo 1 esta formado
de 4 secciones, en la primer seccio´n se habla de la motivacio´n, donde se da la argu-
mentacio´n para estudiar el tema propuesto. Luego en la siguiente seccio´n se habla
sobre los antecedentes de los cuales nos basamos para el disen˜o del algoritmo pro-
puesto en nuestra investigacio´n. Tambie´n en este cap´ıtulo se dan las contribuciones
o beneficios que se obtuvieron al realizar este trabajo. Por u´ltimo se presenta la
organizacio´n de la tesis.
El Cap´ıtulo 2 proporciona definiciones, teoremas, de estabilidad, puntos de
equilibrio, convergencia en tiempo finito y fijo, estabilidad, y otros ma´s que son ne-
cesarias para el mejor entendimiento de la investigacio´n realizada. A continuacio´n se
presenta una descripcio´n de las ideas y defniciones matema´ticas ba´sicas de los modos
deslizantes de primer orden, para sistemas no lineales . A partir de los conceptos in-
troducidos, se definen y caracterizan los modos deslizantes de mayor orden en forma
general, y por u´ltimo, se presenta una seccio´n que se centra en los modos deslizantes
de segundo orden, adema´s de los observadores propuestos en algunos art´ıculos, de
los cua´les se baso´ nuestra investigacio´n para lograr nuestro objetivo.
En el u´ltimo cap´ıtulo consta del planteamiento del problema, luego sigue con el
disen˜o del algoritmo de control de tipo super-twisting para sistemas dina´micos con
condiciones iniciales de estado desconocidas y el valor inicial del disturbio es acotado
por una constante conocida, este regulador es propuesto para el caso de sistemas
escalares y multivariables. Se demuestran los teoremas relativos a la convergencia de
tiempo del algoritmo y enseguida se dan ejemplos para ilustrar los teoremas, adema´s
de retratos fase comprobando lo dicho por esos teoremas. De igual forma se propuso
un algoritmo para sistemas dina´micos donde las condiciones iniciales tanto del estado
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como del disturbio son desconocidas, se presentaron sus teoremas correspondientes,
se realizan simulaciones y se expusieron los resultados para comprobar la teor´ıa
propuesta. Al final se dieron conclusiones del funcionamiento y contribucio´n de los
algoritmos propuestos.
Cap´ıtulo 2
Marco Teo´rico
2.1 Sistemas no lineales
El ana´lisis de un sistema de control implica el uso de un modelo matema´tico
para su representacio´n, generalmente como un operador entre entradas y salidas del
sistema o como un conjunto de ecuaciones diferenciales. La mayor´ıa de los modelos
matema´ticos usados tradicionalmente por teo´ricos y pra´cticos del control son lineales
ya que son mucho ma´s manejables que los no lineales. Pese a esto, los modelos
matema´ticos no lineales son ma´s precisos a la hora de representar los sistemas reales,
por ejemplo feno´menos no lineales tales como; equilibrios mu´ltiples, ciclos l´ımite,
bifucarcaciones, corrimiento de frecuencias y caos. Estos feno´menos se presentan
en aplicaciones modernas importantes de ingenier´ıa como sistemas de comando de
vuelo, manipuladores de robot, sistemas de autopistas automatizadas, estructuras
de ala de avio´n y sistemas de inyeccio´n de combustible de alto rendimiento.
En general, los sistemas dina´micos modelados por un nu´mero finito de ecuaciones
diferenciales ordinarias de primer orden acopladas entre s´ı, se representan as´ı:
x˙1 = f1(t, x1, ..., xn, u1, ..., up)
x˙2 = f2(t, x1, ..., xn, u1, ..., up)
...
x˙n = fn(t, x1, ..., xn, u1, ..., up)
7
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donde x˙i denota la derivada de xi con respecto a la variable del tiempo t y u1, u2, ..., up
son variables de entrada.
Frecuentemente se usa la notacio´n vectorial para escribir esas ecuaciones en una
forma compacta. Se define
x =


x1
x2
...
...
xn


u =


u1
u2
...
up


f(t, x, u) =


f1(t, x, u)
f2(t, x, u)
...
...
fn(t, x, u)


y reescribimos las n ecuaciones diferenciales de primer orden como una ecuacio´n
diferencial de primer orden vectorial de dimensio´n n
x˙ = f(t, x, u) (2.1)
la ecuacio´n (2.1) se conoce como la ecuacio´n de estado, y en ocasiones, se considera
una ecuacio´n de salida
y = h(t, x, u) (2.2)
la cual es asociada con (2.1), definiendo as´ı un vector de salida y de dimensio´n q que
comprende variables de inte´res particular en el ana´lisis del sistema dina´mico, como
por ejemplo variable f´ısicamente medibles o variables que deseamos se comporten
de alguna forma especial. En algunas ocasiones la ecuacio´n de estado esta´ sin la
presencia expl´ıcita de la entrada u, que es la llamada ecuacio´n de estado no forzada.
x˙ = f(t, x) (2.3)
Pero no precisamente la entrada para el sistema es cero, puede ser que sea una funcio´n
de tiempo dada u = γ(t), una funcio´n de retroalimentacio´n del estado, u = γ(x), o
ambos u = γ(t, x). sustituyendo u = γ en (2.1) elimina u y produce una ecuacio´n de
estado no forzada. Un caso especial de (2.3) sucede cuando la funcio´n f no depende
expl´ıcitamente de t, eso es,
x˙ = f(x) (2.4)
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por lo que a este sistema se le llama auto´nomo o invariante en el tiempo, es decir su
comportamiento es invariante al corrimiento del origen temporal, en otras palabras
al cambia la variable de tiempo t a τ = t − a, no cambia el lado derecho de la
ecuacio´n de estado. De lo contrario, el sistema se dice ser no auto´nomo o variante
en el tiempo.
2.1.1 Ejemplo de sistemas no lineales
En esta seccio´n se mostrara´ un ejemplo simple de lo que es un sistema no li-
neal, tomado del libro [12]. Consideremos el pe´ndulo simple (ver figura 2.1), donde
l denota la longitud de la cuerda y m la masa de la bola. Para este caso se asume
que la cuerda es r´ıgida y tiene masa cero. Denotamos θ como el angulo de la cuerda
al pivote en el eje vertical. El pe´ndulo oscila libremente en el plano vertical. La bola
del pe´ndulo se mueve en un c´ırculo de radio l.
Para escribir la ecuacio´n de movimiento del pe´ndulo, vamos a identificar las fuerzas
que actu´an en la bola. Existe una fuerza gravitatoria igual a mg, donde g es la ace-
leracio´n debido a la gravedad. Tambie´n existe una fuerza de friccio´n, asumimos que
es proporcional a la velocidad de la bola con un coeficiente de friccio´n k. Usando la
segunda ley de movimiento de Newton, podemos escribir la ecuacio´n de movimiento
en direccio´n tangencial como:
mlθ¨ = −mg sin(θ)− klθ˙
De aqu´ı se obtiene el modelo de estado tomando las variables de estado como x1 = θ
y x2 = θ˙. Por lo que las ecuaciones de estado son:
x˙1 = x2
x˙2 = −g
l
sin(x1)− k
m
x2
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Figura 2.1: Pe´ndulo simple.
2.2 Punto de equilibrio
Un concepto importante con relacio´n a la ecuacio´n de estado es el te´rmino de
un punto de equilibrio.
Definicio´n 2.1. Sea un punto x = x∗ en el espacio de estado se dice ser un punto de
equilibrio de (2.3) si tiene la propiedad de que cuando el estado inicial del sistema
es x∗, el estado permanece en x∗ en todo tiempo futuro. Para un sistema auto´nomo
(2.4), los puntos son las ra´ıces de la ecuacio´n, esto es, f(x) = 0
2.3 Estabilidad
La estabilidad de puntos de equilibrio generalmente se caracteriza en el sentido
de Lyapunov, quie´n fue un matema´tico ruso que establecio´ las bases de la teor´ıa de
estabilidad. Por lo que se sigue con la siguiente definicio´n.
Consideremos el sistema no auto´nomo
x˙ = f(t, x) (2.5)
donde f : [0,∞] ×D −→ Rn es continua por partes en t y localmente Lispchitz en
x en [0,∞]×D y D ⊂ Rn es un dominio que contiene el origen x = 0. El origen es
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un punto de equilibrio para (2.5) en el t = 0 si f(t, 0) = 0 ∀ t ≥ 0.
Definicio´n 2.2. [12]. El punto de equilibrio x = 0 de (2.5) es
Estable, si para cada ǫ > 0 existe δ = δ(ǫ, t0) > 0 tal que ‖x(t0)‖ < δ, ∀ t ≥ t0.
Uniformemente estable, si para todo ǫ > 0 existe δ = δ(ǫ) > 0, independiente
de t0, tal que la ecuacio´n anterior se satisface.
Asinto´ticamente estable, si es estable y existe c = c(t0) tal que x(t) −→ 0
cuando t −→∞ para todo ‖x(t0)‖ < c
Globalmente uniformemente asinto´ticamente estable, si es uniformemente es-
table y para cada par de nu´meros positivos ǫ y c, existe T = T (ǫ, c) tal que
‖x(t)‖ < ǫ, ∀ t ≥ t0 + T (ǫ, c), ∀ ‖x(t)‖ < c
Inestable, si no es estable.
Una forma eficiente de asegurar los criterios de estabilidad de la definicio´n
anterior se dan en el siguiente teorema.
Teorema 2.1. Sea el origen x = 0 un punto de equilibrio de (2.5) y sea D ⊂ Rn una
funcio´n continuamente diferenciable tal que
V (0) = 0 y V (x) > 0 en D − {0} (2.6)
V˙ ≤ 0 en D (2.7)
entonces x = 0 es estable, ma´s au´n si V˙ < 0 en D − {0}, x = 0 es asinto´ticamente
estable.
Una funcio´n continuamente diferenciable que satisface (2.6) se dice definida
positiva. Si satisface la condicio´n ma´s de´bil V (x) ≥ 0 para x 6= 0, se dice semidefini-
da positiva. Una funcio´n se dice definida negativa o semidefinida negativa si −V (x)
es definida positiva o semidefinida positiva respectivamente. Si V (x) no tiene signo
definido con respecto a alguno de estos 4 casos se dice indefinida.
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2.3.1 Criterio de estabilidad
Dado el sistema lineal invariante (auto´nomo)
x˙ = Ax (2.8)
y sea el punto de equilibrio x = 0 de (2.8) es estable si y solo si todos los autovalores
de A tienen parte real no positiva y cada autovalor con parte real nula tiene un
bloque de Jordan asociado de orden 1. El punto de equilibrio x = 0 es globalmente
asinto´ticamente estable s´ı y solo s´ı todos los autovalores de A tienen parte real
negativa.
Cuando todos los autovalores de A tienen parte real negativa, se dice que A es una
matriz de estabilidad o matriz Hurwitz. La estabilidad del origen puede tambie´n
investigarse usando el me´todo de Lyapunov. Se considera la candidata a funcio´n de
Lyapunov
V (x) = xTPx, (2.9)
donde P es una matriz real sime´trica definida positiva. La derivada de V (x) sobre
las trayectorias del sistema esta´ dada por
V˙ (x) = xTPx˙+ x˙TPx = xT (PA+ ATP )x = −xTQx,
Q es una matriz sime´trica definida por
PA+ ATP = −Q, (2.10)
esta expresio´n (2.10) es llamada ecuacio´n de Lyapunov, y si su derivada es definida
negativa podemos concluir que el origen es asinto´ticamente estable.
2.4 Convergencia
Consideramos el sistema dina´mico de la forma
x˙(t) = u(t) + ζ(t), x(t0) = x0 (2.11)
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donde x(t) ∈ Rn es el sistema de estado, u(t) ∈ Rn es la entrada del control,
ζ(t) ∈ Rn es un disturbio que satisface la condicio´n de Lipschitz con una constante
L conocida
‖ζ(t)‖ ≤ L(t− t0)
Uno de los objetivos de esta tesis es lograr la convergencia en tiempo fijo, para eso
introducimos las siguientes dos definiciones:
Definicio´n 2.3. El sistema de control vectorial (2.11) es llamado convergente al
origen en tiempo finito si para una condicio´n inicial x0 ∈ Rn, existe un momento de
tiempo T (x0) tal que el estado del sistema x(t) ∈ Rn es igual a cero, x(t) = 0, para
todo t ≥ T .
Definicio´n 2.4. El sistema de control vectorial (2.11) es llamado convergente al
origen en tiempo fijo, si existe un momento de tiempo T tal que el estado del sistema
x(t) ∈ Rn es igual a cero, esto es; x(t) = 0, para todo t ≥ T , empezando de cualquier
condicio´n inicial x0 ∈ Rn.
2.5 Modos Deslizantes
Existen sistemas f´ısicos que son modelados por ecuaciones diferenciales que de-
penden en forma discontinua del estado actual del sistema, es decir ecuaciones con
lado derecho discontinuo. A estos sistemas se les denomina sistemas de estructura
variable (SEV). Un sistema de estructura variable puede pensarse como un conjunto
de estructuras o subsistemas continuos y alguna lo´gica asociada que, dependiendo
de los estados del sistema, realiza la conmutacio´n entre ambos.
Modos deslizantes (MD) fue´ descubierto como un modo especial en sistemas de es-
tructura variable. El objetivo de un control por modos deslizantes consiste en llevar la
dina´mica del sistema sobre la superficie deslizante. Luego, mediante conmutaciones a
frecuencia muy elevada, idealmente infinita, se fuerza a las trayectorias del sistema a
evolucionar sobre la variedad determinada por la restriccio´n planteada, en el espacio
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de estados. Adema´s sus caracter´ısticas son que es altamente robusto o inviariante
ante cierto tipo de perturbaciones externas y variaciones en los para´metros del siste-
ma. Sin embargo los modos deslizantes presentan un feno´meno llamado chattering.
Este efecto se presenta porque la operacio´n en modo deslizante es de orden reduci-
do, quedando fijada tal dina´mica por la funcio´n de restriccio´n disen˜ada cuando la
frecuencia de conmutacio´n no es infinita, como sucede en cualquier implementacio´n
pra´ctica, o en el caso de que existan dina´micas no modeladas, las conmutaciones
generan oscilaciones de amplitud finita y alta frecuencia en las trayectorias al evo-
lucionar sobre la variedad de deslizamiento.
La idea del control por modos deslizantes consiste en llevar las trayectorias del siste-
ma sobre una variedad o superficie de deslizamiento y forzarlas a evolucionar sobre
ella. As´ı el comportamiento dina´mico del sistema en estas condiciones queda deter-
minado por las ecuaciones que definen dicha superficie en el espacio de estados. De
este modo, es posible lograr la estabilizacio´n del sistema, el seguimiento de referen-
cias y la regulacio´n de variables.
Consideremos el sistema no lineal dado por
x˙(t) = f(t, x) + g(t, x)u(t) (2.12)
donde x(t) ∈ Rn, u(t) ∈ Rm, f(t, x) ∈ Rn y g(t, x) ∈ Rn×m. La componente de
retroalimentacio´n discontinua esta dada por
ui =

u
+
i (t, x) σi(x) > 0
u−i (t, x) σi(x) < 0
(2.13)
donde σi(x) = 0 es la i-e´sima superficie deslizante, y
σ(x) = [σ1(x), σ2(x), ..., σm(x)]
T = 0 (2.14)
es la superficie deslizante (n−m) dimensional.
Para atacar el problema de reducir o eliminar el chattering, se han introducido
varias propuestas, entre ellas la de Modos Deslizantes de Orden Superior (MDOS).
Un algoritmo de Modos Deslizantes de orden r (r-MD) en teor´ıa, es capaz de elimi-
nar el chattering en un sistema cuando el grado relativo del modelo de la planta,
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incluyendo actuadores y sensores es r. Aunque en la pra´ctica no se puede eliminar el
chattering, pero se han obtenido muy buenos resultados teo´ricos con estos me´todos.
Cabe aclarar que, r-MD hace referencia al orden del modo deslizante, donde las pri-
meras r derivadas de σ, r = 0, 1..., (r− 1) son continuas y la r-e´sima es discontinua,
y se verifica :
σ = σ˙ = σ¨ = ... = σ(r−1) = 0
ecuacio´n que resulta una condicio´n de dimensio´n r en el estado del sistema dina´mico.
as´ı el modo deslizante original es 1-MD, ya que su primera derivada resulta discon-
tinua.
La caracter´ısticas de robustez de los MDOS, en particular de los 2-MD, en apli-
caciones no lineales con salidas de grado relativo 1 y 2, la simplicidad de convergencia
en tiempo finito de muchos de los algoritmos, y la posibilidad de explorar nuevos
algoritmos o variaciones de los que ya existen, han motivado su estudio, ana´lisis y
aplicacio´n en las propuestas de control de esta tesis.
2.6 Control Twisting
Este algoritmo fue propuesto por Levant (1993),[14], de la siguiente manera
Consideremos un sistema dina´mico
x¨ = a(t) + b(t)u (2.15)
donde |a(t, x)| < C, 0 ≤ Km ≤ b(t, x) ≤ KM
u = −r1sgn(x)− r2sgn(x˙) (2.16)
donde r1, r2 > 0
por lo que sigue con el siguiente lema:
Lema 1 [31] Sea r1 y r2 satisfaciendo las condiciones
Km(r1 + r2)− C > KM(r1 − r2) + C,Km(r1 − r2) > C
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entonces, el controlador (2.16) prevee convergencia de las trayectorias x = x˙ = 0 en
tiempo finito por el control de 2-MD.
Como bien se dijo en el lema este algoritmo se caracteriza por la forma en
que las trayectorias del sistema convergen al origen del plano de desplazamiento,
x = x˙ = 0, luego de infinitos giros a su alrededor.
El algoritmo (2.16) es muy sencillo, pero tiene la desventaja de requerir in-
formacio´n sobre la derivada de la varibale de desplazamiento, es decir, requiere al
menos conocer el signo de σ˙, adema´s es una ley de control discontinua y esto es poco
pra´ctico para la vida real.
2.7 Control Super-twisting
Como se mostro´ en la seccio´n anterior para remover el chattering, el controlador
twisting requiere mediciones en tiempo real de x˙ o solo el signo de x˙. En otras
palabras para llegar a x = x˙ = 0 las medidas de x y x˙ son necesarias.
Levant en 1998 [15] propone una modificacio´n de algoritmo de segundo orden dado
en la seccio´n anterior [14]. Consideremos el sistema dina´mico
x˙ = u (2.17)
Donde la varible de control toma la forma:
u =u1 − λ |x− f(t)|1/2 sgn(x− f(t))
u˙1 =− αsgn(x− f(t))
(2.18)
donde α > 0, λ > 0 y u(t) es la salida del controlador, f(t) es una funcio´n acotada
y medible en [0,∞) con derivada acotada por una constante de Lipschitz C, y el
controlador se caracteriza porque proporciona que el error derivado ma´ximo sea
proporcional a la ra´ız cuadrada de la magnitud del ruido despue´s de un proceso
transitorio de tiempo finito.
La forma en que las trayectorias del sistema controlado convergen al origen
en el plano de deslizamiento x˙− x es realizando rodeos caracter´ısticos alrededor del
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mismo. La potencia del te´rmino en valor absoluto en (2.18) igual a 1/2 se ha probado
que se tiene una mejor convergencia [11], ya que si es menor o igual que 1/2 se tiene
una convergencia en tiempo finito, de lo contrario, si se fijase en 1 la potencia, la
convergencia ser´ıa exponencial, no en tiempo finito.
Despue´s en [9] hacen una extensio´n del algoritmo super-twisting a un regulador
continuo convergente por tiempo fijo de la siguiente forma:
u = u1 − k1 |x− f(t)|1/2 sgn(x− f(t)) + µ |x− f(t)|3/2 sgn(x− f(t))
u˙1 = −k2
2
sgn(x− f(t)) + 2µ |x− f(t)|+ 3
2
µ2 |x− f(t)|2 sgn(x− f(t))2sgn(x− f(t))
(2.19)
Dada la presencia del te´rmino 2µ |x− f(t)|+ 3
2
µ2 |x− f(t)|2 sgn(x− f(t))2sgn(x−
f(t)) en el controlador, el sistema dina´mico converge en tiempo fijo. Sin embargo
en este trabajo la cota estimada de la convergencia de tiempo fijo es poco pra´ctica
adema´s de que su resultado excede hasta 100 veces la convergencia real, esto es una
desventanja para los procesos que se realizan en la industria.
2.8 Controladores para el caso vectorial
Como se ha visto en la literatura se han propuesto controladores por modos
deslizantes escalares convergentes en tiempo finito/fijo, por lo que en [24] presentan
un controlador para el caso multivariable donde el objetivo es llevar al cero en tiempo
finito una funcio´n de conmutacio´n dada por σ(x), donde x ∈ Rn es el estado del
sistema y σ : Rn 7→ Rm.
Se considera el sistema
σ˙(t) = a(t, x) + b(t, x)u+ γ(t, σ), σ = σ(t, x) (2.20)
donde x ∈ Rn es el estado del sistema, a(t, x) ∈ Rm y b(t, x) ∈ Rm×m son conocidas
y γ(·) representa una perturbacio´n desconocida pero acotada, tal que satisface que
‖γ(t, σ)‖ ≤ δ1 ‖σ‖ (2.21)
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δ1 es un escalar conocido positivo y la tarea es llevar la funcio´n restriccio´n σ(t, x) al
cero. Proponen el controlador de la siguiente forma
u =− k1 σ‖σ‖1/2
+ z − k2σ
z˙ = −k3 σ‖σ‖ − k4σ
(2.22)
donde ‖·‖ es la norma eculidiana.
El principal resultado en este trabajo fue que para el controlador (2.22) acoplado en
el sistema dina´mico (2.20) existe un rango de valores para las ganancias k1, k2..., k4
tal que las variables σ y σ˙ son llevadas al cero en tiempo finito y permanecera´ en
cero en todo tiempo subsecuente.
El regulador anterior es continuo convergente en tiempo finito, esto quiere decir que
el tiempo de convergencia depende de la condicio´n inicial, adema´s de que no se dio
una estimacio´n del tiempo de convergencia para el caso del algoritmo super twisting
para el caso multivariable.
Por tanto en [3] se propone un control de tipo super-twisting convergente en tiempo-
fijo para el caso escalar. La ley de control continua propuesta es:
u(t) = −λ1 |x(t)|1/2 sgn(x(t))− λ2 |x(t)|p sgn(x(t))− α
∫ t
t0
sgn(x(s))ds, (2.23)
donde λ1, λ2, α > 0 y p > 1
Este algoritmo es ma´s simple el que se presento´ en el caso anterior [9], la
desventaja en este caso los autores solo consideran la condicio´n inicial del disturbio
sea cero, y eso es algo que en la vida real no pasa, por lo tanto es poco pra´ctico.
Para el caso vectorial se propuso en este mismo art´ıculo el siguiente controlador
continuo convergente en tiempo fijo:
u(t) = −λ1 x(t)‖x(t)‖1/2
− λ2x(t) ‖x(t)‖p−1 −
∫ t
t0
α
x(s)
‖x(s)‖ds. (2.24)
donde p > 1, λ1, λ2, α > 0
Al igual que en el caso escalar, en el caso multivariable donde el valor inicial
de la perturbacio´n es igual a cero. Por lo que en nuestra tesis se habla sobre el tema
donde la condicio´n inicial del disturbio es desconocida.
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2.9 Observadores convergentes en tiempo finito
Cuando se tiene que el sistema (2.20) es conocido y el estado completo es
disponible, sus derivadas pueden ser directamente calculadas. En el caso contrario
donde hay incertidumbre, no se necesita un modelo del proceso en forma detallada
y las derivadas se pueden obtener por medio de la propuesta de Levant(2002)[16],
de un observador (diferenciador) con convergencia en tiempo finito de la siguiente
forma:
z˙0 = v0, v0 = −λ0,0L1/r |z0 − σ|(r−1)/r sgn(z0 − σ) + z1,
z˙1 = v1, v1 = −λ0,1L1/(r−1) |z1 − v0|(r−2)/(r−1) sgn(z1 − v0) + z2,
...
˙zr−2 = vr−2, vr−2 = −λ0,r−2L(1/2) |zr−2 − vr−3|(1/2) sgn(zr−2 − vr−3) + zr−1,
˙zr−1 = −λ0,r−1Lsgn(zr−1 − vr−2)
(2.25)
donde los para´metros λi = λ0,iL
1/(r−I) del diferenciador son seleccionados de acuerdo
a la condicio´n
∣∣σ(r)∣∣ ≤ L, donde L es la constante de Lipschitz conocida. Los autores
demuestran que para cualquier λ0 > 1 existe una secuencia positiva infinita {λn},
tal que para cada natural k, donde k = r− 1 los para´metros λ0, λ1, λ2,..., λk prueba
la convergencia finita de el diferenciador de orden k (2.25). Una posible eleccio´n que
se da en [31] para estos para´metros de un diferenciador de orden 5 son: λ0 = 1.1,
λ1 = 1.5, λ2 = 3, λ3 = 5, λ4 = 8, λ5 = 12, otra opcio´n es λ0 = 1.1, λ1 = 1.5, λ2 = 2,
λ3 = 3, λ4 = 5, λ5 = 8.
Perruquetti et al. [25] por su parte proponen un observador en tiempo fini-
to continuo para sistemas de cualquier dimensio´n con retroalimentacio´n no lineal.
Entonces consideremos el siguiente sistema dina´mico
x˙ = f(x(t)) + g(x(t))φ(t), x(t0) = x0
y(t) = Cx(t)
(2.26)
donde x(t) ∈ Rn es el estado del sistema, y(t) ∈ R es la variable medible (salida),
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φ(t) ∈ R es un disturbio externo, f(x) ∈ Rn y g(x) ∈ Rn son funciones conocidas.
Como solamente la salida escalar y(t) = Cx(t) puede ser medida, se disen˜o´ el si-
guiente observador no recursivo que reconstruye las derivadas de las salidas y(i)(t),
i = 1, ..., (n− 1),
z˙1(t) = z2(t)− k1 |z1(t)− y(t)|α1 sgn(z1(t)− y(t))
z˙2(t) = z3(t)− k2 |z1(t)− y(t)|α2 sgn(z1(t)− y(t))
...
z˙n(t) = −kn |z1(t)− y(t)|αn sgn(z1(t)− y(t))
(2.27)
donde αi ∈ (1− ǫ, 1) y k1, k2, ..., kn > 0.
Aqu´ı los autores demuestran la estabilidad del sistema de estimacio´n de error
asociado al oservador. Sin embargo este observador es convergente solo en tiempo
finito, es decir depende de la condicio´n inicial.
2.10 Observador convergente en tiempo fijo
En [5] se disen˜a un observador convergente en tiempo finito y fijo con te´rminos
menos rigurosos.
Consideremos el siguiente sistema dina´mico (2.26), considerando otra vez que la
salida escalar y(t) = Cx(t) puede ser medida, se disen˜o´ el siguiente observador no
recursivo que reconstruye las derivadas de las salidas y(i)(t), i = 1, ..., (n − 1), para
un tiempo fijo.
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˙z1(t) = z2(t)− k1 |z1(t)− y(t)|α1 sgn(z1(t)− y(t))− κ1 |z1(t)− y(t)|β1 sgn(z1(t)− y(t))
...
˙zi(t) = zi+1(t)− ki |z1(t)− y(t)|αi sgn(z1(t)− y(t))− κi |z1(t)− y(t)|βi sgn(z1(t)− y(t))
...
˙zn(t) = −kn |z1(t)− y(t)|αn sgn(z1(t)− y(t))− κn |z1(t)− y(t)|βn sgn(z1(t)− y(t))
i = 1, ..., (n− 1)
k1, ..., kn > 0,
κ1, ..., κn > 0,
(2.28)
Los exponentes αi, i = 1, ...n son seleccionados como sigue: αi ∈ (0, 1), i = 1, ..., n
satisfaciendo la relacio´n recurrente αi = iα − (i− 1), i = 2, ..., n y α1 = α donde α
pertence al intervalo (1 − ǫ, 1) para un ǫ > 0 suficientemente pequen˜o. Los valores
de βi = 1, .., n son seleccionados de manera que βi > 1 i = 1, ..., n satisfaciendo
la relacio´n recurrente βi = iβ − (i − 1), i = 2, ..., n y β1 = β donde β pertenece
al intervalo (1, 1 + ǫ1) para un ǫ1 > 0 suficientemente pequen˜o. Las ganancias del
observador ki y κi, i = 1, ..., n son asignadas tal que las matrices A y A1
A =


−k1 1 0 · · · 0
−k2 0 1 · · · 0
...
... 0
. . .
...
−kn−1 0 0 · · · 1
−kn 0 0 ... 0


A1 =


−κ1 1 0 · · · 0
−κ2 0 1 · · · 0
...
... 0
. . .
...
−κn−1 0 0 · · · 1
−κn 0 0 ... 0


sean Hurwitz.
La funcio´n signo de un escalar x es definida como, sgn(x) = 1 si x > 0,
sgn(x) = 0 si x = 0, sgn(x) = −1 si x < 0. La variable del observador zi(t) es el
estimado de yi−1(t), i = 1, ..., (n − 1). La estimacio´n del observador esta dado de
la siguiente manera e(t) = e1(t) = y(t) − z1(t) y sus derivadas ei(t) = e(i−1)(t) =
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y(i−1)(t)− zi(t) i = 2, ..., n toma la forma
e˙1(t) = e2(t)− k1 |e(t)|α1 sgn(e(t))− κ1 |e(t)|β1 sgn(e(t)),
...
e˙i(t) = ei + 1(t)− ki |e(t)|αi sgn(e(t))− κi |e(t)|βi sgn(e(t)),
i = 1, ..., (n− 1),
e˙n(t) = −kn |e(t)|αn sgn(e(t))− κn |e(t)|βn sgn(e(t)),
(2.29)
k1, ..., kn, κ1, ..., κn > 0.
El principal resultado que presentaron los autores con este observador en tiem-
po fijo no recursivo es el siguiente teorema:
Teorema 2.2. Considera el observador (2.28) y el correspondiente sistema de esti-
macio´n del error (2.29). El error e(t) = [e1(t), e2(t), .., en(t)] ∈ Rn converge al origen
y el estado del observador z(t) = [z1(t), z2(t), ..., zn(t)] ∈ Rn converge al vector de
derivadas de la salida y(t), [y1(t), y˙(t), ..., y˙
(n−1)(t)], para un tiempo fijo.
TBBF ≤ λ
p
max(P )
rρ
+
1
r1σΥσ
(2.30)
donde p = 1−α, σ = β − 1, r = λmin(Q)
λmax(P )
, r1 =
λmin(Q1)
λmax(P1)
, Υ ≤ λmin(P1) es un nu´mero
positivo, Q1 ∈ Rn×n es una matriz sime´trica definida positiva, y la matriz sime´trica
positiva P1 satisface la ecuacio´n de Lyapunov
P1A1 + A
T
1 P1 = −Q1
Como ya se dijo este observador converge en tiempo finito y tiene la ventaja
de usarse para un orden arbitrario, adema´s de que los autores dan una estimacio´n
del tiempo en que el estado del observador converge al vector de las derivadas, por
lo que este observador se eligio´ para nuestra meta de tesis, que se vera´ en el cap´ıtulo
3.
Cap´ıtulo 3
Disen˜o de algoritmos continuos
convergentes en tiempo fijo.
3.1 Planteamiento del problema
Considere un sistema vectorial de control
x˙(t) = u(t) + ζ(t), x(t0) = x0 (3.1)
donde x(t) ∈ Rn es un sistema de estado, u(t) ∈ Rn es una entrada de control,
ζ(t) ∈ Rn es un disturbio que satisface las condiciones de Lipschitz
‖ζ (t1)− ζ (t2)‖ ≤ L |t1 − t2|
para cualquier t1,t2≤t0, con una cierta constante L.
Se consideran dos casos de condiciones iniciales del disturbio:
a. La condicio´n inicial del disturbio, ζ(t0), es acotado por una constante conocida
K tal que |ζ (t0)| ≤ K
b. No hay informacio´n de la condicio´n inicial del disturbio ζ (t0).
El problema a tratar es disen˜ar una ley de control continua llevando los estados
del sistema de lazo-cerrado al origen por un tiempo fijo en el sentido de la definicio´n
previa y estimando la correspondiente convergencia de tiempo. La ley de control
23
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generaliza el control tipo super-twisting propuesto en [3] para los casos cuando la
condicio´n inicial de disturbio es desconocida pero acotada por un constante conocida
o completamente desconocida. En [3], la condicio´n inicial del disturbio se asume que
es cero, ζ (t0) = 0.
3.2 Disen˜o de control: Cota conocida para el valor inicial del
disturbio. Caso escalar.
Considerando primero un sistema escalar (3.1) , n = 1. Se introduce una ley
de control continuo:
u(t) = −λ1 |x (t)|1/2 sgn(x(t))− λ2 |x (t)|p sgn(x(t))− α
∫ t
t0
sgn(x(s)) ds, (3.2)
el cual prueba convergencia en tiempo fijo al origen para el control escalar (3.1).
Donde λ1, λ2, α > 0 y p > 1. Entonces el resultado del sistema de control de tipo
super-twisting en lazo-cerrado es representado en la forma
x˙(t) = −λ1 |x (t)|1/2 sgn(x(t))− λ2 |x (t)|p sgn(x(t)) + y (t) , x(t0) = x0
y˙(t) = −αsgn(x(t)) + ξ (t) , y(t0) = ζ(t0). (3.3)
donde ξ(t) = dζ(t)
dt
es acotada por una constante L. Si λ2 = 0, resulta el algoritmo
convencional de super-twisting dado en [15].
El resultado principal para la ley control convergente de tiempo-fijo esta dado con
el siguiente teorema.
Teorema 3.1. Se considera un sistema dina´mico (3.3) en la presencia de un disturbio
ζ(t) satisfaciendo la condicio´n de Lipschitz con una constante L y una condicio´n
inicial y(t0) = ζ(t0) acotado por una constante K. Entonces, ambos estados x(t) y
y(t) convergen uniformemente al origen en tiempo fijo
Tf ≤
(
1
λ2(p− 1)εp−1 +
2ε1/2
λ1
+
K
M
)(
1 +
1
m
(
1
M
)− h(λ1)
λ1
)
+
K
m
, (3.4)
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donde ε > 0, M = α + L, m = α − L, h(λ1) = 1λ1 +
(
2e
mλ1
)1/3
, donde e es la base
de los logaritmos naturales, siempre y cuando se cumplan las siguientes ganancias
del contol: α > L, λ1h
−1 (λ1) > M .El valor mı´nimo de Tf (ε) es alcanzado por
ε =
(
λ1
λ2
) 1
p+12
Demostracio´n. A. Consideremos primero que sgn(y0) es opuesto a sgn(x0) o y0 =
0. Sea |x0| > ε, donde ε > 0 es una constante dada. De la primera ecuacio´n en
(3.3) se obtiene
d |x(t)|
dt
≤ −λ2 |x(t)|p , (3.5)
tomando en cuenta que sgn(y(t)) permanece opuesto a sgn(x(t)) para t > t0,
mientras x(t) no cruza el eje x = 0 y α > L. Reescribiendo (3.5) como
d |x(t)|
|x(t)|p = |x(t)|
−p d |x(t)| ≤ −λ2dt
e integrando esta expresio´n con la condicio´n inicial x(t0) = x0 resulta
|x(t)|1−p
1− p −
|x0|1−p
1− p ≤ −λ2(t− t0),
de la cual sigue que
|x(t)|1−p
1− p ≤ −λ2(t− t0) +
|x0|1−p
1− p ≤ −λ2(t− t0),
tomando en cuenta que 1 − p < 0, se multiplica ambas partes por p − 1 > 0
resulta
− |x(t)|1−p ≤ −λ2(t− t0)(p− 1).
se sabe que si −x ≤ −y implica 1
x
≤ 1
y
para x > 0 y y > 0 y aplicando esta
deduccio´n en la u´ltima expresio´n resulta
|x(t)|p−1 ≤ 1
λ2(p− 1)(t− t0) .
Por lo tanto, |x(t)| decrece y alcanza el valor |x(t)| = ε para un tiempo
T1 ≤ 1λ2(p−1)εp−1 , la cual corresponde al primer te´rmino en (3.4). Note que este
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te´rmino de la expresio´n es independiente de la condicio´n inicial desconocida x0.
El paso A termina con |x (T1)| = ε > 0. Si |x0| ≤ ε, el paso A no es ejecutado;
por lo tanto, el te´rmino 1
λ2(p−1)εp−1 estar´ıa ausente en (3.4) .
B. Para t > T1, |x (t)| continua decreciendo a cero, alcanzando en un cierto tiempo
T2. De la primera ecuacio´n en (3.3) resulta
d |x(t)|
dt
≤ −λ1 |x (t)|1/2 , (3.6)
tomando en cuenta que el sgn(y(t)) sigue siendo opuesto a sgn(x(t)) para
t ∈ [T1, T2] hasta x(t) empieza a ser igual a cero. Resolviendo (3.6) implica que
2 |x(t)|1/2 ≤ −λ1 (t− T1) + 2 |x(T1)|1/2 = −λ1 (t− T1) + 2ε1/2.
Por lo tanto, |x(t)| decrece y alcanza el cero en un tiempo T2 ≤ 2ε1/2λ1 el cual
corresponde al segundo te´rmino en (3.4). El paso B termina con |x(T2)| = 0.
Dado que sgn(y(t)) es opuesto a sgn(x(t)) para t ∈ [t0, T2] y α > L, |y(t)|
incrementa para t ∈ [t0, T2]. El valor |y(T2)| es acotado por |y(T2)| < K +
M (T2 − t0) = K +M
(
1
λ2(p−1)εp−1 +
2ε1/2
λ1
)
en vista de la segunda ecuacio´n en
(3.3)
C. Consideremos ahora que sgn(y(t0)) es igual a sgn(x(t0)). Entonces, x(t) no
puede alcanzar el cero hasta que sgn(y(t)) se vuelve opuesto a sgn(x(t)), esto
es, y(t) tiene que llegar al cero primero. En vista de la segunda ecuacio´n en
(3.3), la convergencia de tiempo de y(t) a cero se puede estimar como T3 =
K
m
,
el cual puede ser agregado al tiempo T2 que fue calculado en el paso B.
D. La trayectoria del sistema (3.3) que comienza en el (0, y(T2)) esta´ dominado por
la trayectoria del sistema (3.3) que comienza en (0, y2 = K+M
(
1
λ2(p−1)εp−1 +
2ε1/2
λ1
)
y converge al origen ma´s ra´pido. Siguiendo la demostracio´n del teorema 4.5
en [31] la convergencia en tiempo finito para la ultima trayectoria puede ser
estimada por la fo´rmula TSTW ≤
∑
i
x˙(ti)
m
, donde x˙(ti).i = 1, 2, ... son deriva-
das de x(t) en los momentos de tiempo subsecuentes ti, tal que x(ti) = 0 y
x˙(ti) = y(ti), si qc =
|x˙(t2)|
|x˙(t1)| < 1. Cabe notar que el paso D comienza en alguno
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de los momentos de tiempo, T2 + T3. Por lo tanto TSTW es calculado como
TSTW =
y2
(1−qc)m , donde el valor de qc puede ser estimado usando la fo´rmula
qc ≤ Mh(λ1)λ1 derivado en [33]. La condicio´n necesaria qc =
Mh(λ1)
λ1
< 1 corres-
ponde a la segunda condicio´n para obtener las ganancias del control en este
teorema. En [33], la primera condicion obligatoria α > L es una condicio´n
para la convergencia del algoritmo super-twisting. Sustituyendo los estima-
dos obtenidos para y2 = |y(T2)| y qc resulta TSTW < M
(
1
λ2(p−1)εp−1
+ 2ε
1/2
λ1
+K
M
)
(
1−Mh(λ1)
λ1
)
m
,
y dividiendo ambas partes de la fraccio´n por M , corresponde a los te´rminos
anteriores en (3.4). El o´ptimo valor de ε es determinado [3] minimizando los
primeros dos te´rminos en (3.4) con respecto a ε.
Tomando en cuenta que el valor K afecta la cota superior para la convergencia
de tiempo del algoritmo dado por (3.4): si K es menor, menor es la convergencia de
tiempo.
Observacio´n 1 Del lado derecho de la ecuacio´n (3.4) presenta una estimacio´n de
cota superior de la convergencia en tiempo fijo para el sistema de tipo super-twisting,
la cual es independiente de cualquier condicio´n inicial x0 y y0. Esto quiere decir que
para cualquier condicio´n inicial x0 y y0 ambos estados x(t) y y(t), del sistema de
tipo super-twisting (3.3) converge al origen por un tiempo finito Tf no mayor al de
la cota estimada. El resultado del Teorema (3.1) generaliza el resultado obtenido en
[3], donde la condicio´n inicial y0 se asume que es cero, esto es y0 = 0.
Observacio´n 2 El te´rmino
(
2ε1/2
λ1
+ K
M
)(
1 + 1
m
(
1
M
−h(λ1)
λ1
)
)
+ K
m
en (3.4) puede ser
usado para estimar la convergencia de tiempo en el algoritmo convencional super
twisting [15] , ajustando ε = |x0| y K = |y0|. La fo´rmula resultante toma la forma
Tnf (x0) ≤
(
2 |x0|1/2
λ1
+
|y0|
M
)1 + 1
m
(
1
M
− h(λ1)
λ1
)

+ |y0|
m
.
El estimado obtenido de la convergencia en tiempo finito depende de la condicio´n
inicial x0 y y0, las cuales son conocidos en [15].
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3.2.1 Ejemplo: Caso escalar
Considere un sistema de tipo super twisting dado por la ecuacio´n (3.3), el cual
es similar al mostrado en [3]. La fo´rmula (3.4) se aplica para calcular la cota superior
de convergencia en tiempo fijo estimada usando los siguientes valores de para´metros:
con esos datos de α y L se obtuvieron M = 9.5 y m = 4.5. Las ganancias del control
Para´metros Valor
p 3
2
λ1 20
λ2 1
L 2.5
α 7
son selecionadas satisfaciendo las condiciones del Teorema 1. El disturbio es asignado
como ξ(t) = − sin(t)− cos(10t). La cota de K se establecio´ como K = 100. La tabla
3.1 muestra los resultados de tiempo obtenidos en las simulaciones con distintas
condiciones iniciales de y0 y x0.
La convergencia en tiempo fijo estimada por (3.4) es Tf = 65.13, mientras
que la convergencia real de tiempos del sistema (3.3) var´ıan de T = 0.88 para las
pequen˜as condiciones a T = 15.4 para las ma´s grandes condiciones y siempre se
aproxima a un cierto l´ımite ya que x0 tiende a infinito. Por lo tanto el estimado que
fue dado en (3.4) aproxima bien la convergencia real de tiempo y puede ser u´til para
la pra´ctica estableciendo el tiempo de evaluacio´n.
Las siguientes figuras muestran los retrato fase (plano fase) de las trayectorias del
sistema de tipo super-twisting (3.3) en coordenadas x, y. Las primeras tres figuras se
refieren al caso donde las condiciones iniciales son x0 = 100, y0 = −50, y las ultimas
tres corresponden a las condiciones iniciales x0 = 100, y0 = 50 donde se muestra el
caso con signo igual.
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❍
❍
❍
❍
❍
❍
❍
❍
y0
x0
10 100 1000 104 105 106 107 Cota teo´rica
100 14.8 15.3 15.4 15.4 15.4 15.4 15.4 65.13
-50 8.5 8.5 8.5 8.5 8.5 8.5 8.5 65.13
-10 2.2 2.71 2.98 2.98 2.98 2.98 2.98 65.13
-5 2.17 2.17 2.17 2.17 2.17 2.17 2.17 65.13
-1 0.88 2.15 2.15 2.15 2.15 2.15 2.15 65.13
1 0.4 0.95 2.15 2.15 2.15 2.15 2.15 65.13
5 0.88 0.88 0.88 0.88 0.88 0.88 0.88 65.13
10 2.15 2.15 2.15 2.15 2.15 2.15 2.15 65.13
50 7.2 7.2 7.2 7.2 7.2 7.2 7.2 65.13
100 14.8 14.8 14.8 14.8 14.8 14.8 14.8 65.13
Tabla 3.1: Tiempos obtenidos en las simulaciones para el caso escalar.
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x(t)
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0
10
y(t
)
Figura 3.1: Retrato fase para las condiciones iniciales x0 = 100, y0 = −50
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)
Figura 3.2: Zoom del retrato fase para las condiciones iniciales x0 = 100, y0 = −50
-6 -4 -2 0 2 4 6 8
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)
Figura 3.3: Retrato fase detallado para las condiciones iniciales x0 = 100, y0 = −50
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)
Figura 3.4: Retrato fase para las condiciones iniciales x0 = 100, y0 = 50
-5 -4 -3 -2 -1 0 1 2 3 4 5
x(t) ×10-3
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
y(t
)
Figura 3.5: Zoom del retrato fase para las condiciones iniciales x0 = 100, y0 = 50
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)
Figura 3.6: Retrato fase detallado para las condiciones iniciales x0 = 100, y0 = 50
Finalmente, se observa que el comportamiento de las trayectorias de estado
correspondientes a las condiciones iniciales de los signos opuestos e iguales es bien
consistente con los casos A y C en la demostracio´n del Teorema (3.1).
3.3 Disen˜o de Control: Cota conocida para valor inicial de
disturbio. Caso Multivariable
La propuesta ley de control escalar convergente en tiempo fijo continuo 3.2 es
generalizada para el caso vectorial como:
u(t) = −λ1 x(t)‖x(t)‖1/2
− λ2x(t) ‖x(t)‖p−1 −
∫ t
t0
α
x(s)
‖x(s)‖ds, (3.7)
donde p > 1. Entonces, el resultado del sistema en lazo-cerrado toma la forma:
x˙(t) = −λ1 x(t)‖x(t)‖1/2 − λ2x(t) ‖x(t)‖
p−1 + y(t), x(t0) = x0
y˙(t) = −α x(t)‖x(t)‖ + ξ(t), y(t0) = ζ(t0). (3.8)
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El problema de convergencia en tiempo fijo se considera para el sistema vectorial
(3.8) y consiste en determinar condiciones para las ganancias del control λ1, λ2, α > 0
tal que ambos estados del sistema convergen al origen para un tiempo finito menos
que un cierto valor fijo Tmf > 0, el cual es pre-establecido independientemente de
las condiciones iniciales. El principal resultado para la ley de control multivariable
convergente en tiempo fijo (3.7) y el sistema multivariable (3.8) se da como sigue.
Teorema 3.2. Consideremos un sistema dina´mico (3.8) en presencia de un dis-
turbio ξ(t), cuya norma es acotada por una constante L, y una condicio´n inicial
y(t0) = ζ(t0), cuya norma es acotada por una constante K. Entonces, ambos esta-
dos vectoriales x(t) y y(t) convergen al origen uniformemente en un tiempo fijo
Tmf ≤
(
1
λ2(p− 1)εp−1 +
2(
√
nε)1/2
λ1
+
K
M
)1 + M
m
(
1−
√
2α
λ1
)

+ √nK
m
, (3.9)
donde ε > 0, M = α+L, y m = α−L, siempre que las siguientes condiciones para
las ganancias del control se cumplan: α > 4L, λ >
√
2α.El valor mı´nimo de Tf (ε) es
alcanzado por ε =
(
n1/4λ1
λ2
) 1
p+1/2
Demostracio´n. A. Consideramos primero que sgn(yi(0)) es opuesto a sgn(xi(0))
o yi(0) = 0 para cualquier i = 1, ..., n. Sea ‖x0‖ > ε, donde ε > 0 es una
constante dada. De la primera ecuacio´n en (3.8) resulta:
d ‖x(t)‖
dt
≤ −λ2 ‖x(t)‖p , (3.10)
tomando en cuenta que sgn(yi(t)) permanece opuesto a sgn(xi(t)) para t > t0,
mientras xi(t) > 0, i = 1, ..., n, y α > L. Aplicando las transformaciones
siguiendo la ecuacio´n (3.5) con ‖x(t)‖ en lugar de |x(t)| y la condicio´n inicial
‖x(t0)‖ = ‖x0‖, se obtiene que
‖x(t)‖1−p
1− p ≤ −λ2(t− t0) +
‖x0‖1−p
1− p ≤ λ2(t− t0)
del cual resulta
‖x(t)‖p−1 ≤ 1
λ2(p− 1)(t− t0)
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Por lo tanto, cada ‖x(t)‖ decrece y alcanza el valor ‖xi(t)‖ = ε para un tiempo
T1 ≤ 1λ2(p−1)εp−1 , el cual corresponde al primer te´rmino en (3.9). Notemos que
este te´rmino de la expresio´n es independiente de la condicio´n inicial descono-
cida x0. El paso A termina cuando ‖x(T1)‖ = ε > 0. Si ‖x0‖ ≤ ε, el paso A
no es ejecutado; por lo tanto el te´rmino 1
λ2(p−1)εp−1 estar´ıa ausente en (3.9).
B. Para t > T1, |xi(t)| , i = 1, ..., n continu´a decreciendo a cero, alcanzando a ma´s
tardar en un cierto tiempo T2. El u´ltimo hecho se desprende fa´cilmente de la
forma componente de (3.8)
x˙(t) ≤ −λ1 xi(t)‖x(t)‖1/2
+ yi(t),
y˙i(t) = −α xi(t)‖x(t)‖ + ξi(t), i = 1, ..., n
tomando en cuenta que sgn(yi(t)) = −sgn(xi(t)), i = 1, ..., n para t ∈ [T1, T2],
hasta que xi(t) empieza a ser igual a cero.
Entonces, de la primera ecuacio´n en (3.8) resulta
d ‖x(t)‖
dt
≤ −λ1 ‖x(t)‖1/2 (3.11)
Resolviendo (3.11) implica que
2 ‖x(t)‖1/2 ≤ −λ1(t− T1) + 2 ‖x(T1)‖1/2 = −λ1(t− T1) + 2ε1/2.
Por lo tanto, cada |xi(t)| alcanza el cero por un tiempo T2 ≤ 2(
√
nε)
1/2
λ1
, el cual
corresponde al peor de los caso de |xi(T1)| = ε al comienzo del paso B. Esta
expresio´n es igual al segundo te´rmino en (3.9).
El paso B termina cuando todas las componentes de x(t) ya son iguales a cero
o lo cruzaron. El valor ‖t(T2)‖ es acotado por ‖y(T2)‖ < K +M(T2 − t0) =
K +M
(
1
λ2(p−1)ε1/2 +
2(
√
nε)1/2
λ1
)
en vista de la segunda ecuacio´n en (3.8).
C. Ahora se considera que sgn(yi(t0) es igual a sgn(xi(t0)) al menos para un i =
1, ..., n. Entonces, xi(t) no puede alcanzar el cero hasta que sgn(yi(t)) se vuelva
opuesto a sgn(xi(t)), esto es yi(t) tiene que llegar al cero primero. En vista de
la segunda ecuacio´n en (3.8), la convergencia de tiempo de yi(t) a cero puede
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ser estimada desde arriba como T3 =
K
m
, el cual corresponde al peor de los
casos de |yi(t0)| = K. El te´rmino para T3 , puede ser agregado al tiempo T2
calculado en el paso B.
D. La trayectoria del sistema (3.8) empezando en (0, y(T2)) es dominada por la tra-
yectoria del sistema (3.8) empezando en
(
0, y2 = K +M
(
1
λ2(p−1)εp−1 +
2(
√
nε)1/2
λ1
))
y converge mas ra´pido al origen. Siguiendo la demostracio´n del Teorema 4.5
en [31], el tiempo de convergencia finita para la u´ltima trayectoria es calcu-
lada como TMSTW =
‖y2‖
(1−qc)m , donde el valor de qc puede ser estimado usando
la relacio´n qc =
√
2α
λ1
obtenida en el Lema 1 de [3]. Sustituyendo el estimado
obtenido por ‖y2‖ = ‖y(T2)‖ y qc resulta
TMSTW < M
(
1
λ2(p−1)εp−1
+
2(
√
nε)1/2
λ1
+K
M
)
(
1−
√
2α
λ1
)
m
, el cual corresponde a la forma de los
te´rminos anteriores en (3.9). El valor o´ptimo de ε es determinado de la misma
manera que en el Teorema (3.1).
Observacio´n 3. El u´ltimo te´rmino en (3.9) puede ser usado para estimar la
convergencia de tiempo para el algoritmo multivariable super-twisting (3.7), (3.8),
estableciendo ε = ‖x0‖ y K = ‖y0‖. La fo´rmula resultante toma la forma
Tmnf (x0) ≤
(
2(
√
n ‖x0‖)1/2
λ1
+
‖y0‖
M
)(
1 +
M
m(1−
√
2α
λ1
)
)
+
√
n ‖y0‖
m
, (3.12)
A continuacio´n las fo´rmulas (3.9) y (3.12) son ilustradas en los ejemplos siguientes.
3.3.1 Ejemplo: Caso Multivariable.
Considera un sistema de tipo super-twisting en 3D (3.8), el cual es similar al
sistema mostrado en [3]. La fo´rmula (3.9) es aplicada para calcular la cota superior
estimada de convergencia de tiempo fijo usando los siguientes valores de para´metros:
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Para´metros Valor
p 3
2
λ1 5
λ2 5
L 1
α 4.5
por lo tanto, M = 5.5 y m = 3.5. Las ganancias del control son seleccionadas
para satisfacer las condiciones del Teorema (3.2). El disturbio en 3D es asignado
como ξ(t) = [0.1 cos(0.5t),−0.3 sin(t), 0.1 cos(2t)] . La cota deK es establecida aK =
100. Las condiciones iniciales para cada componente de x(t) = [x1(t), x2(t), x3(t)] y
y(t) = [y1(t), y2(t), y3(t)] y los correspondientes tiempos obtenidos por la simulacio´n
son dados en la tabla 3.2. Los valores iniciales para todas las componentes del mismo
vector son consideradas igual, esto es, x10 = x20 = x30 y y10 = y20 = y30.
❍
❍
❍
❍
❍
❍
❍
❍
y0
x0
10 100 1000 105 106 107 Cota teo´rica
-100 38.62 38.735 38.776 38.82 38.82 38.82 143.72
-50 19.45 19.58 19.62 19.64 19.64 19.64 143.72
-10 4.28 4.4 4.44 4.46 4.46 4.46 143.72
-5 2.48 2.6 2.64 2.65 2.65 3.65 143.72
-1 1.08 1.2 1.23 1.22 1.22 1.22 143.72
1 0.62 0.7 0.725 0.74 0.74 0.74 143.72
5 1.91 1.91 1.91 1.91 1.91 1.91 143.72
10 3.82 3.82 3.82 3.82 3.82 3.82 143.72
50 19.25 19.25 19.25 19.25 19.25 19.25 143.72
100 38.51 38.51 38.51 38.51 38.51 38.51 143.72
Tabla 3.2: Tiempos obtenidos en las simulaciones con distintas condiciones iniciales
para el caso multivariable.
La estimacio´n de convergencia de tiempo fijo dada por (3.8) es Tf = 143.72,
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mientras que los tiempos reales de convergencia para el sistema (3.8) var´ıan desde
T = 0.74 para las condiciones iniciales pequen˜as hasta T = 39 para las condiciones
iniciales grandes y siempre acerca´ndose a cierto l´ımite cuando x0 tiende al infinito.
Por lo tanto, similar al caso escalar, el estimado dado por (3.8) es no conservativo y
puede ser usado para el tiempo de evaluacio´n en la pra´ctica.
Las siguientes figuras muestran los plano fase de las trayectorias de las componentes
por separado del sistema de tipo super twisting (3.8). De la figura 3.7 a la 3.15
corresponden a las condiciones iniciales x10 = x20 = x30 = 100, y10 = y20 = y =
30 = −50 y las figuras de la 3.16-3.21 corresponden a a las condiciones iniciales
x10 = x20 = x30 = 100, y10 = y20 = y =30= 50.
Si se observa detalladamente las gra´ficas dadas pueden confirmar la convergencia en
tiempo finito de todas las variables de estado al origen.
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-50
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-10
0
10
y 1
(t)
Figura 3.7: Retrato fase de x1(t), y1(t) para las condiciones iniciales x10 = 100,
y10 = −50
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Figura 3.8: Zoom del retrato fase de x1(t), y1(t) para las condiciones iniciales x10 =
100, y10 = −50
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Figura 3.9: Retrato fase detallado de x1(t), y1(t) para las condiciones iniciales x10 =
100, y10 = −50
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Figura 3.10: Retrato fase de x2(t), y2(t) para las condiciones iniciales x20 = 100,
y20 = −50
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Figura 3.11: Zoom del retrato fase de x2(t), y2(t) para las condiciones iniciales x20 =
100, y20 = −50
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Figura 3.12: Retrato fase detallado de x2(t), y2(t) para las condiciones iniciales x20 =
100, y20 = −50
-20 0 20 40 60 80 100
x3(t)
-60
-50
-40
-30
-20
-10
0
10
y 3
(t)
Figura 3.13: Retrato fase de x3(t), y3(t) para las condiciones iniciales x30 = 100,
y30 = −50
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Figura 3.14: Zoom del retrato fase de x3(t), y3(t) para las condiciones iniciales x30 =
100, y30 = −50
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Figura 3.15: Retrato fase detallado de x3(t), y3(t) para las condiciones iniciales x30 =
100, y30 = −50
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Figura 3.16: Retrato fase de x1(t), y1(t) para las condiciones iniciales x10 = 100,
y10 = 50
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Figura 3.17: Zoom del retrato fase de x1(t), y1(t) para las condiciones iniciales x10 =
100, y10 = 50
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Figura 3.18: Retrato fase detallado de x1(t), y1(t) para las condiciones iniciales x10 =
100, y10 = 50
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Figura 3.19: Retrato fase de x2(t), y2(t) para las condiciones iniciales x20 = 100,
y20 = −50
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Figura 3.20: Zoom del retrato fase de x2(t), y2(t) para las condiciones iniciales x20 =
100, y20 = 50
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Figura 3.21: Retrato fase detallado de x2(t), y2(t) para las condiciones iniciales x20 =
100, y20 = 50
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Figura 3.22: Retrato fase de x3(t), y3(t) para las condiciones iniciales x30 = 100,
y30 = 50
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Figura 3.23: Zoom del retrato fase de x3(t), y3(t) para las condiciones iniciales x30 =
100, y30 = 50
Cap´ıtulo 3. Disen˜o de algoritmos continuos convergentes en tiempo fijo.46
-3 -2 -1 0 1 2 3
x3(t) ×10-7
-3
-2
-1
0
1
2
y 3
(t)
×10-4
Figura 3.24: Retrato fase detallado de x3(t), y3(t) para las condiciones iniciales x30 =
100, y30 = 50
3.4 Disen˜o de control: Cota desconocida para el valor inicial
del disturbio.Caso escalar
En esta seccio´n se asume que no hay una cota disponible K para el valor inicial
del disturbio. En este caso, la convergencia de tiempo fijo puede ser alcanzada usando
un observador de tiempo fijo para la variable y(t). Consideramos la ley de control
(3.2) combinado con el observador de tiempo-fijo
yˆ = z2(t) + λ1 |z1(t)|1/2 sgn(z1(t)) + λ2 |z1(t)|p sgn(z1(t)),
z˙1(t) = z2(t)− k1 |z1(t)− x(t)|α1 sgn(z1(t)− x(t))− κ1 |z1(t)− x(t)|β1 sgn(z1(t)− x(t))
z˙2(t) = −k2 |z1(t)− x(t)|α2 sgn(z1(t)− x(t))− κ2 |z1(t)− x(t)|β2 sgn(z1(t)− x(t)),
(3.13)
k1, k2, κ1, κ2 > 0.
Los exponentes αi = i = 1, 2, son seleccionadas como αi ∈ (0, 1), i = 1, 2 satis-
faciendo la relacio´n recurrente αi = iα − (i − 1), i = 2, .., 2, y α1 = α, donde α
pertenece al intervalo (1 − ε, 1) para un suficientemente pequen˜o ε > 0. Los ex-
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ponentes βi, i = 1, ..., 2 son seleccionados como βi > 1, i = 1, ..., 2 satisfaciendo la
relacio´n recurrente βi = iβ − (i − 1), i = 2, .., 2, y β1 = β, donde β pertenece al in-
tervalo (1, 1 + ε1) para un suficientemente pequen˜o ε > 0. Las ganancias del control
son positivos ki > 0, κi > 0, i = 1, .., 2.
Teorema 3.3. Considera un sistema dina´mico (3.3) combinado con un observador
de tiempo fijo (3.13) en presencia del disturbio ζ(t) satisfaciendo la condicio´n de
Lipschitz con la constante L y una condicio´n inicial y(t0) = ζ(t0). Entonces, ambos
estados x(t) y y(t) convergen al origen uniformemente en tiempo fijo
Tf ≤
(
1
λ2(p− 1)εp−1 +
2ε1/2
λ1
+
|yˆ(TBBF )|
M
)1 + 1
m
(
1
M
− h(λ1)
λ1
)

+ |yˆ(TBBF )|
m
+TBBF
(3.14)
donde ε > 0,M = α + L,m = α − L, h(λ1) = 1λ1 +
(
2e
mλ1
)1/3
, y e es la base
del logaritmo natural, siempre que las condiciones siguientes se cumplan para las
ganancias del control: α > L, λ1h
−1(λ1) > M . El valor mı´nimo de Tf (ε) es alcanzado
por ε =
(
λ1
λ2
) 1
p+1/2
.
El para´metro de tiempo TBBF es definido por el observador (3.13) como
TBBF =
λpmax(P )
rρ
+
1
r1σΥσ
, (3.15)
donde ρ = 1 − α, σ = β − 1, r = λmin(Q)
λmax(P )
, r1 =
λmin(Q1)
λmax(P1)
,Υ ≤ λmin(P1) es un nu´mero
positivo, la matriz sime´trica definida positiva P satisface la ecuacio´n de Lyapunov
PA+ ATP = −Q
λmin(Q) > 0 es el mı´nimo eigenvalor de la matriz Q, y λmax(P ) > 0 es el ma´ximo ei-
genvalor de la matriz P . la matriz sime´trica definida positiva P1 satisface la ecuacio´n
de Lyapunov
P1A1 + A
T
1 P1 = −Q1,
donde Q,Q1 ∈ Rnxn son matrices sime´tricas definidas positivas.
Demostracio´n. En acuerdo con el Teorema (3.3) en [5], las variables del observador
de tiempo fijo (3.13), z1(t) y z2(t) convergen a las variables de estado x(t) y su
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derivada x˙(t) para un tiempo fijo no mayor que TBBT dado por (3.15). Por lo tanto
z1(TBBF ) = x(TBBF ) y z2(TBBF ) = x˙(TBBF ). Tambie´n, en vista de las ecuaciones
(3.3) y (3.13) , yˆ(TBBF ) = y(TBBF ). Finalmente, la afirmacio´n del teorema se deduce
de la fo´rmula (3.4) en el Teorema (3.1), estableciendo K = |yˆ(TBBT )|.
3.4.1 Ejemplo: Caso escalar.
Considera un sistema tipo super twisting dirigido por la ecuacio´n (3.3) con una
condicio´n inicial desconocida y(t0) = ζ(t0).
La fo´rmula (3.14) es aplicada para calcular la cota superior de convergencia de tiempo
fijo estimada usando los siguientes valores de para´metros:
Para´metros Valor
p 3
2
λ1 20
λ2 1
α1
9
10
β1
10
9
k1 100
κ1 100
k2 80
κ2 80
L 2
α 2.1
por lo tanto M = 4.1y m = 0.1. Las ganancias del control son selecciona-
das para satisfacer las condiciones del Teorema (3.3). El disturbio es asignado como
ξ(t) = − sin(t)− cos(10t). Las condiciones iniciales tratadas para las variables de es-
tado y los correspondientes tiempos se muestran en la Tabla 3.3. La condicio´n inicial
cero es asumida para el observador (3.13). En la tabla 3.3 el primer dato que se da
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es el tiempo que se obtuvo en la simulacio´n y el segundo es el tiempo de estimacio´n
con (3.14)
❍
❍
❍
❍
❍
❍
❍
❍
y0
x0
10 100 1000 105 107
-100 (Sim) 49.6 50 50 50 50
-100 (Tf) 489.91 496.38 501.53 487.65 492.275
-50 28 28 28 28 28
-50 28.54 28.54 28.562 28.591 28.562
-10 7.8 7.8 10.5 15.4 17.8
-10 28.562 28.562 28.562 28.562 28.562
-5 4.8 7.2 10.3 15.5 17.75
-5 28.665 28.665 28.665 28.681 28.681
-1 6.5 7.2 10.4 16.5 18.2
-1 28.565 28.565 28.565 28.565 28.565
1 5 6.3 10.3 15.6 18
1 28.674 27.674 27.674 27.674 27.674
5 5.5 9.2 10.3 15.35 18.6
5 28.645 28.645 28.645 28.645 28.645
10 5.6 6.8 10.3 16.2 18.55
10 28.542 28.542 28.655 28.655 28.665
50 25.5 25.8 24.5 26 31.5
50 28.7 28.7 28.7 28.7 78.993
100 49 49 49 49 49
100 459.36 459.36 459.36 477.875 52.67
Tabla 3.3: Tiempos obtenidos en las simulaciones con distintas condiciones iniciales
para el caso escalar con observador.
Con respecto a la tabla 3.3 se puede observar que la razo´n entre el tiempo de con-
vergencia estimado dado por (3.14) y la convergencia de tiempo real para el sistema
(3.3) var´ıan desde 1.5 para las condiciones pequen˜as hasta 10 para condiciones ini-
ciales grandes. Por lo tanto, es estimado dado por (3.14) aproxima los tiempos reales
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de convergencia mejor que el estimado dado por (3.4) y tambie´n puede ser usado
para la evaluacio´n pra´ctica del tiempo.
Las figuras que se encuentran despue´s de la tabla 3.3 muestran las historias de
tiempo de las trayectorias del sistema tipo super-twisting (3.3) y sus estimaciones
producidas por el observador de tiempo fijo (3.13). Las figuras 3.25-3.26 correspon-
den a las historias de tiempo con las condiciones iniciales x0 = 100, y0 = 50 y de
las figuras 3.27-3.28 corresponden a las condiciones iniciales x0 = 100, y0 = −50.
Las gra´ficas dadas visualmente confirman la convergencia en tiempo finito de las
variables de estado y sus estimados al origen. Finalmente, notamos tambie´n que
el comportamiento de las trayectorias de estado que corresponden a las condiciones
iniciales opuestas e iguales, son muy consistentes con los casos A y C en la demos-
tracio´n del Teorema (3.1).
Observacio´n 4. Note que la cota superior de tiempo de convergencia (3.14) y
(3.17) no se pueden determinar en un momento de tiempo inicial t0: se basan en el
valor de la estimacio´n de yˆ(TBBF ) en el tiempo TBBF . el cual no puede ser calculado
a priori. Esto presenta una cierta desventaja del me´todo propuesto, que sin embargo
es consistente con el hecho de que el valor del disturbio ζ(t) es desconocido en el
momento del tiempo inicial y no puede ser estimado hasta el tiempo TBBF , cuando
la estimacio´n yˆ(t) ciertamente converge a y(t).
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Figura 3.25: Historias de tiempo de x(t) y su estimado z1(t) para las condiciones
iniciales x0 = 100, y0 = 50
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Figura 3.26: Historias de tiempo de y(t) y su estimado yˆ(t) para las condiciones
iniciales x0 = 100, y0 = 50
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Figura 3.27: Historias de tiempo de x(t) y su estimado z1(t) para las condiciones
iniciales x0 = 100, y0 = −50
0 5 10 15 20 25 30 35 40 45 50
0
500
1000
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0
500
1000
y
(t
)
v
s
yˆ
(t
)
yˆ(t)
0 5 10 15 20 25 30 35 40 45 50
Time (sec)
-0.01
0
0.01
y(t)
Figura 3.28: Historias de tiempo de y(t) y su estimado yˆ(t) para las condiciones
iniciales x0 = 100, y0 = −50
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3.5 Disen˜o de control: Cota desconocida para el valor inicial
del disturbio.Caso multivariable
El resultado obtenido del caso anterior en escalar puede ser generalizado para
el caso multivariable como sigue. Consideremos la ley de control (3.7) combinado
con el observador de tiempo fijo.
yˆ = z2(t) + λ1
z1(t)
‖z1(t)‖1/2
+ λ2z1(t) ‖z1(t)‖p−1 ,
z˙1(t) = z2(t)− k1 z1(t)− x(t)‖z1(t)− x(t)‖1−α1
− κ1 (z1(t)− x(t)) ‖z1(t)− x(t)‖β1−1 ,
z˙2(t) = −k2 z1(t)− x(t)‖z1(t)− x(t)‖1−α2
− κ2 (z1(t)− x(t)) ‖z1(t)− x(t)‖β2−1 ,
(3.16)
k1, k2, κ1, κ2 > 0
Entonces, el siguiente teorema se cumple.
Teorema 3.4. Consideremos un sistema dina´mico (3.8) combinado con un obser-
vador de tiempo fijo (3.16) en la presencia de un disturbio ξ(t) acotado por una
constante L. Entonces, ambos estados x(t) y y(t) convergen al origen uniformemen-
te en un tiempo fijo
Tmf <
(
1
λ2(p− 1)εp−1 +
2 (
√
nε)
1/2
λ1
+
‖yˆ(TBBF )‖
M
)(
1 +
M
m(1−
√
2α
λ1
)
)
+
√
n ‖yˆ(TBBF )‖
m
+ TBBF ,
(3.17)
donde ε > 0, M = α + L, m = α − L, siempre que las siguientes condiciones para
las ganancias del control se cumplan: α > 4L, λ1 >
√
2α. El mı´nimo valor de Tf (ε)
es alcanzado por ε =
(
n1/4λ1
λ2
) 1
p+1/2
. El para´metro de tiempo TBBF es definido por
(3.15).
Demostracio´n. En acuerdo con el Teorema 3 en [5], las variables del observador de
tiempo fijo (3.16), z1(t) y z2(t) convergen a la variable de estado x(t) y su derivada
x˙(t) para un tiempo fijo no mayor que TBBT dado por (3.15). Por lo tanto z1(TBBF ) =
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x(TBBF ) y z2(TBBF ) = x˙(TBBF ). Tambie´n, en vista de las ecuaciones (3.8) y (3.16) ,
yˆ(TBBF ) = y(TBBF ). Finalmente, la afirmacio´n del teorema se deduce de la fo´rmula
(3.12) en el Teorema 2, estableciendo K = ‖yˆ(TBBT )‖.
Para este teorema se hace la misma observacio´n 4.
3.5.1 Ejemplo: Caso multivariable.
Consideremos un sistema de tipo super twisting dirigido por las ecuaciones (3.8)
con una condicio´n inicial desconocida y(t0) = ζ(t0). La fo´rmula (3.17) es aplicada
para calcular la estimacio´n de la cota superior de convergencia de tiempo fijo usando
los siguientes valores de para´metros:
Para´metros Valor
p 3
2
λ1 3
λ2 3
α1
9
10
β1
10
9
k1 100
κ1 100
k2 80
κ2 80
L 0.7
α 2.81
por lo tanto M = 3.51 y m = 2.11. Las ganancias del control son seleccionadas
para satisfacer las condiciones del teorema (3.4). El disturbio en 3D es asignado co-
mo ξ(t) = [0.1 cos(0.5t),−0.3 sin(t), 0.1 cos(2t)]. Las condiciones iniciales para cada
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componente de x(t) = [x1(t), x2(t), x3(t)] y y(t) = [y1(t), y2(t), y3(t)] y su correspon-
dientes tiempos obtenidos por la simulacio´n esta´n dados en la tabla 3.4. Los valores
iniciales para todas las componentes del mismo vector son consideradas iguales, esto
es: x10 = x20 = x30 y y10 = y20 = y30. La condicio´n inicial cero es asumida para el
observador (3.17).
En la tabla 3.4 el primer dato que se da es el tiempo que se obtuvo en la simulacio´n y
el segundo es el tiempo de estimacio´n con la fo´rmula (3.17). Se puede observar que la
razo´n entre la estimacio´n de tiempo de convergencia dado por (3.17) y la convergen-
cia real de tiempo para el sistema (3.8) var´ıa de 1 a 1.8. Por lo tanto, la estimacio´n
dada en (3.17) proporciona una mejor aproximacio´n de tiempo de convergencia que
el que fue´ registrado en las simulaciones previas por medio de la asignacio´n apropiada
del observador y las ganancias del control.
Las siguientes figuras muestras las historias de tiempo de las trayectorias de las
componentes por separado del vector x(t) del sistema de tipo super-twisting (3.8) y
su estimacio´n producida por el observador de tiempo fijo (3.17). De la figura 3.29-3.34
se muestra la historias de tiempo para las condiciones iniciales xi0 = 100, yi0 = 50
para i = 1, 2, 3 y de la figura 3.34-3.40 se tratan las condiciones inciales xi0 =
100, yi0 = −50 para i = 1, 2, 3.
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❍
❍
❍
❍
❍
❍
❍
❍
y0
x0
10 100 1000 105 107
-100 (Sim) 68 68 68 68 68
-100 (Tf) 370.09 370.57 369.21 370.22 370.10
-50 38 38 38 38 38
-50 79.56 80.97 81 77.86 77.9
-10 14 14 14 17 20
-10 40.99 40.99 41 41 41
-5 14 11.5 12.5 17 23
-5 41 41 41 41 41
-1 5.5 8.5 14.6 17.5 20.5
-1 41 41 41 41 41
1 7.4 17 13.4 16 20
1 41 41 41 41 41
5 14 8.4 14 16 21.5
5 41 41 41 41 41
10 11.8 11.8 14.8 17 19
10 41 41 41 41 41
50 37 37 37 37 40.5
50 76.35 76.35 76.35 81.12 114.89
100 68 68 68 68 71.5
100 367.72 368.36 368.33 371.25 395.15
Tabla 3.4: Tiempos obtenidos en las simulaciones con distintas condiciones iniciales
para el caso multivariable con observador.
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Figura 3.29: Historias de tiempo de x1(t) y su estimado z11(t) para las condiciones
iniciales x10 = 100, y10 = 50
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Figura 3.30: Historias de tiempo de y1(t) y su estimado yˆ1(t) para las condiciones
iniciales x10 = 100, y10 = 50
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Figura 3.31: Historias de tiempo de x2(t) y su estimado z12(t) para las condiciones
iniciales x20 = 100, y20 = 50
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Figura 3.32: Historias de tiempo de y2(t) y su estimado yˆ2(t) para las condiciones
iniciales x20 = 100, y20 = 50
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Figura 3.33: Historias de tiempo de x3(t) y su estimado z13(t) para las condiciones
iniciales x30 = 100, y30 = 50
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Figura 3.34: Historias de tiempo de y3(t) y su estimado yˆ3(t) para las condiciones
iniciales x30 = 100, y30 = 50
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Figura 3.35: Historias de tiempo de x1(t) y su estimado z11(t) para las condiciones
iniciales x10 = 100, y10 = −50
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Figura 3.36: Historias de tiempo de y1(t) y su estimado yˆ1(t) para las condiciones
iniciales x10 = 100, y10 = −50
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Figura 3.37: Historias de tiempo de x2(t) y su estimado z12(t) para las condiciones
iniciales x20 = 100, y20 = −50
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Figura 3.38: Historias de tiempo de y2(t) y su estimado yˆ2(t) para las condiciones
iniciales x20 = 100, y20 = −50
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Figura 3.39: Historias de tiempo de x3(t) y su estimado z13(t) para las condiciones
iniciales x30 = 100, y30 = −50
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Figura 3.40: Historias de tiempo de y3(t) y su estimado yˆ3(t) para las condiciones
iniciales x30 = 100, y30 = −50
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Como se puede ver las gra´ficas dadas visualmente confirman la convergencia
en tiempo fijo al origen para las variables de estado y sus estimados.
3.6 Conclusiones
En este cap´ıtulo se ha presentado un algoritmo de control convergente en tiem-
po fijo para un sistema multivariable de tipo super-twisting, cuya condicio´n inicial
del estado es desconocida y la condicio´n inicial del disturbio es acotada por una
constante conocida o incluso desconocida. Se propuso una fo´rmula explic´ıta para
calcular una estimacio´n de la cota superior del tiempo fijo de convergencia al ori-
gen de los estados del sistema en lazo cerrado en caso escalar y multivariable. Los
resultados obtenidos en las simulaciones demuestran la aproximacio´n cercana de la
cota estimada a los tiempos reales de convergencia y su no conservatividad en ambos
casos, escalar y multivariable.
Las historias de tiempo mostradas tambie´n confirman el comportamiento de las va-
riables de estado del sistema de tipo super-twisting, el cua´l es teo´ricamente predicho
en las demostraciones de los teoremas. La investigacio´n en curso se centra en el di-
sen˜o de algortimos de control adaptivo para sistemas super-twisting con condiciones
iniciales de estado y de disturbio desconocidas.
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