Cryptographic protocols have so far been analyzed for the most part by means of testing (which does not yield proofs of secrecy) and theorem proving (costly). We propose a new, abstract interpretation based, approach, using regular tree languages. The abstraction we use seems fine-grained enough to be able to certify some protocols. Both the concrete and abstract semantics of the protocol description language and implementation issues are discussed in the paper.
communication network and is able to read, suppress and forge messages to trick the communicating machines into revealing some sensitive information or believing they have an authenticated communication, whereas they are actually communicating with the intruder. Several tools and techniques have therefore been devised for analyzing and verifying the security of cryptographic protocols.
A common feature of these techniques, including ours, is that they address the design of the protocol rather than the strength of the underlying cryptographic algorithms, such as message digests or encryption primitives. For instance, it is assumed that one may decrypt a message encrypted with a public key only when possessing the corresponding private key.
Whereas belief logics [3, 9, 8, 19, 20] try to deal with the rationale behind the design of a protocol, the other methods (theorem proving, model checking) are based on some kind of well-defined model of the computation [15] . The next part of this paper will describe the model we are considering.
Methods based on such models can be classified into two main categories:
1. Testing: Here a limited but wide set of possible attacks is generated and systematically tried against the protocol. The hope is that this set is wide enough so that any attack will be detected. In other words, a large subset of the space of reachable states of a certain configuration of a protocol is exhaustively explored by concrete model-checking. Efficient implementations have been devised [14, 17, 13] .
Theorem proving:
Here a semi-automated proof system is used; while such a method consumes lots of human resources, automation inside the tool can make it more bearable [18] .
This paper intends to demonstrate how abstract interpretation techniques, and more particularly abstract model checking of infinite state computation systems, can be applied to the problem of analyzing cryptographic protocols. To our knowledge, this is the first time that an abstract domain has been proposed for cryptographic protocols.
A salient point of our approach is that is fully automatic from the protocol description to the results. Contrary to some other methods that use abstraction, but require the user to design himself an abstraction or manually help a program to compute invariants, our method requires no user input except the description of the protocol and the cryptographic primitives involved.
Abstract Interpretation
Abstract interpretation [5, 6] is a generic theory for the analysis of computation systems. Its basic idea is to use approximations in ordered domains in a known direction (lower or upper), to get reliable results. This order relation is preserved throughout monotonic operators.
Here we shall approximate transition systems. We consider a transition relation r on a "concrete" state space Σ. We also consider an "abstract" transition relation r ♯ on an "abstract" state space Σ ♯ . An abstraction relation a ⊆ Σ × Σ ♯ links the two spaces. By a
The abstract transition relation follows the concrete one.
For instance, Σ could be ℘(Z) and Σ ♯ the set of (possibly empty) intervals of Z (given by their bounds). The abstraction relation, in that example, is the following:
We require that the two relations satisfy the following simulation condition 1 (see Fig. 1 .):
This implies that for all σ 0 and σ
. We are only interested in safety properties; in the concrete model we are considering here, liveness properties can't be obtained, since the intruder can deny any network service by just stopping network transmission. To prove that a property P holds for all elements in A 0 , it is sufficient to show that it holds for all elements in r −1 (A ♯ 0 ). That will be the basic idea of our method of analysis.
Concrete Model
There exists no standard model for cryptographic protocols, although there is progress in the design of common notations with well-defined semantics [16, 10] . We therefore had to provide a sensible model of what a cryptographic protocol is. We chose a simple syntax and a simple semantics, appropriate to describe the interactions between a fixed number of machines, or principals (subtler models, like the spi-calculus [1] , could perhaps be used for successful analyses, but they are significantly more complex than ours).
Terms, Rewrite Systems, and Notations
Let us consider a signature [11, p. 249 ] [4, preliminaries] F and the free algebra of terms T (F) on that signature. Messages exchanged on the network are elements of that algebra. We will also consider the algebra T (F, X ) of terms with variables in X . When t ∈ T (F, X ), (X i ) i∈i is a family of variables, (x i ) i∈i is a family of terms, we write t[x i /X i ] the term obtained by parallel substitution of X i by x i in t. We note F V (t) the set of free variables of t.
Let us also consider a notion of "possible computation"; this notion is defined by a function K : ℘(T (F)) → ℘(T (F)) that computes the closure of a subset of T (F) by the following operations:
1 Readers coming from a type theory background may see it as a kind of subject reduction property.
• a subset O of the function symbols found in F; that is, if the symbol f belongs to the subset O n of elements of O of arity n, then for all n-tuple
• a set R of rewrite rules [11, p. 252] over T (F) of a certain kind described in the next paragraph.
So an element x of T (F) is deemed to be "possibly computable" from X ⊆ T (F) if x ∈ K(X). We write ℘(T (F)) K the fixpoints of K.
We require that the rules in R be of the following form: a → x, where a is a term with variables over the signature F and x is a variable so that x appears exactly once in a. We will call such systems simplification systems.
Example
We shall consider the following signature O C :
and the following rewrite rules:
• proj2(pair(x, y)) → y,
• pk decrypt(pk encrypt(x, public(k)), private(k)) → x.
Concrete Semantics
Let us consider a finite set P of principals. Each principal p ∈ P has a finite set R p of registers, each containing an element of T (F) ∪ {⊥} -the ⊥ element meaning "uninitialized" -and a program x p to execute. The program is a finite sequence (possibly empty) of commands, which can be of the three possible types:
• !t, read as "output t", where t ∈ T (F, R p );
• r ≃ t, read as "match register r against t", where r ∈ {1, . . . , r p } and t ∈ T (F, R p ∪R p ); by r we shall mean "the current contents of register r" and byr we shall mean "store matched value into register r".R p = {r | r ∈ R p } is a copy of R p .
• ?r, read as "input register r", where r ∈ R p .
We shall write h :: t the sequence whose head is h and tail t, and ε the empty sequence. The local state of a principal is therefore the content of its registers and the program it has yet to execute. The global state is the tuple (indexed by P) of the local states, together with the state of the intruder, which is an element of ℘(T (F)) K . The set of global states is noted Σ. We define the semantics of the system by a nondeterministic transition relation →. Let S and S ′ be two global states. We note S.p the local state of the principal p in S and S.I the intruder knowledge in S. In a local state L, we note L.r the contents of register r and L.P the program. The definition of the transition relation is the following: S → S ′ if there exists p 0 ∈ P so that:
• for all p ∈ P so that p = p 0 , S ′ .p = S.p;
• S.p 0 .P = h :: τ and either
-h = r ≃ t and either * there exists an unifier for the variables inR p0 between t[S.p 0 .r/r | r ∈ R p0 ] and S.p 0 .r; then
Tree Automata and Operations on Them
Regular languages, implemented as finite automata, are a well known domain abstracting sets of words on an alphabet. Here, we abstract sets of terms on a signature by regular tree languages, and we consider the generalization to n-ary constructors of finite automata: tree automata [4] . Please note that the algorithms presented here are given mainly as proofs that the functions described are computable. There are several ways to implement the same functions, and efficient implementations are likely to be more complex than the simple schemes given here.
Tree Automata
We use non-deterministic top-down tree automata [4, §1.6] to represent subsets of T (F); an automaton is a finite representation the subsets of terms it recognizes. A top-down tree automaton over F is a tuple A = Q, q 0 , ∆ where Q is a finite set of states, q 0 ∈ Q is the initial state and ∆ is a set of rewrite rules
The tree. The circled node represent the states, the others the symbols
The set ∆ of rewrite rules. 
over the signature F ∪ Q where the states are seen as unary symbols. The rules in ∆ must be of the following type:
where n ≥ 0 f ∈ F n , q, q 1 , . . . , q n ∈ Q, x 1 , . . . , x n being variables. When n = 0, the rule is therefore of the form q(a) → a. Defining
We actually will be using a narrower subclass of tree automata, which we be referred to as special automata, over F; we shall note the set of these automata A F . Namely, we will require that the set ∆ of rewrite rules defining the automaton can be partitioned between two subsets:
• rules of the form q(f (x 1 , . . . , x n )) → f (q(x 1 ), . . . , q(x n )) where q ∈ Q and f ∈ O n ; we require that if there exists n ≥ 0 and
• rules of the form q(f (x 1 , . . . , x n )) → f (q 1 (x 1 ), . . . , q n (x n )) where q, q 1 , . . . , q n ∈ Q; we require the directed graph (Q, E) whose vertices are the states and the arrows are of the form q → E q i , 1 ≤ i ≤ n for all the rules of the above form to be a tree.
This suggests a representation of such an automaton by a tree (see an exemple Fig. 2) . Such a tree has two kind of nodes:
states that have:
• an (unordered and possibly empty) list of children, which are all symbol nodes;
• a boolean flag;
symbols that have an ordered list of children; there are as many as children as the arity of the symbol.
The symbolics in terms of rewrite rules of such a tree are the following:
• q s q 1
. . . q n where q, q 1 , . . . , q n are states and s is a n-ary symbol stands for the rewrite rule q(s(x 1 , . . . , x n )) → A s(q 1 (x 1 ), . . . , q n (x n ));
• the flag on a state q, when true (represented by q O ), means the set
Implementing the special automata as such trees allows for easy sharing of parts of the data structures.
Substitution and Matching
We extend canonically our definition of substitution of terms into terms into a definition of substitution of languages (sets of terms) into terms with variables. We furthermore overload this substitution notation to also consider a substitution function on automata so that for all term t and automata
. Such a substitution function, using only special automata, can be easily defined by induction on t.
Now we consider the reverse problem: given a language L and a term with variables t, give the set of solutions of
We thus consider a function match so that if A is an automaton and t a term with variables, match(A, t) is a finite subset of F V (t) → A F and for any solution S in this set,
We define match l (A, t), where A = Q, q 0 , ∆ is an automaton and t ∈ T (F, X ), recursively over the structure of t. Its value is a finite subset of F V (t) → A F .
• if t = s(t 1 , . . . , t n ) where s is an n-ary symbol, then
The interesting property of this function is that for all linear 3 term t ∈ T (T , X ), for all automaton A = Q, q 0 , ∆ , calling x 1 , . . . , x n the variables in t, for all terms t 1 , . . . , t n ∈ T (T ), then t[t i /x i , . . . , t n /x n ] ∈ L(A) if and only if there exists p in match l (A, t) so that for all i, t i ∈ L p(xi) (A)). Informally, that means that this function returns the set of matches of the term against the automaton, giving for each match and for each variable the states in which this variable is to be recognized in that match.
We then construct a function match that has the same property, except that it does not constrain the terms to be linear.
The definition of match l translates into an algorithm on automata defined by trees as above. Then match is defined, using an effective test of whether the languages of several automata intersect [4, §1.7].
The K ♯ Function on Automata
We want a function
for all special automaton A. Actually, we shall give such a function so that there is K(L(A)) = L(K ♯ (A)). We will use a notion of position in a term [11, p. 250 ] as a sequence of positive integers describing the path from the root of the term to that position; ε will be the root position. pos(t) is the set of positions in term t. By t |p we shall denote the subterm of t rooted at position t. We define the similar notions for trees. Now we define completion(A, R) (see Fig. 3 for an example) where A is a special automaton and R is a simplification system by induction on the structure of A: calling q 0 the initial state of A and calling C 1 , . . . , C n the children states of q 0 , that is, the states two nodes away from q 0 :
construct A ′ , obtained by replacing in A the subtree starting from C 1 , . . . , C n by their image by a → completion(a, R) repeat for a → x ∈ R do for f ∈ match(A ′ , a) do if the following subtree is not already present, modulo state renaming then copy A ′ |f (x) , replacing the state f (x) by q 0 {adds a child to q 0 } end if end for end for until no new subtree is added to A ′ return A ′ Termination of this algorithm is ensured by the following property, proved by induction on the structure of A: the set of subtrees of completion(A, R) is, modulo state renaming, the set of subtrees of A. The repeat-until loop only inserts subtrees that were already present in A modulo state renaming, and thus terminates, since there are only a finite number of them and it never inserts twice the same.
We then define
where A O is A where the flag on the initial state has been set to true.
(a) Before the completion. The dashed subtree is an expansion of paths going through the loops on q 0 , for the sake of clarity. The dotted line is the ε-transition we are adding.
Not to use real ε-transitions, we add the children of q 1 to the children of q 0 . 
Abstract Model
The above concrete model has an annoying feature that makes it difficult to analyze: the infinite nondeterminism of the intruder (the knowledge of the intruder is an infinite set). We suppress that difficulty by "folding" together all branches of the nondeterminism of the intruder. This approximation is safe, in the sense that it always overestimates what the intruder knows. What then remains is a system of bounded nondeterminism, corresponding to the various possible interleavings of the principals. As the number of principals is finite, that gives a finite state space (although the number of interleavings grows fast with the number of principals).
Abstract Semantics
An abstract global state S ♯ ∈ Σ ♯ is made of a tree automaton S ♯ .I representing the knowledge of the intruder, and the local states (S ♯ .p) p∈P . Each local state S ♯ .p is made of a program sequence S ♯ .p.P , with the same definition as in the concrete semantics, and a family (S ♯ .p.r) r∈rp of automata. We define the semantics of the system by a nondeterministic transition relation → ♯ . Let S ♯ and S ′ ♯ be two global states. The definition of the transition relation is the following: S ♯ → ♯ S ′ ♯ if there exists p 0 ∈ P so that:
• S ♯ .p 0 .P = h :: τ and either -h =?r 0 and * for all r ∈ R p0 so that r = r 0 ,
Replacing this condition by
yields a less coarse abstract model, which still has the good property that nondeterminism is finite and traces length are bounded. The model we use is clearly an abstraction of this more precise model.
The Abstraction Relation
We define an abstraction relation a ⊆ Σ × Σ ♯ : for any S in Σ and
The correctness of our method relies on the fact that → ♯ is an abstraction of → with respect to a, according to the definition in part 1.2. We prove it by a straightforward, albeit tedious, case analysis on the different operations.
Where the Abstract and Concrete Models do not Coincide
As we are dealing with an approximate model, it is important to know how much information the model actually loses. There exists a simple example in which our abstraction strictly overestimates the power of the intruder: a single principal A runs that very simple program ?r !decrypt(r, K) and the intruder initially knows {encrypt(X, K); encrypt(Y, K)}, X, Y and K being constants initially unknown to the intruder. We want to know whether at the end of the "protocol", the intruder can get hold of the concatenation of X and Y . Straightforwardly, this is impossible in the concrete model, since the intruder has to choose what it sends to A, and cannot send both X and Y . However, using the abstract model, we cannot get this conclusion. Is this overestimation of the power of the intruder relevant when dealing when real-life protocols? Our investigations on examples of protocols found in classic papers on the topic [3] did not show it was a problem; the above kind of example is largely considered academic by the cryptographic protocol community. Furthermore, an error that exists only in the approximation for n principals could well be a concrete error for a greater number of principals. For instance, with the above example, if we run two copies of A, the intruder really can get X and Y . For these reasons, we think that the approximation is fine enough.
Implementation Issues
Basing ourselves on the above theory, we implemented a protocol analyzer. This program takes as input the signature and the rewrite system defining the term algebra and a specification of the protocol.
The Program
Our program reads an input file containing:
• the signature of the algebra, divided between "public" and "private" constructors; private constructors (like keys) cannot be applied by the intruder;
• the rewrite system;
• the initial knowledge of the intruder;
• what the intruder wants to get hold of (set L);
• the programs run by the principals.
It then explores the interleavings of the principal actions, computing with the abstract operations, and displays the interleavings that seem to exhibit a security hole (where the abstract knowledge of the intruder contains an element of L.
Interleavings
It is not necessary to consider all possible interleavings. We only consider interleavings that are concatenations of sequences of the following form: inputs and matches by a principal, and outputs by the same principal. It is easy to see that any interleaving is equivalent (when it comes to the final knowledge of the intruder) to such an interleaving. Our implementation therefore only explores the interleavings of that form. This drastically reduces the computation time.
Implementation of the Automata
We tried two implementations of the automata :
• One was closely based on the operations described above on special automata. Elementary operations, especially because of the use of hashed sets to test for identical branches, are very fast. The problem is that special automata have no minimization property and the size of automata grows fast as the length of the traces grows.
• The other one was operating on minimal deterministic finite tree automata [4] . Here, it seems that the completion by the rewriting system (implemented as the insertion of ǫ-transitions and the final determinization of the automaton) is very slow.
We also investigated whether some available toolkits such as MONA [12] and BANE [7] , but didn't succeed in using any of those for our particular needs. The MONA application programming interface is geared towards WS2S logic applications and handling already computed automata is difficult; on the other hand, BANE is more geared towards computations on sets of terms, but it seemed that some useful features were either missing or difficult to implement without knowing the internals of the library. We are also considering other possible implementations based on constraint solving [2] .
The experimental results we obtained suggest the replacement of the rewriting system by completion through a system of rules, which is computationally less expensive. This needs some slight changes in the semantics. An implementation is under way.
Experimental Results
We used the above implementation on some examples, some of which academic samples, some of them real protocols from the standard papers on the topic.
Trials on Small Examples
We first experimented our analyzer (computing on special automata) on some small examples, among which:
• a single run of the Otway-Rees protocol [3] ;
• the "Test n" examples: n principals running each the program: ?r decrypt(r, K n ) the initial knowledge of the intruder being encrypt(· · · (encrypt(X, K 1 ), . . . , a lowbreakK n ); the unknown piece of data the intruder tries to recover being X. Alas, while other protocols [3, 9] , when using similarly small number of principals, have been easy to analyze using the program, bigger examples (like two parallel runs of the Otway-Rees protocol) have made the computation times explode. N a , pair(M, pair(A, B) )), K as )))) ?r r ≃ pair(B, pair(A, encrypt(pair(N a ,k ab ), K as ))) !encrypt(X, k ab )
An Interesting Point on the Otway-Rees Protocol
The secret piece of data is X. After these four steps, the intruder can indeed get X in the following way: at step 2, the intruder sends pair(B, pair(A, encrypt(pair (N a , pair(A, B) ), K as ))), built from pieces of the message output by A at step 1. A will then use pair(A, B) as k ab . On the other hand, reorganizing the output from step 1, replacing pair(N a , pair(M, pair(A, B))) by pair(pair (N a , M ), pair(A, B) ), prevents this attack, and the analyzer then concludes that the protocol is safe.
Whether or not the bug described above is relevant in real implementations depends on how certain primitives, notably pairing, are implemented. Models taking associativity and commutativity into account could perhaps be more suitable for analyses of such properties.
Conclusions and Prospects
We proposed a model based on tree automata to abstract cryptographic protocols. We implemented our algorithms and were able to successfully and correctly analyze some small instances (2 principals and 1 server) of well-known protocols and test examples. Our abstraction is fine-grained enough to yield successful result on real-life protocols.
On the other hand, the complexity of the computation quickly rises as the number of simulated machines grows. It also seems difficult to accommodate well certain properties like associativity or commutativity of operators. A more annoying drawback of our current concrete model is that the number of sessions and principals is fixed. We intend to investigate how to extend our approach to a model allowing an arbitrary number of sessions to be created, such as the spi-calculus [1] .
It seems that the inefficiencies in our present implementation are essentially caused by the need to work with the rewriting system. We are currently working on a related semantics removing the need of such system (replacing it by pattern matchings) and we hope that performance will then be more adequate.
