We study the asymptotics related to the following matching criteria for two independent realizations of point processes X ∼ X and Y ∼ Y. Given l > 0, X ∩ [0, l) serves as a template. For each t > 0, the matching score between the template and Y ∩ [t, t + l) is a weighted sum of the Euclidean distances from y − t to the template over all y ∈ Y ∩ [t, t + l). The template matching criteria are used in neuroscience to detect neural activity with certain patterns. We first consider W l (θ), the waiting time until the matching score is above a given threshold θ. We show that whether the score is scalar-or vector-valued, (1/l) log W l (θ) converges almost surely to a constant whose explicit form is available, when X is a stationary ergodic process and Y is a homogeneous Poisson point process. Second, as l → ∞, a strong approximation for − log[Pr{W l (θ) = 0}] by its rate function is established, and in the case where X is sufficiently mixing, the rates, after being centered and normalized by √ l, satisfy a central limit theorem and almost sure invariance principle. The explicit form of the variance of the normal distribution is given for the case where X is a homogeneous Poisson process as well.
Introduction.
In neuroscience, it is well accepted that neurons are the basic units of information processing. By complex biochemical mechanisms governing the ion flows through its membrane, a neuron generates very narrow and highly peaked electric potentials, or "spikes," in its soma (main body) [6] . These spikes can propagate along the neuron's axons, which are cables that extend over relatively long distance to reach the other cells. The spikes can then influence the activities of those cells. The temporal pattern in which a neuron generates spikes dynamically depends on its inputs, which are either stimuli from the environment or biochemicals induced by the spikes from the other neurons. In this way, information is processed through the neural network. Because spikes are very narrow and peaked, point processes are the most commonly used models for neuronal activity, with points representing the temporal locations of spikes.
For many studies in neuroscience, it is necessary to detect segments of neuronal activity that exhibit certain patterns [1, 10, 11] . Recently, in a study on the activity of brain during sleep, a template matching algorithm was developed which uses linear filtering to quickly detect such segments (cf. [3] ). The algorithm is template based. Suppose S = {x 1 , . . . , x n } is a nonempty sequence of spikes generated by a neuron under some specific condition between time 0 and l. This sequence is used as a template. Given a data sequence of spikes Y = {y 1 , y 2 , . . .} generated by the same neuron but at a different time, the goal is to find segments in Y that have a temporal pattern similar to S. To do this, for each time point t, collect all y's between t and t + l and shift them back to the origin. If the temporal distances between the shifted y's and S are small on average, then it indicates that the temporal pattern of the activity recorded in Y between t and t + l is similar to that of S. Therefore one can use the following matching score
M(t) = 1 l y between t and t+l f d(y − t, S)
to measure the overall distance, where f (x) is a function of x ≥ 0 that is nonincreasing, and d is the Euclidean distance such that for any y ∈ R and S ⊂ R, d(y, S) = inf{|y − s| : s ∈ A}. Let θ be a threshold value fixed beforehand. If M(t) ≥ θ , then output t as a location of matching segment, or "target." To improve accuracy, the detection was modified to involve multiple matching criteria so that both f and θ are vector-valued. Then t is a target location only if M(t) ≥ θ (cf. [3] ), where, for u = (u 1 , . . . , u n ) and v = (v 1 , . . . , v n ), "u ≥ v" denotes "u j ≥ v j for all j ." For later use, let "u > v" denote "u ≥ v and u = v."
In the above studies, it is necessary to evaluate how difficult it is to get false targets if a data sequence is noise. A useful criterion for this is the waiting time until the matching score is larger than or equal to θ . Presumably, when the template is longer, that is, l is larger, it would be more difficult to find false targets. But how much more difficult? In this article, we study the asymptotics of the waiting time under certain assumptions on the point processes underlying the template and the data.
To fix notation, realizations of a point process on R will be regarded as point sequences. For a < b and S ⊂ R, denote
We will think of the template S as an initial segment of an infinite sequence X of points on R. That is, S = X l 0 for some l > 0. Given
In practice, it is reasonable to require that f k (x), k = 1, . . . , n, be nonincreasing functions in x ≥ 0. However, to get the asymptotics of W , this requirement can be dropped. Given a threshold θ ∈ R n , the waiting time until the first false target is detected is
To study the asymptotics of W l as l increases, assume X and Y are random realizations of two point processes X and Y on R, respectively. One would think of stationary Poisson point processes as signals that contain the least amount of information. In other words, they are plainly noise. We will mainly focus on the case where Y is Poisson.
The asymptotics of waiting times for pattern detection using random templates have been studied for the case where X = {X n , n ≥ 1} and Y = {Y n , n ≥ 1} are integer indexed processes (cf. [2, 7, 13, 14] and references therein). In these works, the matching score is defined for (X 1 , . . . , X n ) and (Y 1 , . . . , Y n ) as the average of ρ(X j , Y j ) for some function ρ. Whereas the temporal relations between points are essential in the asymptotics considered here, it is apparent such relations are not relevant in the above results.
When f is scalar-valued function f , the first main result is:
Suppose that X and Y are point processes on R that are independent of each other and f is a bounded scalar function. Assume:
X is a stationary and ergodic point process with mean density
where N X (·) is the random counting measure associated with X (cf. [5] ). 2. Pr{d(0, X) is a continuity point of f } = 1. 
The asymptotic in Theorem 1 can also be proved when n = dim f > 1. Because the monotonicity property of R used in the proof of Theorem 1 is lost in this case, some changes in the assumptions are needed. THEOREM 2. Assume X, Y and f satisfy all but condition 3 in Theorem 1. Instead, assume:
is bounded and continuous.
The proofs for Theorems 1 and 2 rely on the conditional large deviations principle (LDP) of a family of random variables, because X ∼ X is a fixed realization (cf. [2, 4, 7, 8] 
REMARK.
Following the proof of Theorem 4, it can be shown that, instead of assuming X to be a Poisson process, if ∞ 0 ψ(t) dt < ∞ and either f has bounded support or Eτ 2 < ∞, where
, w.p.1, with n = l , and the random variables Z n = λ n+1 n [e t 0 f (d(y,X)) − 1] dy satisfy the mixing condition in [12] , Theorem 1, yielding the asymptotic normality. However, in general, the explicit form of the limit distribution is not readily obtained.
The rest of the article is organized as follows. In Sections 2 and 3, Theorem 1 is proved. In Section 4, Theorem 2 is proved. In Section 5, Theorem 3 is proved. Finally, in Section 6, Theorem 4 is proved.
Waiting times for scalar-valued matching scores.
In this section, suppose X and Y satisfy the conditions in Theorem 1. For any function g, denote g + = max(g, 0) and g − = max(−g, 0), and for ε > 0,
.
The following lemmas are needed for the proof of Theorem 1. LEMMA 1. Given θ ∈ R, almost surely, for X ∼ X, as n → ∞, eventually there are
Because of Lemma 1, the logarithms in the results below are well defined almost surely.
LEMMA 2 (Upper bounds for W l ). Let θ be an arbitrary number. Then
Pr lim sup
LEMMA 3 (Lower bounds for W l ). Let θ be an arbitrary number. Then
LEMMA 4 (LDP). Almost surely, for X ∼ X, the conditional laws of A n (X, Y), n ≥ 2, satisfy the LDP with a good rate function
and the conditional laws of B n,ε (X, Y), n ≥ 2, satisfy the LDP with a good rate function *
Assume for now that the above lemmas hold. For θ > φ, by Lemmas 2 and 4, almost surely, for
It is known that is strictly convex (e.g., [9] ). Because f is bounded, is smooth everywhere with (0) = φ. By condition 3 of Theorem 1, (t) → ∞ exponentially as t → ∞. These imply that for any z > φ, * (z) > 0 is finite and achieved on (0, ∞), and * is a continuous strictly increasing convex function on (φ, ∞). Then by (2.5), it is seen that lim sup (2.6) and to complete the proof of (1.3), it remains to show lim inf
By Lemmas 3 and 4, for any ε > 0,
Similar to the above argument, it is seen that almost surely, for 
The lower bound also implies W l (θ, X, Y ) → ∞. These combined with (2.8) prove (2.7).
Proofs of lemmas.
PROPOSITION 2. For X satisfying condition 1 of Theorem 1,
where, for
PROOF. Because X is stationary and ergodic, almost surely, for a realization
which completes the proof.
PROOF OF LEMMA 1. Because B n,ε ≥ A n , it is enough to show that almost surely, for X ∼ X, α n,X,θ := Pr{A n (X, Y) ≥ θ} > 0 eventually, as n → ∞. Let X be a realization of X and s n = min(X 
Then it is seen that for n large enough, there is η n > 0 such that
By the property of Poisson processes, it is not hard to see that Pr{Y ∈ C n } > 0. 
PROOF OF LEMMA 2. Let {K n } be a sequence of positive numbers to be determined later. Fix n ≥ 2. Let X be a realization of X with α n,X,θ > 0 and 
Choose K n = c(n)n/α n,X,θ , with e −c(n) < ∞ and
Because the above bound is uniform over X with α n,X,θ > 0 and summable, by the Borel-Cantelli lemma and Lemma 1, (2.2) is therefore proved.
PROOF OF LEMMA 3. Fix n ≥ 2, ε ∈ (0, 1) and L > 0. Let X be a realization of X with β n,ε,X,θ > 0 and let Y be a realization of
Since for any τ ∈ [t, t + ε], Y t+n−1 t+ε
, the above equality leads to
Because |d(y −τ, X l 0 )−d(y −t, X l 0 )| ≤ ε for any y ∈ R and τ ∈ [t, t +ε], by (2.1), the above inequality implies
Because t = kε, for some k = 0, 1, . . . , L/ε , by the stationarity of Y,
The above bound holds for L ∈ (0, 1) as well. Choose L = L(n) = e −c(n) /β n,ε,X,θ with e −c(n) < ∞ and
By an argument similar to the end of the proof of Lemma 2, (2.3) is proved.
PROOF OF LEMMA 4. The proof is an application of the Gärtner-Ellis theorem. We will only consider the LDP of A n (X, Y). The LDP of B n,ε (X, Y) can be similarly treated.
The first step is to show that almost surely, for X ∼ X,
Because f is bounded, I 2 → 0 as n → ∞. Letting s n = min(X n−1
Clearly s n /n → 0. By Proposition 2, we can assume
Then by the boundedness of f , as n → ∞,
Because X is ergodic, it is seen that
, proving (3.1) for fixed t. It follows that almost surely, (3.1) holds for t in a countable dense subset of R. On the other hand, by the boundedness of f , it is not hard to show that 1 n log E[e ntA n (X,Y) ], n ≥ 1, are equicontinuous functions in t on any bounded region and (t) is continuous. Therefore, almost surely, for X ∼ X, the convergence in (3.1) holds for all t ∈ R.
The function (t) is smooth and strictly convex. By condition 3 of Theorem 1, (t) → ∞ exponentially fast as t → ∞. To finish the proof, consider the event E = {f (d(0, X)) < 0}. If Pr(E) > 0, then, as t → −∞, (t) → ∞ exponentially fast and hence is essentially smooth (cf. [9] , Definition 2.3.5). By the Gärtner-Ellis theorem, the LDP holds for A n (X, Y) with the good rate function * . If Pr(E) = 0, or equivalently, f (d(0, X)) ≥ 0 w.p.1, then by Theorem 2.3.6 and Lemma 2.3.9 of [9] , for any open set G,
Since for α < 0, * (α) = ∞, and for 0 ≤ α < φ, * (α) < ∞ is decreasing, the above inequality implies lim inf
Therefore the LDP is proved. (u 1 , v 1 ) , . . . , max(u n , v n )). Given θ ∈ R n , define W l (θ, X, Y ) as in the case where f is scalarvalued.
Waiting times for vector-valued matching scores. Let comparison or maximization of vectors be made component-wise, for example, if
PROOF OF THEOREM 2. Lemmas 1-3 still hold. Following the proof for Lemma 4, (d(0, X) ). Since (t) < ∞ on R n and is differentiable, to show that the laws of A n (X, Y) follow the LDP with the good rate function * (z), by the Gärtner-Ellis theorem, it is enough to show that |∇ (t)| = |E[ζ e t, ζ ]| → ∞ as |t| → ∞. Assume for a sequence t j ∈ R n with |t j | → ∞, |E[ζ e t j , ζ ]| ≤ M. Then there is a subsequence of τ j := t j /|t j | converging to some v with |v| = 1. Without loss of generality, assume the whole sequence τ j converges to v.
which is a contradiction.
is convex and continuous, V is a convex closed set. Assume V is unbounded, then there are t j ∈ V with |t j | → ∞ and τ j = t j /|t j | → v for some v with length 1. Given r > 0, |t j | > r for all large j . As 0, |t j |τ j ∈ V , rτ j ∈ V , implying rv ∈ V . As a result, M(rv) ≤ a for all r > 0, which is impossible due to condition 3 . Therefore, V is bounded. Suppose |v| ≤ R for all v ∈ V . Then for t with |t| > R, by the Hölder inequality, M(t) ≥ (M(Rt/|t|)) |t|/R ≥ a |t|/R , and hence (t) = M(t) − 1 → ∞ exponentially fast in |t|. Therefore, * (z) ≤ sup t∈R {|z||t| − (t)} is bounded on any bounded set. Since * is convex, then it is seen * is continuous.
By (2.2) and the LDP for the conditional laws of A n , almost surely, for X ∼ X and Y ∼ Y,
with the last equality due to the continuity of
On the other hand, by the Gärtner-Ellis theorem,
Similarly to the proof for Theorem 1, it just remains to show 
For t ∈ R \ {0}, write t = |t|v. Then as |t| → ∞,
uniformly for z ∈ A and ε ≤ δ. Since * ε (z) ≥ 0, this implies that there is R > 0 such that for all z ∈ A and ε ≤ δ, the maximizer t 
Therefore, (4.3) can be replaced by lim inf
This together with (4.2) implies that lim sup
which completes the proof of (4.4).
An approximation for large deviations. Given θ > φ
, it is easy to see that θt − (t) achieves * (θ) at a unique point t 0 . Furthermore, t 0 ∈ (0, ∞) and
PROOF. Almost surely, for X ∼ X, for all large l, X l 0 ,l (t) is smooth, strictly convex, X l 0 ,l (0) = 0, and X l 0 ,l (t) → ∞ exponentially fast as t → ∞. Furthermore, following the proof of Lemma 1,
has a unique maximizer t * which is in (0, ∞). By differentiation, (5.2) is proved. For any t > t 0 , by (5.1) and (5.2), as l → ∞,
Therefore, t * < t eventually, giving lim sup l → ∞ t * ≤ t 0 . Likewise, lim inf l → ∞ t * ≥ t 0 . This proves t * → t 0 . Finally, following the equicontinuity argument as in the previous sections,
and
PROOF OF THEOREM 3. Given X ∼ X such that X l 0 ,l has the properties described in Lemma 5, let
It remains to show that lim inf
Then µ is a probability measure. It is easy to see that
], by (5.4) and the properties of Poisson processes, 
