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INTEGRAL IWASAWA THEORY OF GALOIS
REPRESENTATIONS FOR NON-ORDINARY PRIMES
KAˆZIM BU¨YU¨KBODUK AND ANTONIO LEI
Abstract. In this paper, we study the Iwasawa theory of a motive whose
Hodge-Tate weights are 0 or 1 (thence in practice, of a motive associated to
an abelian variety) at a non-ordinary prime, over the cyclotomic tower of a
number field that is either totally real or CM. In particular, under certain
technical assumptions, we construct Sprung-type Coleman maps on the local
Iwasawa cohomology groups and use them to define (one unconditional and
other conjectural) integral p-adic L-functions and cotorsion Selmer groups.
This allows us to reformulate Perrin-Riou’s main conjecture in terms of these
objects, in the same fashion as Kobayashi’s ±-Iwasawa theory for supersingular
elliptic curves. By the aid of the theory of Coleman-adapted Kolyvagin systems
we develop here, we deduce parts of Perrin-Riou’s main conjecture from an
explicit reciprocity conjecture.
1. Introduction
Fix forever an odd rational prime p. Let F be either a totally real or a CM
number field which is unramified at all primes above p. Let M/F be a motive
defined over F which has coefficients in Q and whose Hodge-Tate weights are 0 or
1. The goal of this article is to study the cyclotomic Iwasawa theory ofM for primes
p such that the p-adic realization ofM is crystalline but non-ordinary, much in the
spirit of the integral theory initiated by Pollack [Pol03] and Kobayashi [Kob03].
The archetypical example of a motive that fits in our treatment is the motive
associated to an abelian variety A defined over F which has supersingular reduction
at all primes above p. In the case when F = Q and the variety A is one-dimensional
(i.e., an elliptic curve) the plus/minus theory of Kobayashi and Pollack provides us
with a satisfactory set of results. Our initial objective writing this article and its
companion [BL15] was to extend their work to the general study of supersingular
abelian varieties.
We first follow the ideas due to Sprung [Spr12] to construct signed Coleman
maps (in §2.3 below) for a class of p-adic Galois representations that verify cer-
tain conditions. We incorporate this construction with Perrin-Riou’s (conjectural)
treatment of p-adic L-functions so as to
• provide a definition of the signed (integral) p-adic L-functions attached
to motives at non-ordinary primes (see particularly Definition 3.17 and
Theorem 3.21), conditional on the Explicit Reciprocity Conjecture 3.11 for
the Kolyvagin determinants (as defined in Appendix C),
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• formulate a signed main conjecture in this setting (Conjecture 3.30) that is
equivalent to Perrin-Riou’s main conjecture [PR95, §4];
• utilizing the theory of Coleman-adapted Kolyvagin systems that we develop
in Appendix C and assuming the Explicit Reciprocity Conjecture 3.11,
verify one containment of the signed main conjecture (see Theorem 3.32)
and deduce a similar result on Perrin-Riou’s main conjecture.
Note that although we work and state our results in the realm of motives, one of
our hypothesis (denoted by (H.F.-L.) below) would essentially force us to restrict
our attention to abelian varieties.
We shall explain our results in detail below. Let us first introduce some notation.
1.1. Setup and notation. For any field k, let k denote a fixed separable closure
of k and Gk := Gal(k/k) denote its absolute Galois group. Fix forever a GF -stable
Zp-lattice T contained inside Mp, the p-adic realization of M. Let M
∗(1) denote
the dual motive and write T † = Hom(T,Zp(1)) for the Cartier dual of T .
Let g := dimQp
(
IndF/QMp
)
and let g+ := dimQp
(
IndF/QMp
)+
, the dimen-
sion of the +1-eigenspace under the action of a fixed complex conjugation on
IndF/QMp. Set g− = g − g+. Similarly for any prime p of F above p, define
gp := dimQp
(
IndFp/QpMp
)
so that g =
∑
p|p gp.
For any unramified extension K of Qp that contains F , we write DK(T ) for its
Dieudonne´ module over K, namely (Acris ⊗ T )GK , where Acris is one of Fontaine’s
ring. We shall fix a Zp-basis B = {vi} of this module.
1.1.1. Iwasawa algebras. Let Γ be the Galois group Gal(Qp(µp∞)/Qp). Given any
unramified extension K of Qp, we shall abuse notation and write Γ for the Galois
group Gal(K(µp∞)/K) as well. We may decompose Γ as ∆ × 〈γ〉, where ∆ is
cyclic of order p − 1 and 〈γ〉 is isomorphic to the additive group Zp. We write Λ
for the Iwasawa algebra Zp[[Γ]]. We may identify it with the set of power series∑
n≥0,σ∈∆ an,σ · σ · (γ − 1)
n where an,σ ∈ Zp. We shall identify γ − 1 with the
indeterminate X .
For n ≥ 0, we write Qp,n = Qp(µpn) and Gn = Gal(Qp,n/Qp). Denote Zp[Gn]
by Λn. We have in particular Λ = lim←−
Λn. For any field k, define H
1
Iw(k, T ) to be
lim
←−
H1(k(µpn), T ), where the limit is taken with respect to the corestriction maps.
We define H to be the set of elements
∑
n≥0,σ∈∆ an,σ ·σ ·(γ−1)
n where an,σ ∈ Qp
are such that the power series
∑
n≥0 an,σX
n converges on the open unit disc for all
σ ∈ ∆.
Let | • |p denote the normalised p-adic norm with |p|p = 1/p. For a real number
h ≥ 0 and an element F =
∑
n≥0,σ∈∆ an,σ · σ · (γ − 1)
n ∈ H, if supn≥1
|an,σ|p
nh
<∞
for all σ ∈ ∆, we say that F is O(logh).
1.1.2. Isotypic components and characteristic ideals. Let M be a Λ-module, η a
Dirichlet character modulo p. We write eη =
1
p−1
∑
σ∈∆ η(σ)
−1σ ∈ Zp[∆]. The
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η-isotypic component of M is defined to be eη ·M and denoted by Mη. Note that
we may regard Mη as a Zp[[X ]]-module.
Following [PR95], we write e+ and e− for the idempotents (1+c)/1 and (1−c)/2
respectively, where c is the complex conjugation of ∆. For any Λ-module M , we
write M± = e±M .
Given an element F =
∑
n≥0,σ∈∆ an,σ · σ · (γ − 1)
n of H, we shall identify eη ·F
with the element ∑
n≥0
(∑
σ∈∆
an,ση(σ)
)
Xn ∈ Qp[[X ]].
Given a finitely generated torsion Zp[[X ]]-module N , we write charZp[[X]]N for
its characteristic ideal.
1.2. Statements of the results.
Theorem 1.1 (Corollary 2.14 and (14) below). Let p be a prime of F above p. Fix
a Zp-basis {vi} of DFp(T ). Assume that the Hodge-Tate weights of T |Fp are inside
{0, 1} and that the Frobenius on DFp(T ) have slope inside (−1, 0] and 1 is not an
eigenvalue. There exists a Λ-module homomorphism
ColT |Fp : H
1
Iw(Fp, T ) −→ Λ
⊕gp
and a matrix MT |Fp ∈ Mgp×gp(H) such that we have the following decomposition
of Perrin-Riou’s regulator map L
Fp
T (defined as in §2.1 below):
L
Fp
T =
(
v1 · · · vgp
)
·MT |Fp · ColT |Fp .
Here,
(
v1 · · · vgp
)
and ColT |Fp are regarded as a row vector and a column vector
respectively.
See §2.5 and Corollary 3.23 for a very detailed discussion on the kernels and
images of the Coleman maps ColT |Fp . In particular, we are able to prove (see
propositions 2.21 and 3.3 below) that the Coleman maps are pseudo-surjective if
we choose the basis {vi} suitably.
In addition to the assumptions on T above, assume that the following hypotheses
hold true:
(H.Leop) T satisfies the weak Leopoldt conjecture, as stated in [PR95, §1.3].
(H.nA) For every prime p of F above p. we have
H0(Fp, T/pT ) = H
2(Fp, T/pT ) = 0 .
Let Dp(T ) be the direct sum ⊕p|pDFp(T ). We assume until the end that the
following (weak) form of the Panchishkin condition holds true:
(H.P.) dim
(
Fil0Dp(T )⊗Qp
)
= g− .
Remark 1.2. Note that the hypotheses (H.nA) and (H.P.) hold true for the p-
adic Tate-module of an abelian variety defined over F . The hypothesis (H.Leop) is
expected to hold for any T .
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Remark 1.3. Suppose M is irreducible and (pure) of weight w. Let ri denote the
total multiplicity of the Hodge-Tate weight i of the representation Mp for i = 0, 1.
Then
(1) 2r1 = 2
∑
i
iri = wg .
Furthermore, if we further assumed the truth of Tate’s conjecture for Mp, it would
follow that r0 = r1. This combined with (1) shows that w = 1 and r0 = r1 =
g/2; and Faltings’ theorem comparing Hodge and Hodge-Tate weights shows that
g− = g+ = g/2. In particular, the condition (H.P.) is automatically verified in our
setting if we assume the truth of Tate’s conjecture.
Let I ⊂ {1, · · · , g} be any subset of size g−. Using the Coleman maps ColT |Fp ,
we may define (see Definiton 3.17) the multi-signed (integral) p-adic L-function
LI(M
∗(1)) ∈ Λ .
We do not provide its precise definition here in the introduction but contend our-
selves to the remark that its definition relies on the truth of the explicit reciprocity
conjecture for the Kolyvagin determinants (Conjecture 3.11), which we implicitly
assume henceforth in this introduction. We may also use the Coleman maps to
define the multi-signed Selmer groups SelI(T
†/F (µp∞)) as in Definition 3.26.
Suppose until the end of this Introduction that the basis of Dp(T ) we have fixed as
in the statement of Theorem 1.1 is strongly admissible in the sense of Definition 3.2.
We prove in Appendix B that a strongly admissible basis always exists.
Theorem 1.4 (Theorem 3.31 below). For every even Dirichlet character η of ∆
and every I as above, the following assertion is equivalent to η-part of Perrin-Riou’s
Main Conjecture 3.9:
(2) charZp[[X]]
(
SelI(T
†/F (µp∞))
∨,η
)
= LI(M
∗(1))η · Zp[[X ]] .
The assertion (2) in the statement of Theorem 1.4 will be referred to as the
signed main conjecture.
In Appendix C, we develop the theory of Coleman-adapted Kolyvagin systems
and prove the existence of what we call an L-restricted Kolyvagin system (see Theo-
rem C.4). Using these objects we define a canonical submodule K(T ) ⊂ H1Iw(Fp, T ),
the module of Kolyvagin determinants1. Assuming the Reciprocity Conjecture 3.11
on Kolyvagin determinants, we are able to prove the following portion of the signed
main conjecture and Perrin-Riou’s main conjecture:
Theorem 1.5 (See Theorem 3.32 and its proof below). Under the hypotheses of
Theorem 1.4 and the hypotheses (H1)-(H4) of [MR04, §3.5] on T , the containment
LI(M
∗(1))η · Zp[[X ]] ⊂ charZp[[X]]
(
SelI(T
†/F (µp∞))
∨,η
)
in (2) and the containment
(3) eη · Lp(M
∗(1)) · Λ ⊂ eη · Iarith(M)
in the statement of Perrin-Riou’s Main Conjecture 3.9 hold true for every even
Dirichlet character η of ∆.
1We expect that this module should be closely related to the higher rank Kolyvagin systems
as studied in [MR13].
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Remark 1.6. See [BL15] for an example where we obtain an explicit version of
Theorem 1.5. In loc.cit., we study more closely the motive attached to the Hecke
character associated to a CM abelian variety that has supersingular reduction at all
primes above p. In this particular case, the hypotheses (H1)-(H4) of [MR04, §3.5],
(H.F.-L.), (H.S.), (H.P.) and (H.nA) hold true. The (conjectural) special elements
in that setting are expected to be a form of (conjectural) Rubin-Stark elements.
Remark 1.7. In order to deduce the containment (3) for odd characters η of ∆,
one needs to replace g− with g+ everywhere. Note also that upon studying the motive
M⊗ ω (where ω is the Teichmu¨ller character) in place of M, one may reduce the
consideration for odd characters to the case of even characters.
To deduce the assertion (3) for every character η of ∆ (and therefore, by the
semi-simplicity of Zp[∆], to conclude with the containment Λ·Lp(A∨) ⊂ Iarith(A) in
Conjecture 3.9), we would need in our proof that g− = g+, as a result of our running
hypothesis (H.P.) . Note that this condition holds true for motives associated to
abelian varieties.
Acknowledgement
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2. Construction of Coleman maps
In this section, we generalize the construction of signed Coleman maps in [Kob03,
Spr12] to higher dimensional p-adic representations that satisfy certain hypotheses.
These maps decompose the regulator map of Perrin-Riou, which we recall below.
2.1. Perrin-Riou’s regulator map. Let T be a free Zp-module of rank d that
is equipped with a crystalline continuous action by the absolute Galois group of a
finite unramified extensionK of Qp whose Hodge-Tate weights are all non-negative.
Let r = [K : Qp]. Recall that we write DK(T ) for its Dieudonne´ module and
H1Iw(K,T ) := lim←−
H1(K(µpn), T ).
Let
〈∼,∼〉n : H
1((K(µpn), T )×H
1((K(µpn), T
∗(1))→ Zp
be the local Tate pairing for n ≥ 0. This gives a pairing
〈∼,∼〉 : H1Iw(K,T )×H
1
Iw(K,T
∗(1))→ Λ
((xn)n, (yn)n) 7→
( ∑
σ∈Gn
〈xn, y
σ
n〉n · σ
)
n
,
which can be extended H-linearly to a pairing
〈∼,∼〉 : H⊗Λ H
1
Iw(K,T )×H⊗Λ H
1
Iw(K,T
∗(1))→ H.
Let
LKT : H
1
Iw(K,T )→ H⊗Zp DK(T )
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be Perrin-Riou’s p-adic regulator given as in [LLZ11, Definition 3.4]. In the case
where the eigenvalues of ϕ on DK(T ) are not powers of p, we may describe this
map concretely as follows. Fix a Zp-basis v1, . . . , vrd of DK(T ) and let v
′
1, . . . , v
′
rd
be the dual basis of DK(T
∗(1)). For i ∈ {1, . . . , rd}, we write LKT,i : H
1
Iw(T ) → H
for the map obtained by composing LKT and the projection of H⊗DK(T ) to the vi-
component. The Colmez-Perrin-Riou reciprocity law (stated in [PR94] and proved
in [Col98]) implies that
(4) LKT,i(z) = 〈z,ΩT∗(1)(v
′
i)〉,
where ΩT∗(1) is the Perrin-Riou exponential map
ΩT∗(1) : H⊗Zp D(T
∗(1))→ H⊗Zp H
1
Iw(T
∗(1))
defined in [PR94]. Note that our assumption on the eigenvalues of ϕ means that
we may state the properties of Perrin-Riou’s exponential map in a slightly simpler
way than [PR94]. Recall that if θ is a Dirichlet character of conductor pn, [Lei11,
Lemma 3.5] implies that
(5) θ(LKT,i(z)) =
{[
exp∗0(z), (1− p
−1ϕ−1)(1 − ϕ)−1v′i
]
if n = 0,
1
τ(θ−1)
[∑
σ∈Gn
θ−1(σ) exp∗n(z
σ), ϕ−n(v′i)
]
otherwise
where [∼,∼] is the natural pairing
DK(T )× DK(T
∗(1))→ Zp,
which is extended linearly to
Qp,n ⊗Zp DK(T )×Qp,n ⊗Zp DK(T
∗(1))→ Qp,n.
In order to define the signed Coleman maps, we assume further that T verifies
the following conditions.
(H.F.-L.) The Hodge-Tate weights of T are 0 and 1.
(H.S.) The slopes of ϕ on DK(T ) lie in the interval (−1, 0] and 1 is not an eigen-
value.
Remark 2.1. These hypotheses ensure that the eigenvalues of ϕ are not integral
powers of p.
Remark 2.2. Note that both of these hypotheses are satisfied by the p-adic Tate
module of an abelian variety which has supersingular reduction at all primes above
p. In fact, note that the hypothesis (H.F.-L.) would essentially restrict the extent
of our treatment to abelian varieties.
Remark 2.3. The hypothesis (H.F.-L.) implies that T is Fontaine-Laffaille. Hence,
(6) ϕ(DK(T )) ⊂
1
p
DK(T ) and ϕ(Fil
0DK(T )) ⊂ DK(T )
Moreover,
(7) DK(T ) = pϕ(DK(T )) + ϕ(Fil
0 DK(T ))
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2.2. Logarithmic matrix. We fix a Zp-basis v1, v2, . . . , vrd of DK(T ) such that
v1, . . . , vrd0 is a basis of Fil
0DK(T ). Let Cϕ be the matrix of ϕ with respect to this
basis. By (6) and (7), Cϕ is of the form
(8) C
(
Ird0 0
0 1pIr(d−d0)
)
for some C ∈ GLrd(Zp). We note in particular that C−1ϕ is defined over Zp.
For n ≥ 1, we write Φpn(1 +X) for the cyclotomic polynomial
p−1∑
i=0
(1 +X)ip
n−1
and ωn(X) = (1 +X)
pn − 1.
Definition 2.4. For n ≥ 1, we define
Cn =
(
Ird0 0
0 Φpn(1 +X)Ir(d−d0)
)
C−1 and Mn = (Cϕ)
n+1
Cn · · ·C1.
Proposition 2.5. The sequence of matrices {Mn}n≥1 converges entry-wise with
respect to the sup-norm topology on H. If MT denotes the limit of the sequence,
each entry of MT are o(log). Moreover, det(MT ) is, up to a constant in Z
×
p , equal
to
(
log(1+X)
pX
)r(d−d0)
.
Proof. For all m > n, we have
Φpm(1 +X) ≡ p mod ωn,
which implies that
Cm ≡ (Cϕ)
−1 mod ωn.
Therefore, we deduce that
Mm ≡Mn mod ωn.
Note that all entries of C1 · · ·Cn are in Zp[[X ]]. By (H.S.), there exists a constant
h < 1 such that vp(α) ≥ −h for all eigenvalues of α of Cϕ. Therefore, all entries
of (Cϕ)
n+1 are in R
pnh
Zp for some constant R. The coefficients of the entries of Mn
are O(p−nh), so the result follows from [PR94, §1.2.1]. 
Remark 2.6. The matrix MT is uniquely determined by the matrix C.
Lemma 2.7. If η is a character on ∆, then η(MT ) = Cϕ.
Proof. Since η(Φpn) = p for all n ≥ 1, we have η(Cn) = (Cϕ)−1. This implies
η(Mn) = Cϕ, hence the result.
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2.3. Decomposing Perrin-Riou’s regulator map. We shall use the matrixMT
to decompose Perrin-Riou’s regulator map in the following sense. For all z ∈
H1Iw(K,T ), we shall find Col
K
T (z) ∈ Λ
⊕rd such that
LKT (z) =
(
v1 · · · vrd
)
·MT · Col
K
T (z).
Throughout this section, we shall fix an element z ∈ H1Iw(K,T ). Its image under
Perrin-Riou’s regulator has the following interpolation properties.
Lemma 2.8. If θ is a Dirichlet character of conductor pn, then
θ(LKT (z)) =
{∑rd
i=1 [exp
∗
0(z), v
′
i] (1− ϕ)(1 − p
−1ϕ−1)−1(vi) if n = 0,
pn
τ(θ−1)
∑rd
i=1
[∑
σ∈Gn
θ−1(σ) exp∗n(z
σ), v′i
]
ϕn(vi) otherwise.
Proof. Note that the adjoints of (1 − p−1ϕ−1)(1 − ϕ)−1 and ϕ−1 under [∼,∼] are
(1−ϕ)(1− p−1ϕ−1)−1 and pϕ respectively. Hence, the result follows from (5). 
Proposition 2.9. For n ≥ 1, there exists a unique L
(n)
T (z) ∈ Λn ⊗Zp DK(T ) such
that
ϕ−n−1
(
LKT (z)
)
≡ L
(n)
T (z) mod ωn.
Proof. Recall from [LLZ11, §3.1] that the map LKT is given by
(M−1 ⊗ 1) ◦ (1− ϕ) ◦ (h1T )
−1,
where M is the Mellin transform that sends each element of H to some conver-
gent power series in π and h1T is the isomorphism of Berger [Ber03, §A] between
H1Iw(K,T ) and N(T )
ψ=1, with N(T ) being the Wach module of T . Under Mellin
transform, integrality is preserved and the ideal generated by ωn corresponds to
the one generated by ϕn+1(π) (c.f. [LLZ10, Theorem 5.4]). Hence, the proposition
follows from Lemma A.11 in the appendix. 
We write L
(n)
T,1(z), . . . ,L
(n)
T,rd(z) for the elements in Λn that are given by the
projections of L
(n)
T (z) mod ωn to the vi-component as i runs from 1 to rd. From
Proposition 2.9, we have the congruence
(9) (Cϕ)
−n−1 ·
L
K
T,1(z)
...
LKT,rd(z)
 ≡

L
(n)
T,1(z)
...
L
(n)
T,rd(z)
 mod ωn.
For n ≥ 1, we identify Λ⊕rdn with the column vectors of dimension rd with
entries in Λn. Define hn to be the Λn-endomorphism on Λ
⊕rd
n given by the left
multiplication by the product of matrices Cn · · ·C1. Let πn denote the projection
map Λ⊕rdn+1 → Λ
⊕rd
n .
Proposition 2.10. For n ≥ 1, there exists a unique element Col
(n)
T (z) ∈ Λ
⊕rd
n / kerhn
such that 
L
(n)
T,1(z)
...
L
(n)
T,rd(z)
 ≡ Cn · · ·C1 · Col(n)T mod kerhn.
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Proof. By [LLZ11, Proposition 4.8], if θ is a Dirichlet character of conductor pn+1,
then θ
(
ϕ−n−1
(
LKT (z)
))
∈ Qp,n ⊗Zp Fil
0 DK(T ). In other words, ϕ
−n−1
(
LKT (z)
)
is
of the form
∑rd
i=1 Fivi for some Fi ∈ H where Φpn(1+X)|Fi for i = rd0+1, . . . , rd.
But
ϕ−n−1
(
LKT (z)
)
=
(
v1 · · · vrd
)
· (Cϕ)
−n−1 ·
 L
K
T,1(z)
...
LKT,rd(z)
 .
Therefore, on combining this with (9), we deduce that L
(n)
T,rd0+1
(z), . . . ,L
(n)
T,rd(z)
are all divisible by Φpn(1 +X). Hence, there exists a unique element Col
(n,1)
T (z) ∈
Λ⊕rdn / kerCn such that
L
(n)
T,1(z)
...
L
(n)
T,rd(z)
 ≡ Cn · Col(n,1)T (z) mod kerCn.
But Cn ≡ (Cϕ)
−1
(which is defined over Zp) modulo ωn−1, so
Col
(n,1)
T (z) ≡ (Cϕ)
−n ·
 L
K
T,1(z)
...
LKT,rd(z)
 mod (ωn−1, kerCn).
Once again, by [LLZ11, Proposition 4.8], we may find Col
(n,2)
T (z) ∈ Λ
⊕rd
n / kerCnCn−1
such that
Col
(n,1)
T (z) ≡ Cn−1 · Col
(n,2)
T mod kerCnCn−1.
On repeating this for n times, we obtain the result. 
We shall show that the sequence
{
Col
(n)
T (z)
}
n≥1
gives us an element in Λ⊕rd.
To do this, we need the following lemmas.
Lemma 2.11. The projection map πn induces a map on the quotients
π′n : Λ
⊕rd
n+1/ kerhn+1 → Λ
⊕rd
n / kerhn.
Proof. Let x ∈ kerhn+1. Recall that
Cn+1 ≡ (Cϕ)
−1 mod ωn,
so we have
πn(Cn+1 · · ·C1 · x) =
(
Ird0 0
0 pIr(d−d0)
)
C−1Cn · · ·C1(πn(x)).
Since Λn has no p-torsion, we deduce that πn(x) ∈ kerhn as required. 
Lemma 2.12. The inverse limit lim
←−π′n
(
Λ⊕rdn / kerhn
)
is equal to Λ⊕rd.
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Proof. The map π′n is surjective since πn is so. Hence, we have an isomorphism
lim←−Λ
⊕rd
n / kerhn
∼= Λ⊕rd/ lim←−kerhn.
Indeed, if x is an element of Λ⊕rd that lies inside lim
←−
kerhn, we have MT · x = 0 as
elements in H⊕rd. But MT has non-zero determinant, so x = 0. 
Theorem 2.13. There exists a unique ColKT (z) ∈ Λ
⊕rd such thatL
K
T,1(z)
...
LKT,rd(z)
 =MT · ColKT (z).
Proof. By Propositions 2.9 and 2.10, we haveL
K
T,1(z)
...
LKT,rd(z)
 ≡Mn · Col(n)T (z) mod (ωn, kerhn).
Recall from [PR94, §1.2] that if F1 and F2 are two elements of H that are both
o(log) and that F1 ≡ F2 mod ωn for all n, then F1 = F2. Therefore, on letting
n→∞, the theorem follows from Proposition 2.5 and Lemma 2.12. 
Corollary 2.14. We have LKT (z) =
(
v1 · · · vrd
)
·MT · Col
K
T (z).
Note that since LKT is a Λ-homomorphism, the map
H1Iw(K,T )→ Λ
⊕rd
z 7→ ColKT (z)
is also a Λ-homomorphism.
2.4. Dependence of the choice of basis. Our construction of the Coleman map
ColKT depends on the choice of a basis of DK(T ). In this section, we investigate this
dependence. More precisely, let v1, . . . , vrd and w1, . . . , wrd be two bases of DK(T )
that admit the construction of logarithmic matricesMT,v andMT,w respectively, as
given in §2.2. Consequently, this results in two Coleman maps ColKT,v and Col
K
T,w.
We will study the relation between these two maps.
Let B ∈ GLrd(Zp) be the change of basis matrix satisfying
(10)
(
v1 · · · vrd
)
=
(
w1 · · · wrd
)
B.
Lemma 2.15. The logarithmic matrices for the two bases are related by
BMT,vB
−1 =MT,w.
Proof. Let Cϕ,v and Cvp,w be the matrices of ϕ with respect to the bases v1, . . . , vrd
and w1, . . . , wrd respectively. We decompose the two matrices
Cϕ,v = Cv
(
Ird0 0
0 1pIr(d−d0)
)
and Cϕ,w = Cw
(
Ird0 0
0 1pIr(d−d0)
)
.
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Since the action of ϕ on DK(T ) is semi-linear, (10) implies that BCϕ,vB
−1 = Cϕ,w.
Therefore, we have
B
(
Ird0 0
0 pIr(d−d0)
)
C−1v B
−1 =
(
Ird0 0
0 pIr(d−d0)
)
C−1w .
Let n ≥ 1, it is known that Φpn(ζ) = p for ζ ∈ µpm \ µpn , where m > n. Hence,
B
(
Ird0 0
0 Φpn(1 +X)Ir(d−d0)
)
C−1v B
−1 =
(
Ird0 0
0 Φpn(1 +X)Ir(d−d0)
)
C−1w
as the two sides agree on infinitely many values of X . The lemma now follows
from the construction of the logarithmic matrices. 
Corollary 2.16. The Coleman maps for the two bases are related by
B · ColKT,v = Col
K
T,w.
Proof. We have by 2.14
LKT =
(
v1 · · · vrd
)
·MT,v · Col
K
T,v =
(
w1 · · · wrd
)
·MT,w · Col
K
T,w.
On combining this with (10) and Lemma 2.15, we have(
w1 · · · wrd
)
MT,wB · Col
K
T,v =
(
w1 · · · wrd
)
·MT,w · Col
K
T,w .
Our result now follows from the linear independence of w1, . . . , wrd and the fact
that det(MT,w) 6= 0. 
We now define Coleman maps for any Zp-basis {v1, . . . , vrd} of DK(T ). Let
{w1, . . . , wrd} be another basis that admits the construction of the logarithmic
matrix MT,w. Let B ∈ GLrd(Zp) be the change of basis matrix satisfying the same
equation as (10). We define
(11) MT,v := B
−1MT,wB and Col
K
T,v := B
−1 · ColKT,w.
Then Lemma 2.15 and Corollary 2.16 ensure that these objects are well-defined
(i.e. independent of the choice of w1, . . . , wrd. Furthermore, it is immediate from
Corollary 2.14 that we have the decomposition
(12) LKT (z) =
(
v1 · · · vrd
)
·MT,v · Col
K
T,v(z).
Furthermore, if η is a character modulo p, then Lemma 2.7 implies that
(13) η(MT,v) = Cϕ,v,
where Cϕ,v is the matrix of ϕ with respect to v1, . . . , vrd.
2.5. Images of the Coleman maps. In this section, we will describe the images
of the Coleman maps ColKT (for a fixed basis of DK(T )) at each isotypic component.
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2.5.1. Determinants of Λ-modules. We first recall the definition of the determinant
of a Zp[[X ]]-module as given in [PR94, §3.1.5]. IfM is a finitely generated projective
Zp[[X ]]-module, det(M) is the maximal exterior power of M . More generally, if M
is a finitely generated Zp[[X ]]-module that is not necessarily projective, let
0→Mr → · · · →M1 →M0 →M → 0
be a projective resolution, then det(M) is defined to be
⊗r
i=0 det(Mi)
(−1)i . This
definition is independent of the choice of the projective resolution.
If 0→M1 →M2 →M3 → 0 is a short exact sequence of Λ-modules, then
det(M2) = det(M1)⊗ det(M2).
For example, if M = Zp[[X ]]/fZp[[X ]] where f ∈ Zp[[X ]], then by considering
the exact sequence
0→ fZp[[X ]]→ Zp[[X ]]→ Zp[[X ]]→ 0,
we see that det(M) = f−1Zp[[X ]]. More generally, ifM is a torsion Zp[[X ]]-module,
we see that
charZp[[X]]M = det(M)
−1.
LetM = (f1, . . . , fr) be a Zp[[X ]]-submodule of Zp[[X ]]
⊕r such that Zp[[X ]]
⊕r/M
is Zp[[X ]]-torsion. Write fi = (fi,j)j=1,...,r where fi,j ∈ Zp[[X ]], then det(M) is the
Zp[[X ]]-module generated by the determinant of the r× r matrix whose entries are
given by fi,j .
More generally, if M is a finitely generated Λ-module, we define detΛ(M) to be∑
η
eη · det(M
η)
where the sum runs over all characters of ∆.
2.5.2. Description of the images. Let η be a character modulo p. We shall describe
the η-isotypic component of the image of the Coleman map ColKT .
Lemma 2.17. Let z ∈ H1Iw(K,T ), then
η
(
ColKT,i(z)
)
=
{[
exp∗0(z), (1− ϕ)
−1(pϕ− 1)v′i
]
if η is trivial,
p
τ(η−1)
[∑
σ∈G1
θ−1(σ) exp∗1(z
σ), v′i
]
otherwise.
for i = 1, . . . , rd.
Proof. By Lemma 2.7, η(MT ) = Cϕ. So, Corollary 2.14 implies that
η(LKT (z)) =
(
ϕ(v1) · · · ϕ(vrd)
)
· ColKT (z).
When η is trivial, Lemma 2.8 implies that
(
v1 · · · vrd
)
· η
(
ColKT (z)
)
=
rd∑
i=1
[exp∗0(z), v
′
i] (1− ϕ)(1 − p
−1ϕ−1)−1ϕ−1(vi).
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Since ϕ and p−1ϕ−1 are the adjoints of each other under [∼,∼], the right-hand side
can be rewritten as
rd∑
i=1
[
exp∗0(z), (1− ϕ)
−1(pϕ− 1)v′i
]
vi.
When η is non-trivial, Lemma 2.8 implies that(
v1 · · · vrd
)
· η
(
ColKT (z)
)
=
rd∑
i=1
p
τ(η−1)
[ ∑
σ∈G1
θ−1(σ) exp∗1(z
σ), v′i
]
vi.
Hence the result. 
Lemma 2.18. Let a1, . . . , ard ∈ Zp. We have
∑rd
i=1 aieηCol
K
T,i(z) equal to 0 when
evaluated at X = 0 if either η is the trivial character and
rd∑
i=1
ai(1− ϕ)
−1(1− pϕ)v′i ∈ Fil
0DK(T
∗(1)),
or η is non-trivial and
rd∑
i=1
aiv
′
i ∈ Fil
0DK(T
∗(1)),
Proof. We remark that η(F ) = eη · F |X=0 for any element F ∈ H and
[exp∗(z), w] = 0
for all w ∈ Fil0DK(T ∗(1)) and z ∈ H1(Fn, T ) where n ≥ 0. Therefore, our result
follows from Lemma 2.17. 
We define two Qp-linear maps A,B : Q⊕rdp → DK(T
∗(1))/Fil0DK(T
∗(1)) ⊗ Qp
by setting
(a1, . . . , ard) 7→
rd∑
i=1
ai(1− ϕ)
−1(1− pϕ)v′i mod Fil
0DK(T
∗(1)),
(a1, . . . , ard) 7→
rd∑
i=1
aiv
′
i mod Fil
0 DK(T
∗(1)).
We have the dual maps A∗,B∗ : Fil0DK(T )⊗Qp → Q⊕rdp given by
v 7→(1− ϕ)
(
1−
ϕ
p
)−1
v
v 7→v
on identifying Q⊕rdp with DK(T )⊗Qp via the basis v1, . . . , vrd.
Corollary 2.19. If η is trivial, then Im
(
ColKT
)η
is contained in{
F ∈ Zp[[X ]]
⊕rd : F (0) ∈ Im(A∗)
}
.
If η is non-trivial, then Im
(
ColKT
)η
is contained in{
F ∈ Zp[[X ]]
⊕rd : F (0) ∈ Im(B∗)
}
.
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Proof. Lemma 2.18 tells us that if F ∈ Im
(
ColKT
)η
, then F (0) ∈ ker(A)⊥ (respec-
tively F (0) ∈ ker(B)⊥), where ⊥ denotes the orthogonal complement under the
pairing
Z⊕rdp × Z
⊕rd
p → Zp
((a1, . . . , ard), (b1, . . . , brd)) 7→
rd∑
i=1
aibi.
Hence the result by duality. 
Proposition 2.20. The containments in Corollary 2.19 have finite index.
Proof. By the Colmez-Perrin-Riou reciprocity law, with respect to a Λ-basis of
H1Iw(Qp, Tp(A)) and a Zp-basis of DK(T ), the determinant of LT is, up to a unit
in Λ, (log(1 +X)/p)r(d−d0). By Proposition 2.5, the determinant of MT is, up to a
constant in Z×p , (log(1 +X)/pX)
r(d−d0). Therefore,
det Λ
(
Im
(
ColKT
))
= Xr(d−d0)Λ.
by Corollary 2.14. Note that A and B are surjective and that Fil0D(T ∗(1)) has
rank r(d − d0) over Zp. Thus Im(A∗) and Im(B∗) have rank rd0 and the mod-
ules described in Corollary 2.19 have determinant Xr(d−d0), the quotients of the
containments have trivial determinant. 
Proposition 2.21. Let I ⊂ {1, . . . , rd} be a subset of cardinality k. Let η be a
Dirichlet character modulo p. Define prI be the projection
∑rd
i=1 aivi 7→
∑
i∈I aivi
and define
UηI :=
prI
(
(1− ϕ)
(
1− ϕp
)−1
Fil0DK(T )
)
, if η is trival,
prI
(
Fil0DK(T )
)
, otherwise.
Then, Im
(
⊕i∈ICol
K
T,i
)η
is contained inside
{F ∈ ⊕i∈IZp[[X ]] : F (0) ∈ U
η
I } ,
if we identify DK(T ) with Z
⊕rd
p via our choice of basis. Furthermore, the contain-
ment is of finite index.
Proof. We assume that η is the trivial character in this proof. The other case can
be proved similarly. Let p˜rI : Z
⊕rd
p → ⊕i∈IZp be the natural projection. Then by
Corollary 2.19, Im
(
⊕i∈ICol
K
T,i
)η
is contained in
{F ∈ ⊕i∈IZp[[X ]] : F (0) ∈ p˜rI (Im(A
∗))} .
with finite index. Hence the result by the description of A∗. 
Corollary 2.22. If I and η as above, then Im
(
⊕i∈ICol
K
T,i
)η
is contained in a free
Zp[[X ]]-module, with finite index.
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Proof. Note that UηI is a saturated Zp-module inside ⊕i∈IZp, so there exists a Zp-
basis u1, . . . , uk of ⊕i∈IZp such that u1, . . . , um generates U
η
I for some integer m.
Consider u1X, . . . , umX,um+1, . . . , uk as elements of ⊕i∈IZp[[X ]]. By Nakayama’s
lemma, these elements form a Zp[[X ]]-basis of {F ∈ ⊕i∈IZp[[X ]] : F (0) ∈ U
η
I }. 
Corollary 2.23. Let I ⊂ {1, . . . , rd} be a subset of cardinality k.
(a) Let η be the trivial character. The index of Im
(
⊕i∈ICol
K
T,i
)η
inside Zp[[X ]]
⊕k
is finite if and only if
span((1− ϕ)−1(pϕ− 1)v′i : i ∈ I) ∩ Fil
0DK(T
∗(1)) = 0;
(b) Let η be a Dirichlet character of conductor p. The index of Im
(
⊕i∈ICol
K
T,i
)η
inside Zp[[X ]]
⊕k is finite if and only if
span(v′i : i ∈ I) ∩ Fil
0DK(T
∗(1)) = 0.
Proof. We prove (a) only. The set UηI in the statement of Proposition 2.21 is ⊕i∈IZp
if and only if
(1 − ϕ)
(
1−
ϕ
p
)−1
Fil0DK(T ) + span(vi : i /∈ I) = DK(T ).
Therefore, on taking orthogonal complements, this is equivalent to
span((1 − ϕ)−1(pϕ− 1)v′i : i ∈ I) ∩ Fil
0DK(T
∗(1)) = 0
as we have the elementary formula (U + V )⊥ = U⊥ + V ⊥. 
3. Conjectures
Let F be a number field of degree r where the prime p is unramified. We assume
that F is either a totally real field or a CM field. We fix a rank d continuous
Zp-representation T of GF such that T verifies the hypotheses (H.F.-L.), (H.S.),
(H.Leop) and (H.nA) introduced above.
Furthermore, in order to simplify notation, we set g = [F : Q] × d and define
g+ := dim
(
IndF/Q T ⊗Qp
)+
as above. Set g− = g − g+ and suppose throughout
that g− > 0. Let Dp(T ) be the direct sum ⊕p|pDFp(T ). We assume until the end
that the following form of the Panchishkin condition holds true:
(H.P.) dim
(
Fil0Dp(T )⊗Qp
)
= g− .
Let S be the set of primes of F where T is ramified and those that divide p.
If L is an extension of F , we write GL,S for the Galois group of the maximal
extension of L unramified outside S. Fix until the end an even Dirichlet character
η of ∆ = Gal(Q(µp)/Q).
For i = 1, 2, we define
HiIw,S(F, T ) = lim←−
Hi(GF (µpn ),S , T ).
By [PR95, Proposition 1.3.2], our assumptions on T imply that at each isotypic
component, H2Iw,S(F, T ) is Zp[[X ]]-torsion and H
1
Iw,S(F, T )± is of rank g∓ over
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Λ±. Let f2 ∈ Λ be the characteristic ideal of H2Iw,S(F, T ). We write loc for the
localization map
loc : H1Iw,S(F, T ) −→ H
1
Iw(Fp, T ) :=
⊕
p|p
H1Iw(Fp, T ),
and also for the map induced on the η-isotypic submodule.
3.1. Semi-local decomposition. Consider the map
LFT = ⊕p|pL
Fp
T : H
1
Iw(Fp, T ) −→ H⊗Zp Dp(T ).
We fix a basis v1, . . . , vg for Dp(T ) consisting of a sub-basis {vp,i} of DFp(T ) for
each p|p. Let MT be the g × g block diagonal matrix where the entries are given
by MT |GFp for p|p, where MT |GFp is the logarithmic matrix as constructed in (11).
We write (ColT,i)
g
i=1 for the column vector given by
(
Col
Fp
T
)
p|p
. Then, (12) gives
us the decomposition of Λ-homomorphism
(14) LFT =
(
v1 · · · vg
)
·MT ·
ColT,1...
ColT,g

for some block diagonal matrix MT ∈Mg×g(H), whose entries are all o(log).
Let locp be the localization from H
1
Iw,S(F, T ) to H
1
Iw(Fp, T ). We write Lloc for
the composition LFT ◦ loc.
Definition 3.1. We write Ip for the set of tuples I = (Ip)p|p where each Ip is a
subset of of {1, . . . , [Fp : Qp]d} such that
∑
#Ip = g−. This can be equally regarded
as the set of subsets of {1, . . . , g} of size g−. We shall construct a Selmer group for
each I ∈ Ip, which we conjecture to be Λ-cotorsion.
3.2. Perrin-Riou’s main conjecture.
Definition 3.2. LetB = {v1, · · · , vg} be a Zp-basis of Dp(T ). LetB
′ = {v′1, · · · , v
′
g} ⊂
Dp(T
∗(1)) be its dual basis. The basis B is called admissible if for any I ∈ Ip, we
have
(15) span (v′i : i ∈ I) ∩ Fil
0Dp(T
∗(1)) = 0
and strongly admissible if in addition to (15) we have
span
(
(1− ϕ)−1(pϕ− 1)v′i : i ∈ I
)
∩ Fil0Dp(T
∗(1)) = 0 .
Proposition 3.3. A strongly admissible basis exists.
The proof Proposition 3.3 will be given in Appendix B.
Remark 3.4. We note that the strong admissibility condition would allow us to
apply Proposition 2.21 and conclude as in Corollary 2.23 that the signed Coleman
maps we shall be using are pseudo-surjective onto a free Zp[[X ]]-module.
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For I ∈ Ip, let NI be the Zp-submodule generated by the sub-basis {v′i : i ∈
I}. Perrin-Riou in [PR92] associates NI a height pairing 〈, 〉NI . Since we have
NI ∩ Fil
0 Dp(T
∗(1)) = 0 for I ∈ Ip, the submodule NI is regular in the sense of
[PR95, §3.1.2] if and only if the height pairing 〈, 〉NI is non-degenerate (see also
[Ben14, §2.1]).
Definition 3.5. For the dual motive M∗(1) to M, we let ΩM∗(1),p(I) denote
Perrin-Riou’s p-adic period (given as in [PR95]) associated to the determinant of
〈, 〉NI . When NI is not a regular subspace, this period shall be set to be zero.
Conjecture 3.6. There exists an analytic p-adic L-function
Lp(M
∗(1)) ∈ H+ ⊗ ∧
g−Dp(T )
such that for all even Dirichlet characters θ of conductor pn > 1, we have
θ (Lp(M
∗(1))) =∑
I∈Ip
(
pn
τ(θ−1)
)g−
L{p}(M
∗(1), θ−1, 1)
ΩM(θ)∗(1),p(I)
ΩM(θ)∗(1)(I)
· ϕn
(
∧i∈I vi
)
.
When θ is the trivial character,
(16)
θ (Lp(M
∗(1))) =
∑
I∈Ip
L{p}(M
∗(1), 1)
ΩM∗(1),p(I)
ΩM∗(1)(I)
·(1−ϕ)(1−p−1ϕ−1)−1
(
∧i∈Ivi
)
.
Here, L{p} denotes the L-function with the Euler factors at p removed.
Above ΩM(θ)∗(1)(I) is Deligne’s period so that the quotient
L{p}(M
∗(1),θ−1,1)
ΩM(θ)∗(1)(I)
is
an algebraic number. Fixing an embedding Q →֒ Qp we regard this as an element
of Qp. We also implicitly assert as part of the conjecture above that there is a
choice of a normalization of Deligne’s period amenable to p-adic interpolation.
Remark 3.7. Our interpolation formulae are not quite the ones stated in [PR95,
§4.2] that predict a relation between the leading term of the p-adic L-function and
complex L-values. Rather, we opt for a formulation that is closer to the existing
one for elliptic curves and the one stated in [CPR89].
The main conjecture of Perrin-Riou relates this conjectural p-adic L-function to
the following module.
Definition 3.8. Perrin-Riou’s module of p-adic L-function is defined to be
Iarith(T ) = det Λ (Im(Lloc))⊗ det Λ
(
H2Iw,S(F, T )
)−1
.
Conjecture 3.9 (Perrin Riou’s Main Conjecture). As Λ+-modules, we have
Lp(M
∗(1))Λ+ = Iarith(T )+.
We now study the conjectural p-adic L-function Lp(M∗(1)) further and relate
it to the regulator map of Perrin-Riou via the Kolyvagin systems we construct in
the appendix.
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Definition 3.10. Let Ξ = ξ1∧· · ·∧ ξg− ∈ ∧
g−H1Iw,S(F, T )+ be any element and let
θ be an even Dirichlet character of conductor pn. For I = (Ip)p|p ∈ Ip, we define
M
I
θ(Ξ) :=
([ ∑
σ∈Gn
θ(σ) exp∗n (locp(ξi)
σ) , v′p,j
])
1≤i≤g− , j∈Ip
.
Let K(T ) denote the Λ-module of Kolyvagin determinants, given as in Defini-
tion C.13(ii).
Conjecture 3.11. There exists a (unique) non-zero element c = c1 ∧ · · · ∧ cg− ∈
K(T ) such that
det
(
M
I
θ(c)
)
= L{p}(M
∗(1), θ−1, 1)
ΩM(θ)∗(1),p(I)
ΩM(θ)∗(1)(I)
,
for all I and θ as in Definition 3.10.
We will refer to this conjecture as the reciprocity conjecture for Kolyvagin-
determinants.
Proposition 3.12. For c ∈ K(T ) verifying Conjecture 3.11, Lloc(c) satisfies the
interpolation properties given in Conjecture 3.6.
Proof. This follows from Lemmas 2.8 and 3.20. 
Remark 3.13. Note that we have only considered the interpolation problem for the
twists of the motive M∗(1) by even characters θ of Γ. One can also formulate a
conjecture for odd characters, for which one needs to replace everywhere g− by g+
(and vice-versa). Note also that upon studying the motive M⊗ ω (where ω is the
Teichmu¨ller character) in place of M, one may reduce the consideration for odd
characters to the case of even characters.
If M is a Λ-module such that Mη is Zp[[X ]]-torsion for all even characters of η,
we define the characteristic ideal
charΛ+M+ :=
∑
η
eη · charZp[[X]]M
η
where the sum runs over all even characters of ∆.
Proposition 3.14. If Conjecture 3.11 holds, then Conjecture 3.9 is equivalent to
the assertion that
(17) charΛ+
(
H2Iw,S(F, T )+
)
= charΛ+
(
H1Iw,S(F, T )+/(c1, . . . , cg−)
)
.
Proof. For any non-zero element c = c1 ∧ · · · ∧ cg− ∈ ∧
g−H1Iw,S(F, T )+, we write fc
for a generator of charΛ+H
1
Iw,S(F, T )+/(c1, . . . , cg−). Therefore, we have
e+ · Iarith(A) = f2f
−1
c · Lloc(c) · Λ+
for any non-trivial c. If furthermore
Lloc(c) = Lp(M
∗(1)),
the result follows immediately. 
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3.3. Bounded p-adic L-functions. Throughout, we assume that Conjecture 3.11
holds. Let c = c1 ∧ · · · ∧ cg− be the element verifying the conjecture.
Definition 3.15. For I ∈ Ip, we define
Col
I
T : H
1
Iw(Fp, T )→ Λ
⊕g−
z 7→ ⊕i∈IColT,i(z)
and H1I (Fp, T ) is defined to be the kernel of Col
I
T .
Lemma 3.16. For I ∈ Ip and a character η modulo p, there exists an integer
n(I, η) ≥ 0 such that
det
(
Im
(
Col
I
T
)η)
= Xn(I,η)Zp[[X ]].
If the basis of Dp(T ) that determines Col
I,η
T as in (14) is strongly admissible in the
sense of Definition 3.2, then we may take n(I, η) = 0.
Proof. This follows from Proposition 2.21 and Corollary 2.23. 
To simplify notation we sometimes will write Col
I
T (ci) in place of Col
I
T (loc(ci))
for 1 ≤ i ≤ g−.
Definition 3.17. For each I ∈ Ip, we define the p-adic L-function LI(M
∗(1)) to
be det
(
Col
I
T (ci)
)
.
Lemma 3.18. We have
det
(
Im
(
Col
I
T
)/
spanΛ
{
Col
I
T (ci)
}g−
i=1
)η
=
(
LI(M
∗(1))η/Xn(I,η)
)
· Zp[[X ]]
for some integer n(I, η) ≥ 0. If the basis of Dp(T ) that determines Col
I,η
T is strongly
admissible then we may take n(I, η) = 0.
Proof. This follows at once from Lemma 3.16 using the fact that taking det is
compatible with exact sequences. 
The following results explain how these functions are related to complex L-values
and Perrin-Riou’s p-adic L-functions.
Proposition 3.19. Let C be the matrix of (1 − ϕ)−1(pϕ − 1) with respect to the
basis v′1, . . . , v
′
g. Let η be a character on ∆ and I ∈ Ip, then
η
(
LI(M
∗(1))
)
=
L{p}(M
∗(1), 1)
∑
J∈Ip
CI,J
ΩM∗(1),p(J)
ΩM∗(1)(J)
if η is trivial,(
pn
τ(η−1)
)g−
L{p}(M
∗(1), η−1, 1)
ΩM(η)∗(1),p(I)
ΩM(η)∗(1)(I)
otherwise,
where CI,J is the determinant of the g−×g− submatrix of C whose entries correspond
to the elements of I and J .
Proof. When η is trivial, we have from Lemma 2.17 the formula
η
(
LI(M
∗(1))
)
= det
([
exp∗0(ξi), (1− ϕ)
−1(pϕ− 1)v′p,j
])
.
So, we may expand (1− ϕ)−1(pϕ− 1) by the matrix C and obtain the first part of
the proposition using Definition 3.10.
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When η is non-trivial, this follows immediately from Lemma 2.17 and Defini-
tion 3.10. 
Lemma 3.20. Let R be a commutative ring. Let M and M ′ be two R-modules,
with a homomorphism F : M → M ′ of Λ-modules. Let m ≤ n be integers. Fix
a1, . . . , am ∈M and b1, . . . , bn ∈M ′ with
F (ai) =
n∑
j=1
ri,jbj
for i = 1, . . . ,m. Then
F (a1 ∧ . . . ∧ am) =
∑
j1<···<jm
det(rj1,...,jm) bj1 ∧ · · · ∧ bjm
where rj1,...,jm is the m×m matrix whose (k, l)-entry is given by rk,jl .
Proof. This is standard multi-linear algebra. 
Theorem 3.21. For I, J ∈ Ip, let M
I,J
T be the g−×g− the submatrix of MT whose
entries correspond to the elements of I and J . Then there is a decomposition
Lp(M
∗(1)) =
∑
I,J∈Ip
∧i∈Ivi det(M
I,J
T )LJ(M
∗(1)).
Proof. Let the (j, k)-entry of MT be mj,k. Recall that (14) says that
Lloc(ci) =
∑
1≤j,k≤g
vjmj,kColT,k(ci)
for 1 ≤ i ≤ g−. Hence by Lemma 3.20, we have
∧
g−
i=1Lloc(ci) =
∑
I∈Ip
∧i∈Ivi det
(
g∑
k=1
mj,kColT,k(ci)
)
j∈I,1≤i≤g−
·
=
∑
I∈Ip
∧i∈Ivi
∑
J∈Ip
det(mj,k)j∈I,k∈J · det(ColT,k(ci))k∈J,1≤i≤g−
as required. 
3.4. Modified Selmer groups. We now define modified Selmer groups using the
Coleman maps Col
I
T .
Lemma 3.22. For any subset {i1, . . . , ik} of the set {1, . . . , g}, the Λ-module⋂k
j=1 kerColij is torsion-free of rank g − k.
Proof. Recall that the Λ-torsion submodule of H1Iw(Fp, T ) is isomorphic to the
module H0(F (µp∞)p, T ), which is trivial since we assumed (H.nA). It follows that
the Λ-module H1Iw(Fp, T ) is torsion-free.
By Proposition 2.20, Im
(
⊕kj=1Colij
)
has rank k over Λ. But H1Iw(Fp, T ) is of
rank g over Λ thus ker
(
⊕kj=1Colij
)
=
⋂k
j=1 kerColij has rank g − k over Λ. 
Corollary 3.23. (a) For each I ∈ Ip, the torsion-free Λ-module H1I (Fp, T )
has rank g+.
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(b)
g⋂
i=1
kerColi = 0.
Lemma 3.24. Let W be (a torsion-free) Λ-submodule of H1Iw(Fp, T ) generated by
at most g− elements. Then there is an I ∈ Ip such that
W ∩H1I (Fp, T ) = 0 .
Proof. Assume contrary that
W ∩H1I (Fp, T ) 6= 0
for any I ∈ Ip. We prove by induction on 0 ≤ k ≤ g+ that for every subset J of
{1, · · · , g} of size g− + k, there is an non-zero element
0 6= wJ ∈ W ∩
(⋂
i∈J
kerColi
)
.
When k = 0, this is the hypothesis of the lemma. Assume its truth for k =
n < g+ and consider J = {i1, · · · , ig−+n+1} ⊂ {1, · · · , g}. Set Js = J\{is} for
s = 1, · · · , g−+n+1 and choose using the induction hypothesis a non-zero element
zs ∈W∩
(⋂
i∈Js
kerColi
)
. As the Λ-moduleW is generated by at most g− elements,
it follows that {zs}
g−+n+1
s=1 verifies a non-trivial relation
b1z1 + b2z2 + · · ·+ bg−+n+1zg−+n+1 = 0,
where bi ∈ Λ. Let s0 ∈ {1, · · · , g− + n + 1} be the smallest index such that
bs0 6= 0. Then observe that bs0zs0 is non-zero since W is torsion free and bs0zs0 ∈
span{zi}i6=s0 ⊂ kerColis0 , where the latter containment is due to our choice of the
elements zj ’s. On the other hand, bs0zs0 ∈
⋂
s6=s0
kerColis by the choice of zs0 ,
hence
0 6= bs0zs0 ∈ kerCols0 ∩
 ⋂
s6=s0
kerColis
 = ⋂
i∈J
kerColi ,
as desired. Now this shows (for k = g+) that
W ∩
(
g⋂
i=1
kerColi
)
6= 0 ,
contradicting Corollary 3.23(b). 
Proposition 3.25. There is an I ∈ Ip such that
loc
(
H1Iw,S(F, T )+
)
∩H1I (Fp, T )+ = {0}.
Proof. This is immediate from Lemma 3.24 by settingW = loc
(
H1Iw(F, T )+
)
, since
we assumed the weak Leopoldt conjecture. 
Let T † = T ∗ ⊗ µp∞ denote the Cartier dual of T . The standard Selmer group
Sel(T †/F (µp∞)) is defined to be
Sel(T †/F (µp∞)) := ker
(
H1(F (µp∞), T
†)→
⊕
v
H1(F (µp∞)v, T
†)
H1f (F (µp∞)v, T
†)
)
.
We shall modify the conditions at primes above p using our Coleman maps.
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Fix I ∈ Ip. By local Tate duality, there is a pairing
(18) H1Iw(Fp, T )×H
1(F (µp∞)p, T
†)→ Qp/Zp
where H1(F (µp∞)p, T
†) denotes
⊕
p|pH
1(F (µp∞)p, T
†).
Define H1I (F (µp∞)p, T
†) to be the orthogonal complement of H1I (Fp, T ) under
the pairing (18).
Definition 3.26. We define the I-Selmer group SelI(T
†/F (µp∞)) to be
ker
H1(F (µp∞), T †) −→⊕
v∤p
H1(F (µp∞)v, T
†)
H1f (F (µp∞)v, T
†)
⊕
H1(F (µp∞)p, T
†)
H1I (F (µp∞)p, T
†)
 .
Remark 3.27. Let A/Q be an abelian variety of dimension g and A∨ denote its
dual abelian variety. Throughout this remark we set T = Tp(A), the p-adic Tate
module of A. In this case, we have for the local conditions that determine the
standard Selmer group that
H1f (Qp(µp∞), T
†) = A∨ (Qp(µp∞)) .
When A has good ordinary reduction at p, the Λ-module A∨ (Qp(µp∞)) has corank
g by the main result of [Sch87] and Sel(A∨/Q(µp∞)) is predicted to be Λ-cotorsion.
In the supersingular case, however, the module A∨ (Qp(µp∞)) has Λ-corank 2g,
thus Sel(A∨/Q(µp∞)) has corank at least g. In the definition above we replace the
local conditions A∨ (Qp(µp∞)) that appear in the definition of the standard Selmer
group by a corank-g submodule and conjecture that the resulting Selmer groups are
Λ-cotorsion.
Proposition 3.28. For I ∈ Ip verifying the conclusion of Proposition 3.25 the
Λ+-module SelI(T
†/F (µp∞))+ is cotorsion.
Proof. It follows from our choice of I and Poitou-Tate global duality that we have
an exact sequence
(19)
0→ H1Iw,S(F, T )+ →
H1Iw(Fp, T )+
H1I (Fp, T )+
→ SelI(T
†/F (µp∞))
∨
+ → H
2
Iw,S(F, T )+ → 0
The Λ+-module H
2
Iw,S(F, T )+ is torsion whereas the Λ+-module H
1
Iw,S(F, T )+ has
Λ+-rank g− by the weak Leopoldt conjecture that we assume. Proposition follows
by counting Λ+-ranks in the sequence (19). 
Remark 3.29. We expect that the Λ+-module SelI(T
†/F (µp∞))+ is cotorsion for
every I ∈ Ip. However, we are able to verify this guess (assuming weak Leopoldt
conjecture for T ) for only one I. This is fortunately sufficient for our purposes.
The following statement will be referred as the I-main conjecture. We shall verify
that its truth for a single I ∈ Jp is equivalent to the η-isotypic part of Perrin-Riou’s
main Conjecture 3.9.
Conjecture 3.30. Let I ∈ Ip and η an even Dirichlet character of conductor p.
Then
charZp[[X]]SelI(T
†/F (µp∞))
∨,η =
(
LI(M∗(1))η
Xn(I,η)
)
Zp[[X ]],
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where n(I, η) is the integer as given by Lemma 3.16.
Theorem 3.31. Assume the truth of the Explicit Reciprocity Conjecture 3.11 for
the module of Kolyvagin-determinants. For every even Dirichlet character η of
∆, the η-part of Conjecture 3.9 is equivalent to Conjecture 3.30 for every I ∈ Ip
verifying the conclusion of Proposition 3.25.
Proof. Recall the Poitou-Tate exact sequence (19):
0→ H1Iw,S(F, T )
η →
H1Iw(Fp, T )
η
H1I (Fp, T )
η
→ SelI(T
†/F (µp∞))
∨,η → H2Iw,S(F, T )
η → 0 .
Note that the left-most injection follows from the choice of I. The second term
in (19) is isomorphic to Im
(
Col
I
T
)η
, which is described by Proposition 2.21.
Let c = c1∧· · ·∧cg− be the element given by Conjecture 3.11. The exact sequence
(19) then yields the following exact sequence:
0 −→ H1Iw,S(F, T )
η/
(
spanΛ{ci}
g−
i=1
)η
−→ Im
(
Col
I
T
)η/(
spanΛ
{
ColI(ci)
}g−
i=1
)η
−→ SelI(T
†/F (µp∞))
∨,η −→ H2Iw,S(F, T )
η −→ 0.
We therefore conclude
det
(
H1Iw,S(F, T )
η/
(
spanΛ{ci}
g−
i=1
)η)
⊗ det
(
SelI(T
†/F (µp∞))
∨,η
)
=
det
(
Im
(
Col
I
T
)η/(
spanΛ
{
ColI(ci)
}g−
i=1
)η)
⊗ det
(
H2Iw,S(F, T )
η
)
,
which can be rewritten as
eη · f
−1
c det
(
SelI(T
†/F (µp∞))
∨
)
= eη · det
(
Im
(
Col
I
T
)/
spanΛ
{
ColI(ci)
}g−
i=1
)
f−12 .
By Proposition 3.14, it follows that Conjecture 3.9 is equivalent to
det
(
SelI(T
†/F (µp∞))
∨,η
)
= det
(
Im
(
Col
I
T
)η/(
spanΛ
{
ColI(ci)
}g−
i=1
)η)
.
Hence we are done by Lemma 3.18. 
Theorem 3.32. Suppose that the representation T verifies the hypotheses (H1)-
(H4) of [MR04, §3.5] and assume the truth of Conjecture 3.11. Then following
containment
Lp(M
∗(1))Λ+ ⊂ Iarith(T )+.
in the statement of Perrin-Riou’s Main Conjecture 3.9 holds true.
Proof. Choose I ∈ Ip verifying the conclusion of Proposition 3.25. Let η be an even
character of ∆. In what follows we will freely borrow notation and concepts from
Appendix C. Let κ ∈ KS(T ⊗ η−1,FL,PX) be any generator of the module Λ(p)-
adic Kolyvagin systems and κ1 ∈ H1FL(F,T ⊗ η
−1) denote its initial term. Recall
that Λ(p) = Zp[[Γ]] and Γ is the Galois group of the cyclotomic Zp-tower, so that
Λ(p) ∼= Zp[[X ]]. Poitou-Tate global duality yields an exact sequence
0 −→ H1FL(F,T ⊗ η
−1)/Λ · κ1
loc
−→
H1FL(Fp,T⊗ η
−1)
H1I (Fp, T )
η + Λ(p) · loc(κ1)
−→ SelI(T
†/F (µp∞))
∨,η −→ H1F∗
L
(F,T† ⊗ η)∨ −→ 0
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We then have
char
(
SelI(T
†/F (µp∞))
∨,η
)
= char
(
H1FL(Fp,T⊗ η
−1)
H1I (Fp, T )
η + Λ(p) · loc(κ1)
)
=
Col
I,η
T (loc(κ1))
Xn(I,η)
· Λ(p)
⊃
det
(
Col
I,η
T (ci)
)
Xn(I,η)
· Λ(p)
=
(
LI(M
∗(1))η
Xn(I,η))
)
· Λ(p)
where
• the first equality follows from Theorem C.4(iii),
• the second using the fact that ColI,ηT is injective (by very definitions) on the
quotient H1FL(Fp,T⊗ η
−1)/H1I (Fp, T )
η, has pseudo-null cokernel by Prop-
sition 2.21, and by fixing a generator of L,
• the third using the fact that c ∈ K(T ) and the commutativity of the dia-
gram (27),
• and finally the last by Lemma 3.18 and the fact that we have chosen of our
Coleman maps relative to a strongly admissible basis.
This verifies the containment
(20)
(
LI(M
∗(1))η
)
Zp[[X ]] ⊂ charZp[[X]]SelI(T
†/F (µp∞))
∨,η
in the statement of Conjecture 3.30. We conclude the proof of the theorem on using
(20) together with the proof of Theorem 3.31. 
Remark 3.33. See [BL15] for an example where we deduce an explicit version of
Theorem 3.32. In loc.cit., we study more closely the motive attached to the Hecke
character associated to a CM abelian variety that has supersingular reduction at all
primes above p. In this particular case, the hypotheses (H1)-(H4) of [MR04, §3.5],
(H.F.-L.), (H.S.), (H.P.) and (H.nA) hold true.
Appendix A. An alternative approach using Wach modules
In [LLZ10] and [LLZ11], we showed that the theory of Wach modules can be
used to study the Iwasawa theory of p-adic representations. The key is to find an
explicit basis for the Wach module. In this appendix, we show that the construction
of the logarithmic matrix MT in §2.2 can be modified to construct an explicit basis
for the Wach module N(T ) of T . Here T is as defined in §2.2, satisfying (H.F.-L.)
and (H.S.).
Let A+K = OK [[π]], which is equipped with the usual semi-linear actions by Γ
and ϕ (see for example [Ber04]). We write q = ϕ(π)/π.
Definition A.1. A Wach module with weights in [a; b] is a finitely generated free
A+K-module M such that
(1) It is equipped with a semi-linear action by Γ that is trivial modulo π;
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(2) There is a semi-linear map ϕ :M [π−1]→M [ϕ(π)−1] such that ϕ(πbM) ⊂
πbM and qb−aϕ(πbM) ⊂ πbM ;
(3) The actions of Γ and ϕ commute.
A Wach module N is equipped with a filtration
FiliN = {x ∈ N : ϕ(x) ∈ qiN}.
Let v1, . . . , vd be OK -basis of DK(T ) such that v1, . . . , vd0 generate Fil
0DK(T ).
Let Cϕ be the matrix of ϕ with respect to this basis. As in §2.2,
Cϕ = C
(
Ir0 0
0 1pIr−r0
)
for some C ∈ GLd(OK).
Definition A.2. For n ≥ 1, we define
Pn = C
(
Ir0 0
0 1ϕn−1(q)Ir−r0
)
and M ′n = (Cϕ)
n P−1n · · ·P
−1
1 .
Proposition A.3. The sequence of matrices {M ′n}n≥1 converges entry-wise with
respect to the sup-norm topology on B+rig,K . If M
′
T denotes the limit of the sequence,
each entry of M ′T are o(log). Moreover, det(M
′
T ) is, up to a constant in O
×
K , equal
to
(
log(1+π)
π
)g
.
Proof. The proof is the same as that for Proposition 2.5. 
Definition A.4. For each γ ∈ Γ, define a matrix Gγ = (M ′T )
−1 · γ (M ′T ).
We shall show that Gγ is a matrix defined over A
+
K . Let us first prove the
following lemma.
Lemma A.5. Let Mr×r(A
+
K) be the set of r× r matrices that are defined over A
+
K .
(a) P1 · γ
(
P−11
)
∈ I + πMr×r(A
+
K);
(b) If M ∈ I + πMr×r(A
+
K), then P1 · ϕ(M) · γ(P
−1
1 ) ∈ I + πMr×r(A
+
K).
Proof. For (a), we have P1 ·γ(P
−1
1 ) = C
(
Ir0 0
0 γ·qq Ir−r0
)
C−1 and γ·qq ∈ 1+πA
+
K ,
hence the result.
Let M = I + πN , then
P1 · ϕ(M) · γ(P
−1
1 ) = P1γ
(
P−11
)
+ π
(
qP1 · ϕ(N) · γ
(
P−11
))
since ϕ(π) = πq. Both qP1 and P
−1
1 are defined over A
+
K , so (b) follows from
(a). 
Proposition A.6. For all γ, the matrix Gγ is an element of I + πMr×r(A
+
K).
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Proof. Since Gγ = limn→∞ (M
′
n)
−1 · γ (M ′n), it is enough to show that (M
′
n)
−1 ·
γ (M ′n) is in I + πMr×r(A
+
K) for all n. Let us show this by induction.
We have for all n
(21) (M ′n)
−1
· γ (M ′n) = P1 · · ·Pnγ(P
−1
n ) · · · γ(P
−1
1 ).
Hence, the claim for n = 1 is Lemma A.5(a).
By definition, Pn = ϕ
n−1(P1), so we have for n ≥ 2
(M ′n)
−1
· γ (M ′n) = P1 · ϕ
(
(M ′n)
−1
· γ (M ′n)
)
· γ(P−11 ).
Hence, the inductive step is simply Lemma A.5(b). 
Lemma A.7. For all γ, we have the matrix identity
P1 · ϕ(Gγ) = Gγ · γ(P1).
Proof. By (21) and the fact that Pn = ϕ
n−1(P1), we have
P1 · ϕ
(
(M ′n)
−1
· γ (M ′n)
)
= P1 · · ·Pn+1γ(P
−1
n+1 · · ·P
−1
2 )
and (
(M ′n)
−1
· γ (M ′n)
)
· γ(P1) = P1 · · ·Pnγ(P
−1
n · · ·P
−1
2 ).
In other words,
P1 · ϕ
(
(M ′n)
−1
· γ (M ′n)
)
=
((
M ′n+1
)−1
· γ
(
M ′n+1
))
· γ(P1)
Hence the result follows on taking n→∞. 
Definition A.8. We define a free A+K-module NCϕ of rank r, with basis n1, . . . , nr.
With respect to this basis, we equip NCϕ with a semi-linear action by Γ, which is
given by the matrix Gγ (well-defined by Proposition A.6) and a semi-linear map
ϕ : NCϕ [π
−1]→ NCϕ[ϕ(π)
−1], which is given by the matrix P1.
Proposition A.9. The module NCϕ is a Wach module with weights in [0; 1].
Proof. By Proposition A.6, the action of Γ on NCϕ is trivial modulo π.
Since P1 ∈ 1/qMr×r(A
+
K), we have
ϕ
(
πNCϕ
)
∈ πNCϕ and qϕ
(
NCϕ
)
⊂ πbNCϕ.
Finally, by Lemma A.7, the actions of Γ and ϕ commute, so we are done. 
Theorem A.10. As Wach modules, NCϕ is isomorphic to N(T ). Furthermore,(
v1 · · · vr
)
M ′T =
(
n1 · · · nr
)
.
Proof. In order to show that NCϕ
∼= N(T ), it is enough to show that
(22) DK(T ) ∼= NCϕ mod π
as filtered ϕ-module by [Ber04, The´orm`e III.4.4].
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By definition P1 ≡ Cϕ mod π, so the actions of ϕ agree on the two sides of (22).
For the filtration, we have
FiliNCϕ =

NCϕ i ≤ −1(⊕
1≤j≤r0
A+K · nj
)
⊕
(⊕
r0+1≤j≤r
A+K · πnj
)
i = 0(⊕
1≤j≤r0
A+K · π
inj
)
⊕
(⊕
r0+1≤j≤r
A+K · π
i+1nj
)
i ≥ 1
.
Since Fil0D(Tp(A)) is generated by v1, . . . , vr0 , we see that the filtrations on the
two sides of (22) as well.
By [Ber04, §II.3],
(23)
(
v1 · · · vr
)
M =
(
n1 · · · nr
)
.
for some matrix M ∈ I + πMr×r(B
+
rig,K). For any γ ∈ Γ,(
v1 · · · vr
)
γ(M) =
(
n1 · · · nr
)
Gγ .
Therefore, Gγ =M ·γ(M−1) =M ′T ·γ (M
′
T )
−1
. But M ′T ∈ I+πMr×r(B
+
rig,K) also.
Hence,
M · (M ′T )
−1
∈
(
I + πMr×r(B
+
rig,K)
)Γ
.
This implies that M =M ′T as required. 
We now use the theory of Wach modules to prove an integrality result that is used
in the main part of the article. Recall from [LLZ10, §3.1] and [LLZ11, §3.1] that for
any x ∈ N(T )ψ=0, we have (1−ϕ)x ∈ (ϕ∗N(T ))ψ=0 ⊂ B+rig,K⊗DK(T ). Furthermore,
we have a OK⊗Λ-basis for (ϕ∗N(T ))ψ=0 of the form (1+π)ϕ(n1), . . . , (1+π)ϕ(nr)
Lemma A.11. Let x ∈ N(T )ψ=1, then (1 ⊗ ϕ−n−1) ◦ (1 − ϕ)x is congruent to an
element of (A+K)
ψ=0 ⊗ DK(T ) modulo ϕn+1(π)B
+
rig,K ⊗ DK(T ).
Proof. By [LLZ10, Lemma 3.3], there exists x1, . . . , xd ∈ (A
+
K)
ψ=0 such that
(1− ϕ)x =
r∑
i=1
xi(1 + π)ϕ(ni) =
(
v1 . . . vr
)
· Cϕ · (1 + π)ϕ(M) ·
x1...
xd
 .
Note that we have abused notation to write vi · (⋆) for (⋆)⊗ vi ∈ B
+
rig,K ⊗ DK(T ).
Thus, on applying (1 ⊗ ϕ−n−1), we have
(1⊗ ϕ−n−1) ◦ (1− ϕ)x =
(
v1 . . . vr
)
· C−nϕ · ϕ(M) ·
x1...
xd
 .
Therefore, it is enough to show that C−nϕ · ϕ(M) is congruent to some element in
A+K modulo ϕ
n+1(π)B+rig,K .
If we apply ϕ to the equation (23), we have the relation
M = Cϕ · ϕ(M) · P
−1.
Since M ≡ I mod π, we have M ≡ Cϕ · P−1 modulo π. On iterating, we have
M ≡ Cnϕ · ϕ
n−1(P−1) · · ·P−1 mod ϕn(π),
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which implies that
ϕ(M) ≡ Cnϕ · ϕ
n(P−1) · · ·ϕ(P−1) mod ϕn+1(π).
Recall that P−1 is defined over A+K , hence we are done. 
Appendix B. Linear Algebra: Proof of Proposition 3.3
The goal of this appendix is to provide a proof of Proposition 3.3.
Lemma B.1. Let W be a free Zp-module of rank d and let W
′ be a free, rank d− 1
direct summand of W . Then the collection {W ′ + Zp · v : v ∈W} of submodules of
W is totally ordered (with respect to inclusion).
Proof. This follows from the fact that the quotient W/W ′ is a free Zp-module of
rank one. 
Lemma B.2. Let W be as in the previous lemma. Let D be a finite collection of
rank d − 1 direct summands of W and let W0 = ∪DW ′ be their union. For any
k ∈ Z+ we have,
pkW ∪W0 6=W.
Proof. Choose any element w = w0 ∈ W −W0 (such an element clearly exists).
If w0 6∈ pkW , we are done, otherwise write w0 = pkw1. Observe that w1 6∈ W0
(as otherwise, w0 would be an element of W0 as well). Now if w1 6∈ pkW , we are
done again. Otherwise we may continue with this process, which eventually has to
terminate. 
Lemma B.3. For
(
a b
c d
)
∈ GL2(Zp), the set
{
ax+by
cx+dy : x, y ∈ Z
×
p
}
has infinite
cardinality.
Proof. Since
(
a b
c d
)
∈ GL2(Zp), either c 6= 0 or d 6= 0; say the first holds true.
Note that
ax+ by
cx+ dy
=
a
c
−
(ad− bc)/c
cx+ dy
, and ad − bc 6= 0 and that cx + dy takes on
infinitely many values as x, y ∈ Z×p vary. 
Lemma B.4. LetW , D andW0 be as in Lemma B.2. LetW1,W2 ∈ D and suppose
v1, v2 ∈W −W0 verify
W1 ⊕ Zp · v1 =W =W2 ⊕ Zp · v2 .
There one can choose α, β ∈ Zp so that
(a) v = αv1 + βv2 ∈W −W0,
(b) W1 ⊕ Zp · v =W2 ⊕ Zp · v =W .
Proof. Fix a basis B1 of W1 and B2 of W2. Let x1 be the v2-coordinate of v1 with
respect to the basis B2 ∪ {v2} and x2 be the v1-coordinate of v2 with respect to
the basis B1 ∪ {v1}. We may assume without loss of generality that vp(xi) > 0 for
i = 1, 2, as otherwise, say in case vp(x1) = 0, it would follow that span (B2, v1) =
span (B2, x1 · v2) = W and thus the choice α = 1 and β = 0 (thus v = v1) would
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work. Let X =
(
x1 1
1 x2
)
and let Y =
(
a b
c d
)
∈ GL2(Zp) be such that
Y X = 1 (such Y exists since det(X) ∈ Z×p thanks to our running hypothesis).
Consider W0 ∩ span (v1, v2). Since v1 6∈ W0, it follows that this intersection is
a finite union of Zp-lines, say spanned by {αiv1 + βiv2}
d
i=1 (with αi, βi ∈ Zp). Let
X = {αi/βi : βi 6= 0}, note that it is a finite subset of Qp. Use Lemma B.3 to
choose x, y ∈ Z×p such that
ax+by
cx+dy 6∈ X. Set α = ax + by and β = cx + dy. Note
that we have by definitions
Y
[
x
y
]
=
[
α
β
]
,
or equivalently that
(24)
(
x1 1
1 x2
)[
α
β
]
= X
[
α
β
]
=
[
x
y
]
.
Observe that v := αv1+βv2 6∈W0 (as α/β 6∈ X), so v satisfies (a). Furthermore,
v = αv1 + βv2 ≡ (αx1 + β) · v2 = x · v2 mod W2
and
v ≡ (α+ βx2) · v1 = y · v1 mod W1
We therefore conclude (using the fact x, y ∈ Z×p ) that
span (W1, v) = span (W1, y · v1) = span (W1, v1) =W ,
and
span (W2, v) = span (W2, x · v2) = span (W1, v2) =W ,
which proves that v verifies (b) as well. 
Lemma B.5. LetW be as in the previous lemma and let {w1, . . . , wd} be a given ba-
sis ofW . For any non-negative integer k, one can find elements {wd+1, . . . , wd+k} ⊂
W so that for any I ⊂ {1, . . . , d+ k} of size d, the set {wj}j∈I spans W .
Proof. We prove the lemma by induction on k. When k = 0, the assertion is clear
and suppose that k ≥ 1 we have found a set {wd+1, . . . , wd+k−1}. Let S denote the
collection of subsets of 1, . . . , d+ k − 1 of size d − 1 and let D = {span ({wi}i∈S) :
S ∈ S} be a set of free, rank d − 1 direct summands of W . Set W0 = ∪DW ′,
observe that W0 is a proper subset of W . For any w ∈ W −W0 and S ∈ S, the
submodule span ({w} ∪ {wi}i∈S) of W is of finite index. Fix S ∈ S and define
WS := span (wi : i ∈ S) .
We first prove that there is an element vS ∈W −W0 such that
(25) WS + Zp · vS =W.
Indeed, pick any w ∈ W −W0. If WS + Zp · w = W , we are done. Otherwise we
may use Lemma B.2 to choose w1 ∈W − (WS + Zp · v ∪W0), for which we have
WS + Zp · w1 )WS + Zp · w .
This process has to terminate and when it does, we have found the desired vS
satisfying (25).
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Using Lemma B.4 iteratively, one obtains an element v ∈ W −W0 such that
WS + Zp · v =W
for every S ∈ S. We set wd+k := v. 
Proof of Proposition 3.3. Let B = {v1, · · · , vg− , wg−+1, . . . , wg} be any Zp-basis of
Dp(T ) such that {v1, · · · , vg−} forms a basis of Fil
0Dp(T ). Form the dual basis
B′ = {v′1, · · · , v
′
g− , w
′
g−+1, · · · , w
′
g} ⊂ Dp(T
∗(1)).
Consider the free Zp-module W := Dp(T
∗(1))/Fil0Dp(T
∗(1)) of rank g− and for
an element v ∈ Dp(T ∗(1)), let v¯ denote its image in W . It is easy to see that
{v¯′1, · · · , v¯
′
g−} forms a basis of W . Use Lemma B.5 (with d = g− and k = g+) to
obtain a set {v¯′1, · · · , v¯
′
g} such that for any I ∈ Ip,
span (v¯′i : i ∈ I) =W.
One can lift the set {v¯′1, · · · , v¯
′
g} to a basis B
′
ad = {v
′
1, · · · , v
′
g} of Dp(T
∗(1)) and
the basis Bad dual to B
′
ad gives us an admissible basis of Dp(T ) completes the first
part of the proof.
The proof of that a strongly admissible basis exists is similar and we only provide
a sketch of its proof after inverting p. The technical details to conclude integral
version of this result are identical to the arguments above we have assembled in the
course of deducing the first part regarding admissibility. To ease notation, let V =
Dp(T
∗(1))⊗Qp andW = Fil
0Dp(T
∗(1))⊗Qp. Set also T = (1−ϕ)−1(pϕ− 1) and
W ′ = T −1(W)⊗Qp ; note that T is invertible thanks to our running assumptions.
Set r = dimW = W ′ and r + s = dimV . We choose a basis {v′i} inductively as
follows:
• Choose any v1 /∈ W ∪W ′.
• For k ≤ s− 1, if we have chosen v′1, · · · , v
′
k, choose v
′
k+1 ∈ V as any vector
so that
v′k+1 /∈ (span(v
′
i : 1 ≤ i ≤ k) +W) ∪ (span(v
′
i : 1 ≤ i ≤ k) +W
′) .
Note that we can do this as on the we have a union of two hyperplanes of
dimension k + r < r + s.
• For any 0 ≤ k < s, suppose we have chosen Bk = {v′1, · · · , v
′
s+k} in a way
that
span
(
v′ij : ij ∈ I
)
∩ (W ∪W ′) = 0
for every subset I ⊂ {1, · · · , s + k} of size s. (The first two steps will get
us to this step with k = 0.)
Let I(s−1) denote all subsets of I ⊂ {1, · · · , s+ k} of size s− 1 and let
V (s−1) =
⋃
J∈I(s−1)
span
(
vij : ij ∈ J
)
.
This is a finite union of hyperplanes of dimension s − 1. Now choose
v′s+k+1 ∈ V to be any element verifying
v′s+k+1 /∈
(
W + V (s−1)
)
∪
(
W ′ + V (s−1)
)
.
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Note that the right side is a union of finitely many hyperplanes of di-
mension r + s − 1 so an element v′s+k+1 does indeed exist. Set Bk+1 =
{v′1, · · · , v
′
s+k+1} .
It is now easy to verify that the set Bs is a strongly admissible basis. 
Appendix C. Coleman-adapted Kolyvagin systems
Throughout this Appendix, let F be a totally real or a CM field as above. Let O
be the ring of integers of a finite extension Φ of Qp, with maximal ideal m, residue
field k and uniformizer ̟. Let T be a GF -stable O-lattice inside Mp(η
−1), the
twist of the the p-adic realization of a motive M (of the sort considered in the
main body of this article) by an even Dirichlet character η of ∆. Then T is a free
O-module of finite rank which is equipped with a continuous GF -action unramified
outside a finite set of places Σ of F . Set T = T/mT . We assume that all places
of F at infinity and above p are contained in Σ. We assume that T verifies the
hypotheses (H1)-(H4) of [MR04, Section 3.5] as well as the following:
(H.Tam) For every finite place λ ∈ Σ, the module H0(Iλ, T ⊗Φ/O) is divisible.
Here Iλ stands for the inertia group at the prime λ.
(H.nE) For every prime p | p of F , we have
H0(Fp, T ) = H
2(Fp, T ) = 0 .
In this appendix we let F∞ denote the cyclotomic Zp extension of F and Γ =
Gal(F∞/F ). Note that this is the pro-p part of the group considered in the main
text. Let Λ(p) = O[[Γ]]. Let T = T ⊗ Λ(p) and fix I ∈ Ip as in the conclusion
of Proposition 3.25. To ease notation, we will set R = Λ(p) and d = g−. We fix
throughout an I ∈ Ip verifying the conclusion of Proposition 3.25 and associated
to this choice, fix a signed Coleman map
(26) C := Col
I,η
Mp
: H1(Fp,T)−→R
d .
Here Col
I
Mp
here corresponds to the the Coleman map denoted by Col
I
T (η) in the
main text and Col
I,η
Mp
is its restriction to η-isotypic component. Let Z ⊂ Rd denote
a R-submodule of the target of the Coleman map C such that
• Z is free of rank d.
• The R-module Z/im(C) is pseudo-null.
The existence of such Z is guaranteed by Corollary 2.22.
We now fix an arbitrary rank-one direct summand L ⊂ Z.
Definition C.1. Let FL denote the Selmer structure on T given with the following
data:
• H1FL(Fλ,T) = H
1(Fλ,T) for primes λ ∤ p,
• H1FL(Fp,T) = ker
(
H1(Fp,T)
C
−→ Z/L
)
.
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Let P be the set of places of F that does not contain the archimedean places, primes
at which T is ramified and primes above p. Finally letKS(T,FL,P) be the R-module
of generalized Kolyvagin systems defined as in [Bu¨y13a, Section 3.2.2]. An element
of this module will be called an L-restricted Kolyvagin system.
We also let F∗L denote the dual Selmer structure on the Cartier dual T
†, in the
sense of [MR04, Definition 1.3.1 and §2.3].
As in the main body of thus text, we assume the truth of the weak Leopoldt
conjecture for T . Our goal in this appendix is to give a proof of Theorem C.4.
Lemma C.2. Suppose R is any commutative ring and M,N,Q are finitely gener-
ated R-modules such that we have an exact sequence
0 −→M
ι
−→ N −→ Q
and the quotient N/ι(M) is R-torsion-free. For any ideal I of R, let XI = X⊗RR/I
for X =M,N,R. Then the following sequence of RI-modules is exact:
0 −→MI
ιI−→ NI −→ QI .
Proof. Suppose m ∈M is such that ι(m) ∈ I ·N , say ι(m) = r · n0 for some r ∈ I
and n0 ∈ N . As the quotient N/ι(M) is R-torsion-free, it follows that n0 ∈ ι(M),
say n0 = ι(m0). Thus ι(m) = ι(r ·m0) and since ι is injective, m ∈ I ·M . We just
proved that I ·M = ker
(
M
ι
−→ NI
)
which is equivalent to the assertion of the
Lemma. 
Lemma C.3. The R-module H1FL(Fp,T) is free of rank g++1.
Proof. Let L denote the image of L (resp., Z the image of Z) under the augmen-
tation map A : R։ O. Observe the commutative diagram
0 // H1FL(Fp,T)
//

H1Iw(Fp, T )
C //
⊗AO

Z/L
⊗AO

0 // ker(CA) // H1(Fp, T )
CA // Z/L
where CA := C⊗AO is the induced map on H1Iw(Fp, T )⊗AO
∼
−→ H1(Fp, T ). As the
cokernel of C is finite so is the cokernel of CA and it follows that ker(CA) is a free
O-module of rank g++1 and by Nakayama’s lemma that the R-module H
1
FL
(Fp,T)
is generated by at most g+ + 1 elements. On the other hand, the first row of the
diagram above shows that the generic fiber of H1FL(Fp,T) has rank g+ + 1 hence,
together with our the discussion above, we conclude that the R-module H1FL(Fp,T)
is generated by exactly g++1 elements. It is not hard to see (using the fact that R
is a UFD) that these generators cannot satisfy a non-trivial R-linear relation. 
Theorem C.4. Let P1,1¯ ⊂ P be as in Definition C.6 below.
(i) The R-moduleKS(T,FL,P) is free of rank one, generated by any Kolyvagin
system κ whose image κ ∈ KS(T ,FL,P1,1¯) is non-zero.
(ii) For an arbitrary generator {κn} = κ, the leading term κ1 ∈ H1FL(F,T) is
non-vanishing.
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(iii) Suppose {κn} = κ ∈ KS(T,FL,PX) is a generator. Then,
char
(
H1FL(F,T)/Λ · κ1
)
= char
(
H1F∗
L
(F,T†)∨
)
.
It is the statement of Theorem C.4(iii) that is key to all our results towards
Perrin-Riou’s main conjectures.
Proof of the parts (i) and (iii) of Theorem C.4 is identical to the proof of [Bu¨y13b,
Theorem A.12]2 once we verify that the analogous statement to Definition/Theorem
A.9 in loc.cit. holds true in our setting and that the core Selmer rank χ(T ,FL) (in
the sense of [MR04, Definition 4.1.11]) of the Selmer structure FL on T is 1. The
first of these is achieved in Theorem C.8 below and the second in Proposition C.10.
The main difficulty is that the images of the Coleman maps are not necessarily free.
We first provide a proof of (ii) here.
Proof of Theorem C.4(ii). Thanks to our choice of I ∈ Ip and Proposition 3.28,
note that the modified Selmer group SelI(T
†/F (µp∞))
∆ is R-cotorsion. Thus the
R-module H1F∗
L
(F,T†) ⊂ SelI(T †/F (µp∞))∆ is cotorsion as well. We may now
conclude the proof using [Bu¨y13a, Theorem 5.10]. 
Before settling Theorem C.4 in full, we introduce the necessary terminology
mostly borrowed from [MR04]. Fix a topological generator γ of the group Γ. We
then have a (non-canonical) isomorphism R ∼= O[[γ − 1]].
Definition C.5. For k, α ∈ Z+, set
Rk,α := R/(̟
k, (γ − 1)α),
Tk,α := T⊗R Rk,α = T/(̟
k, (γ − 1)α)
and define the collection
Quot(T) := {Tk,α : k, α ∈ Z
+}.
The propagation of the Selmer structure FL (in the sense of [MR04, Example 1.1.2])
to the quotients Tk,α will still be denoted by the symbol FL as well as its propagation
to T .
Definition C.6. For k, α ∈ Z+ define
(i) Hk,α = ker
(
GF → Aut(Tk,α)⊕Aut(µpk)
)
,
(ii) Lk,α = F
Hk,α
,
(iii) Pk,α = {Primes λ ∈ PX : λ splits completely in Lk,α/F}.
The collection Pk,α is called the collection of Kolyvagin primes for Tk,α. Define
Nk,α to be the set of square free products of primes in Pk,α.
Definition C.7.
(i) Given λ ∈ Pk,α fix once and for all an abelian extension F ′/Fλ which is totally
2In fact, both proofs rely on the arguments of [Bu¨y13a] where a similar statement was proved
in much more general context.
34 KAˆZIM BU¨YU¨KBODUK AND ANTONIO LEI
and tamely ramified, and moreover is a maximal such extension. As in [MR04,
Definition 1.1.6(iv)], the transverse local condition at λ is defined to be
H1tr(Fλ, Tk,α) = ker{H
1(Fλ, Tk,α) −→ H
1(F ′, Tk,α)}.
(ii) For n ∈ Nk,α, define the Selmer structure FL(n) on Tk,α by setting
H1FL(n)(Fλ, Tk,α) =

H1FL(Fλ, Tk,α), if λ ∤ n,
H1tr(Fλ, Tk,α), if λ | n.
The following list of properties is key in proving Theorem C.4.
Theorem C.8. For any n ∈ Nk,α the Selmer structure FL(n) is cartesian on the
collection Quot(T) in the following sense. Let λ be any prime of F .
(C1) (Functoriality) For α ≤ β and k ≤ k′, H1FL(n)(Fλ,Tk,α) is the exact image of
H1FL(n)(Fλ,Tk′,β) under the canonical map H
1(Fλ,Tk′,β)→ H1(Fλ,Tk,α).
(C2) (Cartesian property along the cyclotomic tower)
H1FL(n)(Fλ,Tk,α) = ker
(
H1(Fλ,Tk,α) −→
H1(Fλ,Tk,α+1)
H1FL(n)(Fλ,Tk,α+1)
)
.
Here the arrow is induced from the injection Tk,α
[γ−1]
−→ Tk, ¯α+1 and [γ − 1]
is the multiplication by γ − 1 map.
(C3) (Cartesian property as powers of p vary)
H1FL(n)(Fλ,Tk,α) = ker
(
H1(Fλ,Tk,α)
[̟]
−→
H1(Fλ,Tk+1,α)
H1FL(n)(Fλ,Tk+1,α)
)
,
where the arrow is induced from the injection Tk,α
[̟]
−→ Tk+1,α.
Proof. For the primes λ ∤ np, the asserted properties may be verified as in [Bu¨y11,
§2.3.1]. The key points are the fact that the inertia group Iλ ⊂ GF acts trivially
on Λ(p) and that we assumed (H.Tam). For the primes λ | n, they may proved
as in [Bu¨y13a, §4.1.4] (which itself, in this particular case of interest, is a slight
generalization of [Bu¨y11, Proposition 2.21]).
It therefore remains to verify the claimed properties at primes above p. The
property (C1) is evident by definitions. Using Lemma C.2 one has a natural
identification for every k, α ∈ Z+:
H1FL(n)(Fp,Tk,α) = H
1
FL(Fp,T)⊗R Rk,α
(that is to say in more precise terms, H1FL(n)(Fp,Tk,α) is the image of H
1
FL
(Fp,T)
under the obvious map). Note that Lemma C.2 applies with M = H1FL(Fp,T)
and N = H1(Fp,T) as the quotient H
1(Fp,T)/H
1
FL
(Fp,T) is R-torsion free by
construction. The properties (C2) and (C3) follow now at once using the fact
that the R-module H1FL(Fp,T) is free (of rank g+ + 1) by Lemma C.3. 
Let Fnull denote the Selmer structure on T given with the following data:
• H1Fnull(Fλ,T) = H
1(Fλ,T) for primes λ ∤ p,
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• H1Fnull(Fp,T) = H
1
I (Fp, T ) := ker
(
H1(Fp,T)
C
−→ Z
)
.
The assertion concerning the Selmer structure FL in the following Corollary follows
immediately by Theorem C.8. We need the statement on Fnull in our companion
article [BL15] and it follows easily by modifying Lemma C.3 appropriately.
Corollary C.9. Propagations of both Selmer structures FL and Fnull on T verify
the hypothesis H6 of [MR04].
Proposition C.10. The core Selmer rank χ(T ,FL) equals 1 whereas χ(T ,Fnull)
equals 0.
Proof. The proof of this proposition is similar to the proof of Proposition 9.2 in
[BL15]. Let Fcan denote the canonical Selmer structure on T given with the data
H1Fcan(Fλ,T) = H
1(Fλ,T) for every prime λ ∈ Σ . Using the global duality argu-
ment in [Wil95, Proposition 1.6] and Corollary C.9 we conclude that
χ(T ,Fcan)− χ(T ,F) = rankRH
1
Iw(Fp, T )− rankRH
1
F(Fp,T)
for F = FL or Fnull. However rankRH1Iw(Fp, T ) = g and χ(T ,Fcan) = g− (c.f.,
[MR04, Theorem 5.2.15]) hence
χ(T ,F) = rankRH
1
F (Fp,T)− g+ .
The first part of the proposition follows by Lemma C.3 and the second part using
its appropriate generalization to apply with Fnull. 
C.1. The module of Kolyvagin determinants. Let us choose a basis B =
{φ1, · · · , φd−1} of the free R-module HomR (Z/L , R) . We then have an isomor-
phism
⊕d−1
i=1 φi : R
d/L
∼
→ Rd−1 . Let φ˜i ∈ HomR (Z,R) denote the pullback of φi
with respect to the obvious projection. Note that the map φ :=
⊕d−1
i=1 φ˜i : Z →
Rd−1 is surjective with kernel L. Define
Φ := φ˜1 ∧ · · · ∧ φ˜d ∈ ∧
dHomR (Z,R) ,
where the exterior product is taken in the category of R-modules. Let
Ψ ∈ ∧dHomR
(
H1(Fp,T), R
)
be the pullback of Φ with respect to the Coleman map C.
Proposition C.11. (i) The map Φ maps ∧dZ isomorphically onto L.
(ii) For every c ∈ ∧dH1(Fp,T) we have Ψ(c) ∈ H1FL(Fp,T).
(iii) Furthermore, the map Ψ induces a map (which we still denote by Ψ)
Ψ : H1(Fp,T)/H
1
I (Fp, T ) −→ H
1
FL(Fp,T)/H
1
I (Fp, T ) .
Proof. Linear Algebra. 
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Proposition C.11 may be summarized via the following commutative diagram:
(27)
∧dZ
Φ
∼
// L
∧d
H1(Fp,T)
H1I (Fp, T )
Ψ //
?
C⊗d
OO
H1FL(Fp,T)
H1I (Fp, T )
?
C
OO
∧dH1(F,T) 
 Ψ //
?
loc⊗dp
OO
H1FL(F,T)
?
locp
OO
The facts that Ψ in the third row and loc⊗dp are both surjective follow from the
following proposition.
Proposition C.12. Under our running assumptions both R-modules ∧dH1(F,T)
and H1FL(F,T) are free of rank one.
Proof. It follows from the weak Leopoldt conjecture for T (which we assume) that
the R-module H1F∗can(F,T
∗)∨ is torsion, where the canonical Selmer structure Fcan
of Mazur and Rubin is given in the proof of Proposition C.10. By control the-
orem (which holds true for this Selmer structure), we may find a specialization
π : R ։ O (whose kernel is necessarily principal, say generated by ̟ ∈ R) such
that H1F∗can(F, T
∗
π ), where Tπ := T ⊗π O. By [MR04, Theorem 5.2.15], it follows
that H1Fcan(F,T) is an O-module of rank g, which is also torsion-free (hence free)
by our running assumptions.
Consider the natural injection H1(F,T)/̟H1(F,T) →֒ H1Fcan(F, Tπ). Using
Nakayama’s lemma, we see that H1(F,T) may be generated by the lifts of a basis
of H1Fcan(F, Tπ). Relying on the fact that R is a UFD, one may further verify that
these generators may not satisfy a non-trivial R-linear relation. This completes the
proof of the assertion that ∧dH1(F,T) is free of rank 1. The rest is proved in an
identical manner.

Definition C.13. (i) Define the Λ-module of Kolyvagin leading terms L(T )
by setting
L(T ) =
 ∑
χ∈∆̂+
κχ1 · eχ ∈ H
1
Iw,S(F, T ) : {κ
χ
n} = κ
χ ∈ KS(T(χ),FL,P)
 .
Here ∆̂+ denotes the set of even characters of ∆ and eχ ∈ Zp[∆] the idem-
potent corresponding to χ. It is not hard to see using Theorem C.4 (for
each twist T (χ)) that the Λ-module L(T ) is free of rank 1.
(ii) The Λ-module of Kolyvagin determinants K(T ) is defined as
K(T ) =
{
Ξ ∈ ∧dH1Iw,S(F, T ) : Ψ(Ξ) ∈ L(T )
}
.
Remark C.14. The diagram (27) above and the fact that C has pseudo-null cok-
ernel show that K(T ) 6= 0. One may also prove that this module does not depend
on any of the choices made above and depends only on T . A suitable extension of
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the theory of higher rank Kolyvagin systems (as studied in [MR13]) over coefficient
rings of dimension larger than 1 would yield a more natural definition of K(T ). We
plan to get back to this point in the future.
Appendix D. Comparison with works of Kobayashi and Pollack
We shall compare the signed Selmer groups that we denoted by SelI in the main
body of the article to the ±-Selmer groups of Kobayashi [Kob03]; and the I-signed
p-adic L-functions to ±-p-adic L-functions of Pollack [Pol03]. In particular, we
shall justify that our theory offers a natural generalization of their work.
Throughout this appendix, we assume that the motive M = h1(E)(1) is associ-
ated to an elliptic curve E/Q that has good supersingular reduction at p and that
ap(E) = 0, so that the p-adic realization T of M will be the p-adic Tate module
of E and the Pontryagin dual T † is the p-divisible group E[p∞]. Note that in this
case g− = 1 and we no longer fix an admissible basis. As it shall be clear from
the discussion below, Lemma 3.16 follows already from the work of Kobayashi and
the second named author even if the basis of the Dieudonne´ module is no longer
strongly admissible.
D.1. Kobayashi’s ±-Selmer groups. Kobayashi in [Kob03] defined the±-Selmer
groups Sel±p (E/Q(µp∞)) by properly modifying the Bloch-Kato conditions at p.
This is exactly what we do in Definition 3.26, except that we used as our local con-
ditions at p the submodules H1I (Qp(µp∞), T
†) in place of Kobayashi’s submodules
E±(Qp(µp∞)) ⊂ E(Qp(µp∞)) given by some “jumping” trace conditions. Further-
more, as proved in [Lei11, §4], Kobayashi’s submodules may be realized as the or-
thogonal complements of the kernel of some ±-Coleman maps Col± : H1Iw(Qp, T )→
Λ, in the same way that the local conditions H1I (Qp(µp∞), T
†) in Definition 3.26
are defined as the orthogonal complement of ker(ColI). Therefore, in order to com-
pare our SelI with Kobayashi’s Sel
±
p , it is enough to compare our Coleman maps
ColI with the ±-Coleman maps defined in [Kob03]. Note that these were already
rewritten in the language of Dieudonne´ modules in [Lei11].
Let Dcris(T ) = DQp(T ). We fix a basis v1 ∈ Fil
0Dcris(T ) and we extend it to a
basis v1, v2 = ϕ(v1) of Dcris(T ). The matrix of ϕ with respect to this basis is given
by
Cϕ =
(
0 −1/p
1 0
)
=
(
0 −1
1 0
)(
1 0
0 1/p
)
.
Therefore, under the notation of Proposition 2.5, we find that the logarithmic
matrix MT with respect to the same basis is given by
MT =
(
0 − log+
log− 0
)
,
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where log± are Pollack’s ±-logarithms defined by the formulae
log+ =
1
p
∏
n≥1
Φp2n(1 +X)
p
,
log− =
1
p
∏
n≥1
Φp2n−1(1 +X)
p
.
Let Col1,Col2 be the two Coleman maps corresponding to this matrix as in Theo-
rem 2.13. We have the relation
LT,1 = − log
+ Col2 and LT,2 = log
− Col1.
On combining this with (4), we may compare our Coleman maps with the ±-
Coleman maps defined in [Lei11, §3.4] and see that they differ simply by a minus
sign, namely
(28) Col+ = −Col2 and Col
− = Col1.
In particular they have the same kernels.
Remark D.1. Note that this choice of basis of Dcris(T ) is not admissible in the
sense of Definition 3.2. As noted in Remark 3.4, this means that the images of
our Coleman maps would not be pseudo-isomorphic to Zp[[X ]]. Indeed, as shown
in [Kob03, Propositions 8.23 and 8.24], Col+ is surjective, while the isotypic com-
ponent of Im(Col−) at a non-trivial character is XZp[[X ]]. This is consistent with
our Propositions 2.20 and 2.21.
D.2. Pollack’s ±-p-adic L-functions. In [Lei11, §3.4] as well as [Kob03, Theo-
rem 6.3], it has been showed that the Pollack’s±-p-adic L functions in [Pol03] is the
image of the Beilinson-Kato elements along the cyclotomic tower (as constructed
in [Kat04]) under the ±-Coleman maps, up to a sign. Note in particular that the
tower of Beilinson-Kato elements does satisfy Conjecture 3.11. Furthermore, the
I-signed p-adic L-functions given as in Definition 3.17 are simply the image of the
Beilinson-Kato elements under Col1 and Col2. Therefore, thanks to (28), they agree
with Pollack’s ±-p-adic L functions, up to a sign.
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