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The aims of the multi-objective design optimization are to find the pareto optimal solutions, and are also to
analyze the trade-off between the objectives. The interactive multi-objective design optimization based on
the Satisficing Trade-Off Method (STOM) is used in this paper. Especially, the trade-off matrix to analyze
the trade-off between objectives quantitatively is introduced. Each element of trade-off matrix consists of
the projection matrix of active constraints and the gradient of objective functions. Additionally, it is pos-
sible to determine the new aspiration level by using the trade-off matrix. To obtain the new aspiration level,
the compromise point and solution are defined by using the trade-off ratio. To obtain the compromise
point, the designer input the trade-off ratio between objectives and can obtain the new aspiration level. It is
also possible to apply the trade-off matrix to the automatic trade-off method, which is a method to
determine the new aspiration level.  Through basic numerical examples, the validity is examined.
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　2 . 1　定式化　一般に， k 個の目的関数を同時に最
小化する多目的最適設計問題は，次のように定式化さ
れる．
1 2( ( ), ( ), , ( )) minkf f f →x x x⋯ (1)
L U
i i ix x x≤ ≤ 　 1, 2, ,i n= ⋯ (2)
( ) 0jg ≤x 　 1,2, ,j m= ⋯ (3)
　ここで ( )if x は i番目の目的関数， 1 2( , , , )Tnx x x=x ⋯ は
設計変数ベクトル， n は設計変数の数を表す.また Lix
と U
ix は i 番目の設計変数ベクトルに直接的に課される
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( 1, 2, ,i k= ⋯ )と表記する．一方，最悪点とは，パレー
トフロントの上限値のことであり， N












（S T E P 1 ) 各目的関数の理想点 I
if および最悪点 Nif
( 1, 2, ,i k= ⋯ ) を決める．なお，理想点および最悪点
は，設計者が任意に決めても良い．
（STEP2)各目的関数の希求水準 A
















i i ix x x≤ ≤ 　 1, 2, ,i n= ⋯ (6)




( ( ) )Ii i iw f f z− ≤x  1, 2, ,i k= ⋯ (9)
L U
i i ix x x≤ ≤ 　 1, 2, ,i n= ⋯ (10)



















=∑x µ x (12)
である．ここで
1 2( , , , )
T









∇ =∑ x (13)













番目の目的関数が if∆ だけ増加（減少）したとき， j 番
目の目的関数は jf∆ だけ減少（増加）するため，













き， ( )if x の微小変動量 if∆ は，近似的に
( )Ti if f∆ ∇ ∆x x≃ (17)
で与えられる．また，トレードオフ比を表す量 ,i jt
,i j j it f f= −∆ ∆ (18)
を導入する．式(18)右辺において，マイナスは， ( )if x
と ( )jf x がトレードオフの関係にあることを意味して
いる．ここで，式( 1 7 )の両辺に左側から ( )if∇ x を掛
け， ∆xについて解けば，
,i j j it f f= −∆ ∆
1( )[ ( ) ( )] ( )T Tj i i if f f f
−−∇ ∇ ∇ ∇x x x x≃ (19)
を得る．このように ( )if x と ( )jf x のトレードオフ比 ,i jt
は，式(19)より近似的に求めることができる．
　次に有制約多目的最適設計問題の場合を考える．こ
こで，ある設計点 x において q 個の制約条件がアク
ティブであるとする．またアクティブな制約条件を
( )aig x ( 1, 2, ,i q= ⋯ )と表記する．アクティブな制約条
件の感度から成る射影行列をPとすれば，
1( )T T−= −P I N N N N (20)
で与えられる．ただし，
1 2[ ( ), ( ), , ( )]
a a a
qg g g= ∇ ∇ ∇N x x x⋯ (21)
1 2( ) ( , , , )
a a a a T
i i i i ng g x g x g x∇ = ∂ ∂ ∂ ∂ ∂ ∂x ⋯ (22)
である．設計変数空間において， ∆x の微小変動を与
えたとき， ( )if x の微小変動量 if∆ は，近似的に
( )
T
i if F∆ ∇ ∆x x≃ (23)
で与えられる．ただし，




める問題へ変換する．式(23)の両辺に左側から ( )iF∇ x
を掛け，∆xについて解けば，
,i j j it f f= −∆ ∆
1( )[ ( ) ( )] ( )T Tj i i iF F F F
−−∇ ∇ ∇ ∇x x x x≃ (25)
を得る．制約条件がある場合の ( )if x と ( )jf x のトレー
ドオフ比 ,i jt は，式(25)より近似的に求めることができ

























式(19),(25)の逆行列の計算において， [ ( ) ( )]Ti if f∇ ∇x x

















1f , 2f , 3f が
あるとする．このとき，
1f と 2f の間にはトレードオフ
の関係がなく，
1f と 3f および 2f と 3f の間にはトレード
オフの関係が存在する．このとき，トレードオフ行列
の



















　3 . 3 　自動トレードオフ法への適用　改善する目
的関数の成分を I < ，緩和する目的関数の成分を I >とす
る．また，改善する目的関数の希求水準を ,A newif
( i I <∈ ) とし，緩和する目的関数の希求水準を ,A newjf
( j I >∈ )と表記する．各目的関数のパレート最適値 Pif
( 1, 2, ,i k= ⋯ )からの微小変動量を if∆ と表記すれば，式
(14)より，





i i if f f∆ = − < 　 i I <∈ (28)
, 0A new Pj j jf f f∆ = − > 　 j I >∈ (29)
である．自動トレードオフ法は，改善する目的関数の
希求水準 ,A new
if ( i I <∈ )を入力すれば，緩和する目的関
数の希求水準 ,A newjf ( j I >∈ )の候補値が自動的に求まる
というものである．緩和する目的関数の数を N とする









































トルが必要となるが，式( 2 6 )を用いれば，ラグラン
ジュ乗数ベクトルを算出することなく，緩和する目的














　設計者の望む目的関数間のトレードオフ比を ,i ja と
する．このとき，トレードオフ行列の非対角項の成分
が， ,i ja となるような設計変数を妥協解と呼び，その
ときの目的関数値を妥協点とと定義する．










,i jt ( j i> , 1,2, , 1i k= −⋯ , 1j i= + ) の成分を対象とす
る．このとき，トレードオフ行列の非対角項成分を所




, ,( ) mini j i jt a− →
j i>  1, 2, , 1i k= −⋯  1j i= + (32)












, ,( )i j i jt a z− ≤
j i>  1, 2, , 1i k= −⋯  1j i= + (35)
( ) 0jg ≤x 　 1,2, ,j m= ⋯ (36)
　式(34 )～(36 )の最適解を cx と表記すれば， ( )cif x
( 1, 2, ,i k= ⋯ )が妥協点を得る希求水準となる．
　しかし，競合する目的関数が数多く存在する場合，






フ比 ,i ja を決める．
(b )  設計者が満足でいない目的関数間に対応するト
レードオフ行列の成分に対し，
, , maxi j i jt a− →
j i>  1, 2, , 1i k= −⋯  1j i= + (37)




, ,( ) ( ) mini j i jD t a= − →x (38)
　この問題の最適解 cx を見つけ， *( )cif x と *( )cjf x を新
しい希求水準とする．そして，2.4節STEP3のmin-max
問題を解き，妥協解および妥協点を求める．












































Fig.3 The behavior of ( )D x
( )D x














1 1 1( ) exp( ) 1.4exp( ) minf x x= − + − →x (39)
2
2 1 1( ) exp( ) 1.4exp( ) minf x x= + − →x (40)















exp( ) 2.8 exp( )








1 0.5x = とすると， 1 1.697f = ，














1,2( ) ( 1) minD t= − →x (44)










1 1 2 1( ) ( ) 2.4
c cf x f x= = (46)




px = ， 1 2 2.4p pf f= = (47)
が得られる．ここで，
1







=  − 
T (48)
となり，所望のトレードオフ比が得られていることが
わかる．なお，式( 4 4 )の最小値を取る設計変数は，
1 0











pf ， 2pf は
1 0.66
















px = , 1 1.328pf = , 2 2.884pf = (53)
Fig.2 Pareto front and some points on the trade-off ratio
2 ( )f x











Pareto Optimal Value at x1= 0.5
Trade Off ratio = 1.0
Aspiration level
Pareto Optimal Value 
at x1
p= -0.66








1 1( ) minf x= →x (55)
2 2( ) minf x= →x (56)
3 3( ) minf x= →x (57)
0 1≤ ≤x (58)
2 2 2






1 2 3( , , ) (0,0,0)
I I If f f = とし，所望のトレード








角 項 成 分 が 同 じ に な る パ レ ー ト 最 適 値 は ，
1 2 3 0.423
































Table 1 Aspiration level using trade-off matrix and pareto optimal value
Iteration Obj. Aspiration Level Pareto optimal value
f 1(x ) 0.200 0.240 -1.000 0.917 0.706
f 2(x ) 0.400 0.479 0.536 -1.000 0.282
f 3(x ) 0.500 0.599 0.360 0.246 -1.000
f 1(x ) 0.240 0.283 -1.000 0.719 0.719
f 2(x ) 0.425 0.502 0.469 -1.000 0.326
f 3(x ) 0.425 0.502 0.469 0.326 -1.000
f 1(x ) 0.283 0.374 -1.000 0.563 0.563
f 2(x ) 0.336 0.444 0.496 -1.000 0.441
f 3(x ) 0.336 0.444 0.496 0.441 -1.000
f 1(x ) 0.374 0.385 -1.000 0.546 0.546
f 2(x ) 0.425 0.437 0.498 -1.000 0.456
f 3(x ) 0.425 0.437 0.498 0.456 -1.000
f 1(x ) 0.385 0.390 -1.000 0.539 0.539
f 2(x ) 0.429 0.435 0.498 -1.000 0.462
f 3(x ) 0.429 0.435 0.498 0.462 -1.000
f 1(x ) 0.390 0.421 -1.000 0.502 0.502
f 2(x ) 0.392 0.423 0.500 -1.000 0.498
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付録
　付録１　式(19)の導出を以下に示す．式(17)の両辺
に左側から ( )if∇ x を掛け，∆xについて解けば，
1[ ( ) ( )] ( )Ti i i if f f f
−∆ = ∇ ∇ ∇ ∆x x x x (A.1)
を得る．ここで j 番目の目的関数に対しても式(17)が
成立するため， j番目の目的関数の微小変動量 jf∆ に関
しては添字を i から j に変更すればよい．ここで jf∆ に
対して(A.1)を代入すれば，
1( )[ ( ) ( )] ( )T Tj j i i i if f f f f f
−∆ =∇ ∇ ∇ ∇ ∆x x x x (A.2)
となり，式(18)を考慮すれば，
1
, ( )[ ( ) ( )] ( )
j T T
i j j i i i
i
f
t f f f f
f
−∆= − −∇ ∇ ∇ ∇
∆









d の位置 kdx と速度 kdv を用いて， 1k + 回目の位置 1kd+x と
速度 1kd+v は，次の式を用いて更新される．
1 1k k k
d d d
+ += +x x v (A.3)
1
1 1 2 2( ) ( )
k k k k k k
d d d d g dw c r c r
+ = + − + −v v p x p x (A.4)
式（A.4）において， 1r と 2r は[0,1)の乱数である．ま
た 1c と 2c はパラメータであり，一般には
1 2 4c c+ ≤ (A.5)
となるように， 1c と 2c は決められている(本論文では
1 2 2c c= = とした) ．また w は慣性項と呼ばれるパラ
メータであり，線形的に減少する． kdp は，探索点 d が
k 回目までの探索において，今までで訪れた最良の解
(p-best)を表す．一方， kgp は k 回目の探索における群
れ全体の中での最良の解(g-best)を表す．式（A.3）,
（A.4）を用いて探索点を更新するモデルは通常，g-








初期速度 kdv を決める． 1k = とする．
（STEP3)各探索点に対して，関数値を計算する．
（STEP4) kdp と kgp を求める．
（STEP5)各探索点の速度と位置を式（A.3）,（A.4）
に従い更新．また慣性項 wを以下の式に従い更新．
max max min max( )w w w w k k= − − × (A.5)
（STEP6)探索回数 k が最大探索回数以下なら 1k k= + と
してSTEP3へ戻る．そうでなければ，探索終了．
　本論文では，最良値保存型モデルを用い，式(A.5)
中の maxw と minw については， max 0.9w = , min 0.4w = と
し，探索点数は20，最大探索回数は200とした．
　
