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Abstrat
We study a mean-reverting model for interest rates. The model is an extension of the
Vasiek model and is a sum of non-Gaussian Ornstein-Uhlenbek proesses with subordina-
tors, i.e. Lévy proesses with only positive jumps, giving variation of the interest rate. The
model have the advantage that it gives only positive interest rates, ontrary to the Vasiek
model. We alulate expliit results for the harateristi funtion and the autoorrelation
funtion of the interest rate for both general subordinators and the ase where the subor-
dinators are ompound Poisson. We also nd pries of zero-oupon bonds and European
options written on these bonds by applying Fourier methods. It seems that the model is
simple enough to allow for analytial priing of bonds and options in addition to apture
the harateristis of the interest rate. In the end we demonstrate in a simulation how the
model behave with ertain values of the variables.
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Chapter 1
Introdution
To model interest rates and prie interest rate derivatives on bonds are great and demand-
ing areas in mathematial nane. Interest rate derivatives are instruments whose payo
depends on the level of the interest rate. The volume of trading in interest rate derivatives
inreased in the 1980s and 1990s. The hallenge is to nd models apturing the harater-
istis of the interest rate in a reasonable degree. It's important that they're analytially
tratable as well. The Vasiek model is one of the rst models of term-struture and is still
an attrative lass of models beause of its analytial properties. However it has the prop-
erty that the interest rate an be negative. Other models derived are the Cox-Ingersoll-Ross
(CIR) model and the Hull and White model, where the latter has time-dependent oe-
ients. The CIR model is an extension of the Vasiek model, but has the advantage that
it only gives positive values. Some important interest rate derivatives are interest rate
aps/oors, swap options and bond options. We will only investigate bond options in this
thesis.
In this thesis we disuss two models of the short-term interest rate. The rst one is
the Vasiek model, and the other is an extension of the Vasiek model, proposed in [2℄ for
modelling spot eletriity pries. It's motivated from [1℄. The model is a sum of Ornstein-
Uhlenbek (OU) proesses, eah with a pure jump proess with only positive jumps. It ts
well for modelling spot eletriity pries, beause they are often dependent of the season.
Sine the proess is a sum of OU proesses, it seems reasonable to take one of them to
model the seasonality. In our ase, with interest rates, it has the advantage that it seure
the interest rate to be positive. The model is also simple enough, suh that one an alulate
analytial expressions for ommon interest rate derivatives.
Both of the models we onsider are mean-reverting. That a model is mean-reverting
means that it will eventually pull bak to some average level.
The main part of the thesis is to examine the new lass of models desribed above. We
nd an autoorrelation funtion of the interest rate given by a sum of weighted exponentials
of a onstant times the time shift. We want to nd out how easy it is to obtain results
of zero-oupon bond pries and pries of European options written on these bonds. It
turns out that we an easily derive expliit results for the prie of zero-oupon bonds by
looking at the expression for the interest rate diretly. To nd pries of European options
written on zero-oupon bonds are more ompliated than nding pries of European options
written on other seurities. That is beause interest rates are used for disounting as well
as for dening the payo from the option. We nd the prie by applying inverse Fourier
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transform, and one an use fast Fourier transform tehniques to ompute it further.
The thesis is organized as follows: In hapter 2 we give some well-known denitions
and results from measure and probability theory. We also introdue stohasti proesses
like Brownian motion and pure jump proesses and state some of their properties. All the
results are given without proof. In hapter 3 we onsider the Vasiek model and nd pries
of zero-oupon bonds and bond options. We introdue the new model, the extension of the
Vasiek model, in hapter 4. The rest of the thesis is dediated to the extended Vasiek
model. We nd the stationary harateristis, harateristi funtion and the orrelation
funtion. In hapter 5 and 6 we derive pries of zero-oupon bonds and European options
written on these bonds. We state all our results both in general and for the speial ase
when the Lévy proesses are ompound Poisson. In hapter 7 we simulate the interest rate
and pries of zero-oupon bonds with maturity in one year.
Appendix A ontains the matlab les used to simulate the interest rate and the pries
of zero-oupon bonds.
Chapter 2
Some Basi Theory
Before we start looking at our problem we need some basi theory. The theory stated in this
hapter is well-known and we skip the proofs. More information and proofs an be found in
any book in stohasti analysis. First we introdue the notion of a σ-algebra, a probability
measure and a probability spae. We state some well-known and useful theorems from
measure theory. In the end we dene a stohasti proess and look at Lévy proesses and
their properties.
2.1 Measure Theory and Probability Theory
Denition 2.1 If Ω is a given set, then a σ-algebra F on Ω is a family F of subsets of Ω
with
• ∅ ∈ F .
• F ∈ F ⇒ F c ∈ F , where F c = Ω \ F .
• F1, F2, · · · ∈ F ⇒ F =
∞⋃
i=1
Fi ∈ F .
The pair (Ω,F) is alled a measurable spae.
Denition 2.2 A probability measure on (Ω,F) is a funtion P : F → [0, 1] suh that
• P (∅) = 0, P (Ω) = 1.
• If A1, A2, · · · ∈ F and {Ai}∞i=1 is disjoint, i.e. Ai ∩Aj = ∅, i 6= j, then
P
(
∞⋃
i=1
Ai
)
=
∞∑
i=1
P (Ai) .
The triple (Ω,F , P ) is alled a probability spae. We also dene the notion of a ltration.
Denition 2.3 A ltration on a measurable spae (Ω,F) is an inreasing family of σ-
algebras {Ft} ∈ F suh that Fs ⊆ Ft, where s ≤ t.
3
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A ltration is in mathematial nane used to desribe the information we got up till today.
As time goes by, we know more and more. So it has to be inreasing.
We make the following assumption throughout the thesis:
Assumption 2.1 All our models are modelled diretly under the risk-neutral probability
measure Q and the probability spae we're working in, is (Ω,F , Q).
The next thorem will be used to put the limit outside expetations when omputing har-
ateristi funtions.
Theorem 2.1 Bounded Convergene theorem
Let µ(Ω) < ∞. If there exists a 0 < k < ∞ suh that |fn| ≤ k µ-a.e. and fn → f µ-a.e.
then
lim
n→∞
∫
fndµ =
∫
fdµ,
and
lim
n→∞
∫
|fn − f |dµ = 0.
Fubini's theorem allows us to hange the order of integrals.
Theorem 2.2 Fubini's theorem
Let (Ωi,Fi, µi), i = 1, 2, be σ-nite measurable spaes (i.e. there exist a ountable olletion
of sets Ai1, A
i
2, . . . ,∈ Fi suh that ∪n≥1Ain = Ω and µi(Ain) <∞ for all n ≥ 1 and i = 1, 2)
and let f ∈ L1(Ω1 × Ω2,F1 ×F2, µ1 × µ2). Then∫
Ω1
(∫
Ω2
fdµ2
)
dµ1 =
∫
Ω2
(∫
Ω1
fdµ1
)
dµ2.
We now dene the notion of a stohasti proess.
Denition 2.4 A stohasti proess is a parametrized olletion of random variables {Xt},
t ∈ T dened on a probability spae (Ω,F , P ) and assuming values in Rn.
2.2 Lévy Proesses
The Lévy proess is an example of a stohasti proess. It's named after the mathematiian
Paul Lévy. A Lévy proess Lt has the following properties
• L0 = 0.
• Lt has stationary inrements, i.e. the probability distribution of any inrement Lt−Ls,
depends only on the length t− s.
• Lt has independent inrements, i.e. any two non-overlapping inrements are indepen-
dent of eah other.
We will use the harateristi funtion of a Lévy proess, given by the Lévy-Khinhin
representation, to obtain several results throughout the thesis.
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Theorem 2.3 Lévy-Khinhin representation
Let (Xt) be a Lévy proess on R with harateristi triplet (A, ν, γ). Then the harateristi
funtion of (Xt) is
E
[
eizXt
]
= eψ(z)t, z ∈ Rd,
where
ψ(z) = −1
2
z.Az + iγ.z +
∫
R
(
eizx − 1− izx1|x|≤1
)
ν(x)dx.
A is the ovariane matrix of a Brownian motion, ν is the Lévy measure and γ is the drift.
2.2.1 Brownian Motion
A Brownian motion Bt is an example of a Lévy proess. It was rst studied by Robert
Brown in 1827. He was studying pollen partiles oating in water under the mirosope.
Brownian motion is often used beause it makes omputations simple, not beause of its
auray. It is a Lévy proess, so it satises all the properties above, but it also satises
• Bt −Bs ∼ N (0, t− s).
For a Brownian motion, the harateristi triplet is (1, 0, 0), so, from Lévy-Khinhin repre-
sentation, the harateristi funtion of a Brownian motion B(t) beomes
E
[
eizB(t)
]
= e−
1
2 z
2t
(2.1)
A simple, but useful tool for solving stohasti dierential equations (SDE) is the It
formula.
Theorem 2.4 The one - dimensional It formula.
Let Xt be an It proess where the dynamis is given by
dXt = udt+ vdBt.
Let f(t, x) ∈ C2([0,∞] × R), i.e. f is two times ontinuously dierentiable on [0,∞]× R.
Then
Yt = f(t,Xt)
is again an It proess, and
dYt = ft(t,Xt)dt+ fx(t,Xt)dXt +
1
2
fxx(t,Xt)(dXt)
2,
where
ft(t,Xt) =
∂
∂t
f(t,Xt), fx(t,Xt) =
∂
∂x
f(t,Xt), fxx(t,Xt) =
∂2
∂x2
F (t,Xt),
and (dXt)
2
is omputed aording to the rules
dt · dt = dt · dBt = dBt · dt = 0, dBt · dBt = dt.
Proof. For proof, look in Øksendal [4℄.
Another useful property, whih we will use to nd the variane of the Vasiek model, is
the It isometry.
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Lemma 2.1 It isometry.
E


(∫ T
S
f(t, ω)dBt
)2 = E
[∫ T
S
f2(t, ω)dt
]
,
for all f in the lass of funtions
g(t, ω) : [0,∞)× Ω→ R
suh that
• (t, ω)→ g(t, ω) is B × F-measurable, where B is the Borel σ-algebra on [0,∞).
• g(t, ω) is Ft-adapted, i.e. g(t, ω) is Ft-measurable for all t.
• E
[∫ T
S
g2(t, ω)dt
]
<∞.
In the setion disussion the priing of European bond options we make use of the
Girsanov theorem to hange measure.
Theorem 2.5 Girsanov's theorem
Let B(t) be a standard brownian motion on a probability spae (Ω,F ,P). Suppose that γu
is a measurable proess suh that
EP
[
e
∫
T
0
γudB(u)−
1
2
∫
T
0
|γu|
2du
]
= 1. (2.2)
Dene a probability measure P˜ on (Ω,FT ) equivalent to P by means of the Radon-Nikodým
derivative
dP˜
dP
= e
∫
T
0
γudB(u)−
1
2
∫
T
0
|γu|
2du, P− a.s.
Then the proess B˜(t) given by the formula
B˜(t) = B(t)−
∫ t
0
γudu,
for all t ∈ [0, T ], follows a standard Brownian motion on the spae (Ω,F , P˜).
A suient ondition for (2.2) to hold is the Novikov ondition:
EP
[
e
1
2
∫
T
0
|γu|
2du
]
<∞.
2.2.2 Lévy Proesses with Jumps
To nd an expliit representation of r(t) in the extended Vasiek model we will need the
It formula for salar Lévy proesses.
Proposition 2.1 It formula for salar Lévy proesses
Let (Xt)t≥0 be a Lévy proess and f : R → R a C2-funtion (i.e. 2 times dierentiable
with ontinuous derivatives). Then
f(Xt) = f(0) +
∫ t
0
σ2
2
d2
dx2
f(Xs)ds+
∫ t
0
d
dx
f(Xs−)dXs
+
∑
0≤s≤t
∆Xs 6=0
[
f(Xs− +∆Xs)− f(Xs−)−∆Xs d
dx
f(Xs−)
]
.
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We are going to use the generalized ase where f also depends on time. Let (Xt)t≥0 be a
Lévy proess and let f : [0, T ]× R → R be a C1,2-funtion (i.e 1 time dierentiable in the
rst variable and 2 times dierentiable in the seond). Then
f(t,Xt) = f(0, X0) +
∫ t
0
∂f
∂x
(s,Xs−)dXs +
∫ t
0
[
∂f
∂s
(s,Xs) +
σ2
2
∂2f
∂x2
(s,Xs)
]
ds
+
∑
0≤s≤t
∆Xs 6=0
[
f(s,Xs− +∆Xs)− f(s,Xs−)−∆Xs ∂f
∂x
(s,Xs−)
]
.
The Lévy proesses in the extended Vasiek model are subordinators. That is, they are
jump proesses with only positive jumps. The harateristi triplet is then (0, ν, 0). From
Lévy-Khinhin representation the harateristi funtion of suh proesses is
E
[
eizL(t)
]
= eψ(z)t, (2.3)
where ψ(z) =
∫
R
(
eizx − 1− izx1|x|≤1
)
ν(x)dx.
An example of a subordinator is the ompound Poisson proess and is dened as follows
Denition 2.5 A ompound Poisson proess with intensity λ > 0 and jump size distribu-
tion f is a stohasti proess Xt dened as
Xt =
Nt∑
i=1
Yi,
where the jump sizes Yi are independent and idential distributed (i.i.d.) with distribution
f , and (Nt) is a Poisson proess with intensity λ, independent from (Yi)i≥1.
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Chapter 3
The Vasiek Model
The model analysed by Vasiek in 1977 is one of the rst models of term struture. It has
some qualities that makes it attrative. It is linear and an therefore be solved expliitly. Its
distribution is Gaussian, and zero-oupon bonds and other derivatives are easily obtained.
However, a huge drawbak is that it allows the interest rate to be negative.
The Vasiek model takes the form
dr(t) = (µ− αr(t))dt + σdB(t). (3.1)
It's a mean-reverting Ornstein-Uhlenbek proess where B(t) is a Brownian motion and
where µ, α and σ are stritly positive onstants. That the proess is mean-reverting means
that it will eventually pull bak towards some long-run average level. That is, if the interest-
rate is higher than the expeted, it will tend to derease, and if it is lower, it will tend to
inrease.
3.1 Solution and Distribution
The solution of the stohasti dierential equation above is given by the following proposi-
tion.
Proposition 3.1 The solution of (3.1) is given by
r(t) = r(s)e−α(t−s) +
µ
α
(
1− e−α(t−s)
)
+ σ
∫ t
s
e−α(t−u)dB(u), (3.2)
where the proess starts at time s ≤ t.
Proof. To prove the proposition we have to use the It formula (Theorem 2.4). If we use
It's formula on eαtr(t) and insert the dynamis of r(t) from (3.1) we get
d(eαtr(t)) = αeαtr(t)dt + eαtdr(t) = eαt[µdt+ σdB(t)].
So,
eαtr(t) − eαsr(s) = µ
∫ t
s
eαudu+ σ
∫ t
s
eαudB(u).
9
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And nally we get the solution of r(t):
r(t) = r(s)e−α(t−s) +
µ
α
(
1− e−α(t−s)
)
+ σ
∫ t
s
e−α(t−u)dB(u)

We an now nd the distribution of r(t).
Proposition 3.2 The proess r(t), given by (3.2), is Gaussian distributed with expetation
E [r(t)] = r(s)e−α(t−s) +
µ
α
(
1− e−α(t−s)
)
and variane
Var [r(t)] =
σ2
2α
(
1− e−2α(t−s)
)
.
And when time goes to innity we get
lim
t→∞
E [r(t)] =
µ
α
and
lim
t→∞
Var [r(t)] =
σ2
2α
.
Proof. Sine e−α(t−u) is deterministi, we get from the properties of Brownian motion and
It isometry that σ
∫ t
s
e−α(t−u)dB(u) is Gaussian with expeted value zero and variane
given by
Var
[
σ
∫ t
s
e−α(t−u)dB(u)
]
= E
[(
σ
∫ t
s
e−α(t−u)dB(u)
)2]
− E
[
σ
∫ t
s
e−α(t−u)dB(u)
]2
= σ2
∫ t
s
e−2α(t−u)du =
σ2
2α
(
1− e−2α(t−s)
)
.
It follows that the proess r(t) is Gaussian distributed with
E [r(t)] = r(s)e−α(t−s) +
µ
α
(
1− e−α(t−s)
)
and
Var [r(t)] =
σ2
2α
(
1− e−2α(t−s)
)
.
Finding the properties of r(t) when time goes to innity is straight forward,
lim
t→∞
E [r(t)] = lim
t→∞
[
r(s)e−α(t−s) +
µ
α
(
1− e−α(t−s)
)]
=
µ
α
and
lim
t→∞
Var [r(t)] = lim
t→∞
[
σ2
2α
(
1− e−2α(t−s)
)]
=
σ2
2α
.
And the proof is omplete.

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3.2 The Theoretial Autoorrelation Funtion of r(t)
We want to alulate the theoretial autoorrelation funtion for r(t). The autoorrelation
funtion says something about the degree of similarity between r(t) and a time shifted
version of itself. It an take values in the interval [−1, 1], where 1 means perfet positive
orrelation, and −1 means perfet negative orrelation.
The orrelation funtion of r(t) is dened by
corr (r(t), r(t + τ)) =
E [(r(t) − E [r(t)]) (r(t + τ)− E [r(t + τ)])]√
Var [r(t)] Var [r(t + τ)]
=
E [r(t)r(t + τ)]− E [r(t)] E [r(t + τ)]√
Var [r(t)] Var [r(t+ τ)]
.
We ompute the parts seperately. First look at E [r(t)] E [r(t+ τ)]. We use the expetation
derived in the previous setion in Proposition (3.2).
E [r(t)] E [r(t+ τ)]
=
(
r(s)e−α(t−s) +
µ
α
(1− e−α(t−s))
)(
r(s)e−α(t+τ−s) +
µ
α
(1− e−α(t+τ−s))
)
= B.
Then we look at E [r(t)r(t + τ)]. To alulate this part, notie that we from the properties
of Brownian motion have that E
[∫ t
s
e−α(t−u)dB(u)
]
is zero, sine e−α(t−u) is deterministi.
Remember that r(t) is given by (3.2).
E [r(t)r(t + τ)] = E
[(
r(s)e−α(t−s) +
µ
α
(1− e−α(t−s)) + σ
∫ t
s
e−α(t−u)dB(u)
)
×
(
r(s)e−α(t+τ−s) +
µ
α
(1− e−α(t+τ−s)) + σ
∫ t+τ
s
e−α(t+τ−u)dB(u)
)]
= B + σ2E
[∫ t
s
e−α(t−u)dB(u)
∫ t+τ
s
e−α(t+τ−u)dB(u)
]
.
The expetation in the last term of the above equation an be omputed as
E
[∫ t
s
e−α(t−u)dB(u)
∫ t+τ
s
e−α(t+τ−u)dB(u)
]
= E
[∫ t
s
e−α(t−u)dB(u)
(∫ t
s
e−α(t+τ−u)dB(u) +
∫ t+τ
t
e−α(t+τ−u)dB(u)
)]
= E
[
e−ατ
(∫ t
s
e−α(t−u)dB(u)
)2]
+ E
[∫ t
s
e−α(t−u)dB(u)
]
E
[∫ t+τ
t
e−α(t+τ−u)dB(u)
]
= e−ατE
[∫ t
s
e−2α(t−u)du
]
=
1
2α
e−ατ (1− e−2α(t−s)).
Here we used the fat that
∫ t
s
e−α(t−u)dB(u) and
∫ t+τ
t
e−α(t+τ−u)dB(u) are independent
of eah other, and that the expetation of both of them are zero. We also used It isometry.
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Let's put it all together. Then we get
E [r(t)r(t + τ)]− E [r(t)] E [r(t + τ)] = B + σ
2
2α
e−ατ
(
1− e−2α(t−s)
)
−B
=
σ2
2α
e−ατ
(
1− e−2α(t−s)
)
.
Let's look at Var [r(t)] Var [r(t + τ)]. We use the variane derived in the previous setion in
Proposition 3.2
Var [r(t)] Var [r(t + τ)] =
σ2
2α
(
1− e−2α(t−s)
) σ2
2α
(
1− e−2α(t+τ−s)
)
=
σ4
4α2
(
1− e−2α(t−s)
)(
1− e−2α(t+τ−s)
)
.
Proposition 3.3 The orrelation funtion of r(t) is
corr (r(t), r(t + τ)) =
e−ατ
(
1− e−2α(t−s))√(
1− e−2α(t−s)) (1− e−2α(t+τ−s)) .
When time goes to innity the orrelation funtion of r(t) tends to
lim
t→∞
corr (r(t), r(t + τ)) = e−ατ .
3.3 Zero-Coupon Bond Pries
We are interested in nding the pries of zero-oupon bonds, where we assume that r(t) is
modelled diretly under the risk-neutral probability measure Q. A zero-oupon bond is a
bond paying 1 urreny at a future time T with no oupons paid inbetween.
Denition 3.1 The prie of a zero-oupon bond at time t ≤ T is
P (t, T ) = EQ
[
e−
∫
T
t
r(s)ds | Ft
]
.
To nd the prie we need to evaluate − ∫ T
t
r(s)ds. As in (3.2), r(s) is given by
r(s) = r(t)e−α(s−t) +
µ
α
(
1− e−α(s−t)
)
+ σ
∫ s
t
e−α(s−u)dB(u),
where the proess starts at time t ≤ s.
−
∫ T
t
r(s)ds = −
∫ T
t
r(t)e−α(s−t)ds− µ
α
∫ T
t
(
1− e−α(s−t)
)
ds
−σ
∫ T
t
∫ s
t
e−α(s−u)dB(u)ds
= −I1 − I2 − I3.
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To make it easier, we ompute the integrals seperately. We start with I1 and I2. It's easy
to see that
I1 = r(t)
∫ T
t
e−α(s−t)ds = r(t)
1
α
(
1− e−α(T−t)
)
(3.3)
I2 =
µ
α
∫ T
t
(
1− e−α(s−t)
)
ds =
µ
α
(T − t)− µ
α2
(
1− e−α(T−t)
)
. (3.4)
Then look at the last integral I3.
I3 = σ
∫ T
t
∫ s
t
e−α(s−u)dB(u) ds = σ
∫ T
t
eαu
∫ T
u
e−αsds dB(u)
= σ
∫ T
t
1
α
(
1− e−α(T−u)
)
dB(u).
Here we applied Fubini's theorem to hange the order of the integrals. Dene now
n(t, T ) =
1
α
(
1− e−α(T−t)
)
.
Then we get
−
∫ T
t
r(s)ds = −r(t)n(t, T )− µ
[
1
α
(T − t)− 1
α
n(t, T )
]
− σ
∫ T
t
n(u, T )dB(u).
Now alulate∫ T
t
n(u, T )du =
∫ T
t
1
α
(
1− e−α(T−u)
)
du =
1
α
(T − t)− 1
α2
(
1− e−α(T−t)
)
=
1
α
(T − t)− 1
α
n(t, T ),
so we get that
−
∫ T
t
r(s)ds = −r(t)n(t, T )− µ
∫ T
t
n(u, T )du− σ
∫ T
t
n(u, T )dB(u).
To make the notation easier, let ξT = −
∫ T
t
r(s)ds. n(t, T ) is deterministi, so we have that
σ
∫ T
t
n(u, T )dB(u) is Gaussian with expetation zero and variane σ2
∫ T
t
n2(u, T )du by It
isometry, Lemma 2.1. Also notie that
∫ T
t
n(u, T )dB(u) is independent of Ft and that r(t)
is Ft-measurable. We therefore have
P (t, T ) = EQ
[
eξT |Ft
]
= EQ
[
eξT
]
= e−r(t)n(t,T )−µ
∫
T
t
n(u,T )duEQ
[
e−σ
∫
T
t
n(u,T )dB(u)
]
= e−r(t)n(t,T )−µ
∫
T
t
n(u,T )du+ 12σ
2
∫
T
t
n2(u,T )du.
We state the result in a proposition.
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Proposition 3.4 The zero-oupon bond prie, when r(t) is given by (3.2), is
P (t, T ) = em(t,T )−n(t,T )r(t),
where
n(t, T ) =
1
α
(
1− e−α(T−t)
)
and
m(t, T ) =
1
2
σ2
∫ T
t
n2(u, T )du− µ
∫ T
t
n(u, T )du.
Chapter 4
Extension of the Vasiek Model
with Subordinators
In this hapter, and the rest of the thesis, we are going to investigate an extension of the
Vasiek model of the form
r(t) =
n∑
k=1
wkXk(t), (4.1)
where
dXk(t) = −αkXk(t)dt+ dLk(t), (4.2)
and
Xk(0) =
{
r(0)
w1
if k = 1
0 if k ≥ 2 .
Here, Lk(t), k = 1, 2, . . . , n are subordinators. Having several Xk's, rather than just one,
gives an opportunity to apture dierent fators with inuene on the interest rate r(t).
The model have the advantage that it always gives positive interest rates, something the
Vasiek model fails to do. It is, as mentioned before, proposed to model spot eletriity
pries in [2℄.
4.1 Solution of dXk(t) and r(t)
To nd an expliit solution of (4.2) we use the It formula for salar Lévy proesses,
Proposition 2.1. Applying It's formula on f(t,Xk(t)) = e
αktXk(t) we get
eαktXk(t)− eαksXk(s)
=
∫ t
s
eαkudXk(u) +
∫ t
s
αke
αkuXk(u)du
+
∑
s≤u≤t
∆Xk(u) 6=0
[eαku(Xk(u−) + ∆Xk(u))− eαkuXk(u−)−∆Xk(u)eαku]
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=
∫ t
s
eαku [−αkXk(u)du + dLk(u)] +
∫ t
s
αke
αkuXk(u)du
=
∫ t
s
eαkudLk(u).
So an expliit solution of (4.2) beomes
Xk(t) = Xk(s)e
−αk(t−s) +
∫ t
s
e−αk(t−u)dLk(u), (4.3)
where the proess starts at a general time s ≤ t. We want r(t) to start today, so set s = 0.
If we put Xk(t) into the expression for r(t) we get
r(t) =
n∑
k=1
wk
[
Xk(0)e
−αkt +
∫ t
0
e−αk(t−u)dLk(u)
]
= w1
r(0)
w1
e−α1t +
n∑
k=1
wk
∫ t
0
e−αk(t−u)dLk(u)
= r(0)e−α1t +
n∑
k=1
wk
∫ t
0
e−αk(t−u)dLk(u).
Proposition 4.1 An expliit solution of r(t) starting at time 0, is
r(t) = r(0)e−α1t +
n∑
k=1
wk
∫ t
0
e−αk(t−u)dLk(u) (4.4)
4.2 The Charateristi Funtion of r(t)
We want to nd the harateristi funtion of r(t). The harateristi funtion denes
ompletely the distribution of any random variable. Generally, the harateristi funtion
of a random variable X is given by
ϕX(z) = E
[
eizX
]
.
So for r(t) we have to ompute E
[
eizr(t)
]
;
E
[
eizr(t)
]
= eizr(0)e
−α1t
E
[
eiz
∑
n
k=1 wk
∫
t
0
e−αk(t−u)dLk(u)
]
.
First we take a look at E
[
eiz
∑n
k=1 wk
∫
t
0
e−αk(t−u)dLk(u)
]
. To do so, let fk(u) = e
−αk(t−u)
.
The Lk's are independent of eah other, so
E
[
eiz
∑n
k=1 wk
∫
t
0
fk(u)dLk(u)
]
=
n∏
k=1
E
[
eizwk
∫
t
0
fk(u)dLk(u)
]
.
Let {uj}mj=1 be any partition of the interval [0, t℄ with maxj |uj+1 − uj | < ǫ. Then the
integral an be written as∫ t
0
fk(u)dLk(u) = lim
ǫ→0
m∑
j=1
fk(uj)∆Lk(uj),
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where ∆Lk(uj) = Lk(uj+1)− Lk(uj) and, sine eg(t) is a ontinuous funtion, we get
n∏
k=1
E
[
eizwk
∫
t
0
fk(u)dLk(u)
]
=
n∏
k=1
E
[
lim
ǫ→0
eizwk
∑
m
j=1 fk(uj)∆Lk(uj)
]
.
The Bounded Convergene Theorem is applied to take the limit outside the expetation.
Notie that ∆Lk(uj) are independent of∆Lk(uj+1) for all j sine the Lévy proesses, Lk(u),
have independent inrements. Thus
n∏
k=1
E
[
lim
ǫ→0
eizwk
∑
m
j=1 fk(uj)∆Lk(uj)
]
=
n∏
k=1
lim
ǫ→0
E
[
eizwk
∑
m
j=1 fk(uj)∆Lk(uj)
]
=
n∏
k=1
lim
ǫ→0
m∏
j=1
E
[
eizwkfk(uj)∆Lk(uj)
]
.
Generally, we have that for a Lévy proess L(t), the harateristi funtion is E
[
eizL(t)
]
=
eψ(z)t, by Lévy-Khinhin representation (Theorem 2.3). It follows that E
[
eiz∆L(t)
]
=
eψ(z)∆u, where ψ(z) =
∫
R
(
eizx − 1− izx1|x|≤1
)
ν(x)dx, sine the proesses have hara-
teristi triplet (0, ν, 0). Finally
n∏
k=1
lim
ǫ→0
m∏
j=1
E
[
eizwkfk(uj)∆Lk(uj)
]
=
n∏
k=1
lim
ǫ→0
m∏
j=1
eψ(zwkfk(uj))∆uj
=
n∏
k=1
lim
ǫ→0
e
∑m
j=1 ψ(zwkfk(uj))∆uj
=
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
= e
∑
n
k=1
∫
t
0
ψ(zwkfk(u))du.
We put it all together in a proposition.
Proposition 4.2 The harateristi funtion of r(t) is given by
E
[
eizr(t)
]
= eizr(0)e
−α1t
e
∑
n
k=1
∫
t
0
ψ(zwkfk(u))du, (4.5)
where
ψ(zwkfk(u)) =
∫
R
(
eizwkfk(u)x − 1− izwkfk(u)x1|x|≤1
)
ν(x)dx
and fk(u) = e
−αk(t−u)
.
Next we nd the expetation and variane of r(t). We state the result in a proposition
before we prove it.
Proposition 4.3 The expetation and variane of r(t) are given by
E [r(t)] = r(0)e−α1t +
n∑
k=1
wk
αk
(
1− e−αkt) ∫
R
(
x− x1|x|≤1
)
ν(x)dx, (4.6)
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and
Var [r(t)] =
n∑
k=1
w2k
2αk
(
1− e−2αkt) ∫
R
x2ν(x)dx. (4.7)
When time goes to innity they beome
lim
t→∞
E [r(t)] =
n∑
k=1
wk
αk
∫
R
(
x− x1|x|≤1
)
ν(x)dx
and
lim
t→∞
Var [r(t)] =
n∑
k=1
w2k
2αk
∫
R
x2ν(x)dx.
In the proof we will make use of the following orollary. We state it without proof before
proving Proposition 4.3.
Corollary 4.1 If X is a random variable with harateristi funtion ϕX(z) = E[e
izX ] one
an nd it's n'th moment by using the formula
E[Xn] = (i)−n
dn
dzn
E [ϕX(z)]
∣∣
z=0
.
Proof of Proposition 4.3. We start with the expetation. Notie that Lk is independent of
Lj when k 6= j. Remember that r(t) is given by (4.4).
E [r(t)] = E
[
r(0)e−α1t +
n∑
k=1
wk
∫ t
0
e−αk(t−u)dLk(u)
]
= r(0)e−α1t +
n∑
k=1
wkE
[∫ t
0
e−αk(t−u)dLk(u)
]
.
We have to nd E
[∫ t
0 e
−αk(t−u)dLk(u)
]
. To do the notation easier, let fk(u) = e
−αk(t−u)
.
From the alulations leading up to Proposition 4.2, we know that the harateristi
funtion of
∫ t
0 fk(u)dLk(u), with ψ(zfk(u)) =
∫
R
(
eizfk(u)x − 1− izfk(u)x1|x|≤1
)
ν(x)dx,
is e
∫
t
0
ψ(zfk(u))du
. So by Corollary 4.1
E
[∫ t
0
fk(u)dLk(u)
]
= −i d
dz
E
[
eiz
∫
t
0
fk(u)dLk(u)
] ∣∣∣∣
z=0
= −i d
dz
e
∫
t
0
ψ(zfk(u))du
∣∣∣∣
z=0
= −i
[
d
dz
∫ t
0
ψ(zfk(u))du
]
e
∫
t
0
ψ(zfk(u))du
∣∣∣∣
z=0
= −i
∫ t
0
d
dz
ψ(zfk(u))du e
∫
t
0
ψ(zfk(u))du
∣∣∣∣
z=0
,
with ψ(zfk(u)) as above. We have that ψ(0) = 0, so e
∫
t
0
ψ(zfk(u))du|z=0 = 1. Further
E
[∫ t
0
fk(u)dLk(u)
]
= −i
∫ t
0
d
dz
ψ(zfk(u))du
∣∣∣∣
z=0
(4.8)
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We then need to ompute
d
dz
ψ(zfk(u))|z=0.
d
dz
ψ(zfk(u))
∣∣∣∣
z=0
=
∫
R
(
ifk(u)xe
izfk(u)x − ixfk(u)1|x|≤1
)
ν(x)dx
∣∣∣∣
z=0
=
∫
R
(
ifk(u)x− ixfk(u)1|x|≤1
)
ν(x)dx.
We get
E
[∫ t
0
fk(u)dLk(u)
]
=
1
αk
(
1− e−αkt) ∫
R
(
x− x1|x|≤1
)
ν(x)dx, (4.9)
whih is a result of the following omputation
E
[∫ t
0
fk(u)dLk(u)
]
= −i
∫ t
0
(∫
R
(
ifk(u)x− ixfk(u)1|x|≤1
)
ν(x)dx
)
du
=
∫ t
0
fk(u)
(∫
R
(
x− x1|x|≤1
)
ν(x)dx
)
du
=
∫
R
(
x− x1|x|≤1
)
ν(x)dx
∫ t
0
fk(u)du
=
∫
R
(
x− x1|x|≤1
)
ν(x)dx
∫ t
0
e−αk(t−u)du
=
∫
R
(
x− x1|x|≤1
)
ν(x)dx
1
αk
(
1− e−αkt) .
If we put it all together, we get that
E [r(t)] = r(0)e−α1t +
n∑
k=1
wk
αk
(
1− e−αkt) ∫
R
(
x− x1|x|≤1
)
ν(x)dx.
This proves (4.6). Letting time go to innity, limt→∞ e
−αkt = 0 gives
lim
t→∞
E [r(t)] =
n∑
k=1
wk
αk
∫
R
(
x− x1|x|≤1
)
ν(x)dx.
It remains to show that the variane is given by (4.7). Let fk(u) still be given by e
−αk(t−u)
.
Notie that Lk is independent of Lj when k 6= j. We then nd
Var [r(t)] = Var
[
r(0)e−α1t +
n∑
k=1
wk
∫ t
0
fk(u)dLk(u)
]
= Var
[
n∑
k=1
wk
∫ t
0
fk(u)dLk(u)
]
=
n∑
k=1
w2kVar
[∫ t
0
fk(u)dLk(u)
]
.
We want to ompute Var
[∫ t
0 fk(u)dLk(u)
]
. Generally, we have that Var[X ] = E[X2] −
E[X ]2. SoVar
[∫ t
0
fk(u)dLk(u)
]
= E
[(∫ t
0
fk(u)dLk(u)
)2]
−E
[∫ t
0
fk(u)dLk(u)
]2
. Compute
the parts separately. To ompute the rst part, notie that we from Corollary 4.1 an nd
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the n'th moment of a random variable X by using the formula E[Xn] = (i)−n d
n
dzn
ϕX(z)|z=0,
where ϕX(z) is the harateristi funtion of X . We have already alulated the harater-
isti funtion of
∫ t
0
fk(u)dLk(u), when dealing with the harateristi funtion of r(t) before
Proposition 4.2. Hene
E
[(∫ t
0
fk(u)dLk(u)
)2]
= (i)−2
d2
dz2
E
[
eiz
∫
t
0
fk(u)dLk(u)
] ∣∣∣∣
z=0
= − d
2
dz2
e
∫
t
0
ψ(zfk(u))du
∣∣∣∣
z=0
= − d
dz
[∫ t
0
d
dz
ψ(zfk(u))du e
∫
t
0
ψ(zfk(u))du
] ∣∣∣∣
z=0
= −
[(∫ t
0
d
dz
ψ(zfk(u))du
)2
e
∫
t
0
ψ(zfk(u))du
+
∫ t
0
d2
dz2
ψ(zfk(u))du e
∫
t
0
ψ(zfk(u))du
]∣∣∣∣
z=0
= −
[(∫ t
0
d
dz
ψ(zfk(u))du
)2
+
∫ t
0
d2
dz2
ψ(zfk(u))du
]∣∣∣∣
z=0
,
where we used that e0 = 1. We have that
∫ t
0
d
dz
ψ(zfk(u))du
∣∣
z=0
= i E
[∫ t
0 fk(u)dLk(u)
]
from (4.8). Remember that E
[∫ t
0
fk(u)dLk(u)
]
is given by (4.9). We then get
(∫ t
0
d
dz
ψ(zfk(u))du
∣∣∣∣
z=0
)2
= − 1
α2k
(
1− e−αkt)2 (∫
R
(
x− x1|x|≤1
)
ν(x)dx
)2
So it remains to ompute
∫ t
0
d2
dz2
ψ(zfk(u))du|z=0. We rst ompute the expression inside
the integral;
d2
dz2
ψ(zfk(u))
∣∣∣∣
z=0
=
d2
dz2
∫
R
(
eizfk(u)x − 1− ixzfk(u)1|x|≤1
)
ν(x)dx
∣∣∣∣
z=0
=
∫
R
d
dz
[(
ifk(u)xe
izfk(u)x − ixfk(u)1|x|≤1
)
ν(x)
]
dx
∣∣∣∣
z=0
= −
∫
R
f2k (u)x
2ν(x)dx.
Remember that fk(u) = e
−αk(t−u)
. It follows that
∫ t
0
d2
dz2
ψ(zfk(u))du
∣∣∣∣
z=0
= −
∫ t
0
(∫
R
f2k (u)x
2ν(x)dx
)
du
= −
∫
R
x2ν(x)dx
∫ t
0
f2k (u)du
= −
∫
R
x2ν(x)dx
∫ t
0
e−2αk(t−u)du
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= −
∫
R
x2ν(x)dx
1
2αk
(
1− e−2αkt)
Going bak to our expression for E
[(∫ t
0 fk(u)dLk(u)
)2]
, and use what we have found, we
get
E
[(∫ t
0
fk(u)dLk(u)
)2]
=
1
α2k
(
1− e−αkt)2(∫
R
(
x− x1|x|≤1
)
ν(x)dx
)2
+
1
2αk
(
1− e−2αkt) ∫
R
x2ν(x)dx.
From (4.9) it follows diretly that
E
[∫ t
0
fk(u)dLk(u)
]2
=
1
α2k
(
1− e−αkt)2(∫
R
(
x− x1|x|≤1
)
ν(x)dx
)2
.
To make the proof of (4.7) omplete;
Var [r(t)] =
n∑
k=1
w2kVar
[∫ t
0
fk(u)dLk(u)
]
=
n∑
k=1
w2k
(
E
[(∫ t
0
fk(u)dLk(u)
)2]
− E
[∫ t
0
fk(u)dLk(u)
]2)
=
n∑
k=1
w2k
[
1
α2k
(
1− e−αkt)2(∫
R
(
x− x1|x|≤1
)
ν(x)dx
)2
+
1
2αk
(
1− e−2αkt) ∫
R
x2ν(x)dx
]
−
n∑
k=1
w2k
α2k
(
1− e−αkt)2(∫
R
(
x− x1|x|≤1
)
ν(x)dx
)2
=
n∑
k=1
w2k
2αk
(
1− e−2αkt) ∫
R
x2ν(x)dx.
We also have to hek what happens when time goes to innity;
lim
t→∞
Var [r(t)] =
n∑
k=1
w2k
2αk
∫
R
x2ν(x)dx.
And our proof is omplete.

4.3 Moments of r(t)
We want to nd the rst two moments of r(t). As mentioned before, we an do that by
using Corollary 4.1. The rst moment is already omputed and given by (4.6). We state it
again in a proposition.
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Proposition 4.4 The rst moment of r(t) is
E [r(t)] = r(0)e−α1t +
n∑
k=1
wk
αk
(
1− e−αkt) ∫
R
(
x− x1|x|≤1
)
ν(x)dx.
To nd the seond moment we look at
E
[
r2(t)
]
= (i)−2
d2
dz2
E
[
eizr(t)
] ∣∣∣∣
z=0
= (i)−2
d
dz
[
d
dz
E
[
eizr(t)
]] ∣∣∣∣
z=0
.
Let fk(u) = e
−αk(t−u)
as before. First, let us ompute
d2
dz2
E
[
eizr(t)
]
. We use the expression
for the harateristi funtion of r(t) given by Proposition 4.2. Let b(t) = r(0)e−α1t and
remember that
ψ(zwkfk(u)) =
∫
R
(
eizwkfk(u)x − 1− izwkfk(u)x1|x|≤1
)
ν(x)dx. (4.10)
Then we get
d
dz
E
[
eizr(t)
]
=
d
dz
[
eizb(t)e
∑
n
k=1
∫
t
0
ψ(zwkfk(u))du
]
= ib(t)eizb(t)
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du + eizb(t)
d
dz
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du,
and
d2
dz2
E
[
eizr(t)
]
= −b2(t)eizb(t)
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du + ib(t)eizb(t)
d
dz
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
+ib(t)eizb(t)
d
dz
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du + eizb(t)
d2
dz2
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du.
Now, let
D1 = −b2(t)eizb(t)
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
∣∣∣
z=0
(4.11)
D2 = ib(t)e
izb(t) d
dz
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
∣∣∣
z=0
(4.12)
D3 = e
izb(t) d
2
dz2
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
∣∣∣
z=0
. (4.13)
Notie that
E
[
r2(t)
]
= (i)−2 [D1 + 2D2 +D3] . (4.14)
We ompute the parts separately, but notie rst that
e
∫
t
0
ψ(zwkfk(u))du
∣∣
z=0
= 1, (4.15)
sine ψ(zwkfk(u))
∣∣
z=0
= 0. We start by evaluating D1. It's fairly easy to see that
D1 = −b2(t)eizb(t)
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
∣∣∣∣
z=0
= −b2(t). (4.16)
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Before we an evaluate D2, we need to nd
d
dz
∏n
k=1 e
∫
t
0
ψ(zwkfk(u))du
∣∣
z=0
.
d
dz
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
∣∣
z=0
=
[
d
dz
n∑
k=1
∫ t
0
ψ(zwkfk(u))du
]
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
∣∣∣∣
z=0
=
n∑
k=1
∫ t
0
d
dz
ψ(zwkfk(u))du
∣∣∣∣
z=0
,
where the last equality follows from (4.15). From (4.10) we an derive the following for
eah k;
d
dz
ψ(zwkfk(u)) =
∫
R
(
iwkfk(u)xe
izwkfk(u)x − iwkfk(u)x1|x|≤1
)
ν(x)dx. (4.17)
It the follows that
d
dz
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
∣∣∣
z=0
=
n∑
k=1
∫ t
0
fk(u)du
∫
R
iwk
(
x− x1|x|≤1
)
ν(x)dx
= i
n∑
k=1
wk
αk
(
1− e−αkt) ∫
R
(
x− x1|x|≤1
)
ν(x)dx.
We are now ready to derive D2, given by (4.12). From above we get
D2 = −b(t)
n∑
k=1
wk
αk
(
1− e−αkt) ∫
R
(
x− x1|x|≤1
)
ν(x)dx, (4.18)
where we used (4.15). It remains to ompute D3.
D3 = e
izb(t) d
2
dz2
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
∣∣∣
z=0
=
d2
dz2
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
∣∣∣
z=0
=
d
dz
(
d
dz
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
)∣∣∣∣∣
z=0
=
d
dz
(
n∑
k=1
∫ t
0
d
dz
ψ(zwkfk(u))du
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
)∣∣∣∣∣
z=0
=
n∑
k=1
∫ t
0
d2
dz2
ψ(zwkfk(u))du
n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
∣∣∣∣∣
z=0
+
(
n∑
k=1
∫ t
0
d
dz
ψ(zwkfk(u))du
)2 n∏
k=1
e
∫
t
0
ψ(zwkfk(u))du
∣∣∣∣∣
z=0
=
n∑
k=1
∫ t
0
d2
dz2
ψ(zwkfk(u))du
∣∣∣∣∣
z=0
+
(
n∑
k=1
∫ t
0
d
dz
ψ(zwkfk(u))du
)2 ∣∣∣∣∣
z=0
= D′3 +D
′′
3 .
So
D3 = D
′
3 +D
′′
3 . (4.19)
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To nd D′3, notie that we from (4.10) and (4.17) have
d2
dz2
ψ(zwkfk(u))
∣∣∣
z=0
= −
∫
R
w2kf
2
k (u)x
2ν(x)dx, (4.20)
and ∫ t
0
d2
dz2
ψ(zwkfk(u))du
∣∣∣
z=0
= −
∫ t
0
f2k (u)du
∫
R
w2kx
2ν(x)dx
= − w
2
k
2αk
(
1− e−2αkt) ∫
R
x2ν(x)dx.
It therefore follows diretly that
D′3 = −
n∑
k=1
w2k
2αk
(
1− e−2αkt) ∫
R
x2ν(x)dx. (4.21)
It still remains to ompute D′′3 . To do so, remember that from (4.17) it follows that∫ t
0
d
dz
ψ(zwkfk(u))du
∣∣∣
z=0
=
∫ t
0
fk(u)du
∫
R
iwk
(
x− x1|x|≤1
)
ν(x)dx
= i
wk
αk
(
1− e−αkt) ∫
R
(
x− x1|x|≤1
)
ν(x)dx.
And we an then write
D′′3 = −
(
n∑
k=1
wk
αk
(
1− e−αkt) ∫
R
(
x− x1|x|≤1
)
ν(x)dx
)2
. (4.22)
We an now derive D3 from (4.19), (4.21) and (4.22) and it is given by
D3 = −
n∑
k=1
w2k
2αk
(
1− e−2αkt) ∫
R
x2ν(x)dx
−
(
n∑
k=1
wk
αk
(
1− e−αkt) ∫
R
(
x− x1|x|≤1
)
ν(x)dx
)2
.
Finally we have omputed all we needed to evaluate the seond moment of r(t), and we
state the result in a proposition. From (4.14), (4.16), (4.18) and from above;
Proposition 4.5 The seond moment of r(t) is
E
[
r2(t)
]
= b2(t) + 2b(t)
n∑
k=1
wk
αk
(
1− e−αkt) ∫
R
(
x− x1|x|≤1
)
ν(x)dx
+
n∑
k=1
w2k
2αk
(
1− e−2αkt) ∫
R
x2ν(x)dx
+
(
n∑
k=1
wk
αk
(
1− e−αkt) ∫
R
(
x− x1|x|≤1
)
ν(x)dx
)2
,
where
b(t) = r(0)e−α1t
and ν(x)dx is the Lévy measure.
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4.4 The Theoretial Autoorrelation Funtion of r(t)
As mentioned before, the autoorrelation funtion is dened as
corr (r(t), r(t + τ)) =
E [r(t)r(t + τ)] − E [r(t)] E [r(t+ τ)]√
Var [r(t)] Var [r(t + τ)]
.
To make the omputations and notation simpler, we ompute the parts separately. We
start by onsidering E [r(t)r(t + τ)] − E [r(t)] E [r(t+ τ)]. Remember that r(t) is given by
(4.4).
E [r(t)r(t + τ)] − E [r(t)] E [r(t+ τ)]
= E
[(
r(0)e−α1t +
n∑
k=1
wk
∫ t
0
e−αk(t−u)dLk(u)
)
×
(
r(0)e−α1(t+τ) +
n∑
k=1
wk
∫ t+τ
0
e−αk(t+τ−u)dLk(u)
)]
−
(
r(0)e−α1t +
n∑
k=1
wkE
[∫ t
0
e−αk(t−u)dLk(u)
])
×
(
r(0)e−α1(t+τ) +
n∑
k=1
wkE
[∫ t+τ
0
e−αk(t+τ−u)dLk(u)
])
= E
[(
n∑
k=1
wk
∫ t
0
e−αk(t−u)dLk(u)
)(
n∑
k=1
wk
∫ t+τ
0
e−αk(t+τ−u)dLk(u)
)]
−
n∑
k=1
wkE
[∫ t
0
e−αk(t−u)dLk(u)
]
×
n∑
k=1
wkE
[∫ t+τ
0
e−αk(t+τ−u)dLk(u)
]
= B1 −B2.
We examine the expressions further, starting with B1. We split the two sums into those
with equal indexes and those with unequal indexes. Then we get
B1 = E
[(
n∑
k=1
wk
∫ t
0
e−αk(t−u)dLk(u)
)(
n∑
k=1
wk
∫ t+τ
0
e−αk(t+τ−u)dLk(u)
)]
= E
[
n∑
k=1
w2k
∫ t
0
e−αk(t−u)dLk(u)
∫ t+τ
0
e−αk(t+τ−u)dLk(u)
]
+E

n−1∑
k=1
n∑
j=k+1
wkwj
∫ t
0
e−αk(t−u)dLk(u)
∫ t+τ
0
e−αj(t+τ−u)dLj(u)


+E

 n∑
k=2
k−1∑
j=1
wkwj
∫ t
0
e−αk(t−u)dLk(u)
∫ t+τ
0
e−αj(t+τ−u)dLj(u)


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=
n∑
k=1
w2kE
[∫ t
0
e−αk(t−u)dLk(u)
∫ t+τ
0
e−αk(t+τ−u)dLk(u)
]
+
n−1∑
k=1
n∑
j=k+1
wkwjE
[∫ t
0
e−αk(t−u)dLk(u)
]
E
[∫ t+τ
0
e−αj(t+τ−u)dLj(u)
]
+
n∑
k=2
k−1∑
j=1
wkwjE
[∫ t
0
e−αk(t−u)dLk(u)
]
E
[∫ t+τ
0
e−αj(t+τ−u)dLj(u)
]
,
where the last equality follows from the fat that the Lévy proesses Lk and Lj are inde-
pendent of eah other when k 6= j. Notie also that if we divide the sums in B2 like we did
with B1, we obtain
B2 =
n∑
k=1
wkE
[∫ t
0
e−αk(t−u)dLk(u)
]
×
n∑
k=1
wkE
[∫ t+τ
0
e−αk(t+τ−u)dLk(u)
]
=
n∑
k=1
w2kE
[∫ t
0
e−αk(t−u)dLk(u)
]
E
[∫ t+τ
0
e−αk(t+τ−u)dLk(u)
]
+
n−1∑
k=1
n∑
j=k+1
wkwjE
[∫ t
0
e−αk(t−u)dLk(u)
]
E
[∫ t+τ
0
e−αj(t+τ−u)dLj(u)
]
+
n∑
k=2
k−1∑
j=1
wkwjE
[∫ t
0
e−αk(t−u)dLk(u)
]
E
[∫ t+τ
0
e−αj(t+τ−u)dLj(u)
]
.
Considering B1 and B2, the expression for E [r(t)r(t + τ)] − E [r(t)] E [r(t+ τ)] beomes
E [r(t)r(t + τ)]− E [r(t)] E [r(t + τ)] = B1 −B2
=
n∑
k=1
w2kE
[∫ t
0
e−αk(t−u)dLk(u)
∫ t+τ
0
e−αk(t+τ−u)dLk(u)
]
−
n∑
k=1
w2kE
[∫ t
0
e−αk(t−u)dLk(u)
]
E
[∫ t+τ
0
e−αk(t+τ−u)dLk(u)
]
=
n∑
k=1
w2ke
−αkτE
[(∫ t
0
e−αk(t−u)dLk(u)
)2]
+
n∑
k=1
w2ke
−αkτE
[∫ t
0
e−αk(t−u)dLk(u)
∫ t+τ
t
e−αk(t−u)dLk(u)
]
−
n∑
k=1
w2ke
−αkτE
[∫ t
0
e−αk(t−u)dLk(u)
]2
−
n∑
k=1
w2ke
−αkτE
[∫ t
0
e−αk(t−u)dLk(u)
]
E
[∫ t+τ
t
e−αk(t−u)dLk(u)
]
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=
n∑
k=1
w2ke
−αkτE
[(∫ t
0
e−αk(t−u)dLk(u)
)2]
+
n∑
k=1
w2ke
−αkτE
[∫ t
0
e−αk(t−u)dLk(u)
]
E
[∫ t+τ
t
e−αk(t−u)dLk(u)
]
−
n∑
k=1
w2ke
−αkτE
[∫ t
0
e−αk(t−u)dLk(u)
]2
−
n∑
k=1
w2ke
−αkτE
[∫ t
0
e−αk(t−u)dLk(u)
]
E
[∫ t+τ
t
e−αk(t−u)dLk(u)
]
=
n∑
k=1
w2ke
−αkτVar
[∫ t
0
e−αk(t−u)dLk(u)
]
.
This is almost the same as Var [r(t)] whih we have evalutated earlier. It is given by (4.7)
and is as follows
Var [r(t)] =
n∑
k=1
w2kVar
[∫ t
0
e−αk(t−u)dLk(u)
]
=
n∑
k=1
w2k
2αk
(
1− e−αkt) ∫
R
x2ν(x)dx.
Sine
E [r(t)r(t + τ)]− E [r(t)] E [r(t + τ)] =
n∑
k=1
w2ke
−αkτVar
[∫ t
0
e−αk(t−u)dLk(u)
]
(4.23)
it follows that
E [r(t)r(t + τ)]− E [r(t)] E [r(t + τ)] =
n∑
k=1
e−αkτ
w2k
2αk
(
1− e−αkt) ∫
R
x2ν(x)dx.
We need to examine Var [r(t)] Var [r(t + τ)] to omplete the omputation of the theoretial
autoorrelation funtion of r(t).
Var [r(t)] Var [r(t+ τ)] =
(
n∑
k=1
w2k
2αk
(
1− e−2αkt) ∫
R
x2ν(x)dx
)
×
(
n∑
k=1
w2k
2αk
(
1− e−2αk(t+τ)
) ∫
R
x2ν(x)dx
)
.
Then we are ready to state the result in a proposition.
Proposition 4.6 The theoretial autoorrelation funtion of r(t) is given by
corr (r(t), r(t + τ)) =
∑n
k=1 e
−αkτ w
2
k
αk
(1− e−αkt)√(∑n
j=1
w2
j
αj
(1− e−2αjt)
)(∑n
j=1
w2
j
αj
(
1− e−2αj(t+τ))) .
And when time goes to innity we get
lim
t→∞
corr (r(t), r(t + τ)) =
n∑
k=1
w2k
αk∑n
j=1
w2
j
αj
e−αkτ .
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4.5 Expliit Results when Lk(t) is Compound Poisson
In this setion we onsider Lévy proesses whih are ompound Poisson. We want to nd
expliit results for the harateristi funtion, the stationary harateristis, the two rst
moments and the theoretial autoorrelation funtion of r(t). LetNk(t) be a Poisson proess
with intensity λk, and let Ji be independent and identially exponential distributed with
rate parameter θk, independent of Nk(t). Then we know from Denition (2.5) that
Lk(t) =
Nk(t)∑
i=1
Ji
is ompound Poisson for eah k.
4.5.1 Charateristi Funtion of r(t)
To nd the harateristi funtion of r(t) we need to ompute the harateristi funtion
of both Jj and Lk(t). For eah k, every Jj has density funtion
f(x, θk) =
{
θke
−θkx
, x ≥ 0
0 , x < 0
.
So the harateristi funtion of Jj is
E
[
eizJj
]
=
∫ ∞
0
eizxθke
−θkxdx =
∫ ∞
0
θke
−x(θk−iz)dx.
Let u = x(θk − iz), then
E
[
eizJj
]
= θk
∫ ∞
0
e−u
du
θk − iz =
θk
θk − iz
∫ ∞
0
e−udu =
θk
θk − iz .
So the harateristi funtion of Jj beomes
E
[
eizJj
]
=
θk
θk − iz . (4.24)
Now we an derive the harateristi funtion of Lk(t). Remember that Jj is independent
of Nk(t). For eah k we have
E
[
eizLk(t)
]
= E
[
eiz
∑Nk(t)
j=1 Jj
]
= ENk(t)
[
E
[
eiz
∑Nk(t)
j=1 Jj
∣∣Nk(t)]]
= ENk(t)
[
E
[
eizJ1eizJ2 · · · eizJNk(t) ∣∣Nk(t)]]
= ENk(t)

Nk(t)∏
j=1
E
[
eizJj
] = ENk(t)
[(
θk
θk − iz
)Nk(t)]
=
∞∑
k=0
(
θk
θk − iz
)k
e−λkt
(λkt)
k
k!
= e−λkt
∞∑
k=0
(
θkλkt
θk−iz
)k
k!
= e−λkte
θkλkt
θk−iz ,
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sine Nk(t) is a Poisson proess for eah k. So we nd that the harateristi funtion of
Lk(t) is
E
[
eizLk(t)
]
= e
λkt
(
θk
θk−iz
−1
)
. (4.25)
Finally we are ready to derive the harateristi funtion of r(t). First, let b(t) = r(0)e−α1t
and fk(u) = e
−αk(t−u)
. Remember that r(t) is given by (4.4). Then
E
[
eizr(t)
]
= eizb(t)E
[
eiz
∑
n
k=1 wk
∫
t
0
fk(u)dLk(u)
]
.
First we ompute E
[
eiz
∑n
k=1 wk
∫
t
0
fk(u)dLk(u)
]
. Let {uj}mj=1 be a partition of the interval
[0, t℄, with maxj |uj+1 − uj | < ǫ. Then the integral
∫ t
0 fk(u)dLk(u) an be written as
limǫ→0
∑m
j=1 fk(uj)∆Lk(uj). It follows from (4.25) that
E
[
eiz
∑
n
k=1 wk
∫
t
0
fk(u)dLk(u)
]
=
n∏
k=1
lim
ǫ→0
m∏
j=1
E
[
eizwkfk(uj)∆Lk(uj)
]
=
n∏
k=1
lim
ǫ→0
m∏
j=1
e
λk
(
θk
θk−izwkfk(uj )
−1
)
∆uj
=
n∏
k=1
e
∫
t
0
λk
(
θk
θk−izwkfk(u)
−1
)
du
.
We have applied the Bounded Convergene Theorem to take the limit outside the expeta-
tion. Notie also that the two produts an be taken outside the expetation beause Lk is
independent of Lj , when k 6= j and that Lk has independent inrements for eah k. Look
further at the integral above.∫ t
0
λk
(
θk
θk − izwke−αk(t−u) − 1
)
du = λk
∫ t
0
1
1− izwk
θk
e−αkteαku
du− λkt.
It is possible to alulate the integral above expliitly;
Proposition 4.7 ∫
1
b+ aeλx
dx =
x
b
− 1
bλ
ln
(
b+ aeλx
)
+ C, b 6= 0.
Proof. We show the Proposition above by nding the derivative of
x
b
− 1
bλ
ln
(
b+ aeλx
)
+C
with respet to x. It beomes
d
dx
[
x
b
− 1
bλ
ln
(
b+ aeλx
)
+ C
]
=
1
b
− aλe
λx
bλ (b+ aeλx)
=
b+ aeλx
b (b+ aeλx)
− ae
λx
b (b+ aeλx)
=
1
b+ aeλx
.

30 CHAPTER 4. EXTENSION OF THE VASICEK MODEL
From Proposition 4.7 above we see that
λk
∫ t
0
1
1− izwk
θk
e−αkteαku
du = λk
[
u− 1
αk
ln
(
1− iz wk
θk
e−αk(t−u)
)]t
0
= λkt− λk
αk
ln
(
1− iz wk
θk
)
+
λk
αk
ln
(
1− iz wk
θk
e−αkt
)
.
From the preeding omputations;
E
[
eizr(t)
]
= eizb(t)
n∏
k=1
e
λk
αk
ln
(
1−iz
wk
θk
e−αkt
)
e
−
λk
αk
ln
(
1−iz
wk
θk
)
= eizb(t)
n∏
k=1
(
1− iz wk
θk
e−αkt
) λk
αk
(
1− iz wk
θk
)− λk
αk
= eizb(t)
n∏
k=1
(
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk
.
We state the result in a proposition.
Proposition 4.8 The harateristi funtion of r(t) is given by
E
[
eizr(t)
]
= eizb(t)
n∏
k=1
(
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk
,
where
b(t) = r(0)e−α1t.
We are also interested in the expetation and the variane of r(t) when Lk(t) is ompound
Poisson.
Proposition 4.9 r(t) has expetation
E [r(t)] = b(t) +
n∑
k=1
λk
θk
wk
αk
(
1− e−αkt) , (4.26)
and variane
Var [r(t)] =
n∑
k=1
λk
θ2k
w2k
αk
(
1− e−2αkt) , (4.27)
where b(t) is given by
b(t) = r(0)e−α1t.
When time goes to innity we get that
lim
t→∞
E [r(t)] =
n∑
k=1
λk
θk
wk
αk
, (4.28)
and
lim
t→∞
Var [r(t)] =
n∑
k=1
λk
θ2k
w2k
αk
. (4.29)
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Proof.
We know from Corollary 4.1 that E[Xn] = (i)−n d
n
dzn
ϕX(z)
∣∣
z=0
for a stohasti variable X
with harateristi funtion ϕX(z). Then
E [r(t)] = (i)−1
d
dz
E
[
eizr(t)
] ∣∣∣
z=0
.
We already know that the harateristi funtion of r(t) is given by Proposition 4.8, so
E [r(t)] = (i)−1
d
dz

eizb(t) n∏
k=1
(
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk


∣∣∣∣∣
z=0
= b(t)eizb(t)
n∏
k=1
(
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk
∣∣∣∣∣
z=0
+ (i)−1eizb(t)
d
dz
n∏
k=1
(
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk
∣∣∣∣∣
z=0
= D1 +D2,
where b(t) = r(0)e−α1t as usual. We ompute the parts separately. We start with D1. First
notie that eizb(t)|z=0 = 1 and that 1−iz
wk
θk
e−αkt
1−iz
wk
θk
∣∣∣
z=0
= 1, so
D1 = b(t)
n∏
k=1
(
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk
∣∣∣∣∣
z=0
= b(t). (4.30)
Then onsider D2.
D2 = (i)
−1 d
dz
n∏
k=1
(
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk
∣∣∣∣∣
z=0
= (i)−1
d
dz
(
1− izw1
θ1
e−α1t
1− izw1
θ1
) λ1
α1
×
n∏
k=2
(
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk
∣∣∣∣∣
z=0
+ (i)−1
(
1− izw1
θ1
e−α1t
1− izw1
θ1
) λ1
α1
× d
dz
n∏
k=2
(
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk
∣∣∣∣∣
z=0
= (i)−1

 d
dz
(
1− izw1
θ1
e−α1t
1− izw1
θ1
) λ1
α1
+
d
dz
n∏
k=2
(
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk


∣∣∣∣∣
z=0
= (i)−1
n∑
k=1
d
dz
(
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk
∣∣∣∣∣
z=0
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= (i)−1
n∑
k=1

λk
αk
(
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk
−1
d
dz
(
1− izwk
θk
e−αkt
1− izwk
θk
)
∣∣∣∣∣
z=0
= (i)−1
n∑
k=1
λk
αk
d
dz
(
1− izwk
θk
e−αkt
1− izwk
θk
) ∣∣∣∣∣
z=0
.
Above we have used that (
1− izwk
θk
e−αkt
1− izwk
θk
) λk
αk
∣∣∣∣∣
z=0
= 1,
for all k. Let's make an inbetween omputation of d
dz
(
1−iz
wk
θk
e−αkt
1−iz
wk
θk
)
. First let
m = 1− izwk
θk
e−αkt, dm
dz
= −iwk
θk
e−αkt
n = 1− izwk
θk
, dn
dz
= −iwk
θk
.
Then
d
dz
(
1− izwk
θk
e−αkt
1− izwk
θk
)
=
d
dz
m
n
=
dm
dz
n−mdn
dz
n2
=
(
−iwk
θk
e−αkt
)(
1− izwk
θk
)
−
(
1− izwk
θk
e−αkt
)(
−iwk
θk
)
(
1− izwk
θk
)2
=
iwk
θk
(1− e−αkt)(
1− izwk
θk
)2 .
We then obtain
D2 = (i)
−1
n∑
k=1
λk
αk
iwk
θk
(1− e−αkt)(
1− izwk
θk
)2
∣∣∣∣∣
z=0
=
n∑
k=1
λk
θk
wk
αk
(
1− e−αkt) . (4.31)
We use the results for D1 and D2, given by (4.30) and (4.31) respetively, to nd that
E[r(t)] is given by
E [r(t)] = D1 +D2 = b(t) +
n∑
k=1
λk
θk
wk
αk
(
1− e−αkt) .
Whih is what we wanted. Now, if we let the time go to innity we get
lim
t→∞
E [r(t)] =
n∑
k=1
λk
θk
wk
αk
.
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We still have to prove that the variane is given by (4.27) and see what happens to it when
time goes to innity. Let fk(u) = e
−αk(t−u)
. It follows diretly from (4.4) that
Var [r(t)] = Var
[
n∑
k=1
wk
∫ t
0
fk(u)dLk(u)
]
=
n∑
k=1
w2kVar
[∫ t
0
fk(u)dLk(u)
]
=
n∑
k=1
w2k
(
E
[(∫ t
0
fk(u)dLk(u)
)2]
− E
[∫ t
0
fk(u)dLk(u)
]2)
.
First we need to ompute E
[
eiz
∫
t
0
fk(u)dLk(u)
]
. Let {uj}
m
j=1 be a partition of the inter-
val [0, t], with maxj |uj+1 − uj | < ǫ as before. We an now write
∫ t
0 fk(u)dLk(u) =
limǫ→0
∑m
j=1 fk(uj)∆Lk(uj), where ∆Lk(uj) = Lk(uj+1) − Lk(uj). So from (4.25) we
get for eah k
E
[
eiz
∫
t
0
fk(u)dLk(u)
]
= lim
ǫ→0
m∏
j=1
E
[
eizfk(uj)∆Lk(uj)
]
= lim
ǫ→0
m∏
j=1
e
λk
(
θk
θk−izfk(uj )
−1
)
∆uj
= e
λk
∫
t
0
(
θk
θk−izfk(u)
−1
)
du
.
Again we have used Bounded Convergene Theorem to take the limit outside the expeta-
tion. The independene of inrements of Lk is used to do the same with the produt. To
ompute the integral in the last term we use Proposition 4.7 again;
λk
∫ t
0
(
θk
θk − izfk(u) − 1
)
= λk
∫ t
0
1
1− iz 1
θk
e−αkteαku
du− λkt
= λk
[
u− 1
αk
ln
(
1− iz 1
θk
e−αk(t−u)
)]t
0
− λkt
= λk
[
1
αk
[
ln
(
1− iz 1
θk
e−αkt
)
− ln
(
1− iz 1
θk
)]]
So
E
[
eiz
∫
t
0
fk(u)dLk(u)
]
= e
λk
αk
ln
(
1−iz 1
θk
e−αkt
)
−
λk
αk
ln
(
1−iz 1
θk
)
=
(
1− iz 1
θk
e−αkt
1− iz 1
θk
) λk
αk
.
Now, let
m = 1− iz 1
θk
e−αkt, dm
dz
= −i 1
θk
e−αkt
n = 1− iz 1
θk
, dn
dz
= −i 1
θk
.
Sine E
[
eiz
∫
t
0
fk(u)dLk(u)
]
=
(
m
n
) λk
αk
, we an write
E
[(∫ t
0
fk(u)dLk(u)
)2]
= (i)−2
d2
dz2
(m
n
) λk
αk
∣∣∣
z=0
, (4.32)
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and
E
[∫ t
0
fk(u)dLk(u)
]2
=
(
(i)−1
d
dz
(m
n
) λk
αk
∣∣
z=0
)2
. (4.33)
We need
d
dz
m
n
to evaluate the expressions in both (4.32) and (4.33).
d
dz
m
n
=
(
−i 1
θk
e−αkt
)(
1− iz 1
θk
)
−
(
1− iz 1
θk
e−αkt
)(
−i 1
θk
)
(
1− iz 1
θk
)2
=
i 1
θk
(1− e−αkt)(
1− iz 1
θk
)2 .
Letting z = 0, it beomes
d
dz
m
n
∣∣∣∣
z=0
= i
1
θk
(
1− e−αkt) . (4.34)
Before we start omputing (4.32) and (4.33), look at
d2
dz2
m
n
as well;
d2
dz2
m
n
=
d
dz

 i 1θk (1− e−αkt)(
1− iz 1
θk
)2

 = −2i
1
θk
(1− e−αkt)
(
−i 1
θk
)
(
1− iz 1
θk
)4
= −2
1
θ2
k
(1− e−αkt)(
1− iz 1
θk
)4 .
and letting z = 0 yields
d2
dz2
m
n
∣∣∣∣
z=0
= −2 1
θ2k
(
1− e−αkt) . (4.35)
Notie also that
m
n
∣∣
z=0
= 1. Now we are ready to ompute (4.32) and (4.33), starting with
(4.33).
E
[∫ t
0
fk(u)dLk(u)
]
= (i)−1
d
dz
(m
n
) λk
αk
∣∣∣∣
z=0
= (i)−1
λk
αk
(m
n
) λk
αk
−1 d
dz
m
n
∣∣∣∣
z=0
=
λk
αk
1
θk
(
1− e−αkt) ,
where the last equality follows from (4.34). E
[∫ t
0 fk(u)dLk(u)
]2
now beomes
E
[∫ t
0
fk(u)dLk(u)
]2
=
λ2k
α2k
1
θ2k
(
1− e−αkt)2 . (4.36)
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Let's ompute (4.32) as well;
E
[(∫ t
0
fk(u)dLk(u)
)2]
= (i)−2
d2
dz2
(m
n
) λk
αk
∣∣∣∣
z=0
= (i)−2
d
dz
[
λk
αk
(m
n
) λk
αk
−1 d
dz
m
n
] ∣∣∣∣
z=0
= (i)−2
λk
αk
(
λk
αk
− 1
)(m
n
) λk
αk
−2
(
d
dz
m
n
)2 ∣∣∣∣
z=0
+ (i)−2
λk
αk
(m
n
) λk
αk
−1 d2
dz2
m
n
∣∣∣∣
z=0
=
λk
αk
(
λk
αk
− 1
)
1
θ2k
(
1− e−αkt)2 + 2λk
αk
1
θ2k
(
1− e−αkt) .
We use the expression for E
[(∫ t
0 fk(u)dLk(u)
)2]
derived above and (4.36) to evaluate
Var
[∫ t
0
fk(u)dLk(u)
]
;
Var
[∫ t
0
fk(u)dLk(u)
]
= E
[(∫ t
0
fk(u)dLk(u)
)2]
− E
[∫ t
0
fk(u)dLk(u)
]2
=
λ2k
α2k
1
θ2k
(
1− e−αkt)2 − λk
αk
1
θ2k
(
1− e−αkt)2
+2
λk
αk
1
θ2k
(
1− e−αkt)− λ2k
α2k
1
θ2k
(
1− e−αkt)2
=
λk
αk
1
θ2k
(
1− e−αkt) [2− (1− e−αkt)]
=
λk
αk
1
θ2k
(
1− e−2αkt)
Remember that Var [r(t)] =
∑n
k=1 w
2
kVar
[∫ t
0 fk(u)dLk(u)
]
. So
Var [r(t)] =
n∑
k=1
λk
θ2k
w2k
αk
(
1− e−2αkt)
and
lim
t→∞
Var [r(t)] =
n∑
k=1
λk
θ2k
w2k
αk
.
And our proof is omplete.

4.5.2 The Theoretial Autoorrelation Funtion of r(t)
We also want the theoretial autoorrelation funtion of r(t) when Lk(t) is ompound
Poisson. It is as before given by
corr (r(t), r(t + τ)) =
E [r(t)r(t + τ)] − E [r(t)] E [r(t+ τ)]√
Var [r(t)] Var [r(t + τ)]
.
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From (4.23) we know that
E [r(t)r(t + τ)] − E [r(t)] E [r(t+ τ)] =
n∑
k=1
w2ke
−αkτVar
[∫ t
0
e−αk(t−u)dLk(u)
]
,
and from the preeding page we see
Var
[∫ t
0
e−αk(t−u)dLk(u)
]
=
λk
αk
1
θ2k
(
1− e−2αkt) .
Putting these two equations together we get
E [r(t)r(t + τ)] − E [r(t)] E [r(t+ τ)] =
n∑
k=1
λk
θ2k
w2k
αk
e−αkτ
(
1− e−2αkt) .
From (4.27) we obtain
Var [r(t)] =
n∑
k=1
λk
θ2k
w2k
αk
(
1− e−2αkt)
Var [r(t+ τ)] =
n∑
k=1
λk
θ2k
w2k
αk
(
1− e−2αk(t+τ)
)
,
suh that the autoorrelation funtion beomes
corr (r(t), r(t + τ)) =
∑n
k=1
λk
θ2
k
w2k
αk
e−αkτ
(
1− e−2αkt)√∑n
k=1
λk
θ2
k
w2
k
αk
(1− e−2αkt)∑nk=1 λkθ2
k
w2
k
αk
(
1− e−2αk(t+τ)) .
The result an be formulated in a proposition.
Proposition 4.10 The autoorrelation funtion of r(t) when Lk(t) is ompound Poisson
is
corr (r(t), r(t + τ)) =
∑n
k=1
λk
θ2
k
w2k
αk
e−αkτ
(
1− e−2αkt)√∑n
k=1
λk
θ2
k
w2
k
αk
(1− e−2αkt)∑nk=1 λkθ2
k
w2
k
αk
(
1− e−2αk(t+τ)) ,
and when time goes to innity we get
lim
t→∞
corr (r(t), r(t + τ)) =
n∑
k=1
λk
θ2
k
w2k
αk∑n
j=1
λj
θ2
j
w2
j
αj
e−αkτ .
Chapter 5
Zero-Coupon Bond Pries
We are interested in nding the prie of a zero-oupon bond for general Lk(t), and when
Lk(t) is ompound Poisson. We start with the general Lk(t) and use some of the omputa-
tions derived there to nd the prie when Lk(t) is ompound Poisson. In the next hapter
we will evaluate the pries of European options written on these bonds.
5.1 Zero-Coupon Bond Pries for General Lk(t)
The prie of a zero-oupon bond at time t ≤ T is given by Denition 3.1, and is as follows
P (t, T ) = EQ
[
e−
∫
T
t
r(s)ds
∣∣Ft] ,
where Ft is the σ-algebra generated by Lk(s), s ≤ t. We are interested in nding an
expression for − ∫ T
t
r(s)ds. Remember that the proess r(s) is given by
r(s) =
n∑
k=1
wkXk(s),
where
dXk(s) = −αkXk(s)ds+ dLk(s).
We have found that the solution of Xk(s) is
Xk(s) = Xk(t)e
−αk(s−t) +
∫ s
t
e−αk(s−u)dLk(u),
where the proess starts at time t ≤ s. r(s) then beomes
r(s) =
n∑
k=1
wkXk(t)e
−αk(s−t) +
n∑
k=1
wk
∫ s
t
e−αk(s−u)dLk(u). (5.1)
Now we an nd an expression for − ∫ T
t
r(s)ds.
−
∫ T
t
r(s)ds = −
∫ T
t
n∑
k=1
wkXk(t)e
−αk(s−t)ds−
∫ T
t
n∑
k=1
wk
∫ s
t
e−αk(s−u)dLk(u)ds
= −I1 − I2.
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Compute the parts separately. It's easy to see that
I1 =
n∑
k=1
wkXk(t)
∫ T
t
e−αk(s−t)ds =
n∑
k=1
wkXk(t)
1
αk
(
1− e−αk(T−t)
)
.
We now nd I2.
I2 =
n∑
k=1
wk
∫ T
t
∫ s
t
e−αk(s−u)dLk(u)ds =
n∑
k=1
wk
∫ T
t
∫ T
u
e−αk(s−u)dsdLk(u)
=
n∑
k=1
wk
∫ T
t
1
αk
(
1− e−αk(T−u)
)
dLk(u),
where we have used Fubini's Theorem to hange the order of the integrals. Let nk(t, T ) =
1
αk
(
1− e−αk(T−t)). Then we an write I1 and I2 as
I1 =
n∑
k=1
wkXk(t)nk(t, T ), (5.2)
and
I2 =
n∑
k=1
wk
∫ T
t
nk(u, T )dLk(u). (5.3)
So we get
−
∫ T
t
r(s)ds = −
n∑
k=1
wkXk(t)nk(t, T )−
n∑
k=1
wk
∫ T
t
nk(u, T )dLk(u). (5.4)
Now, all ξT = −
∫ T
t
r(s)ds. Notie that Xk(t) is Ft-measurable for all k. And that nk(t, T )
and wk are deterministi. Notie also that
∫ T
t
nk(u, T )dLk(u) is independent of Ft, sine
Lk(u) has independent inrements for every k, by the properties of Lévy proesses. It
follows that
P (t, T ) = EQ
[
e−
∫
T
t
r(s)ds
∣∣Ft] = EQ [eξT ∣∣Ft] = EQ [eξT ]
= e−
∑n
k=1 wkXk(t)nk(t,T )EQ
[
e−
∑n
k=1 wk
∫
T
t
nk(u,T )dLk(u)
]
.
So
P (t, T ) = e−
∑
n
k=1 wkXk(t)nk(t,T )EQ
[
e−
∑
n
k=1 wk
∫
T
t
nk(u,T )dLk(u)
]
. (5.5)
We see that we need to nd EQ
[
e−
∑n
k=1 wk
∫
T
t
nk(u,T )dLk(u)
]
. Let {uj}mj=1 be any partition
of the interval [t, T ℄, with maxj |uj+1 − uj | < ǫ. Then we already know that we an write∫ T
t
nk(u, T )dLk(u) = limǫ→0
∑m
j=1 nk(uj , T )∆Lk(uj), where ∆Lk(uj) = Lk(uj+1)−Lk(uj)
as usual. Therefore we have
EQ
[
e−
∑
n
k=1 wk
∫
T
t
nk(u,T )dLk(u)
]
= EQ
[
e−
∑n
k=1 wk limǫ→0
∑m
j=1 nk(uj ,T )∆Lk(uj)
]
=
n∏
k=1
lim
ǫ→0
m∏
j=1
EQ
[
e−wknk(uj ,T )∆Lk(uj)
]
.
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The Bounded Convergene Theorem is applied to take the limit outside the expetation
above. The two produts an be taken outside as well beause of independene between Lk
and Lj , when k 6= j, and beause of independent inrements of the Lévy proesses. The
harateristi funtion of a Lévy proess L(t) is in general
E
[
eizL(t)
]
= eψ(z)t,
where ψ(z) is as in Lévy-Khinhin Representation Theorem (Theorem 2.3). The Lévy
proess we are studying has harateristi triplet (0, ν, 0), so in our ase we see that ψ(z) =∫
R
(
eizx − 1− izx1|x|≤1
)
ν(x)dx. We see that
EQ
[
e−
∑
n
k=1 wk
∫
T
t
nk(u,T )dLk(u)
]
=
n∏
k=1
lim
ǫ→0
m∏
j=1
EQ
[
e−wknk(uj ,T )∆Lk(uj)
]
=
n∏
k=1
lim
ǫ→0
m∏
j=1
eψ(iwknk(uj ,T ))∆uj
=
n∏
k=1
e
∫
T
t
ψ(iwknk(u,T ))du,
where ψ(iwknk(u, T )) =
∫
R
(
e−wknk(u,T )x − 1 + wknk(u, T )x1|x|≤1
)
ν(x)dx. We are ready
to state the result in a proposition.
Proposition 5.1 The prie of a zero-oupon bond at time t ≤ T is
P (t, T ) = e
∑n
k=1[
∫
T
t
ψ(iwknk(u,T ))du−wkXk(t)nk(t,T )], (5.6)
where
nk(t, T ) =
1
αk
(
1− e−αk(T−t)
)
ψ(iwknk(u, T )) =
∫
R
(
e−wknk(u,T )x − 1 + wknk(u, T )x1|x|≤1
)
ν(x)dx.
When we nd option pries later we are only interested in the speial ase when n = 1. So
we state the result for n = 1 as well.
Corollary 5.1 When n = 1 the prie of a zero-oupon bond at time t ≤ T is
P (t, T ) = em(t,T )−n(t,T )r(t), (5.7)
where
m(t, T ) =
∫ T
t
ψ(in(u, T ))du
n(t, T ) =
1
α1
(
1− e−α1(T−t)
)
ψ(in(u, T )) =
∫
R
(
e−n(u,T )x − 1 + n(u, T )x1|x|≤1
)
ν(x)dx.
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Proof. When n = 1 we get that r(s) beomes
r(s) = w1X1(s), (5.8)
where
X1(s) = X1(t)e
−α1(s−t) +
∫ s
t
e−α1(s−u)dL1(u),
where t ≤ s. We set w1 = 1. We then have that r(t) = X1(t). From Proposition 5.1 we
then get with n = 1;
P (t, T ) = e
∫
T
t
ψ(in1(u,T ))du−r(t)n1(t,T ).
Letting n(t, T ) = n1(t, T ) and m(t, T ) =
∫ T
t
ψ(in(u, T ))du in P (t, T ) above, we have om-
pleted the proof.

5.2 Zero-Coupon Bond Prie when Lk(t) is Compound
Poisson
We want to nd the expliit result of a zero-oupon bond prie when Lk(t) is ompound
Poisson. As before, the zero-oupon bond prie at time t ≤ T is given by
P (t, T ) = EQ
[
e−
∫
T
t
r(s)ds
∣∣Ft] .
From (5.5) we have that P (t, T ) an be written as
P (t, T ) = e−
∑n
k=1 wkXk(t)nk(t,T )EQ
[
e−
∑
k=1 wk
∫
T
t
nk(u,T )dLk(u)
]
.
In this ase we know how the harateristi funtion of Lk(t) looks like, sine we know it's
ompound Poisson. The harateristi funtion of Lk(t) is then for eah k;
EQ
[
eizLk(t)
]
= e
λkt
(
θk
θk−iz
−1
)
.
Let {uj}mj=1 be any partion of the interval [t, T ℄ with maxj |uj+1 − uj| < ǫ. Then we an
write
∫ T
t
nk(u, T )dLk(u) = limǫ→0
∑m
j=1 nk(uj , T )∆Lk(uj). So again
EQ
[
e−
∑
n
k=1 wk
∫
T
t
nk(u,T )dLk(u)
]
=
n∏
k=1
EQ
[
e−wk limǫ→0
∑m
j=1 nk(uj ,T )∆Lk(uj)
]
=
n∏
k=1
lim
ǫ→0
m∏
j=1
EQ
[
e−wknk(uj ,T )∆Lk(uj)
]
=
n∏
k=1
lim
ǫ→0
m∏
j=1
e
λk
(
θk
θk+wknk(uj,T )
−1
)
∆uj
=
n∏
k=1
e
λk
∫
T
t
(
θk
θk+wknk(u,T )
−1
)
du
=
n∏
k=1
eλkIk−λk(T−t),
5.2. BOND PRICES FOR COMPOUND POISSON SUBORDINATORS 41
where Ik =
∫ T
t
θk
θk+wknk(u,T )
du. Bounded Convergene theorem is applied to take the limit
outside the expetation above. As noted before the produts an be taken outside as well
beause of independene between Lk and Lj , and independene of inrements of a Lévy
proess. Earlier we have seen an almost similar integral whih we solved using Proposition
4.7. So
Ik =
∫ T
t
1
1 + wk
αk
1
θk
(
1− e−αk(T−u))du =
∫ T
t
1
1 + wk
αk
1
θk
− wk
αk
1
θk
e−αkT eαku
du
=

 u
1 + wk
αk
1
θk
− 1(
1 + wk
αk
1
θk
)
αk
ln
(
1 +
wk
αk
1
θk
(
1− e−αk(T−u)
))
T
t
= (T − t) 1
1 + wk
αk
1
θk
+
1
αk +
wk
θk
ln
(
1 +
wk
αk
1
θk
(
1− e−αk(T−t)
))
.
With nk(t, T ) =
1
αk
(
1− e−αk(T−t));
Ik = (T − t) 1
1 + wk
αk
1
θk
+
1
αk +
wk
θk
ln
(
1 +
wk
θk
nk(t, T )
)
. (5.9)
We get
EQ
[
e−
∑
n
k=1 wk
∫
T
t
nk(u,T )dLk(u)
]
=
n∏
k=1
eλkIk−λk(T−t),
where Ik is given by (5.9). We have nally found the prie of a zero-oupon bond when
Lk(t) is ompound Poisson.
Proposition 5.2 The prie of a zero-oupon bond at time t ≤ T with Lk(t) ompound
Poisson is
P (t, T ) = e
∑
n
k=1[λkIk−λk(T−t)−wkXk(t)nk(t,T )], (5.10)
where
nk(t, T ) =
1
αk
(
1− e−αk(T−t)
)
Ik = (T − t) 1
1 + wk
αk
1
θk
+
1
αk +
wk
θk
ln
(
1 +
wk
θk
nk(t, T )
)
.
As in the general ase, we will need the result for n = 1 when nding pries of European
bond options. So let's state the result for the ase n = 1:
Corollary 5.2 When n = 1, the prie of a zero-oupon bond at time t ≤ T is
P (t, T ) = em(t,T )−r(t)n(t,t),
where
n(t, T ) =
1
α1
(
1− e−α1(T−t)
)
,
m(t, T ) = λ1(T − t)
(
1
1 + 1
α1
1
θ1
− 1
)
+
λ1
α1 +
1
θ1
ln
(
1 +
1
θ1
n(t, T )
)
.
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Chapter 6
European Bond Options
Our goal in this hapter is to nd pries of European all and put options written on
zero-oupon bonds. First we nd pries when r(t) is given by the Vasiek model, (3.1),
namely
dr(t) = (µ− αr(t)) dt+ σdB(t),
and then we nd pries when r(t) is given by the extended Vasiek model given by (4.1),
namely
r(t) = r(0) +
n∑
k=1
wkXk(t),
where
dXk(t) = −αkXk(t)dt+ dLk(t).
In both ases we only onsider n = 1.
Denition 6.1 The prie at time t ≤ T of an European option written on a zero-oupon
bond with prie P(T, S), T ≤ S, is
p(t) = EQ
[
e−
∫
T
t
r(s)dsf(P (T, S))
∣∣Ft] , (6.1)
where f(x) is the payo funtion. For an European all, f(x) = max(x − K, 0) and an
European put has payo funtion f(x) = max(K − x, 0). K is the strike prie.
6.1 Bond Option Pries with the Vasiek Model
From Proposition 3.4 we already have that the prie of a zero-oupon bond is
P (t, T ) = em(t,T )−n(t,T )r(t), (6.2)
where
n(t, T ) =
1
α
(
1− e−α(T−t)
)
(6.3)
m(t, T ) =
1
2
σ2
∫ T
t
n2(u, T )du− µ
∫ T
t
n(u, T )du. (6.4)
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When n(t, T ) is as in (6.3), m(t, T ) beomes
m(t, T ) =
1
2
σ2
∫ T
t
1
α2
(
1− e−α(T−u)
)2
du − µ
∫ T
t
1
α
(
1− e−α(T−u)
)
du
=
1
2
σ2
∫ T
t
(
1− 2e−α(T−u) + e−2α(T−u)
)
du− µ
∫ T
t
1
α
(
1− e−α(T−u)
)
du
=
σ2
2α2
(T − t)− σ
2
α3
(
1− e−α(T−t)
)
+
σ2
4α3
(
1− e−2α(T−t)
)
−µ
α
(T − t) + µ
α2
(
1− e−α(T−t)
)
=
(
µ
α
− σ
2
2α2
)
(n(t, T )− (T − t))− σ
2
4α
n2(t, T ).
Let's take a look at (6.1). We would like to nd a way to take e−
∫
T
t
r(s)ds
outside the
expetation. It turns out that if we hange measure, we ould do so. Dene
Bt = e
∫
t
0
r(s)ds.
Then the prie of the option beomes
p(t) = EQ
[
e−
∫
T
t
r(s)dsf(P (T, S))
∣∣Ft] = EQ [BtB−1T f(P (T, S))∣∣Ft]
= BtEQ
[
B−1T
P (0, T )
P (0, T )
f(P (T, S))
∣∣Ft
]
= BtEQ
[
P (0, T )ηT f(P (T, S))
∣∣Ft]
= BtP (0, T )EQ
[
ηT f(P (T, S))
∣∣Ft] ,
where we have used that Bt is Ft-measurable, and that ηT = B−1T P−1(0, T ) = dPTdQ . Notie
that P (0, T ) = EQ [BT ], so it an be taken outside the expetation without problems. We
are going to use Bayes's rule. We state it in a lemma.
Lemma 6.1 Let PT and Q be two probability measures on a measurable spae (Ω,F) with
dPT = ηT dQ. Let X be a random variable on (Ω,F), then
EQ
[
ηTX
∣∣Ft] = EQ [ηT ∣∣Ft]EPT [X∣∣Ft] .
Proof. The proof an be found in Musiela and Rutkowski [5℄.
Applying this lemma, we get
p(t) = BtP (0, T )EQ
[
ηT f(P (T, S))
∣∣Ft] = BtP (0, T )EPT [f(P (T, S))∣∣Ft]EQ [ηT ∣∣Ft]
= BtEPT
[
f(P (T, S))
∣∣Ft]EQ
[
P (0, T )
BTP (0, T )
∣∣Ft
]
= P (t, T )EPT
[
f(P (T, S))
∣∣Ft] .
We used that BtB
−1
T = e
−
∫
T
t
r(s)ds
and that P (t, T ) = EQ
[
BtB
−1
T
∣∣Ft] = BtEQ [B−1T ∣∣Ft].
So the prie an be written as
p(t) = P (t, T )EPT
[
f(P (T, S))
∣∣Ft] . (6.5)
Sine we already have P (t, T ), we only need to ompute EPT
[
f(P (T, S))
∣∣Ft]. To do so we
need the dynamis of P (T, S) under PT . Let's rst nd dP (t, T ). Observe that P (t, T ) is
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given by (6.2), where n(t, T ) and m(t, T ) are as in (6.3) and (6.4). Call d
dt
n(t, T ) = nt(t, T )
and
d
dt
m(t, T ) = mt(t, T ). Then
nt(t, T ) = −e−α(T−t)
mt(t, T ) = −1
2
σ2
α2
+
σ2
α2
e−α(T−t) − 1
2
σ2
α2
e−2α(T−t) +
µ
α
− µ
α
e−α(T−t),
so by It's formula, Theorem 2.4, we get
dP (t, T )
= (mt(t, T )− nt(t, T )r(t))P (t, T )dt− n(t, T )P (t, T )dr(t) + 1
2
n2(t, T )P (t, T ) (dr(t))
2
= P (t, T )
[
− 1
2
σ2
α2
+
σ2
α2
e−α(T−t) − 1
2
σ2
α2
e−2α(T−t) +
µ
α
− µ
α
e−α(T−t) + e−α(T−t)r(t)
]
dt
−P (t, T ) 1
α
(
1− e−α(T−t)
)
[(µ− αr(t)) dt+ σdB(t)]
+P (t, T )
1
2
σ2
α2
(
1− 2e−α(T−t) + e−2α(T−t)
)
dt
= P (t, T ) [r(t)dt − σn(t, T )dB(t)] .
This is the dynamis under Q. Now let ηt = e
−σ
∫
t
0
n(u,T )dB(u)− 12σ
2
∫
t
0
n2(u,T )du
. From
Girsanov Theorem (Theorem 2.5) we know that the proess BT (t) dened as BT (t) =
B(t) + σ
∫ t
0 n(u, T )du is again a Brownian Motion under PT . To get the dynamis of
P (t, T ) under PT , insert dB(t) = dB
T (t)− σn(t, T )dt into the dynamis for P (t, T ).
dP (t, T ) = P (t, T ) [r(t)dt − σn(t, T )dB(t)]
= P (t, T )
[
r(t)dt − σn(t, T ) (dBT (t)− σn(t, T )dt)]
= P (t, T )
[(
r(t) + σ2n2(t, T )
)
dt− σn(t, T )dBT (t)] .
To get an expression with just a dBT (t)-term, we onsider FP (t, S, T ) =
P (t,S)
P (t,T ) . This makes
sense beause FP (T, S, T ) = P (T, S). We rst nd the dynamis of FP (T, S, T ) under Q.
Remember that dP (t, T ) = P (t, T ) (r(t) − σn(t, T )dB(t)) under Q.
d
(
P (t, S)
P (t, T )
)
=
dP (t, S)
P (t, T )
− P (t, S)dP (t, T )
P 2(t, T )
+
P (t, S) (dP (t, T ))2
P 3(t, T )
− dP (t, S)dP (t, T )
P 2(t, T )
=
P (t, S)
P (t, T )
[r(t)dt − σn(t, S)dB(t)] − P (t, S)
P (t, T )
[r(t)dt − σn(t, T )dB(t)]
+
P (t, S)
P (t, T )
σ2n2(t, T )dt− P (t, S)
P (t, T )
σ2n(t, S)n(t, T )dt
=
P (t, S)
P (t, T )
[
σ (n(t, T )− n(t, S)) dB(t) + σ2n(t, T ) (n(t, T )− n(t, S)) dt] .
And under PT , we get
d
(
P (t, S)
P (t, T )
)
=
P (t, S)
P (t, T )
[
σ (n(t, T )− n(t, S)) (dBT (t)− σn(t, T )dt)
+σ2n(t, T ) (n(t, T )− n(t, S)) dt
]
=
P (t, S)
P (t, T )
σ (n(t, T )− n(t, S)) dBT (t).
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The dynamis of FP (t, S, T ) under PT beomes
dFP (t, S, T ) = FP (t, S, T )σ (n(t, T )− n(t, S)) dBT (t), (6.6)
and the solution of the above equation is
FP (T, S, T ) = FP (t, S, T )e
ξ(t,T )− 12 ν
2(t,T ). (6.7)
The solution of (6.6) is found by applying It's formula on lnFP (t, S, T ). Here we have
ξ(t, T ) =
∫ T
t
σ (n(u, T )− n(u, S))dBT (u), with expetation equal zero and ν2(t, T ) =
VarPT [ξ(t, T )] =
∫ T
t
σ2 (n(u, T )− n(u, S))2 du. Now we are ready to nd the prie at time
t ≤ T of an European option written on P (T, S). The prie is given by (6.5), so we need to
ompute EPT
[
f(P (T, S))
∣∣Ft]. We rst nd the European all option. The payo funtion
is then f(P (T, S)) = max (P (T, S)−K, 0). Dene D = {P (T, S) > K}, suh that
pc(t) = P (t, T )EPT
[
f(P (T, S))
∣∣Ft]
= P (t, T )EPT
[
P (T, S)1D −K1D
∣∣Ft]
= P (t, T )EPT
[
P (T, S)1D
∣∣Ft]− P (t, T )EPT [K1D∣∣Ft]
= P (t, T )EPT
[
P (T, S)1D
∣∣Ft]− P (t, T )KPT (D∣∣Ft)
= A1 −A2.
We ompute the parts separately, starting with A2. First, look at the set D;
D = {P (S, T ) > K} = {FP (T, S, T ) > K}
=
{
FP (t, S, T )e
ξ(t,T )− 12ν
2(t,T ) > K
}
=
{
ξ(t, T ) > ln
(
K
FP (t, S, T )
)
+
1
2
ν2(t, T )
}
.
Notie that ξ(t, T ) is independent of Ft sine BT (t) has independent inrements, and that
ν2(t, T ) is deterministi. Notie also that FP (t, S, T ) is Ft-measurable and that ξ(t, T ) ∼
N (0, ν2(t, T )). Then ν(t, T )ǫ, with ǫ ∼ N (0, 1), have the same distribution. A2 beomes
A2 = P (t, T )KPT
(
D
∣∣Ft) = P (t, T )KPT (D)
= P (t, T )KPT
(
ξ(t, T ) > ln
(
K
FP (t, S, T )
)
+
1
2
ν2(t, T )
)
= P (t, T )KPT

ǫ > ln
(
K
FP (t,S,T )
)
+ 12ν
2(t, T )
ν(t, T )


= P (t, T )KPT

ǫ < ln
(
FP (t,S,T )
K
)
− 12ν2(t, T )
ν(t, T )

 ,
sine the standard normal distribution is symmetri around zero. We get
A2 = KP (t, T )N

 ln
(
FP (t,S,T )
K
)
− 12ν2(t, T )
ν(t, T )

 . (6.8)
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We want to evaluate A1 as well. To do so, we hange measure again. Let
η˜t = e
∫
t
0
σ(n(u,T )−n(u,S))dBT (u)− 12
∫
t
0
σ2(n(u,T )−n(u,S))2du,
and η˜T =
dP˜T
dPT
. Then, from Girsanov's Theorem (Theorem 2.5), dB˜T (t) = dBT (t) −
σ (n(t, T )− n(t, S)) dt is again a Brownian Motion under P˜T . So
dFP (t, S, T ) = FP (t, S, T )σ (n(t, T )− n(t, S)) dBT (t)
= FP (t, S, T )σ (n(t, T )− n(t, S)) dB˜T (t)
+FP (t, S, T )σ
2 (n(t, T )− n(t, S))2 dt,
and the solution of FP (T, S, T ) under P˜T beomes
FP (T, S, T ) = FP (t, S, T )e
ξ˜(t,T )+ 12ν
2(t,T ),
where ξ˜(t, T ) =
∫ T
t
σ (n(u, T )− n(u, S))dB˜T (u), with E
P˜T
[
ξ˜(t, T )
]
= 0 and ν2(t, T ) =
Var
P˜T
[
ξ˜(t, T )
]
=
∫ T
t
σ2 (n(u, T )− n(u, S))2 du. Let's look at A1. Notie that FP (t, S, T )
is Ft-measurable and that η˜T η˜−1t = eξ(t,T )− 12ν
2(t,T )
. We will apply Bayes rule (Lemma 6.1).
It says that
E
P˜T
[
1D
∣∣Ft] = EPT
[
1Dη˜T
∣∣Ft]
EPT
[
η˜T
∣∣Ft] = EPT
[
1Dη˜T η˜
−1
t
∣∣Ft] ,
sine η˜t = EPT
[
η˜T
∣∣Ft]. Moreover
A1 = P (t, T )EPT
[
FP (T, S, T )1D
∣∣Ft]
= P (t, T )EPT
[
FP (t, S, T )e
ξ(t,T )− 12ν
2(t,T )
1D
∣∣Ft]
= P (t, T )FP (t, S, T )EPT
[
eξ(t,T )−
1
2ν
2(t,T )
1D
∣∣Ft]
= P (t, S)EPT
[
η˜T η˜
−1
t 1D
∣∣Ft]
= P (t, S)E
P˜T
[
1D
∣∣Ft]
= P (t, S)P˜T
(
D
∣∣Ft) .
If we look at the set D, with the expression for FP (T, S, T ) under P˜T instead of PT , we get
D = {P (T, S) > K} = {FP (T, S, T ) > K}
=
{
FP (t, S, T )e
ξ˜(t,T )+ 12ν
2(t,T ) > K
}
=
{
ξ˜(t, T ) > ln
(
K
FP (t, S, T )
)
− 1
2
ν2(t, T )
}
.
Notie that we have ξ˜(t, T ) ∼ N (0, ν2(t, T )) and that it is independent of Ft. As before
we have that ν(t, T )ǫ, where ǫ ∼ N(0, 1), have the same distribution as ξ˜(t, T ). So
A1 = P (t, S)P˜T
(
D
∣∣Ft) = P (t, S)P˜T (D)
= P (t, S)P˜T
(
ξ˜(t, T ) > ln
(
K
FP (t, S, T )
)
− 1
2
ν2(t, T )
)
= P (t, S)P˜T

ǫ > ln
(
K
FP (t,S,T )
)
− 12ν2(t, T )
ν(t, T )


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= P (t, S)P˜T

ǫ < ln
(
FP (t,S,T )
K
)
+ 12ν
2(t, T )
ν(t, T )


= P (t, S)N

 ln
(
FP (t,S,T )
K
)
+ 12ν
2(t, T )
ν(t, T )

 ,
where we used that the standard normal distribution is symmetri around zero. Finally
we are ready to derive the prie of an European all option. Remember that the prie was
pc(t) = A1 −A2, where A1 is as above, and A2 is given by (6.8).
Proposition 6.1 The prie at time t ≤ T of an European all option written on a zero-
oupon bond is
pc(t) = P (t, S)N (u1)−KP (t, T )N (u2) , (6.9)
where
u1,2 =
ln
(
FP (t,S,T )
K
)
± 12ν2(t, T )
ν(t, T )
,
and
ν2(t, T ) =
∫ T
t
σ2 (n(u, T )− n(u, S))2 du.
We nd the prie of an European put option by using the Put-Call parity.
Lemma 6.2 Let Ct and Pt be pries of an European all option and an European put option
respetively written on an asset Zt with strike K. Then the following relationship holds
Ct − Pt = Zt −KP (t, T ), (6.10)
for all t in the interval [0, T ]. P (t, T ) is the prie of a zero-oupon bond. This relationship
is alled the Put-Call parity.
We now nd the prie of an European put option. In our ase Zt = P (t, S), so
pp(t) = pc(t)− P (t, S) +KP (t, T )
= P (t, S)N (u1)−KP (t, T )N (u2)− P (t, S) +KP (t, T )
= KP (t, T ) (1−N(u2))− P (t, S) (1−N(u1))
= KP (t, T )N(−u2)− P (t, S)N(−u1).
Call u˜1 = −u1 and u˜2 = −u2. Then
u˜1 = −
ln
(
FP (t,S,T )
K
)
+ 12ν
2(t, T )
ν(t, T )
=
ln
(
K
FP (t,S,T )
)
− 12ν2(t, T )
ν(t, T )
u˜2 = −
ln
(
FP (t,S,T )
K
)
− 12ν2(t, T )
ν(t, T )
=
ln
(
K
FP (t,S,T )
)
+ 12ν
2(t, T )
ν(t, T )
.
We state the result in a proposition.
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Proposition 6.2 The prie at time t ≤ T of an European put option written on a zero-
oupon bond is
pp(t) = KP (t, T )N (u˜2)− P (t, S)N (u˜1) , (6.11)
where
u˜1,2 =
ln
(
K
FP (t,S,T )
)
∓ 12ν2(t, T )
ν(t, T )
,
and
ν2(t, T ) =
∫ T
t
σ2 (n(u, T )− n(u, S))2 du.
6.2 Bond Option Pries with Extended Vasiek Model
The prie of an European option written on a zero-oupon bond is given by (6.1). First we
are going to derive the prie of an European put option and later use the Put-Call parity to
nd the prie of an European all. In the end we are going to state expliit result of pries
when Lk(t) is ompound Poisson. In both ases we only onsider n = 1. This gives us
r(s) = X1(s), (6.12)
where we have set w1 = 1. X1(s) is given as before
X1(s) = X1(t)e
−α1(s−t) +
∫ s
t
e−α1(s−u)dL1(u), (6.13)
where t ≤ s. And
r(s) = r(t)e−α1(s−t) +
∫ s
t
e−α1(s−u)dL1(u). (6.14)
6.2.1 Bond Option Pries with Extended Vasiek Model with Gen-
eral Lk(t)
From earlier omputations we have that the prie at time T ≤ S of a zero-oupon bond is
P (T, S) = em(T,S)−n(T,S)r(T ),
with m(T, S) =
∫ S
T
ψ(in(u, S))du and n(T, S) = 1
α1
(
1− e−α1(S−T )), where ψ(in(u, S)) is
given as always. It follows from (5.4), with n = 1, w1 = 1 and X1(t) = r(t), that
−
∫ T
t
r(s)ds = −r(t)n(t, T )−
∫ T
t
n(u, T )dL1(u).
From all this we an derive the following
pp(t) = EQ
[
e−
∫
T
t
r(s)dsf(P (T, S))
∣∣Ft]
= EQ
[
e−r(t)n(t,T )−
∫
T
t
n(u,T )dL1(u)f˜ (r(T ))
∣∣Ft] ,
where f(x) = max (K − x, 0) and f˜(x) = max (K − em(T,S)−n(T,S)x). It follows that
f(P (T, S)) = f˜(r(T )). As we will see later, we want to apply inverse Fourier transform,
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Theorem 6.1, to nd the prie of the option. It is important that the funtion f is inte-
grable on R
n
. A European put option has payo funtion as f(x) above and is therefore
integrable, but that is not the ase for an European all option. We therefore derive the
prie of an European put option rst, and apply the Put-Call parity to obtain results for
an European all option as well. From (6.14) we have
r(T ) = r(t)e−α1(T−t) +
∫ T
t
e−α1(T−u)dL1(u).
Now let
Y =
∫ T
t
n(u, T )dL1(u) =
∫ T
t
1
α1
(
1− e−α1(T−u)
)
dL1(u) (6.15)
Z =
∫ T
t
e−α1(T−u)dL1(u). (6.16)
Notie that r(t) is Ft-measurable and that n(t, T ) is deterministi. Y and Z is independent
of Ft sine L1(t) has independent inrements. So
pp(t) = EQ
[
e−r(t)n(t,T )−Y f˜
(
r(t)e−α1(T−t) + Z
) ∣∣Ft]
= e−r(t)n(t,T )EQ
[
e−Y g(Z)
]
,
where g(x) = max
(
K − em(T,S)−n(T,S)[r(t)e−α1(T−t)+x], 0
)
. It follows now that f˜(r(T )) =
g(Z).
pp(t) = e
−r(t)n(t,T )EQ
[
e−Y g(Z)
]
. (6.17)
We want to apply inverse Fourier transform to ompute EQ
[
e−Y g(Z)
]
. First we dene the
Fourier transform of a funtion f .
Denition 6.2 The Fourier transform of f ∈ L1(Rn) is
fˆ(y) =
∫
Rn
f(x)e−iy·xdx. (6.18)
One an then reover the funtion f from it's Fourier transform in the following way.
Theorem 6.1 The Fourier Inversion Theorem
Let f ∈ L1(Rn), with Fourier transform dened by (6.18). Then
f(x) =
1
(2π)n
∫
Rn
fˆ(y)eiy·xdy. (6.19)
Now dene
h(y, z) =
{
e−yg(z) if y, z > 0
0 if y ≤ 0 or z ≤ 0 .
Notie that EQ [h(Y, Z)] = EQ
[
e−Y g(Z)
]
. If we an nd EQ [h(Y, Z)], we an also nd the
prie pp(t) = e
−r(t)n(t,T )EQ
[
e−Y g(Z)
]
. Remember that Y and Z is given by (6.15) and
(6.16) respetively. We an dene h the way we do, beause L1(t) is a subordinator and
therefore have only positive jumps. This implies that Y and Z is always positive. Thus
hˆ(u, v)) =
∫
R2
h(y, z)e−iuy−ivzdydz,
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and
h(Y, Z) =
1
(2π)2
∫
R2
hˆ(u, v)eiuY+ivZdudv.
It follows from above that
EQ [h(Y, Z)] =
1
(2π)2
∫
R2
hˆ(u, v)EQ
[
eiuY+ivZ
]
dudv. (6.20)
It remains only to ompute the harateristi funtion of (Y, Z). It is dened to be
EQ
[
eiuY+ivZ
]
. First onsider iuY + ivZ. Remember that Y and Z are given by (6.15) and
(6.16) respetively.
iuY + ivZ = iu
∫ T
t
1
α1
(
1− e−α1(T−s)
)
dL1(s) + iv
∫ T
t
e−α1(T−s)dL1(s)
= i
∫ T
t
[
u
α1
(
1− e−α1(T−s)
)
+ ve−α1(T−s)
]
dL1(s)
= i
∫ T
t
[
e−α1(T−s)
(
v − u
α1
)
+
u
α1
]
dL1(s).
Let {sj}mj=1 be any partition of the interval [t, T ] with maxj |sj+1 − sj | < ǫ. Let k(s, T ) =
e−α1(T−s)
(
v − u
α1
)
+ u
α1
. We then have
∫ T
t
k(s, T )dL1(s) = limǫ→0
∑m
j=1 k(sj , T )∆L1(sj).
Also remember that the harateristi funtion of a Lévy proess L(t) is E
[
eizL(t)
]
= eψ(z)t.
It follows diretly that
EQ
[
eiuY+ivZ
]
= lim
ǫ→0
m∏
j=1
EQ
[
eik(sj ,T )∆L1(sj)
]
= lim
ǫ→0
m∏
j=1
eψ(k(sj ,T ))∆sj
= e
∫
T
t
ψ(k(s,T ))ds,
where ψ(k(s, T )) =
∫
R
(
eik(s,T )x − 1− ik(s, T )x1|x|≤1
)
ν(x)dx. The harateristi funtion
of (Y, Z) beomes
EQ
[
eiuY+ivZ
]
= e
∫
T
t
ψ(k(s,T ))ds. (6.21)
Remember that the prie pc(t) is given by (6.17), where e
−Y g(Z) = h(Y, Z). Remember
also that EQ [h(Y, Z)] is given by (6.20). So from above we get the following result:
Proposition 6.3 The prie at time t ≤ T of an European put option written on a zero-
oupon bond is
pp(t) = e
−n(t,T )r(t) 1
(2π)2
∫
R2
hˆ(u, v)e
∫
T
t
ψ(k(s,T ))dsdudv, (6.22)
where
n(t, T ) =
1
α1
(
1− e−α1(T−t)
)
,
k(s, T ) = e−α1(T−s)
(
v − u
α1
)
+
u
α1
,
ψ(k(s, T )) =
∫
R
(
eik(s,T )x − 1− ik(s, T )x1|x|≤1
)
ν(x)dx
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and hˆ(u, v) is the Fourier transform of h(Y, Z).
One an ompute h(Y, Z) by using fast Fourier transform algorithm. It's an eient
algorithm to ompute the disrete Fourier transform. However, we will not do it in this
thesis.
But an we say something more about the Fourier transform of h(Y, Z), hˆ(u, v)? Yes,
indeed
hˆ(u, v) =
∫
R2
h(y, z)e−iuy−ivzdydz
=
∫
[0,∞)×[0,∞)
e−yg(z)e−iuy−ivzdydz
=
∫ ∞
0
g(z)e−ivz
(∫ ∞
0
e−y(1+iu)dy
)
dz
=
∫ ∞
0
g(z)e−ivz
[
− 1
1 + iu
e−y(1+iu)
]∞
0
dz
=
1
1 + iu
∫ ∞
0
g(z)e−ivzdz,
with 1 > iu. We dened g(z) = max
(
K − em(T,S)−n(T,S)[r(t)e−α1(T−t)+z], 0
)
, so we need
K to be bigger than em(T,S)−n(T,S)[r(t)e
−α1(T−t)+z]
for the integral to be nonzero. That is,
when
z >
m(T, S)− lnK − n(T, S)r(t)e−α1(T−t)
n(T, S)
= a(t, T, S).
It follows that
hˆ(u, v) =
1
1 + iu
∫ ∞
0
g(z)e−ivzdz
=
1
1 + iu
∫ ∞
a(t,T,S)
(
K − em(T,S)−n(T,S)[r(t)e−α1(T−t)+z]
)
e−ivzdz
=
K
1 + iu
∫ ∞
a(t,T,S)
e−ivzdz − 1
1 + iu
∫ ∞
a(t,T,S)
em(T,S)−n(T,S)[r(t)e
−α1(T−t)+z]−ivzdz
= I1 − I2.
We ompute the parts separately. It's easy to see that
I1 =
K
(1 + iu)
1
(iv)
e−iva(t,T,S) =
K
iv − uv e
−iva(t,T,S). (6.23)
It remains to ompute I2.
I2 =
1
1 + iu
∫ ∞
a(t,T,S)
em(T,S)−n(T,S)[r(t)e
−α1(T−t)+z]−ivzdz
=
1
1 + iu
em(T,S)−n(T,S)r(t)e
−α1(T−t)
∫ ∞
a(t,T,S)
e−z(n(T,S)+iv)dz
6.2. BOND OPTION PRICES WITH EXTENDED VASICEK MODEL 53
=
1
1 + iu
em(T,S)−n(T,S)r(t)e
−α1(T−t)
[
− 1
n(T, S) + iv
e−z(n(T,S)+iv)
]∞
a(t,T,S)
=
1
1 + iu
em(T,S)−n(T,S)r(t)e
−α1(T−t) 1
n(T, S) + iv
e−a(t,T,S)(n(T,S)+iv)
=
1
(1 + iu) (n(T, S) + iv)
em(T,S)−n(T,S)[r(t)e
−α1(T−t)+a(t,T,S)]e−iva(t,T,S)
=
K
(1 + iu) (n(T, S) + iv)
e−iva(t,T,S).
Here we have used that a(t, T, S) = m(T,S)−lnK−n(T,S)r(t)e
−α1(T−t)
n(T,S) . It follows diretly that
hˆ(u, v) = I1 − I2
=
K
iv − uv e
−iva(t,T,S) − K
(1 + iu) (n(T, S) + iv)
e−iva(t,T,S)
= Ke−iva(t,T,S)
(
1
iv − uv −
1
(1 + iu) (n(T, S) + iv)
)
.
6.2.2 Bond Option Pries with Extended Vasiek Model when Lk(t)
is Compound Poisson
From Corollary 5.2 we have that the prie of a zero-oupon bond is given by
P (t, T ) = em(t,T )−n(t,T )r(t),
where
m(t, T ) = λ1(T − t)
(
1
1 + 1
θ1
1
α1
− 1
)
+
λ1
α1 +
1
θ1
ln
(
1 +
1
θ1
n(t, T )
)
,
and
n(t, T ) =
1
α1
(
1− e−α1(T−t)
)
.
It follows from (5.4), with n = 1, w1 = 1 and X1(t) = r(t), that
−
∫ T
t
r(s)ds = −r(t)n(t, T )−
∫ T
t
n(u, T )dL1(u).
The prie of an European option is dened by (6.1), so by using what we found in the
general ase, we an derive the following
pp(t) = EQ
[
e−
∫
T
t
r(s)dsf(P (T, S))
∣∣Ft]
= EQ
[
e−r(t)n(t,T )−
∫
T
t
n(u,T )dL1(u)f˜(r(T ))
∣∣Ft]
= e−r(t)n(t,T )EQ
[
e−Y g(Z)
]
,
where f(P (T, S)) = f˜(r(T )) = g(Z) as before. Y and Z are the same as in (6.15) and
(6.16). We are going to use Fourier transform, so we need to nd the harateristi funtion
of (Y, Z). It is dened by
ϕY,Z(u, v) = EQ
[
eiuY+ivZ
]
.
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One again we start by nding iuY + ivZ.
iuY + ivZ = iu
∫ T
t
1
α1
(
1− e−α1(T−s)
)
dL1(s) + iv
∫ T
t
e−α1(T−s)dL1(s)
= i
∫ T
t
[
e−α1(T−s)
(
v − u
α1
)
+
u
α1
]
dL1(s)
= i
∫ T
t
k(s, T )dL1(s),
where k(s, T ) = e−α1(T−s)
(
v − u
α1
)
+ u
α1
. Remember that the harateristi funtion of
L1(t), when L1(t) is ompound Poisson, is given by EQ
[
eizL1(t)
]
= e
λ1t
(
θ1
θ1−iz
−1
)
. Now, as
before, let {uj}mj=1 be any partition of the interval [t, T ] with maxj |uj+1 − uj | < ǫ. Then
EQ
[
eiuY+ivZ
]
= EQ
[
ei
∫
T
t
k(s,T )dL1(s)
]
= lim
ǫ→0
m∏
j=1
EQ
[
eik(sj ,T )∆L1(sj)
]
= lim
ǫ→0
m∏
j=1
e
λ1
(
θ1
θ1−ik(sj,T )
−1
)
∆sj
= e
λ1
∫
T
t
(
θ1
θ1−ik(s,T )
−1
)
ds
= eλ1I1−λ1(T−t).
Bounded Convergene Theorem is used to take the limit outside the expetation, and
beause Lk has independent inrements, we an take the produt outside as well. Dene
h(y, z) =
{
e−yg(z) if y, z > 0
0 if y ≤ 0 or z ≤ 0 .
Let h˜(u, v) be the Fourier transform of h(Y, Z) dened by (6.18). Then we an nd the
inverse Fourier transform from (6.19). So
pp(t) = e
−r(t)n(t,T )EQ
[
e−Y g(Z)
]
= e−r(t)n(t,T )EQ [h(Y, Z)]
= e−r(t)n(t,T )
1
(2π)2
∫
R2
h˜(u, v)EQ
[
eiuY+ivZ
]
dudv
= e−r(t)n(t,T )
1
(2π)2
∫
R2
h˜(u, v)eλ1I1−λ1(T−t)dudv.
The integral I1 in the harateristi funtion of (Y, Z), an be solved. Remember that
k(s, T ) = e−α1(T−s)
(
v − u
α1
)
+ u
α1
.
I1 =
∫ T
t
θ1
θ1 − ik(s, T )ds =
∫ T
t
1
1− i 1
θ1
k(s, T )
=
∫ T
t
1
1− i 1
θ1
u
α1
− i 1
θ1
(
v − u
α1
)
e−α1T eα1s
ds
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=
[
1
1− i 1
θ1
u
α1
(
s− 1
α1
ln
(
1− i 1
θ1
u
α1
− i 1
θ1
(
v − u
α1
)
e−α1(T−s)
))]T
t
=
T − t
1− i 1
θ1
u
α1
− 1
α1 − i uθ1
ln
(
1− i 1
θ1
u
α1
− i 1
θ1
(
v − u
α1
))
+
1
α1 − i uθ1
ln
(
1− i 1
θ1
u
α1
− i 1
θ1
(
v − u
α1
)
e−α1(T−t)
)
=
T − t
1− i 1
θ1
u
α1
− 1
α1 − i uθ1
ln
(
1− i v
θ1
)
+
1
α1 − i uθ1
ln
(
1− i 1
θ1
(
ve−α1(T−t) + un(t, T )
))
where n(t, T ) = 1
α1
(
1− e−α1(T−t)) as usual.
Proposition 6.4 The prie at time t ≤ T of an European put option written on a zero-
oupon bond is
pp(t) = e
−r(t)n(t,T ) 1
(2π)2
∫
R2
h˜(u, v)eλ1I1−λ1(T−t)dudv,
where I1 is as above and h˜(u, v) is the Fourier transform of h(Y, Z) dened by (6.18). The
Lévy proess used is ompound Poisson.
An European all option an be found by applying the Put-Call parity relationship
(6.10)
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Chapter 7
Simulation
In this hapter we simulate the interest rate r(t) and zero-oupon bond pries P (t, T ) in
both the Vasiek model and the extension of it. The simulation gives us an idea on how
aurate the model is. A great deal of the hallenge is to give realisti values to all the
variables in the model.
7.1 Simulation of the Interest Rate r(t)
We start by simulating r(t). We use results obtained earlier in this thesis.
7.1.1 Simulation of r(t) in the Vasiek Model
Remember that the interest rate r(t) in the Vasiek model has dynamis
dr(t) = (µ− αr(t))dt + σdB(t),
where µ, α and σ are positive onstants and B(t) is a Brownian motion. To simulate r(t)
we use the Euler method, i.e. make an Euler sheme. We make r(t) disrete instead of
ontinuous, and get
r(t +∆t)− r(t) = (µ− αr(t))∆t + σ(B(t +∆t)−B(t)).
Sine Brownian motion has stationary inrements and is normally distributed, we an write
B(t+∆t)−B(t) = B(∆t) and σB(∆t) ∼ σ√∆tǫ, ǫ ∼ N(0, 1).
r(t +∆t) = r(t) + (µ− αr(t))∆t + σ
√
∆tǫ,
where ǫ ∼ N(0, 1). To make the simulating easier, we set ∆t = 1. The values of the
variables is as in Table 7.1. See the result of the simulations in Figure 7.1 and Figure 7.2
7.1.2 Simulation of r(t) in the Extended Vasiek Model
Remember that the interest rate r(t) in the extended Vasiek model is
r(t) =
n∑
k=1
wkXk(t), (7.1)
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Table 7.1: The values of the variables in the Vasiek model
µ α σ
0.004 0.0693 0.001
0 50 100 150 200 250 300 350 400
−0.04
−0.02
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Simulation of r(t)
Figure 7.1: Simulation with the Vasiek model
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Simulation of r(t)
Figure 7.2: Simulation with the Vasiek model
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Table 7.2: The values of the variables
k αk λk θk
1 0.0231 0.1 100
2 0.198 0.0111 40
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Figure 7.3: Simulation with the extended Vasiek model
where
dXk(t) = −αkXk(t)dt+ dLk(t). (7.2)
Here are the Lévy proesses Lk(t) subordinators. We assume n = 2, and let L1(t) and L2(t)
be ompound Poisson. We apply the Euler method again and make Xk(t) disrete. Then
we get
Xk(t+∆t) = Xk(t)− αkXk(t)∆t + Lk(t+∆t)− Lk(t),
where
Lk(t+∆t)− Lk(t) =
Nk(t+∆t)∑
j=Nk(t)
Yj ,
and Yj ∼ exp(θk) for k = 1, 2. Nk(t) have intensity λk, and an have at most one jump in
the interval [t, t+∆t]. To determine if there is a jump in the interval, we let u ∈ [0, 1] and
if u ≤ λk∆t there is a jump1. The variables are valued as in Table 7.2. Here we let r(t)
be a omposition of X1(t) and X2(t). In our ase we let X1(t) have small jumps and high
jump intensity and let X2(t) have larger jumps, but lower jump intensity. By inreasing
the jump intensity in X1(t) we would get a more noisy graph of r(t), i.e. we would get an
interest rate with a higher jump intensity. Then we would have to derease the size of the
jumps as well in order for the interest rate not to inrease.
We give two simulations of the interest rate r(t), in Figure 7.3 and Figure 7.4.
1
To see details of the simulation, see Appendix A.
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Figure 7.4: Simulation with the extended Vasiek model
7.2 Simulation of Zero-Coupon Bond Pries
We remind the reader that a zero-oupon bond is a bond paying one urreny at the time
of maturity with no oupons paid inbetween. We will simulate the pries from time 0 to
T of suh bonds, where T is the time of maturity. We simulate the pries in both the
Vasiek model and the extended Vasiek model. Starting with the Vasiek model. We use
the interest rates found above, when simulating r(t), sine the pries depend on them.
7.2.1 Simulation of Zero-Coupon Bond Pries in the Vasiek
Model
Remember that the prie at time t ≤ T of a zero-oupon bond is
P (t, T ) = em(t,T )−n(t,T )r(t),
where
n(t, T ) =
1
α
(
1− e−α(T−t)
)
and with n(t, T ) as above;
m(t, T ) =
(
µ
α
− σ
2
2α
)
(n(t, T )− (T − t))− σ
2
4α
n2(t, T ).
We nd the prie at all times t = 0, 1, 2, . . . , 365 to see how the prie hanges as we ome
loser to the maturity time T = 365.2 We used the values in Table 7.1 for the variables.
We did two simulations with the same variables, see Figure 7.5 and Figure 7.6.
7.2.2 Simulation of Zero-Coupon Bond Pries in the Extended Va-
siek Model
Remember that the prie at time t ≤ T of a zero-oupon bond in the extended Vasiek
model is
P (t, T ) = e
∑n
k=1[λkIk−λk(T−t)−wkXk(t)nk(t,T )],
2
To see details, take a look at Appendix A
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Figure 7.5: Simulation of zero-oupon bond pries with the Vasiek model
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Figure 7.6: Simulation of zero-oupon bond pries with the Vasiek model
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Figure 7.7: Simulation of zero-oupon bond pries with the extended Vasiek model
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Figure 7.8: Simulation of zero-oupon bond pries with the extended Vasiek model
where
nk(t, T ) =
1
αk
(
1− e−αk(T−t)
)
and
Ik = (T − t) 1
1 + wk
αk
1
θk
+
1
αk +
wk
θk
ln
(
1 +
wk
θk
nk(t, T )
)
.
We simplify it a bit, and look only at the ase when n = 2. We use the same values for the
variables as we did when simulating r(t). The pries an be seen in Figure 7.7 and Figure
7.8. If we ompare Figure 7.3 with Figure 7.7 we reognise the jumps in r(t) in the prie of
the zero-oupon bond P (t, T ). And we see the same when omparing Figure 7.4 and Figure
7.8.
Generally, we ould obtain even more exibility in the interest rate r(t) by setting
it equal to
∑n
k=1 wkXk(t), with n > 2. We then get that the interest rate r(t) an be
dependent of other fators as well.
Appendix A
MATLAB Files
simulations.m
T = 365;
r_0 = 0.05;
%Variables used to simulate the Vasiek model:
alpha = log(2)/10;
mu = 0.004;
sigma = 0.01;
%Variables used to simulate the extended Vasiek model:
w_1 = 1;
w_2 = 1;
alpha_1 = log(2)/30;
alpha_2 = log(2)/3.5;
lambda_1 = 1/10;
lambda_2 = 1/90;
theta_1 = 100;
theta_2 = 40;
r_t_Vas = simulate_r_Vas(T, r_0, mu, alpha, sigma);
p_t_Vas = prie_Vas(T, r_t_Vas, mu, alpha, sigma);
[r_t, X_1, X_2℄ = simulate_r(T, w_1, w_2, r_0, alpha_1, alpha_2, lambda_1,
lambda_2, theta_1, theta_2);
p_t = prie(T, w_1, w_2, X_1, X_2, alpha_1, alpha_2, lambda_1, lambda_2,
theta_1, theta_2);
%Plotting the figures:
figure(1)
plot(r_t_Vas)
xlabel('time in days');
ylabel('interest rate');
title('Simulation of r(t)');
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figure(2)
plot(p_t_Vas)
xlabel('time in days');
ylabel('prie');
title('Prie of zero-oupon bond with maturity in 1 year');
figure(3)
plot(r_t)
xlabel('time in days');
ylabel('interest rate');
title('Simulation of r(t)');
figure(4)
plot(p_t)
xlabel('time in days');
ylabel('prie');
title('Prie of zero-oupon bond with maturity in 1 year');
simulate_r_Vas.m
%Simulates the Vasiek model
funtion[r_t_Vas℄ = simulate_r_Vas(T, r_0, mu, alpha, sigma)
delta = 1;
r_t_Vas = zeros(1, T + 1);
r_t_Vas(1) = r_0;
for t=1:T
eps = normrnd(0, 1);
r_t_Vas(t + 1) = r_t_Vas(t) + (mu - alpha*r_t_Vas(t))*delta
+ sigma*sqrt(delta)*eps;
end
prie_Vas.m
%Simulates the prie of a zero-oupon bond in the Vasiek model
funtion[p_t_Vas℄ = prie_Vas(T, r_t_Vas, mu, alpha, sigma)
p_t_Vas = zeros(1, T + 1);
n_t = zeros(1, T + 1);
m_t = zeros(1, T + 1);
for t=1:T+1
t_t = t - 1;
n_t(t) = (1/alpha)*(1 - exp(-alpha*(T - t_t)));
65
m_t(t) = ((mu/alpha) - (sigma^2)/(2*(alpha^2)))*(n_t(t) - (T - t_t))
- ((sigma^2)/(4*alpha))*n_t(t);
p_t_Vas(t) = exp(m_t(t) - n_t(t)*r_t_Vas(t));
end
simulate_r.m
%Simulating r(t) from the extended Vasiek model with Euler
%method, when L_1 and L_2 are ompound Poisson.
funtion[r_t, X_1, X_2℄ = simulate_r(T, w_1, w_2, r_0, alpha_1, alpha_2,
lambda_1, lambda_2, theta_1, theta_2)
delta = 1;
X_1 = zeros(1, T + 1);
X_2 = zeros(1, T + 1);
r_t = zeros(1, T + 1);
X_1(1) = r_0/w_1;
X_2(1) = 0;
for t=1:T
u_1 = rand;
u_2 = rand;
if u_1 > lambda_1*delta %If not jump in X_1
X_1(t + delta) = X_1(t)*(1 - alpha_1)*delta;
else %If jump in X_1
Y_1 = exprnd(1/theta_1);
X_1(t + delta) = X_1(t)*(1 - alpha_1)*delta + Y_1;
end
if u_2 > lambda_2*delta %If not jump in X_2
X_2(t + delta) = X_2(t)*(1 - alpha_2)*delta;
else %If jump in X_2
Y_2 = exprnd(1/theta_2);
X_2(t + delta) = X_2(t)*(1 - alpha_2)*delta + Y_2;
end
end
for t=1:T+1
r_t(t) = w_1*X_1(t) + w_2*X_2(t);
end
prie.m
%Priing of zero-oupon bonds of the extended Vasiek model,
%with L_1 and L_2 ompound Poisson.
funtion[p_t℄ = prie(T, w_1, w_2, X_1, X_2, alpha_1, alpha_2,
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lambda_1, lambda_2, theta_1, theta_2)
p_t = zeros(1, T + 1);
n_1 = zeros(1, T + 1);
n_2 = zeros(1, T + 1);
I_1 = zeros(1, T + 1);
I_2 = zeros(1, T + 1);
for t=0:T
n_1(t + 1) = (1/alpha_1)*(1 - exp(-alpha_1*(T - t)));
n_2(t + 1) = (1/alpha_2)*(1 - exp(-alpha_2*(T - t)));
I_1(t + 1) = (T - t)/(1 + (w_1/alpha_1)*(1/theta_1))
+ (1/(alpha_1 + (w_1/theta_1)))
*log(1 + (w_1/theta_1)*n_1(t + 1));
I_2(t + 1) = (T - t)/(1 + (w_2/alpha_2)*(1/theta_2))
+ (1/(alpha_2 + (w_2/theta_2)))
*log(1 + (w_2/theta_2)*n_2(t + 1));
end
for t=0:T
p_t(t + 1) = exp(- w_1*X_1(t + 1)*n_1(t + 1)
+ lambda_1*I_1(t + 1)
- lambda_1*(T - t)
- w_2*X_2(t + 1)*n_2(t + 1)
+ lambda_2*I_2(t + 1)
- lambda_2*(T - t));
end
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