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ABSTRACT

This dissertation undertakes theoretical research into the adsorption, pattern formation, and reactions of atoms, molecules, and layered materials on catalyst surfaces. These
investigations are carried out from ﬁrst-principles calculations of electronic and geometric
structures using density functional theory (DFT) for predictions and simulations at the
atomic scale. The results should be useful for further study of the catalytic activities of
materials and for engineering functional nanostructures.
The ﬁrst part of the dissertation focuses on systematic ﬁrst-principles simulations of
the energetic pathways of CO oxidation on the Cu2 O(100) surface. These simulations show
CO to oxidize spontaneously on the O-terminated Cu2 O(100) surface by consuming surface
oxygen atoms. The O-vacancy on Cu2 O(100) then is subsequently healed by dissociative
adsorption of atmospheric O2 molecules.
The second part discusses the pattern formation of hydrogen on two and three layers
of Co ﬁlm grown on the Cu(111) surface. It is found that increasing the pressure of H2
changes the hydrogen structure from 2H-(2 × 2) to H-p(1 × 1) through an intermediate
structure of 6H-(3 × 3).
The third part compares the results of diﬀerent ways of introducing van der Waals
(vdW) interactions into DFT simulations of the adsorption and pattern formation of various
molecules on certain substrates. Examinations of the physisorption of ﬁve nucleobases on
iii

graphene and of n-alkane on Pt(111) demonstrate the importance of taking vdW interactions
into account, and of doing so in a way that is best suited to the particular system in question.
More importantly, as the adsorption of 1,4 diaminebenzene molecules on Au(111) shows
inclusion of vdW interactions is crucial for accurate simulation of the pattern formation.
The ﬁnal part carries out ﬁrst-principles calculations of the geometric and electronic
structure of the Moiré pattern of a single layer of Molybdenum disulﬁde (MoS2 ) on Cu(111).
The results reveal three possible stacking types. They also demonstrate that the MoS2 layer
to be chemisorbed, albeit weakly, and that, while Cu surface atoms are vertically disordered,
the layer itself is not strongly buckled.
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CHAPTER 1
INTRODUCTION

Understanding the interaction between adsorbates and catalyst surfaces is an essential
step towards the design of materials that are suitable for realistic applications. In this
context, adsorbates can be atoms, molecules, or a single-layer material. Typically, once an
adsorbate is brought close to a catalyst surface, it tends to adhere to it. Such adhesion is
what is meant by adsorption.
Adsorption occurs in either of two fundamentally distinct ways: chemisorption or
physisorption. The ﬁrst results in the formation of new chemical species, i.e. one that is
chemically diﬀerent from both the species adsorbed and the species of the surface to which it
adheres (the adsorbent). This transformation brings about changes in the electronic states of
both adsorbate and adsorbent. In contrast, physisorption takes place without any noticeable
change in electronic states of either.
The formation of new chemical species in chemisorption gives rise to new properties
that do not exist in the adsorbate or adsorbent. Once molecules or atoms adsorb onto a
material surface, change in and hybridization between their electronic states leads to variations in such chemical properties of the participating species as electronic structure, bonding
states, and stability. The variations in turn might bring about new phenomena of interest. For example, comparison of the ﬂuorescence under the excitation of 465 nm of TiO2

1

Folic Acid

APTMS

TiO

2

Figure 1.1 Model of the adsorption of Folic Acid–APTMS on TiO2 (110).
nanoparticles, folic acid (FA), 3-aminopropyltrimethoxy silane (APTMS) and their combinations such as TiO2 -APTMS, TiO2 -FA, TiO2 -APTMS-FA shows that a high ﬂuorescence is
observed only in the case of folic-acid functionalized TiO2 using APTMS (TiO2 -APTMS-FA
as illustrated in Figure 1.1) [1]. It turns out that the oxygen vacancy state of the TiO2 surface
and its vicinity to the APTMS-FA electronic states are responsible for the observed highﬂuorescence, which can be used for harvesting solar energy. Thus, adsorption of APTMS,
FA, and FA-APTMS on the TiO2 surface produces variations in the chemical properties
of the participating species. Understanding such variations allows researchers to develop
methodologies and techniques for directing the formation of new chemical species in such

2

a way as to produce certain chemical compounds of interest that play important roles in
functional materials.
Since in chemisorption the adsorbate binds to the surface with covalent bonds, there
are usually certain sites where bonds prefer to form. These are called adsorption sites. The
high symmetry of the adsorbent surface determines that the distribution of the adsorption
sites is highly symmetric as well. Adsorbates in turn usually form patterns that reﬂect fully
or partially the symmetry of the distribution of the adsorption sites. For this reason, not
only the reactions between adsorbate and adsorbent but also the pattern formations upon
adsorption have attracted a great deal of interest because of the variety of their potential
applications in engineering functional nanostructures [2]. Pattern formation is governed by
the chemical properties of the species involved and the interactions between these species
(including surface-mediated interactions [3]). It is also aﬀected by the surrounding environment, most importantly by temperature and pressure – external parameters that can be
manipulated in experiments. Thus, deep insight into how pattern formations vary with these
parameters opens the road to controlling the formation of desirable adsorbate patterns.
In physisorption, strictly speaking, there is no interference between electronic structures of the adsorbate and adsorbent. Thus, their properties remain identical with those
before the adsorption. We have shown the conservation of integrities in the case of the
adsorption of a fragile single-molecular magnet Manganese-12-Acetate (Mn12 ) on the boron
nitride nanomesh (BN) grown on the Rh(111) surface [4]. The calculation of the interaction

3

Left panel shows an Mn12 molecule with its spin distribution (Majority spin density displays
as light blue, minority spin density displays as yellow.). Right panel shows the interaction potential of Mn12 and hexagonal boron nitride (hBN) with excluding van der Waals
interaction.
Figure 1.2 Single molecular magnet Manganese-12-Acetate.
energy between the molecule and boron nitride excluding van der Waals interactions shows
that the interaction energy is negligible, indicating physisorption. In this adsorption, the
magnetic property of the Mn12 molecule is preserved [4]. However, the conservation of a particular characteristic of a physisorbed molecule is not always guaranteed. Even though the
distance between adsorbate and adsorbent is typically large, there often exists some change
transfer from or to the adsorbate. For example, atomic H can be physisorbed on graphene,
as shown in Figure 1.3. The distance between H and the graphene sheet is found to be
around 3 Å. In this case, the amount of charge transferred to graphene is estimated about
4×10−3 electron per H atom (in zero external ﬁeld). With this charge, the graphene becomes
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Left panel shows the interaction potential of atomic H and graphene near the physisorption
region. EB,SITE,(n×n) denotes the binding energy of an H atom at a SITE – top site (TOP),
hollow site (HOL), and bridge site (BRI) – of graphene in a (n × n) adsorbate. Inserts show
atomic model of H (green dot) on graphene. Right panel shows the change transfer from
hydrogen to graphene in a (2 × 2) and (3 × 3) adsorbate structures as a function of external
electric ﬁeld. These calculations are done using DFT with vdW-DF
Figure 1.3 Physisorption of atomic H on graphene.
charged [5]. Nevertheless, since the binding energy is typically small and since the electronic
structures are not severely modiﬁed, the adsorption is still categorized as physisorption.
In physisorption, the adhesion between atoms in adsorbates and those in adsorbents
typically takes place via long-range interactions (namely, electrostatic and van der Waals
forces). In Figure 1.4, the potential-energy proﬁles of the interaction between an anthracene
(C14 H10 ) molecule and the surface at two conﬁgurations on Cu(111) are shown. We ﬁnd the
binding energies to be 0.95 and 0.93 eV, respectively. The values correspond to ∼70 meV
per C atom. The binding distances are found to be 3.49 and 3.52 Å, respectively. This is
an example of a typical physisorption of a molecule on a surface. The bonding strength is
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Left panel shows the proﬁle for the case of the center of anthracene molecule at the hollow
site. Right panel shows the proﬁle for anthracene at the bridge site and rotated by 30◦ . The
inserts show the corresponding conﬁgurations.
Figure 1.4 Interaction energy proﬁles of Anthracene on Cu(111).
usually about one order of magnitude smaller than that at work in chemisorption. Although
in physisorption the diﬀerences in binding strength at diﬀerent sites are not as pronounced
as in chemisorption, the concept of preferred adsorption sites and of pattern formation are
still valid. For the case of anthacene on Cu(111), adsorption on a hollow site is found to
be more favorable although the binding energy at the bridge site is only 20 meV smaller.
In this case, competition between the two adsorption sites gives rise to various adsorption
patterns, as reported in Ref. [6].
Yet not only the interactions between adsorbates and surfaces but also the inter molecular interactions between the adsorbates play a notable role in determining geometric
structure of adsorbates (i.e. the formation of molecular patterns.) Nevertheless the latter
are often ignored in computational simulations on the conventional assumption of their
6

weakness. It turns out, however, that the formations of well-ordered adsorbates are driven
by inter -molecular interactions [2] – most importantly by van der Waals interactions and
dipole-dipole interactions – though of course, the role of the substrate is also important.
To be able to understand reactions and pattern formations of adsorbates on catalyst
surfaces at the atomic scale level, one needs to treat these systems quantum-mechanically because at such small scales systems are not expected to do not obey classical laws of mechanics
and electromagnetism. In principle, one has to ﬁnd solution of the formidable Schrödinger
equation for systems consisting of a large number of electrons and nuclei, to obtain the
electronic structure of their ground state, which in turn are used for the calculation of the
observables. Fortunately, by not dealing directly with the electrons but their density, density
functional theory [7, 8] reformulates this formidable problem so that ﬁnding of the solutions
becomes feasible. Although most credit goes to density functional theory for its success,
it cannot not be applied to realistic systems in its purest form and various approximations
need to be made and new methods to be developed, as we shall see in the next chapter.
We are motivated by experimental data in each of the system that we have undertaken
to investigate computationally. The variety of problems addressed in this dissertation have
allowed us to examine the nature of the binding between atoms and molecules in various
regions of low coordination and thereby draw conclusions about the trends in behavior.
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This dissertation is dedicated to theoretical research, based on density functional
theory, into pattern formations and reactions of atoms, molecules, and layered materials on
catalyst surfaces. The dissertation is organized as follows:

Chapter 2 introduces the theoretical background for the particular studies undertaken. It
presents the formalism of the density functional theory, the summary of methods
of inclusion of van der Waals interaction into density functional theory simulations,
and the ab initio thermodynamics approach for studying the stabilities of solid state
system under the eﬀect of temperature and pressure.
Chapter 3 describes systematic ﬁrst-principles studies of the pathways of oxidation of CO
on the Cu2 O(100) surface. The results indicate that the Cu2 O(100) surface could be
a good candidate for CO oxidation catalyst.
Chapter 4 explains the eﬀect of the surrounding environment on the pattern formations of
hydrogen on Co ﬁlm grown on the Cu(111) surface. Applying the ab initio thermodynamics approach, I show that the formation of hydrogen adsorbate structure on
the surface can be controlled by the pressure of H2 dosage.
Chapter 5 is dedicated to van der Waals interactions. It consists of two parts. The ﬁrst
compares a series of the adsorption of nucleobases on graphene and of n-alkane on
Pt(111). It highlights the discrepancies in results among the current methods for
including van der Waals interactions in ﬁrst-principles simulations. The second part
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demonstrates the importance of the role played by van der Waals interactions in
binding molecules to surfaces and in pattern formations.
Chapter 6 describes my ﬁrst-principles study of the adsorption of a single layer Molybdenum disulﬁde (MoS2 ) on the Cu(111) surface. The results concerning geometric and
electronic structure elucidate the strength and nature of bonding between the MoS2
layer and the Cu(111) surface.
Chapter 7 presents the main conclusions of this dissertation and outlines some prospects for
future studies.
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CHAPTER 2
THEORETICAL BACKGROUND

2.1

Density Functional Theory

Finding solutions to the Schrödinger equation for systems consisting of N electrons
and M nuclei is the main goal of computational solid-state physics and quantum chemistry.
The Hamiltonian of these systems is the sum of the kinetic energy of electrons and of nuclei,
the interaction potential electrons and nuclei, the interaction potential among electrons, and
the interaction potential among nuclei:
∑ ∑ ZA ZB
1 ∑ 2 1 ∑ 1 2 ∑ ∑ ZA ∑ ∑ 1
Ĥ = −
∇i −
∇A −
+
+
.
2 i=1
2 A=1 MA
r
r
RAB
i=1 A=1 iA
i=1 j>i ij
A=1 B>A
N

M

N

M

N

N

M

M

(2.1)

The Schrödinger equation:
ĤΨ = EΨ

(2.2)

is formidable owing to the large degree of freedoms of the systems under consideration.
Because nuclei’s mass is thousands times of that of an electron, one can treat nuclei
adiabatically so that the problem becomes less complicated: to calculate the dynamics of
electrons in the external ﬁeld created by frozen nuclei in a conﬁguration. This is called the
Born-Oppenheimer approximation. With this approximation, the 2nd and the last terms of
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the Hamiltonian in Equation 2.1 can be dropped. The Hamiltonian reduces to:
1 ∑ 2 ∑ ∑ ZA ∑ ∑ 1
=−
∇ −
+
.
2 i=1 i
r
r
iA
ij
i=1 A=1
i=1 j>i
N

Ĥelec

N

M

N

N

(2.3)

By solving the Schrödinger equation with Ĥelec , one can obtain the wave function
of an N -electron system, Ψelec , and its corresponding total energy, Eelec . The sum of the
interaction energy among the nuclei –

Enucl

M ∑
M
∑
ZA Z B
=
RAB
A=1 B>A

(2.4)

– and Eelec is the total energy of the system.
Even with the Born-Oppenheimer approximation, the problem remains complicated
– indeed insoluble for realistic systems with hundreds or thousands electrons. Eﬀorts have
been made to introduce methods for further simpliﬁcation of the problem. One of these is
density functional theory (DFT).
DFT is the most used quantum-mechanical method for modeling in computational
physics and quantum chemistry. The theory aims to ﬁnd the electronic ground state of
many-body systems. It does not deal directly with every electron in a many electron system,
but with the electron density of the system as whole: it regards the properties of a system
as determined by its electron density, which in turn is a function of spatial coordinates.
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The heart of DFT consists of the two Hohenberg-Kohn theorems [7] and the KohnSham equation [8]. The Hohenberg-Kohn theorems prove that the ground-state electron
density of an interacting electron gas in an external ﬁeld is uniquely determined the external
ﬁeld (the ﬁrst theorem) and that the minimum value of the total energy is the energy of
the ground state of the electron gas under consideration (the second theorem). The KohnSham equation allows us to convert the many-electron problem into a set of single-electron
problems.

2.1.1

The First Hohenberg-Kohn Theorem

Let us consider a system of N interacting electrons under the eﬀect of an external
potential Vext (⃗r). The Hamiltonian, total energy and electron density of the ground state of
this system are denoted as Ĥ, E◦ and ρ(⃗r).
′
Suppose that there exists another external potential, denoted as Vext
(⃗r), that would

yield the same electron density ρ(⃗r). The Hamiltonian of the latter case is obviously:

′
Ĥ ′ = Ĥ + [Vext
(⃗r) − Vext (⃗r)].
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(2.5)

The wave functions of the ground state of the two case are, respectively, Ψ and Ψ′ . Using
the variational principle we get:

⟨Ψ|Ĥ|Ψ⟩ < ⟨Ψ′ |Ĥ|Ψ′ ⟩

(2.6)

⟨Ψ′ |Ĥ ′ |Ψ′ ⟩ < ⟨Ψ|Ĥ ′ |Ψ⟩ .

(2.7)

and

Adding these corresponding sides of Inequalities 2.6 and 2.7, we obtain:

E◦ + E◦′ < ⟨Ψ′ |Ĥ|Ψ′ ⟩ + ⟨Ψ|Ĥ ′ |Ψ⟩ .

(2.8)

Combining with Equation 2.5 we can rewrite Inequality 2.8 as:

E◦ + E◦′ <E◦ + E◦′ .

(2.9)

The above inequality is a contradiction. This indicates that the assumption of the existence
′
of the Vext
is invalid.

Thus, there is a unique correspondence between the electron density ρ(⃗r) and the
external potential Vext (⃗r). This is the ﬁrst Hohenberg-Kohn theorem.
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Consequently, the electron density uniquely determines the external potential and
thus the Hamiltonian. Hence, ρ(⃗r) determines all the properties of the ground state of the
system – its kinetic energy and its potential energy, which together comprise its total energy.
In the other words, these quantities are the functionals of the electron density.

2.1.2

The Second Hohenberg-Kohn Theorem

The total energy of the N interacting electron system in an external ﬁeld Vext is a
functional of electron density ρ(⃗r) and now can be written as:

E[ρ(⃗r)] = T [ρ(⃗r)] + V [ρ(⃗r)] + Eee [ρ(⃗r)];

(2.10)

where T [ρ(⃗r)], V [ρ(⃗r)], and Eee [ρ(⃗r)] are respectively the kinetic energy, the external potential energy, and the electron-electron interaction energy. Let ρ◦ (⃗r) and ρ̃(⃗r) be the electron
density at the ground state and at a trial state, respectively. The corresponding energies
and wave functions are E◦ , Ẽ, Ψ◦ , and Ψ̃, respectively. Using the variational principle we
get:
⟨Ψ̃|Ĥ|Ψ̃⟩ > ⟨Ψ◦ |Ĥ|Ψ◦ ⟩ ,

(2.11)

T [ρ̃(⃗r)] + V [ρ̃(⃗r)] + Eee [ρ̃(⃗r)]>E◦ .

(2.12)

or:
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Inequality 2.12 indicates that only the electron density at ground state give the lowest
total energy of the system of interacting electrons.

2.1.3

The Kohn-Sham Equation

So far, the two Hohenberg-Kohn theorems allow us to write the total energy of the
ground state of a system of N interacting electrons in a external ﬁeld as:

E◦ [ρ(⃗r)] = T [ρ(⃗r)] + V [ρ(⃗r)] + Eee [ρ(⃗r)],

(2.13)

where ρ(⃗r) is the electron density of the system. Note in passing that the integral of ρ(⃗r)
over the whole space give us N :

∫
ρ(⃗r)d⃗r = N.

(2.14)

In Equation 2.13, the potential energy V [ρ(⃗r)] can be calculated as:
∫
V [ρ(⃗r)] =

ρ(⃗r)Vext (⃗r)d⃗r.

(2.15)

However, the values of T [ρ(⃗r)] and Eee [ρ(⃗r)] are so far unknown.
Kohn and Sham’s idea [8] was to replace the kinetic energy T [ρ(⃗r)] of the system
of N interacting electron with that of N non-interacting electrons with the same electron
density ρ(⃗r) and to replace the electron-electron interaction energy Eee [ρ(⃗r)] with the classical
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electron-electron interaction energy. The new kinetic energy and classical interaction energy
are thus:
1∑
⟨ϕi |∇2i |ϕi ⟩
2 i=1
N

TKS [ρ(⃗r)] = −
and
1
EH [ρ(⃗r)] =
2

∫∫

ρ(⃗r1 )ρ(⃗r2 )
d⃗r1 d⃗r2 .
|⃗r1 − ⃗r2 |

(2.16)

(2.17)

Here, ϕi is the wave function of the non-interacting electron i, and satisﬁes:
N
∑

|ϕi |2 = ρ(⃗r).

(2.18)

i=1

Whatever remains of kinetic energy and electron-electron interaction energy is called
exchange-correlation energy EXC [ρ(⃗r)]. The total energy in Equation 2.13 now becomes:

E◦ [ρ(⃗r)] = TKS [ρ(⃗r)] + EH [ρ(⃗r)] + V [ρ(⃗r)] + EXC [ρ(⃗r)].

(2.19)

This we can have as:

δTKS [ρ(⃗r)]
δE◦ [ρ(⃗r)]
=
+ VH [ρ(⃗r)] + Vext [ρ(⃗r)] + VXC [ρ(⃗r)],
δρ(⃗r)
δρ(⃗r)

where
δEH [ρ(⃗r)]
VH [ρ(⃗r)] =
=
δρ(⃗r)
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∫

ρ(⃗r′ )
d⃗r′
′
|⃗r − r⃗ |

(2.20)

(2.21)

is the classical electrostatic (Hartree) potential,

Vext =

δVext [ρ(⃗r)]
,
δρ(⃗r)

(2.22)

VXC =

δEXC [ρ(⃗r)]
δρ(⃗r)

(2.23)

and

is the exchange-correlation potential, which is unknown.
For a non-interacting-electron system, the second and fourth terms in Equation 2.20
would not exist. This suggests that the interacting-electron system in an external ﬁeld Vext (⃗r)
eﬀ
behaves like a non-interacting system in an eﬀective external ﬁeld Vext
(⃗r) deﬁned as:

eﬀ
Vext
(⃗r) = Vext (⃗r) + VH [ρ(⃗r)] + VXC [ρ(⃗r)].

(2.24)

The corresponding Schrödinger equation thus is:
[

]
1
eﬀ
− ∇2 + Vext
(⃗r) ϕi = εi ϕi .
2

(2.25)

The Equation 2.25 is the called Kohn-Sham equation. The advantage of the Kohn-Sham
equation is its conversing the problem of interaction-electron system in an external ﬁeld into
a problem of non-interacting electron system in an eﬀective external ﬁeld – a problem that
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can be solved exactly if we know the form of the eﬀective external ﬁeld. In fact, only the
exchange-correlation potential VXC remains unknown.
The solution of Kohn-Sham equations are wave functions ϕi and eigenvalues εi which
are called Kohn-Sham orbitals and Kohn-Sham eigenvalues. Keep in mind that these orbitals
and eigenvalues are not those of real electrons. They belong to Kohn-Sham quasi-particles.
Once the exchange-correlation functional EXC [ρ(⃗r)] is known, the single particle
Kohn-Sham equations can be solved iteratively by following these steps:
Step 1: Pick an initial guess for the electron density.
Step 2: Calculate the Hartree potential and exchange-correlation potential using Equation
2.21 and 2.23.
Step 3: Solve the Kohn-Sham equations (c.f. Equation 2.25) to obtain wave functions ϕi
corresponding to the electron density.
Step 4: Calculate a new electron density using Equation 2.18.
Step 5: If the electron density is not self-consistent, repeat starting with Step 2. Otherwise
the problem is solved.

2.1.4

The Exchange-Correlation Functional

As mentioned in the previous section, the exchange-correlation functional EXC is the
only unknown functional in the formalism of the DFT. Thus, its determination is key for the
18

accuracy of DFT. Strictly speaking, exchange-correlation energy is the diﬀerence between
the exact value of the ground state total energy and the sum of repulsive Hartree energy
(EH ) and the non-interacting kinetic energy (TKS ). Thus, in principle, it is possible to solve
exactly the problem of N interacting-electrons in an external ﬁeld if one knows the exact
exchange-correlation functional. However, approximations of the exchange-correlation functional are usually used in computational solid-state physics and quantum chemistry owing to
its eﬃciency, low computational cost and more importantly the fact that the exact form of
the exchange-correlation functional is not known. There are many ways to approximate the
functional. Here, we discuss only the two most widely used – the local density approximation
and the generalized-gradient approximation functionals.

2.1.4.1

The Local Density Approximation

The simpler approximation assumes that the exchange-correlation energy per electron
at a point ⃗r of the N interacting-electron system is the same as that of a homogeneous electron
gas with the same electron density. This is called the local density approximation (LDA). In
this approximation, the exchange energy EX and potential VX can be calculated exactly as:
∫
EX =

ρ(⃗r)VX d⃗r
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(2.26)

and

(
VX = −

81
64

)1/3
ρ1/3 (⃗r) = −

0.4582
,
rs

(2.27)

where the eﬀective radius rs is deﬁned as:

4 3
1
πrs = .
3
n

(2.28)

Calculation of the correlation energy EC and potential VC is a diﬃcult many-body
problem even for this case. Fortunately, approximations [9–11] are also available. The version
of Perdew and Zunger [11] is widely used in computational solid-state physics and quantum
chemistry. In this approximation (PZ) the correlation potential is:

VC =


(
)


 −0.1423 1 + 1.0529√rs + 0.3334rs −1

if rs ≥ 1



 −0.0480 + 0.0311 ln rs + 0.002rs ln rs − 0.0116rs

if rs <1

(2.29)

Although the LDA is a simple approximation, it performs very well: the calculated
lattice parameters are usually about 1–2% larger than experimental value. However, it fails
to accurately predict a number of important features – the dissociation energy of molecules,
the adsorption energy of atoms and molecule on solid surfaces, magnetic properties, and
electronic structure of strongly correlated systems [12].
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2.1.4.2

Generalized-Gradient Approximation

LDA is widely criticized because it does not take into account the inhomogeneities
of the electron density. To improve the approximation, one needs to include the gradient
and/or higher derivatives of the electron density with respect to spatial coordinates.
The gradient expansion approximation (GEA) was ﬁrst introduced by Kohn and
Sham [8]. However, this initial approximation turns out to be worse than LDA.
Numerous alternative versions of exchange-correlation functionals have been subsequently proposed as well. They are generically called generalized-gradient approximation
(GGA). Typically, in these approximations, the exchange-correlation energy is written in
the following form:

∫
EXC =

[
]
FXC ρ(⃗r), ∇ρ(⃗r), ∇2 ρ(⃗r), ... d⃗r.

(2.30)

From this, GGA functionals have been obtained using two diﬀerent strategies. The
ﬁrst (an ab initio approach) starts with the derivation of theoretical expression of FXC then
requires the functional to satisfy some or all known properties of the exchange-correlation
energy. The second (an empirical approach) is to ﬁt all parameters of FXC in such a way
that the GGA functional can reproduce a large number of known experimental values. The
ﬁrst approach is preferred. However, there are many variation of it such as PW86 [13], LYP
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[14], PW91 [15], PBE [16]. Each of them targets a speciﬁc class of problem. Thus, there is
no universally applicable functional yet.
In general, in comparison with LDA, GGA functionals improve the prediction of
binding energies, bond lengths, and bond angles. GGA functionals also predict better gap
energies of semiconductors and insulators. However, they still overestimate lattice constants
of solid structures. They are not suitable for systems with highly correlated electrons. They
are still not able to capture accurately the long range interactions because the non-locality
of electrons is not fully taken into account.

2.2

Supercell Model and Plane-wave Basic Set

So far, with the aid of approximations of the exchange-correlation functional, one can
solve, in principle, the Kohn-Sham equations to obtain total energy and electronic structure
of ground state of a system with N electrons in an external ﬁeld. Sine, there are inﬁnite
number of electrons and nuclei in a realistic system, the problem still remains unsolvable.
Fortunately, Bloch’s theorem [17] allows us to get around the problem.

2.2.1

Bloch’s Theorem

According to the theorem, in a periodic system, each electronic wave function ψ –
eigenstate of the Hamiltonian of one electron in a periodic external-potential – can be written
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as the product of a plane wave exp(i⃗k.⃗r) and a function u with the periodicity of the solid
lattice (Bravais lattice):
⃗

ψn,⃗k (⃗r) = eik.⃗r un,⃗k (⃗r).

(2.31)

One can expand the function un,⃗k (⃗r) using a basis set consisting of plane waves whose
wave vectors are reciprocal lattice vectors:

un,⃗k (⃗r) =

∑

⃗

cn,⃗k+G⃗ eiG.⃗r .

(2.32)

⃗
G

Thus, the electronic wave function in Equation 2.31 can be rewritten as:

ψn,⃗k (⃗r) =

∑

⃗

⃗

cn,⃗k+G⃗ ei(k+G).⃗r .

(2.33)

⃗
G

Since un,⃗k (⃗r) has the periodicity of the lattice:

⃗ = u ⃗ (⃗r),
un,⃗k (⃗r + R)
n,k

(2.34)

⃗ is a lattice vector, one can rewrite Equation 2.31 as:
where R

⃗ = ei⃗k.R⃗ ψ ⃗ (⃗r).
ψn,⃗k (⃗r + R)
n,k
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(2.35)

Bloch’s theorem, thus, allows us to convert the unsolvable problem of an inﬁnite
system with an inﬁnite number of electrons into a problem of a ﬁnite number of electrons
inside a unit cell. The theorem can be also applied to the non-periodic system such as a
surface, a system with defect. However, one needs to build periodic models for these systems.
The unit cell is called supercell [18].

2.2.2

k-point Sampling

In principle, the number of ⃗k vectors is inﬁnite, one needs to solve inﬁnite number
of equations to describe an electronic system. This task is not practically doable. However,
because of the fact that electronic wave functions at ⃗k points that are in a small region will
be similar [18], one needs to solve the wave functions only at certain ⃗k points. The set of
these ⃗k points is called k-point sampling. Monkhorst and Pack [19] proposed a simple way
to sample the Brillouin zone by a equally spaced mesh. The accuracy of calculations is then
controlled by the density of mesh points.

2.2.3

Plane-wave Basis Sets

In principle, one needs to include inﬁnite number of plane waves for accurately ex⃗
panding a wave function. However, the coeﬃcient cn,⃗k+G⃗ decreases with increasing |⃗k + G|,
⃗ that associates with a
thus, one can truncate the expansion at a certain value of |⃗k + G|
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kinetic energy cutoﬀ Ecut deﬁned as:

1
⃗ 2.
Ecut ≥ |⃗k + G|
2

(2.36)

In practice, one needs to test the value of Ecut so that it yields convergent results.
Now, using plane-wave basis sets to substitute the wave function in Kohn-Sham equation 2.25, one would get the following secular equation after an integration over ⃗r:
∑ [1
⃗′
G

2

]
2
eﬀ
⃗
⃗
|k + G| δG,
⃗ G
⃗ ′ + VG,
⃗ = εi ci,⃗k+G
⃗,
⃗ G
⃗ ′ ci,⃗k+G

where:

∫
eﬀ
VG,
⃗ G
⃗′

=

⃗

⃗′

eﬀ i(G−G ) 3
Vext
e
d ⃗r.

(2.37)

(2.38)

One can solve Equation 2.37 by diagonalizing the corresponding matrix whose number
of elements are determined by the kinetic cutoﬀ energy. The solutions will provide necessary
ci,⃗k+G⃗ coeﬃcients of Kohn-Sham eigenstates and their corresponding eigenvalues.

2.3

Pseudopotential Approximation

With all of methods and approximations discussed so far one can convert a formidable
Hamiltonian of inﬁnite number of interacting electrons in an external ﬁeld created by nuclei
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to a much simpler and solvable Hamiltonian of a ﬁnite number of non-interacting electrons
in an eﬀective external-potential in a supercell. However, it is still a diﬃcult problem when
dealing with a huge number of electrons in a large system – whose supercell contains as many
as 100 atoms or above. Fortunately, there is a way to deal with a much smaller number of
electrons but without much sacriﬁce in accuracy.
Electrons in system can be regarded as two types: core electrons and valence electrons.
The core electrons are the ones who are strongly bound to nuclei. They are not participating
in the bonding between diﬀerent atoms. They organize localizedly surrounding nuclei and
screen the eﬀect of the positively charged nuclei on the outer electrons. The valence electrons,
on the other hand, are the outermost electrons who participate in the interactions between
atoms. Hence, most of physical and chemical properties of material are determined by these
electrons. Hence, the consideration of core electrons are often meaningless. One should
exclude them from electronic-structure calculations.
Moreover, the electronic wave-functions are often oscillating in the region close to
nuclei. One needs to use a large number of plane waves for accurately describing these
oscillations. This, of course, requires a huge amount of computational eﬀort, thus makes
the ﬁnding solutions of Kohn-Sham equations with plane-wave basis sets (Equation 2.37)
formidable.
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Fortunately, the pseudopotential approximation [20, 21] takes care of the above concerns. It does so by removing the core electrons and replacing the strong potential created
by the nuclear and the core electrons of an atom in crystal structure by a weaker potential
– pseudopotential. The pseudopotential does not act on the true wave-functions but pseudo
wave-functions. The constructed pseudopotential and pseudo wave-functions of an atom
must match the real potential and wave functions beyond (and at) a cutoﬀ radius – valence
region. Moreover, the pseudo wave-functions must be smooth and nodeless inside the cutoﬀ
radius – core region.
Since the correct charge density is required to compute – according to DFT – observables, one have to be able to produce the correct charge density in the core region using
pseudo wave-functions. To archive this condition, the pseudopotential must satisfy normconserving condition: inside the core region the total charge generated by pseudo wavefunctions must be identical with that generated from true wave-functions. Such potential is
called norm-conserving pseudopotential.
The norm-conserving restriction sometimes produces the hardness of pseudopotential
for atoms such as C, N, O, some transition metals. This hardness requires a large plane-wave
basis set for describing correctly pseudo wave-functions. Vanderbilt [22] proposed a method
for relaxing norm-conserving pseudopotential so that it yields a much softer pseudopotential and smoother pseudo wave-functions. Such potential is called ultrasoft pseudopotential
(USPP). Sine the USPP is not constrained with norm-conserving condition, there will be
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charge loss in the core region. However, it is restored by an augmentation of charge that is
determined by the diﬀerence between pseudo wave-functions and the true wave-functions of
atoms.
The USPP has been used quite widely in DFT simulations as it works accurately
for most cases except for magnetic systems [23]. Few year after Vanderbilt proposed USPP
(1990), in 1994 Blöchl introduced the projector-augmented wave method (PAW) – an allelectron-equivalent method – that can be used for high accuracy ﬁrst principles simulations.
However, until the reformulation of Kresse and Joubert in (1999) the PAW method became
widely used. The main idea of the method is to use a transformation operator that can
map the true wave functions onto pseudo wave functions. Since pseudo wave functions are
computationally favorite, they are used in the Kohn-Sham equation. Once pseudo wave
functions are obtained, the transformation operator constructs real wave functions that are
used for evaluating observables. Since the evaluations are based on true wave functions, the
PAW method can be as accurate as all electron method.

2.4

Structural Relaxation

DFT together with all the above approximations and methods is able to determine
the electronic ground state of a system under consideration whose nuclei are at certain
conﬁgurations. A question arises is how to ﬁnd a conﬁguration of nuclei that minimizes
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total energy of system. The process for obtaining such conﬁguration – ionic ground-state
– is call structural relaxation or structural optimization. If forces acting on each atom in a
certain conﬁguration are known, one can use such method as conjugated-gradient algorithm
to relax the atoms into their ionic ground-state. However, DFT is not capable of calculating
such forces as it does not deal with the nuclei.
Fortunately, using Hellmann-Feyman theorem [12] one can calculate force acting on
atom A as the follow:

F⃗A = −∇A E = −∇A ⟨Ψ|Ĥ|Ψ⟩ = − ⟨Ψ|∇A Ĥ|Ψ⟩ .

(2.39)

This equation implies that forces acting on the ions are the expectation values of the gradient
of Hamiltonian in the groundstate.

2.5

van der Waals Interaction and Its Incorporation into Density Functional
Theory

Since electrons are mobile, the distribution of charge within an atomic system is not
static but naturally ﬂuctuating. The charge ﬂuctuations at one part of the system create
instantaneous (electric) multipoles that in turn induce similar ﬂuctuations, thus creating
induced multipoles, at another part of the system. The non-local correlation between the
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ﬂuctuations at diﬀerent parts of the system results in an attractive interaction between
the parts. Such interaction are referred as dispersion or London or van der Waals (vdW)
interactions. The latter term is most often used. The vdW interaction between two fragments
of a system occurs even if there is no chemical interaction and no overlapping of charges
between them. vdW interaction is a result of the long-range, nonlocal correlation eﬀect.
Although the exact exchange-correlation functional is able to calculate accurately
vdW interaction, the accurate implementation of the vdW interaction remains as one of the
challenges for DFT because of the fact that the exact exchange-correlation is inaccessible as
previously discussed in Section 2.1.3. The LDA and GGA approximations of the exchangecorrelation functional do not take into account vdW interactions owing to their built-in
localities. There are many ways proposed for incorporating the interactions into DFT simulations. The most famous and widely used methods are the dispersion-corrected density
functional theory (DFT-D) [26–36] and the van der Waals density functional (vdW-DF)
[37, 38], which will be described next.

2.5.1

The Dispersion-Corrected Density Functional Theory

In this approach, the total energy of a system is calculated as:

Etot =

DFT
Etot

+

N ∑
N
∑
i=1 j=i+1
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EijvdW ,

(2.40)

DFT
where Etot
and EijvdW are the total energy calculated using a DFT functional (LDA or

GGA) and the estimated vdW interaction energy between atom i and j.
EijvdW is deﬁned as:
EijvdW

=

∞
∑

sn fn

n=6

Cnij
.
n
rij

(2.41)

Here, sn , Cnij , and fn are scaling factors, pairwise interaction coeﬃcients, and damping
functions. rij is the distance between atom i and j.
On the basis of the general deﬁnition as described above, many diﬀerent methods
have been proposed. Each of them determines sn , Cnij , and fn diﬀerently. Here I summary
the widely used methods, which are also applied in this dissertation: DFT-D2 [27], DFT-D3
[28], and TS [36].

2.5.1.1

DFT-D2

In the DFT-D2 method [27], proposed by Grimme in 2006, the vdW interaction
between two atoms i and j is calculated as:

EijvdW = s6 f6 (rij )
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C6ij
,
6
rij

(2.42)

where s6 is a scaling factor; f6 (rij ) is a damping function to avoid the divergence at short
distance and is given by:
f6 (rij ) =

1
1 + e−d(rij /Rij −1)

,

(2.43)

where d = 20; Rij is the sum of atomic vdW radii of atom i and j.
The C6ij coeﬃcient is computed as the follow:

C6ij

√
= C6i C6j .

(2.44)

Here, the coeﬃcient C6i of atom i is calculated from atomic ionization potentials and static
dipole polarizabilities [27].
A list of computed values of C6i for atoms from H to Ar and scaling factor s6 corresponding to each DFT functional are presented in Ref. [27].
This simple approach, which is computationally eﬃciency, works very well in producing accurate binding energies between molecules and between atoms [28]. However, it got
lot of criticisms owing to its system-independence and to that it does not work very well
for extended system [28]. The newer version of this approach, DFT-D3 [28], addresses these
issues.
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2.5.1.2

DFT-D3

The DFT-D3 method [28], proposed by Grimme et al. in 2010, suggests to compute
the dispersion correction energy between two atoms i and j as:

EijvdW = s6 f6 (rij )

C8ij
C6ij
+
s
f
(r
)
.
8 8 ij
6
8
rij
rij

(2.45)

In this formalism, the damping function fn (rij ) is chosen as:

fn (rij ) =

1
.
1 + 6 [rij / (sr,n Rij )]−αn

(2.46)

Here, sn , sr,n , and αn are empirical parameters; Rij is the cutoﬀ radius associating with the
pair of atoms i and j.
The main developments of the method, which makes DFT-D3 distinct from DFTD2, are the calculations of Rij , Cnij . The pairwise cutoﬀ radius Rij is determined as the
distance between atoms i and j where the their interaction energy calculated using DFT
is equal to that between two C atoms separated by a distance of 2.91 Å. The calculation
of Cnij is complicated. First, a large number of C6AB coeﬃcients are calculated for the pair
of atoms A and B based on their polarizabilities in their hydride compounds. They are
reference coeﬃcients and stored in a database. The C6ij coeﬃcient is then obtained through
an interpolation of the reference coeﬃcients as a function of coordinations [28]. The higher-
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order coeﬃcients are computed recursively from the value of C6ij . Fortunately, the value of Rij
of 4465 possible pairs (of atoms from H to Pu) and of reference coeﬃcients are pre-calculated
by the authors of the method [28].

2.5.1.3

TS

The TS approach [36], proposed by Tkatchenko and Scheﬄer in 2009, uses the same
correction term as in DFT-D2. However, it suggests to compute the C6ii coeﬃcient of atom i
ii
inside molecule or solid by scaling its value in free-atom C6free
(provided by Chu and Dalgarno

[39]) using Hirschfeld-partitioned eﬀective volume:
(
C6ii

Here,

=

Vieﬀ
Vifree

)2
ii
C6free
.

∫ 3
r wi (⃗r)ρ(⃗r)d3⃗r
Vieﬀ
∫
=
,
Vifree
r3 ρfree
r)d3⃗r
i (⃗

(2.47)

(2.48)

where ρ(⃗r) and ρfree
r) are the charge densities of the system under consideration and of free
i (⃗
atom i; the origin of ⃗r is at atom i; wi (⃗r) is the Hirshfeld-atomic-partitioning weight for the
atom i:
r)
ρfree
i (⃗
wi (⃗r) = ∑
.
ρfree
j
j
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(2.49)

The pairwise coeﬃcient C6ij describing vdW interaction between two atoms i and j
is calculated as:
C6ij

2C6ii C6jj
= αj ii αi jj ,
C + αj C6
αi 6

(2.50)

where αi is the static polarizability of atom i [39].
The TS approach also suggests to use a Fermi-type damping function [30] to avoid
the divergence of the vdW energy at small distance between atoms i and j:

f6 (rij , Rij ) =

[

1

1 + exp −d

(

rij
sR Rij

)] .

(2.51)

Here, Rij is the sum of vdW radii of atoms i and j [36]. d and sR are free parameters. They
are determined to be 20 and 0.94, respectively, for producing the best corrections to the PBE
functional.

2.5.2

van der Waals Density Functional

van der Waals Density Functional (vdW-DF) [37] is the only method, as of now, that
uses a density functional for incorporating vdW interaction into DFT. In this method, the
exchange-correlation energy is written as:

EXC = EXGGA + ECLDA + ECnl .
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(2.52)

Here, the exchange energy EXGGA is evaluated using a selected GGA functional. It is evaluated
form revPBE functional [40] in the ﬁrst version of vdW-DF [37] and from PW86 [13] in the
vdW-DF2 [38]. The local correlation energy ECLDA is calculated using LDA functional. The
non-local correlation energy ECnl is the key ingredient of the vdW-DF. It is calculated as:

ECnl

1
=
2

∫∫

ρ(⃗r)φ(⃗r, ⃗r′ )ρ(⃗r′ )d3⃗rd3⃗r′ .

(2.53)

The six-dimension integral above allows us to calculate the non-local correlation energy via
the universal kernel φ(⃗r, ⃗r′ ). The mathematical deﬁnition of the kernel can be found in Ref.
[37] for vdW-DF and in Ref. [38] for vdW-DF2.

2.6

Ab Initio Thermodynamics

Density functional theory allows us to simulate the electronic and geometric structures
of systems at their ground states and in unrealistic conditions (for example, at 0K). One
of the challenges of computational physics and quantum chemistry is to be able to predict
properties of many-body systems in realistic conditions. One widely used strategy is the
ab initio thermodynamics technique [41–43]. The technique employs Gibbs free energy as
a function of temperature and pressure. If one focuses on the stability of a solid structure
(denoted as Sol) whose surface covered by an adsorbate (denoted as Ads) exposed to and
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in thermo-equilibrium with a gas reservoir (denote as Gas), the surface free energy γ is
employed and deﬁned as:
γ=

1
(GAds/Sol − µSol − µAds ),
A

(2.54)

where A is the surface area exposed to adsorbate, GAds/Sol is the Gibbs free energy of the
system (solid plus adsorbate), µSol and µAds are the sum of the chemical potentials of all
atoms in the solid and the adsorbate.
The Gibbs free energy GAds/Sol is in turn:

Total
Vib.
GAds/Sol = EAds/Sol
+ FAds/Sol
+ P V,

(2.55)

Total
Vib.
where EAds/Sol
and FAds/Sol
are the total energy of the system at its ground state (here,

calculated using DFT) and the vibrational contribution to the free energy. P V term is
usually eliminated because it is too small for a solid-state system.
The vibrational contribution to the free energy, which consists of vibrational energy
and entropy, can be calculated by the integral of the contribution of each phonon mode ω:
∫
Vib.
FAds/Sol

=

]
(
)
1
−~ω/kB T
σ(ω).
dω ~ω + kB T ln 1 − e
2
[

Here, kB is the Boltzmann constant and σ(ω) is the phonon density of states.
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(2.56)

In the ideal condition, the chemical potential of a gas at a given temperature T and
pressure p is deﬁned as:

µGas = µ̃Gas + kB T ln (p/p◦ ) ,

(2.57)

where µ̃Gas is the chemical potential at temperature T and pressure p◦ .
With the above deﬁnitions of vibrational contribution to the free energy (Equation
2.56) and chemical potential (Equation 2.57), we have incorporated pressure and temperature
dependences into the surface free energy (Equation 2.54) calculation. Doing so enables us
to survey the stabilities of systems as functions of temperature and pressure.
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CHAPTER 3
ADSORPTION AND OXIDATION OF CARBON MONOXIDE
ON Cu2 O(100)

3.1

Introduction

It is well known that metal oxides can assume various structures which can enable
them to behave like metals, superconductors, or insulators. They thus play a crucial role
in extremely wide range of phenomena in physics, chemistry, and material science, in which
they are used in fabrication of fuel cells, gas sensors, high Tc superconductors, and catalysts
[44, 45]. However, the understanding of the physics and chemistry of metal oxides surfaces
is well behind that of metals and semiconductors because of the complexity of their physical
and chemical properties [45]. In particular, there is very little understanding of their catalytic
activities, partly as a result of the common assumption that metal surfaces are more reactive
that those of metal oxides.
Nevertheless, there are some recent experimental results that show that metal oxides
can indeed be reactive. For example, although a poor catalyst for CO oxidation at lowpressure conditions, Ru becomes a good catalyst under high O2 pressure. It has been shown
that CO oxidation actually takes place at the thick layer of RuO2 (110) that grows parallel
to the Ru(0001) surface at hight O2 pressure conditions [46]. Another investigation has
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demonstrated that the catalytic activity (for CO oxidation) of PtO2 (110) is higher than that
of Pt metal surface [47].
Not only noble metal oxides but also base metal oxides have been found to be catalytically active. Cuprous oxide (Cu2 O) is an example. It has been demonstrated to be
capable for water splitting photocatalysis [48–50]. Especially, Cu2 O has also been found to
be more eﬀective for CO oxidation than the other copper species, with a very high conversion
rate from CO to CO2 [51, 52]. Therefore, the study of reactions between such molecules as
H2 O, NH3 , NO, CO, O2 and the Cu2 O surface becomes very important for understanding
mechanisms of its catalytic activity.
The majority of theoretical calculations performed on Cu2 O surface have been focused on non-polar (111) and (110) surfaces [53–57]. In particular, CO and NO adsorption
on Cu2 O(111) and Cu2 O(110) has been especially well studied. This chapter describes a
ﬁrst-principles study of CO oxidation on the Cu2 O(100) surface and of O2 adsorption and
dissociation on the Cu2 O(100) surface with oxygen-vacancies.

3.2

Computational Details

In this work, we carry out non-spin-polarized calculations based on DFT with the
generalized gradient approximation (GGA) using the Perdew-Wang functional (PW91) for
the exchange-correlation energy [58]. The Vienna Ab-initio Simulation Package (VASP)
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Small red and larger white spheres denote O and Cu atoms, respectively.
Figure 3.1 Unit cell of bulk Cu2 O.
[59–61], which is based on the planewave pseudopotential method (PWPP) [18], was used to
calculate total energies and to perform structural relaxations. The ultrasoft pseudopotential
[22] was used for all atoms. To obtain accurate energetics, we set the cutoﬀ energies for the
planewave expansion to 400 eV and sampled the Brillouin zone with a (4 × 4 × 1) k-point
mesh [19]. For the required accuracy, we built a Cu2 O(100) slab with 9 layers of O and 8
layers of Cu2 with a (2 × 2) supercell for the O-terminated surface and 8 layers of O and
9 layers of Cu2 for the Cu-terminated surface. The supercell contains this slab and about
13 Å of vacuum. The adsorption, oxidation or dissociation of molecules on this surface
was considered for 1/4 ML coverage – one molecule per four surface oxygens. During the
relaxations, all atoms were allowed to move in all directions.
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Table 3.1 Structural parameters of bulk Cu2 O.
This work PWscf
Lattice parameter
4.317
4.34
Bond lengths
dCu−O
1.869
1.88
dCu−Cu
3.053
3.07
dO−O
3.739
NAi
References
[65]
i

FP-LAPW
4.30
1.86
3.04
NA
[66]

HF HF+LYP Experiment
4.434
4.277
4.27
1.920
3.136
NA
[67]

1.852
3.025
NA
[67]

1.84
3.02
3.68
[63, 64]

NA=Not Available
Length unit is Å. See Section 3.3 for abbreviations.
3.3

Bulk Cu2 O

The crystal structure of bulk Cu2 O is cuprite (Pn3) [62]. The unit cell includes two
O atoms that form a bcc lattice and each is a center of a tetrahedron, whose four vertices
are occupied by Cu atoms, as shown in Figure 3.1. The optimized structural parameters
of Cu2 O are shown in Table 3.1. Our obtained values are in accord with experimental
values [63, 64] (about 1.1 − 1.6% larger) and in good agreement with that obtained using
diﬀerent method such as: the planewave pseudopotential method (using PWscf code) [65],
full potential linearized augmented plane wave method (FP-LAPW) [66], HattreeFock (HF)
[67], and HatreeFock plus a posteriori correlation energy correction using the LeeYangParr
functional (HF + LYP) [67].
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3.4

Cu2 O(100) Surfaces

The Cu2 O(100) surface can be terminated with either O or Cu atoms resulting Oterminated and Cu-terminated surfaces, respectively. The existence of the two surfaces (also
conﬁrmed in experimental observations [68]) motivates us to investigate their stabilities
before going to further calculations. For doing that, ﬁrst we calculate structural relaxations
and surface free energy of the two surfaces.

(a)

(b)

Panels (a) and (b) illustrate the O-terminated and Cu-terminated Cu2 O(100), respectively.
OS and CuS denote O and Cu surface atoms, respectively, while OSub and CuSub denote O
and Cu atoms in the layer below. Distances are measured in Å. For bond lengths, see Table
3.2.
Figure 3.2 Ball-stick model Cu2 O(100).

The results of structural relaxations are shown Figure 3.2 and are summarized in
Table 3.2. As one can see, the relaxations show that the bond lengths between atoms on
O-terminated surfaces (OS , CuS ) shorten by ∼ 6% and that the distance between the two
top Cu layers reduces by ∼ 10%. These results are in good agreement with those reported
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Table 3.2 Surface relaxation of Cu2 O(100).
Bond
Before relaxation [Å] After relaxation [Å] Change [%]
(a) O-terminated
CuS -CuS
3.053
2.872
−5.9
OS -CuS
1.869
1.762
−5.7
OSub -CuS
1.869
1.862
−0.4
2 Top Cu layer
2.159
1.950
−9.7
(b) Cu-terminated
CuS -CuS
3.053
2.402
−21.3
OS -CuS
1.869
1.862
−0.4
2 Top Cu layer
2.159
1.645
−23.8
in Ref. [69, 70]. For the Cu-terminated surface, CuS –CuS bond length and the separation
between the top two Cu layers are signiﬁcantly reduced by ∼ 21% and ∼ 24%, respectively.
The most interesting result of the relaxation of Cu-terminated surface is the reconstruction of this surface: the [010] Cu rows form pairs with 1.699 Å intra-pair distance and
2.618 Å separation between the pairs. We performed relaxation using (2 × 2) periodicity to
provides necessary degree of freedoms for such reconstruction, although the Cu dimer row
was found in the (1 × 1) periodicity [69]. However, experimental observations indicated that
√
√
the surface reconstruct to form (3 2 × 2)R45o superstructure [68]. We, then, simulated
√
√
the larger (3 2 × 2)R45o surface supercell as shown in Figure 3.3. The result of struc√
√
tural relaxation shows a ( 2 × 2)R45o reconstruction. However, this result implies that
the Cu dimer pair reconstruction is preferable. Nevertheless, our simulations and experimental observation [68] indicate that the Cu-terminated Cu2 O(100) surface undergoes to
reconstruct.
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Left and right panels illustrate the surface before and after relaxation, respectively. The O
and Cu atoms are represented by small and large spheres, respectively. The distances are
measured in Cu2 O bulk lattice parameter (4.317 Å).
√
√
Figure 3.3 Top view of (3 2 × 2)R45o unit cell of Cu-terminated Cu2 O(100).
We next used the ab initio thermodynamics approach, as described in Section 2.6 to
calculate surface free energies of O- and Cu-terminated Cu2 O in equilibrium with gaseous
O2 as a function of its pressure and temperature. Here, the contribution of vibrational
energy is not taken into account because the diﬀerence between surface free energies of Oand Cu-terminated is large. The results are plotted in phase diagrams in Figure 3.4. The
phase diagram indicates that the O-terminated surface is energetically preferred in most of
the range of temperature and pressure of O2 . The Cu-terminated surface was also found to
be preferred at low O2 pressure and high temperature. However, under these conditions, the
surfaces are not stable: O atoms desorbs from Cu2 O surface resulting the decomposition of
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Phase diagrams in panels (a) and (b) correspond to O-pressure of 1 and 10−5 atm, respectively.
Figure 3.4 Surface phase diagram for Cu2 O(100).
Cu2 O into O2 molecules and Cu metal. Thus, from this point, we report only results for the
O-terminated surface.

3.5

Oxidation of CO on Cu2 O(100)

In this study, we consider ﬁve CO adsorption conﬁgurations on Cu2 O(100) as illustrated in Figure 3.5. The CO molecule is initially placed perpendicularly to the surface and
then allowed to relax to its lowest energy conﬁguration. The structural minimizations show
that if CO is placed on site #1 or #5, it diﬀuses spontaneously to a surface O atom (site
#2) and if CO is placed at site #2, by picking up that surface O, it forms CO2 (oxidized)
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The considered adsorption sites are signiﬁed by the numbers: (1) on top CuS , (2) on top
OS , (3) on top OSub , (4) on top hollow site, (5) on top CuSub . Small yellow balls denote C
atoms. Darker balls indicate atoms in deeper layers.
Figure 3.5 CO adsorption sites.
which desorbs spontaneously leaving an oxygen vacancy (O-vacancy) on the Cu2 O(100) surface. Only if the CO molecule is placed at site #3 and 4, it adsorbs on the surface with
adsorption energies of −0.41 eV amd −0.89 eV, respectively. Here, the adsorption energy of
a CO molecule on Cu2 O(100) is deﬁned as:

Ead = ECO-Cu2 O(100) − ECu2 O − ECO ,

(3.1)

where ECO-Cu2 O(100) , ECu2 O(100) , and ECO are the total energies of CO adsorbed on Cu2 O100),
clean Cu2 O(100), and a CO molecule, respectively. The calculated results are presented in
Table 3.3.
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Table 3.3 Adsorption energy of CO on Cu2 O(100).
Site #
1
2
3
4
5

Adsorption energy
No minimum
No minimum
−0.41 eV
−0.89 eV
No minimum

Site # are visualized in Figure 3.5

The energertics pathways are calculated for: CO landing on OS (s), CO landing on CuS (t),
and CO2 departure from surface (l). The pathways are schematically shown in insertion,
in which O and Cu atoms are represented by the small and large balls, respectively. The z
value show the distance between C and initial position of the target.
Figure 3.6 Energertics pathways of CO adsorption and oxidation on Cu2 O(100).
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This is plotted along the plane containing CO, OS , CuS as CO approaches OS , corresponding
to three diﬀerent distances between C and OS : (a) 2.64 Å, (b) 2.00 Å, and (c) 1.16 Å.
Figure 3.7 Valence charge density.
Since the CO molecule can be oxidized to become CO2 after adsorbing at site #2 (OS
site) or after adsorbing at site #1 (CuS site) then diﬀusing to OS site, we further investigate
the energetic proﬁle of the adsorption of CO on Cu2 O landing on either CuS or OS and the
desorption of CO2 . The proﬁles are plotted in Figure 3.6. As one can see, in order to land on
OS , the CO molecule has to overcome a barrier of ∼ 0.4 eV. In contrast, it lands barrier-less
on CuS site. In the latter, the CO molecule then diﬀuses spontaneously to the nearest OS .
Once CO adsorbs on OS , either by direct landing or diﬀusing from neighboring CuS , it is
oxidized to form CO2 as described above. The result indicates that Cu2 O(100) could be a
candidate for CO oxidation catalyst.
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Figure 3.7 shows the charge densities along the plane crossing OS and the CO molecule
at diﬀerent C–OS distances. As can been seen, as CO approaches the surface, charge starts
to accumulate in the region between C an OS atoms and the C–OS covalent bond starts to
form. At the distance of ∼ 1.16 Å, the strong covalent C–OS bond has formed and CO2 is
formed and ready to desorb.
The strong covalent bond C–OS formed and the formation of CO2 are clearly shown
on the projected density of state (PDOS) as plotted in Figure 3.8. As one can see, as the
CO molecule approaches the surface, the p-states of C and OS are strongly hybridized. At
the distance of ∼ 1.16 Å, the hybridization forms non-occupied antibonding states (peak A)
and occupied bonding states (peak B). The splitting between these peaks is large (∼ 10 eV)
indicating that the C–OS covalent bond is very strong and indicating also the formation of
CO2 . On the other hand, the d-states of CuS diminishes the peaks whose energy level is
the same as that of the bonding states (peak B) of OS indicating the weakening of CuS –OS .
Hence, CO2 is formed and ready to leave the surface.
The adsorption and oxidation of a CO on Cu2 O(100) requires consumption of an OS
atom. Thus, O-vacancies will be formed during the (CO) adsorption and oxidation process,
Eventually, all OS atoms are consumed. The catalytic properties of the surface is reduced
consequently. However, the surface can be restored with the aid of the atmospheric O2 , as
we shall see in the next section.
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(a), (b), and (c) show the density of p-state of OS (solid lines), of oxygen atom from CO
molecule OC (dot-dash lines), and of the carbon atom C (shot-dash lines), corresponding,
respectively, to L(C-OS ), the distances between C and OS , of 2.64 Å, 2.00 Å, and 1.16 Å.
The density of d-state of the surface copper atom is plotted in (d).
Figure 3.8 Changes in PDOS as CO approaches OS on the Cu2 O(100) surface.
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The possible adsorption sites are labeled by the numbers. The white circle shows O-vacancy
site.
Figure 3.9 Cu2 O(100) with O-vacancies and possible O2 adsorption sites.
3.6

Adsorption and Dissociation of O2 on Cu2 O(100) With O-vacancies

High accuracy simulation of Cu2 O(100) with O-vacancies requires large surface supercells for reducing the concentration of defects. However, we used the model of 25% of
O-vacancies Cu2 O(100) surface in this study (Figure 3.9). Although the concentration of
vacancies in this model is high, the model is good for estimation of the adsorption and dissociation of O2 on the surface. The structural relaxation indicates the presence of O-vacancies
eﬀect strongly the distance between the CuS atoms that are near O-vacancies. This distance
is shorter by ∼ 14% than that in the surface without these vacancies. Other inter -atomic
distances also change but by only < 0.7%.
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Table 3.4 O2 adsorption on Cu2 O(100) with O-vacancies.
Site #

Orientation
⊥
∥

Adsorption energy
-0.64 eV
-1.11 eV

2

⊥
∥

No minimum
No minimum

3

⊥
∥

No minimum
-2.41 eV

4

⊥

No minimum

1

Site # are visualized in Figure 3.9. ⊥ and ∥ refer to
perpendicular and parallel to the surface orientation
of O2 molecule, respectively.
We next placed an O2 molecule at the sites near an O-vacancy (site #1, 2, 3, and
4) so that the O–O axis is oriented either perpendicularly (⊥) or parallel (∥) to the surface.
After structural relaxations we found that, for the O2 molecule oriented perpendicularly to
the surface, if it lands on sites #3 and #4, it diﬀuses spontaneously to adsorb on O–vacancy
(site #1). However, there is no such diﬀusion when the molecule lands perpendicularly on
site #2 – on top of CuS . For the O2 molecule oriented parallel to the surface, we considered
three cases: (1) O2 center is on site #1 and oriented towards site #2, (2) O2 center is on
site #2 and oriented towards site #1, and (3) O2 center is on site #3 and oriented towards
site #1. We found the molecule to adsorb in the conﬁgurations (1) and (3) but not (2). In
the latter case, it diﬀuses to O-vacancy site to take the conﬁguration (1).
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Panels (a) and (b) show top view of surface after O2 adsorption and after dissociative adsorption, respectively, of the O2 on the Cu2 O(100) surface with O-vacancies. The arrow
along [01̄1] direction shows doubling of translation vector on surface reconstruction.
Figure 3.10 Structure of adsorption and dissociative adsorption of O2 on Cu2 O(100).
The calculated adsorption energies of O2 on the Cu2 O(100) surface with O-vacancies
are presented in Table 3.4. As one can see, the lowest energy conﬁguration is formed when
O2 lands parallel to the surface on site #3 with adsorption energy of ∼ −2.41 eV suggesting
a strong adsorption of the molecule on the surface. The strong adsorption in turn causes
the distortion of the surface as seen in Figure 3.10a. The O–O bond length is found to be
∼ 1.46 Å which is longer than that of free O2 molecule suggesting that the adsorbed O2 on
the surface is easy to be dissociated to become two O atoms. In fact, we found that the
dissociation energy is ∼ 0.3 eV. In the ﬁnal state of the two O atoms on the surface, one
O atom occupies the O-vacancy site, the other one adsorbs on a bridge site (Figure 3.10b).
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The low dissociation barrier indicates that the Cu2 O(100) surface can be partially restored
by dissociative adsorption of O2 from surrounding atmosphere.

3.7

Conclusions

Using ab initio thermodynamics approach to survey wide range of temperature we
have shown that the Cu2 O(100) surface prefers to be terminated with O layers (O-terminated
surface.) Moreover, analysis of geometric structure of the Cu-terminated Cu2 O(100) surface
indicates the surface to be reconstructed. Examination of the adsorption and reaction pathways of CO on the O-terminated Cu2 O(100) surface and of O2 on the Cu2 O(100) surface
with O-vacancies shows that it is possible for CO to be oxidized on Cu2 O(100) by consuming
surface O, leaving the surface with O-vacancies, and that this O-deﬁcient surface can in turn
be healed by dissociative adsorption of O2 . The further fact that all of the above processes
take place with low activation barriers suggests that the Cu2 O(100) surface could be a good
candidate for CO conversion catalyst.
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CHAPTER 4
HYDROGEN STRUCTURE FORMATION ON Co/Cu(111)

4.1

Introduction

Engineering atomic or molecular networks in modern technology depends on abilities
to control the geometric structure of adsorbates on substrates. The pattern of an adsorbate
is determined mainly by the symmetry of the adsorbent and by the intrinsic properties of the
participating chemical-species (features that are not externally controllable.) Finding a way
to manipulate the formation of the adsorbate’s pattern by varying such external parameters
as temperature and pressure would be helpful for the designing of functional nanostructures.
The system of Co islands grown on the Cu(111) surface has attracted a great deal of
attention owing to its promising applications in magnetic storage and in spintronics [71–76].
Once grown on Cu(111), the Co islands are ﬂat, and adopt triangular shapes whose size is
about 10–30 Å [71–76]. The islands are two atomic layers high, though it has been suggested
that an additional layer is buried in the Cu surface [71].
It has been recently shown that, when such islands are exposed to H2 , H atoms form a
p(2×2) structure on the islands’ surfaces, occupying its three-fold hollow sites. The fact that
atomic hydrogen chemisorbs onto the Co surface [77, 78] suggests that diﬀerent patterns of
H adsorbate will produce distinguishable eﬀects on the surface. The abilities to manipulate
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the pattern formation of H on this surface by tuning a controllable parameter would provide
a way to design desirable electronic properties of the Co islands on Cu(111).
This chapter does not concern the impact of H structure on (chemical or physical)
properties of Co islands grown on Cu(111). It focuses rather on the eﬀect on the H pattern
formation of the chemical potential of H, which is a function in turn of temperature and
pressure. Its ﬁnding will be helpful for experimentally designing H structures on Co/Cu(111).

4.2

4.2.1

Calculational Details

Total Energy And Structural Relaxation

Total energy calculations and structural relaxations were carried out within the
spin-polarized DFT, within the GGA approximation, using the plane-wave pseudopotential method implemented in the VASP 5.2 code [59–61] with the projector augmented-wave
(PAW) [23, 25] pseudopotentials method and the PBE functional [16] for describing the
exchange-correlation of the electrons. Because of the large size of Co nanoislands observed
in experiment and of the fact that the experimental measurements were taken in the middle
of the islands, we developed a ﬁlm model of monolayers of Co stacking on the Cu(111) surface to simulate the Co nanoisland grown on that surface. We used supercells consisting of
a Cu(111) slab of 6 Cu layers constructed stoichiometrically from bulk Cu whose optimized
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lattice parameter is 3.636 Å, and two or three layers of Co stacking on one side of the Cu(111)
slab, which in turn is separated from its periodical images along z-direction by about 20 Å of
vacuum. We sampled the Brillouin zone with a (13 × 13 × 1) Monkhorst-Pack k-point mesh
[19], corresponding to a (1 × 1) surface supercell. We set the kinetic energy cutoﬀ for the
wave functions expansion to 350 eV. All the structures were relaxed until the force components acting on each atom were less than 0.01 eV/Å. We used the dipole correction [79] to
cancel the artiﬁcial electric ﬁeld created by the asymmetry of the slabs.

4.2.2

Surface Free Energy

The ability to calculate the surface free energy (as discussed in Section 2.6) provides
us a dimension to compare the stabilities of diﬀerent adsorbate structures. Since in the slab
model of Co/Cu(111), the two surface are not identical (Co side and Cu side), the absolute
value of surface free energy cannot be calculated. Instead, the relative surface free energy
with respect to clean Co/Cu(111) is derived as:

∆γ =

]
1[
(EnH-Co/Cu(111) − ECo/Cu(111) ) + ∆F Vib − nµH ,
A

(4.1)

where EnH-Co/Cu(111) and ECo/Cu(111) are the total energies of a Co/Cu(111) system, respectively, and with n H atoms or norn adsorbing on the Co side of the slab; ∆F Vib is the
diﬀerence in the vibrational contribution to free energy of the two systems (see Section 2.6);
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and µH is the chemical potential of an H atom, deﬁned below:

µH =

pH2 ]
1[
EH2 + EHZPE
+
µ̃
+
k
T
ln(
) ,
B
H2
2
2
po

(4.2)

are the total energy and the zero-point energy (ZPE) of an isolated H2
where EH2 and EHZPE
2
molecule; µ̃H2 is the chemical potential of H2 at temperature T and reference pressure po ; kB
is the Boltzmann constant, and pH is the pressure of H2 exposure. µH2 reaches the maximum
(
)
value of 21 EH2 + EHZPE
= −3.27 eV when H2 molecules condense on the Co/Cu(111)
2
surface. Formula 4.2 indicates that by increasing the pressure of H2 the chemical potential
of H increases.
Note that it is possible to calculate the value of µ̃H2 at temperature T and a reference
pressure p◦ (one possibility is to obtain from experimental data [80]). However, relative
values of chemical potential are good enough for providing quantitative conclusion of H2
pressures. For this reason, we do not use absolute values of µH but, instead, relative values
(
)
∆µH = µH − 12 EH2 + EHZPE
. The low (high) values of ∆µH or µH corresponds to low (high)
2
H2 pressures.
In this study, we assume that the change in the vibrational contribution to free energy
(∆F Vib ) in formula 4.1 derives mainly from the vibrational modes of adsorbed H atoms and
of Co atoms in the topmost layer. The contribution to the vibrational free energy of a mode
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with frequency ωi at temperature T is:
(
)
1
F (T, ωi ) = ~ωi + kB T ln 1 − e−~ωi /kB T .
2

(4.3)

The dependence of vibrational free energy on the temperature is found to be negligible
at low temperatures (below 200 K) – approximately equal to the zero-point energy (ZPE) of
the considered vibrational mode.

4.3

The Stacking Sequence Of Co on Cu(111)

The Cu(111) surface follows an fcc stacking sequence while Co(0001) surface follows
an hcp stacking. Once a few layers of Co have grown on the Cu(111) surface, they may follow
many diﬀerent stacking sequences. To determine which sequence is the most preferred, we
calculated the average binding energy of a Co atom on Cu(111). The results are presented
in Table 4.1. Here, we designated as A, B, and C the stacking sequence of the top three
layers of the Cu(111) surface and as a, b, c the stacking sequence of Co layers. As can be
seen, for the two-layer Co layer ﬁlm on Cu(111), the two Co layers could follow (unfaulted)
fcc stacking of the Cu substrate (ABCab) or one of the three faulted stackings (ABCac or
ABCba or ABCbc). That the average binding energies per Co atom in the stacking sequences
are similar (within 10 meV diﬀerence) suggests that they all might exist.
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There is also a debate as to whether the actual number of Co layers on Cu(111) is 3
(and if it is, whether the bottom Co layer is buried [71].) In any case, the actual height of the
Co island is two atomic layers above the Cu(111) surface. Out of caution, we extended our
calculations to a three layers case. As in two Co layer case, the three Co layers could follow
the unfaulted fcc stacking sequence of the substrate (ABCabc stacking) or the hcp stacking
(ABCaba) or one of the faulted stacking sequences (ABCaca, ABCacb, ABCbab, ABCbac,
ABCbca, ABCbcb). Except for ABCbca and ABCacb, the average binding energies per Co
atom (Table 4.1) of various stacking sequences are within 10 meV of each other, indicating
that they are about equally stable.
For subsequence investigations of the superstructure of H on Co ﬁlm grown on
Cu(111), we focus on ABCab (for the two Co layers case) and ABCaba stacking sequence
(for the three Co layers case).

4.4

Hydrogen Superstructure on Co/Cu(111)

We examined the surface free energies of the “clean” systems of two or three monolayers of Co grown on Cu(111) and of each of these with ﬁve H adsorbate structures on
them: H-p(2 × 2), 2H-(2 × 2), 5H-(3 × 3), 6H-(3 × 3), and H-p(1 × 1). These structures are
illustrated in Figure 4.1. Note that, for the case of H-p(2 × 2), 5H-p(3 × 3),and H-p(1 × 1),
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Table 4.1 Average binding energy (Eb ) per atom of Co layers grown on Cu(111).
1 Co layer
Sequence
Eb
ABCa

ABCb

2 Co layers
Sequence
Eb
ABCab

−5.35 eV

ABCac

−5.35 eV

ABCba

−5.34 eV

ABCbc

−5.34 eV

−5.02 eV

−5.00 eV

3 Co
Sequence
ABCabc
ABCaba
ABCaca
ABCacb
ABCbab
ABCbac
ABCbca
ABCbcb

layers
Eb
−5.38 eV
−5.39 eV
−5.38 eV
−5.37 eV
−5.39
−5.38
−5.37
−5.38

eV
eV
eV
eV

ABC is the stacking sequence of the top three Cu layers. a, b, c are the stacking
sequence of Co layers. The lowest energy stacking sequences are decorated by
bold face.
there are two possible adsorption sites for H: an fcc site (three-fold hollow site without Co
atom underneath) and an hcp site (three-fold hollow site with Co atom underneath.)
The phase diagrams of these hydrogen adsorbate structures on Co/Cu(111) in Figure
4.2 show the dependence of the surface free energy of the examined surfaces on the chemical
potential ∆µH of H. As can be seen, starting with the clean Co surface, as the chemical
potential of H increases, ﬁrst an 2H-(2 × 2) adlayer forms, is then replaced by a 6H-(3 × 3),
and ﬁnally, at very high ∆µH , by a H-p(1 × 1). The chemical potential ∆µH of H increases
linearly with the logarithm of the pressure of the H2 dosing on the surface: the higher this
pressure, the higher chemical potential of H (Equation 4.2).
It is worth noting that one earlier experiment invites reinterpretation in the light of
these ﬁndings. It was originally proposed [74] that the H-p(2×2) structure had been observed.
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Top row, left to right: clean Co/Cu(111), H-p(2 × 2), 2H-(2 × 2). Bottom row, left to right:
5H-(3×3), 6H-(3×3), and H-p(1×1). The empty (large, white) circles and solid (small, red)
circles represent surface Co atoms and H atoms, respectively. The gray and white spaces
between surface Co atoms are Cu atoms (i.e. fcc sites) and subsurface Co atoms (i.e. hcp
sites).
Figure 4.1 Model of H superstructure on Co/Cu(111).
Instead, what probably emerged in that experiment was the 2H-(2 × 2). A closer look at
increasing higher H2 pressures will probably reveal 6H-(3 × 3) and, eventually, H-(1 × 1).
Another interesting point is the range of ∆µH for the existence of 6H-(3×3) adsorbate
structure is wide (∆µH is from − 0.41 to − 0.38 eV) in the case of three-layer island but
very narrow in the case of two-layer one. This indicates that it is harder to form 6H-(3 × 3)
structure on two Co layers on Cu(111) than on three layers. Since the window for 6H-(3 × 3)
structure in the case of two Co layers on Cu(111) is nearly 0, there is a triple point in the
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(b) Phase diagrams of H adsorbate structure on 3 Co layers/Cu(111)

Surface free energy (meV/Å2 ) is calculated with respect to that of clean Co/Cu(111). ∆µH =
µH − 12 (EH2 +EHZPE
). The surface free energy proﬁles of H-p(2×2), 5H-(3×3), and H-p(1×1),
2
where H atoms sit at fcc sites, are plotted with thicker lines, while with thin lines indicate
the less favorable cases, where H atoms reside at hcp sites.
Figure 4.2 Surface free energy proﬁles of H adsorbate structures on Co/Cu(111).
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phase diagram where the surface free energies of 2H-(2 × 2), 6H-(3 × 3), and H-p(1 × 1) are
equal.

4.5

Conclusions

Relying on density functional theory and the ab initio thermodynamics approach, we
have seen the eﬀect of chemical potential of H (a function of temperature and pressure) on
the formation of H patterns (superstructures) on Co ﬁlms grown on the Cu(111) surface.
Specially, at low chemical potential (low H2 pressure) the H adsorbate structure turns out
to be the 2H-(2 × 2), which is probably the structure observed in experiments [74]. More
importantly, it is possible to alter the H pattern formation by varying the H2 dosage pressure
upon the Co island on Cu(111): as the chemical potential of H increases (with increasing H2
pressure), the pattern changes from 2H-(2 × 2) to 6H-(3 × 3), and ﬁnally to H-p(1 × 1). This
feature is exploitable in engineering the H pattern on Co islands on the Cu(111) surface –
and may be generalizable (with speciﬁcs yet to be determined) to the pattern formed by any
atomic or molecular adsorbate on any particular substrate. Such dependence can play an
important role in controlling in turn the electric properties of the nanostructures in questions
in accordance with the needs of various applications.
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CHAPTER 5
VAN DER WAALS INTERACTIONS

5.1

Introduction

In general, density functional theory (DFT), whether with the local density approximation (LDA) or with a generalized gradient approximation (GGA), is not expected to provide an accurate description of the van der Waals (vdW) interactions, owing to the built-in
locality of their exchange-correlation functionals. One of the current challenges is to accurately account for the van der Waals forces (London dispersion forces) in DFT simulations
[81].
Over the years, many schemes have been proposed for incorporating vdW interactions
into DFT calculations. The vdW density functional (vdW-DF), proposed by Dion et al.,
takes the vdW interactions into account in a seamless manner [82]. Recently, a new version
of vdW-DF, called vdW-DF2 [83], has been developed with better predictions of binding
energies and binding distances. In short, exchange-correlation functional vdW-DF (and
vdW-DF2) consists of three terms: the exchange energy EXGGA calculated from a GGA
functional (revPBE [40] for vdW-DF and PW86 [13] for vdW-DF2), the local correlation
energy ECLDA calculated using the LDA approximation, and the nonlocal correlation energy
ECnl . The most popular approach for taking into account the dispersion interactions missing
in standard DFT calculations is to add a pairwise interatomic C6 R−6 term (or higher-order
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terms C8 R−8 , C10 R−10 ) to the DFT energy [26–36]. Such methods, often called DFT-D, in
general result in reasonable dispersion corrections to the total energy. The major advantages
of such methods are that they require only a small additional computational eﬀort and that
they are easy to integrate into available DFT codes. Since there are so many diﬀerent versions
of DFT-D, we limit ourself here to brieﬂy describing the ones that are widely used and
adopted in this dissertation. The most widely-used method of the DFT-D sort – proposed
by Grimme [27], often called DFT-D2 – calculates the C6i coeﬃcient of an atom i from
ionization potential and static dipole polarizability that are calculated using DFT/PBE0
√
ij
and then calculates C6 coeﬃcient for a pair of atoms according to C6 = C6i C6j . This
simple approach works very well and gives reasonable results. However, this method has
drawback that its C6 coeﬃcients are system independent. The most recent development
in this sort of method is the DFT-D3 developed by Grimme and colleagues [28]. In this
version of DFT-D, the dispersion coeﬃcients are computed from ﬁrst principles based on
a large database of dispersion coeﬃcients calculated accurately for any pair of atoms from
H to Pu and on the coordination number of atoms in the system under study. Tkatchenko
and Scheﬄer [36] have proposed a sophisticated way of computing system-dependent C6
coeﬃcients for atoms in molecules by scaling free-atom values provided in Chu and Dalgarno
[39] by using free-atom density and Hirschfeld-partitioned eﬀective atomic volumes. These
values then are used to compute corrected energy values in a DFT-D manner. This approach
(TS) gives good result for the S22 set [84].
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The variety of the methods gives rise to questions of how the results obtained from
each method compare and of, more importantly, how the inclusions of vdW interaction eﬀects
conclusions of studies of the systems under consideration. With these questions in mind, the
task of this chapter is:

(i) To compare the results calculated using diﬀerent approaches for incorporating
vdW interactions into DFT simulations.
(ii) To explore the role of vdW interactions in pattern formation of molecules on
catalyst surfaces.

5.2

Comparison of Methods for Inclusion Of van der Waals Interactions

5.2.1

5.2.1.1

Physisorption of Nucleobases on Graphene

Introduction

Motivated by our interest in molecular adsorption on surfaces, our aim in this work
is to compare the feasibilities of three of the promising approaches for including vdW interactions to the problem: vdW-DF, DFT-D, TS and few of their variants. In doing so we have
come up with a simpliﬁcation of TS ourselves which we will describe in some detail here.
For our prototype system we have chosen the adsorption of DNA fragments on grapheme.
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The energetic ordering of these simple organic molecules on grapheme is not only of just
intellectual interest but also useful as an elementary step towards the understanding of the
interactions of DNA with carbon nanotubes (CNT) which have many potential applications
in medical treatments [85], separation of CNTs [86, 87], chemical sensors [88], and others
[89–92].
In early experiments, using Scanning Tunneling Microscopy (STM) and Atomic Force
Microscopy (AFM), Tao and Shi [93] showed that adenine and guanine form a ﬂat monolayer
on graphite at a distance of about 3 Å. More recently, it has been shown that the strength of
interaction between DNA nucleobases and graphene in alkaline solution varies in the order
Guanine (G) > Adenine (A) > Cytosine (C) > Thymine (T) and in pure water varies in the
order A > T > C [94]. The relative strength of these nucleobases-graphene interactions has
also stimulated a great deal of theoretical investigations. Using DFT Ortmann et al. [95]
found the adenine-graphite separation to be 3.1, 4.0, or 3.4 Å, depending on the functional
chosen – the LDA, the GGA using PW91 functional, or the GGA supplemented by the London dispersion formula, respectively. Using the LDA with additional calculations using the
Hartree-Fock approach coupled with second-order Møller-Plesset perturbation theory (MP2),
Gowtham et al. [96] reported that the binding of DNA nucleobases on graphene follows the
order of G > A ≈ T ≈ C > Uracil (U). Using DFT-D [95], Antony and Grimme reported
the sequence to be G > A > T > C > U [97]. Using the Hartree-Fock approximation with
the addition of vdW interaction and a solvation energy based on the AMBER generalized
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Born model (ref. in [94]), Varghese et al. [94] reported that the binding sequence is G > A
≈ T > C.
In this work, we ﬁrst propose a simpliﬁed version of the TS approach (referred as sTS )
to quantitatively optimize the geometric structures of DNA nucleobases on graphene. Then,
starting with those structures, we carry out self-consistent vdW-DF calculations to further
optimize the structures. Next, we compare the results for binding energies and binding
distances of nucleobases on graphene from the TS, sTS, DFT-D2, DFT-D3, vdW-DF, and
vdW-DF2 methods. Finally, we compare the calculational costs associated with each of these
methods.

5.2.1.2

Computational Details

Our total energy calculation are carried out within the DFT using the real space
GPAW code which implements the grid-based projected augmented wave (PAW) method
[98]. To avoid ﬁnite size eﬀects, we use a supercell of about 17.14 × 17.33 × 19.80 Å3
consisting of a graphene sheet of 112 C atoms and a DNA nucleobase whose plane is parallel
to that of the graphene sheet. Given the large size of the supercell, the Brillouin zone is
sampled only at the Γ point. The grid spacing is set at about 0.15 Å in order to minimize
the “egg-box” eﬀect.
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5.2.1.2.1

Method Of Incorporating van der Waals Interactions Into
Density Functional Theory Simulations

We have described the details of DFT-D2, DFT-D3, TS, vdW-DF, and vdW-DF2 in
section 2.5. Here, we present only our simpliﬁcation of TS approach.
There are two disadvantages of the TS approach that prevent the use of this approach
in performing structure relaxations. First, the implementation of Hirshfeld partitioning is
computationally intensive. Second, the correction for force is not deﬁned. The reason for
the latter is that the dependence of Hirshfeld partitioning on the positions of ions in the
system (which is needed to calculate the gradient of energy correction) is not clearly deﬁned.
To overcome this problem we do not calculate C6 for every iteration during the relaxation
process, instead we ﬁx the vdW radii and the eﬀective C6 coeﬃcients as their values in
clean graphene sheet and in isolated molecules, we call this method as sTS (s stands for
simpliﬁed ), for brevity in the rest of the text.

5.2.1.2.2

Relaxation Procedures

In the ﬁrst step of geometric relaxation, our calculations are carried out within the
DFT, employing the GGA, using the planewave pseudopotential method implemented in
the VASP 5.2 code [59–61] with the PAW [99, 100] pseudopotentials. The supercells and
Brillouin zone sampling are the same as described in Section 5.2.1.2. We set the kinetic
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energy cutoﬀ for plane-wave expansion at 500 eV and that for the augmented charge density
at 1000 eV. We use the PBE functional [16] to describe the exchange correlation of electrons.
Our local implementation is available for performing structure relaxation with including DFT-D2 or DFT-D3 approaches. However, in this work, we do not use DFT-D2
or DFT-D3 for preliminary structure optimization. After a quick test of ﬁnding binding
distance between graphene and adenine, we ﬁnd that DFT-D2 predict very diﬀerent binding
distance in comparison to what vdW-DF2 does. TS approach predicts also shorter binding
distance than vdW-DF2 but in general it does better than DFT-D2. The DFT-D3 was not
used because we came to notice this method when we almost ﬁnished this work. So we
decided to take advantage of TS approach for preliminarily structural relaxation. Here, sTS
is used.
There is almost no extra cost in performing single point calculations using sTS in
comparison with that of regular DFT. Thus, we are able to perform 360◦ rotations of the
nucleobases around their “center of mass” in 5◦ steps when optimizing the starting orientation
of the nucleobases on the graphene sheet. The initial separations between the nucleobases
and graphene are set to 3.2 Å. Within the sTS approach, the vdW force between a pair of
atoms i and j is calculated by:
FijvdW = −∇EijvdW .
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(5.1)

The forces acting on the ions are then calculated by adding these vdW forces to the DFTbased forces calculated by the Hellmann-Feynman theorem [12]. This force correction accounts for the vdW interaction when performing structural relaxations. All structures are
relaxed until all force components acting on each individual atom are less than 0.02 eV/Å.
Once the structures are optimized, the 360◦ rotations are performed once again to ensure
that the nucleobases are not trapped in a local minimum orientation.
The obtained geometries of the nucleobases on graphene are then optimized once
again using the vdW-DF as implemented in the GPAW code. We take advantage of the
equilibrium structures that have been optimized using sTS approach to provide good starting
points. Relaxations stop when all components of forces acting on each ion are smaller than
0.05 eV/Å.

5.2.1.2.3

Binding Energies

From the optimized structures, by calculating the total energy of various systems
with diﬀerent distances between nucleobases and graphene sheet, we derive a full binding
energy proﬁle of each system. The binding energy of nucleobase on the graphene sheet is
calculated by:
sys
g
m
Eb = −(Etot
− Etot
− Etot
),
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(5.2)

sys
g
m
where Etot
, Etot
, and Etot
are the total energies of nucleobase-graphene system, of the clean

graphene, and of the nucleobase in the same supercell, respectively. By ﬁtting few calculated
points near the minimum of the binding energy proﬁle to a 3rd order polynomial, we drive
the binding energy of and binding distance between each nucleobase and graphene. This
process is repeated for diﬀerent approaches: sTS, TS, DFT-D2, DFT-D3, vdW-DF, nonself-consistent (nsc) vdW-DF, vdW-DF2, and nsc vdW-DF2.

5.2.1.3

Adsorption Structures

The optimized orientations of nucleobases physisorbed on a graphene sheet are presented in Figure 5.1. These orientations of C, G, and U on graphene are in good agreement
with those reported by Antony and Grimme [97], while those of A and T are not. In comparison with the results reported by Gowtham et al. [96] for nucleobases on graphene, we
get similar orientations for A and U but not for G, T, and C.

5.2.1.4

Comparison of Binding Energies

In Table 5.1 we present the binding energies and binding distances of all ﬁve nucleobases on graphene. The data are also visualized in Figure 5.2. Unfortunately, because there
is no clear experimental evidence about the binding energies or binding distance of all ﬁve
nucleobases on graphene, we cannot comment on the accuracy of any of above methods. We
thus take the vdW-DF2 results as benchmark. As shown in Figure 5.2 and in Table 5.1, TS
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From left to right in the top row are the ball-stick model of optimized orientations of adenine
(A), cytosine (C), and guanine (G) and in the bottom row thymine (T) and uracil (U) on
graphene. Big red, yellow, and light blue balls represent O, C, and N atoms, respectively.
Small balls represent H atoms.
Figure 5.1 Adsorption structure of nucleobases on graphene.
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Figure 5.2 Binding energies of nucleobases on graphene calculated from diﬀerent methods.
and also sTS approaches predict higher binding energies in comparison to other mentioned
approaches (about 200 meV higher) and predict shorter binding distances in comparison
to other approaches except for DFT-D2. The stronger binding of molecules on graphene
predicted using TS approach has been mentioned where else [101].
All considered approaches, except for TS and sTS approaches, give very similar binding energies, which lie within 150 meV range. vdW-DF2 give the smallest binding energies
while vdW-DF give the highest binding energies except for the case of Guanine. It is very
surprising that the simplest, earliest developed approach DFT-D2 also gives very accurate
value of binding energies without any computational complication. The newer approach in
the family of DFT-D, DFT-D3, also gives very good results in comparison to vdW-DF and
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Table 5.1 Binding energy and binding distances of nucleobases on graphene.
Nucleobase
A

DFT-D
sTS
TS
DFT-D2
829
849
636
(3.29) (3.28)
(3.18)

DFT-D3
618
(3.38)

vdW-DF
nsc
sc
637
634
(3.50) (3.50)

vdW-DF2
nsc
sc
594
588
(3.37) (3.39)

C

724
745
(3.32) (3.31)

573
(3.20)

567
(3.38)

582
579
(3.50) (3.51)

546
(3.38)

540
(3.41)

G

959
986
(3.26) (3.25)

770
(3.13)

733
(3.33)

750
742
(3.45) (3.45)

717
(3.33)

699
(3.35)

T

742
763
(3.35) (3.34)

583
(3.22)

570
(3.42)

607
603
(3.53) (3.53)

558
(3.41)

545
(3.43)

U

664
682
(3.31) (3.30)

515
(3.20)

512
(3.38)

543
539
(3.49) (3.49)

501
(3.37)

496
(3.39)

Binding energies are in meV. Binding distances (optimized nucleobase-graphene separations) are in Å and are placed in parentheses.
vdW-DF2. The binding energies obtained from DFT-D3 lie between those obtained by using
vdW-DF2 and vdW-DF.
Although there are disagreements in predicting binding energies, the methods agree
with each other very well that the strength of the interactions of the nucleobases on graphene
follows the order G > A > T > C > U. However, the binding energy of T and C on graphene
are predicted very similar by DFT-D3 and vdW-DF2. The results are also in good agreement
with earlier work [97].
It is worth mentioning that the binding energies obtained from considered methods
lie between LDA’s and MP2’s results reported in Ref. [96]. The results from TS and sTS
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methods are closer to MP2’s ones while results from the other methods are near the values
obtained using LDA.

5.2.1.5

Comparison of Binding Distances
3.6
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Figure 5.3 Binding distances of nucleobases on graphene calculated by diﬀerent methods.

Unlike the distribution of binding energies, which shows some agreements between
diﬀerent approaches except for TS and sTS approaches, the binding distances between nucleobases and graphene are well distinguished from each approach, shown in Figure 5.3.
vdW-DF is wellknown for its overestimation of binding distances [83]. In our calculation,
the same overestimation occurs. vdW-DF gives longest binding distances in comparison to
other considered approaches. vdW-DF2 is supposed to give better binding distance and
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we assume that vdW-DF2’s result is our benchmark. Surprisingly, DFT-D3 gives similar
binding distances in compression to vdW-DF2. DFT-D3’s results lie in the small range of
variation of vdW-DF2 and nsc vdW-DF2. The binding distances given by TS and sTS approaches are about 0.1 Å shorter than those given by vdW-DF2. DFT-D2 gives the worst
binding distances among those considered approaches with about more than 0.2 Å error in
comparison to vdW-DF2’s results.

5.2.1.6

Comparison of Computational Costs

In order to further investigate the computational costs of those considered methods,
we perform a single point calculations for the same structure (Guanine on Graphene) with
diﬀerent approaches. For PBE, vdW-DF, vdW-DF2 calculation, we have to use multiprocessors while we use a single processor for TS, sTS, DFT-D2, and DFT-D3’s correction
calculations. We assume that the linear scaling occurs to normalize the computational costs
to that using a single processor.
Using GPAW code, we perform many calculations for PBE, vdW-DF, vdW-DF2, nsc
vdW-DF, and nsc vdW-DF2 with diﬀerent numbers of processors then we choose the ones
with the best computer times. We ﬁnd that 8 processors is the best choice for PBE, nsc
vdW-DF, and nsc vdW-DF2 while 64 processors is the best choice for vdW-DF and vdWDF2. Because the required numbers of electronic iterations in PBE, vdW-DF, and vdW-DF2
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are usually diﬀerent and are around 30, we calculate average time required for one electronic
iteration then we multiply it by 30 to get normalized time for one self-consistent calculation.
sTS approach requires obviously the same computational eﬀort as DFT-D2 does. The
DFT-D3 requires more computational eﬀort than DFT-D2 does because DFT-D3 needs to
calculate the coordination numbers for all atoms. Nevertheless, this eﬀort is not noticeable.
Actually, DFT-D3 requires a huge database containing various parameters. However, those
complicated, expensive calculations have been done by the authors of the approach [28]. All
the sTS, DFT-D2, and DFT-D3 corrections are performed using VASP package with our
locally added implementations that can take care of those calculations. The additional costs
of these corrections are usually small in comparison to the cost of PBE calculation, thus it
is safe to use those numbers to compare with computational time using by GPAW code.
Since TS approach uses the Hirshfeld partitioning to calculate the eﬀective volume
ratio of atoms in the system, the total cost for this approach would depend on how the
routine of Hirshfeld partitioning performs. In general, the amount of computational eﬀort to
obtain the eﬀective volume ratio is appreciated, especially for big system containing many
atoms and large suppercell. We rely on GPAW to calculate the eﬀective volume ratios.
For the vdW-DF and vdW-DF2 functional calculations, computational eﬀort is dedicated to the six dimensional integral (see Section 2.5). The integral is not only time-intensive
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Figure 5.4 Comparison of computational costs.
but also memory-intensive owing to the requirement of highly accurate charge density representing in a very ﬁne 3D mesh (grid spacing is about 0.7 − 0.8 Å in our calculations).
We understand that the amount of memory required by diﬀerent approaches is a
major factor in determining computational costs. However in this work, we do not consider
this factor, and provide enough memory for all calculations and record computational times.
In Figure 5.4 we present the additional computational times that are required by
diﬀerent methods. They are calculated as:

T − TPBE
;
TPBE
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(5.3)

where T and TPBE are the total computational times of using considered approach and of
using PBE functional, respectively. Among these considered approaches, sTS, DFT-D2, and
DFT-D3 are truly almost-no-additional-cost approaches for incorporating vdW interactions
into DFT simulations. The usages of vdW-DF and vdW-DF2 require computational times
that may not be feasible for some (large) systems. Surprisingly, the applications of nsc vdWDF or nsc vdW-DF2 do not cost too much, only about 2.5% more time, while the application
of TS approach requires about 8% more computational time.
We would like to mention that the computational expense of using vdW-DF or vdWDF2 is a barrier preventing wide usage of those functional in simulations. However, our
results show that the diﬀerence between self-consistent and non-self-consistent calculations
using vdW-DF or vdW-DF2 functional is small, which is in good agreement with what
reported in Ref. [102]. Here, the non-self-consistent vdW-DF functionals calculations are
done with using charge density generated from a PBE functional calculation.

5.2.1.7

Summary of Section 5.2.1

Taking into account the accuracy of the approaches under consideration here and the
computational time required by each approach, we conclude that DFT-D3 is the best choice
for this class of problems, in which we need to evaluate interactions between molecules and
between molecules and less dense material, such as graphene. The accuracy of DFT-D3 for
this class of problem has been also shown in Ref [28]. However, as we shall see in Section 5.2.2
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for problems involving the interactions between molecules and metal surfaces, vdW-DF or
vdW-DF2 is a better choice, as they more consistently predict binding energies of molecules
on metal surfaces than does DFT-D3.
It is important to mention that although the structures and orientations of the nucleobases on graphene, and the binding distances of the nucleobases and graphene are fully
optimized using vdW-DF in the self-consistent manner, it is very expensive to perform structure optimization using vdW-DF. Nor is it a good idea to use DFT-D2 to do this job, as it
inaccurately predicts binding distances. As for TS approach, its descriptions of the correction for forces are still not clear. We thus ﬁnd that the cheapest and so far reliable approach
for approximately optimizing structures is to adopt either DFT-D3 method or the sTS approach, in which one ﬁxes the eﬀective volume ratios of atoms as their values in a clean,
isolated system.

5.2.2

5.2.2.1

Physisorption of Alkanes on Pt(111)

Introduction

In the previous section we compared results obtained from various methods of incorporating vdW interactions into DFT simulations of systems consisting of a graphene sheet
and a nucleobase. We note that graphene is not a dense substrate: it is only a single layer
thick. To broaden the scope of our study, we extend it to the case of a close-packed metal
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substrate. For doing so, we undertake a comparative study of the performance of a selection
of these methods in predicting the adsorption of n-alkane molecules Cn H2n+2 (n varies from
1 to 6) on the Pt(111) surface.
This system presents itself for theoretical inspection because it has been subjected
to several experimental inquiries that, together have produced somewhat divergent results.
The substrate has long been of interest as an active catalyst. The adsorbate has attracted
attention because the dependence of the binding energies of such chains on their length,
despite its relevance to a wide range of industrial applications (e.g. catalysis and chemical
sensing), is not yet physically and chemically well understood.
The dependence of binding energies of n-alkanes on Pt(111) has been observed in
several experiments [103–112]. Although these disagree with each other on the values of the
binding energies, they agree quite well that there is a linear dependence of these energies on
the length of the chains.
The major source of the binding energy of n-alkanes on Pt(111) is vdW interactions.
However, to our knowledge, there has so far been no systematic theoretical investigation of
this set of systems that incorporates this interaction, using various approaches for comparison, of their eﬀectiveness. The remainder of Section 5.2.2 describes a comparative study of
the performances of DFT-D3, vdW-DF, and vdW-DF2 in characterizing the adsorption of
n-alkanes on Pt(111).
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5.2.2.2

Computational Details

The structures of Pt(111) surface and of n-alkane molecules were optimized separately
by using DFT as implemented in the VASP code [59–61]. The cutoﬀ energy for the planewave
basis set was set to be 400 eV. We use the GGA approximation in the form of Perdew-BrukeErnzerhof exchange-correlation (PBE) functional [16] and the projector augmented-wave
(PAW) method [23, 25]. The optimized lattice parameter of bulk Pt came out to be 3.976 Å.
The supercell model consists of 5 layers of Pt(111) slab, stoichiometrically constructed from
optimized Pt bulk, in the center of the supercell and two vacuum spaces, each 7.5 Å thick, in
each side of the slab. The Brillouin zone was sampled using the Monkhorst-Pack scheme [19]
with a 17 × 17 × 17 mesh corresponding to one unit cell of bulk Pt. (The details of the lateral
size of supercell constructed for each system and corresponding Brillouin zone sampling will
be discussed in the next paragraphs.) Because of the naturally weak interactions between
n-alkanes and the Pt(111) surface, we did not carry out the full relaxations of the molecules
and surfaces when they are in contact. Instead, we used a brute-force search to ﬁnd the
adsorption sites and the adsorption distances.
To minimize computational cost, we considered only the experimentally observed
1
structures [103] ( 20 n+1
) for the three longer chains (butane, pentane, and hexane), in which

n is the length of the alkane chain. We assume that the shorter chains (methane, ethane and
propane) exhibit the same structures on Pt(111) as experimentally observed for the longer
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Figure 5.5 n-alkane adsorbate structure on Pt(111).
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chains. The experimental and simulation’s unit cells of the chains on Pt(111) are shown in
Figure 5.5. Because the C–C bond lengths and hcp–fcc distances mismatch, the molecules
cannot be comfortably set exactly to the adsorption conﬁgurations suggested by experiments.
Thus, starting from the adsorbate structures under consideration, we performed relaxation
using the vdW-DF2 functional as implemented in the GPAW code [113] – a grid based
projected augmented wave code – with grid spacing of about 0.15 Å, while keeping Pt(111)
substrate frozen. We terminated the relaxation when all force components acting on the
atoms in the molecules are smaller than 0.05 eV/Å. Such relaxation automatically put the
molecules into the equilibrium conﬁgurations. Then, to obtain their binding distances and
corresponding binding energies, we used the brute-force search technique with each of herein
considered methods (DFT-D3, vdW-DF, and vdW-DF2): for each n-alkane, we derived its
binding energy proﬁle by calculating the binding energies between it and the surface at a
series of distance at 20–30 steps of 0.05 Å. For each series, we selected around a half dozen
values on each side of the lowest result, and ﬁt them to a 3rd order polynomial in order to
determine its minimum.
The binding energy per n-alkane molecule in the considered structure on the Pt(111)
surface is deﬁned as:

EbMol = −

1
(EMol/Pt(111) − mEMol − EPt(111) ),
m
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(5.4)

where EMol/Pt(111) , EMol , and EPt(111) are the total energies of, respectively, the system,
the Pt(111) slab, and the isolated molecule; m is the number of molecule in a supercell.
The total energy of an isolated molecule is approximately equal to the total energy of that
molecule inside a box whose dimensions are large enough to warrant the distance between
the neighboring imaged molecules to be larger than 15 Å. The binding energy of molecular
ﬁlm per molecule on the Pt(111) surface is deﬁned as:

EbFilm = −

1
(EMol/Pt(111) − EFilm − EPt(111) );
m

(5.5)

where EFilm is the total energy of the molecular ﬁlm in the structure under study. So
deﬁned, it is clear that the higher EbMol or EbFilm is, the more strongly the molecule binds to
the Pt(111) surface.
The vdW-DF and vdW-DF2 total energies are calculated non-self-consistently, using
the GPAW code, from the charge densities obtained from self consistent PBE calculations.
DFT-D3 correction energies to the PBE total energies are calculated using our local implemented routines to the VASP code.
The Brillouin zone is sampled using Monkhort-Pack scheme [19] by means of 7×7×1,
7 × 7 × 1, 3 × 7 × 1, 5 × 7 × 1, 1 × 7 × 1, and 3 × 7 × 1 meshes corresponding to the cases of
CH4 , C2 H6 , C3 H8 , C4 H10 , C5 H12 , and C6 H14 considered ﬁlms on Pt(111) (Figure 5.5) .
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5.2.2.3

Linear Dependence of Binding Energy on Length of Alkane Chains

Table 5.2 Binding distance, binding energy per molecule, and binding energy of molecular
ﬁlm per molecule of n-alkanes on Pt(111).
n
1
2
3
4
5
6

d
3.436
3.600
3.543
3.544
3.542
3.547

DFT-D3
EbMol EbFilm
0.171 0.161
0.287 0.242
0.463 0.395
0.618 0.528
0.769 0.666
0.917 0.797

vdW-DF
d
EbMol EbFilm
3.886 0.154 0.140
3.978 0.280 0.210
3.980 0.428 0.293
3.977 0.542 0.375
4.004 0.666 0.465
4.013 0.766 0.538

vdW-DF2
d
EbMol EbFilm
3.704 0.164 0.136
3.818 0.282 0.211
3.829 0.415 0.297
3.835 0.527 0.387
3.851 0.651 0.487
3.855 0.744 0.562

Exp.i
0.158
0.300
0.430
0.528
NAii
0.827

The values [d (Å), EbMol (eV), and EbFilm ] are calculated using DFT-D3, vdW-DF, and
vdW-DF2 approaches and are presented along with the experimental binding energies
(Exp.) reported the most recently [110]. All of the energies are in eV.
i
Ref. [110].
ii
NA=Not Available

We turn to the discussion of the linear dependence of binding energies on the length of
n-alkane chains. The results presented in Table 5.2 indicate that, except for the case of CH4 ,
vdW-DF and vdW-DF2 underestimate while DFT-D3 overestimates the energies gained per
molecule of n-alkanes on Pt(111). Our results agree very well with experimental data that
there is a linear dependence of the binding energies and the binding energies of molecular
ﬁlms on the length of n-alkane chains. We ﬁtted our calculated binding energy per molecule
(and binding energies of molecular ﬁlm) to a linear function an + b. The slopes (a) and
intercepts (b) of such linear dependences are presented in Table 5.3. The results show that
vdW-DF and vdW-DF2 predict smaller slopes and bigger intercepts than experimental ones
and that DFT-D3, in contrast, predicts a larger slope and a smaller intercept. It is worth
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Figure 5.6 Linear dependences of binding energies on the length of n-alkane chains.
mentioning that the intercept predicted by DFT-D3 is almost zero, which is not in good
agreement with experimental data [110]. The errors of the methods in calculating binding
energy per molecule of these systems are clearly shown in Figure 5.6: the longer the chain,
the larger error is. To have a clearer picture of those errors, we computed the relative errors
based on the ﬁtted parameters. The relative errors is calculated as:

ε=

ETheo.
− 1,
EExp.
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(5.6)

Table 5.3 Slopes and intercepts of linear ﬁt.
EbMol
Slope (eV) Intercept (eV)
0.152
0.004
0.124
0.039
0.118
0.052
0.131
0.028

DFT-D3
vdW-DF
vdW-DF2
Experimenti
i
ii

EbFilm
Slope (eV) Intercept (eV)
0.131
0.006
0.081
0.053
0.087
0.042
ii
NA
NA

Ref. [110].
NA=Not Available
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Figure 5.7 Dependences of the relative error in binding energies on the length of n-alkane
chains.
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where ETheo. and EExp. are the energies gained per molecule calculated from theory and
binding energy from experimental data. It can be rewritten as:

ε=

a − ao ao b − abo
1
+
,
ao
ao
ao n + bo

(5.7)

where ao , a and bo , b are the slopes and the intercepts corresponding to experimental and
theoretical data, respectively (presented in Table 5.3.) The results are plotted in Figure
5.7. This formula indicates that when n is large, the relative errors of binding energy per
molecule calculated using DFT-D3, vdW-DF, and vdW-DF2 are ε = a/ao − 1 and could
go to maximum values of 16%, −5%, and −10%, respectively. When n = 0, ε = b/bo − 1
is the relative error of the intercepts and equal to −86%, 39%, or 86% depending on the
method DFT-D3, vdW-DF, or vdW-DF2, respectively. Overall, the vdW-DF is producing
closer data to experimental ones than other considered methods and one should expect large
absolute errors when going to longer chains.

5.2.2.4

Contribution of Inter-molecular Interactions

A portion of the binding energy of a molecule comes from the inter -molecular interactions. Figure 5.8 shows dependence on the length of n-alkane chains on the weights
of the inter -molecular interactions contributing to the total binding energy. This weight is
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Figure 5.8 Weight of inter -molecular interaction energies on the total binding energies.
calculated using the following formula:

EbFilm
1 − Mol .
Eb

(5.8)

We used the ﬁtted data presented in Table 5.3 to compute. The results show that this weight
increases with increasing length of alkane chains. However, this increase is found to be small
within DFT-D3 or vdW-DF2 approach. It is rather steady at about 12–14% or 24–26%,
respectively. vdW-DF, on the other hand, shows strong dependence of the weight on the
length of chain. The weight goes from 18% with n = 1 to 31% with n = 6. When n is large,
the weight would go to a limit of 14%, 35%, and 26% with using DFT-D3, vdW-DF, and
vdW-DF2 approaches, respectively. It is also worth mentioning that the 25–26% contribution
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of inter -molecular interaction to the binding energy of butane on Pt(111), calculated using
vdW-DF2, is in excellent agreement with data provided in Ref. [111].

5.2.2.5

Comparison of Adsorption Heights

Another disagreement between the methods is their accuracy in predicting the adsorption heights of these molecules on the Pt(111) surface. In general, the data in Table 5.2
show that adsorption heights predicted by DFT-D3 are the shortest while by vdW-DF are
the longest. Up to date, there are no available data about these adsorption heights. However, based on the value of 3.56 Å estimated for the adsorption height of butane on Pt(111),
vdW-DF and vdW-DF2 overestimates this value by 12% and 7%, respectively. DFT-D3 is
doing an excellent job in this aspect with almost no error (underestimates less than 1%).

5.2.2.6

Comparison of Some Results With Previous Works
Table 5.4 Optimized adsorption height d of C3 H8 on Pt(111).
h (Å)
0.20
0.20
0.20
0.20
0.15
0.15

Fth (eV/Å)
0.05
0.05
0.01
0.01
0.05
0.05

di (Å)
3.792
4.292
3.792
4.292
3.792
4.292

d (Å)
3.792
4.290
3.836
4.173
3.792
4.289

Relaxations are performed using vdW-DF implemented
in GPAW code with grid spacing h, force threshold Fth ,
and initial distance between the molecule and the surface di .
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Nykänen and Honkala [112] have used vdW-DF functional (implemented in the GPAW
code) to perform relaxation and to calculate binding energy of C3 H8 on Pt(111). The authors
reported that the binding energy of propane on Pt(111) is 0.37 eV or 0.34 eV depending on
whether the coverage of 1/4 or 1/8. Our calculations using the same functional implemented
in the same code indicate that this energy is much higher – about 0.43 eV. Our results also
diﬀer from theirs in respect of the adsorption height (the binding distance from the molecule
to the surface): we ﬁnd it to be about 3.98 Å, while they report it to be 4.53 Å or 4.29
Å (for the two coverages they considered.) The discrepancies may reﬂect, at least in some
part, the diﬀerent adsorbate structures examined in the two calculations. We focused on
a ( 20 14 ) adsorbate structure with two propane molecules while Nykänen and Honkala used
( 20 04 ) adsorbate structures with two or one propane molecules (for 1/4 or 1/8 coverage.) But,
the main source of the discrepancies probably arises from the natural weakness of the vdW
interactions. By ﬁtting (EbMol , d) data to a 3rd order polynomial, we obtained:

EbMol (d) = −0.246d3 + 3.216d2 − 13.889d + 19.442,

(5.9)

where d (in the range from 3.70 to 4.35 Å, through 0.05 Å steps) is the distance from the C3 H8
molecule to the Pt(111) surface, EbMol (d) (eV) is the binding energy – calculated using vdWDF functional – of the molecule at a distance d. The derivative of EbMol (d) with respect to d
gives us the z-component of the total force acting on the molecule. Owing to the weakness
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of the interaction, this force component varies very slowly with respect to the change of d
in the region near the binding distance of the molecule to the surface. The Figure 5.9 shows
the maximum and minimum values of d one would obtain if the z-component of the total
force acting on the molecule is set to a certain threshold during relaxation. For example,
if the threshold is set to be 0.05 eV/Å, while the optimized d is found to be 3.98 Å, one
would ﬁnd d to be any number between 3.90 and 4.09 Å (depending on the initial distance
di at which one begins the relaxation process.) Keep in mind that in a real relaxation
process, the force threshold applies for each force component acting on each ion. Thus,
the total force threshold applies for the whole molecule is much higher than the threshold
set for each individual component. Therefore, the range of error in estimating d could be
larger. Another factor that could contribute to the discrepancies between our results and
those of Nykänen and Honkala is the value of the real space grid spacing used in vdW-DF
calculation. We set this value to be 0.15 Å while Nykänen and Honkala chose 0.20 Å, which
is quite large for overcoming the “egg-box” eﬀect and getting accurate non local correlation
energy. They in turn might generate error in the calculation of force acting on ions and
worsen the accuracy of the values obtained for adsorption structures and binding energy. To
overcome this limitation, one would need to use not only a very ﬁne grid (at most 0.15 Å)
but also a tighter force threshold (ideally ∼ 0.01 eV/Å), though of course the computational
cost for this higher quality relaxation is huge. In the Table 5.4, we summarize the adsorption
height of the C3 H8 molecule on the Pt(111) surface obtained via geometry optimization using
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and solid circles, respectively. The solid curve (ﬁtted data) joining with open circles (calculated data) shows the binding energy per molecule (EbMol ) vs. molecule surface separation.
Figure 5.9 Optimized value of molecule-surface distances.
diﬀerent grid spacing (h) together with diﬀerent force threshold (Fth ). As can be seen, the
adsorption height after relaxation (d) is very close to its initial value (di ). This is the reason
why we refrain from performing geometry optimization for vdW interaction systems.
Lee et al. [111] have reported their study of the adsorption of n-butane (C4 H10 ) on
Pt(111) using vdW-DF and vdW-DF2 functional. They reported, using vdW-DF or vdWDF2 functionals, that the interaction energy between n-butane and Pt(111) are 0.43 eV
or 0.46 eV and that the corresponding adsorption height is 3.88 or 3.74 Å in comparison
to our results of the binding energy of the molecular ﬁlm of 0.38 or 0.39 eV and of the
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adsorption height of 3.98 or 3.84 Å. They also reported that the binding energy of n-butane
on Pt(111) calculated using vdW-DF2 functional is 0.61 eV in comparison to our result of
0.53 eV. The diﬀerences between the two calculations could be traced to the slightly diﬀerent
in the adsorption conﬁguration. We followed the experimental LEED pattern to model the
n-butane adsorption on Pt(111) so that C atoms sit comfortably in the three fold hollow
sites of the Pt(111) surface while Lee et al. did not model all those C atoms at three fold
hollow sites. However, the main source of this disagreement comes from the fact that we
used diﬀerent types of pseudo potential.

5.2.2.7

Summary of Section 5.2.2

The binding energies and adsorption heights of n-alkanes on the Pt(111) surface have
been calculated using DFT-D3, vdW-DF, and vdW-DF2. As to binding energy, comparisons
between the results obtained under these three approaches and experimental data are in a
mutual agreement in one important respect: there is a linear dependence of the binding energy on the length of the alkane chains. However, vdW-DF results are closer to experimental
ones while DFT-D3 results in a large error. In contrast, as to adsorption height, DFT-D3
results in almost no error, while vdW-DF and vdW-DF2 overestimate the heights. Overall,
this study indicates that it is necessary to improve all of these approaches (DFT-D3 and
vdW-DF including vdW-DF2) for achieving accurate values of both binding energies and
adsorption heights.
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5.3

Role of van der Waals Interactions in Determining the Tilt Angle of
Adsorbed Molecules

5.3.1

General Comments

There is no question about the role of vdW interaction in the binding of the systems
similar to what have been discussed in previous section (Section 5.2). The binding energies of
DNA nucleobases on graphene have been estimated to 0.5–1.0 eV in comparison to negligible
values estimated using regular GGA or LDA functionals. Similar improvement is also seen
in the case of the adsorption of n-alkane on Pt(111). The vdW force is indeed the main
source of interaction within these considered systems.
Not only for the binding of adsorbate on substrate, the vdW interaction is also found
to be important in the formation of adsorbate structure on substrate. For example, in
the case of n-alkane on Pt(111) above, the contribution of the inter -molecular interaction,
mainly the weak vdW interaction, is noticeable, as high as 30% as predicted by vdW-DF.
Here, we take the case of the adsorption of 1,4 diaminebenzene (BDA) molecule on the
unreconstructed Au(111) surface to address further the importance of this issue.
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5.3.2

5.3.2.1

On The Tilt Angle of BDA on Au(111)

Introduction

The progress in applications of amine-Au links for the realization of single-molecule
electrical junctions has stimulated studies of the relationship between molecular-scale structure and conductance. Since single-molecule manipulation requires control at the atomic
level, eﬀorts have been made to understand the electronic structure and bonding of individual molecules to metal electrodes [114, 115]. Amine-terminated molecules, in particular
BDA, seem to be particularly useful as they provide less variation and hence better control
in conductance than that observed for other linkers [115]. Recently, the electronic properties and bonding of three amine-terminated molecules (TMBDA, BDA, and TFBDA) were
studied [115] experimentally and results compared to ﬁrst-principles calculations based on
DFT within the GGA approximation using the PBE functional [16]. Both measurements
and DFT calculations agree that the benzene rings of the three molecules are inclined with
respect to the surface and that the molecules bind via the top site. However, there is disagreement in the values of the tilt angles which the authors ascribe [115] to the neglect of
vdW interactions in the functional used in the calculations. Dispersion forces are, of course,
expected to play a role in determining not only the tilt angle but also the binding energy
of these molecules to the surface. But there is the prior question: why would a symmetric
molecule with a benzene ring adsorbs on Au(111) with a large tilt angle, while benzene itself
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prefers to align parallel to the metal surface [116, 117]? To answer this question, we have
investigated the eﬀect of including vdW interactions on the structure and bonding of BDA
on Au(111) by applying the recently developed vdW density functionals (vdW-DF [37] and
vdW-DF2 [38].) Our results not only establish the need for the inclusion of vdW interactions for accurate estimates of the binding energy of the molecules to the surface, but also
highlight its importance in providing a physically convincing rationale for the observed large
tilt angle in the case in question.

5.3.2.2

Computational Details

The geometrical structures of the Au(111) surface and of the BDA molecule were
optimized separately by performing standard-DFT calculations using the VASP code [59–
61] in which valence electron states are expanded in a planewave basis set, with a cutoﬀ
of 400 eV. The exchange-correlation interactions were represented by the Perdew et al.
(PBE) form [16] of the semilocal generalized gradient approximation (GGA) functional. The
projector augmented-wave (PAW) method [23, 25] was employed to treat valence electroncore interactions.
The equilibrium bulk geometry (with optimized lattice parameter of 4.173 Å) was used
to construct stoichiometric Au(111) slabs of ﬁve atomic layers showing a (4×4) periodicity of
surface unit cell parallel to the surface. The slabs were separated from their periodic images
normal to the surface by a vacuum gap of about 17 Å. The Brillouin zone of the supercell is
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sampled according to the Monkhorst-Pack scheme by means of a (3 × 3 × 1) k-point sampling
and Fermi smearing of 0.15 eV have been applied. All slab atoms were allowed to relax to
their minimum energy conﬁguration, until the maximum force on each ion was smaller than
0.01 eV/Å. In all calculations presented in this study, as in [115], we considered a single
BDA molecule adsorbed in a (4 × 4) surface unit cell on one side of the slab. In the study
of ( 30 14 ) structure of BDA on Au(111), the Brillouin zone is sampled with (5 × 3 × 1) mesh
using the Monkhorst-Pack scheme. To include the dispersive interaction and calculate the
vdW-DF energies, we apply non-self-consistent, post GGA implementation of the vdW-DF
[37] and vdW-DF2 [38] methods that utilize electron-density distributions of the system from
the GGA-PBE calculations. It is worth mentioning that the more computationally intensive
self-consistent mode of application of vdW-DF was demonstrated to not inﬂuence the results
signiﬁcantly [118].
Calculations using vdW-DF and vdW-DF2 method were performed with the GPAW
code [119] which is a real space implementation of the projector augmented wave method.
A wave function grid spacing of about 0.15 Å and Fermi smearing of 0.1 eV have been used.
The PBE optimized internal bond lengths and angles in BDA molecule were kept ﬁxed
during calculations of vdW interactions. The adsorption binding energy of the molecule was
calculated as the total energy diﬀerence of the BDA/Au(111) system and of the sum of total
energy of the clean Au(111) slab and that of the BDA molecule.
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For a molecule positioned in a chosen adsorption site the potential energy curve of
molecule-surface interaction was determined by varying the tilt angle and separation between
the molecule and the Au(111) surface. For a given tilt angle, the molecule binding energy
and distance were obtained from the resulting potential energy curve ﬁtted to a 3rd order
polynomial. An example of this optimization process is shown in Figure 5.10.
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This ﬁgure shows the dependence of calculated binding energy (symbols) on the N–Au distance d corresponding to tilt angle θ = 0◦ using diﬀerent functionals. The solid lines represent
3rd order polynomial ﬁtting data.
Figure 5.10 Optimization method.

5.3.2.3

A single BDA on Au(111)

BDA consists of a benzene ring with hydrogen atoms on two opposite apexes of the
hexagon replaced by amine groups (Figure 5.11a). We determine its binding energy, binding
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Panel (a) shows top and side view of the BDA molecule-surface atop conﬁguration. BDA
adsorbs with N atom atop of surface Au atom. The small circles represent H atoms. The
dark (blue) and light (yellow) medium circles represent N and C atoms, respectively. The
big circles represent surface Au atoms. The insert parallelogram shows the (4 × 4 surface
supercell used in simulations. The dependence of the binding energy and the moleculesurface separation d on the molecule tilt angle θ calculated within GGA-PBE, panel (b) and
nonlocal vdW-DF and vdW-DF2 methods, panel (c).
Figure 5.11 One BDA molecule on Au(111).
distance, and tilt angle θ, with respect to the unreconstructured Au(111) surface, by varying
the molecule surface separation (in units of 0.2 Å) for each tilt angle shown in Figure 5.11a,
the latter being varied between −10◦ and 40◦ in 5◦ interval. The results ﬁtted to a 3rd
order polynomial around the minima plotted in Figure 5.11b and Figure 5.11c show that
the inclusion of vdW interactions shifts the binding energy from 0.37 eV (GGA-PBE) to
0.84 eV (vdW-DF2) and 0.78 eV (vdW-DF), bringing it much closer to the experimental
value of 1.0 eV. Note that the binding distance is found to be higher (3.05–3.13 Å) with
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vdW-DF functional than with just GGA-PBE (2.61 Å). More to the point here is the tilt
angle which for an isolated BDA molecule on Au(111) is calculated to be 5◦ when vdW
interactions are included, to be compared with 24◦ measured in experiments [115] and 20◦
obtained from GGA-PBE. Our GGA-PBE calculations yield very similar results to those in
Ref [115], except for the tilt angle which they found to be 27◦ . This diﬀerence can be traced
to small diﬀerence in the calculational scheme (eg. the diﬀerence in thickness of the vacuum
layer) and to the fact that we have relaxed the molecule and Au(111) surface separately. In
any case, the inclusion of vdW interaction thus produces worse agreement with experiment,
albeit more intuitively plausible results.

5.3.2.4

Inter-molecular Interaction

We note that as in Ref [115], we have so far considered a very small coverage of BDA
on Au(111): The calculation supercell consisted of 16 surface Au atoms to one BDA, to
avoid interactions between BDA molecules when periodic boundary conditions are applied.
There is, however, no guarantee that the measured tilt angle θ arises from an isolated BDA
molecule. As a matter of fact, interaction between N from one BDA and H from another
may well lead to an organized structure of the molecules. In other words, a self-assembled
monolayer (SAM) of BDA molecules on Au(111) could be present in experiments, as has
been observed in other systems [120].
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Top view and side view of conﬁguration are shown in insert (a) and (b), respectively. θ is
the angle between BDA molecule and x-y plane. The light (yellow) big, dark (blue) big, and
small circles represent C, N, H atoms.
Figure 5.12 Interaction energy between two BDA molecules.
Consider, for example, an isolated molecular line structure [Figure 5.12, inserts (a)
and (b)], in which two BDA molecules are separated by do = 7.81 Å. This distance corresponds to that between the two closest surface Au atoms in the direction 3⃗a1 + ⃗a2 ; where
⃗a1 and ⃗a2 are the two unit translation vectors of the Au(111) surface (Figure 5.13). Figure
5.12 shows clearly that the PBE functional does not lead to a attractive interaction energy
between the molecules while both vdW-DF and vdW-DF2 show the formation of such interaction with energy of about 50 meV and 70 meV, respectively. Very interestingly, the
interaction energy of two BDA molecules separated by do is minimized at θ = 24–26◦ (vdWDF2) and at θ = 26–28◦ (vdW-DF). The diﬀerence in interaction energies between 0◦ and
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24◦ or 26◦ is as high as 1.00 eV (−50 meV vs. 0.95 eV with vdW-DF2 and −70 meV vs.
0.83 eV with vdW-DF).

5.3.2.5

Linear Chain of BDA on Au(111)
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Panel (a) shows ( 30 14 ) adsorbate of BDA on Au(111). The inserted parallelogram shows the
unit cell of the adsorbate structure whose matrix notation is in the corner of the panel. The
two arrows indicate the translation vector corresponding to (1 × 1) surface unit cell. The
large white, medium-sized yellow/light, medium-sized blue/dark, and small red/dark circles
represent surface Au, C, N, H atoms. The light and dark triangles represent the hcp and
fcc sites of the Au(111) surface; (b) and (c) show, respectively, top and side view of the
structures; (d) shows the θ-dependence of the binding energy of BDA on Au(111) calculated
with PBE, vdW-DF and vdW-DF2 functionals.
Figure 5.13 Line structure of BDA on Au(111).

Next we place this line structure of BDA molecules on Au(111) for a ( 30 14 ) monolayer
adsorbate shown in Figure 5.13a. This structure corresponds to a 1/12 monolayer BDA
coverage and warrants that the interaction between two molecular lines is negligible. The
calculated binding energy and tilt angles shown in Figure 5.13d attest again that the PBE
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functional does not display a minimum of binding energy vs. tilt angle in the range 15◦ –40◦ ,
while vdW-DF and vdW-DF2 suggest that θ should be 23◦ and 21◦ , respectively, which are in
excellent agreement with the experimental results [115]. The binding energy of a molecule on
Au(111) in this case are 0.70 eV (0.71 eV) for vdW-DF (vdW-DF2) and the N–Au distance
is 2.70 Å (2.73 Å). The binding energy is smaller than that calculated for an isolated BDA
molecule in the (4 × 4) structure. This is due to the compression of the molecular ﬁlm:
once the overlayer molecular ﬁlm compresses, it expands along z-direction and the average
binding energy per molecule decreases accordingly, similar to the case of anthracene ﬁlm on
Cu(111) [121].
In the above calculations of the surface energetics, we have assumed the BDA molecule
to be rigid (no intra molecular bond length relaxation). To demonstrate that this assumption
does not aﬀect the conclusions above, we have carried out a set of calculations allowing the
BDA molecule to relax fully on the Au(111) surface. Starting with the optimal structure
obtained above for the ( 30 14 ) adsorbate of BDA on Au(111), the relaxation is performed
using the vdW-DF2 functional. We ﬁnd that for the fully relaxed molecule the tilt angle
with respect to Au(111) is 21.8◦ and the distance d between N and surface Au atom is 2.75 Å.
These results are in excellent agreement with 21◦ and 2.73 Å obtained from the brute-force
technique with rigid BDA molecule.
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5.3.3

Summary Of Section 5.3.2

In summary, we have investigated the inﬂuence of vdW interactions in determining
the adsorption energy, binding site, binding distance and tilt angle of BDA molecules on
the Au(111) surface. While fortuitous agreement with experimental data may be obtained
with DFT GGA calculations, inclusion of vdW interactions is necessary to obtain the full
picture of adsorption and bonding of these organic molecules on metal surfaces. We predict
the tilt angle for isolated BDA molecules on Au(111) to be small (∼ 5◦ ) and that for a line
structure of these molecules, formed as a result of inter -molecular interaction, to be about
23◦ (with vdW-DF) or 21◦ (with vdW-DF2). Our calculations suggest the presence of such
line structures in previous experiments [115]. Our calculations suggest that they were not
taken for isolated molecules and that, if not fully developed line structures, at the very least
there were BDA molecules in close enough vicinity such that the inter molecular interactions
gave rise to the observed tilt angle.

5.4

Conclusions

Through comparative studies of adsorption on a less-dense system (adsorption of
nucleobases on graphene) and on a dense substrate (adsorption of n-alkane on Pt(111)) – in
both of which vdW forces play the dominant role in the binding molecules to the substrate –
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we have shown that diﬀerent ways of incorporating vdW interactions into DFT simulations
produce signiﬁcantly diﬀerent results. Nevertheless there are ways of wisely choosing among
these methods for speciﬁc systems. In any case, it is important to include vdW interactions
if one aims to get a full picture of adsorption, especially when pattern formation involved,
This need is clear from our study of the adsorption of BDA molecules on Au(111), for which
inter -molecular interactions within the adsorbate cannot be ignored.
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CHAPTER 6
MOLYBDENUM DISULFIDE ON Cu(111)

6.1

Introduction

It would be fair to say that a simple material like graphene (GR), which used to
be only the theorists dream, has dominated fundamental and technical discussions around
applications of ultrathin layered materials to nanotechnology, for the past few years. Apart
from its phenomenal novel properties and almost two-dimensional behavior [122] it has already found a key application as in hight cutoﬀ frequency transitor [123–125]. A major eﬀort
has thus focussed on growing graphene in controlled manner [126–136]. In the wake of this
tremendous interest, attention has also turned to other materials such as hexagonal Boron
Nitride (hBN)[137, 138] and layered transition-metal dichalcogenide [139]. A prototype of
the latter class of materials is molybenum disulﬁde (MoS2 ). The recent ﬁnding of the transition of MoS2 from an indirect band gap material (of 1.2 eV) in bulk or multi-layered system
to one with a direct band gap (of about 1.8 − 1.9 eV) in the limit of a single layer [140, 141]
makes it a promising new material for industrial applications [142–144]. This has sparked
further interest in seeking ways to grow extended layers of MoS2 . Very recently, a relatively
large single layer of MoS2 was found to grow on Cu(111) [145].
Not surprisingly, in the growth of MoS2 on Cu(111) [145], a regular Morié pattern is
observed with a periodicity of about 1.3 nm, corresponding to a (5 × 5) surface unit cell of
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Cu(111), reminiscent of similar observations for hBN or GR on metal surfaces. Adsorption
characteristics of a single layer of MoS2 on other metal surfaces are also intriguing. We are
particularly interested in knowing the nature of the bonding between the adlayer atoms and
the metal substrate, the extent to which the surface atoms buckle, and whether theory can
predict the pattern geometry. In this manuscript, with the above in mind, we report the
ﬁndings for a single layer of MoS2 grown on Cu(111), and some initial results for other metal
surfaces.

6.2

Computational Details

We performed ﬁrst-principles electronic structure calculations to evaluate the total
energy and electronic structure of the MoS2 layer on Cu(111) employing the van der Waals
density functional (vdW-DF) [37, 118] and the eﬃcient algorithm proposed by Román-Pérez
and Soler [146] together with the ultra soft pseudo potential method, which are implemented in the Quantum ESPRESSO package [147]. In the spirit of the vdW-DF method,
the exchange-correlation energy of the system contains three terms: the exchange energy
EXGGA from the revised generalized-gradient approximation (GGA) in the form of the PerdewBurke-Ernzerhof functional (revPBE) [40], the correlation energy ECLDA calculated using the
local density approximation (LDA), and the nonlocal correlation energy ECnl . Our model
system consists of a MoS2 layer on a ﬁve-layer Cu(111) slab on top of which we have 15
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Å of vacuum. We consider three types of surface super structures: (3 × 3) MoS2 on (4 × 4)
Cu(111), (4 × 4) MoS2 on (5 × 5) Cu(111), and (5 × 5) MoS2 on (6 × 6) Cu(111). To obtain
the equilibrium conﬁguration for a given structure, as we bring the MoS2 layer close to the
Cu(111) surface in small increments, a minimum in energy is found around 2.6 Å. At this
height, we initially arrange the MoS2 layer such that one S atom sits on a high symmetry
substrate site. We then allow all atoms in the system, except for those in the bottom two Cu
layers, to undergo ionic relaxation to yield the lowest energy conﬁguration. The two types of
hollow sites (fcc and hcp) and the top site [148] lead eﬀectively to three possible stacking of
the MoS2 layer on Cu(111), as we shall see. The Brillouin zone is sampled with a (5 × 5 × 1),
(3 × 3 × 1), and (1 × 1 × 1) Γ-centered meshes for the (4 × 4), (5 × 5), and (6 × 6) Cu(111)
substrate supercells, respectively. We set the cutoﬀ energy for the plane wave expansion
to 35 Ry and for the augmentation charge to 420 Ry. All structures are relaxed until all
force components acting on each atom reach the 0.01 eV/Å threshold. We ﬁnd the lattice
parameters of bulk Cu and of the MoS2 layer, estimated by the vdW-DF approximation,
to be 3.690 Å and 3.255 Å, respectively, which are about 2 − 3% higher than experimental
values for Cu (3.61 Å) [149] and MoS2 (3.16 Å) [150].
We calculate the average binding energy Eb per MoS2 unit according to:

Eb =

1
[EMoS2 /Cu(111) − ECu(111) − EMoS2 ];
n21
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(6.1)

where EMoS2 /Cu(111) , ECu(111) and EMoS2 are the total energy of, respectively, the (n1 × n1 )
MoS2 on (n2 × n2 ) Cu(111) system, clean (n2 × n2 ) Cu(111) slab, and (n1 × n1 ) free standing
MoS2 ﬁlm.

6.3

Moiré Pattern Periodicity

As is known, Moiré pattern results from the mismatch between the intrinsic periodicity of the overlayer and the substrate. This mismatch for an (n1 × n1 ) MoS2 super-structure
on (n2 × n2 ) close packed metal (M ) substrate unit, may be deﬁned conveniently by a
parameter:
m=

n1 dS
− 1;
n 2 dM

(6.2)

√
where dS is the lattice parameter of the overlayer and dM is aM / 2 for fcc metal, and aM
for hcp metals, where aM is the metal lattice parameter. From geometric consideration,
the smaller the value of this parameter, the smaller would be the stress in the surface. For
Cu(111), the experimental lattice parameters yield dCu at about 2.255 Å and dS for MoS2
is around 3.16 Å. If we limit n2 to 20, we ﬁnd the (4 × 4) overlayer on a (5 × 5) substrate
supercell to have the lowest absolute value of m (−1.0%). This result agrees very well with
the size of Moiré unit cell observer in a recent STM experiment [145]. The two nearest-sized
supercells to the preferred one, (5 × 5) MoS2 on (6 × 6) Cu(111) and (3 × 3) MoS2 on (4 × 4)
Cu(111), have m of 3.2% and −7.2%, respectively.
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Table 6.1 Predicted sizes of MoS2 Moiré unit cell on several close packed metal surfaces.
Surfaces
Ag(111)
Cu(111)
Ni(111)

dM (Å)i
2.89
2.55
2.49

Pt(111)
Rh(111)

2.77
2.69

Ir(111)
Re(0001)
Ru(0001)

2.72
2.76
2.71

i
ii

n1
10
4
11
15
7
6
11
17
6
7
6

n2 ii
11
5
14
19
8
7
13
20
7
8
7

m (%)
−0.7
−1.0
−0.2
0.2
−0.2
0.8
−0.5
0.0
−0.2
0.2
−0.1

Calculated from experimental lattice parameters (Ref. [149])
(n2 ≤ 20)

Interestingly, several other close packed metal surfaces oﬀer an even smaller value of
m for a MoS2 layer. A summary of our calculated minimum value of m corresponding to
(n1 × n1 ) MoS2 structure over (n2 × n2 ) metal unit cell (n2 ≤ 20) is presented in Table 6.1.
The ability of epitaxial growth of a single layer of MoS2 on close packed metal surfaces
depends on various factors. The mismatch (m) is one of them and perhaps is an important
factor. Based on the concept of the minimization of m, mentioned above, we tabulate the
size of Morié pattern unit cell in Table 6.1 that one may expect for a single layer of MoS2 on
the listed close packed metal surface. The result of this simple concept agrees very well with
experiment [145] in predicting the size of Morié unit cell of MoS2 ﬁlm expitaxially grown on
Cu(111). It is worth mentioning that this concept predicts fairly well the size of Morié unit
cell of GR or hBN grown on metal surfaces. For example, the formula predicts the (9 × 9)
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GR on (8 × 8) Re(0001) while experimental result is (10 × 10) GR on (9 × 9) Re(0001) [133].
In the case of Cu(111) substrate, the formula predicts (27 × 27) GR on (26 × 26) Cu(111),
which agrees very well with the size of Morié pattern, obtained recently, whose period is
about 6.5 nm [136]. This formula predicts (14 × 14) hBN on (13 × 13) Rh(111) and (13 × 13)
hBN on (12 × 12) Ru(0001) compared very well with experimental results of (13 × 13) hBN
on (12 × 12) Rh(111) [137] and (13 × 13) hBN on (12 × 12) Ru(0001) [138]. In the above,
we have used experimental lattice parameters to estimate the sizes of Morié unit cell and
not taken into account experimental error bars. The Morié mismatch m is, however, very
sensitive to the change of lattice parameters: a 0.1% change could lead to 1 or 2 diﬀerence
in nM . Although there is no concrete evidence of the dependence of the Morié unit cells on
m, this concept could be used for a good estimation.
As further quantiﬁcation of the Moiré pattern periodicity, we ﬁnd the calculated
average binding energy of the appropriate MoS2 structure for the (4 × 4), (5 × 5), or (6 × 6)
Cu(111) substrate unit cell to be, respectively, −0.03 eV, −0.27 eV, and −0.16 eV. Once
again, the average binding energy is lowest for (4 × 4) MoS2 on (5 × 5) Cu(111), in agreement
with experimental ﬁndings [145].
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stacking

stacking

stacking

From left to right: α (a), β (b), and γ (c) stacking. Yellow (gray), blue (dark), and white
circles represent S, Mo, Cu surface atoms, respectively. The dark and light gray spaces
between Cu surface atoms are, respectively, fcc and hcp sites of the Cu(111) surface. Rings
numbered from R1 to R5 highlight the equivalent S atoms. Triangles highlight groups of
three equivalent S atoms. Dashed lines indicate the direction of the shifts between stacking
types.
Figure 6.1 Atomic model of a single layer MoS2 on Cu(111).
(a)

(b)

(c)

stacking

stacking

stacking

From left to right: α (a), β (b), γ (c) stacking. The images are obtained using TersoﬀHamann approximation [151, 152]. Bias voltage is −0.560 V and iso LDOS value is
10−6 Ry−1 . The color scale goes from blue to green corresponding to the height from 0 Å to
0.34 Å. A 7x7x1 mesh is used to sample the Brillouin zone. Up and down-pointing triangles
highlight the three spots with the same contrast and corresponding to those in Figure 6.1.
Parallelograms indicate the Moiré unit cells.
Figure 6.2 Simulated STM images of MoS2 on Cu(111).
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The bucklings are projected along the long diagonal of Moiré unit cells of α (a), β (b), and γ
(c) stacking. Circles represent S, Mo, and Cu atoms. B-spline ﬁts (solid lines) are included
for eye guidance purpose. Vertical lines shows point out relative positions of the rings R1, R2,
R4, and R5. The numbers (in Å) in the left and right are the average inter-layer distances
and the buckling of layers.
Figure 6.3 Intra-layer Buckling of MoS2 on Cu(111) system.
6.4

Geometry of MoS2 on Cu(111)

Turning our attention to the most favorable structure, the (4 × 4) MoS2 on (5 × 5)
Cu(111), we ﬁrst note that after ionic relaxation, three types of stacking (Figure 6.1) are
produced. In these, labeled as α, β, and γ, the high symmetry center is in registry with,
respectively, the fcc hollow, top, and hcp hollow site on Cu(111). Here, the high symmetry
center is deﬁned as the center of the smallest up-pointing triangle in Figure 6.1 whose vertices
are three equivalent S atoms. The average binding energy of the MoS2 ﬁlm on Cu(111) is
−0.27 eV irrespective of the stacking type. From the centers of the high symmetry regions,
one can plot ﬁve rings, labeled R1 to R5. Radii of these rings are presented in Table 6.2.
The number of interfacial S atoms on each ring is, respectively, 3, 3, 6, 6, and 3. The S
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Table 6.2 Structural parameters of MoS2 on Cu(111).
Ring
R1
R2
R3
R4
R5

α stacking
Radius dS–Cu
1.86
2.47
3.73
2.57
4.95
2.70
6.78
2.95
7.54
3.04

β stacking
Radius dS–Cu
1.89
2.95
3.80
2.57
4.99
2.70
6.80
2.47
7.53
3.06

γ stacking
Radius dS–Cu
1.90
2.82
3.76
2.95
5.00
2.56
6.79
2.81
7.53
2.46

Radius of rings R1, R2, R3, R4, and R5 and the distance for S atom
in each ring to its closest Cu surface atom (dS–Cu ) are measured in Å.
atoms in R5 are in registry with the hcp, fcc, and top sites in the α, β, and γ stacking,
respectively. The distance of the S atoms of the lower layer on each ring to their closest
Cu atom (dS–Cu ) are listed in Table 6.2. These distances are larger than the typical S–Cu
bond-length (2.22 − 2.29 Å, depending on adsorption sites) [153, 154] for Cu(111).
Note that the choice of the center of the high symmetry region is not unique. In
fact, in each Moiré pattern unit cell there is another high-symmetry point (down-pointing
triangle in Figure 6.1) where a Mo atom is centered over a substrate Cu atom (α), hcp hollow
(β) or fcc hollow (γ). We opted to choose the center of up-pointing triangles because the
footprints of the vertices of these triangles can be distinguished easily in the simulated STM
images (Figure 6.2): they are the brightest spots in the α stacking case, the least bright in
the β stacking case, and neither the least bright nor the brightest in the γ stacking. On
the other hand, the vertices of down-pointing triangles are displayed as the brightest spots
in the β case, less (but not the least) in the α case, and the least bright in the γ case.
Regardless, the analysis above provides ﬁngerprints for identifying stacking types from high
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atomic-resolution STM images of MoS2 /Cu(111) systems: for images, recorded at voltage
of about −0.5 V, if the brightest spots are the vertices of the smallest up-pointing triangles
(with respect to the orientation shown in Figure 6.1), the stacking is α type, if they are those
of the down-pointing triangle it is β type, otherwise it belongs to γ type.

6.5

Interaction Between MoS2 and Cu(111)

The relatively large separation (∼ 2.6 Å) of the bottom S layer and the Cu(111)
surface (see Figure 6.3) and the low binding energy per MoS2 unit (−0.27 eV) would at
the outset imply a weak interaction, which in turn suggest a small corrugation of the ﬁlm.
Detailed analysis of intra-layer buckling – the diﬀerence between the z coordinate of the
highest and the lowest atoms of the topmost S layer – at ∼ 0.06 − 0.07 Å is much smaller
than that known for GR on most substrates [134]. Our calculations also ﬁnd similar low
values for the buckling of the lower S and the Mo layers. Interestingly, the buckling of the
top three Cu layers is larger, at 0.29 Å, 0.23 Å, and 0.10 Å, respectively. A similar trend is
found for the other two cases, i.e. (3 × 3) MoS2 on (4 × 4) Cu(111) and (5 × 5) MoS2 on
(6 × 6) Cu(111).
There appears to be a correlation between the ripple of the Cu layer and the brightness
of the spots in the simulated STM images in Figure 6.1. The periodic ripple of the Cu(111)
surface leads to the inhomogeneity in interaction between the Cu surface and MoS2 which is,
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Panel (a) shows valence charge density along the vertical plane passing through the long
diagonal of the Moiré unit cell of the α stacking of MoS2 on Cu(111). R1, R2, R4, and R5
indicate the rings (see Figure 6.1a) to which S atoms belong. The labels (S, Mo, Cu) on the
left map the rows of S, Mo, and Cu, respectively. Contour values are 0.02, 0.03, 0.04, 0.05,
and 0.09 au. The 0.03 contour is highlighted (the thickest line) for guidance the eyes. Panel
(b) shows density of redistribution of charge in the region limited by a broken rectangular in
panel (a). Yellowish (bright) and blueish (dark) regions indicate, respectively, accumulation
and depletion of charge. The gray background correspond to zero redistribution. The scale
going from blue (dark) to yellow (bright) corresponds to the variation from −7.5 × 10−3 to
7.5 × 10−3 a.u.
Figure 6.4 Valence charge density distribution of MoS2 on Cu(111) system.
in turn, represented by the displacement of Cu atoms on the top layer. The more they move
up towards the MoS2 layer, the stronger is the interaction between MoS2 and the Cu surface.
In Figure 6.3, one can see the modulation of the Cu surface in the α stacking is the largest
near ring R1, resulting the brightest spots in the simulated STM image, and the smallest
near rings R5 and R4 causing less bright spots. Similar eﬀect can also seen for the case of
β stacking in which the largest modulation of the Cu surface is near ring R4 corresponding
to the brightest spots in its STM image and the least modulation is near ring R1 resulting
in the least bright spots. In the case of γ stacking, the largest modulation of Cu(111) is at
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ring R5 and the smallest modulation is near ring R2 and R4 leading to the brightest and
less bright spots in STM image, respectively.
Another indication of the inhomogeneous interaction between the MoS2 layer and
the surface Cu atoms is seen in the plot of the charge density distribution, Figure 6.4a (α
stacking as example) which shows an appreciable amount of charge in the region between the
S atoms in rings R1 and R2 and their nearest Cu surface atoms but not much in the region
near other rings. Calculated charge redistribution upon adsorption of MoS2 on Cu(111),
Figure 6.4b, conﬁrms a noticeable accumulation of charge in these regions. This is a signal
of chemical bonding – albeit weak – between S in ring R1 and Cu atoms. Similar type of
bonding is also form between S in ring R2 and Cu atoms.
The chemical interaction is clearly shown in Figure 6.5a, where we plot the projected
density of states (PDOS) on the pz orbital of S atoms and the dz2 orbital of its nearest Cu
atoms in the α stacking system. In the region near the Fermi level (from −1.4 to 0 eV), pz
states of S atoms have some occupation. Although the occupation is small, it narrows the
band gap of MoS2 . Another interesting feature of the PDOS is that in the region from −1.8
to −1.5 eV, there is a dependence on the distance between S and Cu atoms. The peak at
about −1.80 eV of PDOS on pz orbital of S weakens and moves slightly toward the Fermi
level as the distance between S and Cu shortens. As shown in Figure 6.5b, the electronic
states of S atoms in the top and bottom layers of MoS2 behave diﬀerently. The p states of
the S atoms on the top layer (ST ) do not depend strongly on the position of the atoms. The
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Panel (a) shows PDOS on pz orbital of S atom belonging to rings R1 to R5 and dz2 orbital
of the nearest Cu atoms to that S atom (corresponding distances are listed in the ﬁgure).
Solid background highlights the region near Fermi level (0 eV) with noticeable S pz state.
Patterned background highlights the region where S pz and Cu dz2 states depend on the
distance between S and Cu atoms. Panel (b) shows PDOS on p state of S atoms at bottom
layer (SB ) and at top layer (ST ) and on d state of Mo atoms. Solid and broken lines are
PDOS of atoms near ring R1 and R5, respectively.
For eye guidance purpose, PDOS are vertically shifted and pz and p PDOS are magniﬁed 5
times. 7x7x1 mesh is used to sampling the Brillouin zone. Gaussian broadening is used with
σ = 0.05 eV.
Figure 6.5 Projected density of state of MoS2 on Cu(111).
states of atoms in rings R1 and R5 are similar and are strongly hybridized with the d states
of the Mo atoms. This behavior is not seen for the p states of the S atoms in the bottom
layer of MoS2 . In the latter case, they do depend strongly on the ring to which they belong.
In R1, the distance from S to Cu is the minimum; the S atom looses some of the features of
p states as compared to the S atom in larger rings. This is a signal of weaker S-Mo bond as
S-Cu distances shortens. Thus, the MoS2 ﬁlm has two types of S atoms: one in the top layer
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with stronger bonds to Mo atoms and one in the bottom layer with weaker bonds to Mo
atoms. The change in chemical environment of MoS2 explains the shift of Mo 3d5/2 states in
XPS spectra [145]. These results are also valid for the other stacking systems.

6.6

Conclusions

In conclusion, our calculated optimum size of the Moiré pattern is in agreement with
experimental observations. We have also predicted the size of Moiré patterns for MoS2 on
several close packed metal surfaces by minimizing their mismatch parameters. We show the
presence of three energetically equivalent stacking types (α, β, and γ) of MoS2 on Cu(111)
with distinguishable ﬁngerprints in their STM images. Our structural analysis displays very
little corrugation of the MoS2 layer but noticeable rearrangement of the Cu surface atoms.
More importantly, we ﬁnd the MoS2 overlayer to be chemisorbed, albeit weakly, to the
Cu(111) surface.
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CHAPTER 7
CONCLUSIONS

This dissertation has investigated, on the basis of ﬁrst principles and the density
functional theory, the reactions and pattern formations of certain atoms, molecules, and
layers of material on catalyst surfaces. It has shown, ﬁrst, that the Cu2 O(100) surface is
a good candidate for a CO conversion catalyst, because the adsorptions and oxidations of
CO molecules on the surface proceeds by consuming surface O atoms in turn replenished at
the O-vacancy sites by dissociative adsorptions of atmospheric O2 molecules on the surface,
and because both of these processes take place with low activation barriers. Secondly, it
has shown the possibility of manipulating the geometric structures of adsorbates on catalyst
substrates by altering external parameters, oﬀering as illustration the case of the eﬀect of
H2 pressure on the pattern formations of H on two- and three-layer Co ﬁlms grown on
Cu(111) surface. Thirdly, it has shown the essentiality of taking van der Waals interactions
into account in drawing a full picture of adsorption in general and the pattern formation in
particular. (In doing so it has classiﬁed the mechanisms at work in a system – BDA molecules
on the unreconstructed Au(111) surface – that has for some time been of interest for the
realization of single-molecular electronic junctions.) But the dissertation has also shown that
there are serious discrepancies in the results obtained by certain widely used methods for
incorporating van der Waals interactions. (It makes this demonstration via a study of two
systems – one of a family of systems [nucleobases on graphene] of potential applications in,
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for example, medical treatments, the other of a system [n-alkane molecules on Pt(111)] of
interest for its catalytic potential). Finally, it has shown that a layer of MoS2 adsorbs on the
Cu(111) surface following three possible stacking types in which the MoS2 layer chemisorbs
on the surface and forms a Moiré pattern with periodicity of about 13 Å but, somewhat
unexpectedly, that the buckling of the adsorbate is much weaker than that of the substrate.
Although this dissertation does not address the details that would aﬀect speciﬁc applications of any particular material, its results promise to be relevant for the experimental and
theoretical design of functional materials. With regard to catalytic materials, the realization
of catalytic activities of the Cu2 O(100) surface suggests the possibility of designing catalysts
on not only on the basis of well-known but expensive materials but also on that of such longforgotten and inexpensive materials as Cu2 O. With regard to the engineering of functional
nanostructures, the proof here of the ability to vary geometric structures of adsorbates as
a function of such external parameters as pressure invites generalization to any adsorbates
that play important roles in aﬀecting functions of nanostructures (i.e., self-assembled monolayers.) With regard to the van der Waals interactions, the proven discrepancies of results
obtained from various techniques of incorporating van der Waals interactions into density
functional theory calculations suggests the need for further reﬁnements in these approaches
if they are to be capable of reliably producing accurate results. (In the course of this study,
we have suggested a method based on the TS approach that does oﬀer signiﬁcant saving in
computation expense without much sacriﬁce in accuracy.) Such improvements are of vital
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importance because van der Waals interactions are indispensable for obtaining full picture
of the adsorptions and pattern formations of molecules on adsorbents. With speciﬁc regard to currently-attractive single-layer material MoS2 , the results here should be helpful
in interpreting future experimental data concerning the synthesis of functional MoS2 -basednanostructures on close-packed metal surfaces.
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R. Brako, A. T. N’Diaye, S. Blügel, et al., Phys. Rev. Lett. 107, 036101 (2011).
[135] L. Gao, J. R. Guest, and N. P. Guisinger, Nano Lett. 10, 3512 (2010).
[136] I. Jeon, H. Yang, S.-H. Lee, J. Heo, D. H. Seo, J. Shin, U.-I. Chung, Z. G. Kim, H.-J.
Chung, and S. Seo, ACS Nano 5, 1915 (2011).
[137] M. Corso, W. Auwärter, M. Muntwiler, A. Tamai, T. Greber, and J. Osterwalder,
Science 303, 217 (2004).

138

[138] A. Goriachko, He, M. Knapp, H. Over, M. Corso, T. Brugger, S. Berner, J. Osterwalder,
and T. Greber, Langmuir 23, 2928 (2007).
[139] A. Ayari, E. Cobas, O. Ogundadegbe, and M. S. Fuhrer, J. Appl. Phys. 101, 014507
(2007).
[140] K. F. Mak, C. Lee, J. Hone, J. Shan, and T. F. Heinz, Phys. Rev. Lett. 105, 136805
(2010).
[141] A. Splendiani, L. Sun, Y. Zhang, T. Li, J. Kim, C.-Y. Chim, G. Galli, and F. Wang,
Nano Lett. 10, 1271 (2010).
[142] Y. Yoon, K. Ganapathi, and S. Salahuddin, Nano Lett. 11, 3768 (2011).
[143] B. Radisavljevic, A. Radenovi, J. Brivio, V. Giacometti, and A. Kis, Nature Nanotech.
6, 147 (2011).
[144] S. Ghatak, A. N. Pal, and A. Ghosh, ACS Nano 5, 7707 (2011).
[145] D. Kim, D. Sun, W. Lu, Z. Cheng, Y. Zhu, D. Le, T. S. Rahman, and L. Bartels,
Langmuir 27, 11650 (2011).
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