Abstract-A novel multiobjective DE algorithm using the subregion and external set strategy (MOEA/S-DE) is proposed in this paper, in which the objective space is divided into some subregions and then independently optimize each subregion. An external set is introduced for each subregion to save some individuals ever found in this subregion. An alternative of mutation operators based the idea of direct simplex method of mathematical programming are proposed: local and global mutation operator. The local mutation operator is applied to improve the local search performance of the algorithm and the global mutation operator to explore a wider area. Additionally, a reusing strategy of difference vector also is proposed. It reuses the difference vector of the better individuals according to a given probability. Compared with traditional DE, the crossover operator also is improved. In order to demonstrate the performance of the proposed algorithm, it is compared with the MOEA/D-DE and the hybrid-NSGA-II-DE. The result indicates that the proposed algorithm is efficient.
I. INTRODUCTION
In the past few decades, DE algorithm has been successfully used to solve various optimization problems [1] - [2] , such as electromagnetic design [3] , network learning [4] , filter design [5] and optimization of reservoir systems [6] . It attracts wide scholar's attentions. Since the first version of the DE algorithm emerged in [7] , many variants have been developed [8] - [11] . At the same time, the robustness and effectiveness of the algorithm has been verified in many application domains by comparison with the traditional algorithms [1] .
As is well known, DE operator can be applied to most multiobjective evolutionary algorithms to generate the new individuals. For example, it is integrated with NSGA-II algorithm based on the fast non-dominated sorting and crowding distance in [12] and SPEA-II algorithm in [13] . It also can be integrated with the multiobjective evolutionary algorithm based the scalar method [14] . DE operator, as an important part of DE algorithm, how to design effective DE operator has be studied in [15] . The differential mutation is applied for improving the high-quality solutions stored in the archive population.
The DE operator uses the direction from the worse individual to the better individual to simulate the descent direction of the function. This will surely do much to search the better individual. However, the dominated individuals are eliminated at once in most of multiobjective evolutionary algorithms. It is not conducive to utilize the dominated individuals to construct the simulative descent direction. In order to overcome the drawbacks, an external set is employed in this paper, which store some individuals ever found. This idea differs from previous works in [15] , [16] , in which an archive population is used to store the best solutions found so far. It can not store the dominated individuals and utilize it to construct the difference vectors.
Obviously, if two points used to built the difference vectors are away from each other, the direction from one to the other may not simulate the descent direction of function. Thus, the objective space is divided into some subregions. Then, each subregion corresponds to an external set. For more details about subregion, refer to [17] , [18] . A local and global difference mutation operators are proposed in this paper. For each individual called goal individual in a subregion, a difference vector is constructed by using the idea of direct simplex method of mathematical programming [19] . The local difference vectors and global difference vectors are all constructed with three candidate individuals. The only difference is the selection of the candidate individuals. For the local difference vector, one of the candidate individuals is from the subregion which includes the goal individual and the other two are from its corresponding external set. Such difference vector can largely play a role in exploring the good individuals in this area. For the global difference vector, one of the candidate individuals is from the subregion which is different from the goal individual and the others also are from the external set corresponding to goal individual. The global difference vector is very useful for exploiting a wider area.
In this paper, we propose a novel multiobjective DE algorithm based on subregion and external set. The objective space is divided into some subregions and an external set is introduced to each subregion. A local mutation operator and a global mutation operator are randomly applied to generate a new individual. A reusing strategy of difference vector also is proposed. It reuses the difference vector of the better individuals according to a given probability. Compared with traditional DE, the crossover operator also is improved. In order to demonstrate the performance of the proposed algorithm, it is compared with the MOEA/D-DE [14] and the hybrid NSGA-II-DE [16] . The result indicates that the algorithm is efficient.
The rest of this paper is organized as follows: Section II introduces the multiobjective differential evolutionary algorithm. Section III proposes the new algorithm. Section IV gives the experimental results. Section V concludes this paper.
II. MULTI-OBJECTIVE DIFFERENTIAL EVOLUTIONARY ALGORITHM A. Multi-objective Optimization Problem
A multiobjective optimization problem can be described in the following ways:
where ⊂ is decision space, : → contain number real-value objective functions. is objective space. Since these objectives are contradictory and conflicting, there is no solution to minimize all objectives simultaneously. Therefore, we need to employ a fitness assignment method [12] - [14] , [17] to choose better individuals. The min-mix strategy [17] is used in this paper.
B. DE Operator
The main idea of DE is to generate a new solution by mutation operator and crossover operator.
1) Mutation Operator:
, ) be the th individual of population in th generation. A mutation vector ( ) is generated by mutation operator. In the following, we introduce three traditional DE strategies. a. 'DE/rand/p'
b. 'DE/best/p'
c. 'DE/rand-to-best/p'
where is the number of the difference vector, ∈ [0, 2] is a real constant to control the step length of the difference vector, ( ) is best individual, and
are random individuals in population. As = 1, DE mutation operator generates a difference vector to disturb the goal individual; As = 2, there are two difference vectors to disturb the goal individual.
2) Crossover Operator: The offspring
is produced by the crossover between mutation vector ( ) = (
) and the th individual
is the size of the population). The new individual is generated as follows: 
III. PROPOSED ALGORITHM

A. Sub-region Strategy and External Set
Subregion Strategy-The objective space is divided into subregions by using the subregion strategy [17] , [18] . Suppose = 6, as shown in Fig.1 , we take six points which are uniformly distributed on the unit circle as the center vectors. Each vector is the center of a subregion. By calculating the Euclidean distance from these unit objective vectors to each center vector , all individuals are assigned to those subregions according to the shortest distance. We denote the set of the individuals divided into th subregion as . As shown in Fig.1 , points C, D are in the first subregion and points A, B are in 4, 3 subregion respectively.
External Set-An external set is introduced for each subregion. The external set corresponding to th subregion is denoted as Ω . It is used to save some individuals ever found in this subregion before. The initialization and updating of the subregion and external set is the same as literature [18] ,
B. Mutation Operator
For each goal individual ( ) , suppose ( ) ∈ and the corresponding external set is Ω , the difference vector ( ) to be used in mutation operator is generated by following three methods: the local mutation strategy, the global mutation strategy and reusing the previous good difference vector. A detailed description is as follows.
where
is the center of two external set individuals, 1 and 2 are randomly selected from Ω , . It reuses the previously good difference vector. The higher probability of using local difference vector is make a sufficient search into current subregion and an assistant globalsearch is used to expand an unknown global domain in an appropriate lower probability. Hereinafter, the mutation vector ( ) is generated as follow:
) is a simulated annealing factor. is a random number in [0, 1] , is the number of the current generation and is the maximum generation. ( ×1) is a random vector in [0.5, 1] to control the step length.
Since Pareto optimal solutions in Eq. (1) can be regarded as the optimal solution of a single objective optimization problems with appropriate weight vector [20] . Therefore, we just need to explain the geometric significance of difference vector in the multi-modal single objective optimization problem. It is easily promoted to the multiobjective optimization problem. As shown in Fig.2 , it is the contour of peaks. There are two local minimum points 2 , 3 and one global minimum point 1 . Individuals , , ⊲ and 3 is not from . Individuals ⊲ Ω , = 1, 2, 3, 4. As descried in Fig. 2 , the direction from the worse individual 1 to the better individual is superior to the direction from the better individual to the better individual to simulates the descent direction of the function. However, in most of the multiobjective evolutionary algorithm, the dominated individuals are eliminated at once. It is not conducive to utilize the dominated individuals to construct the simulative descent direction. As a result, an external set is introduced for each subregion in this paper. It is used to save some individuals ever found in this subregion before.
The individuals to take part in local mutation operation are from the same subregion and the corresponding external set. As shown in Fig.2 , the difference vector is constructed with 1 , 3 and . The mutation vector V 1 is generated by the difference vector and the goal individual . Obviously, It is favorite to approach the optimum 3 .
The global mutation operator exchanges the information among different subregions to discover the new region. As shown in Fig.2, 2 , 4 ⊲ Ω are in the external set corresponding to and ⊲ , but 3 is not from the subregion . The new individual 2 is generated by the global mutation operator. It plays an important role in making the goal individual jump out of the local optimum.
In direct simplex method, when the new individual is a better individual, the vector extension strategy by changing the flexible factor is enabled. Therefore, A reserving strategy of difference vector also is proposed. When a new individual is chosen as the population individual, the difference vector ( −1) is used again according to the given probability. As shown in Fig.2 , it is reasonable to reuse the difference vector for searching the new individual.
C. Crossover Operator
For a tradeoff accelerating the convergence speed between maintaining diversity, a reasonable selection of crossover method is proposed in this paper. For each mutation vector ( ) , suppose it is included in subregion , the corresponding external set is Ω . Then, we perform the crossover between ( ) and another individual which is selected as follows:
where is a random number in [0, 1]. Then, the new individual
, ) is generated as follows:
where is a random number in [0, 1], is the crossover probability, is a random parameter index in {1, ..., }, ( ) , is the th component of the mutation vector ( ) , and , is th component of the individual .
Generally, the individuals in the same subregion are close each other. The crossover between two adjacent individuals can largely play a role in exploring the good individuals in this area. Thus, we perform the crossover between the mutation vector ( ) and an individual ⊲ . However, the crossover operation only performing between the adjacent individuals is not very useful to explore a wider area. The external set extends the search range of each subregion. Therefore, we perform the crossover between a mutation vector ( ) and an individual ⊲ Ω .
new individuals are generated after mutation and crossover. And then updating the subregion and the external set as the literature [18] .
D. The Main Framework Of MOEA/S-DE
The MOEA/S-DE Algorithm
Step 1. Initialization:
Step 1.1. Sets the population size , the number of subregion = √ , the size of each subregion and the corresponding external set 4 for = 1, ⋅ ⋅ ⋅ , , ∑ =1 = . the crossover probability , the current generation = 1 and the maximum number of evolution generations , the center vectors 1 , 2 , . . . , . Step 1.2. Generates 5 initial individuals randomly, initializes the subregions and the external sets.
Step 2. Update:
Step 2.1. Mutation Operator: mutation vectors are generated by Eq.6 and Eq.7, = 1, ⋅ ⋅ ⋅ , .
Step 2.2. Crossover Operator: Apply the crossover operation on to produce a new individual by Eq.9, = 1, ⋅ ⋅ ⋅ , .
Step 2.3. Updating the subregion and the external set as descried in [18] .
Step 3. Stopping Criteria: If stopping criteria is satisfied, then stop and output all the non-dominant solutions. Otherwise, go to Step 2.
IV. EXPERIMENTAL RESULTS
We use five bi-objectives ZDT (ZDT1, ZDT2, ZDT3, ZDT4, ZDT6) instances and two 3-objectives DTLZ (DTLZ1, DTLZ2) test instances [20] in comparing MOEA/S-DE, MOED/D-DE and hybrid NSGA-II-DE [16] . The parameters are set as follows: population size is 100 for bi-objectives test instances and 300 for 3-objectives test instances. All the algorithms stop after 250 generations.
The other nine test instances F1-F9 [14] are used in comparing MOEA/S-DE and MOED/D-DE. The parameters are set the same as ones used in [14] .
is set to 300 for bi-objective and 600 for 3-objectives test instances. For instances F1-F9, both algorithms stop after 150000 function evaluations, that is the maximum generations is ( 150000 ). The crossover probability is set to 0.1 in MOEA/S-DE for all test instances.
The inverted generational distance (IGD) [20] is used to evaluate the performance of the algorithms in our experimental studies. Let be a set of uniformly distributed points in the objective space along the PF. Let * be a set of searched nondominated solutions in objective space by algorithm. So the IGD from to * is defined as follows:
where = | | is the size of set . The ( , * ) is the minimum Euclidean distance between and the points in * .
is 500 for bi-objectives and 1000 for 3-objectives test instances. Table I Table II This paper proposed a novel multiobjective DE algorithm using the subregion and external set strategy. A local mutation operator and a global mutation operator were introduced by using the idea of direct simplex method. The local mutation operator improved the local search performance of algorithm and the global mutation operator facilitated exploring a wider area. In addition, a difference vector reserving strategy made the better difference vector is reused to a given probability. Two selection of crossover method were proposed in this paper. It was a tradeoff between accelerating the convergence speed and maintaining diversity. We have compared MOEA/S-DE with hybrid-NSGA-II-DE, MOEA/D-DE on continuous multiobjective optimization problems. The result indicates that the algorithm is efficient.
