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Abstract
Cyber-Physical Systems (CPS) are often composed of a great number of mobile, wireless networked devices. In
order to guarantee the system performing, management policies focused on becoming transparent to high-level
applications, the changes in the hardware platform have to be implemented. However, traditional reactive
methodologies and basic proposed predictive solutions are not valid either due to the extremely dynamical
behavior of CPS or because the high number of involved devices prevents fulfill the timing requirements. Therefore,
in this paper, we present an advance predictive solution for managing the mobility and device lifecycle, being able
to meet all requirements of CPS. The solution is based on an infinite loop, which calculates, in each iteration, a
sequence of future system states using a CPS simulator and interpolation algorithms. Furthermore, an experimental
validation is provided in order to determine the performing of the proposed solution.
Keywords: Cyber-Physical Systems, Mobility management, Device lifecycle, Predictive models, CPS simulation,
Interpolation algorithms
1 Introduction
CPS are the next generation of engineered systems in
which computing, communication, and control tech-
nologies are tightly integrated [1]. In theory, any type of
device could be part of a Cyber-Physical System: large or
miniaturized, wired or wireless, fixed or mobile, etc.
However, most practical discussions about the charac-
teristics of CPS conclude that they are composed of a
great number of wireless [2], embedded [3], mobile
[2] devices.
Wireless mobile devices allow creating a more flexible
network architecture than other types of devices [4].
But, on the contrary, these devices tend to interact and
communicate opportunistically [4], so the access to them
is not guarantee, in general. Nevertheless, most CPS
applications (such as energy infrastructures, transport
systems, or medical instruments) require a permanent
and transparent access to the hardware capabilities, so
mobility and device lifecycle management policies are
essential in CPS.
Besides, this challenging situation has turn more
complex due to the appearance of concepts such as
the Cyber-Physical Internet [5]. These scenarios con-
sider the possibility of deploying various communi-
cated CPS in the same geographical area, so mobile
devices not only can move inside the coverage area of
one CPS but also they can move to other CPS and
later return (or not).
In traditional systems, device lifecycle and mobility are
supported by means of reactive techniques, i.e., the sys-
tem makes decisions or actions when a certain change
occurs [6]. However, these techniques suppose the
changes in the system are continuous and slow, so there
is enough time to determine and execute the proper ac-
tions before a fatal error occurs. For example, in Long-
Term Evolution (LTE) networks [7], a handover is exe-
cuted when quality or power measures from a user
equipment go below a certain limit. Then, it is suppose
these measures are not going to change abruptly, so
there is time to execute the handover (although it is a
long and complicated process) before losing the
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connectivity definitively. However, CPS present an ex-
tremely dynamical behavior, and the system state may
change rapid and randomly [8]. For example, in under-
water military applications [9], the medium can degrade
so fast that there is no enough time to react properly be-
fore losing access to hardware devices, since a relevant
change in the signal quality is detected. Thus, reactive
techniques are not valid in CPS, as the decision and ac-
tions are calculated considering situations which may
change strongly during the calculation process.
On the other hand, a small number of basic predictive
solutions are also available. In these proposals, the sys-
tem predicts the future changes and executes the appro-
priate actions before they occur. However, they are
based on heavy simulators which are useful in simple
scenarios but which fail when used in CPS due to the
high number of involved devices. In these cases, the
needed time to simulate a certain future situation is
higher than remaining time to really reach it. Then, the
essential timing requirement of predictive solutions is
not fulfilled.
Therefore, in this paper, we propose a predictive algo-
rithm for device lifecycle and mobility management in
CPS, being able to predict the future states of the system
and calculate and execute the appropriate actions before
future changes or fatal errors occur. The proposed algo-
rithm is based on a CPS simulator and interpolation
functions being able to calculate the future system states.
These results feed a decision-making module, which is
not part of the proposed predictive algorithms, but
which is required to manage the mobility and the device
lifecycle. The proposed solution presents a flexible defin-
ition, so it could be adapted to any application scenario
of CPS (low-rate networks, intelligent devices, etc.).
Moreover, an experimental validation is provided, con-
sidering a particular implementation of the proposed al-
gorithm. The proposed experiment proves that in more
than 95 % of cases, the algorithm manages the system
changes successfully.
The rest of the paper is organized as follows: Section 2
introduces the state of the art in mobility and device life-
cycle in CPS. Section 3 presents the application scenario
and proposes the predictive algorithm. Section 4 de-
scribes a particular implementation of the algorithm,
used in the experimental validation. Finally, Sections 5
and 6 explain some results of this experimental valid-
ation and the conclusions of our work.
2 State of the art
Works on managing the device lifecycle in CPS are not
common. In general, papers which treat this topic are fo-
cused on configuring the whole CPS, not only on man-
aging the hardware platform. Then, in general, particular
details about hardware issues (such as controlling the
remaining battery charge in wireless devices) are not
addressed.
In this area, different types of proposals are found.
Some works are focused on the use of artificial
intelligence algorithms being able of automatically add-
ing, removing, and configuring components in CPS [10].
Others describe special tools (such as middleware layers)
which, at the end, need the human intervention [11].
Works describing algorithms where each device gener-
ates a description file when a change occurs in the sys-
tem, which is processed by the rest of the platform, may
be also found [12]. Finally, papers discussing the installa-
tion of an intelligent scheduler in each device, communi-
cating with a central core where decisions are taken are
also available [13, 14].
However, as can be seen, all the previous proposals
follow a reactive scheme which is not valid in our
general scenario (it must be noted that, sometimes,
these solutions could be valid, if some assumptions
are considered).
The topic of mobility support in CPS has received
more attention than device lifecycle, although it is not a
main research line nowadays. In general, two types of
mobility may be defined in CPS: intra-system and inter-
system.
In intra-system mobility scenarios, devices move inside
the coverage area of one CPS. Proposal about this topic
delegate the mobility control to the underlying network
[15]. In these works, devices are clients of a mobile net-
work through which a data service (representing the
CPS applications) is provided. These solutions present a
good performing; however, as we said in the introduc-
tion, nowadays concepts such as the Cyber-Physical
Internet have to be considered, and this scheme cannot
cover the requirements of these scenarios. Then, mobil-
ity problem in CPS is focused on inter-system mobility.
In the case of inter-system mobility, works used to
propose application-specific mobile frameworks (based
on SOA, for example), adapted to the particular mobility
requirements of their scenario [16, 17]. Moreover, some
authors incorporate GPS transponders into devices, in
order to provide geographical data to a computational
core. Then, the core may determine if devices are or not
in the coverage area [18]. Nevertheless, all these pro-
posals (including the cited for the intra-system case) fol-
low a reactive scheme and are valid in very restrictive
scenarios (as we said previously).
Finally, relating to inter-system mobility management,
predictive schemes have been also proposed [19]. In
these solutions, predictive algorithms are based on simu-
lators which use numerical integration functions (one
for each device) [20]. Then, the resulting algorithms
present an order of complexity of ℴ(n2) for both: the
number of considered devices and the number of
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instants for which the system state is calculated. Thus,
in scenarios where hundreds of devices are included,
and/or where the dynamics requires to simulate the sys-
tem state in several time instants, the needed time to
simulate a certain future situation may be higher than
remaining time to really reach it.
Therefore, basically, it is necessary to design a predict-
ive algorithm being able to manage both the device life-
cycle and the mobility and to predict the future system
states before it reaches them. The solution should be as
general as possible and should allow including a high
number of devices and obtaining the system state in as
many time instants as needed. For that, we propose an
algorithm based on an infinite loop, where four steps are
repeated in each iteration: (i) data about the real system
state from hardware devices; (ii) a CPS simulator obtains
a certain number of future system states using the data
acquired; (iii) the rest of the system states are obtained
using interpolation techniques; and (iv) the decision-
making algorithms execute the adequate actions based
on the predicted future system states. The use of
interpolation techniques, as we are seeing, introduces a
greater error in the predicted future states. However,
they reduce strongly the needed time to obtain a se-
quence of future states. In the experimental validation
section we are proving the resulting solution allow
predicting and managing correctly the changes in the
system, despite the additional error introduced by
interpolation techniques.
3 Proposal: a predictive algorithm based on CPS
simulation
In this section, we analyze the general characteristics of
the base scenario, show the functional architecture for
the proposed solution and describe the proposed pre-
dictive algorithm.
3.1 Base scenario, functional architecture
As we said in Section 2, we are looking for an algo-
rithm as general as possible. However, CPS may be
deployed in very different scenarios: from small-scale
applications to large-scale solutions [21]. Then, a deep
analysis of device lifecycle and mobility in CPS should
be based on the definition and characterization of
several different deployments (manufacturing [7], irri-
gation [22], etc.), architectures, implementations, and/
or use cases. Nevertheless, in our case, we are going
to work over some general characteristics (common
to most cases), which are
1. Various small-scale CPS are deployed in the same
area. Besides, the high-level applications and
processes associated to one CPS are not modified or
affected by changes in the hardware platform.
2. The communication among the different CPS is
supported by the so-called Cyber-Physical Internet
[6], to which CPS are connected through an “Inter-
system services interface.”
3. Two types of CPS are defined: internal-CPS and
border-CPS. Internal-CPS present a coverage area
completely surrounded by the coverage areas of
other CPS. In border-CPS, the limits of the coverage
area represent the geographical limits of the Cyber-
Physical Internet.
4. The movement of the mobile devices can be defined
as follows: (a) free, when there is not external
control; (b) controlled, when it is possible to plan the
and route for them and; (c) limited to one or several
specific routes independently if they are free or
controlled.
5. Only predictable changes are considered. In real
systems, both predictable and unpredictable changes
occur: devices run out of battery charge or leave a
coverage area (which are predictable changes), but
also they get broken down or the tasks they are
executing get blocked (which are unpredictable
changes). Unpredictable events have to be addressed
using reactive techniques [23], which are not
discussed in this work but which must complement
the proposed solution in commercial deployments.
The first and second points focus the mobility prob-
lem on inter-system mobility. As we said, valid solutions
for intra-system mobility may be found, and mobility
problem in CPS is centered almost exclusively on inter-
system mobility. The third point refers to the geographic
limitation of the small-scale CPS and their underlying
network which, in general, does not have worldwide
coverage. Figure 1 shows graphically the resulting net-
work architecture from the first three points.
The fourth point is directly related to the great diver-
sity of devices which can be considered: from robots to
wearable devices. Each one of these devices presents a
different movement and the proposed solution should
consider all of them.
Finally, the fifth point limits the scope of the proposed
solution to predictable situations. These situations repre-
sent the majority of changes in the regular operation of
a CPS (or, even, in traditional communication networks
[24]). However, traditional reactive techniques (such as
timers) may complement the proposed predictive solu-
tion, especially in commercial deployments where un-
predicted system failures might occur and have to be
managed.
The functional architecture for supporting the main
proposal of this paper (the predictive algorithms, see
Section 3.2) can be seen in Fig. 2. Various components
may be distinguished.
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Peripherals: They include all the components which
support the task execution in a CPS (sensors, actuators,
processors, etc.). They communicate through an appro-
priate middleware (such as a serial port) with their asso-
ciate controllers.
Hardware controllers: It refers to all the components
which manage and control the operation of the periph-
erals. In particular, they include all the necessary drivers
to operate the peripherals. Each hardware controller has
associated a certain number of peripherals. A hardware
device which implements both peripherals and, at least,
one hardware controller is called self-manage device or
intelligent device.
Hardware manager: The entire hardware platform is
managed from this component. In particular, it includes
the module which implements the proposed algorithms
(the mobility and device lifecycle predictive manager). It
also implements the decision-making algorithms, exe-
cutes the transactions for system reconfiguration, and
makes independent changes in the hardware platform
from the high-level applications or processes.
3.2 A predictive algorithm for device lifecycle and
mobility management
At the start of the system, in the mobility and device life-
cycle predictive manager of the hardware manager
Fig. 1 Network architecture of CPS and Cyber-Physical Internet
Fig. 2 Functional architecture
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showed in Fig. 2, a model M of the underlying hardware
platform is created. In this model, the ith device is rep-
resented by a collection mi of ni relevant parameters (1).
mi ¼ idi; typei; param1; …; paramni
  ð1Þ
The device model mi includes a unique identification
idi and a type identifier typei. The type identifier takes
values from a set T, where each value represents a differ-
ent class of device (2). The type identifier also indicates
the pattern which must follow the collection mi in each
case. Examples of possible relevant parameters are the
geographical position or the battery charge level.
T ¼ device classj j ¼ 1;…;Q
  ð2Þ
Then, the entire model M is a list of collections of pa-
rameters mi (3). In order to allow its mathematical treat-
ment (for example, in the interpolation functions), this
model can also be expressed as matrix S (4). We are call-
ing this matrix representing the value of all important
parameters in the system “system state matrix” or, for
simplicity, “system state.”
M ¼ m1;m2;…;mkf g ð3Þ
S ¼
m1
…
mk
0
@
1
A ð4Þ
In (2) and (3), k represents the total number of devices
in the CPS. As, in general, not all device models mi have
the same number of relevant parameters ni. In system
state, matrix dimensions are homogenized by adding as
many zeros as needed (these additional zeros allow the
mathematical treatment of the system state matrix but
are ignored in the decision-making algorithms).
In the mobility and device lifecycle predictive manager,
a simulator being able to simulate CPS scenarios is also
included. This simulator will take the system state in a
certain instant t = t0, St0 , and will obtain the system state
h seconds later, St0þh . Additional zeros added to
homogenize dimensions in the system state matrix will
not be taken into account.
Two additional important parameters are the time step
h and the total simulated time Tsim. Then, the predictive
algorithm must obtain the system state each h seconds,
between the current time t0 and t0 + Tsim. In order to ob-
tain useful information, the calculation should finish be-
fore the first time step passes, i.e., before t = t0 + h.
In previous proposals about predictive mobility man-
agement systems, all the needed future states are ob-
tained by means of the CPS simulator. However, in
complex systems where a great number of devices are
considered, and/or where several time instants have to
be obtained (i.e., the time step h is very small), timing
conditions cannot be fulfilled, i.e., the calculations do not
finish before t = t0 + h. As a solution, we propose to gener-
ate some future states, instead of through the CPS simula-
tor using interpolation techniques (which are much faster
and lighter, although they present a greater error). Then,
three different types of system states may be found:
 Intra-state: It represents the real state of the system
in a certain instant t = t0. In this state, the values of
the parameters in the model are obtained from the
physical devices through a data acquisition process.
The cited data acquisition process could be based on
a periodical transmission of information from the
physical devices to the management unit; or in a
solution where the management unit requests the
devices for that information. In both cases, solutions
based on JSON objects or XML description files are
the most adequate (although any other could be
used). Intra-state is the most precise way of describing
the system; however, it is also the most costly (in time
and processing capabilities). These states will be noted
as SI or I. At least, one intra-state has to be composed
at the beginning of each iteration in the infinite loop.
 Predictive state: It refers the states obtained from
the simulator. To obtain a predictive state, it is
necessary to dispose, first, of an intra-state. From
one intra-state, we may be able to obtain as many
predictive states as desired. However, the precision
in the prediction goes down, as we try to predict
farther temporal instant is farther than what we
desire to predict. On the other hand, the time
needed to calculate a predictive state is lower than
necessary to acquire an intra-state. These states will
be noted as SP or P.
 Interpolated state: It refers to the states obtained by
interpolating two predictive states or one intra-state
and one predictive state. These states are really fast
to obtain but present the biggest error. This error
goes up when more temporal distance exists between
the states interpolated. These states will be noted as
SB or B.
The proposed algorithm is based on the definition of a
sequence of predictive and interpolated states, describing
the system in collection of future instants {t0, t0 + h,…,
t0 + Tsim}. Every sequence of states must start with an
intra-state. And, later, a predictive or interpolated state
is obtained for each time step, according to a prede-
signed pattern. The selected pattern might be very varied
and should be adapted to the specific application sce-
nario. In general, a balance between precision, calcula-
tion, speed, and the amount of data transmitted must be
achieved. Figure 3 shows some possible schemes, de-
pending on the considered scenario.
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Given a certain time step h and a total simulated time
Tsim, the precision of the sequence of states goes up, when
the number of predictive states included increases. How-
ever, the calculation time also increases and, perhaps, the
timing condition cannot be met. On the contrary, if more
interpolated states are considered, the calculation time
will go down strongly. Nevertheless, the error in the pre-
dicted states will be greater, and some changes could not
be predicted. We argue that it is possible to find a pattern
adapted to the considered CPS, such that it allows fulfill-
ing the timing condition and the additional introduced
error does not affect the correct prediction of changes in
the system. In Sections 4 and 5, we prove that.
On the other hand, the precision in the predicted
states also goes up when the time step h decreases.
Nonetheless, in this case, meeting the timing condition
(i.e., the calculation time must be smaller than the time
step) gets more complicated. Finally, Tsim may be used
as a design parameter. In general, if the considered CPS
presents a very variable behavior, the simulation time
Tsim will tend to be small (as well as the time step).
Then, in order to clarify the proposed algorithm, a nu-
merical example is provided. In a CPS, four equal de-
vices are available. Each device is represented by three
relevant parameters. Numerically, the four models get
described by
m1 ¼ 1; 1; 9; 8; 7f g m2 ¼ 2; 1; 9; 8; 7f g
m3 ¼ 3; 1; 9; 8; 7f g m4 ¼ 4; 1; 9; 8; 7f g
These models are ordered as a matrix, which corre-
sponds with the first intra-state obtained:
S ¼
1 1 9 8 7
2 1 9 8 7
3 1 9 8 7
4 1 9 8 7
0
BBBB@
1
CCCCA
¼ SIt0
Using a CPS simulator, a predictive stet is obtained:
SPt0þT ¼
1 1 6 8 5
2 1 1 0 0
3 1 2 6 6
4 1 9 8 7
0
BBBB@
1
CCCCA
And, finally, using matrix interpolation techniques, at
least one interpolated state is calculated:
SBt0þT2 ¼
1 1 8 8 6
2 1 5 4 4
3 1 6 7 6
4 1 9 8 7
0
BBBB@
1
CCCCA
Then, the situation of the devices for each temporal
instant is obtained by reconstructing the device models
from the previous matrixes
t ¼ T
2
m1 ¼ 1; 1; 8; 8; 6f g m2 ¼ 2; 1; 9; 4; 4f g
m3 ¼ 3; 1; 6; 7; 6f g m4 ¼ 4; 1; 9; 8; 7f g
t ¼ T m1 ¼ 1; 1; 6; 8; 5f g m2 ¼ 2; 1; 1; 0; 0f g
m3 ¼ 3; 1; 2; 6; 6f g m4 ¼ 4; 1; 9; 8; 7f g
As we said, the proposed sequence of predictive and in-
terpolated states must be repeated in an infinite loop,
which in each iteration starts with obtaining an intra-
state. This new intra-state could be obtained for an instant
posterior to the calculated interpolated and predictive
states. However, as we said, obtaining an intra-state is a
very costly task in time. Then, a temporal gap could ap-
pear in the management activities due to the delay of the
intra-state generation process. In order to avoid that, the
new intra-state may be acquired for a moment before the
end of the current sequence (see Fig. 4).
Fig. 3 Possible sequences of states
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Moreover, in the second case, and if devices in the
hardware platform present a certain level of intelligence,
the intra-state may be generated using differential ac-
quisition (see Fig. 4). In differential acquisition, each
device is able to predict (and interpolate) its future
states. Then, in order to reduce the required time to
collect the information about the real device state,
they only transmit to the hardware manager the dif-
ferences between one of the last predictive or interpo-
lated states in the sequence and the reality. Later, the
hardware manager reconstructs the complete intra-
state. This solution is in general much more efficient
(especially if information compression is also enabled)
and, overall, faster (which helps to meet the timing
condition).
Then, considering all previous discussion, Algorithm 1
presents the general management algorithm.
In summary, Algorithm 1 creates the first intra-state
and calculates the sequence of interpolated and
Fig. 4 Possible restarts of the sequence of states
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predictive states using the obtained intra-state and given
the desired pattern. Then, it calls the decision-making
process with the calculated sequence of future states and
performs the appropriate actions. Finally, it waits until it
is necessary to obtain the next intra-state, and then ac-
quires it (using differential acquisition if available).
In Algorithm 1, two procedures remain undefined:
the decision-making function and the calculation
process of the future states (including the simulation
and interpolation process). With respect to the first
function (decision-making), it is totally independent of the
proposed predictive algorithms (see Section 3.3). Concern-
ing the second function (calculation of the future states),
Algorithm 2 represents its implementation.
As can be seen in Algorithm 2, two parameters are
taken as input: the original intra-state and the scheme of
predictive and interpolated states. This scheme has the
following structure (5).
SS ¼ instantpred ; instantinterp
  ð5Þ
SS is a list of two elements where the fist element,
instantpred, is a list of the temporal instants for which a
predictive state must be calculated. The second element,
instantinterp, is a list of lists indicating the structure of
the interpolated states (6).
instantinterp ¼ T 1;…;Tq
 
i; i ¼ 1;…; length instantpred
 n o
ð6Þ
In instantinterp, each list indicates the temporal instants
for which an interpolated state must be calculated. The
first list indicates the instants between the first intra-
state and the first predictive state, the second list indi-
cates the instants between the first and the second pre-
dictive states, etc.
Considering Algorithm 2, a first numerical evaluation
of the impact of using interpolated states in the calcula-
tion time may be done. As we said, simulators present
an order of complexity of ℴ(n2) for both, the number of
considered devices and the number of instants for which
the system state is calculated. On the contrary,
interpolation algorithms present an order of complexity
of ℴ(n) for both, the number of considered devices and
the number of instants for which the system state is cal-
culated. Then, we consider the needed time to calculate
an intra-state for a certain CPS TI, the required time to
calculate one predictive state in the same CPS TP, and,
finally, the needed time to calculate one interpolated
state in that CPS TB. If we suppose the selected pat-
tern for the sequence of future states is the default
configuration (see Fig. 3), the time employed in the
calculation process if interpolated states are not con-
sidered is (7). In (7) T3 − P is the calculation time for
three predictive states.
TI þ T 3−P ¼ TI þ 32TP ð7Þ
In the same situation, if interpolated states are consid-
ered, the needed time is (8).
TI þ TP þ T 2−B ¼ TI þ TP þ 2TB ð8Þ
In the general case, TI > TP > TB. In order to obtain a
first evaluation, we imagine that TI ≈ 3TP and TP ≈ TB.
In those circumstances, the use of interpolated states re-
duces the calculation time around 50 %. Then, it is clear
that the use of interpolated states helps to fulfill the tim-
ing condition.
On the other hand, it is important to remark that
interpolation techniques also present some disadvan-
tages. As we said, interpolated states have a low preci-
sion, although they can be calculated in a very fast way.
The second part helps to fulfill timing requirements, but
the first idea refers to the need of more complex
decision-making algorithms (depending on the case). If
interpolation techniques are correctly designed and the
CPS presents a regular behavior, then the loss of
precision does not affect significantly the mobility and
device lifecycle management. However, in CPS whose
behavior tends to be very dynamical and changing (or if
interpolation techniques are not correctly planned), the
loss of precision might be remarkable and the decision-
making modules should implement mechanism to oper-
ate in those conditions (what complicates the algorithm
design and programming).
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Finally, in Algorithm 2, any of the available CPS or
Internet-of-Things (IoT) simulators is valid. For ex-
ample, the simulator CyPhySim [20, 25] proposed by the
Berkeley University could be employed. Other options
are the NS3 simulator [26], the SimpleIoTsimulator suite
[27], or the junction of MATLAB and Simulink [28]. Re-
lating to the interpolation process, also any of the avail-
able techniques may be used: from linear interpolation
[29] to cubic splines [30].
3.3 Decision-making and predictive solutions
Once a sequence of future states is generated, the
decision-making algorithms evaluate the information and
decide to execute the appropriate actions. Many possible
decision-making algorithms may be employed in the pre-
dictive algorithms. On the most efficient case, intelligent
decision-making [31] would be used. However, in this
work, we have designed a more simple strategy.
In our proposal, in each sequence of future states, the
decision-making algorithm looks for the relevant
changes defined in the system (such as a device running
out of battery charge). Then, if any of them is found, the
system will initiate the transaction for the system recon-
figuration immediately. Once all the parameters have
been negotiated, all data transmitted, etc., the transaction
is pending. In the moment when the change really occurs,
the transaction is finally accepted and the CPS is reconfi-
gured. If, at the end, the change never happens, the trans-
action is canceled. Algorithm 3 presents the decision-
making function specifically designed for this work.
On the other hand, in advanced scenarios, decision-
making module may also change the scheme of interpo-
lated and predictive states. As we said, CPS present a
very dynamical behavior. In some circumstances, the se-
lected scheme for the interpolated and predictive states
at first might not be adequate when the CPS evolves. In
those cases, the decision-making algorithms may imple-
ment mechanism to detect the increase in the number
of unpredicted changes and to reconfigure the scheme
of states in order to be more effective.
4 Practical implementation and experimental
validation
For the first practical implementation of the proposed
solution, we have selected as deployment scenario a
laboratory at the Technical University of Madrid. The la-
boratory is organized in three rooms (see Fig. 5), being
deployed a different CPS (i.e., a different hardware man-
ager) in each room.
In this scenario, three predictable relevant changes can
occur: (a) devices move from the coverage area of one
CPS to the coverage area of another, (b) devices leave all
the deployed CPS, or (c) devices run out of battery and
become unavailable. In the first case, a handover must
be executed. In the second and third case, if necessary,
tasks being executed by the device have to be delegated
or canceled. In advance scenarios, techniques for avoid-
ing the predicted events could also be employed. For ex-
ample, in applications involving humans, messages to
prevent them from leaving the system could be sent.
These advanced solutions, however, are not considered
in this work.
In CPS, processes are not assigned to only one device.
Instead, processes are divided in several tasks which are
executed in the hardware platform. For this reason, if
one device is transferred to other CPS, the whole con-
text (process) cannot be transferred. Then, handovers in
our CPS are managed as a case of IPv6 mobility [32] and
Fig. 5 Deployment scenario
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not as traditional handovers from mobile networks. In
that way, the target CPS acts only as a proxy, connecting
the source CPS with the transferred device.
In the case that the device leaves all CPS or runs out
of battery charge, if the estimated time to finish the
assigned tasks is greater than the remaining time until
the device becomes unavailable, resources are allocated
in other device or devices, and the necessary data are
transmitted to them. When the device becomes unavail-
able, the new execution is activated. If, at the end, the
device remains available, the allocated resources are
released.
We performed a system deployment in order to validate
the proposed solution. For that, the hardware platform in
the described CPS is made of various smartphones and
tablets, where an application called CPS Client was in-
stalled. This application (see Fig. 6) allows the device to be
part of hardware platform when pressing the connect but-
ton and releases the device by pressing the disconnect but-
ton. When acting as an element of the hardware platform,
the device tries always to be connected and sends period-
ically the needed data to the hardware manager to create
the mandatory intra-states. It also shows some informa-
tion about the activity in the system.
In this scenario, differential acquisition is not available,
and the employed simulator is an integration of the NS-
3 simulator and the suites MATLAB and Simulink [33].
The pattern of predictive and interpolated states is as
follows (9) (time given in seconds). As can be seen, h = 1 s
and Tsim = 3 s. In order to select these values, we tried to
not commit errors up to the maximum typical error con-
sidered in engineering. We considered people walking to
have a medium speed of 1:1ms [34]. Then, in a room with
30 m long, in 3 s a person has varied its situation in more
than a 10 % (the typical limit to consider a value negligible
in engineering).
SIt¼0 S
B
t¼1 S
B
t¼2 S
P
t¼3 ð9Þ
In the proposed scheme of future system states, two
interpolated states have been considered. Walking
people tend to follow a very predictable path and batter-
ies are discharged slowly, so various interpolated states
may be included without committing great errors. It
must be noted that a matrix cubic spline technique was
implemented as interpolation technology.
In this scenario, thirty-six (36) people are provided
with the CPS Client and are requested to operate in the
coverage area of the CPS. They also could leave that
zone. The human behavior perfectly represents the com-
plicated dynamic of CPS. Data about the number of
managed changes, the success rate and the calculation
time were collected.
5 Results and discussion
More than 400 relevant changes were registered while
performing the experimental validation. Figure 7 shows
the distribution of the registered changes, depending on
Fig. 6 CPS client application
Devices running out of battery
(3%)
Devices leaving the system
(42%)
Transfer of devices
(55%)
Fig. 7 Classification of the registered events into types
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their type. As can be seen, most of them were handovers
(55 %). This fact agrees with the scenario configuration,
where three different CPS were deployed. On the other
hand, changes about devices running out of battery charge
were few (3 %), as most devices had batteries with enough
capacity to be independent for dozens of hours.
Most of these changes were successfully managed, i.e.,
the expected actions are taken when the change occurs
(and only if the change occurs). The aggregated success
rate is slightly over 95 % (see Fig. 8). With respect to the
wrongly managed events (around a 4 %), all errors are
due to changes unpredicted by the simulator, so the
management algorithm failed. The underlying cause of
these misinterpretations is the dynamical model
employed to represent the system evolution, which for
some phenomena (such as the batteries discharge
process) implements laws which only are approximated
mathematical functions due to the complex behavior of
these phenomena. For example, typically the battery
charge is overestimated, and devices may turn off before
executing the adequate actions. Advanced CPS models
[35] would solve this situation.
In conclusion, the proposed predictive algorithm,
where patterns include interpolated states, clearly allows
the correct management of changes in the hardware
platform (despite the greater error included).
In fact, around the 4 % of events are unpredicted by
the simulator. However, some additional considerations
should be given to Fig. 8. If the success rate is disaggre-
gated into the three event types, some relevant facts
might be exposed (see Fig. 9).
First, as can be seen, the success rate in the case of
transferring a device to a second CPS (a handover) is
higher than the aggregated rate. If we consider a device
leaving the entire deployment, the success rate is, more
or less, equal to the aggregated rate. These high values
for the success rate may be associated to a good model
for the device movement in the simulator. Then, most
displacements are correctly predicted.
On the other hand, success rate in the case that a device
runs out of battery charge is much fewer (around a 30 %
fewer) than the aggregated rate. Clearly, that is due to the
complexity associated to the battery charge simulation.
Generic models are employed in these simulations, but
they poorly fit the real evolution of battery charge. Then,
an important percentage of the events of this type are not
predicted. Nevertheless, as this type of events only repre-
sents the 3 % of the total amount events, the impact in the
aggregated success rate is limited.
Finally, Fig. 10 represents the histogram of the cal-
culation time employed in obtaining each one of the
250 sequences of future states generated during the
experimental validation. As can be seen, the most
Aggregated sucess rate
0
20
40
60
80
10
0
95.8% 4.2%
Fig. 8 Aggregated success rate
Transfers of devices Devices leaving the system Devices running out of battery
Success
Fail
Disaggregated sucess rate
0
20
40
60
80
10
0
97.9% 2.1% 94.9% 5% 71.4% 28%
Fig. 9 Disaggregated success rate
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probable time is the interval of 0.3–0.4 s, so it is
clearly smaller than the time step (h = 1 s). Besides
the maximum calculation time was 0.57 s, which continu-
ous being smaller than the time step. In conclusion, the
proposed solution meets the timing condition.
6 Conclusions
Most practical discussions about the characteristics of
Cyber-Physical systems (CPS) conclude that they are
composed of wireless, embedded, mobile devices. Thus,
techniques for mobility and device lifecycle management
are necessary. Traditional reactive solutions are not valid
in CPS, as they present a complex, and sometimes ran-
dom, dynamic. The proposed basic predictive solution
cannot be employed as they do not fulfill the timing re-
quirements. Therefore, in this paper, we propose an ad-
vanced predictive technique for managing the mobility
and device lifecycle, being able to meet all requirements
of CPS. The solution is based on an infinite loop,
which calculates, in each iteration, a sequence of fu-
ture system states using a CPS simulator and interpolation
algorithms.
As we saw, the obtained success rate is higher than
the 95 %, so the proposed solution correctly manages
the changes in the hardware platform. However, most
complicated elements (such as the battery charge)
present difficulties to be simulated correctly. Besides,
timing requirements are comfortably met.
The proposed solution is valid for all types of CPS;
however, improved simulation models are needed and
tools for generating them automatically are also neces-
sary. Obtaining these technologies will determine the fu-
ture commercial success of our proposal. Moreover,
reactive techniques which complement the proposed
predictive solution are necessary, in order to create a
really useful hardware management algorithm for CPS.
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