Abstract. We consider numerical methods for the computation of the eigenvalues of the tridiagonal hyperbolic quadratic eigenvalue problem. The eigenvalues are computed as zeros of the characteristic polynomial using the bisection, Laguerre's method, the Ehrlich-Aberth method, and the Durand-Kerner method. Initial approximations are provided by a divide-and-conquer approach using rank two modifications. The above methods need a stable and efficient computation of the characteristic polynomial and its derivatives. We discuss how to obtain these values using the three-term recurrences, the QR factorization, and the LU factorization.
2. Auxiliary results. The following properties of the hyperbolic QEPs are gathered from [5, 8, 13] . A hyperbolic QEP has 2n real eigenvalues and eigenvectors. All eigenvalues are semisimple and there is a gap between the largest n (primary) and the smallest n (secondary) eigenvalues. There are n linearly independent eigenvectors associated with the primary and the secondary eigenvalues, respectively.
For each x = 0 the equation
has two distinct real solutions µ 1 (x) < µ 2 (x). If x is an eigenvector, then at least one of µ 1 (x) and µ 2 (x) is the corresponding eigenvalue. Values µ 1 (x) and µ 2 (x) are generalizations of the Rayleigh quotient and similar to the symmetric matrices there exists minimax theorem for the hyperbolic QEP as well. for i = 1, . . . , n.
Theorem 2.2 (Markus [13] ). A Hermitian QEP where M is positive definite is hyperbolic if and only if there exists γ ∈ R such that the matrix Q(γ) is negative definite.
Remark 2.3. The scalar γ in Theorem 2.2, such that Q(γ) is negative definite, lies in the gap between the primary and the secondary eigenvalues, i.e., λ n+1 < γ < λ n .
3. Inertia of a hyperbolic QEP. The inertia of a symmetric matrix A is a triplet of nonnegative integers (ν, ζ, π), where ν, ζ, and π are respectively the number of negative, zero and positive eigenvalues of A. The following theorem shows that the inertia of a symmetric matrix Q(σ) is related to the number of eigenvalues of the QEP Q that are larger or smaller than σ, respectively. Theorem 3.1. Let M, C, and K be symmetric n × n matrices such that Q(λ) = λ 2 M + λC + K is a hyperbolic QEP and let λ 2n ≤ · · · ≤ λ n+1 < λ n ≤ · · · ≤ λ 1 be the eigenvalues of the QEP Q. If (ν, ξ, π) is the inertia of the matrix Q(σ) then ξ is the algebraic multiplicity of σ as an eigenvalue of the QEP Q and a) if σ > λ n then ν is the number of eigenvalues of Q larger than σ and π + n is the number of eigenvalues of Q smaller than σ, b) if σ < λ n+1 then ν is the number of eigenvalues of Q smaller than σ and π + n is the number of eigenvalues of Q larger than σ. Proof. For each λ ∈ R, Q(λ) is a symmetric n × n matrix with n real ordered eigenvalues µ n (λ) ≤ · · · ≤ µ 1 (λ), (3.1) where µ 1 , . . . , µ n are continuous functions of λ. It is easy to see that σ is an eigenvalue of the QEP Q of algebraic multiplicity k exactly when there exists 1 ≤ i ≤ n such that
Since M is a symmetric positive definite matrix, lim λ→±∞ µ i (λ) = ∞ for all i. By Theorem 2.2 there exists σ 0 ∈ R such that µ i (σ 0 ) < 0 for all i. Because each µ i is a continuous function it has at least two zeros, one on the right and one on the left side of σ 0 .
As each zero of µ i is also an eigenvalue of the QEP Q which has 2n eigenvalues, it follows that each µ i has exactly two zeros.
As µ 1 , . . . , µ n are continuous and ordered as in (3.1), it is not hard to deduce that if σ > σ 0 and σ is not an eigenvalue of Q then the number of negative eigenvalues of Q(σ) equals the number of eigenvalues of Q that are larger than σ. This proves a) and similarly we can prove b).
Remark 3.2. Theorem 3.1 is a generalization of a similar theorem in [14] , where M is a positive definite matrix and K is a negative definite matrix.
Based on the inertia we could apply the bisection to obtain the kth eigenvalue. The algorithm is similar to the algorithm for the symmetric eigenvalue problem. To derive more efficient methods, we use some faster methods that were successfully applied to tridiagonal eigenvalue problems: Laguerre's method [11, 12] , the Ehrlich-Aberth method [2] , and the Durand-Kerner method [9, 10] .
The above methods need stable and efficient computation of ν(Q(λ)), f (λ), f (λ)/f (λ) and f (λ)/f (λ), where f (λ) = det(Q(λ)). We discuss how to obtain these values using the three-term recurrences, the QR factorization, and the LU factorization in the next three sections.
4. Three-term recurrences. Let Q(λ) = (λ 2 M + λC + K), where M, C, and K are n × n tridiagonal matrices. We can write
The determinant of a tridiagonal matrix can be computed using the three-term recurrences, see, e.g., [6] . If
and
for r = 1, . . . , n − 1. For the sake of brevity the argument λ is omitted in the above equations.
As the above recurrences may suffer from overflow and underflow problems [10] , we define
for r = 1, . . . , n − 1. Remark 4.1. One can see that d 1 , . . . , d n are the diagonal elements from the LDL T factorization of the matrix Q(λ).
Remark 4.2. The algorithm may break down if d r = 0 for some r = 1, . . . , n − 1. In such case we introduce small perturbations and set
where ε is the machine precision. This corresponds to a small relative perturbation of matrices M , C, and K. A similar approach is used in [11] .
A QR factorization approach.
One can see that
This formula is applied in [2] for a stable O(n) computation of f (λ)/f (λ) via QR factorization when f (λ) = det(A − λI) and A is an unreduced tridiagonal matrix. We give a sketch of the algorithm, for details and the theory, see [2] . Let A − λI = QR, where
is an upper triangular tridiagonal matrix and Q is the product of n − 1 Givens rotations,
If we solve Rw = v, then
Kressner [7] generalized the above approach into an O(n) algorithm for the computation of tr(A −1 B), where both matrices A and B are tridiagonal. Suppose that
To compute tr(A −1 B) we need the diagonal elements of
it follows that
As reported in [2] , formula (5.1) is not stable. To make it stable, we have to avoid the explicit multiplication by matrix
Using the same notation it follows from
that we may rewrite formula (5.2) in a stable form
6. A LU factorization approach. In [3] one can find an algorithm for the computation of the derivative of the determinant using the LU factorization. Suppose that det(Q(λ)) = 0 and that P Q(λ) = LU is the result of Gaussian elimination with partial pivoting for Q(λ), where L is a lower triangular matrix with ones on the diagonal and U is an upper triangular matrix. Then
If we fix the permutation matrix P then for each µ in a small neighborhood of λ exist analytic matrices L(µ) and U (µ) such that
is the LU factorization of P Q(µ). By differentiating (6.1) at µ = λ we get
where M = L is a lower triangular matrix with zeros on the diagonal and V = U is an upper triangular matrix. Matrices M and V of the proper form and such that P Q = M U + LV can be computed from Q , P, L, and U (see Algorithm 6.1). It follows that
Algorithm 6.1 (Bohte [3] ). The algorithm solves the equation B = M U + LV for M and V , where L is a lower triangular matrix with ones on the main diagonal, U is a nonsingular upper triangular matrix, B is a square n × n matrix, M is a lower triangular matrix with zeros on the main diagonal, and V is an upper triangular matrix.
For the second derivative we have
where N = L is a lower triangular matrix with zeros on the diagonal and W = U is an upper triangular matrix. It follows that
From the relation (6.2) we get P Q − 2M V = N U + LW , which means that we can apply Algorithm 6.1 for the computation of N and W as well.
An implementation of Algorithm 6.1 for the banded matrices computes f /f and f /f in a linear time. The algorithm is more expensive than the three-term recurrences in Section 4, but its advantage is that it can be applied to non-tridiagonal matrices as well. Let us also mention that in [3] one can find a slightly modified algorithm that is able to compute f (λ) even if f (λ) = 0.
7. Divide-and-conquer. We choose m ≈ n/2 and write
Q 0 (λ) is a rank two modification of Q(λ). If we apply Theorem 2.2 then it is not hard to see that Q 1 and Q 2 are hyperbolic QEPs. The eigenvalues λ 2n ≤ · · · ≤ λ 1 of Q 0 , a union of the eigenvalues of Q 1 and Q 2 , are approximations to the eigenvalues λ 2n ≤ · · · ≤ λ 1 of Q. We can show that the eigenvalues of Q 0 and Q interlace. To show this useful property we introduce a convex combination of Q 0 and Q. Let Q t be a QEP defined by
Proof. From Theorem 2.2 it follows that there exists γ such that Q(γ) is negative definite. For each vector x ∈ R m we can define x ∈ R n as x = [
T . Since
T , where x 1 ∈ R m and x 2 ∈ R n−m , we have
and Q 0 is hyperbolic because of Theorem 2.2. One can see from
The following theory is a generalization of Theorem 5.2 in [12] .
be the ordered eigenvalues of the QEP Q t for t ∈ [0, 1]. Each eigencurve λ i (t) is then either constant or strictly monotone for t ∈ [0, 1] and i = 1, . . . , 2n.
Proof. From the construction of Q t (see, for example, the three-term recurrences in Section 4) it follows that the determinant of Q t (λ) can be expressed as
where p 
It follows from the above that the eigencurves λ i (t) for i = 1, . . . , 2n are either constant or strictly monotone for t ∈ [0, 1].
Proof. As matrices Q 1 (λ) and Q 2 (λ) are submatrices of Q(λ), it follows from Theorem 2.1 that the primary eigenvalues of Q 1 and Q 2 lie in the interval [λ n , λ 1 ]. Because of that the primary eigenvalues of Q 0 lie in the interval [λ n , λ 1 ]. Similarly we can show that the secondary eigenvalues of Q 0 lie in the interval [λ 2n , λ n+1 ]. Thus we prove points a) and c).
Point b) follows from Lemma 7.2. We know that λ i and λ i are connected by a monotone eigencurve λ i (t), which is bounded below and above by λ i+1 and λ i−1 , respectively. Remark 7.4. On the contrary to the divide-and-conquer method for the symmetric tridiagonal matrices, here λ i = λ i+1 does not imply that one of the eigenvalues of Q is λ i . Only if λ i−1 = λ i = λ i+1 then one can deduce that λ i is an eigenvalue of Q.
In the conquer phase we use a numerical method that computes the eigenvalues λ 1 , . . . , λ 2n of the QEP Q from the initial approximations λ 1 , . . . , λ 2n . Three numerical methods that may be applied for this task are presented in the next three sections.
8. Laguerre's method. To the characteristic polynomial f (λ) = det(Q(λ)) we can apply Laguerre's method, a well-known globally convergent method for finding polynomial zeros. One step of Laguerre's iteration is
For more details on the method and its properties see, e.g., [11, 16] .
The method is globally convergent with a cubic convergence in a neighborhood of a simple eigenvalue. If we add λ 2n+1 = −∞ and λ 0 = ∞ then for x ∈ (λ i+1 , λ i ) we have
In the divide-and-conquer algorithm we use Laguerre's method to compute the eigenvalues λ 2n ≤ · · · ≤ λ 1 of Q from the initial approximations λ 2n ≤ · · · ≤ λ 1 that are the eigenvalues of Q 0 . We know from Theorem 7.3 that λ i+1 ≤ λ i ≤ λ i−1 and that we can use λ i as an initial approximation for λ i . From ν(Q( λ i )) we see if λ i > λ i or λ i < λ i and then use the appropriate L + or L − sequence. The global convergence of Laguerre's method guarantees that we get all the eigenvalues by computing them independently one by one.
Although the convergence close to a simple eigenvalue should be cubic, we can expect very slow convergence in the beginning if λ i is closer to λ i−1 or λ i+1 than to λ i (see Figure 8 .1). The necessary condition [16] for the cubic convergence near a simple eigenvalue λ is that the sign of −f (x)/f (x) agrees with the sign of λ − x (see Figure 8. 2). To improve the convergence we first use the bisection on interval [λ i+1 , λ i ] (or [λ i , λ i−1 ]) until the condition for the cubic convergence is achieved. Due to the rounding errors, the condition −f (x)/f (x)(λ − x) > 0 might also be achieved near λ i−1 or λ i+1 . An additional criteria that we use is that near λ i the sign of f (x) has to agree with (−1) i+1 .
9. Ehrlich-Aberth method. This method simultaneously approximates all zeros of a polynomial f (λ) = det(Q(λ)). From an initial approximation x (0) ∈ C 2n the method generates a sequence x (j) ∈ C 2n that locally converges to the eigenvalues of the QEP Q. The Ehrlich-Aberth iteration is given by
for j = 1, . . . , 2n. For details on the method and its properties see, e.g., [1, 2] .
If the method is implemented in the Gauss-Seidel style then the convergence for simple roots is cubical and linear for multiple roots. We iterate only those eigenvalues that have not converged yet.
As in the previous section, we use the Ehrlich-Aberth method to compute the eigenvalues of Q using the eigenvalues of Q 0 as initial approximations. It may happen that Q 0 has multiple eigenvalues. In such case we have a division by zero in equation (9.1). In IEEE arithmetic this leads to ∞ in the denominator and consequently to x
To prevent this, we always slightly perturb the eigenvalues of Q 0 before we use them as initial approximations.
10. Durand-Kerner method. This is another method that simultaneously approximates all zeros of a polynomial. As the method requires that the leading coefficient of the polynomial is one, we apply it on
Similar to the Ehrlich-Aberth method we generate a sequence x (j) ∈ C 2n that locally converges to the eigenvalues of Q(λ). The equation for the Durand-Kerner method is
for j = 1, . . . , 2n. For details on the method and its properties see, e.g., [9] .
If we implement the method in the Gauss-Seidel style then the convergence for simple roots is superquadratical and linear for multiple roots. As in the previous section, we iterate only the eigenvalues that have not converged yet.
As in the Ehrlich-Aberth method, a division by zero occurs in (10.1) when Q 0 has multiple eigenvalues. To prevent this, we always slightly perturb the eigenvalues of Q 0 before we use them as initial approximations.
11. Numerical examples. In Matlab 7.0 on PC Pentium4 2.6 GHz 1 GB RAM we tested all three methods (Laguerre's method, the Ehrlich-Aberth method, and the Durand-Kerner method) on a limited set of tridiagonal QEPs. In the numerical examples we compare the average number of iterations, the computational time and the accuracy of the computed eigenvalues. As a measure of the accuracy we use the maximum relative error max i=1,...,2n
where λ i is the exact eigenvalue computed in Mathematica 5 using variable precision and λ i is an approximation computed in Matlab. Numerical experiments (see Example 11.2) show that the choice of the method for the computation of the derivatives of the characteristic polynomial has almost no effect on the accuracy and the number of needed steps. Unless it is mentioned otherwise, the three-term recurrences are used for the computation of det(Q(λ)). In all three methods one step (an iteration for one eigenvalue approximation) has linear time complexity. If we compare the number of operations needed for the equations (8.1), (9.1), and (10.1), together with the number of operations needed for the three-term recurrences in Section 4, then we can observe that one step of the Durand-Kerner method is the cheapest as it needs only values of f . One step of the Ehrlich-Aberth method needs f and f and is roughly equivalent to 2 Durand-Kerner steps. One step of Laguerre's method is even more expensive. It requires f , f , and f , and is roughly equivalent to 3.7 Durand-Kerner steps. Table 11 .1 The average number of iterations in the last divide-and-conquer step, the computational time, and the maximum relative error of the computed eigenvalues in Example 11.1.
The numerical results are presented in Table 11 .1. In the first four columns are the results for the Ehrlich-Aberth and the Durand-Kerner method. In the first two columns we use real arithmetic, while in the third and the fourth column we use complex perturbations and complex arithmetic. Complex perturbations increase the computational time for one iteration but in some cases (see Examples 11.3 and 11.4), where we have multiple or close eigenvalues, we might have faster convergence. In the fifth column are the results for Laguerre's method and in the last column are the results for the Matlab function polyeig, which uses linearization and is not optimized for tridiagonal matrices. One can see that polyeig is slower from the presented methods even for a moderate size of matrices.
We tested the methods on matrix dimensions from 50 to 800. The results in Table 11 .1 are organized in three parts. In the upper part is the average number of iterations in the last divideand-conquer step. For Laguerre's method we count bisection steps as well. As the dimension of the matrices increases, better the eigenvalues of Q 0 (λ) approximate the eigenvalues of Q(λ) and fewer iterations are needed in the final phase. The middle part in Table 11 .1 contains the computational times in seconds. One can see that although Laguerre's method needs fewer iterations, it runs slower than the Ehrlich-Aberth method which does not compute the second derivatives. The Durand-Kerner method is the fastest per one iteration but as it converges slower than the other two methods it needs more time. In the lower part of the table are the maximum relative errors of the computed eigenvalues. In this example all methods perform well and give small relative errors.
Example 11.2. In this example we compare three methods for the computation of the derivative of the determinant from Sections 4, 5, and 6. We use the Ehrlich-Aberth method and the same set of test matrices as in Example 11.1. Table 11 .2 The average number of iterations in the last divide-and-conquer step, the computational time, and the maximum relative error of the computed eigenvalues in Example 11.2.
The numerical results in Table 11 .2 show that there are only minor differences in the number of the needed steps and in the accuracy of the computed eigenvalues. The methods differ only in the computational time. Since the method that uses the three-term recurrences is the fastest, we use only this method in the remaining numerical examples.
Example 11.3. In this example we use matrices with constant diagonals and codiagonals, such that the QEP is hyperbolic. We take M = tridiag(0.1, 1, 0.1), C = tridiag(0.5, 5, 0.5), and K = tridiag(0.2, 1, 0.2). For such problem the eigenvalues can be computed analytically. All eigenvalues are simple, but we can expect problems in the divide-and-conquer approach because the eigenvalues of Q 0 appear in pairs.
Numerical results, organized in the same way as in Example 11.1, are presented in Table  11 .3. We can see that the number of iterations is larger than in Example 11.1. The EhrlichAberth method and especially the Durand-Kerner method have problems with close initial approximations. In this case Laguerre's method gives the best performance. The DurandKerner method converges slowly and gives large relative errors. This is probably because the equation (10.1) is very sensitive for close approximations. Table 11 .3 The average number of iterations in the last divide-and-conquer step, the computational time, and the maximum relative error of the computed eigenvalues in Example 11.3.
Example 11.4. We use
where Q 1 is the QEP from Example 11.1 and A(λ) = 10 −4 λe n e T 1 . The eigenvalues appear in clusters of order three.
Numerical results, organized in the same way as in the previous examples, are presented in Table 11 .4. Similar to the previous example, the performance of the Durand-Kerner method is not satisfactory, while the Ehrlich-Aberth method and Laguerre's method perform well. We believe that by using the modified Laguerre method and by estimating the multiplicities of the eigenvalues as in [11] , we could further improve the performance of Laguerre's method on QEPs with clusters of eigenvalues.
Example 11.5. The Ehrlich-Aberth and the Durand-Kerner method in complex arithmetic can also be applied of the methods to the QEPs that are not hyperbolic and where the eigenvalues might be complex. The interlacing property of the eigenvalues of Q 0 and Q is no longer true, but we can still expect that the eigenvalues of Q 0 are good initial approximations to the eigenvalues of Q. When the solutions are complex, Laguerre's method is not globally convergent anymore and without the inertia and the interlacing property we have no guarantee that the method returns all the eigenvalues.
For the first nonhyperbolic QEP we use random symmetric tridiagonal matrices. The diagonal elements of matrices M , C and K are uniformly distributed in Numerical results in Table 11 .5 show that the Ehrlich-Aberth and the Durand-Kerner method perform well and can be applied to such QEPs.
Example 11.6. For the second nonhyperbolic QEP we use an example from [15] , where M = tridiag(0.1, 1, 0.1), C = tridiag(−3, 9, −3), and K = tridiag(−5, 15, −5). All eigenvalues Table 11 .4 The average number of iterations in the last divide-and-conquer step, the computational time, and the maximum relative error of the computed eigenvalues in Example 11.4. Table 11 .5 The average number of iterations in the last divide-and-conquer step, the computational time, and the maximum relative error of the computed eigenvalues in Example 11.5.
are simple, but the eigenvalues of Q 0 are double. The results imply that the Ehrlich-Aberth and the Durand-Kerner method can be applied to nonhyperbolic QEPs as well. Table 11 .6 The average number of iterations in the last divide-and-conquer step, the computational time, and the maximum relative error of the computed eigenvalues in Example 11.6.
12. Conclusions. We have presented three numerical methods for the tridiagonal hyperbolic QEP. All methods can be easily parallelized. The divide-and-conquer approach combined with the Ehrlich-Aberth or Durand-Kerner method might be applied to more general problems, for instance, nonsymmetric tridiagonal quadratic eigenvalue problems, tridiagonal polynomial eigenvalue problems, banded polynomial eigenvalue problems, and others. In these applications, the algorithm based on the LU factorization might be used for an efficient computation of the derivative of the determinant.
