ABSTRACT. We study solutions of the nonlinear Hammerstein integral equation with changing-sign kernels by using a variational principle of Ricceri and critical points theory techniques. Combining the effects of a sublinear and superlinear nonlinear terms we establish new existence and multiplicity results for the equation. As an application we consider a semilinear Dirichlet problem for polyharmonic elliptic operators.
Introduction.
We study the solvability of the nonlinear Hammerstein integral equation (1) u(x) = Ω
k(x, y)f (y, u(y)) dy,
where Ω ⊂ R N is a bounded domain, i.e., open connected set, k(x, y) : Ω×Ω → R is a measurable and symmetric kernel and f (x, u) : Ω×R → R is a Carathéodory function, that is, f (x, u) is measurable for each u ∈ R and continuous for almost all x ∈ Ω.
The Hammerstein equation (1) appeared in the earlier 30s as a general model for study of semi-linear boundary-value problems. The kernel k(x, y) typically arises as the Green function of a differential operator. Green functions of specific boundary value problems admit lots of specific properties like positivity, maximum principles, pointwise estimates, etc., depending on the structure of the differential expression in the data and boundary conditions. If the kernel k(x, y) is positive, then methods of positive operators are applicable to study solutions of (1) . The advantage of positivity methods is that in many cases they allow to obtain not only existence but also rather precise information about a location of solutions, for example, between explicitly constructed suband super-solutions of the equation, see, e.g., [1, 8] .
Another classical method to study equation (1) is variational. If the kernel k(x, y) is symmetric, one can associate to (1) a functional J on a suitable energy space E such that critical points of J correspond to solutions of (1) . Then direct variational methods or methods of critical points theory could be used to study critical points of J. If in addition, the kernel k(x, y) is positive, then variational and positivity methods could be combined together. This provides a powerful tool for the study of multiple solutions of (1), see, e.g. [3] .
In the present paper we study (1) by variational methods, without assuming positivity of the kernel k(x, y). Examples of changing-sign kernels arise from higher order elliptic boundary value problems, see e.g., [4] . Instead of using positivity of the kernel we are going to apply to (1) a new variational principle of Ricceri [12] which provides a powerful tool for localization of minima of variational problems. In some sense such localization information can compensate for the lack of positivity properties and could be used efficiently, in order to prove the existence of multiple solutions of (1). In a convenient for our purposes form the variational principle reads as follows, see [12, 
where Ψ ρ := {u ∈ E : Ψ(u) < ρ} and cl w Ψ ρ is the closure of Ψ ρ in the weak topology of E. Then, for each ρ > inf E Ψ and each µ > ϕ(ρ), the restriction of the functional Φ + µΨ to Ψ ρ has a global minimum point in Ψ ρ .
Theorem 1 implies in particular that if there exists ρ > 0, such that ϕ(ρ) < 1/2, then the functional J = Ψ/2 + Φ has a local minimum point v ∈ Ψ ρ , see [12, Theorem 2.5] . Using such information one can proceed further, by applying the Mountain Pass theorems to J. We will use this strategy to study (1) under various assumptions on f (x, u). In the next section we introduce some notations and describe a variational setting of the problem. Section 3 is devoted to the proof of our main existence-localization theorem. In Sections 4 and 5 we apply this result to equation (1) with superlinear and combination of suband superlinear nonlinearities. Finally in the last section we describe applications to a polyharmonic boundary value problem.
2. Variational setting. In this section we define the energy space E generated by the integral kernel k(x, y) and the energy functional J for the Hammerstein equation (1) . These results are standard, see e.g., [10] . We present some proofs for completeness. In what follows L p = L p (Ω, R) stands for the Lebesgue space with the usual norm · p , p = p/(p − 1) for the index conjugate to p and
for the standard inner product in L 2 . By c, c 1 , . . . we denote various positive constants whose values are irrelevant.
We write equation (1) in the operator form
is a nonlinear superposition operator generated by the function f and K is a linear integral operator
generated by the kernel k. Hereafter we assume that
Since the kernel k(x, y) is symmetric K is self-adjoint in L 2 , see cf., [15] for regular operators and [14] for the general case. Let L be the left inverse to K. It is defined as an unbounded positive definite self-adjoint operator in
Define a bilinear form u, v on D(L) by means of the formula
It is clear that ·, · is symmetric and
Therefore ·, · is a closable form in L 2 . By E we denote the domain of the closure of ·, · in L 2 . Thus E is a Hilbert space with a scalar product ·, · and the corresponding norm · = ·, · . The space E is said to be the energy space for operator K.
By E we denote the dual space to E obtained by the completion of L 2 with respect to the norm x = (x, Kx) 1/2 . It is easy to see that the conjugate to E space E can be identified with the space E . Namely for any l ∈ E there exists y ∈ E such that l(x) = (y, x) for all x ∈ E, moreover, l = y . The energy space E can be represented as
is a square root of K,K is a closure of K with respect to the · and " ∼ =" means an isomorphism. Therefore the embeddings
Define the energy functional for Hammerstein equation (1) on the space E by the formula
where
In what follows we make the following assumptions on the growth of the nonlinearity:
Lemma 2. Assume (f ) holds. Then Φ is well-defined and sequentially weakly continuous on E.
Proof. By (f ) and since E ⊂ L p it is standard to see that the superposition operator
Therefore the functional Φ is well defined on E. We are going to check that Φ is sequentially weakly continuous on E.
Moreover, by using (f ) we obtain the uniform bound
for some H ∈ L 1 . Therefore the Lebesgue dominated convergence theorem implies that Φ(u n k ) → Φ(u), as required.
Lemma 3. Assume (f ) holds. Then the energy functional J is continuously differentiable on E with the derivative given by
J (u)(h) = (Lu, h) − Ω f (x, u(x))h(x)dx for all h ∈ E.
Any critical point of J is a solution to the Hammerstein equation (1).
Proof. To prove the lemma it is enough to show that Φ is continuously differentiable on E. To do this we prove first that Φ is Gâteaux
By the mean value theorem there exists a function θ, which can be chosen measurable, see [15] such that 0 ≤ θ(x) ≤ 1 and
By using (f ) again we conclude that
for some H ∈ L p . Thus the Lebesgue dominated convergence theorem implies that
Since the energy space E is continuously embedded into L p we see that Φ is Gâteaux differentiable on E with the derivative given by
Finally, from the continuity of the superposition operator f (·, u) from E into L p we conclude that Φ is continuously (Frechet) differentiable on E.
3. Existence of a minimum. In this section we apply a variational principle of Ricceri [12, Theorem 2.5] to the energy functional J on E. For ρ ≥ 0 define
where κ > 0 denotes the embedding constant of E into L p , that is,
Our main existence-localization result reads as follows.
Theorem 4. Assume (f ) holds and there exists ρ * > 0 such that
Then the functional J has a local minimum u in E such that u < ρ * .
Proof. We are going to apply Theorem 1 to the functionals Ψ(u) := u 2 and Φ(u) on E. Rewriting (2) we deduce from Theorem 1 that, if there exists ρ > 0 such that
which is fulfilled if there exists ρ > 0 such that
We are going to estimate the lefthand side of (5). As in [2] , if ρ > 0, |τ | < ρ and τ = 0 then by using (f ) we obtain
Therefore J has a local minimum u ∈ E such that u < ρ * , provided that Λ(ρ * ) < ρ * for some ρ * > 0.
In the next sections we consider concrete examples of nonlinearities f (x, u) such that explicit estimates on ρ * are available and can be used for proving the existence of multiple solutions of Hammerstein equation (1).
Applications: a nonhomogeneous superlinear problem.
In this section we apply Theorem 4 combined with the Mountain Pass theorem for the study of solutions of equation (1) with nonhomogeneous superlinear nonlinearity. First we consider the case
where λ > 0 is a real parameter, 0 = γ ∈ L p , 0 < β ∈ L p/(p−q) for some q ∈ (2, p) and g : R → R is a continuous function such that g(0) = 0 and g satisfies the assumptions:
We denote by J λ the energy functional which corresponds to f λ (x, u). Proof. We shall apply Theorem 4 to J λ in order to prove the existence of a local minimum of J λ for small λ > 0. Then we obtain the second solution by using the Mountain Pass theorem.
Step 1. J λ has a local minimum. It is clear that (f 1 ) and (g 1 ) implies (f ). Hence, we can use Theorem 4. The function Λ(ρ) becomes in this case
By the direct computations one can see that if
Then by Theorem 4 we conclude that J λ has a local minimum u λ ∈ E such that u λ < ρ * (λ).
Step 2. J λ is unbounded below. The assumption (g 2 ) implies that
for some c 1 , c 2 > 0. Thus for u ∈ E and τ > 0 we obtain
Since σ > 2 for a fixed u = 0 we see that
Step 3. J λ satisfies the Palais-Smale condition. Let (u n ) ⊆ E be a Palais-Smale sequence for J λ , that is,
We need to show that (u n ) contains a convergent subsequence. Fix ν ∈ N such that for all n > ν and v ∈ E
By assumption (g 2 ) it follows that for n > ν
which implies that (u n ) is bounded in E.
We shall prove that (u n ) admits a strongly convergent subsequence in E. Since (u n ) is bounded in E it contains a subsequence, that we still denote by (u n ), which is weakly convergent to some u ∈ E. Choose a positive number M 0 such that u n − u < M 0 for each n ∈ N. Then, for any ε > 0, there exists ν 0 ∈ N such that for all v ∈ E and n > ν 0 we have
Therefore for all n > ν 0 we obtain
Since E is compactly embedded in L p the sequence (u n ) converges strongly to u in L p . Applying the Lebesgue dominated convergence theorem we conclude that
Therefore,
Since Ψ (u) is a linear continuous functional on E we conclude that
Then (6) and (7) imply
Now all conditions of the Mountain Pass theorem are satisfied, see, e.g., [5, 11] , so we conclude that J λ has a critical point v λ , which is different from the local minimum u λ , obtained at Step 1.
Similar arguments can be used in the case
where λ > 0 is a real parameter, 0 = γ ∈ L (q−1)p and g : R → R is a continuous function such that g(0) = 0 and g satisfies assumptions (g 1 ), (g 2 ). Nonlinearities of this kind arise after the reduction of a superlinear elliptic boundary value problem with nonzero Dirichlet boundary data to Hammerstein equation (1). Proof. From (f 2 ) and (g 1 ) we deduce that
Thus the condition (f ) is satisfied. The function Λ(ρ) becomes in this case
,
. Therefore by Theorem 4 we conclude that J λ has a local minimum u λ ∈ E such that u λ < ρ * (λ).
Existence of a second solution v λ to (1) for λ ∈ (0, λ * ) can be derived via the Mountains Pass theorem in the same way as in the proof of Theorem 5. We omit the details here.
5.
Applications: a combination of sub and superlinear terms. In this section we prove the existence of multiple nontrivial solutions to equation (1) with the nonlinearity which is a combination of sublinear and superlinear terms. We consider
where λ > 0 is a real parameter, 0 < α ∈ L p/(p−r) for some r ∈ (1, 2), β ∈ L p/(p−q) for some q ∈ (2, p) and g : R → R is a continuous function such that g(0) = 0 and g satisfies assumptions (g 1 ), (g 2 ). In this case u = 0 is a trivial solution to (1) . We prove the following. Proof. We shall apply Theorem 4 to J λ in order to prove the existence of a local minimum u λ of J λ for small λ > 0. Then we obtain the second solution v λ by using the Mountain Pass theorem. Note that f λ (x, 0) = 0 and u ≡ 0 is a trivial solution to (1). So we must ensure that u λ and v λ are different from zero.
Step 1. J λ has a local minimum. From (f 3 ) and (g 1 ) we deduce that
By the direct computations one can see that if we set
then for each λ ∈ (0, λ * ) one has Λ(ρ * (λ)) < ρ * (λ). By Theorem 4 we conclude that J λ has a local minimum u λ ∈ E such that u λ < ρ * (λ).
Step 2. u λ is different from zero. In order to prove that u λ = 0, we observe that u = 0 is not a local minimum of J λ for any λ ∈ (0, λ * ). Indeed, fix w ∈ E, w = 0. Let τ ∈ R. Then (g 1 ) implies that
Since α(x) > 0 in Ω we conclude that J λ (τw) < 0 for τ close to zero. Therefore u λ = 0. 
