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Abstract
We study elliptic functions in quaternionic analysis and prove some analogues of classical theorems
from the complex case. The main result is an analogue of Riemann’s period relations, for closed
differential 1-forms and 3-forms on H/L, where L ⊂ H is a lattice. As an application we prove a
linear relation among quasi-periodicity constants of the quaternionic Weierstrass ζ-function, where
the coefficients are rational functions of the lattice generators. When L is a left-ideal for a maximal
order O in a definite quaternion algebra over Q, we prove a family of such relations, parametrized by
non-zero elements of the maximal order.
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1 Introduction
Let X = L/H, where L ⊂ H is a full-rank lattice with generators λ1, · · · , λ4. For d = 1, · · · , 3 we write
E(d) = E(1)(X) for the space of closed H-valued differential d-forms on X , with possible singularities
on the lattice L. The generators λ1, · · · , λ4 determine homology classes γ1, · · · , γ4 ∈ H1(X,Z), with
respect to which we define the period of a closed 1-form ω ∈ E(1) as
P (ω) = t
(∫
γ1
ω, · · · ,
∫
γ4
ω
)
.
Likewise, λ1, · · · , λ4 determine a basis ξ(1), · · · , ξ(4) for H3(X,Z), where ξ(i) is a face of a fundamental
parallelogram ξ determined by λi. For each ω ∈ E(3) we also define a period vector
P (ω) = t
(∫
ξ(1)
ω, · · · ,
∫
ξ(4)
ω
)
.
For ω1 ∈ E(1) and ω3 ∈ E(3), we can write ω1 ∧ ω3 = F (q)dv, where dv is the volume form, and F (q) a
function defined on Ur = int(ξ)−Br(0), with Br(0) the ball of radius r at 0. Writing ω1 = df , the basic
period relation is the following consequence of Stokes’ theorem (Proposition 4.1.3) :
tP (ω3)JP (ω1) = −
∫
Ur
F (q)dv + Cr(ω3f),
where J = diag(1,−1, 1,−1), and
Cr(ω) =
∫
∂Br(0)
ω.
To obtain relations among the periods of 1-forms, we consider the map
R : E(1) → E(3), R(ω) = ω ∧ dq ∧ dq.
Then we have
P (R(ω)) = P (ω)JQ,
(Lemma 4.1.4) where Q is a quaternionic hermitian matrix obtained from λ1, · · · , λ4.
Riemann’s period relations are a consequence of similar considerations as above, combined with the fact
that a complex function f is holomorphic if and only if dz ∧ df = 0, in which case
1
2i
ω ∧ ω = |f ′(z)|dx ∧ dy.
The analogous facts in quaternionic analysis are as follows: a function f : U → H on a domain U ⊂ H
2
is (left) regular if and only if Dq ∧ df = 0, in which case (Lemma 4.1.5)
R(df) ∧ df = −|∂lf(q)|2dv.
Here Dq is a distinguished closed 3-form (2.10) that plays a role similar to dz, and ∂l is the left-derivative
of f , which exists when f is regular.
Let Λ ∈ GL4(R) be the matrix of the real components of λ = t(λ1, · · · , λ4), so that
λ = Λ · ρ, ρ = t(1, e1, e2, e3),
and put
λ̂ = det(Λ)Λ−1 · ρ.
We say ω = df ∈ E(1) is meromorphic if f(q) is regular on H − L, with possible poles on L. Our main
theorem is as follows.
Theorem Let ω = df and ω′ be meromorphic 1-forms in E(1)(X). Then
tP (ω)QP (ω) = −
∫
Ur
|∂lf |2dv − Cr(R(ω)f),
tP (ω′)QP (ω) = −Cr(R(ω′)f),
tλ̂ · P (ω) = 2π2res0(f).
If ω and ω′ are regular on all of X ,
tP (ω)QP (ω) = −
∫
X
|∂lf |2dv,
tP (ω′)QP (ω) = 0,
tλ̂ · P (ω) = 0.
See Theorem 4.1.6 for a more complete statement.
The quaternionic Weierstrass-ζ function is a quasi-periodic function on H − L, whose quasi-periodicity
constants tη = (η1, · · · , η4) with respect to λ1, · · · , λ4 are defined by
ηi = ζ(q + λi)− ζ(q), i = 1, · · · , 4.
The constants ηi are closely related to regularized values for the divergent Eisenstein series of lowest
weight associated to L. A direct application of the theorem then shows that
tλ̂ · η = 2π2.
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When L has quaternionic multiplication, two applications of the theorem, one of which is the identity
above, together with an argument involving matching residues of poles of quaternionic elliptic functions,
suffice to prove the following.
Theorem Let D ⊂ H be a division algebra over Q, and L ⊂ D a left-ideal for a maximal order O. Let
O →M4(Z), a 7→ Ua be the integral representation of O determined by aλ = Uaλ. Then for each a ∈ O×,
t(tUaλ̂) · η
2π2
=
a−1
N(a)
.
Note that the right-hand side is in D, and the factor tUaλ̂ is a rational function of the components of λi.
2 Regular Quaternionic Functions
In this section we briefly review the basic facts about regular quaternionic functions, and establish nota-
tion. A reliable reference is [Sud79].
Notation
The standard quaternions are denoted e1, e2, e3, so that e2i = e1e2e3 = −1. The space of quaternions is
denoted H, and an element q ∈ H is written
q = t+ e1x1 + e2x2 + e3x3.
Occasionally, it will be useful to write q =
∑3
i=0 eixi, so we set e0 = 1 and x0 = t. The subsets H0 and
H1 of H consist of quaternions of real part zero and norm one, respectively, where the norm N : H → R
is the function
N(q) = qq.
There will be several families of functions {Fν} indexed by ν = (n1, n2, n3) ∈ N3. We put
|ν| = n1 + n2 + n3.
We write ν ≥ 0, resp. ν > 0, if |ν| ≥ 0, resp. |ν| > 0. For ν1, ν2 ∈ N3, the relations ν1 ≥ ν2 and ν1 > ν2
are defined in the obvious way. For n ∈ N, we put
σn = {ν = (n1, n2, n3) ∈ N3 : |ν| = n}. (2.1)
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We will make use of the following sum notations:
∑
ν≥0
Fν =
∞∑
n=0
∑
ν∈σn
Fν ,
∑
ν>0
Fν =
∞∑
n=1
∑
ν∈σn
Fν .
We will also write F(1), F(2), F(3), or F100, F010, F001, instead of F(1,0,0), F(0,1,0), F(0,0,1), respectively.
2.1 Regular Homogeneous Functions
If f(q) is an H-valued differentiable function on H, the following differential operators act on it:
∂lf =
1
2
(
∂f
∂t
− e1 ∂f
∂x1
− e2 ∂f
∂x2
− e3 ∂f
∂x3
)
,
∂lf =
1
2
(
∂f
∂t
+ e1
∂f
∂x1
+ e2
∂f
∂x2
+ e3
∂f
∂x3
)
,
∂rf =
1
2
(
∂f
∂t
− ∂f
∂x1
e1 − ∂f
∂x2
e2 − ∂f
∂x3
e3
)
,
∂lf =
1
2
(
∂f
∂t
+
∂f
∂x1
e1 +
∂f
∂x2
e2 +
∂f
∂x3
e3
)
.
(2.2)
The function f is left-regular if ∂lf = 0, and right-regular if ∂rf = 0. By a regular function we always
mean a left-regular one. The set of left-regular (resp. right-regular) functions form a right (resp. left)
H-vector space.
A function f : H× → H is called homogeneous of degree n ∈ Z if f(rq) = rnf(q) for all q ∈ H× and
r ∈ R×. The right vector space of left-regular homogeneous functions of degree n is denoted Un.
The functions
zi = tei − xi, i = 1, 2, 3 (2.3)
are both left and right regular, and form an H-basis for U1.
For ν = (n1, n2, n3) ∈ N3 and n = |ν|, let Iν denote the set of n-tuples (i1, · · · , in) such that
{i1, · · · , in} = {n1 · 1, n2 · 2, n3 · 3}
as multi-sets. The distinguished regular homogeneous polynomials Pν are defined as
Pν(q) =
1
n!
∑
(i1,··· ,in)∈Iν
zi1zi2 · · · zin . (2.4)
For the case n = 0, we put
P000(q) = 1.
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Then for all n ≥ 0, the set {Pν(q) : ν ∈ σn} is a right H-basis for Un. In particular,
dimH Un =
1
2
(n+ 1)(n + 2).
In negative degrees we have U−1 = U−2 = {0}. The space U−3 has dimension 1 over H, and is spanned
by
G(q) =
q−1
Nq
. (2.5)
For each ν ∈ N3, we have a differential operator
∂ν =
∂n
∂xn11 ∂x
n2
2 ∂x
n3
3
. (2.6)
The functions
Gν(q) = ∂νG(q) (2.7)
are left and right regular, and homogeneous of degree −n− 3. The set {Gν(q) : |ν| = n.} is an H-basis
for U−n−3. Clearly,
∂µGν = Gν+µ.
It follows from d
dxi
zi = −1 that
∂νPµ =
{
(−1)nPµ−ν if µ ≥ ν,
0 otherwise.
(2.8)
There is a distinguished H-valued 1-form
dq = dt+ e1dx1 + e2dx2 + e3dx3 (2.9)
and a distinguished 3-form given by
Dq = dx1 ∧ dx2 ∧ dx3 − e1dt ∧ dx2 ∧ dx3 + e2dt ∧ dx1 ∧ dx3 − e3dt ∧ dx1 ∧ dx3. (2.10)
If U ⊂ H is a domain, and f : U → H is differentiable, it determines a 1-form
df =
∂f
∂t
dt+
∂f
∂x1
dx1 +
∂f
∂x2
dx2 +
∂f
∂x3
dx3.
The function f is regular if and only if Dq ∧ df = 0. If f and g are left and right-regular functions on U ,
respectively, the form gDqf is closed.
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Let Br(a) denote the ball of radius r at a. If f is regular on Br(a)−{a}, it has a unique series expansion
of the form
f(q) =
∑
ν≥0
Pν(q − a)aν +Gν(q − a)bν (2.11)
where
aν =
1
2π2
∫
S
Gν(q − a)Dqf(q), bν = 1
2π2
∫
S
Pν(q − a)Dqf(q), (2.12)
for S any differentiable 3-chain homologous to ∂Br(a) in the domain of f .
Clearly f : Br(a)→ H can be extended to a regular function at a if and only if all bν = 0. In that case
aν = (−1)n∂νf(a).
We say f : U −{a} → H is meromorphic at a if only finite many bν in (2.11) are non-zero. In that case the
residue of f at a is defined and denoted by
resa(f) = b0 =
1
2π2
∫
S
Dqf(q).
The group H× ×H× acts on the space of regular functions f : H× → H by
u = (a, b) ∈ H× ×H×, (u · f)(q) = bf(a−1qb).
Each Un becomes a representation of H× ×H× in this way.
If f : U → H is regular at a ∈ U , and a 6= 0, the function
(Rf)(q) =
q−1f(q−1)
Nq
(2.13)
is regular at a−1. The map f 7→ R(f) is an involution, and induces isomorphism of representations
Un → U−n−3 for each n ∈ Z.
2.2 Supplements on Polynomials and Power Series
Some of the material in this subsection is implicit in the literature.
The following proposition is the quaternionic analogue of the basic identity
zm
m!
zn−m
(n−m)! =
(
n
m
)
zn
n!
.
7
Proposition 2.2.1.— For integers n > m > 0 and ν ∈ σn,
∑
|µ| = m
µ < ν
PµPν−µ =
(
n
m
)
Pν
Proof. This follows from the definition (2.4) by the following combinatorial argument. One identifies the
indexing set of the monomials occuring in Pν(q) with the set of paths contained in [0, n]3, from 0 to ν, in
positive unit-steps along the cardinal directions. Multiplication of the monomials in zi then corresponds
to the composition of paths. The identity reflects the fact that for m < n fixed, each path from 0 to ν is
uniquely the composition of a path of length m from 0 to some µ < ν, followed with another of length
n−m from µ to ν .
Proposition 2.2.2.— For |q| < |p|, and µ ∈ N3,
(a) Gµ(p− q) =
∑
ν≥0
Pν(q)Gν+µ(p) =
∑
ν≥0
Gν+µ(p)Pν(q).
(b) Gµ(p+ q) =
∑
ν≥0
(−1)|ν|Pν(q)Gν+µ(p) =
∑
ν≥0
(−1)|ν|Gν+µ(p)Pν(q).
The convergence is uniform on {(p, q) : |q| ≤ r|p|} ⊂ H2, for any r < 1.
Proof. Clearly (a) and (b) become equivalent via q → −q. The case µ = 0 of (a) is
G(p − q) =
∑
ν≥0
Pν(q)Gν(p) =
∑
ν≥0
Gν(p)Pν(q),
which is proved in [Sud79, Prop. 10]. The case µ = 0 of (b) then follows:
G(p + q) =
∑
ν≥0
(−1)|ν|Pν(q)Gν(p) =
∑
ν≥0
(−1)|ν|Gν(p)Pν(q).
Applying ∂µ, by uniform convergence and the relation (2.8), we have
Gµ(p+ q) = ∂µG(p + q) =
∑
ν≥0
(−1)n(∂µPν(q))Gν(p) =
∞∑
n=m
∑
|ν| = n
ν ≥ µ
(−1)n−mPν−µ(q)Gν(p).
After the change of variable ρ = ν − µ, we obtain
Gµ(p+ q) =
∑
ρ≥0
(−1)|ρ|Pρ(q)Gµ+ρ(p),
which is (b), from which (a) follows.
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For each ν ∈ N3, we have
|Pν(q)| ≤ 1
n!
∑
i∈Sν
|zi1 ||zi2 | · · · |zin | =
|z1|n1
n1!
|z2|n2
n2!
|z3|n3
n3!
. (2.14)
If p = −e1x1 − e2x2 − e3x3 for xi > 0, then zi(p) = xi = |zi(p)|, and the upper bound is attained.
Since {RPν(q) : |ν| = n} and {Gν(q) : |ν| = n} are two bases for the same right H-vector space, for
each n there exists some constant Cn > 0 such that
|Gν(q)| ≤ Cn|q|n+3 . (2.15)
Let Z1, Z2, Z3 denote abstract variables, and for ν ∈ σn write
Zν = Zn11 Z
n2
2 Z
n3
3 ∈ Z[Z1, Z2, Z3]. (2.16)
The map Pν(q) → Zν is then a bijection between regular homogeneous polynomials and monomials in
R[Z1, Z2, Z3]. Let H0 ⊂ H consist of the pure quaternions e1x1 + e2x2 + e3x3. We have
P(i)(e1x1 + e2x2 + e3x3) = −xi, i = 1, 2, 3,
therefore
Pν(e1x1 + e2x2 + e3x3) = (−1)nxn11 xn22 xn33 .
We put
R = H[[Z]] = Z[[Z1, Z2, Z3]]⊗Z H. (2.17)
If f : U → H is a regular function on a neighbourhood of 0, the series expansion
f(q) =
∑
ν≥0
Pν(q)an
can be encoded as an element of R given by
F (Z1, Z2, Z3) =
∑
ν≥0
Zn11
n!
Zn22
n2!
Zn33
n3!
(−1)naν .
It follows from (2.14) that F and the series for f have the same radius of convergence. The function
f 7→ F then maps Un isomorphically onto the subspace of homogeneous polynomials of degree n in R.
Let H0 denote the subspace of pure quaternions p, i.e. for which Re(p) = 0. Let U0 = U ∩H0. Then for
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any p = e1x1 + e2x2 + e3x3 ∈ U0, we have
f(p) = F (x1, x2, x3).
In particular, the series F is absolutely convergent on {(x1, x2, x3) :
∑3
i=1 eixi ∈ U0}, and defines a
real-analytic function U0 → H.
The following definition and proposition are from Clifford analysis. See for instance [BDS82].
Definition 2.1. Suppose that U0 ⊂ H0 and U ⊂ H are open sets, such that U0 ⊂ U . Then U is called an
x0-normal open neighbourhood of U0 if for every u ∈ U , the set {t + u : t ∈ R} ∩ U is connected, and
contains exactly one point of U0.
Proposition 2.2.3.— Suppose U0 ⊂ H0 is a domain, and f0 : U0 → H a real-analytic function. There
exists a maximal x0-normal neighbourhood U of U0, and a unique regular function f : U → H such that
f0 = f |U0 .
Let F be the sheaf of regular functions on H, and
Fa = lim−→
q∈U
F(U)
the stalk of F at a ∈ H. The functions
sr,a : F(Br(a))→ H[Z1, Z2, Z3],
∑
ν≥0
Pν(q − a)aν 7→
∑
ν≥0
(−1)nZνaν
are injective, and induce an embedding
sa : Fa → H[Z1, Z2, Z3],
whose image coincides with absolutely convergent power series in H[Z1, Z2, Z3].
Let U ⊂ H be an x0-normal neighbourhood of U0 ⊂ H0. If f and g are regular functions defined on U ,
then f0g0 : U0 → H is a real-analytic function on U0, which by the proposition above is necessarily of the
form h|U0 for a regular function h : U ′ → H on another x0-normal neighbourhood of U0. The function
h is called the CK-product (Cauchy-Kovalevskaya) of f and g, denoted f ∗ g. If a ∈ U0, and F , G are the
series expansions of f and g at a, then FG is the series expansion of h. It follows that
sa(f ∗ g) = sa(f)sa(g).
Thus the ring structure induced by the CK-product on the stalks Fa corresponds with the power series
ring structure on the series H[Z1, Z1, Z2].
Let
F×a = lim−→
r>0
F(Br(a)− {a}).
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Then F×a denotes the germ of regular functions in a punctured neighbourhood of a. Clearly there’s an
injection Fa → F×a induced by restrictions F(Br(a))→ F(Br(a)−{a}). The CK-product again equips
F×a with a ring structure, and the map F×a → Fa is a ring homomorphism.
Let
N = Z21 + Z
2
2 + Z
2
3 ∈ H[[Z1, Z2, Z3]],
and
H[[Z1, Z2, Z3, N
−1]] = Z[[Z1, Z2, Z3, N
−1]]⊗Z H.
Proposition 2.2.4.— There’s a unique continuous ring homomorphism s×a : F×a → H[[Z1, Z2, Z3, N−1]]
such that the following diagram commutes:
Fa

sa
// H[[Z1, Z2, Z3]]

F×a sa
// H[[Z1, Z2, Z3, N
−1]].
Proof. We claim that for each f ∈ F(Br(a)×) there’s a unique series F ∈ H[[Z1, Z2, Z3, N−1]] that
converges on Br(a)×∩H0, and coincides with the value of f there. Then s×a (f) = F satisfies all required
properties, and is unique because it’s determined by its values.
Since f is determined by the series expansion2.11, it’s enough to show the claim for the functions Gν(q).
In other words, that the restriction of Gν(q) to U0 = H0 ∩ U coincides with the value of a rational
function of the form N−kH , where H ∈ H[[Z1,Z2,Z3]]. For ν = 0 one can take k = 1 and H0 =
−Z1e1 − Z2e2 − Z3e3. Now applying ∂ν to a function f corresponds to applying ∂∂Zν to the rational
function F representing it on U0. Since the latter operator preserves the form N−kH , this proves the
claim for Gν(q) and hence all f by continuity.
If f : U − {a} → H is regular, and meromorphic at a, order of the pole of f at a is the smallest integer
k > 0 such that s×a (f)N
k ∈ H[[Z1, Z2, Z2]]. We say the pole is simple if k = 1. Equivalently, f has a
simple pole at a if f(q) = G(q − a)b0 + f0(q), where b0 6= 0, and f0(q) is regular at a.
3 Elliptic Functions associated with Lattices
Let L ⊂ H be a full-rank lattice. By a quaternionic elliptic function for L we mean a smooth function
f : H− L→ H that is quadruply periodic:
f(q + λ) = f(q), λ ∈ L, q ∈ H− L.
If f is sufficiently well-behaved, for instance left-regular, it has a series expansion whose coefficients are
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invariants of the lattice L. As functions on spaces of lattices, they are often automorphic forms. In this
section we construct elliptic functions and the corresponding automorphic forms, and describe their basic
properties.
The first steps in this topic were taken by R. Fueter [Fue45] in the 1930s and 40s. It has been generalized
since to the context of Clifford analysis by others, notably by R. Krausshar (and collaborators), whose
comprehensive Habilitationsschrift [Kra04] also contains valuable surveys and a wealth of references. In
this work we shall approach the topic from a more geometric rather than analytic direction, though we
still need to provide the basic analytic constructions, which we do in this section. The author discovered
quaternionic elliptic functions independently after reading Sudbery’s primer on quaternionic analysis
[Sud79], and wishes to apologize for any due credit still left unpaid.
3.1 Quaternionic Lattices Up to Homothety
Let Lat denote the set of all full-rank lattices L ⊂ H. We fix an isomorphism H→ R4, q 7→ [q], where
[x0 + e1x1 + e2x2 + e3x3] = (x0, x1, x2, x3).
Then g ∈ GL4(R) acts on H on the right by qg = tρ · (g−1[q]), ρ = t(1, e1, e2, e3), hence also on Lat.
Let L1 = SpanZ(ρ), and put L · g = {qg : q ∈ L}. Then g 7→ L · g is a surjective map GL4(R) → Lat
that induces a bijection
GL4(Z)\GL4(R)→ Lat.
The group H1 ×H1 also acts on H by (a, b) · q = aqb−1, and hence also on Lat. We say L1 is homothetic
to L2 if L1 = aL2b−1 for some a, b ∈ H1. Let Lat∗ denote the set of homothety classes in Lat. The
action of H1×H1 modulo the kernel {(1, 1), (−1,−1)} factors through GL4(R) via a map (a, b) 7→ ga,b,
characterized by aLb−1 = L · ga,b. The image K of (a, b) 7→ ga,b is maximal compact in GL4(R), being
isomorphic to SO(4). Thus we have a bijection
GL4(Z)\GL4(R)/K → Lat∗,
identifying Lat∗ with the symmetric space of GL4(R).
Any representation (ρ, V ) of H1 ×H1 determines a vector bundle V = Lat×H1×H1 V → Lat∗ the usual
way. A section of V is then a function f : Lat→ V satisfying
f(aLb−1) = ρ(a, b)f(L).
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3.2 Eisenstein Series
Let L ⊂ H denote a lattice of full rank. For ν ∈ N3, the quaternionic Eisenstein series is defined by
Eν(L) =
∑
a∈L∗
Gν(a). (3.1)
By (2.15), it converges if |ν| > 1, and so provides a function Eν : Lat → H. Since Gν(q) is an odd
function if |ν| is even, Eν = 0 in that case. The first non-trivial examples are therefore E210(L), E111(L),
etc.
For n > 0 odd, let (ρn, U−n−3) denote the representation of H× × H× on the space Un of regular
polynomials of degree −n− 3, given by
(ρn(a, b)f)(q) = bf(a
−1qb).
Since {Gν(q) : ν ∈ σn} is a basis for U−n−3, for each pair a, b ∈ H1 there exist constants cµν =
cµν(a, b) ∈ H such that
bGν(a
−1qb) =
∑
µ∈σn
Gµ(q)cµν .
Then
bEν(a
−1Lb) =
∑
λ∈L∗
bGν(a
−1λb) =
∑
λ∈L∗
(ρ(a, b)Gν)(λ) =
∑
λ∈L∗
∑
µ∈σn
Gµ(λ)cµν =
∑
µ∈σn
Eµ(λ)cµν .
More generally, for any f ∈ U−n−3 we can define
En(L, f) =
∑
ν∈L∗
f(λ),
which then satisfies
En(a
−1Lb, f) = b−1En(L, ρn(a, b)f).
Writing U∗n for the space of right H-linear functions α : U−n−3 → H, we can define an action ρ∗n of
H1 ×H1 on U∗n by
(ρ∗n(a, b)α)(f) = b
−1α(ρn(a, b)f).
Then (ρ∗n, U
∗
n) determines a vector bundle Un on Lat, and the equivariant map
En : Lat→ U∗n, En(L)(f) = En(L, f),
determines a section of the corresponding automorphic vector bundle Un → Lat∗. Note that En is not an
automorphic form on GL4(R), but a double cover of it, since the representation of H1 ×H1 on U∗n does
not factor through SO(4).
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3.3 Weierstrass ζ-function and ℘-function
For ν > 0, by analogy with the complex case the Weierstrass ℘ν-function is defined as
℘ν(q) = Gν(q) +
∑
λ∈L∗
Gν(q + λ)−Gν(λ). (3.2)
It is a left and right-regular elliptic function for the lattice L, with poles on L. If |ν| ≥ 2, it is evidently
equal to
−Eν(L) +
∑
λ∈L
Gν(q + λ).
Since ∂µGν = Gν+µ, we have
∂µ℘ν(q) = ℘µ+ν(q). (3.3)
Let rL be the length of the smallest non-zero element of L. For |q| < rL, by Proposition 2.2.2 we have
Gν(q + a)−Gν(a) =
∑
µ>0
(−1)mPµ(q)Gµ+ν(a) =
∑
µ>0
(−1)mGµ+ν(a)Pµ(q),
therefore
℘ν(q) = Gν(q) +
∑
a∈L∗
∑
µ>0
(−1)mPµ(q)Gµ+ν(a) =
∑
a∈L∗
∑
µ>0
(−1)mGµ+ν(a)Pµ(q).
Now bringing the outer sum inside, which is justified, we have
℘ν(q) = Gν(q) +
∑
µ>0
(−1)mPµ(q)Eµ+ν(L) = Gν(q) +
∑
µ>0
(−1)mEµ+ν(L)Pµ(q). (3.4)
Thus the Eisenstein series appear as series coefficients of the Weierstrass ℘ν-function, as in the complex
case. The Weierstrass ζ-function is defined by
ζ(q) = G(q) +
∑
λ∈L∗
G(q + λ)−G(λ) +
3∑
j=1
G(j)(λ)P(j)(q)
 . (3.5)
It is also left and right regular, but only quasi-periodic, meaning
ζ(q + λi) = ζ(q) + ηi
for some constants ηi ∈ H.
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Let w ∈ L be fixed. We have
ζ(q+w)−ζ(q) = G(q+w)−G(q)+
∑
λ∈L∗
G(q + w + λ)−G(q + λ) +
3∑
j=1
G(j)(λ)(P(j)(q + w)− P(j)(q))
 .
Since P(j)(q) are additive functions, we can rewrite this as
G(q + w)−G(q) +
∑
λ∈L∗
G(q + w + λ)−G(q + λ) +
3∑
j=1
P(j)(w)G(j)(λ)
 .
This sum has the same form as the divergent series
3∑
j=1
P(j)(w)
(∑
λ∈L∗
G(j)(λ)
)
.
It therefore suggests an identity of the form
ηi = κ(λi) + z1(λi)E
∗
100(L) + z2(λi)E
∗
010(L) + z3(λi)E
∗
001(L), i = 1, · · · , 4. (3.6)
where E∗(j)(L) are regularizations of the divergent series E(j)(L), and κ(λi) is a correction factor. In that
case, letting zj(λi) = λ0i ei − λji , we would obtain
ηi = κ0(λi) + λ
0
i (e1(E
∗
100(L) + e2E
∗
010(L) + e3E
∗
001(L))− λ1iE∗100(L)− λ2iE∗010(L)− λ3iE∗001(L)).
(3.7)
We will see as a consequence of our main theorem that ηi does indeed have such a form.
3.4 Projective Embeddings of Quaternionic Tori
Let X = H/L for a lattice L ⊂ H. By the quaternionic projective space Pn(H) we mean the quotient of
Hn+1 − {0} by the action of H× given by
a · (x0, · · · , xn) = (x0a−1, · · · , xna−1).
We write [x0, · · · , xn] for the class of (x0, · · · , xn), as usual.
For r > 0 sufficiently small, let Xr denote the image of H − B0(r) in X . For any finite set S =
{ν0, · · · , νn} ⊂ N3 we have a map
IS,r : Xr → Ps(H), IS,r(q) = [℘ν0(q), · · · , ℘νn(q)].
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Let q1, q2 ∈ H−B0(r) be distinct points. If IS,r(x) = IS,r(y), there exist a ∈ H× such that
℘ν(q1)a
−1 = ℘ν(q2), ν ∈ S.
Lemma 3.4.1.— If q1, q2 6∈ L, and ℘ν(q1) = ℘ν(q1) for all ν ∈ N3, then q1 − q2 ∈ L.
Proof. Since ∂ν℘µ = ℘ν+µ, if q1, q2 6∈ L then ℘ν has series expansions at qi given by
℘ν(q − qi) =
∑
µ≥0
(−1)|µ|Pµ(q)℘ν+µ(qi), i = 1, 2.
If the hypothesis holds, the two series above coincide, hence ℘ν(q − q1) = ℘ν(q − q2) for all q. Then
q1 − q2 is a period for ℘ν , hence it belongs to L.
Now assume q1, q2, q1 − q2 6∈ L, and that IS,r(q1) = IS,r(q2) for all choices of S. For each k > 0, let
Sk = {ν ∈ N3 : |ν| ≤ k} = ∪kn=0σn. Then there exist a sequence ak ∈ H× such that
℘ν(q1)a
−1
k = ℘ν(q2), ν ∈ Sk.
Since there exists ν such that ℘ν(q1), ℘ν(q2) 6= 0 by the lemma, the sequence ak must in fact be constant.
In other words, there exists a ∈ H× such that
℘ν(q1)a
−1 = ℘ν(q2)
for all ν . Now for any fixed ν, the function ℘ν(q)a−1 is regular, and has series expansion
℘ν(q − q1)a−1 = Gν(q) +
∑
µ>0
(−1)|µ|Pµ(q)℘ν+µ(q1)a−1, i = 1, 2,
which then coincides with the expansion of ℘ν(q − q2). It follows that ℘ν(q − q1)a−1 = ℘ν(q − q2) for
all q, and so
℘ν(q) = ℘ν(q + q1 − q2)a, q ∈ H− L.
If p = q1 − q2, it follows that
℘ν(q +mp) = ℘ν(q)a
m (3.8)
for all m ∈ Z. We claim that |a| = 1 necessarily.
Lemma 3.4.2.— Let f : H → H be a meromorphic quadruply-periodic function, with period lattice L,
and poles only on L. If f(q + p) = f(q)a for some p ∈ H, a ∈ H×, and all q, then there exists some integer
k > 0 such that kp ∈ L and ak = 1.
Proof. If p ∈ L then a = 1, so we assume p 6∈ L. We first consider the case |a| > 1. Then we have
|f(q +mp)| → ∞ as m→∞. Since |f(q)| is only unbounded near the lattice points, for m1, m2 large,
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(q +m1p)− (q +m2p) = (m1 −m2)p must approach L. If Zp ⊂ H is commensurable with the lattice
L, meaning Qp ⊂ Q ⊗ L, then p must be in L, otherwise if mp is close enough to the lattice, (m + 1)p
is farther away from the lattice than mp. If Zp is not commensurable with L, it is dense in the image of
Rp in H/L, which contains points far away from the lattice. This shows that |a| > 1 is impossible. The
case |a| < 1 is similar, with m→∞ replaced by m→ −∞.
Now we consider the case |a| = 1. Fixing q0 not in L, we have |f(q0)| = |f(q0 + mp)|. Then since
|f(q)| → ∞ as q(mod L) approaches 0, the set {q0 +mp (mod L) : m ∈ Z} ⊂ H/L lies in a compact
subset of H/L bounded away from 0. If it is an infinite set, it contains a limit point, which means
(q0 +m1p) − (q0 +m2p) is arbitrarily close to L. The same argument as above then shows p ∈ L and
hence a = 1. If {q0 +mp(mod L) : m ∈ Z} is a finite set, then kp ∈ L for some integer k > 0, which
implies ak = 1.
Then (3.8) is only possible for a 6= 1 if a multiple of q1 − q2 is in L. For a fixed q1 ∈ Xr there is a dense
subset of points q2 ∈ Xr such that no multiple of q1 − q2 is in L, and for each such point q2 we have
ISk,r(q1) 6= ISk,r(q2) for k large enough. In that case there are neighbourhoods U1 and U2, of q1 and q2,
respectively, such that ISk,r(q) distinguishes every point of U1 from every point of U2. By a compactness
argument there is k large enough such that ISk,r(q) distinguishes q1 from every other point of Xr , and
by another compactness argument there is a k large enough for all q1 ∈ Xr . We have shown that
Proposition 3.4.3.— For every r > 0, there exists k > 0 large enough such that ISk,r : Xr → Pn is
injective.
4 Period Relations
Our main result will relate periods of differential forms on H/L in degrees one and three. For this we will
make use of an explicit basis of the homology groups Hi(H/L,Z).
4.1 Main Theorem
Let λ1, · · · , λ4 be a Z-basis of the lattice L ⊂ H, and put X = H/L.
For 1 ≤ h ≤ 4, we define
γh : [0, 1]→ H, γh(t) = (t− 1
2
)λh.
Then γh determine a Z-basis {[γh]} of H1(X,Z). More generally, for a non-empty subset {i1, · · · , ik} of
{1, 2, 3, 4}, with i1 < · · · < ik, we define
γi1,··· ,ik : [0, 1]
k → H, γi1,··· ,ik(t1, · · · , tk) = γi1(t1) + · · · + γik(tk).
We write ξ for γ1,2,3,4, whose class is the generator [X] of H4(X,Z).
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If γ : [0, 1]n → H is an n-cube, and 1 ≤ r ≤ n, for ǫ = 0, 1 we have the face cubes
γr,ǫ : [0, 1]n−1 → H, γr,0(t1, · · · , tn−1) = γ(t1, · · · , tr−1, ǫ, tr, · · · , tn−1).
Then the boundary of γ is the (n− 1)-chain
∂γ =
n∑
i=1
∑
ǫ=0,1
(−1)i+ǫγi,ǫ.
We write ξ(i) for ξi,0 = γ1,01,2,3,4. Setting ℓi(q) = q + λi, we have
∂ξ =
4∑
i=1
∑
ǫ=0,1
(−1)(i+ǫ)ξi,ǫ = (ξ1,1 − ξ1,0)− (ξ2,1 − ξ2,0) + (ξ3,1 − ξ3,0)− (ξ4,1 − ξ4,0)
= (ℓ1 ◦ ξ1,0 − ξ1,0)− (ℓ2 ◦ ξ2,0 − ξ2,0) + (ℓ3 ◦ ξ3,0 − ξ3,0)− (ℓ4 ◦ ξ4,0 − ξ4,0).
Then if η is a 3-form on X ,
∫
∂ξ
η =
4∑
i=1
(−1)i+1
∫
ξ(i)
ℓ∗i η − η. (4.1)
We write the lattice generators as
λi =
4∑
j=0
λji ej , λ
j
i ∈ R,
and we let
Λ =

λ01 λ
1
1 λ
2
1 λ
3
1
λ02 λ
1
2 λ
2
2 λ
3
2
λ03 λ
1
3 λ
2
3 λ
3
3
λ04 λ
1
4 λ
2
4 λ
3
4
 .
For 0 ≤ α ≤ 3 and 1 ≤ h ≤ 4, we write Λαh for the matrix obtained by the removing the row and
column containing λαh . We put
Λ̂hα = (−1)α+h+1 detΛαh,
so that the matrix Λ̂ = (Λ̂αh; 0 ≤ α ≤ 3, 1 ≤ h ≤ 4) is given by
Λ̂ = det(Λ)Λ−1.
For 1 ≤ i < j ≤ 4 and 0 ≤ α < β ≤ 3, let
Λij,αβ =
(
λαi λ
β
i
λαj λ
β
j
)
.
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Let Λ(2) denote the 6 × 6 matrix with rows indexed by pairs (i, j), 1 ≤ i < j ≤ 4 and columns indexed
by (α, β), 0 ≤ α < β ≤ 3, both in lexicographic order, and the entry at (i, j) and (α, β) given by
det Λij,αβ = λ
α
i λ
β
j − αβi λαj .
Lemma 4.1.1.— (i) Let 1 ≤ h ≤ 4 and 0 ≤ α1 < α2 < α3 ≤ 3. Then∫
ξ(h)
dxα1 ∧ dxα2 ∧ dxα3 = detΛαh,
where α is the complement of {α1, α2, α3} in {0, 1, 2, 3}.
(ii) For 1 ≤ i < j ≤ 4, and 0 ≤ α < β ≤ 3, we have∫
γi,j
dxα ∧ dxβ = detΛij,αβ.
(iii) For 1 ≤ i ≤ 4 and 0 ≤ α ≤ 3, ∫
γi
dzj = λ
0
i ej − λji .
Proof. Let i, j, k denote the complement of h in {1, · · · , 4}, with i < j < k. Then
ξ(h)(t1, t2, t3) = γi(t1) + γj(t2) + γk(t3)
and
(ξ(h))∗dxα1 = λ
α1
i dt1 + λ
α1
j dt2 + λ
α1
k dt3,
(ξ(h))∗dxα2 = λ
α2
i dt1 + λ
α2
j dt2 + λ
α2
k dt3,
(ξ(h))∗dxα3 = λ
α3
i dt1 + λ
α3
j dt2 + λ
α3
k dt3,
from which it follows that
(ξ(h))∗(dxα1 ∧ dxα2 ∧ dxα3) = (det Λαh)dt1dt2dt3.
Part (i) of the lemma follows by integrating over [0, 1]3 . Part (ii) is similar and part (iii) is easy.
The following corollary is then immediate from the definition (2.10) of Dq and the fact that
dq ∧ dq = e1dx2 ∧ dx3 + e2dx3 ∧ dx1 + e3dx1 ∧ dx2.
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Corollary 4.1.2.— (i) For 1 ≤ h ≤ 4,
∫
ξ(h)
Dq = detΛ0h − e1 detΛ1h + e2 det Λ2h − e3 detΛ3h = (−1)h+1
3∑
α=0
eαΛ̂hα.
(ii) For 1 ≤ i < j ≤ 4,∫
γi,j
dq ∧ dq = e1 det Λij,23 − e2 detΛij,13 + e3 det Λij,12.
For d = 0, · · · , 4, let E(d) = E(d)(X) denote the right H-vector space of closed H-valued differential
d-forms ω on H− L, that are L-periodic, meaning ℓ∗iω = ω for i = 1, · · · , 4.
For ω1 ∈ E(1), we write
P (ω1) =
t(
∫
γ1
ω1, · · · ,
∫
γ4
ω1).
Each such form can be written as ω1 = df , for f a differentiable H-valued function on H − L. If
P (ω1) =
t(η1, · · · , η4), then f satisfies the quasi-periodicity condition
f(q + λi) = f(q) + ηi, i = 1, · · · , 4,
for all q ∈ H− L.
Similarly, for ω3 ∈ E(3)(X), we write
P (ω3) =
t(
∫
ξ(1)
ω3, · · · ,
∫
ξ(4)
ω3).
Let J = diag(1,−1, 1,−1).
For a differential 3-form ω defined on a domain containing ∂Br(0), we put
Cr(ω) =
∫
∂Br(0)
ω.
Proposition 4.1.3.— Let ω1 = df ∈ E(1), ω3 ∈ E(3), and Ur = int(ξ) − Br(0) for r > 0 sufficiently
small. Then ∫
Ur
ω3 ∧ ω1 = Cr(ω3f)− tP (ω3)JP (ω1).
Proof. Since ℓ∗h(ω3f)− ω3f = ω3ηh, by (4.1) we have∫
∂ξ
ω3f =
4∑
h=1
(−1)h+1
∫
ξ(h)
ω3ηh =
4∑
h=1
(−1)h+1
(∫
ξ(h)
ω3
)
·
(∫
γh
ω1
)
= tP (ω3)JP (ω1).
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Then by Stokes’ theorem∫
Ur
ω3 ∧ ω1 = −
∫
∂ξ
ω3f +
∫
∂Br(0)
ω3f = Cr(ω3f)− tP (ω3)JP (ω1).
We now consider maps
R, L : E(1)(X)→ E(3)(X), L(ω) = dq ∧ dq ∧ ω, R(ω) = ω ∧ dq ∧ dq.
If ω = df , then
L(ω) = d(dq ∧ dqf), R(ω) = d(fdq ∧ dq).
For 1 ≤ i < j ≤ 4, we let
qij =
∫
γi,j
dq ∧ dq = e1 det Λij,23 − e2 det Λij,13 + e3 detΛij,12,
and put
Q =

0 q34 −q24 q23
−q34 0 q14 −q13
q24 −q14 0 q12
−q23 q13 −q12 0
 .
Lemma 4.1.4.— P (L(ω)) = JQP (ω), P (R(ω)) = P (ω)JQ
Proof. Let ω = df , and η = P (ω). The lemma follows from the calculations
∫
γi,j,k
L(ω) =
∫
∂γi,j,k
dq ∧ dqf =
(∫
γj,k
dq ∧ dq
)
ηi −
(∫
γi,k
dq ∧ dq
)
ηj +
(∫
γi,j
dq ∧ dq
)
ηk,
and∫
γi,j,k
R(ω) =
∫
∂γi,j,k
dq ∧ dqf = ηi
(∫
γj,k
dq ∧ dq
)
− ηj
(∫
γi,k
dq ∧ dq
)
+ ηk
(∫
γi,j
dq ∧ dq
)
.
We say a closed 1-form ω is (left-) regular if Dq ∧ ω = 0, and right-regular if ω ∧ Dq = 0. If ω = df ,
that’s equivalent to f being left or right regular, respectively.
Lemma 4.1.5.— Suppose that ω = df is a regular 1-form. Then
R(ω) ∧ ω = −|∂lf |2dv,
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where dv = dt ∧ dx1 ∧ dx2 ∧ dx3 is the standard volume form.
Proof. Note that dq ∧ dq = −dq ∧ dq, and ω = df , so that
L(ω) = −d(fdq ∧ dq) = −R(ω).
Since f is left-regular, it has a left-derivative ∂lf and
L(ω) = d(dq ∧ dqf) = Dq(∂lf),
so that
R(ω) = −(∂lf)Dq.
On the other hand, since ∂lf = 0,
df =
(
−e1 ∂f
∂x1
− e2 ∂f
∂x2
− e3 ∂f
∂x3
)
dt+
∂f
∂x1
dx1+
∂f
∂x2
dx2+
∂f
∂x3
dx3 = −
(
dz1
∂f
∂x1
+ dz2
∂f
∂x2
+ dz3
∂f
∂x3
)
,
where zj = tej − xj , j = 1, 2, 3. Now from
Dq ∧ dzj = 2ejdv,
it follows that
Dq ∧ df = −2dv
3∑
j=1
ei
∂f
∂xi
= (∂lf)dv.
Then
R(ω) ∧ ω = −(∂lf)Dq ∧ df = −|∂lf |2dv.
Let
λ̂ = Λ̂ρ = det(Λ)Λ−1ρ, ρ = t(1, e1, e2, e3). (4.2)
Our main theorem is as follows.
Theorem 4.1.6 (Period Relations).— Let ω, ω′ ∈ E(1)(X), and write ω = df for a quasi-periodic
function f .
(i) If Ur = int(ξ)−Br(0) for r > 0 sufficiently small,
tP (ω′)QP (ω) = −
∫
Ur
R(ω′) ∧ ω − Cr(R(ω′)f).
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(ii) Assume furthermore that ω = df and ω′ = dg are meromorphic with poles at 0. Then
tP (ω)QP (ω) = −
∫
Ur
|∂lf |2dv − Cr(R(ω)f),
tP (ω′)QP (ω) = −Cr(R(ω′)f),
tλ̂ · P (ω) = 2π2res0(f).
(iii) Assume that ω and ω′ are regular on X . Then
tP (ω)QP (ω) = −
∫
X
|∂lf |2dv,
tP (ω′)QP (ω) = 0,
tλ̂ · P (ω) = 0.
Proof. Part (i) follows from taking ω3 = R(ω′), ω1 = ω in Proposition 4.1.3, and using Lemma 4.1.4.
The first identity of part (ii) follows from part (i) by setting ω′ = ω, and using Lemma 4.1.5. The second
identity follows from the fact that if f and g are regular,
R(ω′) ∧ ω = (∂rg)Dq ∧ df = 0.
For the third identity of part (ii), we note that if f is meromorphic, the form Dqf is closed in its domain.
Writing η = P (df), we have ℓ∗h(Dqf)−Dqf = (Dq)ηh, for 1 ≤ h ≤ 4. Then
1
2π2
res0(f) =
∫
∂ξ
Dqf =
4∑
h=1
(−1)h+1
∫
ξ(h)
(ℓ∗hDqf −Dqf) =
4∑
h=1
(−1)h+1
(∫
ξ(h)
Dq
)
ηh
=
4∑
h=1
3∑
α=0
eαΛ̂hαηh =
tρ · (tΛ̂) · η = tλ̂ · η,
where ρ = t(1, e1, e2, e3).
For part (iii), since the forms are defined everywhere, proceeding as in part (i) and (ii) we can integrate
over X instead of Ur, the Cr terms disappear, and res0(f) = 0.
Let H(1) = H(1)(X) be the space of closed left-regular 1-forms defined on all of X .
Corollary 4.1.7.— The period map P : H(1) → H4 is injective.
Proof. The map P is right H-linear. It follows from the first identity in part (iii) of the theorm that if ω
is everywhere-regular and non-zero, then P (ω) 6= 0. Therefore ker(P ) = 0 and P is injective.
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4.2 Applications to the Weierstrass-ζ
The Weierstrass function ζ(q), defined by (3.5) is meromorphic and quasi-periodic with simple poles on
L, with res0(ζ) = 1. The periods η = t(η1, · · · , η4) = P (dζ) are the quasi-periodicity constants. We
write
tΛ−1η = t(E0, E1, E2, E3).
Proposition 4.2.1.— For each w ∈ L,
ζ(q + w)− ζ(q) = −z1(w)E1 − z2(w)E2 − z3(w)E3 − 2π
2
det(Λ)
Re(w).
Proof. By part (iii) of Theorem 4.1.6 we have
tλ̂ · η = 2π2 =⇒ tρtΛ−1η = 2π
2
det(Λ)
which implies
E0 =
2π2
det(Λ)
− e1E1 − e2E2 − e3E3.
Plugging back in η = tΛt(E0, E1, E2, E3) we have
ηi = −λ0i (−
2π2
det(Λ)
+ e1E1 + e2E2 + e3E3) + λ
1
iE1 + λ
2
iE2 + λ
3
iE3
= −z1(λi)E1 − z2(λi)E2 − z3(λi)E3 + 2π
2
det(Λ)
Re(λi).
Then the result holds for w = λi. Since the functions zi(w) and Re(w) are each Z-linear, it holds in
general.
Comparing the formula obtained for ηi with the wished-for expression (3.7) identifies E1, E2, E3 with
regularized values E∗100(L), E
∗
010(L), E
∗
001(L) for the divergent Eisenstein series E100(L), E010(L),
E001(L).
Example: Let a, b, c > 0, and put
λ = t(1, e1
√
a, e2
√
b, e3
√
c).
Then Λ = diag(1,
√
a,
√
b,
√
c), and (det Λ)(tΛ−1Λ) =
√
abcI3. The resulting identity is
e1E1(L) + e2E2(L) + e3E3(L) =
−π2
2
√
abc
.
We guess that a careful identification of Ei with an explicit regularization of E(i)(L) based on a fixed
summation order, would make this case of the identity equivalent to to
∑
n≥1 n
−2 = π
2
6 .
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4.3 Quaternionic Multiplication
In [Fue45] Fueter suggested considering an elliptic function f(q) with respect to a maximal order O in
a definite quaternion algebra, and then studying af(aqa)a, which is elliptic with respect to a−1Oa−1.
Krausshar [Kra04], in a much more general Clifford analytic context, considered the shifted average of
ζ(q) over representatives of a−1Oa−1/O, and obtained a result about the field generated by the sum
of Weierstrass ℘-functions on such points. We will use the same constructions, slightly modified, for a
different purpose.
As in the previous section, let L ⊂ H be a fixed lattice generated by λ = t(λ1, · · · , λ4). By P (ω) we
always mean the period vector of a 1-form with respect to λ.
Let L′ be another lattice containing L, F ⊂ H a fundamental parallelogram for H/L, and F ′ ⊂ F one
for H/L′. Let R ⊂ F ′ be a complete set of coset representative for L′/L. For a quasi-periodic function
f on H− L, we put
fR(q) =
1
[L′ : L]
∑
r∈R
f(q − r). (4.3)
Lemma 4.3.1.— If f(q) is a regular and quasi-periodic function on H − L, with poles on L, then fR is
quasi-periodic with respect to L, has poles only on L′ of the same order as f on L, and satisfies
res0(f) = res0(fR), P (dfR) = P (df).
Proof. Each f(q − r) has poles on L + r of the same order as f on L. Since L + r are disjoint and
their union is L′, fR has poles exactly on L′, of the same order as f . Each f(q − r) has the same
quasi-periodicity constants as f , and there are [L′ : L] elements in R, so P (dfR) = P (df).
Now let D be a definite division algebra over Q, O ⊂ D a maximal order in D. We fix an isomorphism
D ⊗ R ≃ H and consider D ⊂ H. Let L ⊂ H be a left-ideal for O. Then for each a ∈ O there exists an
integer matrix Ua such that
aλ = Uaλ.
Then
U 7→ Ua, O →Mn(Z) (4.4)
is an additive function satisfying
Uab = UbUa, det(Ua) = N(a)
2.
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For a ∈ H×, and f a function on H, we put
fa(q) = f(aq)a. (4.5)
Lemma 4.3.2.— Let f be a regular quasi-periodic function on H − L, with poles on L. Then fa(q) is
again regular and quasi-periodic with respect to L. It has poles only on a−1L of the same order as f , and
satisfies
P (dfa) = UaP (df)a, res0(fa) = G(a)res0(f)a.
Proof. The function fa(q) is quasi-periodic with respect to a−1L, which contains L by assumption. Its
regularity is ensured by the a factor on the right of (4.5). If η = P (df), for v ∈ Z4 and p ∈ L one has,
fa(q + v · p)− fa(q) = f(aq + Uap)a− f(aq)a = v · UaP (df)a.
If r = res0(f), then f(q) = G(q)r + f0(q) near q = 0, where res0(f0) = 0. Then
fa(q) = G(aq)ra+ f0(aq)a = G(q)G(a)ra + f0(aq)a
near 0, where again res0(f0(aq)a) = 0.
Now we apply this to the Weierstrass zeta function ζ(q).
Theorem 4.3.3.— Let L ⊂ H be a left-ideal for a maximal order O in a division algebra D ⊂ H. Fix
generators λ1, · · · , λ4 for L, define λ̂ as in (4.2), and Ua as in (4.4). Then for all a ∈ O×
t(Uaλ̂) · ( η
2π2
) =
a−1
N(a)
.
Proof. Let a ∈ O×, take L′ = a−1L and fix representatives R for L′/L as before. By Lemmas 4.3.1
and 4.3.2, both ζa and ζR are quasi-periodic with respect to L, and have simple poles only on a−1L.
Furthermore, since res0(ζ) = 1, we have
res0(ζa) = G(a)a =
1
N(a)
.
It follows that the function
h(q) = ζR(q)−N(a)ζa(q)
is quasi-periodic with respect to L and regular at 0. Letting η = P (dζ), we have
P (dh) = η −N(a)Uaηa.
Now applying Theorem 4.1.6 to dh, we obtain
tλ̂ · (η −N(a)Uaηa) = 0.
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On the other hand, by applying it to dζ we have
tλ̂ · η = 2π2res0(ζ) = 2π2,
It follows that
tλ̂ · (N(a)Uaηa) = 2π2. (4.6)
Multiplying on the right by (2π2aN(a))−1 we obtain
tλ̂Ua · η
2π2
=
a−1
N(a)
(4.7)
for all a ∈ O.
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