In this paper, some applications of Kullback Discrimination Information (KDI) to fault detection and model validation are developed for black-box type dynamical systems. Based on a general input-output model structure, the system is identified using data from distinct time intervals of finite but fairly large sets. Two models obtained are compared with the KDI defined by likelihood functions corresponding to the models, then the problem leads to model discrimination.
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An iterative scheme is derived for a feasible evaluation of the KDI with large data sets by using a Bayesian approach to likelihood functions.
From the results several new criteria are introduced for model discrimination and they can be effectively used for batch fault detection and for model cross-validation in a thresholding approach. For a reasonable selection of a threshold value, statistical properties of the criteria are analized using asymptotic properties of model parameter estimates.
Finally to confirm the effectiveness of the method, some simulation studies on fault detection and model validation are considered for a second order oscillator system. S:y(t)=Go(q~1)u(t)+Ho(q-1)e(t)
Ee(t)eT(s)=A(6)8t,s (40) y(t)=G(q-1:e)u(t)+x(q-1:8e)e(t) (43)
y(t)=H(q~l)u(t)+e(t),Ee2(t)=Ao=1 (50) y(t)=CB(q-1:8)IA(q-1:e)Ju(t)v(t), Ev2(t)=A 
