A nonlinear adaptive ight control system is proposed using a backstepping and neural networks controller. The backstepping controller is used to stabilize all state variables simultaneously without the two-timescale assumption that separates the fast dynamics, involving the angular rates of the aircraft, from the slow dynamics, which includes angle of attack, sideslip angle, and bank angle. It is assumed that the aerodynamic coef cients include uncertainty, and an adaptive controller based on neural networks is used to compensate for the effect of the aerodynamic modeling error. Under mild assumptions on the aerodynamic uncertainties and nonlinearities, it is shown by the Lyapunov stability theorem that the tracking errors and the weights of neural networks exponentially converge to a compact set. Finally, nonlinear six-degree-of-freedom simulation results for an F-16 aircraft model are presented to demonstrate the effectiveness of the proposed control law.
F
= aerodynamic force about the body-xed frame I = moment of inertia L ; M; N = aerodynamic rolling, pitching, yawing moment p; q; r = roll, pitch, yaw rate about the body-xed frame N q = dynamic pressure T = thrust V = velocity ®;¯= angle of attack, sideslip angle ± e ; ± a ; ± r = elevator, aileron, rudder angle Á; µ ; Ã = roll, pitch, yaw angle I. Introduction F EEDBACK linearization is a theoretically established and widely used method in controlling nonlinear systems. Exact input-output linearization is often used to control speci c output variable sets in nonlinear ight control problems. 1 Unfortunately, this direct application of feedback linearization requires the second or third derivatives of uncertain aerodynamic coef cients and does not guarantee internal stability for nonminimum phase systems.
Another approach to designing ight control laws with feedback linearization is to separate the ight dynamics into fast and slow dynamics by using timescale properties. 2;3 This method allows the controller design process to be performed without state transformation, because each separated subsystem is square: The number of control inputs is equal to the number of states. The design process of this method can be divided into two steps. In the outer loop, the controller for the slow states ®;¯, and Á is designedto facilitatetracking of the given commands by assuming that the fast states p; q, and r are control inputs, which achieve their commanded values instantaneously. With the slow states controller designed in the outer loop, a separated inner-loop controller is designed to make the fast states p; q, and r follow the outer loop's control input trajectories using the real control inputs: aileron, rudder, and elevator.
This method can be justi ed only if there is suf cient timescale separation between the inner-and outer-loop dynamics because the fast states p; q, and r are used as control inputs in the outer-loopsystem. Hence, the states p; q, and r in the inner loop should be much faster than the states ®;¯, and Á in the outer loop. The stability of this timescale separation approach may be analyzed by the singular perturbation theory. However, in most nonlinear ight control re-search, the gain of the inner-loop controller is set much larger than that of the outer-loop controller, and it is assumed that the aircraft dynamics satis es this property. This, therefore, does not guarantee closed-loop stability.
Schumacher and Khargonekar analyzed theoretically the stability of the ight control system with the two-timescale separation assumption. 4 Using the Lyapunov theory, they determined the minimal inner-loop gain guaranteeing closed-loop stability. However, this approach is so complicated and conservativethat the calculated value of the minimal inner-loop gain is too large to be applied in the ight controller. It may excite unmodeled dynamics or saturate the control inputs and, therefore, cause robustness problems.
Another dif culty related to the applicationof feedbacklinearization to a ight control system is that a complete and accurate aircraft dynamic model including aerodynamic coef cients is required. It is dif cult to identify accurately aerodynamic coef cients because they are nonlinear functions of several physical variables. Gain scheduling with a linear H 1 design is a traditional approach to overcome this problem; however, it can guarantee the desired performance only when conditions comprise a small perturbation and slow variance.
Neural networks have been proposed recently as an adaptive controller for nonlinearsystems. 5;6 By the use of their universalapproximation capability,the adaptive controller based on neural networks can be designed without signi cant prior knowledge of the system dynamics. In ight control problems, the applications of adaptive neural networks can be found in Refs. 7 and 8. Single-layer neural networks are used to compensate for unknown dynamics 7 and inversion error. 8 This paper proposes a backstepping and neural networks controller for a nonlinear ight dynamic system and analyzes the stability of the proposedcontrol system using the Lyapunovtheory.The controller is designed by using the backstepping approach 9 with the assumption that all aerodynamic coef cients are fully understood. The proposed method also intermediately uses the fast states p; q, and r as control inputs. However, it considersthe transientresponses of the fast states and does not require the two-timescale assumption. Therefore, it is not necessary to make the controller gain impracticably large to guaranteethe closed-loopstability because the timescale separation assumption is not used in the design or analysis.
The effects of the modeling error in some aerodynamic coefcients are also considered and are compensated for by multilayer neural networks.The parametersof the neural networks are adjusted to offset the term generatedby the modeling error. The adaptivecontroller based on multilayer neural networks is an extension of the work described in Ref. 6 . In that paper, only the state variables can be used as input for the neural networks. This paper generalizes it by adding a robust control term, which allows the use of neural network inputs that do not belong to the states.The main contributionof this paper is that the stability of nonlinear ight dynamics is proven mathematically without unrealistic restrictions. This paper is organized as follows. A nonlinear ight model is described in Sec. II. In Sec. III, the backstepping controller is designed when modeling error does not exist. The neural networks adaptive controller is then designed in Sec. IV when aerodynamic modeling error is present. Finally, a numerical simulation of a sixdegree-of-freedom F-16 aircraft model is performed to verify the effectiveness of the proposed algorithm in Sec. V.
II. Problem De nition
This paper presents a controller for a nonlinear aircraft. The task of the controller is to track the commands of ®;¯, and Á when aerodynamic model uncertainties exist.
The body-xed axes, nonlinearequationsof motion for an aircraft over a at Earth are given by
where the moments of inertia I i ; i D 1; 2; : : : ; 9, are de ned as follows:
De nitionsof state and controlvariables,forces,and moments in the precedingequationsare describedin the Nomenclature.Itis assumed that the aerodynamicforcesand moments are expressedas functions of angle of attack, sideslip angle, angular rates, and control surface de ection. 11 For example, F x and L are expressed as follows:
Substituting the aerodynamic coef cients into the ight dynamic equations yields
Let us de ne the states x 1 ; x 2 2 R 3 ; x 3 2 R 2 , and the control inputs u 2 R 3 as follows:
T . With the choices of x 1 ; x 2 ; x 3 , and u, the ight dynamic Eqs. (10) (11) (12) can be rearranged as
where f; g, and h represent the terms of Eqs. (10) (11) (12) in order. The preceding equations are mainly used for the controller design and stability analysis processes of the following sections.
III. Controller Design and Stability Analysis
When designing a ight control system with the two-timescale assumption, the inner-loop controller is designed to control the fast states x 2 using the control input u, where the desired values of the fast states x d 2 are given by the outer loop. In the outer loop, the controller is designed to control the slow states x 1 using the fast states x 2 as control inputs. The inner-loop controller neglects the transient responses of the fast states x 2 . It assumes that the fast states track their commanded values instantaneously and that the control surface de ection has no effect on the outer-loop dynamics. The structure of the two-timescale controller is shown in Fig. 1 . In each feedback loop, control laws x d 2 and u are designed separately. In this paper, the backstepping method is used to design a controller. 9 The backstepping design procedure can be viewed as the two-timescale approach because the fast states x 2 are used as control inputs for the slow states x 1 intermediately. However, this methodologyconsidersthe transientresponsesof the fast states and, therefore,does not require the timescale separationassumption.The following assumptionsare used in the design and analysisprocesses.
Assumption 1:
where c d 2 R is a known positive constant and k ¢ k denotes the 2-norm of a vector or a matrix.
Assumption 2:
The total velocity and the dynamic pressure are constant.
Assumption 3: There exist positive constants® m and¯m 2 R such that the magnitudes and derivatives of f 1 ; f 2 ; f 2a ; g 1a , and g 2 are bounded for all ® and¯2 R satisfying j®j · ® m and j¯j ·¯m .
Assumption 4: The magnitude of µ is bounded as
where µ m 2 R is a positive constant.
The following lemma is used in the design and analysis processes. Lemma 1: There exist positive constants ® m ;¯m, and µ m 2 R such that g 1 .®;¯; Á; µ / is invertible for all Á 2 R and all ®;¯, and µ 2 R satisfying j®j · ® m ; j¯j ·¯m, and jµ j · µ m . Lemma 1 can be proved by a suf cient condition that the set of rows of g 1 is linearly independent.
According to Assumption 3 and Lemma 1, the size of g ¡1 1 and g 1a is bounded by some positive constants c g1 a ; c g
Assumption 5: The following inequalities are satis ed for constants c g1 a and c g ¡1 1 in Eqs. (19) and (20):
Note that g 1a is composed of the aerodynamic coef cient terms related to the angular rate and multiplied by a very small quantity ½=m, and therefore, the magnitude of g 1a is very small. Also note that the norm of c g
is mainly in uenced by the pitch angle µ , and therefore Assumption 5 is closely related to the maximum pitch angle in Lemma 1. For the aerodynamic model considered in this study, the numerical value of c g1 a c g ¡1 1 is less than 0:13. Assumption 6: There exist positive constants® m and¯m 2 R such that g 2 .®;¯/ is invertible for all ® and¯2 R satisfying j®j · ® m and j¯j ·¯m.
Assumption 7: The control surface de ection has no effects on the aerodynamic force component:
Note that g 2 in Eq. (14) represents the input matrix of the control u to the dynamics of the angular rates p; q; and r. Also, h 1 in Eq. (13) represents the aerodynamic force component caused by the control surface de ection. Because the control surfaces of the aircraft are designedto control each axes' angular rate of aircraft independently, the input matrix g 2 is invertiblefor all cases, and the magnitude of h 1 is very small compared to other aerodynamic terms in the dynamic equation. Therefore, it can be assumed that g 2 is invertible, and h 1 D 0. Numerical studies for the aerodynamic model considered in this study also show that g 2 is always invertible, and the size of h 1 is negligible. Let us introducethe error state variablesz 1 and z 2 2 R 3 as follows: Using Eqs. (13) and (14), and Assumption 7, the dynamic equations of the error states are given as follows:
Theorem 1: Consider the system in Eqs. (25) and (26), where the control input u is de ned in Eq. (27). Then, the solutions of the system are locally uniformly ultimately bounded: (29) and k 1 and k 2 2 R are positive design parameters:
Furthermore, the bound of the tracking error may be kept as small as desired by adjusting the design parameters. Proof: By Assumptions 1 and 3, the following inequalities are satis ed for certain positive constants c f1 ; c f1 g , and c P
The bound of kx d 2 k can be computed using Eqs. (19), (30), (31), and (32) as
Let us consider the Lyapunov function candidate,
The derivative of the Lyapunov function V 1 along the trajectoriesof Eqs. (25) and (26) is given by
Substitution of Eqs. (25) and (28) into Eq. (35) yields the following equation:
Substituting Eqs. (26) and (29) into Eq. (36) yields
Because f 1 in Eq. (28) is dependenton V , the term ¡z Eq. (37) ; however, it is neglected by using Assumption 2 in this study. Substituting Eq. (27) into Eq. (38) and using Eqs. (20) and (33) give the following equations:
where the constants c 1 ; c 2 , and ¹ 1 are de ned as follows:
Note that ¹ 1 is positive because c 1 is less than 1 by Assumption 5. Equation (40) implies that P
Therefore, the error states z 1 and z 2 are bounded and converge exponentially to the residual set D 1 :
Because c 1 and c 2 do not depend on k 1 and k 2 , the size of the set D 1 can be made arbitrarily small by adjusting the design parameters k 1 and k 2 . Theorem 1 represents the design procedure of the controller to track the ®;¯, and Á commands, and also shows that the tracking error of the control system converges to a compact set whose size is adjustable by the design parameters. Because the timescale separation assumption is not used in this study, it is not necessary to make the control gain large to guarantee closed-loop stability.
IV. Neural Networks Adaptive Controller Design
In the preceding section, the backstepping controller is designed with the assumption that the aerodynamic characteristics are fully known. Because aerodynamic coef cients are highly nonlinear and dependent on lots of physical variables, it is very dif cult to identify them exactly. The difference between the mathematical model and the real system may cause performance degradation. To overcome this drawback, multilayer neural networks are used in this study. The weights of the neural networks are adjusted to compensate for the effect of the modeling error. The adaptive controller based on multilayer neural networks is an extension of the work described in Ref. 6 . In this paper, it is generalized such that the variables that do not belong to the states can be used as neural networks' inputs.
A. Effect of Modeling Error
In this paper, the modeling error in the body-xed angular rates dynamics is considered. The identi ed values of f 2 ; f 2a , and g 2 in Eq. (14) are de ned as O f 2 ; O f 2a , and O g 2 , respectively.Then, the control input is expressed as follows:
Substituting Eqs. (43) and (44) into Eq. (38) gives
represents the term caused by the modeling error, that is, the modeling error of f 2 ; f 2a , and g 2 adds the term z T 2 1 1 to the derivative of the Lyapunov function.
B. Neural Networks Structure
Given an input x 0 nn 2 R N1 , the three-layer neural networks as shown in Fig. 2 has an output y nn 2 R N3 as where v jk is the weight connectingthe rst layer to the second layer, w i j is the weight connecting the second layer to the third layer, µ is a bias, and N i is the number of neurons in the i th layer. The sigmoid activation function ¾ .¢/ is de ned by
The neural networks input-output mapping equation (45) can be expressed in matrix form as follows:
where Multilayer neural networks can approximate a nonlinear function to any desired accuracy. This is known as the universal approximation capability. 12;13 That is, for a continuous function 1:R N1 7 ! R N3 and an arbitrary constant ² N > 0, there exist an integer N 2 , the number of neurons in the hidden layer, and ideal constant weight matrices
where ².x nn / is the approximationerror satisfyingk².x nn /k · ² N for all x nn in some input space.
The following assumptions are used in the design and analysis of the adaptive control law presented in this paper.
Assumption 8:
T is de ned as the input vector of the neural networks, and this input satis es Eq. (48) for some ² N .
Assumption 9: The ideal weights are bounded in the sense that 
. Given a neural networks' input x nn , the output error is expressed as
where
and w 2 R 3 is de ned as
Furthermore, kwk satis es the following inequality for some positive constants C i ; i D 1; 2; 3; 4:
Proof: The output error of the hidden layer for the input x nn is de ned as
The Taylor series expansion of ¾ in Eq. (53) may be written as
By the use of Eqs. (53) and (54), the hidden layer output error equation can be written as follows:
Then, the error of the output layer is expressed as follows:
Therefore, Eq. (50) has been proved. When the sigmoid function ¾ .¢/ and its derivative d¾ .z/=dz are bounded by some constants and Assumption 8 is used, it can be shown that the high-order term O in Eq. (54) satis es the following inequality:
where c is a generic symbol used to denote any nite constant. Note that the property of kAx k · k Ak F kxk is used in the preceding equations. Finally, Eq. (52) is proved by using Eqs. (51) and (58) and hboxAssumption 8 as follows:
This lemma shows that the neural networks output error caused by the weight estimation error can be expressed as Eq. (50) and that the size of the term w in Eq. (50) is bounded by Eq. (52).
C. Design of the Adaptive Controller
The followinglemma de nes a robustterm v and shows a property for the stability analysis.
Lemma 3: Consider w 2 R 3 de ned as in Eq. (51) and v 2 R 3 ; » , and k v 2 R de ned as
where ² is a positive constant. Then, the following inequality is satis ed:
Proof: With the choice of v in Eq. (60), z
Substituting Eq. (52) into the preceding equation gives
Furthermore, from the de nition Q Z D Z ¡ O Z and Eqs. (61) and (62), we have 
The designprocessof the adaptivecontrollerand stabilityanalysis are stated in the following theorem.
Theorem 2: Consider the system Eqs. (25) and (26), where the controlinputu is de ned in Eq. (68)andthe adaptivelaws are de ned in Eqs. (69) and (70). Then, the trajectories of the system as well as the neural networks' weights are locally uniformly ultimately bounded:
where O A and v are de ned as in Eqs. (44) and (60), respectively. O W and O V are computed by the following adaptive laws:
where ·;°w, and°v 2 R are some positive design parameters. Furthermore,the bound of the tracking error and the neuralnetworks parameter estimation error may be kept as small as desiredby adjusting the design parameters. Proof: Let us consider the Lyapunov function candidate,
When Eq. (38) is used the derivative of the Lyapunov function V 2 along the trajectories of Eqs. (25) and (26) with the adaptive laws, Eqs. (69) and (70), are computed as
where u ¤ is the ideal control input when the exact aerodynamic model is available and is expressed as follows:
With the de nition of u ¤ in Eq. (73), Eq. (72) becomes
where 1 
When the propertyof the trace, tr[yx T ] D x T y, is used, the preceding equation is simpli ed as follows:
Using the property tr[
F and Eqs. (39) and (63), we have
With the de nition
If k 2 and · are chosen to satisfy k 2 · ¡ 4C 2 2 > 0, the last matrix in the preceding equation becomes positive de nite. Therefore, the following inequality is satis ed:
For a positive constant ¹ 2 satisfying 0 < ¹ 2 < minf.k 1 =2/.1 ¡ c 1 /; k 2 =4; ·=4 minf°w ;°vgg, nally, the following equation is obtained for the derivative of the chosen Lyapunov candidate function:
Hence, the error states z 1 and z 2 and the weight estimation error Q Z are bounded and converge exponentially to the residual set D 2 :
Because c 1 ; c 2 ; C 1 ; Z M , and ² are independentof k 1 and k 2 , the size of the set D 2 can be made arbitrarily small by adjusting the design parameters k 1 and k 2 . Theorem 2 represents the design procedure of the adaptive controller to track the ®;¯, and Á commands when the modeling errors exist. This shows that, if the controlleris applied, the tracking errors and the parameter estimation error of the neural networks converge to a compact set and also shows that the size of the set is adjustable by tuning the design parameters.
The universal approximation theorem only guarantees the existence of the ideal weight and the ideal number of the hidden layer neurons. In this paper, the weight of neural networks are adjusted by the adaptive laws; however, the size of hidden layer neuron N 2 is xed. It also affects the approximation capacity of the neural networks. If too small a value of N 2 is chosen, the neural networks may not compensate for the effect of the modeling error properly. Therefore, the value of N 2 should be chosen carefully in considerationof the complexity and the size of the modeling error.
V. Numerical Simulation
In Sec. III, the design methodology of the ight controller to track the ®;¯, and Á commands is proposed when full knowledge of the aerodynamic characteristics is available, and in Sec. IV, the adaptive controller based on neural networks is designed to eliminate the effect caused by the aerodynamic modeling error. This section presents numerical simulation results for each controller to demonstrate the performance of the proposed nonlinear control laws. The F-16 aircraft model is used in this paper, 11 and the following command values of ®;¯, and Á are applied to the aircraftin a steadystate level ight of V D 500 ft/s, h D 10,000 ft: To obtain differentiable commands satisfying Assumption 1, the third-order linear command lter is used. The aerodynamic modeling error is made arbitrarily, and the average error for each coef cient is listed in Table 1 
VI. Conclusions
A controllerfor a six-degree-of-freedom nonlinear ight model is proposed,and its stability is analyzedby using the Lyapunovtheory. The backstepping controller is used to track the ®;¯, and Á commands with the assumption that the aerodynamic characteristicsare fully understood. It is shown that, if the controller is applied, the tracking error exponentiallyconverges to a compact set and the size of the set can be made arbitrarilysmall by tuning the design parameters. It is not necessary to make the controller gain excessively large to guarantee stability because the timescale separation assumption is not used.
An adaptive controller based on neural networks is used to compensate for the effects of the aerodynamic modeling errors. The neural networks' parameters are adjusted to offset the error term. The closed-loop stability of the error states and the parameters of the neural networks are examined by the Lyapunov theory, and it is shown that the error states and the parameter estimation errors exponentially converge to a compact set whose size is adjustable by the design parameters. Finally, a nonlinear simulation of an aircraft maneuver is performed to demonstrate the performance of the proposed control laws.
