Abstract. This paper describes GoNTogle, a framework for document annotation and retrieval, built on top of Semantic Web and IR technologies. GoNTogle supports ontology-based annotation for documents of several formats, in a fully collaborative environment. It provides both manual and automatic annotation mechanisms. Automatic annotation is based on a learning method that exploits user annotation history and textual information to automatically suggest annotations for new documents. GoNTogle also provides search facilities beyond the traditional keyword-based search. A flexible combination of keyword-based and semantic-based search over documents is proposed in conjunction with advanced ontology-based search operations. The proposed methods are implemented in a fully functional tool and their effectiveness is experimentally validated.
Introduction
Document annotation and search have received tremendous attention by the Semantic Web [2] and the Digital Libraries [3] communities. Semantic annotation involves tagging documents with concepts (e.g., ontology classes) so that content becomes meaningful. Annotations help users to easily organize their documents. Also, they can help in providing better search facilities: users can search for information not only using keywords, but also using well-defined general concepts that describe the domain of their information need.
Although traditional Information Retrieval (IR) techniques are well-established, they are not effective when problems of concept ambiguity or synonymity appear. On the other hand, neither search based only on semantic information may be effective, since: a) it does not take into account the actual document content, b) semantic information may not be available for all documents and c) semantic annotations may cover only a few parts of the document.
Paper Outline. The rest of the paper is organized as follows. The semantic annotation mechanism is presented in Section 2, while Section 3 describes the search facilities. Section 4 presents the system architecture and provides technical information about the implementation. Section 5 presents the evaluation of our proposed methods. Section 6 discusses the related work and, finally, Section 7 concludes our work.
Semantic Annotation
GoNTogle framework supports semantic, ontology-based annotations, for widely used document formats (doc, pdf, txt, rtf, odt, sxw, etc.). It allows annotating the whole document or parts of it. GoNTogle framework supports both manual and automatic annotations. For automatic annotation we propose a learning method that exploits user annotation history and textual information to automatically suggest annotations for new incoming documents.
GoNTogle provides a common ontology-based annotation model ( Figure 1 ) for all supported document formats. Annotations are stored on a centralized ontology server, separately from the original document. Annotations from different document formats are defined and stored in exactly the same way. Each annotation is stored as an ontology class instance, along with information about the annotated document. We define a set of ontology properties that are used to store the minimum essential information needed to provide a bidirectional connection between documents and ontologies. These properties contain information like: document URL, annotation offsets, page number, extent of annotation over the document, etc. Figure 1 shows the ontology-based annotation model we developed in the context of the GoNTogle framework. Annotations are represented as class instances that can belong to one or more ontology classes. Using ontology properties, all the essential annotation information is attached to these instances. Property doc_URL, corresponds to the document's URL (including document's file name) of represented annotation. page_num and line_num properties, correspond to the number of the page and line respectively where the annotation begins. The property offset_1 corresponds to a number that indicates the offset from the beginning of the document until the beginning of the annotation. As the same, property offset_2 corresponds to the offset from the end of annotation until the end of the document. The property extent represents the extent of the annotation over the document. Finally, text_summ used for storing the summary of the annotated text (i.e., 1-3 tokens from the begin and the end) required for the GUI functionality.
Figure 2. Annotation suggestion algorithm
To automatically annotate documents, the user first selects a document or a part of it. Then, given the set of training data, our method suggests a ranked list of ontology concepts (classes) to annotate the document (or its part). Figure 2 presents our method. It takes as input the selected text st and the inverted index I. Based on textual similarity ts st,at between st and each indexed annotated text at, the k most similar annotated texts are considered for further processing, and included in set S (lines 1-4). Then for each at in S, we retrieve the ontology classes used to annotate at. Each class cl is given a score Scr cl that combines (a) the textual similarity (based on Lucene similarity model 1 ) score ts st,at between st and at and (b) a score e cl,at representing the extent to which each at in S is annotated with class cl (line 7). As e cl,at we define, the number of tokens of the cl annotations in at divided by the number of tokens in at.
The w 1 and w 2 weights are used to quantify the preference of textual similarity against semantic similarity (or vice versa). Finally, a ranked list of suggested annotation classes cl i and their score Scr cli is presented to the user (line 10). The user may choose one or more suggested classes to conclude the automatic annotation process.
Search
In this section, we present the search facilities proposed in the context of GoNTogle framework. We formally define the supported search types (Section 3.1) and we analyze the ontology-based advanced search operations (Section 3.2). Moreover, we introduce the hybrid search method, which combines keyword-based and semanticbased search. Below we introduce the notation used in the following paragraphs.
Semantic-based search. This search facility allows the user to navigate through the classes of an ontology and focus their search on one or more of them. 6 weights are used to quantify the relative importance of the semantic-based and keyword-based scores, when either keyword or semantic queries must be satisfied.
Semantic

Advanced Search Operations
Here we present a set of advanced search operations that can be used after an initial search has been completed. '' would return all documents annotated with both classes and contained the keyword "XML".
Get Next Generation. The resulting list from a semantic-based (or hybrid) search can be confined by propagating the search on lower levels in the ontology (i.e., if class cl has been used, then search is propagated only in direct subclasses of cl). This is the case when the search topic is too general. For example, if a user had initially searched with H. 2 
[DATABASE MANAGEMENT], then ''Get Next Generation'' would return all documents annotated with at least one of its subclasses (H.2.5[Heterogeneous Databases], H.2.3[Languages], etc.).
Get Previous Generation. This offers the inverse functionality of the previous option. The resulting list from a semantic-based (or hybrid) search can be expanded by propagating the search on higher levels in the ontology (i.e., if class cl has been used, then search is propagated only in direct superclasses of cl). This is the case when a search topic is too narrow. For example, if a user had initially searched with H. 2 
[ DATABASE MANAGEMENT], then ''Get Previous Generation'' would return all documents annotated with its superclass (H.[Information Systems]).
Proximity Search. This search option allows the user to search for documents that belong to all subclasses of a selected class, by applying a ranking model based on ontology hierarchy. That is, if class cl is the initial class, then search is propagated in all direct and indirect subclasses of cl. The resulting documents gathered from all levels of the ontology hierarchy are weighted properly (i.e., documents from the selected class cl get higher score than 1st level subclasses and even higher than 2nd level subclasses).
System Overview
System Architecture
Due to its centralized server-based annotation storage and management architecture, GoNTogle offers a collaborative user environment. Annotations are stored separately from the original document and may be shared by several user groups. GoNTogle's architecture is presented in Figure 3 . The system is divided into 4 basic components: 
Implementation
In what follows we provide technical information about the implementation of our system. All annotation and search facilities presented in this paper have been implemented in a Java prototype. Application screenshots, as well as the application itself and installation instructions can be found in http://web.imis.athenainnovation.gr/~dalamag/gontogle. A demonstration of GoNTogle tools is presented in [23] .
To develop our system, we used several open source tools and libraries. For indexing and keyword searching we used the Lucene search engine library. Lucene modules participate in several components of our system: a) Document text indexing for search purposes (Indexing Component). b) Document retrieval and scoring regarding textual similarity (Search Component). c) Indexing and querying documents for automatic annotation purposes (Semantic Annotation Component).
We used the Protégé 3 server and MySQL database for the Ontology Server Component, so that document annotations are stored as class instances. Through Protégé API, for each annotation, we store information that is required for processes such as retrieval of the specific annotation, ontology search scoring for a specific class-document pair, etc.
OpenOffice API 4 was essential in incorporating in our system a viewer that could maintain the exact format of .doc documents, which is a very common filetype. The same applies for Multivalent 5 , a generalized document viewer that was integrated in our system so that .pdf files could also maintain their format when being viewed and annotated.
Evaluation
In this section, we present the experiments we performed in order to evaluate the effectiveness of our methods. In Section 5.1 we present the evaluation of the automatic annotation method. In Section 5.2, we compare our proposed hybrid search method with keyword-based and semantic-based search .
Automatic Annotation
In order to demonstrate the effectiveness of the proposed automatic annotation method, we perform a user-based evaluation. The effectiveness of our method is validated in terms of Precision at position n (P@n) and Recall.
Configuration
We turned the ACM Computing Classification into an OWL ontology. The ontology produced is a 4-level structure with 1463 nodes. First, we performed an initial set of experiments in order to compare the simple kNN and the weighted kNN classification methods and also to indentify the best value for the k factor. Best precision and recall values were observed for k=7 using the weighted kNN algorithm.
Moreover, the weights used for the automatic annotation method (Section 2.1), w 1 and w 2 are calculated at 0.6 and 0.4 respectively after tuning. Intuitively, these values suggest that, in our problem setting, textual similarity is slightly more important than semantic similarity in case of automatic annotation.
Evaluation Scenario
We asked from 15 users (PhD students and researchers in various areas of computer science) to participate in our experimental evaluation. Each user selected 2 areas of her research interests and for each area she collected 10 research papers that she was familiar with. In order to train our system, we asked from each user to annotate (parts or/and the whole of) 12 out of her 20 papers with at least one ACM class, using the GoNTogle framework.
After every user had performed the training task, we asked each of them to evaluate the automatic annotation suggestions provided by GoNTogle, for the remaining 8 papers of each user (test set). Note that, before reviewing the system suggestions, each user was asked which annotation classes she expected to be given by the system. The system presented a ranked list of annotation classes and each user was required to check the valid ones. Also, each user should point out valid classes that were not found between the system suggestions, as well as valid classes that, even they had not thought of, the system correctly suggested them.
Based on the data collected, we calculated the Precision at position n (P@n) and Recall values for each user separately, as well as the mean average values for all users. Also, for correctly suggested annotation classes that the user had not initially thought of using them, we introduce the measure of Unexpected Valid Class Suggestion (UVCS), defined as follows:
P@n and Recall are defined as follows: and , where we count as relevant results, the ACM classes considered valid by the user. Note that, due to our annotation scenario (annotating research papers with ACM classes), it is rational to regard only the top-5 results during the P@n computation. That is, because the majority of the research papers under consideration do not handle more than 5 ACM hierarchy topics.
Evaluation Results
As we can observe, our method achieves high values both for Precision and Recall metrics. Moreover high Recall values have been achieved, with an average Recall value equal to 0.93. We should note that the relatively low P@4 and P@5 are justified from the fact that, for a respectable amount of test documents, the users expected (and thus validated) no more than 1-3 classes, that were found in the top 3 positions of the system's ranked suggestion list. Finally, it is obvious from the UVCS metric, that the automatic annotation mechanism supports and guides users during the annotation process, by suggesting correct classes that users had not previously thought of. 
Search
In this section, we present an evaluation comparing the effectiveness of the search types provided by our framework. The comparison is performed in terms of Precision at position n, Recall, F-measure and Precision-Recall curve. In all cases, the proposed hybrid search method delivers higher quality results than traditional keyword-based or semantic-based search methods.
Configuration
The weights used for the hybrid search method (Section 3.1) are assigned the following values: w 3 =0.7, w 4 =0.3 and w 5 =0.6, w 6 =0.4 after tuning. Intuitively, these values suggest that, in our problem setting, semantic-based score is slightly more important than keyword-based score in hybrid search.
Evaluation Scenario
Our corpus consists of the 300 manually and automatically annotated research papers from the previous experiment (Section 5.1). First, we collect all the keywords defined in these papers and we randomly choose 10 keywords to be used as queries. Note that, keywords queries may contain one or more tokens.
Also, we map the selected keyword queries to semantic queries, using the ontology classes. That is, to construct semantic queries that correspond to the keyword ones, we select the ontology classes that are most similar to the keyword content. In this way, we are able to perform both keyword, and ontology search, as well as hybrid search, comparing the effectiveness of each approach. Table 3 presents the 10 keyword queries (q key ) which are used for this experiment. Table 4 , presents the corresponding semantic queries (q sem ) expressed using the classes from ACM ontology. Hybrid queries are expressed by the combination of a keyword query and its corresponded semantic query. For hybrid search we apply booth (OR, AND) Boolean operators. The hybrid queries applying AND and OR operators are denoted respectively as q hybrA and q hybrO . For each query we measure the quality of retrieval method using the Precision at position n at position n, for n [1 to10] and Recall. Based on these measures, we compare the various search types offered by our system: a) Keyword-based search, b) Semantic-based search, c) Hybrid search using AND operator (hybrA) and d) Hybrid search using OR operator (hybrO). Finally, for each search type, we compute the average Precision at positions 1 to 10, Recall, F-measure and Precision-Recall curves for all queries. Table 5 presents the average P@n for n [1 to 10] and the average Recall and Fmeasure values for all queries. Note that, most queries in hybrid search using the AND operator, do not retrieve more than 5-6 documents (as we can see from Table 6 ). As a consequence, the precision, for this search type is calculated only at positions 1 to 5. Table 5 , the hybrid search (for both operators) outperforms the keyword-based and semantic-based search at every position, with hybrA achieving slightly higher values at positions 4 and 5. Moreover, we can see that keyword-based search radically decreases after position 4, where semantic-based and hybrid search start decreasing progressively after the 6th position.
Average Evaluation Results For All Queries
Precision. As we can observe from
Hybrid search compared to keyword-based search, achieves a maximum increase of 100% at position 7 and a minimum increase of 33.3% at position 2. Comparing hybrid with semantic-based search, hybrid, achieves a maximum increase of 17.2% at position 10 and a minimum increase of 0% at position 1.
Recall. As we can see, the hybrO outperforms the keyword-based and semanticbased search, achieving recall value close to 1 (0.98). Moreover, hybrA achieves slightly lower recall values than semantic-based search. This is due to the fact that hybrA search is very restrictive. So, too few documents are returned for each query with negative influence on the recall values.
Comparing hybrO with keyword-based search, hybrO, achieves an increase of 78.2%. Moreover, despite the low recall values of hybrA method, in comparison with keyword-based search, it increases the recall value at 20%. In comparison with semantic-based search, hybrO achieves a increase of 16.7%. Finally, hybrA achieves lower recall values than semantic-based search, having a decrease of 21.4%.
F-measure.
As we can see, the hybrid search outperforms the other methods in Fmeasure value. Comparing hybrO with keyword-based and semantic-based search, hybrO achieves an increase of 77% and 16.4% respectively. Moreover, comparing hybrA with keyword-based and semantic-based search, hybrA achieves an increase of 52% and 0% respectively. Precision vs. Recall. Figure 5 shows the average precision-recall curve for all queries. As we can see, hybrid search has a very stable performance, achieving high precision (close to 1) even for recall values greater than 0.8. hybrO precision starts to decrease noticeably only after recall values are greater than 0.9. For recall values lower than 0.6, hybrA achieves precision values higher than hybrO. Semantic-based search precision, progressively decreases from the beginning while recall increases. Finally, keyword-based search precision values rapidly decrease for recall values greater than 0.4. Figure 6 presents for each query, the P@n for n [1 to 10] and Recall values.
Evaluation Results For Each Query
As we can see, in all queries, the hybrid search (for both boolean operators) outperforms the keyword-based and semantic-based search in precision values at every position. Moreover, regarding the recall measures, the hybrO search outperforms the other search methods in every query, with 9 out of 10 queries achieving recall values equal to 1.
As far as P@n is concerned, hybrid search achieves the highest precision values for all queries in every position. Hybrid search using AND and OR operators achieve similar precision values. However in many cases AND operator returns less than 10 documents. Semantic-based search achieves lower precision values (except hybrA for Query 6) than hybrid search, and higher values than keyword-based search (with 3 exceptions, Queries 4,5,6). Finally, keyword-based search achieves, in general, the lowest precision values.
As far as recall is concerned, hybrid search using OR operator achieves the highest recall values in all queries, with 9 out of 10 queries achieving recall values equal to 1. Semantic-based search achieves lower recall values than the former and higher or equal than rest methods, with two exceptions (Queries 6,8). Moreover, hybrid search using AND operator achieves lower or equal recall values than semantic-based search and higher than keyword-based search (with one exception, Query 2). Finally, keyword-based search achieves, in general, lowest recall values. Figure 6 . The Precision at position n (P@n) and the Recall for each query
Related Work
A great number of approaches on semantic annotation have been proposed in the literature [6, 7] . Most of them are focused on annotating web resources such as HTML pages [8, 9, 10, 11, 12, 13, 14] .
As far as plain text (or HTML) annotation is concerned, there are approaches that differ in the annotation and search facilities they offer. GATE [15] is a platform that offers an architecture, a framework and a graphical tool for language processing. Tools and resources are offered to perform textual annotation both manually and automatically using information extraction (IE) techniques.
KIM [16] provides an infrastructure for semantic annotation of documents (text or HTML), restricted, however, to its own ontology, called KIMO. The information extraction, document management and annotation part is based on GATE. The aim of the IE engine is the recognition of named entities with respect to the KIMO ontology. Compared to the above approaches, GoNTogle provides advanced searching facilities using a flexible combination of keyword-based and semantic-based search over documents. Also, it provides automatic annotation facilities based on models trained from user annotation history, so that annotation suggestions are tailored to user behavior.
AKTiveMedia [17] supports the annotation of text, images and HTML documents using both ontology-based and free-text annotations. For the automatic annotation task an underlying information extraction (IE) system has been integrated, learning from previous annotations and suggests annotations to the user. However, AKTiveMedia does not provide search facilities. Furthermore, the supported automatic annotation mechanism provides very low performance, when annotations concerns more than one tokens (due to the IE system). In addition, a serious limitation of the automatic annotation mechanism is that it takes into consideration only one class per annotation. In case of annotations with multiples classes, the rest of the classes are skipped.
The above tools support annotations on HTML or plain text. As far as popular document formats are concerned, PDFTab [18] is a Protégé plug-in for annotating PDF documents with OWL ontologies classes. Annotations are stored in the internal document representation, with the document structure remaining unchanged. Compared to GoNTogle, PDFTab has several limitations: it does not provide any search facilities or automatic annotation method. SemanticWord [19] is a MS Word plug-in which offers MS Word annotations with DAML+OIL ontologies. Compared to GoNTogle, SemanticWord integrates an information extraction system with no learning support to suggest annotations. Also, SemanticWord does not provide search facilities and does not support OWL and RDF/S ontologies.
Regarding the semantic search, in the recent years, numerous systems and approaches have been proposed in the literature [20] . An approach close to our, is introduced at [21] , where a combination of keyword and semantic search over web sources is supported, on top of the AKTiveMedia framework [17] . A noticeable drawback of this approach is that the ranking of hybrid search, is relying only at keyword search where the semantic part is utilized only to exclude or include a result and not to rank it. Moreover, [21] does not support advanced search operations related to ontology semantics. Additionally, an interesting but less relative approach [22] , analyzes the meaning of words and phrases, to define semantic relations between lexicalized concepts. In that case, syntactic search is extended with semantics, by converting words into concepts and exploiting the arisen semantics.
Conclusion and Future Work
In this paper we presented GoNTogle, a framework for document annotation and retrieval, built on top of Semantic Web and IR technologies. GoNTogle supports both manual and automatic document annotation using ontologies. A learning mechanism is implemented, providing automatic document annotation facilities based on textual information and user annotation history.
In order to overcome the drawbacks of traditional keyword-based (like concept polysemy and synonymy) and semantic-based search (like partial or not existing annotations) we propose a hybrid search method. Hybrid search provides a flexible combination of keyword-based and semantic-based search. Moreover, several advanced ontology-based search operations are provided. Ontology information is exploited, to help the user expand or shrink the resulting list in order retrieve high quality results.
A user-based evaluation is performed, in order to demonstrate the effectiveness of the automatic annotation method. Moreover, a comparative evaluation validates that, the proposed hybrid search, outperforms in all cases the keyword-based and semanticbased search in terms of precision and recall.
Finally, all the proposed methods are implemented as a fully functional tool.
Our future work involves: a) Supporting more knowledge representation forms (e.g. Mind maps). b) Adding advanced search facilities exploiting ontology reasoning techniques. c) Integrating several semantic-based natural language techniques. d) Studying how tagging techniques can be integrated to GoNTogle framework. e) Using GoNTogle framework to support the clipping department of an organization or a company in order to perform extended experiments in large corpora. f) Adapting the framework to commercial document viewers (MS Word and Adobe Reader).
