INTRODUCTION
The National Health Service (NHS) of England, despite being viewed as one of the best health systems in the Western world (Davis et al., 2014) , is facing some of the toughest challenges since its inception in 1948 (NHS England, 2013) . Since 2009 these challenges have been focussed heavily on cost efficiencies and reducing overall operating costs (Nicholson, 2009; Carter, 2016) . The Department of Health in England has taken steps towards making cost savings in NHS facilities by removing unwarranted variations, with a view that this will save the NHS £5bn per annum by 2020 (Carter, 2016) . The report by Lord Carter of Coles (2016) estimates that £3bn of efficiency savings can come from a combined optimised use of clinical staff along with better estates and facilities' management. A review of the healthcare estates of the NHS in England revealed that as much as 16% of occupied floor area (m 2 ) is either unsuitable for use, underutilised or not used at all (Health and Social Care Information Centre, 2015) . Of the floor area available, 4.4% is reported as being under-utilised or unused completely. It was recommended to the NHS that the amount of unoccupied or underused space should not exceed 2.5% (Carter, 2016) by April 2017.
However, the optimisation of space usage is not the only concern the NHS has to consider. The utilisation of clinical staff is highlighted as the biggest area (£2bn per annum) of potential cost savings through an optimised use of the clinical workforce (Carter, 2016) . This is further combined with continued work towards improving patient satisfaction (Nicholson, 2009; NHS England, 2014) through a reduction in waiting times and crowding (Bernstein et al., 2009) . Similarly, changing demographics gives rise to a changing NHS as the needs of the population put a varying amount of pressure upon the health service (Department of Health, 2013) .
There is a fine balance between the metrics by which health providers are measured. Finding the optimum between waiting times, clinician utilisation, space utilisation and patient satisfaction is increasingly challenging. There has been much work in both academia and industry to analyse existing situations and provide solutions to improve the efficiency and effectiveness of care in healthcare facilities (Gunal and Pidd, 2006; Marcario, 2006; Maviglia et al., 2007; Hendrich et al., 2008; Bernstein et al., 2009; Dexter and Epstein, 2009; Reynolds et al., 2011; Greenroyd et al., 2016) .
It can be argued that at the core of these concerns is the scheduling of patient appointments, with much research available on systems to aid appointment scheduling (Fetter and Thompson, 1965; Kuljis, Paul and Chen, 2001; Harper and Gamlin, 2003; Gunal and Pidd, 2010) . It can be difficult to successfully balance utilisation and satisfaction if the patient scheduling is not optimised for the current clinic setup. There are many factors which can impact the effectiveness of the patient schedule including noshows, arrival patterns (i.e. a patient arriving either early, on-time, or late for an appointment) and appointment duration variations. A study into operating theatre tardiness found that for every minute a surgery started late, the department's staffing was increased by 1.1 minutes for an 8-hour surgery day (Dexter and Epstein, 2009) , thus negatively affecting the department's performance and efficiency.
The primary challenge with scheduling is the uncertainty in appointment durations, with high variations in appointment durations viewed as a key cause for clinical delays (Huang and Kammerdiner, 2013) , increasing waiting times and clinic over-run. There have been attempts in the literature to tackle these concerns by accommodating variations into scheduling, with the implementation of decision trees (Huang and Kammerdiner, 2013) , or by using discrete-event simulation to compare scheduling techniques (Lee et al., 2013) .
RELATED WORK
The use of discrete-event simulation to model hospital departments is well documented in the literature (Jun, Jacobson and Swisher, 1999; Anderson and Merode, 2007; Gunal and Pidd, 2010) . Studies include making strategic decisions for various departments (Ballard and Kuhl, 2006; Denton et al., 2006; Vanberkel and Blake, 2007; Leskovar et al., 2011) ; estimating capacity levels and measuring waiting times (Werker et al., 2009) ; analysing patient flows (Brenner et al., 2010; Zeng et al., 2012) ; measuring policy impact (Fletcher et al., 2007) ; and simulating patient scheduling and utilisations (Harper and Gamlin, 2003; Werker et al., 2009; Lee et al., 2013; Quevedo and Chapilliquén, 2014) . It has been argued that the extensive use of process modelling is limited in healthcare compared with other industries (Harper and Pitt, 2004) due to the complexity of the processes and the vast amounts of data required to provide accurate models (Antonacci et al., 2016) .
Those that have used discrete-event simulation to analyse patient scheduling do so in an attempt to resolve issues such as reducing waiting times (Harper and Gamlin, 2003) , reduce planning time for schedules (Werker et al., 2009) or compare scheduling models (Lee et al., 2013) . With the exception of Lee et al. (2013) there are few studies which measure the performance of scheduling models against a range of metrics. Typically, studies have focused on one key metric, while Lee et al. (2013) evaluated four metrics including clinic overtime, waiting times, unmet demand, and use of appointment slots, but did not measure such metrics as clinic room utilisation or clinician utilisation.
These tools are typically built to analyse and solve specific scenarios at specific facilities. However, there are some generic models produced using techniques such as Business Process Modelling and Notation (BPMN) to build accessible simulation models for optimising healthcare processes (Rolón et al., 2008; Antonacci et al., 2016) . BPMN requires users to understand the notation used, which may make the approach prohibitive to healthcare estates managers or department managers. This paper introduces a new tool with modifiable inputs offering a reusable simulation model for optimising patient scheduling. This tool gives the ability to balance performance for a range of metrics applicable to the NHS, including waiting times, clinic utilisation, waiting room utilisation, clinician utilisation, and clinic over-run. 
METHODOLOGY
The tool presented in this paper was built in response to increased demand for outpatient services at a NHS hospital in the UK. The NHS Trust designed a new cancer treatment centre with specific space allocated for outpatient services. However, since the design and construction of this facility began, demand for the outpatient services at the existing facility has risen to a level higher than anticipated. The Trust wished to produce optimal patient schedules based on a variety of clinic scenarios, such as number of rooms or clinicians available while operating within a set of performance targets for key metrics, including: patient waiting times, clinician utilisation, clinic utilisation, waiting room utilisation, and clinic overrun. The purpose of the tool presented here was, therefore, to identify appropriate levels of activity (e.g. number of daily attendances) that the outpatient department could accommodate to maximise the utilisation of the clinic rooms and clinicians whilst maintaining a positive patient and clinician experience.
The Trust were operating two clinic models in the outpatient department; a dedicated clinic model where clinicians stay in one room for the clinical day; and a hub and spoke model where clinicians use a central hub to complete admin work (e.g. patient notes). These have a smaller number of clinic rooms to consult with patients (i.e. clinicians use any free clinic room). These clinic models can operate in parallel during a day with variable numbers of clinicians and rooms across two floors of the outpatient department. This paper details the development, inputs, simulation and outputs of the tool developed to aid clinic planning for the Trust. Figure 1 shows the process users take using the tool presented here.
Inputs
Two factors which negatively impact patient scheduling, and hospital performance, are variations in the appointment durations (i.e. the time a patient spends with a physician) and arrival times (i.e. whether a patient arrives early or late for their appointment). For appointment duration variation, an analysis of anonymised historical appointment data was performed to identify the variation. Historical data were provided for a five month period between July and November 2015 for a range of outpatient appointment types and included the arrival time of the patient, totalling 4,945 data points. Of this, some appointments were excluded from analysis where the duration was less than five minutes or greater than 90 minutes (278), or where the appointment data were incomplete (919), for example, if it did not specify the activity undertaken. This was done to remove appointments which were logged after they occurred (i.e. typically resulting in very short appointment durations) and ones which could not be specifically linked to the outpatient services of this department. This gave a remaining total of 3,748 data points for analysis. An average (mean) appointment duration for low throughput (24mins) and high throughput (22mins) clinic models were extracted, along with the value representing one standard deviation from this mean appointment duration. Figure 2 shows the distribution of appointment durations for the low throughput model and Figure 3 shows the distribution for the high throughput model from the historical data.
The tool uses a number of inputs that define the clinic day to be analysed, ranging from the number of rooms and clinicians available, to the arrival profile of patients. The inputs are modifiable by the user at runtime, allowing them to simulate a variety of scenarios. For example, users can simulate and compare between 24 clinic rooms and 36 clinic rooms with ease. Previous academic discussion has noted that tools for this type of modelling are better understood by users if the inputs have sensible default values from the outset (Fletcher et al., 2007; Gunal and Pidd, 2010) . In acknowledgement of this, the tool was developed with default values for each input derived from discussions with the Trust and analysis of the historical data. The inputs and their default values are given in Tables 1 through 4.
The inputs provide a comprehensive analysis model which evaluates the range of metrics defined by the Trust. Of these inputs, some are related to the clinician working practices and protocols. An example of this is the clinician write-up period after each appointment has been completed. This is the time in which clinicians enter details of the patient's visit into their electronic records system, order follow-up tests, and organise referrals as necessary. For the dedicated clinic model, this occurs in the same room as the appointment undertaken by the clinician who does not leave, and so this time is taken into account in the room turnaround (the time taken for the room to be prepared for the next patient). However, for the Hub/Spoke model, this write-up time is conducted at the staff hub, allowing the room to be freed up quicker for the next patient to be seen by another clinician.
Queues
Queueing is relatively simple in the dedicated model, with patients arriving at the waiting area and then waiting for a room to be free following the room turnaround and the clinician write-up period. However, for the Hub/Spoke model queuing is slightly different, with there being a need for both a room to be empty, and a clinician to be free. The logic flow for this queue is presented in Figure 4 . 
Patient Numbers
The objective of the tool is to produce an optimal patient schedule that allows the department to examine as many patients as possible in a given day while keeping within the agreed target for a range of metrics. As such, the tool does not take in a single figure for the number of patients, but rather a range and step size. This range is analysed, increasing by the step size for each simulation run. This provides the users output for each metric for the range of patients, allowing them to compare schedules and choose the optimal with ease. How many patients will turn up early for their appointment.
Arrival profilepercentage of late arrivals 30% How many patients will turn up late for their appointment.
Arrival profileminutes early 10 minutes How early will patients turn up for their appointment. E.G. for a 9:15 appointment a patient will arrive at 9:05. Arrival profileminutes late 9 minutes How late will patients turn up for their appointment. E.G. for a 9:15 appointment a patient will arrive at 9:24. Arrival profile -for each clinic hour Defaults as above for arrival profile
The user is given the option to define the arrival profile for each individual hour of clinic operation for greater control of the profile. 
Arrival Profiles
Another variance which can impact on a clinic's operational efficiency is the arrival times of patients with appointments. Patients rarely turn up for an appointment at the time of that appointment. Rather they turn up early, to ensure they make it, or are late for a variety of reasons. For this, the arrival profile can be defined by the user as a uniform profile, or define an arrival profile for each hour of the clinic's operations. This means that if users spot a trend in patients arriving late in, for example, the afternoon, this can be built into the simulation model to analyse the impact of this. Patients that arrive early will be registered in the model from their arrival time, and will be placed in the queue to be seen based on their arrival. Patients that arrive ahead of their appointment timeslot earlier in the model may have the opportunity to begin their appointment prior to the scheduled appointment timeslot if a room and a clinician are free when they arrive and no other patients are in the queue ahead of them. If a room or clinician is not free however then they join the queue to be seen when the resources are available.
Patients that arrive late are processed depending on how late they arrive. For the Trust, the policy is for patients that arrive within 15 minutes of their appointment timeslot to be seen before patients with later appointments already in the queue. Effectively this allows late patients up to 15 minutes grace to jump the queue before enduring an unknown wait to be seen. For example, if patient A has an appointment at 9:30 and arrives at 9:20, while patient B has an appointment at 9:15 but arrives at 9:24, patient B will be seen before patient A. However, if patient B arrives at 9:31, then patient A will be seen before patient B.
Simulation
The simulation is provided by the discrete-event simulation (DES) tool SmartProcessAnalyser, developed by BuroHappold, which builds a set of clinic rooms based on the inputs provided by the user and produces a simulation model for the first grouping of patients. This model is then executed and analysis results exported to a spreadsheet file before a new simulation model is generated for the next simulation run.
Multiple Analysis
The results of a single simulation can be misleading with the variance in appointment durations and arrival times providing a different result each simulation run. Though the tool uses a random function to generate the patient appointment duration and arrival time, it is feasible to have a 'near-perfect' day simulated where appointments are relatively quick and so it might appear that the clinic could handle more patients than simulated with a quick finish. Equally it is possible to have a 'near disastrous' day with long appointments which may give the impression that the clinic could only handle a small number of patients. To account for this, an analysis was performed to determine how many simulation runs would be optimal to obtain a valid prediction of the average, rather than allowing a 'near-perfect' or 'neardisastrous' day to provide misleading results. The output of this recommended 40 simulation runs be performed for each set of inputs to account for the variation between each simulation run and prevent outliers from providing misleading outputs. Table 5 outlines the results of this analysis. The simulation model executes the analysis for a single grouping for a given number of runs before moving onto the next grouping. For example, a simulation of 50-100 patients with a step size of 10 for 20 runs will analyse 20 scenarios of 50 patients before moving on to analyse 20 scenarios of 60 patients, and so on. A similar technique was seen in the work of Harper & Gamlin (2003) which ran a DES model for an Ear Nose and Throat (END) department 40 times to prevent outliers skewing the results.
The multiple run analysis was performed using default values for the inputs, with the exception of patient numbers which were set at 500 patients. For each set of runs, the average results from that simulation were taken and measured for their variance and confidence level around the mean (measured at 95% confidence of the mean). For the single run analysis, the average values are also the only values that are exported, as opposed to multiple runs where the average value is the average of all values in that simulation. For example, a five run simulation shows the average of each of the five results on the graph outputs. Each simulation was run 20 times, giving 20 samples for each 'run' being analysed, ranging from 20 simulation results (20 times 1 run) to 1000 simulation results (20 times 50 runs) in the analysis. The results shown in Table 5 show that the variance is reduced for each metric as the more simulation runs are performed, until 50 runs is reached. At this point, some metrics variance increases while others stay the same, suggesting that 40-50 runs per simulation is likely to provide a more reliable result than 1 run per simulation.
Analysis Results
The simulation exports the result of the analysis to a spreadsheet file that can be examined in full by the user and includes graphs that highlight the core results of the simulations. This includes the individual result for each simulation run for the user to inspect if they so wish. The metrics included in this tool are shown in Table 6 . Each graph shows the number of simulated patients along the X-Axis, and for each patient grouping the average result after all of the simulation runs. Also given are error bars denoting the minimum result and maximum result of all runs. Figures 5 through 8 provide examples of the graph outputs following simulations using default values.
The spreadsheet of results allows users to explore the simulation results in detail. For each metric an overall value (average of both clinic models) is provided, as well as the result for each clinic model. This is given for each simulation run. For the room utilisation metrics, a detailed output of the utilisation for each clinic type (and average of overall) for each simulated minute is provided. This is broken into the three states the room may be in, idle (empty room ready for a patient), occupied (with a patient), and being turned around (prepared for the next patient). This allows users to analyse periods of a simulated day when utilisations may be lower than anticipated.
Result Interpretation
The tool provides the graph outputs on the user interface (UI) for the user to work with as soon as all of the simulations runs are completed, with the detailed spreadsheet of data available to export. However, the tool does not interpret the results to make any recommendations of the best schedule to adopt for the clinic. Rather, this interpretation is left to the user, who can apply their experience and knowledge to weight between each metric and select the optimal patient schedule. For example, as government focus shifts towards maximising utilisation of space, it may become acceptable to have a percentage of patients waiting more than a given amount of time if the utilisation is increased. Such trade-off decisions are left to the users, with the tool providing no bias.
The error bars in the graphs shown in Figures  5 through 8 show the minimum and maximum value of the results, with the columns denoting the average result. The total amount of time spent by patients in appointments after the end of the clinic hours. For patients whose appointment began prior to the end of clinic hours, only the portion that occurred after the end of clinic hours is included. For example, if patient A begins their appointment at 16:50 and finishes at 17:15, with clinic hours finishing at 17:00, this would give a patient facing time of 15 minutes. This is summed for all patients, so if patient B has an appointment from 16:55 to 17:10, the total patient facing time for A & B would be 25 minutes. Metric 7
Clinic over-run (mins)
The total amount of time after clinic hours until all patients have completed the model. In the above example for metric 6, the clinic overrun would be 15 minutes. Metric 8
Patients waiting (post clinic) This is the number of patients who are still waiting to be seen at the end of clinic hours. Metric 9
Patients being seen (post clinic) This is the number of patients that are in appointments at the end of clinic hours.
LIMITATIONS
Although the tool takes into account the variance in appointment durations and arrival patterns, it does not take into account other variances related to the clinicians and facility which may impact on an appointment schedule. For example, there is only a fixed input for the length of time clinicians will spend 'writing up' following an appointment. However, this could be subject to variance depending on the appointment, as follow-up tests may need to be ordered, or subsequent appointments scheduled. This variance was unable to be captured from the appointment history data used to calculate the variance in appointment durations, and so the default values for these inputs came from discussions with experienced clinicians. However, because the input is accessible to the user of the tool the write-up time can be modified if the write-up process or time changes. Similarly, there is no variance accounted for in the room turnaround times for each clinic type. The clinic turnaround is the time it takes to prepare the room for the next patient, which may include changing bedsheets, replenishing equipment such as gloves and needles, and removing expended equipment. This variance was also unable to be captured from historical data, though it is also less likely to have as much variance as appointments and clinician work. Turning a room round for the next patient typically follows a given process for hygiene and sanitary reasons and has a fixed protocol to be followed. Thus, the impact of a variance in turnaround times is likely to be negligible. However, as with the clinician write-up input, this input is exposed to the user to be modified as they see fit.
As the tool has been built for the outpatient operations defined by the Trust, it follows a linear unchanging clinic pathway for patients from arrival to appointment to leaving the model. It does not take into account other potential activities such as blood work prior to or after the examination. However, the underlying simulation engine allows for easy adaptation at a later stage to include further activities, both clinical and non-clinical, should future scenarios warrant it. Full implementation could allow users to build their own clinic pathway for a patient, however, at present this is not a function of the tool presented here.
DISCUSSION
This paper has presented a clinic planning tool that is generalisable to any outpatient clinic wishing to run dedicated, Hub/Spoke, or a mixture of both clinic types, as well as incorporating variance in patient appointment durations and arrival times for a more accurate simulation. The variance for appointment durations and arrival times was calculated from 3,748 historical appointments. However, the generic inputs are open to users of the tool and thus allow for any Trust to adopt the tool to produce their own simulation results with ease. This allows the tool to be reused and prevents it being a solution for one specific problem. Rather, this tool can be used to tackle a range of appointment scheduling problems provided sensible inputs are given, saving a Trust the time and development cost of developing their own tool.
With increasing budget restraints on the NHS, a reusable tool that can be utilised by any hospital or department is of benefit to the healthcare industry. Its generic modelling inputs, not constrained by spatial requirements, allow for reuse and easy adoption by other healthcare providers. However, its adaptability through the use of the extendable DES engine also ensures the tool can evolve with policy changes and continue to provide optimal patient schedules.
CONCLUSIONS
The variance in appointment durations plays a large part in the efficiency and operation of a clinic. Though there may be attempts to standardise appointment durations, variations will undoubtedly occur as individual health concerns cannot always be feasibly addressed in a strict appointment window. As such, it is better to accept the variance and plan with it, rather than to plan for no variance and wonder why clinics are over-running every day and clinicians are suffering from being overworked. This tool assists with this, taking the variance and randomness in appointment durations and building this into the simulation model from the start. The use of a generic input set-up to define the clinic model allows the tool to be applicable to any department utilising the given clinic models to find an optimal appointment schedule.
The variance in outputs generated by each individual simulation run has been highlighted as a danger of incorporating variance in appointment durations. This shows the need for multiple simulation runs to be performed on a DES model to reduce overall impact of outliers from producing non-representative results and improve the confidence in the outputs. The inclusion of clinician resources for the clinic also allows for future planning to be undertaken, by seeing the impact of clinician changes (holiday, sickness, etc.) on the system.
Finally, a range of metrics has been included in the tool, providing a comprehensive analysis to the user. The metrics offer output based on current targets and guidelines for the NHS. These can be easily adapted or added to as targets and guidelines change. The end result of using the tool is the user's ability to produce an appointment schedule which will allow for seeing the maximum number of patients possible in a day without negatively impacting clinic utilisation, clinician utilisation, clinic over-run, or patient waiting times.
