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Abstract
Understanding interactions of graphene with an electrolyte is fundamental to its appli-
cations for chemical and biological sensors, where graphene operates in the configuration
of a field-effect transistor with its surface exposed to liquid containing mobile ions. By
applying a gate potential through an electrolyte one may achieve a control of graphene’s
conductivity that is extremely sensitive to the presence of adsorbed molecules, ion con-
centration, or the pH in an aqueous solution. In addition, charged impurities in the oxide
layer underneath graphene also affect its conductivity by causing fluctuations of the scat-
tering potential for charge carriers in graphene. Since the gate potential used for graphene
doping in such applications is usually large, it is necessary to consider nonlinear effects in
the equilibrium doping of graphene using a full density of states for its π-electron bands,
while in the electrolyte it is necessary to assess the effects due to finite size of ions and
dielectric saturation of water near highly doped graphene.
We first explore the capacitance of a graphene-electrolyte interface using well estab-
lished continuum models from electrochemistry that generalize the Poisson-Boltzmann
(PB) theory: the Bikerman model for steric effects due to ion size and the Booth model
for dielectric saturation. Next, we develop a model to describe the screening of the electro-
static potential that arises in the plane of graphene due to charged impurities in the oxide.
For the polarizability of charge carriers in graphene we explore two models, one based on
the Thomas-Fermi approximation and the other based on the Random Phase approxima-
tion for graphene’s π-electron bands in the Dirac cone approximation. On the other hand,
the ion distribution in the electrolyte is described by a fully linearized PB model known as
Debye-Hu¨ckel PB (DHPB) model, which is suitable for a low gating potential, as well as
by a partially linearized PB (PLPB) model, which contains full information on the equi-
librium gating conditions of graphene. The screened potential due to charged impurities
is described by a dielectric response formulation of the problem, which is derived from
the Green’s function for the Poisson equation for the entire structure containing graphene.
Statistical properties of the fluctuations in the potential are analyzed by means of its auto-
correlation function, which is expressed in terms of a structure factor for the geometric
positions of charged impurities in the oxide.
We have found that for the gate potentials . 1 V, which are of interest in most graphene
applications, the total capacitance is dominated by the quantum capacitance of graphene.
Moreover, we have found that the capacitance of the electric double layer in the electrolyte
may be adequately described for the same range of gate potentials . 1 V by using the PB
model in its standard, nonlinear form, without the need of additional modifications. Fur-
thermore, we have confirmed that the PLPB model yields the doping density of graphene
and the potential drop across the diffuse layer, with better accuracy and in a broader range
of values of the external parameters than the DHPB model. We have found that both the
DHPB and the PLPB models exhibit a very weak dependence on ion concentration for
both the auto-correlation and variance of the potential when compared to the uncorrelated
charged impurities.
iii
Last but not least, results reported in this thesis are geared towards the first stage of a
long-term undertaking to develop a comprehensive and computational model for biological
and chemical sensors in the context of graphene based field-effect transistors.
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Chapter 1
Introduction
1.1 Graphene: an outstanding material and an ulti-
mate destiny of nano research and applications
Graphene, one of the allotropic forms of carbon, is a smooth single layer of sp2 bonded
carbon atoms densely packed into a honeycomb crystal lattice. Graphene is a fundamental
integrant of the other forms of carbon including carbon nanostructures such as buckyballs
and carbon nanotube, and graphite. In 1947 [6], Professor P. R. Wallace, a prominent
Canadian theoretical physicist, was a pioneer to apply tight binding approximation in the
band theory of solids to investigate the electronic properties of three dimensional graphite,
in addition to underlying theory of graphene, the subject of 2010 Nobel prize in Physics. He
demonstrated an astonishing semimetallic behavior of graphene due to a linear dispersion
relation of energy to the crystal momentum in the graphene lattice in the Dirac cone
regime, which is explained in chapter 2.
Carbon nanostructures are currently studied with an increased focus on their applica-
tions as biological and chemical sensors [7, 8, 9]. In particular, graphene-based devices are
typically operated for such applications in the regime of a field effect transistor (FET) with
the surface of graphene exposed to an electrolyte containing mobile charges [10, 11]. In that
respect, graphene-based FETs show great promise for biochemical sensor design in compar-
ison to the more traditional devices based on the electrolyte-insulator-semiconductor FETs
[12]. It was recently demonstrated by Tao et al. [13] that the current through a graphene
FET may be much more efficiently controlled by an electrochemical gate immersed in the
electrolyte than by a metallic back gate applied though a few hundred nanometers thick
insulating layer of SiO2, which is typically used for electronics applications of graphene
[14].
The top gating of a graphene based FET with a liquid electrolyte presents several
advantages compared to the conventional back gating with a metallic electrode. Among
the many possible types of solvents that are currently used in graphene electrochemistry
1
[15], particularly important for biomedical applications is the interaction of graphene with
aqueous solutions [11]. It is well known that application of the gate voltage through an
aqueous electrolyte causes a redistribution of ions dissolved in water, which gives rise to
an electrostatic double layer (EDL) at the interface between graphene and the electrolytic
solution [16]. Depending on the ion concentration, the EDL may only be a few nanometers
thick, while still providing efficient shielding of the graphene channel. As a consequence,
the capacitance of the EDL in an electrolyte can be much higher than the capacitance of a
typical metallic back gate [13, 14]. This property of the EDL enables a much better control
of the surface potential on the graphene layer, while requiring a much lower operating
voltage that needs to be applied to the reference electrode in the electrolyte than voltages
currently used with back gates. The applied voltage then modifies the chemical potential
of graphene and hence changes its conductance in a manner that can be used in a transistor
mode, e.g., for detecting the amount of salt or the pH in the solution [17, 18].
On the other hand, it was recently demonstrated that operating a graphene field ef-
fect device in the capacitor mode exhibits more sensitivity to variations in both the ion
concentration and the pH of an aqueous solution of salt than operating such device in
the transistor mode [19]. This is related to the well-known fact that, when a semimetal
such as graphite [20] or the conductive single crystalline diamond [21, 22] are used as
electrodes in an aqueous electrolyte, the overall capacitance of the EDL is dominated by
the so-called quantum capacitance (QC) of such electrodes, which is in contrast to the
case of an ideal metallic electrode [16]. The QC of a single-layer graphene [23] was first
measured by Xia et al. in an ionic liquid and in an aqueous solution of salt [24]. Some of
the more recent studies of the graphene QC in aqueous solutions involve a correlated in
situ electrochemical Raman spectroscopy [25], as well as charging of graphene through a
biological ion channel in a lipid bilayer adjacent to graphene [26], showing the versatility
and the promise of operating graphene devices in the capacitor mode. It is noteworthy
that most of the above mentioned studies of solution-gated graphene devices have achieved
quite high doping densities of graphene by both electrons and holes, reaching the range of
1013 to 1014 cm−2.
Research communities in Physics, Chemistry and Engineering are working at a relent-
less pace to explore prospects that graphene may replace silicon-based-electronics in the
new era of nanometer sized devices. While most researchers are concerned with graphene’s
conducting properties, which sometimes appear quite exotic from the perspective of Con-
densed Matter theory, this thesis is designed to explore a more inter-disciplinary approach
at the interface between Physics and Electrochemistry with an outlook on applications of
graphene based FETs as chemical and biological sensors. Results reported in this thesis
represent the first stage of a long-term program to develop a comprehensive mathematical
and computational model for these sensors, which will address several problems, including
nonlinear effects in the electrolyte and graphene, the effects of disorder on the conductivity
and capacitance of graphene, and its sensitivity to chemical reactions taking place at the
interface with electrolyte. While those phenomena are characterized by an equilibrium
regime of the graphene-electrolyte interface, next stages of such program will include dy-
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namic regime dealing with electrokinetic processes due to ion flow in the electrolyte, and
ultimately the effects of electrolyte on plasmon excitation in graphene for applications in
nano-plasmonic sensors based on graphene.
1.2 Description of the results presented in the thesis
Efforts in theoretical modeling of the solution-gated graphene still lag behind the exper-
iments. It is surprising that there are only few reports of such kind [27, 28, 29, 30, 31,
32, 33, 34], especially in view of the recent progress in mathematical modeling of strongly
coupled soft matter, [35] electrokinetic phenomena, [3] and ionic liquids [36], which treat
the electrolyte as a dielectric continuum. Perhaps part of the reason for this lack of the-
oretical modeling is due to the fact that, unlike the metallic or semiconducting electrodes
that are typically considered in the standard electrochemical models [3, 35], single-layer
graphene is a truly two-dimensional (2D) semi-metal, or a zero-gap semiconductor with a
relatively poor screening ability, so that its surface electrostatic potential and its surface
charge density may vary quite strongly with the concentration of both the mobile ions in
the electrolyte and the fixed charged impurities. In that respect, my first work on graphene
interaction with an electrolyte, which is described in Chapter 6, was devoted to studying
the ion-assisted screening of charged impurities in an oxide substrate for electrolytically
top-gated graphene [37] by treating the EDL as composed of a diffuse layer (DL) of ions
and the so-called compact, or Helmholtz, or Stern layer (SL) between the DL and graphene
[30]. Assuming that the ion concentration and the gate potential are not too high, we de-
scribed the DL by the standard Debye-Hu¨ckel (DH) model [16], whereas the charge-free
SL was treated as a phenomenological means to take into account, at least partially, the
effects of non-zero size of hydrated ions in the electrolyte, also known as steric effects,
as well as the dielectric saturation of water (or other polar solvent) in the possibly high
electric fields close to graphene [3]. At the same time, we described the polarization of
doped single-layer graphene by means of a full static dielectric function in the random
phase approximation at non-zero temperature with graphene’s π electron bands treated in
the Dirac cone approximation [1, 38, 39].
In the DH model of the EDL, the distribution of mobile ions in the electrolyte is
described by the linearized Poisson-Boltzmann (PB) equation, which enables a straight-
forward solution of the equations for the electrostatic potential in the entire structure,
consisting of a metallic back gate, oxide layer, graphene, SL, and DL. Taking advantage of
the linearized PB equation, we have adopted a mathematical formulation of the screening
process by means of an effective dielectric function, which we deduce from the Green’s func-
tion (GF) for the Poisson’s equation. This approach is particularly suitable for a layered
structure with large area, whose dielectric properties change in a jump-like manner at pla-
nar boundaries between layers with different material properties. Using a two-dimensional
(2D) Fourier transform (FT) with respect to positions parallel to those boundaries reduces
the Poisson equation to an ordinary differential equation which is easily solved in a piece-
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wise manner by imposing the usual electrostatic boundary and matching conditions at the
interfaces between neighbouring layers. In addition, assuming that graphene is represented
by a zero-thickness sheet of charge with the surface density that is determined by the value
of the potential in the plane of graphene proved advantageous by introducing graphene
into the jump condition for the potential. Working in the 2DFT domain then allowed us
to use a linear-response relation between the charge density and the potential in graphene
via its polarization function, or polarizability, transforming the jump condition for the
potential into a Robin type boundary (matching) condition. Moreover, the zero-thickness
assumption for graphene facilitates efficient use of the Dyson-Schwinger equation for the
GF of the Poisson equation, enabling us to express the GF of the entire structure with
graphene in terms of graphene’s polarizability and the GF of the same structure without
graphene. Needless to say, this gives us great deal of flexibility in being able to use an-
alytical expressions for the GF for layered structures with various degrees of complexity,
where we can introduce one or more layers of graphene in an algebraically straightforward
manner.
However, for the most of bioelectronics and sensing applications of graphene, it is of
interest to consider solution-gated devices at high gate potentials and/or high ion concen-
tration in the electrolyte, which casts serious concerns about the applicability of the DH
model, or the linearized PB equation for the distribution of mobile ions in the electrolyte.
This prompted my second work, which is described in Chapter 5, dedicated to exploring
the interaction of graphene with an electrolyte in such extreme regimes by resorting to
electrochemical models based on mean-field theories that treat the electrolyte as a dielec-
tric continuum [3, 36]. If one may disregard specific adsorption of ions, e.g., by choosing
an aqueous solution of NaF [16], one may expect that the so-called crowding of counteri-
ons will take place close to a highly charged surface of graphene, so that the steric effects
in the EDL may become prominent. It was shown recently that the so-called Bikerman-
Freise (BF) model for the EDL [3, 40, 41] is quite capable of describing the steric effects in
electrolytes at high gate potentials [42] and in ionic liquids [43] at the level of a modified
Poisson-Boltzmann (MPB) theory. In an attempt to go beyond the mere use of a SL in
modeling the electrolytically top-gated graphene, the BF model was recently adopted to
study the interplay between the quantum capacitance (QC) of graphene and the saturation
in the EDL capacitance due to ion crowding close to a highly charged graphene surface
[29].
On the other hand, the effect of dielectric saturation of a polar solvent due to partial
locking of the rotational degrees of its molecular dipoles in the presence of high electric
fields close to a highly charged surface is more difficult to describe within a mean-field
theory [3]. Despite the recent efforts to derive a dielectric continuum model that will take
the dielectric saturation of solvent and the effects of finite ion sizes on equal footing [44, 5],
it appears that old models, such as Grahame’s phenomenological formula [3, 45] and the
Booth model [46] may provide satisfactory description for dielectric saturation of water
and other polar solvents [47, 48, 49, 50]. In particular, the Booth model was found to
fit the results of a molecular dynamics simulations of dielectric constant of water at high
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electric fields [51], and was recently used to discuss the dielectric saturation of water in a
membrane protein channel [50]. Moreover, the Booth model was recently combined with
the BF model for steric effects to discuss the hydration repulsion between charged surfaces
[49] and to conduct accurate simulations of the EDL capacitance of mesoporous electrodes
[47] and ultramicroelectrodes [48].
Motivated by those developments, and in order to address the need to better understand
the interaction of graphene with an electrolyte under high gating potential and with high
ion concentration for possible biomedical sensor applications, we discuss in Chapter 5
the capacitance of a solution-gated graphene by combining the Booth model for dielectric
saturation and the BF model for steric effects. We formulate a one-dimensional (1D), mean-
field model for a graphene sheet of large area that is both back-gated by the standard
metallic gate with a thick insulating oxide layer and top-gated through a thick layer of
an aqueous solution. We allow for the existence of a SL with a simplified model for
specific adsorption of ions at the inner Helmholtz plane that is moved to coincide with
the outer Helmholtz plane, or Stern plane positioned at the boundary between the SL and
DL [3]. While such formulation permits a more detailed study of the capacitance for a
complex layered structure, we limit our numerical examples to just considering the top-
gated regime without the SL and neglecting the specific adsorption. However, we expect
that our description of the DL, which is in direct contact with graphene, by combining the
Booth model with the BF model can provide a qualitatively correct picture of the main
effects of a high gate potential and high ion concentration on the interplay between the
graphene QC and the EDL capacitance in an aqueous electrolyte.
In my third work on graphene interaction with electrolyte, described in Chapter 7, we
went back to the problem of ionic screening of charged impurities in the presence of doped
graphene in order to relax the approximation made in the DH model of the electrolyte,
while keeping the elegance and versatility of the GF method for the electrostatic potential.
The key step was to use the so-called partially linearized PB equation, where both the
electrostatic potential and the charge density in the structure is decomposed into an average
part and a fluctuating part. The surface averaging leaves only the dependence on the
coordinate perpendicular to the layered structure, for which a fully nonlinear PB equation
may be solved analytically in the DL. When coupled with the nonlinear expression for the
equilibrium charge density in doped graphene, the solution of the nonlinear PB equation
yields a pair of transcendental equations that may be solved to give a more realistic density
of mobile ions in the DL than in the DH model, as well as the equilibrium charge density
in graphene in terms of an arbitrary combination of the external parameters, such as the
top and/or back gate potential(s) and the average density of charged impurities in the
oxide. It is important to have a reliable model for this complex gating process of graphene
because its equilibrium charge density controls the conductivity of graphene in sensing
measurements and it enters as a defining parameter in the expression for its polarizability,
which characterizes the screening properties of graphene.
On the other hand, the resulting PB equation for the fluctuating part of the potential
also includes the fluctuating part of charge density due to the randomness in the positions of
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charged impurities in the oxide. Our goal is to provide a stochastic analysis of the resulting
fluctuations of the potential in the plane of graphene because those fluctuations play an
important role in the conductivity of graphene, which is a key quantity in the sensing
measurements. Assuming that those fluctuations are small, we linearize the PB equation
for the fluctuating potential about the known solution of the nonlinear PB equation for
the averaged potential. As a result, we obtain a linear ordinary differential equation in
the 2DFT domain with a non-constant coefficient in the DL. Fortunately, an analytical
solution of that equation is available enabling us to construct, in a piece-wise manner, a
full GF for the entire structure, which contains full dependence on the external parameters.
This formulation of the problem allows us to express the screened potential in graphene
by means of an effective dielectric function of the entire structure, as well as to express the
auto-correlation function for the fluctuations in that potential due to randomness in the
positions of charged impurities by means of a geometric structure factor.
Because the electronic structure of graphene, as well as its dielectric polarization are
important ingredients in the models described in chapters 5-7, I shall review some known
results for graphene in Chapters 2 and 3. In addition, since I use models from electro-
chemistry that describe ionic solution as a dielectric continuum, I shall review in Chapter
4 several established models that address various regimes of the polarization of mobile ions
in an EDL.
Note that, unless otherwise explicitly stated in this thesis, we use gaussian electrostatic
units where 4πǫ0 ≡ 1, with ǫ0 being the dielectric permittivity of vacuum.
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Chapter 2
Electronic Structure of Graphene
2.1 Crystal structure of graphene
Graphene is one of the allotropic forms of carbon that is formed by a two dimensional
honeycomb crystal lattice. It has two carbon atoms per primitive cell which is repeated
periodically throughout the lattice. The two types of atoms are labeled as A and B. The
inter-atomic distance between the nearest atoms in the lattice is approximately a = 1.42
A˚[1]. Fig. 2.1 shows a small portion of the crystal structure of graphene.
Using simple geometrical arguments, the Bravais lattice of graphene is formed by two
vectors
a1 =
a
2
(3,
√
3), (2.1)
a2 =
a
2
(3,−
√
3). (2.2)
t1
t2
t3
a2
a1
b2
A B
Figure 2.1: (Left) Graphene’s crystal structure. The unit cell comprises the two atoms, A
and B. The Bravais lattice is formed by repeating the structure of the unit cell using the
vectors a1 and a2. Vectors t1,t2, and t3 determine the location of the nearest neighbour
atom sites. (Right) The first Brillouin zone of the graphene lattice. Vectors b1 and b2
denote the reciprocal lattice vectors. Adapted from [1]
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These translational vectors, which connect atoms of the same type, define the crystal
structure of graphene. A single atom of type B is connected to three nearest neighbour
atoms, which are of the type A, and vice versa. The transitional vectors connecting the
nearest neighbour atoms may be determined using the same geometric arguments as
t1 =
a
2
(1,
√
3), (2.3)
t2 =
a
2
(1,−
√
3), (2.4)
t3 = −a(1, 0). (2.5)
Taking into account the vectors that form the Bravais lattice, we may determine the
reciprocal lattice as
b1 =
2π
3a
(1,
√
3), (2.6)
b2 =
2π
3a
(1,−
√
3), (2.7)
which may be used to construct the first Brillouin zone as shown in Fig. 2.1.
2.2 Tight binding calculations
We want to evaluate the energy dispersion relation for electrons in graphene using the tight
binding approximation. Since graphene is a two-dimensional honeycomb lattice formed
from carbon atoms we examine the structure of the carbon atom first. Each carbon atom
consists of six electrons, two of which occupy the deepest lying 1s electron orbitals. They
are screened from external fields by the remaining four electrons in the 2s and 2p orbitals.
Since the two 1s electrons are tightly bound to the carbon atom and have limited mobility
throughout the lattice, they play no role in the electrical properties of graphene, one may
ignore them. The remaining four valence electrons in the n = 2 shell have very similar
energies, so that their orbitals hybridize, forming a superposition of electron orbitals. For a
proper tight binding calculation we should include all four n = 2 orbitals (2s, 2px, 2py, 2pz)
in the wavefunction. Since the graphene lattice forms a periodic potential that enters the
electronic Hamiltonian, the resulting wavefunction ψk(r) must satisfy the Bloch’s theorem
[52]. This theorem states that for a periodic structure, electronic eigenfunctions must have
the form
ψk(r) = e
ik·ruk(r), (2.8)
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where uk(r) is a periodic function which has the same period as the Bravais lattice, and k
is the crystal momentum, which labels the electronic states inside each energy band.
Since there are two atoms per primitive cell of the Bravais lattice, each containing four
n = 2 electron orbitals, the Bloch wavefunction for graphene consists of a summation of 8
terms over all Bravais lattice vectors R,
ψk(r) =
∑
R
eik·R
(
bAsΥAs + bApxΥApx + bApyΥApy + bApzΥApz
+bBsΥBs + bBpxΥBpx + bBpyΥBpy + bBpzΥBpz
)
, (2.9)
Here ΥAs, ΥApx, etc. are the hydrogenic orbital wavefunctions [53]) centered at the site
A in the primitive cell, and similarly for ΥBs, ΥBpx , etc. that are centered at the site B.
(To simplify the notation we have dropped the r and R dependence from the hydrogenic
orbital wavefunctions). The wavefunction in Eq. (2.9) forms 8 energy bands for each k
in the first Brillouin zone. Further analysis of the energy dispersion may be simplified by
considering detailed structure of the electron orbitals in graphene. Each carbon atom in
graphene forms strong chemical bonds to the three neighbouring carbon atoms. Those
bonds are formed by mixing (hybridization) of the s, px and py orbitals on each atom
giving rise to strong covalent bonds between the carbon atoms, known as σ bonds, which
are responsible for the mechanical strength of graphene. Such mixed orbital state is called
sp2 hybridization because one s orbital mixes with two p orbitals to form a two dimensional
hybrid orbital in the x− y plane. The sp2 orbital states give rise to six σ-bonding energy
bands in the first Brillouin zone, three of them being the conduction and three the valence
bands. The σ-bonding bands have a very large energy gap between the conduction and
valence bands and by having the Fermi energy in neutral graphene lie between those two
groups of bands, they do not contribute much to the electrical properties of graphene near
the ground state. So, we neglect the σ-bands in our tight binding calculations, but note
that a detailed analysis is given elsewhere [54].
The remaining pz orbitals are well separated from the sp
2 hybridized orbitals, both
spatially and energetically, and they form the valence and conduction π-bonding bands in
graphene. Those two π-bands give rise to the unique electronic properties of graphene,
which have attracted so much attention in recent years. It is interesting that the tight
binding calculations that deal with the pz orbitals and the π-bonding bands were first
performed by a prominent Canadian physicist, P.R. Wallace, at the famous Chalk River
Laboratory in Ontario almost 70 years ago [6] !
Dropping the atomic wavefunctions that contribute to the sp2 orbitals, we may write
the wavefunction as a linear combination of pz orbitals on sites A and B,
ψk = akψA,k + bkψB,k. (2.10)
Here ψA,k and ψB,k are the Bloch wavefunctions for the pz orbitals located on sites A and
B, respectively, which are defined as
ψA,k(r) =
1√
N
∑
R
eik·R ΥApz(r−R). (2.11)
9
where R are the Bravais lattice vectors for the atoms on site A, and N is the number of
unit cells. We may similarly define ψB,k by summing over Bravais lattice vectors on site
B. We may now find the energy as a function of k from the Schrodinger equation written
in matrix form as[〈
ψA,k|H|ψA,k
〉 〈
ψB,k|H|ψA,k
〉〈
ψB,k|H|ψA,k
〉 〈
ψB,k|H|ψB,k
〉] [ak
bk
]
= ε
[〈
ψA,k|ψA,k
〉 〈
ψB,k|ψA,k
〉〈
ψB,k|ψA,k
〉 〈
ψB,k|ψB,k
〉] [ak
bk
]
. (2.12)
HereH is one-electron Hamiltonian of the graphene’s atomic lattice, which is not known but
its matrix elements may be approximated in the basis of the atomic orbital wavefunctions.
The diagonal matrix element for the atom of type A may be written as〈
ψA,k|H|ψA,k
〉
=
1
N
∑
R
eik·R
∫∫∫
d3r ΥApz(r−R)HΥApz(r)
=
∫∫∫
d3r ΥApz(r)HΥApz(r) +
∑
rj
eik·rj
∫∫∫
d3r ΥApz(r− rj)HΥApz(r) + . . .
≈ ε2p (2.13)
where rj are positions of the nearest carbon atoms of type A. Since the distance between
neighbouring type A atoms is large enough, all the integrals involving orbitals on different
atom sites of type A are negligible, so we neglected them by dropping all the terms after the
first one in the second line of Eq. (2.13). To a good approximation, we are left with the on
site energy ε2p of the atomic 2pz orbital. The same reasoning gives for the other diagonal
element
〈
ψB,k|H|ψB,k
〉 ≈ ε2p. The off-diagonal matrix elements may also be obtained in
an approximate form by only using nearest neighbour interactions, giving
〈
ψA,k|H|ψB,k
〉
=
3∑
i=1
eik·ti
∫∫∫
d3r Υpz(r− ti)HΥpz(r)
= α
3∑
i=1
eik·ti, (2.14)
where ti is one of the three translational vectors defined in Fig. 2.1 and Υpz(r) is the
atomic 2pz orbital of carbon. In Eq. (2.14) we have introduced its the nearest neighbour
coupling strength, or hopping integral between the atoms of type A and B by defining α =∫∫∫
d3r Υpz(r − ti)HΥpz(r). Similarly, by using the same nearest neighbour approximation
we get the normalization integrals as〈
ψA,k|ψA,k
〉
= 1, (2.15)
〈
ψA,k|ψB,k
〉
= β
3∑
i=1
eik·ti, (2.16)
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where β =
∫∫∫
d3r Υpz(r− ti)Υpz(r).
In order to find the energy dispersion relation of graphene we define the auxiliary
function
f(k) =
3∑
i=1
eik·ti, (2.17)
and rewrite the matrix equation in Eq. (2.12) as([
ε2p αf(k)
αf ∗(k) ε2p
]
− ε
[
1 βf(k)
βf ∗(k) 1
])[
ak
bk
]
=
[
0
0
]
. (2.18)
To find non-trivial solutions of this system we need to solve the secular equation
det
[
ε2p − ε (α− βε)f(k)
(α− βε)f ∗(k) ε2p − ε
]
= 0, (2.19)
which gives the energy dispersion as
ε(k) =
ε2p ± α|f(k)|
1± β|f(k)| , (2.20)
where + denotes the dispersion in the conduction band and - in the valence band. This
result is exact when only considering nearest neighbour interactions in the tight binding
scheme. An analysis of the graphene dispersion relations beyond the nearest neighbour
coupling yields much more cumbersome analytical results [55, 56]. Fortunately, the 2nd
nearest neighbour contributions to the energy dispersion are approximately one order of
magnitude smaller than those in Eq. (2.20), so it is usually justified to neglect their effect.
Since the Hamiltonian is not known, the exact values for ε2p, α and β are not available.
However, they may be approximated from experimental results or from first principle
calculations. Currently admissible values of those parameters are α = 2.7 eV and β < 0.1
[55]. The value for β is rather small because it represents the overlap integral between the
two pz electrons orbitals centered at two nearest neighbour atoms separated by a distance
1.42 A˚. Hence, it is customary to make an approximation β ≈ 0. Then, the on site energy
ε2p, which gives the amount of energy required to ionize a carbon atom, only shifts the
energy reference level for our two π-bands, and so we may ignore it by setting ε2p = 0.
Thus, to a good approximation, we get for the energy dispersion
ε(k) = ±α|f(k)| = ±α
∣∣∣∣∣
3∑
i=1
eik·ti
∣∣∣∣∣
= ±α
√
3 + 4 cos
(√
3a
2
ky
)
cos
(
3a
2
kx
)
+ 2 cos(
√
3aky). (2.21)
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Dirac   point 
Figure 2.2: Energy dispersion model of graphene within the tight-binding approximation.
The 6 symmetric self-crossings in the band energy structure are where the dispersion
relation relating energy to the crystal momentum in the graphene lattice are effectively
linear, known as the Dirac cone regime. Adapted from [2]
Using this result, we may plot the surfaces representing the energy dispersion in the valence
and conduction π-bands in the first Brillouin zone in Fig. 2.2. There are two points labeled
K and K′ in the reciprocal lattice space, which play an important role. They are located
at
K =
2π
3a
(
1,
1√
3
)
, (2.22)
K′ =
2π
3a
(
1,− 1√
3
)
. (2.23)
Those points give the locations where the conduction and valence bands meet, but never in-
tersect, leaving a zero energy gap between the two bands. In a neutral (undoped) graphene
the Fermi level is positioned exactly at the energy associated with the points K and K′
and, since there is negligible density of states at those points, graphene is characterized
as a semi-metal, or a zero-gap semiconductor. Furthermore, the energy dispersion near
K and K′ is approximately linearly dependent on the momentum k, which resembles the
energy dispersion of a massless particle described by the Dirac equation. Therefore, the
points K and K′ are also called Dirac points. To show the linear dispersion of the energy
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near these points, we perform a Taylor expansion of the dispersion equation around the
point K and keep all the terms up to second order. Defining
kx = Kx + δkx,
ky = Ky + δky, (2.24)
gives
|f(k)|2 = 3 + 4 cos
[√
3a
2
(Ky + δky)
]
cos
[
3a
2
(Kx + δkx)
]
+ 2 cos[
√
3a(Ky + δky)]
= 3 + 4 cos
(
π
3
+
√
3a
2
δky
)
cos
(
π +
3a
2
δkx
)
+ 2 cos
(
2π
3
+
√
3aδky
)
≈ 9a
2
4
(
δk2x + δk
2
y
)
(2.25)
So near the Dirac point, K, the dispersion only depends on its distance from that point in
the reciprocal space. Taking the square root and redefining (δkx, δky) → (kx, ky), we get
that |f(k)| = 3a
2
k where k = |k| = √k2x + k2y is redefined as a small displacement in the
crystal momentum away from the Dirac point K. We get the same result by performing
the Taylor expansion around the point K′. So for a momentum near either Dirac point the
energy dispersion is approximated by
ε(k) ≈ ±α3a
2
|k| = ±vFk. (2.26)
Here we defined the Fermi speed of graphene as vF = α
3a
2
. We note that the energy
dispersion should be multiplied by a factor of ~ since the derivations in this section were
done in a system of units where ~ = 1. It is interesting that the approximate energy
dispersion of electrons in graphene given in Eq. (2.26) is linear and independent of their
mass, similar to the dispersion relation that arises from the study of massless fermions
traveling at the speed of light. Using the Dirac equation for spin 1/2 fermions one can arrive
at Eq. (2.26) with vF playing the role of the speed of light, which is found experimentally to
take the value vF ≈ 106 ms−2 ≈ c
300
in graphene [57, 58]. This relation between graphene
and the Dirac equation is the reason why points K and K′ in the first Brillouin zone are
called Dirac points.
Using Eq. (2.21), we may obtain the eigenstates of the system and examine how the pz
orbitals on site A and site B are related. Near the Dirac point K one may approximate
Eq. (2.17) as f(k) =
3a
2
(kx + iky), so that the corresponding eigenvectors are solutions of
the matrix equation [ ±αk α(kx + iky)
α(kx − iky) ±αk
] [
ak
bk
]
= 0. (2.27)
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This gives the normalized eigenvectors as
u± =
1√
2
 1±√kx + iky
kx − iky
 (2.28)
Using complex analysis we can simplify the above equation into,
u± =
1√
2
[
1
±eiθk
]
(2.29)
where θk = tan
−1
(
kx
ky
)
is the polar angle of the vector k. A similar result is found for an
eigenvector near the Dirac point K′, but with a difference in phase between the electron
orbitals on sites A and B differ. This phase difference between the atoms in the unit cell
gives rise to the notions of pseudospin and chirality of electron eigenstates that are key
components for relativistic like effects in graphene [59], which will not be discussed in this
thesis.
2.3 Density of states
Density of states (DOS) is one of the most salient quantities required in semiconductor
physics because it gives the number of states that are accessible for any given energy. For
graphene with a two-dimensional dispersion relation function, the DOS is defined as
D(ε) = g
∫∫
d2k
(2π)2
δ(ε− ε(k)), (2.30)
where the integration is restricted to the first Brillouin zone. The factor g is included
in order to account for the degeneracy of the system. In the case of graphene, we have
two degenerate spin states and two Dirac points in the first Brillouin zone, so the total
degeneracy is g = 4. For small energies, ε(k), near the vicinity of the Dirac points K or
K′ the dispersion is approximately linear in k, Eq. (2.26). Restoring the factor ~ in the
energy dispersion and integrating over the polar angle, we get
DL(ε) = 4
∫ ∞
0
dk
2π
kδ(ε± ~vFk), (2.31)
which gives the DOS of graphene as
DL(ε) = 2|ε|
π(~vF )2
. (2.32)
In this approximation, the DOS is also a linear function of energy ε and is symmetric
around the origin at ε = 0 corresponding to the Dirac point. This linear model of the DOS
is only valid for |ε| . 1 eV.
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Figure 2.3: The density of states for the graphene lattice. Here ρ(ε) is the DOS defined in
this thesis as D(ε) and t and t′ are the nearest neightbour and nearest-nearest neighbour
coupling parameters respectively. (Top) With 2nd nearest neighbour interactions the Dirac
point shifts to the right. The DOS is asymmetric around the Dirac point. (Top right)
Although there is still no energy gap, the slopes of the DOS is different for hole and electron
doping near the Dirac point. (Bottom) The DOS for graphene considering only nearest
neighbour interactions. Van Hove singularities can be seen at approximately ε/α = ±1.
(Bottom right) The linear DOS near graphene is clearly visible, and has the same slope
for both electron and hole doping. Picture adapted from [1]
Beyond the Dirac cone approximation, the DOS becomes nonlinear and exhibits Van
Hove singularities at energies ε = ±α, where α is the hopping energy in the tight binding
approximation described in the previous section (see Fig. 2.3). The derivation of the DOS
beyond the Dirac cone approximation may be found in [60]. When |ε| > 1 eV, a full
expression for D(ε) may be written as [1]
D(ε) = DL(ε) Ξ
( ε
α
)
, (2.33)
For electron energies |ε| ≤ α, we define x = ε/α and find
Ξ(x) =
√
3
π
1√
λ(x)
K
(√
4x
λ(x)
)
, (2.34)
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where
λ(x) = (1 + x)2 − 1
4
(x2 − 1)2, (2.35)
and K(y) is the elliptic K integral [61]. A series expansion for Ξ(x), given by
Ξ(x) = 1 +
1
3
x2 +
5
27
x4 +
31
243
x6 +
71
729
x8 +
517
6561
x10 +O(x12), (2.36)
is accurate within 1% for 0 < x ≤ 0.8, and it may come handy in estimating the onset of
nonlinear effect in the DOS of graphene.
Note that the zero energy reference level in the above expressions for DOS, D(ε), is
at the Dirac point energy, εD, which may be varied by the externally applied electrostatic
potential. So, it is convenient to define εD with respect to, e.g., local vacuum level and
write the electron energy as ε = ε − εD. If we define the Fermi energy level, εF , also
with respect to the vacuum level, one may use the DOS to express the equilibrium number
density n of excess charge carriers per unit area in graphene as
n =
∞∫
−∞
dεD(ε− εD)
[
1
1 + eβ(ε−εF )
− 1
1 + eβ(ε−εD)
]
, (2.37)
where β = (kBT )
−1. If one neglects nearest-neighbour coupling in the TBA for graphene π
energy bands, then D(ε) is an even function of ε. In that case the expression in Eq. (2.37)
may be rearranged by defining a chemical potential with respect to intrinsic (or undoped,
neutral) graphene as µ = εF − εD, giving
n(µ) =
∫ ∞
0
dε D(ε)
[
1
1 + eβ(ε−µ)
− 1
1 + eβ(ε+µ)
]
, (2.38)
So, when µ > 0 graphene is doped with excess electrons (n > 0) so that it is overall
negatively charged, while for µ < 0 graphene is doped with excess holes (n < 0) and is
hence positively charged.
For sufficiently low doping levels, such that, e.g. |µ| < 1 eV, we may use the linear
approximation for DOS given in Eq. (2.32), which gives an expression for the equilibrium
number density of charge carriers as
n(µ) =
2
π(~vFβ)
2
{
dilog
[
1 + exp (−βµ)
]
− dilog
[
1 + exp (βµ)
]}
, (2.39)
where dilog is the standard dilogarithm function [61]. In the limit of zero temperature,
β|µ| ≫ 1, we find from Eq. (2.39) µ = ~vFkF sign(n), where the Fermi wavenumber is
given by
kF =
√
π|n|. (2.40)
In the opposite limit of very high temperature, β|µ| ≪ 1, we find from from Eq. (2.39)
µ =
π
4
β(~vF )
2
ln 2
n. (2.41)
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Chapter 3
Linear Response of Graphene
One of the technologically most attractive properties of graphene is the tunability of its
ground-state charge carrier density n(µ) by means of external metallic gates. This kind of
doping of graphene may be achieved via the mechanism of capacitative charging when a
constant potential is applied to a nearby gate electrode with the graphene sheet acting as
the opposite plate in a capacitor. Thus, by applying fixed potential(s) to external gate(s)
that are placed parallel to a graphene sheet of large area, one may control its chemical
potential µ, giving rise to a uniform doping of graphene with constant distribution of its
charge carrier density n(µ).
If graphene is to be used in the configuration of a field effect transistor for nano-
electronic, nano-photonic, or biochemical sensing applications, then its charge-transport
properties will play a key role. In particular, the electrical conductivity of graphene is
strongly affected by the long-range Coulomb scattering of its charge carriers on charged
impurities that are often present on the surface of graphene or in a nearby insulating ma-
terial. Another mechanism that affects the conductivity of graphene at high temperatures
involves phonon excitations in graphene or in the nearby polar dielectrics, which will not
be studied in this thesis.
Probing the conductivity of graphene in the presence of Coulomb scattering as a func-
tion of its equilibrium charge carrier density n(µ) may be used to determine the electrical
potential in the system when the graphene reaches a nominally neutral state, i.e. , when
its conductivity reaches a minimum. Ideally, that minimal conductivity should be zero
at zero temperature, but in reality it reaches a minimum value due to fluctuations in the
charge density over the surface of graphene due to random spatial distribution of charged
impurities [39]. Nevertheless, the location of the Dirac point via the conductivity minimum
is a robust feature that may be efficiently used for sensing applications of graphene.
Using a semiclassical model for charge transport in graphene, it may be shown that its
conductivity may be expressed in terms of an integral involving the spatial fluctuation of
the electrostatic potential in graphene due to the presence of charged impurities, where
the Coulomb interaction with those impurities is screened by a static polarization of the
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charge carriers in the ground state of graphene [1, 39]. Thus, one of the main goals in this
thesis is to describe this screening in the presence of other polarizable materials including a
liquid solution of salt ions. To that effect, we shall find it beneficial using the electrostatic
Green’s function for the Poisson equation in the presence of graphene characterized as a
polarizable sheet of charge. In particular, we wish to express the spatial fluctuation in the
charge density in graphene about its equilibrium charge density in terms of the fluctuation
of the total electrostatic potential in the plane of graphene.
3.1 Thomas-Fermi (TF) model
A simple description for static screening of external charges by the polarization of charge
carriers (electrons or holes) in a large-area graphene sheet may be formulated within a
two-dimensional Thomas-Fermi (TF) model, where we neglect the thickness of graphene.
We use a Cartesian coordinate system with coordinates R = (r, z), where r = (x, y), and
assume that graphene is placed in the plane z = 0 with Φ(R) = Φ(r, z) being electrostatic
potential in the system. We define φ0(r) = Φ(r, z)|z=0 as a fluctuation of the potential
in the plane of graphene about its average value, which is incorporated in the chemical
potential µ that defines the ground state of graphene. The non-linear TF model for the
potential φ0(r) in the plane of graphene is given by the equation [62]
φ0(r) = φext(r)− e
∫∫
d2r′ nind(r
′) G(r, r′) + Vxc, (3.1)
where
nind(r) = n (µ+ eφ0 (r))− n(µ) (3.2)
is a fluctuation of the number density of charge carriers per unit area in graphene about
the ground state value n(µ), which is induced by some external electrostatic potential,
having the value φext(r) at a point r in the plane of graphene. Note that e > 0 is the
charge of a proton, so that wherever φext(r) > 0 in Eq. (3.2) the chemical potential is
increased by the value eφext(r) giving rise to a local excess of electrons in graphene, and
vice versa. In Eq. (3.1), G(r, r′) is the electrostatic Green’s function describing Coulomb
interactions in the plane of graphene, whereas the exchange and correlation interaction
may be approximately treated within the TF model by adding a term Vxc based on a local
density approximation [63].
When |n| is large enough so that |eφ0| ≪ |µ|, one may approximate the induced density
of charge carriers as a linear expansion about the ground state chemical potential µ as
nind(r) ≈ χTF eφ0(r) (3.3)
where we have defined the TF polarizability of graphene as
χTF ≡ ∂n
∂µ
=
4
π
1
β(~vF )
2 ln
[
2 cosh
(
βµ
2
)]
. (3.4)
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Notice that this quantity is also related to the inverse TF screening length in graphene,
qTF = 2πe
2χTF , (3.5)
as well as to the so-called quantum capacitance per unit area of graphene,
Cq = e
2χTF . (3.6)
Since the TF polarizability of graphene is independent of the position r, giving rise to
a local relation between nind(r) and φ0(r) in Eq. (3.3), we may invoke the translational
invariance of the Coulomb interactions in graphene, whereby G(r, r′) = G(r−r′), and solve
Eq. (3.1) by means of the 2D Fourier Transform of the potential in the plane of graphene,
defined as
φ˜0(q) =
∫∫
d2r e−iq·rφ0(r), (3.7)
where q = (qx, qy). Assuming that graphene is free, so that G(r, r
′) = 1/|r − r′|, and
neglecting the exchange-correlation interaction, we obtain from Eq. (3.1)
φ˜0(q) =
φ˜ext(q)
ǫTF (q)
, (3.8)
where we have defined the TF static dielectric function of graphene as
ǫTF (q) = 1 +
qTF
q
, (3.9)
with q =
√
q2x + q
2
y .
While the TF model of 2D screening by graphene is expected to work reasonably well
for small q values (and hence large distances r from a point-like charge in graphene), a
more accurate description of the polarizability of graphene is needed for larger q values, i.e.
when q > kF , where kF is the Fermi wavenumber of doped graphene. In the next section
we described a detailed derivation of the polarizability function of graphene in the Random
Phase Approximation [59].
3.2 Random Phase Approximation (RPA)
The Random Phase Approximation (RPA) is a prevalent general frame of reference for
examining many-electron systems and their response to external electric fields, which has
been successfully used in the field of condensed matter physics to investigate the dielectric
function of a free-electron gas [64]. The key concept leading to RPA is to explore particle-
hole excitations caused by an external field. Weakness of the electron-electron interaction
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in the material is a necessary condition for the RPA to be plausible. However, the quasipar-
ticle interaction is not necessarily weak in graphene. The coupling constant responsible for
the strength of Coulomb interactions in graphene is given by
rs
ǫ
≈ 2.19
ǫ
, where ǫ is relative
dielectric constant of the material around graphene. The coupling constant of graphene
rs =
e2
~vF
≈ 2.19 emerges in the perturbative expansion of its polarization function em-
ploying the RPA. This constant is analogous to the fine-structure constant in Quantum
Field theory. The coupling constant is greater than 1 in free graphene (ǫ = 1), resulting in
the perturbative expansion of the interactions dubious, but since the coupling constant is
controlled by the dielectric environment surrounding graphene, its value could be reduced
to much less than 1 utilizing a suitable substrate. The debate surrounding the RPA’s va-
lidity in graphene is still not over [65, 66]. On the other hand, the literature seems to agree
that the problems arise in the case of intrinsic graphene (i.e. undoped graphene with the
density of charge carriers close to zero). However, in the case of extrinsic graphene, where
the Fermi energy is located far away from the Dirac point, the logarithmic ultraviolet and
infrared divergences arising from the momentum integral not including an upper and a
lower cutoff respectively cancel each other out [65], making the RPA well behaved.
We will follow the method of Bohm and Pines to derive the RPA polarization function
of graphene [67]. The very first step for this derivation is to use the most basic properties
of the density matrix. The density matrix portrays a quantum system in an ensemble of
several quantum states. It is the quantum mechanical analogous to the classical phase
space distribution, which assesses the dynamics of the system. The equation governing the
quantum dynamics of the many-electron system is known as the Liouville equation and it
is given by
i~
∂ρ
∂t
= [H, ρ]. (3.10)
Here, H is a Hamiltonian operator and ρ is the density matrix, which is also an operator
acting on a Hilbert space. Additionally, [*,*] is the usual commutation operator. In most of
the cases, we cannot solve Eq. (3.10). On the other hand, we may approximate it through
the use of a simpler, solvable Hamiltonian. We would like to expand the Hamiltonian
operator into its unperturbed Hamiltonian part and a perturbation potential as a result of
both external and induced internal effects reacting to the external field,
H = H0 + V (3.11)
We treat the perturbation potential, V , to be small when compared to the unperturbed
Hamiltonian, H0. Let us assume the states, |ψk〉, be the eigenstates of the unperturbed
Hamiltonian with corresponding energy levels εk (i.e. H0|ψk〉 = εk|ψk〉). As we are taking
into account a many-body system, we notice that the index k in general incorporates a
vector depicting the momentum, as well as the band indices, of the many-body system. We
expand the density matrix as a sum of an unperturbed and a perturbation density matrix,
ρ = ρ0 + ρ1 (3.12)
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We assume that ρ0 governs the dynamics of the unperturbed Hamiltonian and is a solution
to an equation analogous to Eq. (3.10), i~
∂ρ0
∂t
= [H0, ρ0]. Likewise, when ρ0 acts on one
of the unperturbed states, |ψk〉, it gives the probability of the system being in state |ψk〉,
that is ρ0|ψk〉 = f(εk)|ψk〉, where f(εk) is the Fermi-Dirac distribution function. Now, we
want to approximate the solution to Eq. (3.10) for the full perturbed system
i~
(
∂ρ0
∂t
+
∂ρ1
∂t
)
= [H0 + V, ρ0 + ρ1]. (3.13)
giving
i~
∂ρ1
∂t
= [H0, ρ1] + [V, ρ0] + [V, ρ1]. (3.14)
V and ρ1 are small perturbations to the first order. Consequently, we will ignore the last
term in the equation above due to a second order effect. Evaluating the matrix elements
of the equation above in the basis of the unperturbed Hamiltonian yields
i~
∂
∂t
〈ψk|ρ1|ψk′〉 = 〈ψk|[H0, ρ1]|ψk′〉+ 〈ψk|[V, ρ0]|ψk′〉
= (εk − εk′)〈ψk|ρ1|ψk′〉+ (f(εk′)− f(εk))〈ψk|ρ1|ψk′〉, (3.15)
where the last equality follows from the properties of the eigenstate |ψk〉 interacting with
operators H0 and ρ0, which were described earlier. Taking the Fourier transform in the
time domain, we obtain
(ω~+ iν+)〈ψk|ρ1|ψk′〉 = (εk − εk′)〈ψk|ρ1|ψk′〉+ (f(εk′)− f(εk))〈ψk|V |ψk′〉. (3.16)
Here ν+ is a small positive number that is taken to approach zero. It arises from causality,
that is initially (in the limit t→ −∞), the system is assumed to be unperturbed and the
perturbing potential is applied adiabatically. Collecting the like terms results in
〈ψk|ρ1|ψk′〉 = f(εk
′)− f(εk)
εk − εk′ + ω~+ iν+ 〈ψk|V |ψk
′〉. (3.17)
The above result is valid under the condition that |ψk〉 are eigenstates of the unperturbed
Hamiltonian. Eq. (3.17) gives us the first order correction to the density matrix. Higher
order corrections can be obtained using Eq. (3.17), but we will not consider these in this
thesis.
Now we can utilize the first order correction of the density matrix to examine the
induced charge density at any point in space. Firstly, we need to make some assertions
about the system we wish to study and its eigenstate wavefunctions |ψk〉. Since this thesis
mainly deals with graphene, we assume that our system is a two dimensional crystal with
periodic structure that could be described by some primitive basis vectors as described
in Chapter 2. First, we describe the wavefunctions |ψk〉 that we will be using. Utilizing
21
the tight binding model, we have already calculated the electron wavefunction of graphene
near the Dirac points K and K′ (Eq. (2.28)) and we know the dispersion of the energy
for different momenta (Eq. (2.26)). Since there are two energy bands, we can label the
electron wavefunctions as |k, l〉. Here k indicates the two dimensional (2D) momentum of
our wavefunctions and l is the index delineating one of the two bands of the π−bonds.
Then we could specify the wavefunctions in position space as
〈r, z|k, l〉 = ψk,l(r, z) = 1√
A
eik·ruk,l(r, z), (3.18)
where A is the area of the crystal solid that we wish to investigate. Since graphene is a
two dimensional material, we are only concerned with momentum waves traveling in the
plane of graphene. This implies that r and k are two dimensional vectors. Graphene is
examined in a three dimensional space, so we must incorporate the out of plane dependence
(the z dependence) on the wavefunction. eik·r is a plane wave with momentum k, which is
the momentum of the crystal lattice, and uk,l(r, z) is a function which is periodic in the r
coordinates and has the same period as the crystal in position space (i.e. uk,l(r+R, z) =
uk,l(r, z) ) where R is some two dimensional lattice translational vector of graphene).
Additionally, we follow usual convention and define l = 1 for the conduction band and
l = −1 for the valence band.
An external charge will induce an opposing charge density on the surface of graphene.
Now the induced number density of carriers per unit volume in graphene may be described
as the expectation value of the density matrix of a charged particle in position space,
Nind(r, z) = 〈r, z|ρ1|r, z〉. (3.19)
The dependence of induced charge density on the frequency ω is implied, however we drop
it for brevity. We may expand Eq. (3.19) in momentum space by utilizing the completeness
relation 1 =
∑
k,l |k, l〉〈k, l|,
Nind(r, z) =
∑
k′,l′
∑
k,l
〈r, z|k′, l′〉〈k′, l′|ρ1|k, l〉〈k, l|r, z〉
=
∑
k′,l′
∑
k,l
ψ∗k′,l′(r, z)〈k′, l′|ρ1|k, l〉ψk,l(r, z) (3.20)
To evaluate the above equation, we will take into account a 2D FT of the induced charge
density,
N˜ind(q, z) =
∫∫
d2re−iq·rNind(r, z)
=
∑
k′,l′
∑
k,l
〈k′, l′|ρ1|k, l〉
∫∫
d2rψ∗k′,l′(r, z)e
−iq·rψk,l(r, z). (3.21)
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As the matrix elements 〈k′, l′|ρ1|k, l〉 are independent of the position r, these are taken
out of the integral. We may reduce our integral using the properties of the Bloch wave
functions to yield
=
∑
k′,l′
∑
k,l
〈k′, l′|ρ1|k, l〉δk,k′+q
∫∫
d2rψ∗k′,l′(r, z)e
−iq·rψk′+q,l(r, z)
=
∑
k′,l′
∑
k,l
〈k′, l′|ρ1|k′ + q, l〉〈k′, l′|e−iq·r|k′ + q, l〉
=
∑
k′,l′
∑
k,l
〈k′, l′|ρ1|k′ + q, l〉M l,l
′
k′,k′+q(z). (3.22)
Here, we have definedM l,l
′
k′,k′+q(z) as the 2D FT of ψ
∗
k′,l′(r, z)ψk′+q,l(r, z). Utilizing Eq. (3.17)
for the matrix elements of the density matrix ρ1, we expand our equation above to obtain
N˜ind(q, z) = 2
∑
k′,l′
∑
k,l
f(εk′,l′)− f(εk′+q,l)
εk′,l′ − εk′+q,l + ω~+ iν+ 〈k
′, l′|V |k′ + q, l〉M l,l′k′,k′+q(z) (3.23)
The multiple of 2 may be attributed to account for the spin degeneracy of the electrons.
In the more general situations where the spin of electrons is coupled to the external inter-
actions, the factor of 2 cannot be added and the spin interactions must be accounted for
in the energy dispersion εk,l. To simplify Eq. (3.23) even further, we require to calculate
the matrix elements of the potential operator V . Implementing this, we once again invoke
the FT of the potential function in position space
V (r′, z′) =
∫∫
d2q′
(2π)2
eiq
′·r′V˜ (q′, z′) (3.24)
Utilizing this definition of the potential function, the matrix elements in Eq. (3.23) yield
〈k′, l′|V |k′ + q, l〉 =
∫∫
d2r′
∫
dz′ψ∗k′,l′(r
′, z′)V (r′, z′)ψk′+q,l(r
′, z′)∫∫
d2q′
(2π)2
∫
dz′V˜ (q′, z′)
∫∫
d2r′ψ∗k′,l′(r
′, z′)e−iq
′·r′ψk′+q,l(r
′, z′) (3.25)
Next, to integrate out the r′ variable we utilize a similar trick as done before. This simplifies
the above equation to
〈k′, l′|V |k′ + q, l〉 =
∫∫
d2q′
(2π)2
dz′V˜ (q′, z′)δ(q− q′)
∫∫
d2r′ψ∗k′,l′(r
′, z′)e−iq
′·r′ψk′+q,l(r
′, z′)
=
∫
dz′V˜ (q, z′)M l,l
′
k′,k′+q(z
′). (3.26)
Therefore, finally the FT of the induced charge density has the form
N˜ind(q, z) = 2
∑
k
∑
l,l′
f(εk,l′)− f(εk+q,l)
εk,l′ − εk+q,l + ω~+ iν+M
l,l′
k,k+q(z)
∫
dz′M l,l
′
k,k+q(z
′)V˜ (q, z′). (3.27)
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Hence, we obtain the most general form of the induced charge density for graphene, taking
into account the only assumption about graphene that it is a two dimensional periodic
lattice.
Using the first order approximation to the density matrix defined in Eq. (3.17) results
in Eq. (3.27). The function M l,l
′
k,k′(z) may be thought of as the average z dependence of
the wavefunction. A practical approach to evaluating it is through the use of the electron
orbital structure of graphene which was derived using the tight binding approximation.
The π-bonds formed from 2pz orbital wavefunctions have an electron density that decays
exponentially in the z direction. The spatial decay rate is less than an angstrom, hence a
distance of a few angstroms away from the graphene surface leads to a negligible electron
density contribution from the bonds. The function M l,l
′
k,k′(z) is assumed to be localized in
the plane of graphene as a consequence of the zero thickness approximation of graphene. It
is a somewhat an abstract approximation, as impurities near the surface of graphene could
significantly overlap with the electron orbitals. We ignore the effects of orbital overlap
since they make the corresponding calculations less attractive and inseparable. Instead we
approximate
√
AM l,l
′
k,k′(z) ≈ M¯ l,l
′
k,k′ δ(z). Hence, the last factor in Eq. (3.27) becomes
M l,l
′
k,k′(z)
∫
dz′M l,l
′
k,k+q(z
′)V˜ (q, z′) =
1
A
δ(z)V˜ (q, z)|M¯ l,l′k,k′ |2, (3.28)
giving us an induced charge density of
N˜ind(q, z) = 2δ(z)V˜ (q, z)
∫∫
d2k
(2π)2
∑
l,l′
f(εk,l′)− f(εk+q,l)
εk,l′ − εk+q,l + ω~+ iν+ |M¯
l,l′
k,k′|2, (3.29)
where we have turned the sum over k into an integral over the 1st Brillouin zone. This is an
authentic step since the spacing between consecutive momenta becomes smaller and smaller
as the size of the graphene sheet becomes larger. For a theoretically infinite graphene sheet,
the sum transforms into an integral. In the zero thickness approximation of graphene, the
induced charge density resides on the plane of graphene.
Although the idea of a zero thickness graphene sheet may seem somewhat ad hoc the
formalism greatly simplifies our calculations and is accurate enough for our application.
Note that the Delta function in Eq. (3.29) implies that we may set z = 0 in the perturbed
energy of electrons in graphene V˜ (q, z), which may be then expressed in terms of the
in-plane value of the electrostatic potential as
V˜ (q, 0) = −eφ˜0(q). (3.30)
If we further express the volume density of the induced charge carriers in graphene in terms
of a 2D FT of the surface density of charge carriers as
N˜ind(q, z) ≈ δ(z) n˜ind(q), (3.31)
we may utilize Eq. (3.29) to rewrite the linear response relation of Eq. (3.3) in the Fourier
space as
n˜ind(q) = χ(q) eφ˜0(q) (3.32)
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where we define the in-plane polarizability of graphene in the RPA as
χ(q) = −2
∫∫
d2k
(2π)2
∑
l,l′
|M¯ l,l′k,k′|2
f(εk,l′)− f(εk+q,l)
εk,l′ − εk+q,l + ω~+ iν+ . (3.33)
Next step we need to undertake is to evaluate the matrix elements of |M¯ l,l′k,k′|2 which
is the FT of two wavefunctions. Expanding the wavefunctions by using the tight binding
approximation from Eq. (2.10)
M¯ l,l
′
k,k+q =
∫∫
d2r
∫
dz[a∗k,lψ
∗
A,k + b
∗
k,lψ
∗
B,k]e
−iq·r[ak+q,l′ψA,k+q + bk+q,lψB,k+q] (3.34)
The evaluation of this integral is cumbersome and the reader is encouraged to go through
its derivation in the Appendix 8.1. Here, we shall restate the result
M¯ l,l
′
k,k+q =
1
2
R(q)
[
1 + (−1)l+l′ f(k)f(k+ q)|f(k)||f(k+ q)|
]
(3.35)
where R(q) is the two-dimensional Fourier transform of the modulus squared of the un-
perturbed pz orbital,
R(q) =
∫
dz
∫∫
d2r|Υpz(r, z)|2eiq·r =
[
1 +
(
a0q
Zeff
)2]−3
(3.36)
Here a0 is the Bohr radius and Zeff is the effective charge of the screened nucleus in the
carbon atom [68]. Taking the modulus squared of M¯ l,l
′
k,k+q leads to
|M¯ l,l′k,k+q|2 =
1
2
R2(q)
[
1 + (−1)l+l′ℜ
(
f(k)f(k+ q)
|f(k)||f(k+ q)|
)]
. (3.37)
We resort to the most commonly used assumption, R2(q) ≈ 1 for the range of q values of
interest here [69, 70], so that the polarization function becomes
χ(q) = −
∫∫
BZ
d2k
(2π)2
∑
l,l′
[
1 + (−1)l+l′ℜ
(
f(k)f(k+ q)
|f(k)||f(k+ q)|
)]
f(εk,l′)− f(εk+q,l)
εk,l′ − εk+q,l + ω~+ iν+ .(3.38)
The above integral cannot be evaluated analytically for the general energy dispersion, yet
in the Dirac cone approximation, εk,l = (−1)l ~vF |k|, analytical results may be achieved for
finite ω and zero temperature [69, 70], as well as for the static case at finite temperature
[71]. Since we are especially interested in this thesis in static screening of graphene in
the presence of liquid electrolyte at finite temperature, we showcase in Appendix 8.2 some
key steps in the derivation of the polarization function by setting ω = 0 and ν+ → 0+ in
Eq. (3.38).
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3.3 Semiclassical transport in graphene
Electrical conductivity of doped graphene is dominated by the long-ranged elastic Coulomb
scattering of its charge carriers on the nearby charged impurities and, at high enough
temperatures, also by the charge carriers’interaction with phonons, both in graphene and
in the nearby substrate. Although we are not going to compute electrical conductivity of
graphene in this thesis, it is instructive to show how the presence of charged impurities
enters in the expression for graphene conductivity, Σ, obtained using the semiclassical
Boltzmann transport theory at finite temperature as [71]
Σ =
e2v2F
2
∫
dε D(ε) τ(ε)
(
−∂f
∂ε
)
. (3.39)
Here, D(ε) is the density of states in graphene and τ(ε) is the relaxation time, or the
transport scattering time, which is obtained for uncorrelated point-charge impurities with
the average number per unit area, n¯imp, as
1
τ(εsk)
=
2πn¯imp
~
∫∫
d2k′
(2π)2
|Vsk,sk′|2[1− cos θkk′ ]δ(εsk − εsk′), (3.40)
where θkk′ is the angle between the electron momenta k and k
′. In Eq. (3.40), the squared
modulus of the matrix element for the Coulomb scattering potential is given by
|Vsk,sk′|2 = |ϕ˜(q)|2 1 + cos θkk
′
2
(3.41)
where ϕ˜(q) is the 2D Fourier transform of the screened Coulomb potential of individual
impurity with q = k′ − k.
It is important to realize that disorder plays a crucial role in the transport properties
of graphene [39, 72]. In particular, the randomness in the spatial arrangement of charged
impurities in the substrate gives rise to a fluctuation in the electrostatic potential in the
plane of graphene, δφ0(r), which in turn disrupts coherent motion of charged impurities in
graphene and hence gives rise to its electrical resistivity [39, 73, 74]. Thus, denoting the
ensemble average over the impurity positions by 〈· · · 〉, one can show that, for heavily doped
graphene with the equilibrium charge carrier density n¯ at zero temperature, the average
resistivity of graphene, ̺ = 〈Σ−1〉, is given by [74]
̺ =
2
e2v2FD(εF )
〈
1
τ(εF )
〉
, (3.42)
where εF = ~vFkF is the Fermi energy of graphene with kF =
√
π|n¯|, and
〈
1
τ(εF )
〉
=
n¯imp
2π
vF
ε2F
2kF∫
0
dq q2
√
1−
(
q
2kF
)2
|ϕ˜(q)|2 I(q). (3.43)
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Here, I(q) is the geometric structure factor describing spatial correlation between charged
impurities that occupy random positions in a plane parallel to graphene, usually assumed
to lie inside or on the surface of an insulating oxide layer [39, 73]. It may also be shown that,
if the distribution of the impurity positions is translationally invariant in directions parallel
to graphene, then the auto-covariance function of the electrostatic potential fluctuations
in the plane of graphene, 〈δφ0(r) δφ0(r′)〉 ≡ C(r− r′), may be expressed as [74, 75]
C(r− r′) = n¯imp
∫∫
d2q
(2π)2
eiq·(r−r
′) |ϕ˜(q)|2 I(q). (3.44)
It is interesting that this function has been observed experimentally by a combination of
the scanning tunneling microscopy and atomic force microscopy [75]. Equations Eqs. (3.43)
and (3.44) show that the auto-covariance function C(r−r′) plays a determining role in the
transport properties of doped graphene. Hence, we shall pay particular attention to the
screening of C(r − r′) by the polarization of charge carriers in graphene and mobile ions
in the electrolyte.
Particularly intriguing, and still quite elusive are the mechanisms of transport in un-
doped, or nominally neutral graphene. In the absence of randomness, Eqs. (3.42) and (3.43)
show that the resistivity of graphene should → ∞ (or the conductivity should vanish) as
n¯→ 0 at zero temperature, which is in clear disagreement with experiments showing that
graphene attains finite conductivity when n¯→ 0 [39, 72]. One possible explanation is based
on the fact that fluctuations of the electrostatic potential in neutral graphene give rise to a
system of electron-hole puddles, which facilitate electrical conduction. In that context, the
authors of Ref. [72] proposed a phenomenological but self-consistent model for conductivity
in a weakly doped graphene, which is based on the variance of the fluctuating part of the
in-plane potential, C(0) ≡ 〈[δφ0(r)]2〉. Namely, keeping in mind that the screened poten-
tial in graphene depends on the average doping density of graphene, δφ0(r) = δφ0(r; n¯),
the authors postulated that there exists some residual charge carrier density, n¯ = n∗, such
that the square of the corresponding effective Fermi energy, (ε∗F )
2 = πn∗ (~vF )
2, equals the
variance of that potential, giving an equation to be solved for n∗ [39, 72]
(~vF)
2 πn∗ = e2〈[δφ0(r;n∗)]2〉. (3.45)
Then, considering the conductivity of graphene as a function of the average charge car-
rier density, Σ(n¯), one may estimate the minimum conductivity in a nominally neutral
graphene due to the electron-hole puddles as Σ(n∗). Given the current research focus on
that quantity, we shall also analyze the screening effects of mobile ions in the dependence
of variance C(0) ≡ 〈[δφ0(r)]2〉 on the average doping density of graphene.
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Chapter 4
Screening in Electrolyte
When charged surface of a solid is immersed in an aqueous solution with added salt at the
concentration c0, the dissolved salt ions with the charge opposite to that of the solid surface
(counter-ions) will be attracted to the surface, while the ions having the same charge as
the surface (co-ions) will be repelled from it. As a result, an electric double layer will
be formed close to that surface, which contains a distribution of volume charge with the
density ρ that is determined by the equilibrium positions of the counter- and co-ions [3].
A very long history of development of the so-called continuum models for the structure
of electric double layers has produced several models that have gained wide acceptance
as good starting point in modeling the biochemical sensors based on the so-called ion-
sensitive field effect transistors (ISFETs) [12]. In contrast to the traditional silicon based
ISFETs, graphene shows great promise because it is hydrophobic and hence its detection
sensitivity to external charges may be enhanced by bringing graphene in direct contact with
an aqueous solution without disrupting its electronic band structure. Moreover, the process
of capacitative gating of graphene through an electrolyte proved to be much more effective
than the traditional doping by the use of a metal back gate separated by thick oxide layer
from graphene. Finally, graphene may be doped to the surface density of charges on the
order of 1013 cm−2 or more electrons or holes, which is rather large compared to the typical
interface between a metal electrode and electrolyte that is studied in electrochemistry.
The simplest class of continuum models of electrochemistry is based on equilibrium
distribution (at finite temperature) of dissolved salt ions based on the Boltzmann distribu-
tion,which considers ions as point charges and the solvent (water) as continuous background
with a spatially uniform dielectric constant. This picture is acceptable at relatively small
ion concentrations and small surface charge density on the electrode. It gives rise to the
well-known Poisson-Boltzmann model for the electrostatic potential in electric double layer
with a diffuse layer of charge, which provides the screening mechanism that is named after
Debye, with a typical screening length of about 3/
√
c0, given in Angstroms when the salt
concentration is given in Moles per liter.
However, since the dissolved ions are, in fact, hydrated, i.e., each ion is surrounded by a
layer of oriented dipoles representing water molecules, the effective ion sizes are quite large
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(on the order of several Angstroms) [3]. Thus, modeling the structure of electric double
layer close to a charged electrode needs to take into account the finite ion sizes, or the so-
called steric effects, especially for high ion concentrations and large surface charge density
that may arise when graphene is used as an ISFET. A phenomenological modification of
the Poisson-Boltzmann model is provided by the so-called Stern layer next to the electrode
(graphene), with the thickness on the order of the hydrated ion radius, which represents
a minimum distance at which those ions can approach the charged surface. Thus, Stern
layer is considered to be free of charges and it separates the diffuse layer with mobile ions
from the charged electrode (graphene) surface. While the simple Poisson-Boltzmann model
gives rise to unreasonably high ion concentration at charged surface, the modification due
to Stern layer helps alleviate this effect of ion crowding. To overcome the shortcomings of
phenomenological models such as Stern layer, a whole class of better founded modifications
of the Poisson-Boltzmann was developed over many years [76, 77]. Probably the most
broadly acknowledged is a model that may be called Bikerman-Freise model [3], which
predicts a distribution of salt ions in the form of a Fermi distribution owing to their finite
size, and introduces a parameter that defines the maximum density of salt ions.
In addition, when graphene is doped to a large charge carrier density by applying the
potential drop across the electrolyte on the order of 1 V or even more, a relatively large
electric field may arise close to the surface of graphene, which may cause a decrease in
the dielectric constant of water. Since the very large relative dielectric constant of ≈ 80
in the bulk water at zero field is a consequence of the orientational degrees of freedom of
permanent dipole moments associated with water molecules, it is conceivable that those
degrees will be partially locked by the presence of a strong electric field close to the electrode
surface. This dielectric decrement, or saturation of dielectric constant in water may be
modeled phenomenologically by assigning a value to the relative dielectric constant of
water inside the Stern layer, which is much small than its bulk value. In this manner, the
Stern layer would represent a layer of water molecules represented by electric dipoles that
are predominantly oriented towards or away from the charged surface. This additional
role of Stern layer in electrochemistry is certainly a very useful modification of the Poisson
Boltzmann model, but it renders phenomenological modeling of both its thickness and
its effective dielectric constant quite uncertain. In view of that, there has been a long
history of attempts to describe the dielectric behavior of water in high electric fields [45,
46, 78]. Probably the most appreciated and frequently tested in computer simulations of
the structure of water is the model due to Booth, which may be for historic reasons also
called Grahame-Booth model for dielectric saturation of water [3], which takes into account
the statistical nature of the the orientational ordering of the water dipoles.
While the Bikerman-Freise model for ion steric effects and Grahame-Booth model for di-
electric saturation have been time honored modifications to the Poisson-Boltzmann model
of electric double layer in aqueous solutions, it is somewhat unsettling that those two
models were derived within different theoretical frameworks. Accrodingly, there were sev-
eral attempts to describe both the steric effects and dielectric saturation within the same
framework [78]. While the outcomes of such attempts are not always as successful in prac-
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tical applications as the original models of Bikerman-Freise and Grahame-Booth, they are
nevertheless worthy analyzing for future reference.
Since the above two modifications of the Poisson-Boltzmann model for graphene in
an ISFET configuration are critically important for considering the screening properties
of graphene in the presence of mobile ions, as well as for its capacitative gating in an
electrolyte, we provide in this chapter a few details on their mathematical formulation.
4.1 Poisson-Boltzmann (PB) equation
The Poisson Equation when combined with the Boltzmann distribution yields the PB
equation. The PB equation is a nonlinear partial differential equation that describes elec-
trostatic interactions between molecules in ionic solutions. PB equation is the mathemat-
ical base for the Gouy-Chapman double layer (interfacial) theory, first proposed by Gouy
in 1910 and complemented by Chapman in 1913. The distribution of the electrostatic
potential Φ(R) in 3D is defined by the Poisson Equation
∇ · [ǫ∇Φ] = −4πρ, (4.1)
where ǫ is the dielectric constant of the medium. ρ is the mean charge density of mobile
ions given as
ρ =
∑
i
Zieci, (4.2)
where Zie is the charge on the ith ionic species and ci is the mean concentration assumed
to be given by the Boltzmann distribution,
ci(Φ) = c
0
i e
−ZieΦ/kBT . (4.3)
In the above equation, c0i is the bulk concentration, kB is the Boltzmann constant and T
is the absolute temperature. We use the Gaussian units (4πǫ0 = 1) throughout our work
and assume room temperature giving kBT = 0.025 eV.
Considering a symmetric binary electrolyte (Z± = ±Z, c0+ = c0− = c0), we get the
standard form of PB equation as
∇ · [ǫ∇Φ] = −4πρ(Φ) = 8πc0Ze sinh(ZeΦ/kBT ), (4.4)
which may be called the non-linearized PB model.
Assuming the potential variation is small and/or that the temperature is high, that is,
|ZeΦ|/kBT ≪ 1, Eq. (4.3) may be linearized to give
ci(Φ) ≈ c0i (1− ZieΦ/kBT ), (4.5)
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which yields the Debye-Hu¨ckel approximation or the linearized PB model. Assuming that
the relative dielectric constant of the solvent, ǫ, is independent of the position, this model
gives the Helmholtz equation of the form
∇2Φ = κ2Φ, (4.6)
where we defined inverse Debye screening length as
κ =
√
8πβZ2e2c0
ǫ
. (4.7)
While being of limited validity as regards the ranges of parameters, the linearized PB
eqution in Eq. (4.6) allows analytical solutions in various geometries. On the other
hand, the nonlinear PB equation in Eq. (4.4) may only be solved analytically for a one-
dimensional dependence, which is fortunately of relevance for graphene based ISFETs,
where one may assume that a relatively large area of graphene is exposed to a thick and
laterally uniform layer of electrolyte.
4.2 Modified PB (MPB) model involving steric effects
The standard PB model is valid for point-like ions. As far as we are dealing with high
ion concentration or dilute electrolytes in large applied voltages, we have to consider the
effects of finite ion size or steric effects. J. J. Bikerman, in 1942, came up with a thorough
MPB model with steric effects in an excellent, but poorly known paper [40].
To start deriving MPB equation taking into account the steric effects in electrolytes,
the first step is to write [76] the expression for the total free energy. Within mean field
approximation, the total energy,
FMPB = U − TS, (4.8)
for a symmetric binary electrolyte may be expressed [76, 79] with reference to local elec-
trostatic potential Φ and the ion concentrations c±. The share of the electrostatic energy
U [76] is
U =
∫∫∫
d3r
[
− ǫ
8π
(∇Φ)2 + (c+ − c−)ZeΦ− µ+c+ − µ−c−
]
. (4.9)
Here, the first term is the self-energy of the electric field, and ǫ is the relative dielectric
constant of the solution [76]. The next two terms are the electrostatic energies of the ions
[76]. The last two terms express the constraint of conservation of the number of ions, with
the Lagrange multipliers µ± which will be related to the chemical potentials of ionic species
in the bulk of the electrolyte [76].
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The entropic contribution −TS is [76]
− TS = kBT
a3
∫∫∫
d3r
[
a3c+ ln(a
3c+) + a
3c− ln(a
3c−) + (1− a3c+ − a3c−)
ln(1− a3c+ − a3c−)
]
. (4.10)
In the above equation, the first two terms represent the entropies of the positive and
negative ions[76], where we assume that the sizes of the co-ions and counter-ions are same
and equal to a. However, the last term corresponds to the entropy of the solvent molecules
[76]. In fact, the last term is accountable for the atypical steric corrections to the PB
equation [76]. As a matter of fact, these corrections are accomplished taking into account
a lattice-gas version of the Coulomb gas that considers each lattice site being occupied
partially by one ion [76, 77]. In the limit a −→ 0, we recover expression for free energy
with the PB model. The above total free energy is a functional of the three independent
fields: c± and Φ.
Minimizing the above free energy functional leads to the thermodynamic equilibrium
state. Considering the variation of the free energy with respect to c± results in the Boltz-
mann distributions of the ions in the presence of the local potential Φ:
δFMPB
δc±
= ±eZΦ + kBT ln(a3c±)− kBT ln(1− a3c+ − a3c−)− µ± = 0, (4.11)
wherefrom the local ion densities are
c± = c0
exp(∓eZΦ/kBT )
1− ν + ν cosh(eZΦ/kBT ) , (4.12)
where ν = 2c0a
3 is the bulk volume fraction of the ions. The last two terms couple the
system to a bulk reservoir [76]. µ± are the size-modified chemical potentials for the ionic
species given as
µ± = kBT ln
a3c0
1− 2a3c0 . (4.13)
Similarly taking the variation with respect to the potential Φ yields the Poisson equation
connecting Φ with the ion densities:
δFMPB
δΦ
=
ǫ
4π
∇2Φ + eZc+ − eZc− = 0. (4.14)
Hence the MPB equation for symmetric electrolytes is written as:
∇2Φ = 8πeZc0
ǫ
sinh(eZΦ/kBT )
1− ν + ν cosh(eZΦ/kBT ) . (4.15)
In Fig. (4.1) we show the effects of increasing potential drop ΨD across the diffuse part
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Figure 4.1: Relative concentration of negative ions as a function of the distance (in units
of the Debye screening length λD ≡ κ−1) from a positively charged electrode for several
values of the potential drop ΨD across the diffuse part of electrolyte, when the bulk volume
fraction of the ions ν = 2c0a
3 takes values 0.001 (solid curves) and 0 (dash-dotted curve).
Adapted from Ref. [3].
of electrolyte on the concentration of negative ions in front of a positively charged surface
for the bulk volume fraction of the ions ν = 2c0a
3 = 0.001, according to the solution
of Eq. (4.15). Also shown are the result from the Poisson-Boltzmann model by setting
ν = 2c0a
3 = 0 [3]. We can clearly interpret the results by observing that the ion densities
saturate for large values of the electrostatic potential. Hence, the ion densities hinder
the values of the electrostatic potential from reaching the unphysical values that can be
obtained in the standard PB theory.
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4.3 Dielectric saturation of water in high electric field
The local dielectric constant of an electrolyte is generally reduced in the inner part of the
double layer, as confirmed from experimental fitting data with simple models, because of
the alignment of the solvent dipoles in the large local electric field [3]. This effect is called
the dielectric saturation. In aqueous solutions, the compact Stern layer is inferred to have
an effective permittivity ǫs smaller than that of bulk water ǫb by approximately an order
of magnitude, e.g. reduced from ǫb = 78ǫ0 to about ǫs = 6ǫ0 [3, 80]. We shall also study
the dielectric saturation within the PB theory through the different models given below.
4.3.1 Grahame-Booth model
Grahame [45] was perhaps the pioneer to assess the structure of the diffuse layer with an
electric-field-dependent permittivity, utilizing PB theory and the empirical form
ǫ(E) = ǫs +
ǫb − ǫs
(1 + (E/Es)
2)
m , (4.16)
where E is the magnitude of electric field, m is an empirical exponent, assumed to be in
the range 0 < m < 2 to avoid exceedingly abrupt onset of dielectric saturation above the
characteristic field strength Es.
Nearly half a century ago, Booth [46] obtained the following expression for the field-
dependent dielectric constant of water by extending the Onsager and Kirkwood theories
of polar dielectrics
ǫr(E) = n
2
w +
28πc0wα(n
2
w + 2)
3
√
73E
L
[√
73Eα(n2w + 2)
6kBT
]
, (4.17)
where nw is optical refractive index of water (≈ 1.33), c0w is the number density of wa-
ter molecules (55 mol/l), and α is the magnitude of the water dipole moment. L(x) =
coth(x)− 1
x
is the Langevin function. Eq. (4.17) is the expression for relative permittivity
for point like ions taking into consideration the cavity and reaction fields and the structural
correlations between water dipoles [46]. In the limit of vanishing electric field, the above
equation reduces to
ǫr ≈ n2w +
14πc0wα
2β(n2w + 2)
2
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, (4.18)
where β = 1
kBT
. It follows from the above equation that the dipole moment of water
α = 2.03 D (Debye units) corresponds to bulk permittivity ǫr = 78.5 at room tempera-
ture. In Fig. (4.2) we show a comparison of the relative dielectric constant of water as a
function of the electric field evaluated with the Booth model with the dipole moment of
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Figure 4.2: A diagram showing comparison of the Booth model (solid curve) with several
computer simulations (data symbols) for the relative dielectric constant of water as a
function of the electric field. Booth model was calculated with the dipole moment for
water molecules of 1.85 D. Adapted from Ref. [4].
α = 1.85 D with several results from computer simulations using the Molecular Dynamics
method [4]. One notices that, while the zero field value of the dielectric constant is slightly
underestimated by the Booth model with this somewhat lower value of α, the agreement
with the data at high fields is quite remarkable.
4.3.2 Unified model for steric effects and dielectric saturation
It should be noticed that the Booth model considers the salt ions as point charges. In order
to include the effects of finite ion size into the theory of dielectric saturation of the dielectric
constant of water, Gongadze et al. [78] used a lattice gas model taking into account the
orientational ordering of water molecules near planar electrode. The number densities
of water molecules (c0w), counterions (c0) and co-ions (c0) are constant in bulk solution
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(where x −→ ∞); therefore, their number densities may be expressed [78] by calculating
the corresponding probabilities that a single lattice site is occupied by one of the three
particle types in the electrolyte solution (counterions, co-ions and water molecules):
c+(x −→∞) = c−(x −→∞) = cs c0
c0 + c0 + c0w
, (4.19)
cw(x −→ ∞) = cs c0w
c0 + c0 + c0w
, (4.20)
where cs = 2c0 + c0w =
1
a3
, is defined as the number density of lattice sites. Also, a is the
width of a single lattice site. The charged surface at x = 0 affects the number densities of
monovalent ions (Z = 1) and water molecules, so the probabilities that a single lattice site
is occupied by one of the three kinds of particles at finite distance x should be corrected
by the corresponding Boltzmann factors [78]
c+(x) = cs
c0e
−eΦβ
c0e−eΦβ + c0eeΦβ + c0w〈e−αEβ cos ω〉ω
, (4.21)
c−(x) = cs
c0e
eΦβ
c0e−eΦβ + c0eeΦβ + c0w〈e−αEβ cos ω〉ω
, (4.22)
cw(x) = cs
c0w〈e−αEβ cosω〉ω
c0e−eΦβ + c0eeΦβ + c0w〈e−αEβ cosω〉ω
, (4.23)
where 〈e−αEβ cos ω〉ω is the dipole Boltzmann factor after rotational averaging over all pos-
sible angles ω with respect to the x-axis, and is given as [78]
〈e−αEβ cosω〉ω =
2π
∫ 1
0
d(cosω)e−αEβ cos ω
4π
=
sinh(αEβ)
αEβ
. (4.24)
Using the definition [78]
H(Φ, E) = 2c0 cosh(eΦβ) + c0w
sinh(αEβ)
αEβ
, (4.25)
Eqs. (4.21)-(4.23) may be rewritten [78, 81, 82] as
c+(x) = c0e
−eΦβ cs
H
, (4.26)
c−(x) = c0e
eΦβ cs
H
, (4.27)
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cw(x) =
c0wcs
H
sinh(αEβ)
αEβ
. (4.28)
In the case of finite sized ions, Gongadze et al. [5, 78] derived the polarization P (x) of
water as
P (x) = cw(x)〈p(x, ω)〉B = −
c0wcs
HEβ
sinh(αEβ)L(αEβ), (4.29)
where p(x, ω) is the water dipole moment vector at coordinate x and 〈p(x, ω)〉B is the
average of p(x, ω) over the angle distribution in thermal equilibrium at given x, given by
[5]
〈p(x, ω)〉B =
∫∞
0
α cosω exp(−αEβ cosω)2π sinωdω∫∞
0
exp(−αEβ cosω)2π sinωdω = −αL(αEβ). (4.30)
The relative permittivity of the electrolyte solution takes the form [81, 82]
ǫr(x) = 1 + 4π
| P |
E
= 1 + 4πcsc0wα
F (αEβ)
H(Φ, E)E
, (4.31)
where
F (y) = L(y)
sinh y
y
. (4.32)
The expression for the relative permittivity defined by Eq. (4.31) for zero electric field
strength and zero potential, i.e. the bulk value of ǫr is given as [83]
ǫr = 1 +
4πc0wα
2β
3
, (4.33)
which in turn gives ǫr = 78.5 corresponding to α = 4.9D, which is unrealistically large.
In the next improvement of their unified approach, Gongadze et al. [84] derived an ex-
pression for the relative permittivity of an electrolyte from Eqs. (4.31)-(4.32) in saturation
regime (i.e. near the highly charged surface) considering orientational ordering of water
and excluded volume effects due to accumulation of counterions as follows:
ǫr(x) = n
2
w +
4πcsc0wα(2 + nw
2)F (δαEβ)
3ED(Φ, E)
, (4.34)
where
D(Φ, E) = 2c0 cosh(eΦβ) + c0w
sinh(δαEβ)
δαEβ
, (4.35)
δ =
2 + nw
2
2
. (4.36)
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Figure 4.3: A diagram showing a comparison of the Booth model (solid curve labeled BLP)
with the model in Eq. (4.34) (dashed curve labeled LPB) for relative dielectric constant of
water as a function of the electric field. While the Booth model was calculated with the
dipole moment for water molecules of α = 2.03 D, the LPB model was calculated with α
= 4.794. Adapted from Ref. [5].
Eq. (4.34) reduces to Onsager expression for bulk permittivity (in the limit of zero electric
field and zero potential) as follows:
ǫr ≈ n2w +
2πc0wα
2β(n2w + 2)
2
9
. (4.37)
Eq. (4.37) gives ǫr = 78.5 corresponding to α = 3.1 D. This value of α is much smaller than
the value obtained in lattice gas model [5], but is still higher than the value corresponding
to Booth’s model [46]. In fact, this value of α is much closer to the experimental values
of the effective dipole moment of water molecules in clusters (α = 2.7 D) and in bulk
solution (α = 2.4 − 2.6 D) [78]. In Fig. (4.3) one can see that the result reported in
Eq. (4.34) for the model that includes the finite ion size effect into the theory of dielectric
saturation of water requires unrealistically large dipole moment of α = 4.794 D in order to
reproduce the zero field value, which in turn overestimates the values at high fields that
were reported in Fig. (4.2) from computer simulations. It appears that, while the authors
in Refs. [5, 81, 78] succeeded in providing a unified treatment of the steric and dielectric
saturation models, the quantitative utility of their result for the dielectric constant of water
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seems to be inferior to that of the Booth model. We shall therefore adopt the latter model
in our study of the capacitance of electrolytically gated graphene sheet.
Finally, for electric double layer in an electrolyte near charged wall, the PB equation
may be written in a more general form as
∇ · [ǫr(r)∇Φ(r)] = −4πρ(r), (4.38)
where ρ(r) is the macroscopic volume charge density of coions and counterions given as
[84]
ρ(r) = ec+(r)− ec−(r) = −2ecsc0 sinh(eΦβ)
D(Φ, E)
, (4.39)
whereas reduced dielectric constant in the electrolyte ǫr(r) is defined by Eq. (4.34). The
boundary condition at the charged surface is
ǫr(r = rs) nˆ · ∇Φ(r = rs) = −4πσ(rs), (4.40)
where nˆ is a unit normal vector at the point rs on the boundary surface and σ(rs) is the
surface charge density at that point. For a thick layer of electrolyte, deep in its bulk region
we may impose a boundary condition far from the charged surface to be
Φ(r −→∞) = 0. (4.41)
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Chapter 5
Capacitance of graphene in aqueous
electrolytes: the effects of dielectric
saturation of water and finite size of
ions
The concept of electrostatic capacitance is important for understanding of the electro-
chemical charging of graphene based FETs through a double layer in the electrolyte. The
experiments usually determine the differential capacitance per unit area. In the present
context, capacitance arises from two different origins: the classical electrostatics which
treats the double layer as a planar capacitor and the so-called quantum capacitance. The
electrostatic capacitance comes from the mutual Coulomb repulsion of electrons resulting
in a nonzero potential across the double layer, which is associated with the charging of
graphene. The concept of quantum capacitance comes from the Pauli exclusion principle
in graphene, which forces electrons to occupy all energies up to the Fermi level, leading to
an increase in the internal electrical potential in graphene. Those two contributions are
usually viewed as two capacitors connected in series, so that the smaller one dominates the
total capacitance. When graphene is doped by a back gate, its electrostatic capacitance
is very small because of a typically very thick (∼ 300 nm) oxide layer between the gate
and graphene. Thus, for a back-gated graphene the electrostatic capacitance dominates
the total capacitance and the quantum capacitance contribution is negligible. In contrast,
for an electrolytically top gated graphene, the electrostatic capacitance is comparable to
the quantum capacitance of graphene, so the quantum contribution must be taken into
account.
In this chapter, we present a theoretical model for electrolytically top gated graphene,
in which we analyze the effects of dielectric saturation of water due to possibly strong
electric fields near the surface of a highly charged graphene, as well as the steric effects
due to finite size of salt ions in an aqueous electrolyte. We also assess the effects of the
nonlinearity arising in the density of states of graphene as the chemical potential µ in
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graphene increases. By combining the Bikerman-Freise model for the steric effects and
the Grahame-Booth model for dielectric saturation, we show that the total capacitance of
the solution-gated graphene is dominated by its quantum capacitance for gating potentials
. 1 V, which is the range of primary interest for most sensor applications of graphene.
It also happens that the linear approximation to the density of states of graphene works
well for chemical potential values |µ| . 1 V, validating the picture of graphene π-electron
bands as Dirac fermions. The corresponding range of doping densities of graphene in
electrolytically top gated graphene is |n| . 7 × 1013 cm−2. On the other hand, at the
gating potentials & 1 V the total capacitance is dominated by a universal capacitance of the
electric double layer in the electrolyte, which exhibits a dramatic decrease of capacitance
with increasing gating potential due to interplay of a fully saturated dielectric constant
of water and ion crowding near graphene. This dominance of the electric double layer
capacitance completely overcomes an increase in the graphene quantum capacitance due
to nonlinearity of its density of states for chemical potentials |µ| & 1.
5.1 Theory
We consider a three-layer structure with an x axis perpendicular to the plane of graphene,
which is placed at x = 0, and assume that the structure is homogeneous in directions
parallel to graphene. We further assume that a metallic electrode is held at an electric
potential φbg and is placed at x = −t, where t is the thickness of an oxide substrate with
relative dielectric constant ǫ1, which occupies region 1 defined by −t ≤ x ≤ 0, as shown
in Fig. 5.1. A Stern layer (SL) is assumed to occupy region 2 defined by 0 ≤ x ≤ h, and
is characterized by a relative dielectric constant ǫ2, whereas a semi-infinite diffuse layer
(DL) fills region 3 defined by x ≥ h, which is characterized by a relative dielectric constant
of the solvent ǫ3, with the potential in the bulk of the electrolyte chosen to be a zero
reference potential. Furthermore, we allow for the existence of fixed charged impurities in
the region 1, which are ubiquitous in typical substrates used for graphene devices [74, 75].
Thus, in the region 1 we may have a charge density ρ¯imp(x) describing those impurities,
which is obtained by averaging the full density of impurities over a large area parallel to
graphene [30]. We note that the SL is assumed to be free of charge, by definition, whereas
its parameters h and ǫ2 ≤ ǫ3 may represent, in a qualitative manner, the effect of finite
size of ions giving rise to a minimum distance ∼ h of approach to graphene and the effect
of dielectric saturation of water due to a possibly high electric field close to graphene [16].
Alternatively, the parameters h and ǫ2 may represent a thin dielectric layer placed on top
of graphene to insulate it from the solution [42].
We seek a solution of the Poisson equation for the electric potential that is defined in
a piece-wise manner as
φ(x) = φj(x), (5.1)
when x is in the jth region. In the regions 1 and 2, the corresponding functions are
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Figure 5.1: A diagram showing the configuration of the system studied, with the region
1, −t < x < 0, representing an oxide layer with dielectric constant ǫ1 that contains fixed
charged impurities, region 2, 0<x<h, representing a charge-free Stern layer with dielectric
constant ǫ2, and the region 3, x > h, representing a diffuse layer, which contains mobile
ions in a semi-infinite electrolyte with the solvent dielectric constant ǫ3. A single layer of
graphene occupies the plane x = 0, whereas specific adsorption of ions is assumed to take
place in the outer Helmholtz (or Stern) plane at x=h. φbg is the electrostatic potentials at
the back gate, x = −t, whereas the potential in the bulk electrolyte, x → ∞, is assumed
to be zero.
solutions of the equations
ǫ1
d2φ1
dx2
= −4πρ¯imp(x), −t<x<0 (5.2)
and
d2φ2
dx2
= 0, 0<x<h (5.3)
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whereas φ3(x) is to be determined from the Gauss’ law in region 3,
d
dx
[ǫ3 (|E3|) E3] = 4πρ3 (φ3) , x>h (5.4)
where
E3(x) = −dφ3
dx
, (5.5)
is the x component of the electric field in the DL. In the spirit of a local-density approxi-
mation, we assume that the ionic charge density in the right-hand side of Eq. (5.4) is given
for a symmetric Z : Z electrolyte by the so-called Fermi distribution of the BF model
[3, 43]
ρ3 (φ) = − 2Zec0 sinh (βZeφ)
1 + 2ν sinh2 (βZeφ/2)
, (5.6)
where e > 0 is the proton charge, c0 is the salt concentration in the bulk of the DL,
β = 1/ (kBT ) is the inverse thermal energy, for which we adopt the room temperature
value of kBT ≈ 0.025 eV throughout this work, and ν = 2a3c0 is the packing fraction of
the solvated ions, for which we assume equal diameters of a ≈ 7.1 A˚ in this work. Notice
that the limit of point ions with a = 0 and hence ν = 0 gives the usual result for ionic
density that follows from the Boltzmann distribution. On the other hand, in the regions of
a solution with finite-sized ions where the local potential is large enough, βZe|φ| ≫ ln(2/ν),
the ionic density saturates at the value ρ3 → Zecmax, where cmax = 1/a3 is a maximum
concentration of ions of either kind, which describes the regime of ion crowding due to
steric effects.
In the left-hand side of Eq. (5.4) we assume that the dielectric constant of solvent in
region 3 is a function of the magnitude of the electric field, which may be modeled by the
Booth model as [5, 47, 48, 49, 50, 51]
ǫ3 (E) = n
2
w +
(
ǫb − n2w
) 3
γE
[
coth (γE)− 1
γE
]
, (5.7)
where nw ≈ 1.33 is the optical refractive index of water, ǫb ≈ 80 its bulk dielectric constant
in the zero-field limit, and
γ =
√
73
6
(
n2w + 2
)
αβ (5.8)
is the parameter that defines a critical electric field Es ≡ 1/γ for which the dielectric
saturation sets in, with α being the effective dipole moment of water molecules, for which
we adopt the value α ≈ 2 Debye, cited in literature [5, 46, 47, 48, 49, 50, 51]. We note
that, when the local electric field in the electrolyte is much smaller than Es ≈ 0.1 V/nm,
Eq. (5.7) gives ǫ3 ≈ ǫb, which in the limit of point ions in Eq. (5.6) gives rise to the standard
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Poisson-Boltzmann (PB) model of DL [16]. In the opposite limit of high electric fields,
γE ≫ 1, Eq. (5.7) gives a much smaller dielectric constant of water, ǫ3 ≈ n2w, although
it should be pointed out that this limit is only approached very slowly, according to the
asymptotic form ǫ3 ∼ 1/(γE) .
The above equations for the potential components have to be solved subject to the
boundary conditions, such that φ1(−t) = φbg and φ3 → 0 along with E3 → 0 when x→∞.
In addition, the electrostatic matching conditions at x = 0 and x = h impose the continuity
of the potential, which takes the values φ0 ≡ φ1(0) = φ2(0) and φh ≡ φ2(h) = φ3(h) at
the graphene and Stern planes, respectively, as well as the jumps conditions for the x
components of the dielectric displacements, which may be expressed as
− ǫ2 dφ2
dx
∣∣∣∣
x=0
+ ǫ1
dφ1
dx
∣∣∣∣
x=0
= 4πσg(φ0) , (5.9)
where σg(φ0) is the surface charge density on graphene, and
ǫ3 (E3(h)) E3(h) + ǫ2
dφ2
dx
∣∣∣∣
x=h
= 4πσa(φh − φ0) , (5.10)
where σa(φh − φ0) is the surface charge density resulting from specifically adsorbed ions
at the position of the Stern plane at x = h [3]. We note that both densities σg and σa
are assumed to be functions of the averaged values of the potentials φ0 and φh, thereby
neglecting the potential fluctuations in the graphene and Stern planes due to discreteness
of charge in the impurity layer in the oxide [74, 75] and discreteness of charge in the layer of
specifically adsorbed ions [85]. While we shall not pursue here any further details related to
the ion adsorption, it is remarkable that both the presence of graphene and the specifically
adsorbed ions enter the model through the jump conditions, Eqs. (5.9) and (5.10).
5.1.1 Quantum capacitance of graphene
Referring to Eq. (2.38), the surface charge density on graphene is given by
σg(φ0) = −e
∞∫
−∞
dεD(ε− εD)
[
1
1 + eβ(ε−µge)
− 1
1 + eβ(ε−εD)
]
, (5.11)
where D(ε− εD) is the density of states (DOS) for graphene’s π-electron bands (see, e.g.,
Eq. (14) of Ref. [1]), given in reference to the electron energy level at the Dirac point, whose
position is determined by the surface potential on graphene as εD = −eφ0, whereas µge is
the chemical potential in graphene with respect to the chemical potential in the reference
electrode that is used to dope the graphene. Note that the charge density on graphene in
Eq. (5.11) is, in fact, determined by the potential difference Vq ≡ (µge − εD) /e = φ0+µge/e,
which we call quantum potential because of its role in defining the quantum capacitance
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(QC) of graphene as the differential capacitance per unit area, Cq = −dσg/dVq. So, when
βe|Vq| ≫ 1, it follows from Eq. (5.11) that Cq ≈ e2D(e|Vq|), neglecting a small electron-
hole asymmetry in the DOS about Dirac point [86]. On the other hand, for charge carrier
densities in graphene up to about 1014 cm−2, which are achieved when |Vq| . 1 V, it suffices
to use linear approximation for the electron DOS given by Eq. (2.32) where E = ε − εD
[1]. Using this approximation in Eq. (5.11) gives
σg(Vq) =
2
π
e
(~vFβ)
2
[
dilog
(
1 + eβeVq
)− dilog (1 + e−βeVq)] , (5.12)
where dilog is the standard dilogarithm function, and hence
Cq =
4e2
πβ (~vF)
2 ln [2 cosh (βeVq/2)] . (5.13)
One sees that the QC has a minimum value of about 0.8 µF/cm2 at Vq = 0 and exhibits
a linear increase with the potential magnitude for βe|Vq| & 1, which is a signature of the
well-known Dirac-cone approximation for the π electron bands in the vicinity of the Dirac
point [1, 39].
5.1.2 Capacitance of diffuse layer
We proceed by turning to the DL and integrating Eq. (5.4) once to obtain a relation between
the potential φh and the electric field Eh, both evaluated at the Stern plane x = h. We
assume that the electric field E3 in the region 3 may be expressed in terms of the potential
φ3 in that region as E3(x) = E3(φ3(x)) and apply the Chain Rule on the left-hand side of
Eq. (5.4) to get
d
dx
=
dφ3
dx
d
dφ3
= −E3(φ3) d
dφ3
. (5.14)
As a consequence, we have a first-order differential equation with separated variables, which
we integrate from the point deep into the diffuse layer where both E3 = 0 and φ3 = 0 to
the Stern plane. We obtain [3]
H(Eh) = p3(φh), (5.15)
where the function H is defined by
H(Eh) =
Eh∫
0
[
E
dǫ3(E)
dE
+ ǫ3(E)
]
E dE (5.16)
=
1
2
n2E2h +
(
ǫb − n2
) 3
γ2
{
γEh coth (γEh)− 1− ln
[
sinh (γEh)
γEh
]}
, (5.17)
45
while the electrostatic pressure in the DL is defined by
p3 (φh) = −4π
φh∫
0
ρ3(φ) dφ (5.18)
=
8πc0
βν
ln
[
1 + 2ν sinh2 (βzeφh/2)
]
. (5.19)
In order to find an expression for the differential capacitance Cd of the DL, we use the
Gauss’ law to express the total surface charge density due to ions in the DL as
σd (φh) = − 1
4π
ǫ3(Eh)Eh, (5.20)
which allows us to calculate the capacitance as
Cd = −dσd
dφh
= −ρ3 (φh)
Eh
, (5.21)
with the ionic charge density in the DL given in Eq. (5.6).
We now discuss several limiting special cases for the EDL capacitor. Note that, if
the electric field at the Stern plane is small enough, γEh ≪ 1, one has from Eq. (5.17)
H(Eh) ≈ 12ǫbE2h, so that Eq. (5.21) gives the DL capacitance as a function of the potential
at the Stern plane as
Cd ≈ −ρ3 (φh) /
√
2p3(φh)/ǫb ≡ CBF , (5.22)
which reproduces the BF expression for capacitance given by [3]
CBF = CD
sinh (βZe|φh|)[
1 + 2ν sinh2 (βZeφh/2)
]√
2
ν
ln
[
1 + 2ν sinh2 (βZeφh/2)
] , (5.23)
where
CD = ǫb/ (4πλD) , (5.24)
is the Debye capacitance that is achieved in the Debye-Hu¨ckel (DH) limit, βZe|φh| ≪ 1,
with λ−1D =
√
8πβZ2e2c0/ǫb being the (inverse) Debye length of the electrolyte. If we take
the limit of point ions in Eq. (5.23), ν → 0, then the BF capacitance takes the familiar
form from the PB theory,CBF ≈ CGC , where
CGC = CD cosh (βZeφh/2) , (5.25)
is the Gouy-Chapman (GC) expression for capacitance [43].
On the other hand, it is interesting to consider the BF capacitance in Eq. (5.23) in the
limit of a large potential at the Stern plane in the presence of ions with finite size, such
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that βe|φh| ≫ ln(2/ν). Then, the BF capacitance is found to decrease with increasing
potential according to CBF ∼ CD/
√
2νβe|φh| as a consequence of the ion crowding effect
[3, 43]. Finally, if both the potential and the electric field are large at the Stern plane,
βe|φh| ≫ ln(2/ν) and γEh ≫ 1, then it may be shown that the DL capacitance decreases
with increasing potential according to a similar inverse-square-root formula, but with a
magnitude reduced by a factor of nw/
√
ǫb ≈ 0.15 compared to the weak-field case. The
resulting limiting expression for capacitance, CGBBF ∼ nw
√
z2ecmax/(8π|φh|), may be con-
sidered as resulting from a Grahame-Booth-Bikerman-Freise formula because it describes
the effects of both the dielectric saturation and finite ion size that are expected in the
presence of a dense electrolyte near highly-charged surface of graphene.
In passing, we make a technical note on how to analyze the full expression in Eq. (5.21)
without resorting to specific limiting cases. Namely, Cd in that equation cannot be ex-
pressed explicitly as a function of the potential φh because the function H in Eq. (5.17)
cannot be inverted to give Eh = H
−1(φh), which could be then inserted in the right-hand
side of Eq. (5.21). However, it is possible to invert the function p3 in Eq. (5.19) to express
the potential as φh = p
−1
3 (Eh), which may be then substituted in the right-hand side of
Eq. (5.21) to give the DL capacitance as a function of the electric field at the Stern plane,
Cd = Cd(Eh). Then, the relation between the capacitance Cd and the potential φh may be
analyzed by considering those quantities as parametric functions of the field Eh.
5.1.3 Total capacitance
Finally, we return to studying the entire structure by following a procedure described in
Ref. [30] By imposing the jump conditions in Eqs. (5.9) and (5.10) we obtain two relations,
(φh − φ0)CS = σa(φh − φ0) + σd(φh), (5.26)
where CS = ǫ2/(4πh) is the capacitance of the Stern layer, and
(φbg − φ0)Cox = σimp + σg(φ0) + σa(φh − φ0) + σd(φh), (5.27)
where Cox = ǫ1/(4πt) is the capacitance of the oxide layer, whereas σimp is the average
surface charge density of the impurities in the oxide given by
σimp =
0∫
−t
dx
(
1 +
x
t
)
ρ¯imp(x). (5.28)
We shall only consider top gating of graphene through an electrolyte by setting φbg = φ0
in the left-hand side of Eq. (5.27), in which case the vanishing of the right-hand side of
that equation expresses charge neutrality of the entire structure.
We further note that the potential applied to a reference electrode in the bulk of the
electrolyte in order to dope graphene is given by Va = µge/e, where we neglect the potential
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offsets, which only define the potential of zero charge in graphene (along with σimp). Then,
we may write Va = Vq+VS+Vd, where VS = φh−φ0 and Vd = −φh are the potential drops
across the SL and DL, respectively. Hence, the inverse of the total differential capacitance
is given by
C−1 ≡ −dVa
dσg
= −dVq
dσg
− dVS
dσg
− dVd
dσg
(5.29)
=
1
Cq(Vq)
+
1
CS
+
1
Cd(Vd)
[
1− 1
CS
dσa(VS)
dVS
]
. (5.30)
If one disregards specific adsorption by setting σa = 0 (or σa = constant), one may see from
Eq. (5.30) that the total capacitance corresponds to a series connection of the graphene
QC, the SL capacitance and the DL capacitance. Finally, since the parameters of the SL
are only empirically determined from case to case, we shall set VS = 0 along with h = 0,
so that the total capacitance is then simply given by the expression
C =
[
Cq(Vq)
−1 + Cd(Vd)
−1
]−1
, (5.31)
which will be analyzed in the following section in conjunction with the relations Va = Vq+Vd
and σg(Vq)+σd(Vd) = 0, with the surface charge densities in graphene and in the DL given
via Eqs. (5.12) and (7.55), respectively.
5.2 Results and discussion
From now on, we only consider a monovalent symmetric electrolyte at room temperature,
assume all the potentials to be positive without loss of generality, and we normalize them
by means of the thermal potential, so that V ξ = βeVξ for ξ = a, q, d,
5.2.1 Capacitance of diffuse layer
We first analyze the capacitance Cd of the DL as a function of the potential drop Vd across
that layer in the presence of both steric effects due to finite ion sizes modeled by the BF
formula and the dielectric saturation of water modeled by the Booth formula. In doing so,
we parallel the analysis presented on page 63 of Ref. [3] where dielectric saturation was
modeled by the Grahame’s empirical formula, [45] expecting that our use of the Booth
formula may give a somewhat more realistic description of dielectric saturation in aqueous
solutions. We normalize the DL capacitance by the Debye capacitance, C˜d = Cd/CD,
where CD = ǫb/(4πλD) may be written as CD ≈ 230
√
c in the units of µF/cm2, where
c is the salt concentration expressed in the units of M (mole/liters). In addition to the
parameter ν that controls the steric effect due to finite ion size, we introduce the parameter
Γ = γ/ (βeλD) that is inversely proportional to the saturation electric field in the Booth
formula Eq. (5.7). Thus, from γ ≈ 9 nm/V and λD ≈ 0.31/
√
c given in nanometers, we
48
0 5 10 15 20 250
3
6
9
12
15
V¯d
C˜
d
ν=0.0001
 
 
Γ=1
Γ=0.2
Γ=0.1
Γ=0.05
Figure 5.2: The capacitance of the diffuse layer normalized by the Debye capacitance,
C˜d = Cd/CD, versus the normalized potential drop across that layer, V d = βeVd, for a fixed
packing fraction of ions ν = 10−4 and for several values of the parameter Γ = γ/ (βeλD)
that controls the inverse saturation electric field: Γ = 1 [solid (blue) lines], Γ = 0.2 [dotted
(green) lines], Γ = 0.1 [dash-dotted (red) lines], and Γ = 0.05 [dashed (light blue) lines].
find Γ ≈ 0.7√c showing that the typical range of values for this parameter does not exceed
Γ ∼ 1 for salt concentrations c . 1 M.
In Fig. 5.2 we plot the normalized DL capacitance versus normalized potential drop
with fixed ν = 10−4 and for several values of the parameter Γ. The resulting curves are
qualitatively similar to those shown in Fig. 9(b) of Ref. [3] for the same set of parame-
ters, but with the double peaked structures that are seen at the intermediate values of Γ
appearing more pronounced in our modeling. One notices the U-shaped behavior of the
capacitance in Fig. 5.2 at small potentials, which stems from the GC capacitance in the
PB limit of the weak electric field and negligible steric effects, where C˜d ≈ cosh
(
V d/2
)
.
However, with increasing the parameter Γ the capacitance passes through one or two peaks
at potentials in the range 1 . V d . 10, attaining maximum values of the capacitance that
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appear to be significantly reduced in our case when compared to those seen in Fig. 9(b) of
Ref. [3] The double peak structures seen in the DL capacitance are a consequence of the
competition between the ion crowding effect and dielectric saturation effect, which both
cause a decrease in the capacitance with increasing potential, albeit at different rates [3].
It is remarkable in our Fig. 5.2 that at high enough potentials, say V d & 15 or so, the DL
capacitance approaches the previously deduced asymptotic form C˜GBBF ∼ nw/
√
2ǫbνV d,
showing that the water dielectric constant is fully saturated for finite-size ions regardless of
their concentration. This surprisingly universal behavior of the DL capacitance at high po-
tentials is further accentuated in its non-normalized form CGBBF ∼ nw
√
z2ecmax/ (8πVd),
which is also independent of temperature.
5.2.2 Total capacitance
We further analyze the total capacitance for electrolytically gated graphene in the presence
of both the steric effect (controlled by the parameter ν = 2a3c0, which for a = 0.71 nm
amounts to ν ≈ 0.43 c) and dielectric saturation via Booth formula (controlled by the
parameter Γ ≈ 0.7√c). We adopt here a different normalization of the capacitances by
using a prefactor from Eq. (5.13), given by
C0 = (2/π)e
2/
[
β (~vF )
2] , (5.32)
which takes the value C0 ≈ 0.6 µF/cm2 at room temperature. Hence, the total normalized
capacitance is given by
C ≡ C/C0 = CqCd/
(
Cq + Cd
)
, (5.33)
where Cd = Cd/C0 and Cq = Cq/C0. Notice that the thus normalized QC of graphene,
Cq = 2 ln
[
2 cosh
(
V q/2
)]
, (5.34)
increases linearly with normalized potential at unit slope, according to Cq = V q, when
V q ≫ 1. In Fig. 5.3 we show several cases of the total normalized capacitance C versus
normalized total applied potential V a for two salt concentrations, (a) c = 1 µM and (b)
c = 1 M. In addition to the case where both the dielectric saturation via Booth formula
(labeled B) and the steric effect (labeled S) are included, we also show in Fig. 5.3 the cases
where the dielectric saturation is “turned off” by setting Γ→ 0 (labeled NB) and/or where
the steric effect is “turned off” by setting ν → 0 (labeled NS). In all four combinations of
the models, labeled as B+S, B+NS, NB+S, and NB+NS (the latter being equivalent to
the PB theory of DL), we have used the expression for QC from Eq. (5.13) that is based on
the linear approximation for the DOS of graphene’s π electron bands (results shown with
thick lines), whereas in the cases B+S and NB+NS we also used a full nonlinear expression
for the DOS, as given in Eq. (2.34)[1] (results shown with thin lines).
One may see in Fig. 5.3 that the dielectric saturation and steric effects do not play
significant roles in the total capacitance for potentials V a . 40, i.e. , when Va . 1 V, and
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Figure 5.3: The total normalized capacitance C = C/C0, where C0 =
(2/π)e2/
[
β (~vF )
2] ≈ 0.6 µF/cm2 comes from the quantum capacitance of graphene, ver-
sus normalized total applied potential V a = βeVa for two salt concentrations: (a) c = 10
−6
and (b) c = 1 M (mole/liters). The four cases shown with thick lines are calculated using
linear approximation for the density of states for graphene’s π electron bands, and are
labeled B (NB) when they include (exclude) dielectric saturation via Booth model and are
labeled S (NS) when they include (exclude) steric effect. The cases B+S and NB+NS that
are shown with thin lines are calculated using a nonlinear expression for the density of
states, as given in Eq. (2.34)[1]. The inset shows a blow-up of the total capacitance in the
case NB+NS for four concentrations: c = 10−6, 10−4, 10−2 and 1 M with an arrow pointing
in the direction of increasing values of c.
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hence the total potential may be determined by using the simple PB theory for DL, in
which Cd ≈ ∆cosh
(
V d/2
)
where
∆ ≡ CD
C0
=
(~vFβ)
2
8λBλD
, (5.35)
with λB = βe
2/ǫb ≈ 0.7 nm being the Bjerrum length in the bulk water at zero electric
field [16]. Noting that this parameter takes the value ∆ ≈ 374√c, it follows that the
total capacitance will be dominated by the graphene QC for salt concentrations c & 7 µM
and not too large potentials. Moreover, we find that using the expression for QC from
Eq. (5.13), which is based on the linear approximation for the DOS of graphene, works
well in the range of potentials V a . 40.
Thus, one may conclude that, for the applied potentials such that Va = Vq+Vd . 1 V, it
suffices to analyze the total capacitance of a solution gated graphene by using the expression
in Eq. (5.31) with the graphene QC given in Eq. (5.13) and the DL capacitance given by
Cd = CD cosh (βzeVd/2), subject to the charge neutrality constraint σg(Vq) + σd(Vd) = 0,
with the graphene charge density given in Eq. (5.12) and the diffuse charge density given
by [16]
σd (Vd) =
√
2ǫbc0/(πβ) sinh (βzeVd/2) . (5.36)
To analyze the role of salt concentration, we show in the inset to Fig. 5.3 a blow-
up of the results for the total capacitance in the case NB+NS for four concentrations:
c = 10−6, 10−4, 10−2 and 1 M with an arrow pointing in the direction of increasing values
of c. One sees in the inset that, even though the QC of graphene dominates at low applied
potentials, the total capacitance is not entirely insensitive to the salt concentration at such
potentials. This is also evidenced by the shift in the peak position of the B+S curves in
the range of potentials 40 . V a . 60 seen in the main panels of Fig. 5.3 as the salt
concentration jumps from c = 10−6 to c = 1 M. However, given the large range of variation
of c in Fig. 5.3, it is clear that the mere change in shape of the total capacitance curves is
not particularly sensitive to variations in the salt concentration.
Looking at the higher range of the potentials in Fig. 5.3, V a & 40, i.e. , Va & 1 V,
one notices that the total capacitance becomes quite dependent on the model combination
used to calculate it. First, the NB+NS case increases linearly with increasing potential,
thus reflecting the continued dominance of the graphene QC that scales as Cq = V q
within the linear approximation for DOS, whereas the DL capacitance is given by the PB
result Cd ≈ ∆cosh
(
V d/2
)
. It is noteworthy that, in the panel (b) of Fig. 5.3, the total
capacitance in the NB+NS case is given by C ≈ V a because the DL capacitance is so large
at high salt concentrations that C ≈ Cq, whereas practically all of the applied potential
goes to graphene, so that V a ≈ V q. One further sees that adding the nonlinearity in the
DOS for the case NB+NS slightly increases the total capacitance at potentials V a & 40,
as expected, while adding the dielectric saturation via the Booth model in the case B+NS
only sets off the capacitance to a slightly lower value.
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The case NB+S in Fig. 5.3 reproduces a broad maximum in the total capacitance due to
the steric effect acting alone, which was seen in Ref. [29] to be only slightly affected by the
nonlinearity in the DOS. Finally, in the case B+S, when both the dielectric saturation and
steric effects operate, one notices a strong decrease in the total capacitance that occurs
after the potential increases past the peak seen for V a somewhere between 40 and 60.
Noticing that the thin and thick solid lines used for the B+S case in Fig. 5.3 are almost
indistinguishable, one may conclude that the total capacitance is independent from the
nonlinearity in the DOS of graphene when both the dielectric saturation and steric effects
operate. This is related to the effects seen in Fig. 5.2, where the DL capacitance essentially
follows the universal asymptotic form CGBBF ∼ n
√
z2ecmax/ (8πVd) at sufficiently large
potential V d, so that it becomes small enough to dominate the total capacitance at a large
applied potential V a. However, it is remarkable that any signature of the double peaked
structures seen in Fig. 5.2 for the DL capacitance at the DL potentials 1 . V d . 10 is
completely lost in the total capacitance for the case B+S in Fig. 5.3, presumably due to
the dominance of graphene’s QC at the corresponding applied potentials.
Finally, it is of substantial interest, both for modeling and applications, to analyze
the distribution of the total potential V a applied to a reference electrode in the bulk of
electrolyte between the potential drop V d across the DL, and the quantum potential V q in
graphene that determines its doping charge density according to Eq. (5.12). Thus, we show
in Fig. 5.4 the dependence of V q on V a for all four model combinations using the linear
approximation for the DOS of graphene’s π electron bands that were shown by the thick
lines in Fig. 5.3. (We have also evaluated the cases B+S and NB+NS with the nonlinear
DOS, but found practically no noticeable effects over the entire range of the potentials, so
we left out the corresponding curves from Fig. 5.4 for the sake of its clarity.) One notices
in Fig. 5.4 that, in the absence of steric effects, almost all of the applied potential goes
to graphene and may be effectively used for its doping. This is particularly true at high
salt concentrations, as seen in the panel (b) of Fig. 5.4 where V q ≈ V a, which may be
rationalized by the fact that the DL capacitance remains so high due to small effective
thickness of the DL for point ions, even in the presence of dielectric saturation, that the
total capacitance remains dominated by the QC of graphene for all potentials. On the
other hand, with the inclusion of steric effects, there is a gradual increase of the fraction
of the potential that goes across the DL and, in the case of dielectric saturation, the split
between the quantum potential and the drop across the DL is approximately equal for the
highest applied potential shown in Fig. 5.4. Thus, since V q does not exceed the value 60
in the case B+S in Fig. 5.4, it becomes obvious why the total capacitance in Fig. 5.3 is
practically independent from nonlinear effects in the DOS for the same case.
We conclude this section by analyzing the regimes of graphene doping through an
aqueous electrolyte where the dielectric saturation may become important. In the absence
of specific adsorption and without charged impurities, charge neutrality implies that σd =
−σg. Then, in the absence of a Stern layer, one may use Eq. (7.55) to find the electric field
and hence evaluate the effective dielectric constant of water at the surface of graphene, ǫsurf ,
for any given charge carrier density in graphene. We find that for densities under about
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1013 cm−2 (corresponding to V q . 15) one may safely use the zero-field value for the water
surface dielectric constant, ǫsurf ≈ 80, but a rapid change occurs at higher charge carrier
densities where, e.g., for the density of 1014 cm−2 (corresponding to V q ≈ 47) we find
ǫsurf ≈ 54. This emergence of the dielectric saturation effect correlates with the changes
in the curves in Figs. 5.3 and 5.4 that show the cases including the Booth formula, which
are seen to generally occur in the range of applied potentials 40 . V a . 60.
5.3 Concluding remarks
We have described theoretically the capacitance of an electrolytically top-gated, single
layer graphene of large area as a function of the applied gate potential and the changing
salt concentration in the presence of dielectric saturation of water and the steric effect due
to finite ion size in a nearby aqueous solution. Those effects were described analytically
by the well established models due to Booth [46] (for dielectric saturation) and Bikerman
[40] and Freise [41] (for the steric effect), respectively.
We have first analyzed the dielectric saturation and steric effects on the capacitance
of diffuse layer of ions in the electrolyte, in close analogy to the analysis presented in
Ref. [3]. We confirmed the emergence of doubly peaked structures in the capacitance as
a function of the potential drop across the diffuse layer at intermediate potentials, as well
as the dominance of a drastically reduced universal capacitance at high potentials, which
operates in the regime of a full dielectric saturation and the complete ion crowding near
an ideal metallic electrode [36].
When graphene is used as an electrode in an aqueous electrolyte, we have confirmed that
the total capacitance is dominated by the quantum capacitance of graphene at low gating
potentials (. 1 V), similar to the observations made when graphite [20] or the conductive
diamond [21, 22] were used as electrodes. Moreover, we have shown that for the range of
gating potentials . 1 V, which is most interesting for graphene-based devices, it suffices
to use a linear approximation for the density of states for graphene’s π electron bands,
whereas the capacitance of the electric double layer in the electrolyte may be adequately
described within the standard Poisson-Boltzmann theory [16]. We have also shown that
the effects of changing the salt concentration are relatively weak, as well as that the most
of the potential applied through the electrolyte goes to doping the graphene.
However, at the gating potentials & 1 V, the effects coming from: the nonlinearity in
graphene’s density of states, the dielectric saturation of water, and the finite ion size all
become important for the total capacitance in a broad range of the salt concentrations.
We have found that, while the nonlinear density effect is not particularly prominent at
high potentials, the total capacitance becomes dominated by the capacitance of the diffuse
layer, which exhibits a dramatic decrease with increasing gating potential due to interplay
of the dielectric saturation and steric effects. As a consequence, a sizeable fraction of the
applied gate potential goes across the diffuse layer at high gate potentials. Nevertheless, we
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have found that the intricacies of doubly peaked structures in the diffuse layer capacitance
disappear in the total capacitance, presumably due to the all important role played by
graphene’s quantum capacitance, even at high gating potentials.
All the above findings may be of interest for applications of the solution-gated graphene
devices, where high doping densities may be desired, e.g., for graphene based surface
plasmon resonance interfaces [87]. However, high gating potentials will inevitably cause
specific adsorption of ions at the graphene-solution interface, which can be efficiently used
for ion and pH sensing applications of graphene, in both the transistor and capacitor
mode [19]. Our future effort will be devoted to amending the present model of graphene
capacitance in the presence of specific adsorption in an electrolyte.
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Figure 5.4: The normalized quantum potential V q = βeVq on graphene versus normalized
total applied potential V a = βeVa for two salt concentrations: (a) c = 10
−6 and (b)
c = 1 M (mole/liters). The four cases shown with thick lines are calculated using linear
approximation for the density of states for graphene’s π electron bands, and are labeled B
(NB) when they include (exclude) dielectric saturation via Booth model and are labeled S
(NS) when they include (exclude) steric effect. The inset shows a blow-up of the quantum
potential in the case NB+NS for four concentrations: c = 10−6, 10−4, 10−2 and 1 M with
an arrow pointing in the direction of increasing values of c.
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Chapter 6
Ionic screening of charged impurities
in electrolytically gated graphene:
Debye-Hu¨ckel approximation
In this chapter, we present a model for dual-gated, single-layer graphene, with a back gate
separated by a layer of oxide, and the top gate potential applied through a thick layer of
liquid electrolyte that contains mobile ions in a diffuse layer, described in the Debye-Hu¨ckel
approximation, which is separated from graphene by a charge-free Stern layer. After de-
riving a non-linear equation for the average charge carrier density in graphene in terms
of the gate potentials, we use the Green’s function of the Poisson equation to express the
fluctuating part of the electrostatic potential in the plane of graphene in terms of the distri-
bution function for fixed charged impurities in the oxide. By using both the Thomas-Fermi
and the random phase approximations of graphene’s response at non-zero temperature, we
show that the presence of mobile ions in the electrolyte significantly increases graphene’s
screening ability of the in-plane potential for a single impurity, accentuates Friedel oscilla-
tions in that potential, and gives rise to a linear plasmon dispersion in doped graphene at
long wavelengths. In the case of multiple charged impurities in the oxide, the increasing
ion concentration in the electrolyte causes a reduction in the auto-correlation function of
the fluctuating in-plane potential when the impurities are uncorrelated. However, when
the impurities are correlated, the relative effect of the increased ion concentration in the
electrolyte is drastically reduced, while the auto-correlation function in this case takes
negative values in a range of inter-impurity distances.
6.1 Theory
As indicated in Fig. 6.1, we use a cartesian coordinate system with coordinates R ≡ {r, z},
where r ≡ {x, y}, and we assume that graphene is placed in the plane z = 0, while oxide
occupies the region I1 defined by −t ≤ z ≤ 0 and is characterized by a relative dielectric
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Figure 6.1: A diagram showing the configuration of the system studied, with the region
I1, −t<z<0, representing an oxide layer with dielectric constant ǫ1 that contains trapped
charged impurities, region I2, 0<z<h, representing a charge-free Stern layer with dielectric
constant ǫ2, and the region I3, z > h, representing a diffuse layer, which contains mobile
ions in a semi-infinite electrolyte with the solvent dielectric constant ǫ3. φbg and φtg are
the electrostatic potentials at the back gate, z = −t, and at the top gate in the bulk
electrolyte, z → ∞, respectively, whereas a single layer of graphene occupies the plane
z = 0. Fluctuations in the electrostatic potential in the plane of graphene, φ0(r), are
evaluated for a specific model of the spatial distribution of trapped charges, which restricts
their vertical positions to lie in the plane z = −d under the graphene but allows for the
correlation among the positions of those charges in the directions parallel to the graphene
plane.
constant ǫ1 ≡ ǫox. The Stern layer (SL) is assumed to occupy the region I2 defined by
0 ≤ z ≤ h and is characterized by a relative dielectric constant ǫ2, whereas the semi-
infinite diffuse layer (DL) defined by I3 fills the region z ≥ h, which is characterized by a
relative dielectric constant of the solvent ǫ3 ≥ ǫ2. Furthermore, we assume that charged
impurities in region I1 are described by a volume charge density ρimp(R) and we note that
58
the SL is free of charge by definition [16]. In this chapter we describe the DL within the
DH approximation for a symmetric binary electrolyte containing mono-valent ions with
Zi = 1 and having an equilibrium number density of c in the bulk electrolyte.
Assuming that the electrostatic potential Φ(R) satisfies the boundary conditions
Φ(R)|z=−t = φbg, (6.1)
where φbg is the surface potential at the back gate, which is taken to be independent of r,
and
Φ(R)|z→∞ = φtg, (6.2)
where φtg is the potential in the bulk of electrolyte that is related to the top gate potential
at a reference electrode in Fig. (6.1) [16], we wish to determine the electrostatic potential
in the plane of graphene,
φ0(r) ≡ Φ(R)|z=0 , (6.3)
as a function of the lateral coordinates r for any given distribution of the impurity charges
ρimp(R).
We proceed by defining the full potential in a piece-wise manner by Φ(R) = Φj(R) for
the z coordinate in the region Ij , j = 1, 2, or 3, satisfying the Poisson equation in the
corresponding region,
ǫj∇2RΦj(R) = −4πρj(R), (6.4)
where ρ1(R) = ρimp(R), ρ2(R) = 0, and ρ3(R) = ρion(R), with the density of mobile ions
given in the DH approximation by
ρion(R) = −2βZ2i e2c [Φ3(R)− φtg] . (6.5)
Invoking the continuity of the potential, we have two matching conditions, one at the plane
of graphene,
Φ1(R)|z=0 = Φ2(R)|z=0 ≡ φ0(r), (6.6)
and the other at the boundary between the DL and SL (that is, at the outer Helmholtz
plane [16]),
Φ2(R)|z=h = Φ3(R)|z=h . (6.7)
Regarding the jump conditions for the potential, in the zero-thickness approximation for
a single-layer graphene, we have at the plane of graphene
− ǫ2 ∂Φ2(R)
∂z
∣∣∣∣
z=0
+ ǫ1
∂Φ1(R)
∂z
∣∣∣∣
z=0
= 4π σg[φ0(r)], (6.8)
where σg[φ0(r)] is the surface charge density of graphene, which is generally a functional
of the in-plane potential φ0(r), whereas absence of the surface charge at the boundary
between the DL and SL gives
ǫ2
∂Φ2(R)
∂z
∣∣∣∣
z=h
= ǫ3
∂Φ3(R)
∂z
∣∣∣∣
z=h
. (6.9)
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6.1.1 Equations for the averaged quantities
We define the surface averages of the density of charged impurities and the electrostatic
potential components, respectively, as
ρ¯imp(z) =
1
A
∫
d2r ρimp(R), (6.10)
Φ¯j(z) =
1
A
∫
d2rΦj(R), (6.11)
for j =1, 2, and 3, where A is the macroscopic area of the graphene channel. This allows
us to separate out the z dependent averages of those quantities from their respective
fluctuating parts,
ρimp(R) = ρ¯imp(z) + δρimp(R), (6.12)
Φj(R) = Φ¯j(z) + δΦj(R), (6.13)
The in-plane potential is accordingly decomposed into
φ0(r) = φ¯0 + δφ0(r), (6.14)
with the surface average of that potential defined by the analogue of Eq. (6.10), that is,
φ¯0 =
1
A
∫
d2rφ0(r), (6.15)
and with δφ0(r) as its fluctuating part. While the decompositions in Eqs. (6.12) and (6.13)
do not assume linearization of the density of charged impurities or of the potential compo-
nents, we note that further progress is made by invoking a linear response approximation
for the total surface charge density on graphene,
σg[φ0(r)] ≈ σ¯g + δσg[δφ0(r)] , (6.16)
where σ¯g is an average charge density on graphene that is determined by the average
potential φ¯0, whereas δσg is a linear functional of the fluctuating part of the in-plane
potential, δφ0(r).
In passing, we describe how σ¯g may be evaluated from the definition of the equilibrium
number density of charge carriers in graphene, n(µ), given in Eq. (2.38), where we define
the chemical potential of graphene as µ = εF− εD, with εF being the Fermi energy relative
to the local vacuum level and εD the Dirac energy in graphene. By using the low-energy
approximation for the density of states for graphene’s π-electron bands, D(ε) ≈ DL(ε) in
Eq. (2.38), and letting εD = −eφ¯0 while keeping εF fixed, we obtain the average charge
density of graphene as σ¯g(φ¯0) = −en(εF + eφ¯0), with the equilibrium surface density
of charge carriers n(µ) given in Eq. (2.39). Proceeding along this line of reasoning, a
Thomas-Fermi (TF) approximation for the response of graphene may be readily derived
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by expressing the second term in Eq. (6.16) as δσg ≈ −Cqδφ0(r), where the quantum
capacitance of graphene per unit area is defined from Eq. (2.39) as [24]
Cq = −∂σ¯g
∂φ¯0
=
qTF
2π
, (6.17)
where qTF is the inverse TF screening length in free graphene, defined in Eq. (3.5) with
µ = εF+ eφ¯0 [29]. In the subsequent sections, we find it useful to define a related quantity
for macroscopically neutral graphene, where εF + eφ¯0 = 0, by q0 = 8e
2 ln 2/
[
β (~vF)
2] ≈
0.48 nm−1.
We may now solve the 1D Poisson equations for the z dependent average potential,
given in the three regions by
Φ¯′′1(z) = −
4π
ǫ1
ρ¯imp(z), (6.18)
Φ¯′′2(z) = 0, (6.19)
Φ¯′′3(z)− κ2Φ¯3(z) = κ2φtg. (6.20)
The solutions of these equations that satisfy the non-homogeneous boundary conditions in
Eqs. (7.4) and (7.5) may readily be written as
Φ¯1(z) = −4π
ǫ1
z∫
−t
dz′ (z − z′) ρ¯imp(z′) + A(z + t) + φbg, (6.21)
Φ¯2(z) = Bz + C, (6.22)
Φ¯3(z) = De
−κ(z−h) + φtg, (6.23)
where the coefficients A, B, C and D are determined by imposing the matching conditions
in Eqs. (6.6)-(6.9), with the right-hand sides in Eqs. (6.6) and (6.8) being φ¯0 and σ¯g(φ¯0),
respectively. As a result, one arrives at a consistency equation for the average potential in
the plane of graphene φ¯0,
(Cox + Cdl) φ¯0 = Coxφbg + Cdlφtg + σ¯g(φ¯0) + σ¯imp, (6.24)
where we have defined the capacitance per unit area of the oxide by
Cox =
ǫ1
4πt
, (6.25)
whereas the capacitance per unit area of the electrostatic double layer (EDL) is given by
a series connection of the capacitances of the SL and DL,
Cdl =
(
C−1S + C
−1
D
)−1
, (6.26)
with
CS =
ǫ2
4πh
, (6.27)
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and
CD =
ǫ3κ
4π
, (6.28)
with the inverse Debye screening length κ defined in Eq. (4.7). In Eq. (6.24), we have
defined the effective surface charge density of charged impurities by
σ¯imp =
0∫
−t
dz
(
1 +
z
t
)
ρ¯imp(z). (6.29)
It is important to note that Eq. (6.24) may be used to determine the average charge density
in graphene, σ¯g = −en¯, for any combination of the back-gate and the top-gate (that is,
reference electrode) potentials relative to graphene’s Fermi level, Vbg and Vtg, respectively.
Then, the screening properties of graphene may be assessed by first evaluating its chemical
potential µ from the relation n¯ = n(µ) via Eq. (2.39), and then plugging the thus obtained
µ into the expression for the polarizability function of graphene χ(q) given in Eq. (B.24).
We note that Eq. (6.24) relates only the electrostatic components of the potential drops
across the oxide and the EDL to the average position of the Dirac point in graphene relative
to the local vacuum level. In order to determine σ¯g in practice one must modify Eq. (6.24)
by taking into account the relative potential offsets of all the media involved. Defining
the doping potential in graphene by Vq ≡ µ/e = (εF − ε¯D) /e = εF/e + φ¯0, one may use
Eq. (5.12) to define the function σ¯g(Vq), which turns Eq. (6.24) into a nonlinear equation
for Vq,
(Cox + Cdl) Vq = Cox [Vbg − (wbo − wgo)] + Cdl [Vtg − (wte − wge)] + σ¯g(Vq) + σ¯imp, (6.30)
where wbo, wgo, wte, and wge are the potential offsets for the back-gate relative to the oxide,
graphene relative to the oxide, top gate (reference electrode) relative to the electrolyte,
and graphene relative to the electrolyte, respectively[88]. We note that, since the effect of
mobile ions is contained in CD and hence in Cdl, Eq. (6.30) may be used by setting Vq = 0
to analyze the effects of ion concentration c on the gate potentials that correspond to
graphene’s conductivity minimum, if the relevant potential offsets are known [37, 89, 90].
However, for the sake of a preliminary analysis of the gating of graphene through an
electrolyte at the qualitative level, we shall discard those offsets and just assume that
they define the so-called potential of zero charge on graphene that is akin to the flat band
potential in ordinary semiconductor based transistors. Moreover, since our use of the
DH approximation for diffuse layer limits the range of applicability of the linearized PB
equation to a low potential drop across that layer, in this chapter we shall simply treat n¯
as free parameter.
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6.1.2 Linearized model for fluctuating potential
With the linearization of the problem established via Eq. (6.16) we may perform a 2D
Fourier transform (FT) of the fluctuating part of the potential δΦj(R) ≡ δΦj(r, z),
Φ˜j(q, z) =
∫∫
d2r e−iq·rδΦj(r, z), (6.31)
for j = 1, 2, and 3, and the fluctuating part of the impurity charge density δρimp(R) ≡
δρimp(r, z),
ρ˜imp(q, z) =
∫∫
d2r e−iq·rδρimp(r, z), (6.32)
and write the Poisson equations in the three regions as
∂2Φ˜1(z)
∂z2
− q2Φ˜1(z) = −4π
ǫ1
ρ˜imp(z), (6.33)
∂2Φ˜2(z)
∂z2
− q2Φ˜2(z) = 0, (6.34)
∂2Φ˜3(z)
∂z2
− (q2 + κ2) Φ˜3(z) = 0, (6.35)
where we have dropped listing the dependence of all the FTs on q.
Now, the FTs of the fluctuating potential components satisfy homogeneous boundary
conditions, that is, Φ˜1(−t) = 0 and Φ˜3(∞) = 0, whereas the matching conditions in
Eqs. (6.7) and (6.9) at z = h remain unchanged. On the other hand, the matching
conditions at the plane of graphene, z = 0, become
Φ˜1(z)
∣∣∣
z=0
= Φ˜2(z)
∣∣∣
z=0
≡ φ˜0, (6.36)
where φ˜0 ≡ φ˜0(q) is the FT of the fluctuating part of the in-plane potential, δφ0(r), and
− ǫ2 ∂Φ˜2(z)
∂z
∣∣∣∣∣
z=0
+ ǫ1
∂Φ˜1(z)
∂z
∣∣∣∣∣
z=0
= −4πδ˜σg, (6.37)
where δ˜σg is the FT of the second term in Eq. (6.16), δσ0, given by
δ˜σg = −e2χ(q)φ˜0(q) (6.38)
within the linear response approach, with χ(q) being the polarization function of the non-
interacting π electrons in graphene. We note that taking the long wavelength limit, q → 0,
in the RPA polarization function recovers the TF approximation [38, 62],
χ(q)→ qTF
2πe2
. (6.39)
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The polarizability of graphene χ(q) generally depends on its average charge density
σ¯g, which needs to be determined from Eq. (6.30) in terms of the gate potential(s) before
proceeding to the solution of Eqs. (6.33)-(6.35). Accordingly, while the assumption of finite
thickness of the oxide is necessary in the application of Eq. (6.30), we may further assume
that the screening of fluctuations in the electrostatic potential in the plane of graphene
by the back gate may be neglected, allowing us to take the limit of an infinitely thick
oxide layer in solving the Eqs. (6.33)-(6.35). Thus, by using Eq. (E.20) (Appendix 8.5)
and taking the limit t→∞ in Eq. (E.31), we may express the FT of the fluctuating part
of the in-plane potential as
φ˜0(q) =
2π
qǫ(q)
0∫
−∞
dz eqzρ˜imp(q, z), (6.40)
where we have defined the effective dielectric function of the system in the presence of a
graphene layer at z = 0 by
ǫ(q) = ǫbg(q) + VC(q)χ(q), (6.41)
with the background dielectric constant expressed in terms of the Green’s function for the
surrounding dielectric media without graphene, G˜(0)(q; z, z′), as
ǫbg(q) ≡ 2π
q G˜(0)(q; 0, 0)
=
1
2
[ǫ1 + ǫ2Γ(q)] , (6.42)
and VC(q) ≡ 2πe2/q being the 2DFT of the bare Coulomb interaction in the plane of
graphene [62]. Notice that the auxiliary function Γ(q) is defined in the Appendix 8.5 in
Eq. (E.32).
In passing, we note that the effects of EDL are encompassed in the function Γ(q) defined
in Eq. (E.32). We may analyze the qualitative effects of a concentration c of mobile ions
in the electrolyte on the screening ability of graphene by considering the long wavelength
form of the dielectric function in Eq. (6.41) for q ≪ min (qTF, κ, h−1),
ǫ(q) ≈ ǫ1
2
+
1
q
(
qTF +
1
2
ǫ3κ
1 + ǫ3κh/ǫ2
)
≡ ǫ1
2
+
2π
q
(Cq + Cdl) . (6.43)
This form of the dielectric functions shows that the TF inverse screening length of graphene
is initially increased at low ion concentrations by an amount that is proportional to ǫ3κ/2 ∝√
c, which saturates at the value ǫ2/(2h) for ǫ3κh/ǫ2 ≫ 1 at high enough ion concentrations,
when one expects that a condensed layer of counter-ions is formed at the outer Helmholtz
plane [16]. We note that the parameters characterizing the SL may be estimated only
roughly, with a lower bound for h being a typical radius of the solvated ions in water,
h & 0.3 nm, whereas the reduction of the dielectric constant of water in a SL is sometimes
taken to be ten-fold, ǫ3/ǫ2 ≈ 10 [3]. By using ǫ3 ≈ 80 for an aqueous solution of monovalent
ions at room temperature, we find κ ≈ 3.24 (c/M)1/2 nm−1, where M stands for mol/litre,
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which implies that saturation of the increase in screening by mobile ions sets in at the
concentrations c ∼ 0.01 M or higher.
On the other hand, if we wish to be more specific in estimating the effect of ionic
screening at lower concentrations, we may assume ǫ3κh/ǫ2 ≪ 1 in Eq. (6.43) and solve the
equation 2qTF = ǫ3κ to obtain a numerical value of ion concentration for which the addi-
tional screening by the mobile ions becomes comparable to the screening by the graphene
alone. Considering first the macroscopically neutral graphene at 300 K with qTF = q0, we
obtain from 2q0 = ǫ3κ [29]
c0 =
32 (ln 2)2 e2
πǫ3β3 (~vF)
4 , (6.44)
giving c0 ≈ 8.28 × 10−6 nm−3 ≈ 1.37 × 10−5 M. For a heavily doped graphene, such that
e|Vq| = |εF − ε¯D| ≫ kBT , one has qTF ≈ 4e2kF/ (~vF), where kF =
√
π|n¯| is the Fermi
wavenumber, so that the solution of the equation 2qTF = ǫ3κ,
cd =
8e2n¯
ǫ3β (~vF)
2 , (6.45)
shows that the ion concentration for which the ionic screening becomes comparable to the
screening by doped graphene scales with its charge carriers density n¯ as cd ≈ 1.44×10−16n¯
cm2 M.
6.1.3 Statistical properties of the potential
We now use Eq. (6.40) to evaluate the FT, ϕ˜(q), of the screened potential in the plane of
graphene due to a single impurity represented by a point charge Ze at a depth d underneath
graphene,
ϕ˜(q) = Ze
2π
qǫ(q)
e−qd, (6.46)
giving the potential
ϕ(r) = Zie
∞∫
0
dq J0(qr)
e−qd
ǫ(q)
, (6.47)
where J0 is a Bessel function of order zero.
However, we are primarily interested in statistical properties of the fluctuating part of
the in-plane potential, δφ0(r), given as the inverse FT of the expression in Eq. (6.40) for an
ensemble of N point charges Zje, placed at the points Rj = {rj, zj} with zj < 0, having
charge density
ρimp(r, z) =
N∑
j=1
Zje δ(R−Rj) . (6.48)
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In particular, we wish to calculate the auto-correlation function of the fluctuating potential,
C(r, r′) = 〈δφ0(r)δφ0(r′)〉, (6.49)
where 〈· · · 〉 indicates an ensemble average over all configurations of the charged impurities.
Assuming that all the charges are equal, Zj = Z, and that the distribution of their positions
in the oxide is translationally invariant in the directions parallel to graphene, we may
postulate that the one-particle number density function for this assembly has the form
F1(r, z) =
N
A f1(z), (6.50)
so that ρ¯imp(z) = Ze
N
A
f1(z), where the distribution of the particle positions over the depth,
f1(z), is normalized to one. Similarly, the two-particle number density function may be
factored as
F2(r1, r2; z1, z2) =
N(N − 1)
A2 f1(z1)f1(z2)g(r2 − r1; z1, z2), (6.51)
where g(r; z1, z2) is a pair correlation function. As a consequence, the auto-correlation
function in Eq. (6.49) is also translationally invariant, C(r, r′) ≡ C(r− r′), and is given by
C(r) = Z2e2nimp
∫∫
d2q
eiq·r
q2ǫ2(q)

0∫
−∞
dz e2qzf1(z)
+
0∫
−∞
dz eqzf1(z)
0∫
−∞
dz′ eqz
′
f1(z
′) [I(q; z, z′)− 1]
 , (6.52)
where nimp ≡ N/A is the effective surface number density of charged impurities, and
I(q; z, z′) is a 2D structure factor of the ensemble, defined by
I(q; z, z′) = 1 + nimp
∫∫
d2r eiq·r [g(r; z, z′)− 1] . (6.53)
While it is tempting to analyze various models of the depth distribution of trapped
charges on the basis of Eqs. (6.52) and (6.53), [91] we limit ourselves to the planar model
that has been used so far, [39, 72] where all impurities are assumed to be placed at equal
depths in the oxide, zj = −d, so that f1(z) = δ(z + d). Moreover, if one also assumes that
the distribution of impurities in the plane z = −d is isotropic, so that g(r; z1, z2) = g(r),
then the auto-correlation function from Eq. (6.52) simplifies to
C(r) = 2πZ2e2nimp
∞∫
0
dq
q
e−2qd
ǫ2(q)
J0(qr)I(q), (6.54)
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where
I(q) = 1 + 2πnimp
∞∫
0
dr rJ0(qr) [g(r)− 1] . (6.55)
While it is difficult to model the structure factor, g(r), even in such a simplified 2D model
of a translationally invariant and isotropic layer of charged impurities, we consider in this
chapter two extreme cases: one corresponding to uncorrelated impurities with g(r) = 1
and hence I(q) = 1, and the other being a step model with g(r) = 1 for r ≥ rc and g(r) = 0
otherwise. We note that, by choosing the correlation distance to be rc = 1/
√
πnimp one
mimics a large degree of correlation among the charged impurities, characterized by a zero
compressibility, that is, I(q)→ 0 when q → 0, in which case Eq. (6.55) gives
I(q) = 1− 2
qrc
J1(qrc), (6.56)
where J1 is a Bessel function of order one.
6.2 Results
The standard set of parameters used in the calculations in this section takes the oxide
to be an SiO2 with ǫ1 = 3.9, the Stern layer of thickness h = 0.3 nm to have ǫ2 = 8,
and the electrolyte to be an aqueous solution at room temperature with ǫ3 = 80, having
variable concentration c of the mobile ions. Charged impurities are taken to be point
charges with equal charges Ze that all lie at a depth d = 0.2 nm in SiO2, whereas the
graphene polarizability χ(q) is evaluated at 300 K for various values of n¯. The results for
the potential are normalized by Ze/d (≈ 7.2 V for Z = 1), those for the auto-correlation
function and the variance of the fluctuating in-plane potential are normalized by (Ze/d)2,
whereas the radial distance in graphene is normalized by the inverse TF screening length
of the neutral graphene at room temperature, q−10 ≈ 2.1 nm.
In Fig. 6.2 we show, for a single point charge, the reduced potential ϕ¯ = ϕd/(Ze) as
a function of the reduced distance in the plane of graphene r¯ = rq0, which is evaluated for
several ion concentrations in the range c = 10−4 M to c = 1M by using both the RPA and
the TF approximations for graphene’s polarizability with several charge carrier densities:
n¯ = 1011, 1012, and 1013 cm−2. One notices that the results are weakly dependent on n¯ at
low charge carrier densities, which is the reason for not showing in Fig. 6.2 the results for
the neutral graphene, n¯ = 0, as being barely distinguishable from those for n¯ = 1011 cm−2.
The main effect of the increasing ion concentration is an increase in the screening length
of the potential at a rate that seems to saturate for c > 0.01 M due to ion condensation at
the boundary between the SL and the DL, as mentioned above. The distinction between
the RPA and the TF results also increases with increasing ion concentration. Probably the
most surprising result occurs at the highest charge carrier density shown in Fig. 6.2(c),
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Figure 6.2: Reduced potential in the plane of graphene, ϕ¯ = ϕd/(Ze), shown as a function
of the reduced distance r¯ = rq0, where q
−1
0 = 2.1 nm, due to a single point charge at depth
d = 2 A˚, for several values of the average charge carrier density in graphene: (a) n¯ = 1011
cm−2, (b) n¯ = 1012 cm−2, and (c) n¯ = 1013 cm−2, and for several ion concentrations in
the electrolyte: c = 10−4 M [solid (pink) lines], c = 10−3 M (dotted black lines), c = 10−2
M [dash-dotted (green) lines], c = 10−1 M [dashed (blue) lines], and c = 1 M [solid (red)
lines]. Thick lines show the results for the RPA and the thin lines show the results for the
TF approximation for graphene’s polarizability.
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n¯ = 1013 cm−2, where the potential from the RPA shows Friedel oscillations [1, 39] with
amplitudes that seem to increase with respect to the TF results when the ion concentration
in electrolyte c increases. Given that those oscillations occur due to a singularity at the
wavenumber q = 2kF = 2
√
πn¯ in the RPA polarizability of graphene at zero temperature,
it appears that the quantum effects in graphene’s screening ability are accentuated by the
increased ion concentration, even at non-zero temperatures [62]. Moreover, since Friedel
oscillations give rise to minima in the in-plane potential at the distances r ≈ 6.6 - 6.9 nm
for the highest charge carrier density shown in Fig. 6.2(c), n¯ = 1013 cm−2, and for ion
concentrations c & 0.01 M, it is tempting to speculate whether those minima could play a
role in ordering the structure of ions in the condensed layer near heavily doped graphene.
In Fig. 6.3 we show the reduced auto-correlation function, C¯(r¯) = C(r¯) [d/(Ze)]2 as a
function of the reduced distance in the plane of graphene r¯ = rq0 for an ensemble of point
charges with the effective surface density nimp = 10
12 cm−2, which is evaluated for several
ion concentrations in the range c = 10−4 M to c = 1M by using the RPA for graphene’s
polarizability with several charge carrier densities: n¯ = 1011, 1012, and 1013 cm−2. We show
the results for both uncorrelated [I(q) = 1] and correlated charged impurities described by a
step-like pair correlation function that yields I(q) given in Eq. (6.56) with rc = 1/
√
πnimp ≈
5.6 nm. One notices that the magnitude of the auto-correlation function C(r) is generally
reduced by increasing ion concentration for all distances r, but this effect is much weaker for
correlated than for uncorrelated impurities, as exemplified by a much smaller spread among
the curves in the former case. Moreover, the results for correlated impurities show almost no
sensitivity to increasing charge carrier density in graphene, which is seen in Fig. 6.3 to affect
only the magnitude of the auto-correlation function for uncorrelated impurities, mostly at
low ion concentrations, c < 0.01 M. However, while the values of the auto-correlation
function C(r) are strictly positive at all distances in the case of uncorrelated impurities,
one notices that for the correlated impurities there exist broad regions around r ≈ 4.5 nm
where C(r) takes negative values. It should be mentioned that this is not a consequence of
quantum effects due to our using the RPA polarizability of graphene, because the results for
the auto-correlation function obtained with the TF polarizability (not shown in Fig. 6.3)
also exhibit negative values for correlated impurities at roughly the same distances as those
seen in Fig. 6.3. Given that the regions of negative auto-correlation are almost unaffected
by the increasing charge carrier density in graphene, and are very weakly affected by the
ion concentration in the electrolyte, it is remarkable that both systems so poorly screen
out the effects of spatial correlation among the charged impurities. We note that similar
negative auto-correlation in the spatial distribution of electron-hole puddles due to sub-
surface charges for mono-layer graphene without electrolyte was observed recently using
various experimental techniques [92, 93].
In Fig. 6.4 we show the reduced variance C¯(0) = C(0) [d/(Ze)]2 as a function of
c in units of M for three ensembles of point charges with the effective surface densities
nimp = 10
11, 1012, and 1013 cm−2, which is evaluated by using the RPA for graphene’s
polarizability with several charge carrier densities: n¯ = 0, 1011, 1012, and 1013 cm−2. The
results are shown for both uncorrelated [I(q) = 1] and correlated charged impurities with
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Figure 6.3: Reduced auto-correlation function of the potential in the plane of graphene,
C¯(r¯) = C(r¯) [d/(Ze)]2, shown as a function of the reduced distance r¯ = rq0, where q
−1
0 =
2.1 nm, due to an ensemble of charged impurities at the depth d = 2 A˚ with the effective
surface density nimp = 10
12 cm−2, for several values of the average charge carrier density
in graphene: (a) n¯ = 1011 cm−2, (b) n¯ = 1012 cm−2, and (c) n¯ = 1013 cm−2, and for several
ion concentrations in the electrolyte: c = 10−4 M [solid (pink) lines], c = 10−3 M (dotted
black lines), c = 10−2 M [dash-dotted (green) lines], c = 10−1 M [dashed (blue) lines], and
c = 1 M [solid (red) lines]. Thick lines show the results for uncorrelated impurities with the
structure factor I(q) = 1, and the thin lines show the results for I(q) given in Eq. (6.56)
with rc = 1/
√
πnimp.
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Figure 6.4: Reduced variance of the potential in the plane of graphene, C¯(0) =
C(0) [d/(Ze)]2, shown as a function of the ion concentration in the electrolyte c in units
of M (mol/litre), for three ensembles of point charges at depth d = 2 A˚ with the effective
surface densities: (a) nimp = 10
11 cm−2, (b) nimp = 10
12 cm−2, and (c) nimp = 10
13 cm−2,
for several values of the average charge carrier density in graphene: n¯ = 0 [solid (red)
lines], n¯ = 1011 cm−2 (dotted black lines), n¯ = 1012 cm−2 [dash-dotted (green) lines], and
n¯ = 1013 cm−2 [dashed (blue) lines]. Thick lines show the results for uncorrelated impuri-
ties with the structure factor I(q) = 1, and the thin lines show the results for I(q) given
in Eq. (6.56) with rc = 1/
√
πnimp.
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the structure factor given in Eq. (6.56). One notices that the variance generally appears
to have constant values for small values of c and starts decreasing when c exceeds certain
threshold values that increase with increasing n¯. One sees that all the curves for n¯ = 0 and
1011 cm−2 are practically indistinguishable, with a threshold value of c0 ≈ 10−5 M beyond
which the variance starts decreasing, whereas such a threshold in the case of graphene
doped with higher values of n¯ seems to scale with the charge carrier density as cd ∝ n¯.
These observations are consistent with the discussion in subsection 3.0.3 that gave estimates
for the threshold values of ion concentration, Eqs. (6.44) and (6.45), for (almost) neutral
graphene and for doped graphene, respectively. Further, one may confirm in Fig. 6.4 (via
scaling of the vertical axes) that the variance is simply proportional to nimp for uncorrelated
impurities, but its magnitude and the rate of decrease with c are strongly reduced with
increasing nimp for correlated impurities, while the threshold values of c beyond which this
decrease takes place are higher than in the case of uncorrelated impurities. Moreover,
the effects of increasing charge carrier density in graphene are heavily suppressed with
increasing nimp for correlated impurities. For example, for the highest impurity density
shown in Fig. 6.4(c), nimp = 10
13 cm−2, one sees that the variances for correlated impurities
are drastically reduced in magnitude in comparison with those for uncorrelated impurities,
practically identical for all charge carrier densities in graphene, and almost independent of
the ion concentration in the electrolyte.
6.3 Concluding remarks
We have presented a model for dual-gated, single-layer graphene, with a metallic back gate
electrode separated by a layer of oxide from graphene, and the top gate potential applied
through a thick layer of liquid electrolyte that contains a concentration c of mobile ions.
Our primary goal is to analyze the effects of ion concentration on graphene’s ability to
screen the electrostatic potential fluctuation due to random distribution of fixed charges
trapped in the oxide-graphene interface. The electric double layer in the electrolyte is
described by a diffuse layer in the Debye-Hu¨ckel approximation, which is separated from
graphene by a charge-free Stern layer.
First, solving the 1D Poisson equation for the planar average of the electrostatic po-
tential throughout the system allows us to derive a nonlinear equation for the average
equilibrium charge carrier density in graphene, which includes the gate voltages, potential
offsets for each part of the system, as well as the average density of charge carriers. Next,
the fluctuating part of the electrostatic potential in the plane of graphene, which gives
rise to a potential corrugation that is responsible for increased charge-carrier scattering in
graphene and hence an increase in its resistivity, is evaluated by means of the Green’s func-
tion of the Poisson equation and by invoking the linear response for graphene in both the
Random Phase approximation (RPA) and Thomas-Fermi (TF) approximation at non-zero
temperature. Results are obtained for the in-plane potential due to a single charge, as well
as due to an ensemble of point charges at a fixed depth in the oxide that are characterized
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by two models for the spatial correlation in the directions parallel to graphene.
The effect of increased screening of the in-plane potential due to increased ion con-
centration is shown clearly for the case of single charged impurity, where an addition to
the inverse TF screening length of graphene is found in the amount that is proportional
to
√
c, with a tendency of saturation at high concentrations, where ion condensation is
expected to occur at the boundary between the Stern layer and the diffuse layer. It is
also found that Friedel oscillations in the potential due to the quantum effects in the RPA
polarization function of doped graphene are accentuated by increased ion concentration.
In addition, a prediction is made that the plasmon frequency in doped graphene should
exhibit a quasi-acoustic dispersion at long wavelengths due to the ion concentration in the
electrolyte, pointing to possible sensing applications via graphene plasmonics.
The effect of increased screening due to increased ion concentration is also confirmed
for the auto-correlation function of the in-plane potential due to an ensemble of charged
impurities. In the case of uncorrelated impurities, this function is found to be positive for
all inter-impurity distances, whereas the effect of ionic screening is observed to be reduced
by increasing charge carrier density in graphene, especially at lower ion concentrations,
as expected. In the case of correlated impurities, the magnitude of the auto-correlation
function is found to be much smaller than in the case of uncorrelated impurities, and in
fact is seen to take negative values in a range of inter-impurity distances. Moreover, in
comparison to the case of uncorrelated impurities, the auto-correlation function for corre-
lated impurities shows a significantly reduced variation with increased ion concentration
in the electrolyte, and almost no variation with the increased charge carrier density in
graphene. Similar effects are observed in the dependence of the variance of the in-plane
potential on ion concentration, where the reduction of the effect of ion concentration for
correlated impurities strengthens as the density of impurities increases.
While the above observations regarding the auto-correlation function are in line with
recent theoretical [94, 95] and experimental [92, 93] studies of the statistics of the in-plane
potential fluctuations in graphene without electrolyte, we may conclude that the role of
mobile ions in the electrolyte in boosting the screening of the in-plane potential fluctuations
is strongly suppressed when the impurities are correlated. We stress, however, that such
effects of the spatial correlation should not be too surprising since the potential landscape in
graphene is expected to be flatter when the distances among the impurities are maximized
for a given impurity concentration. Thus, based on our results, it seems that the presence
of mobile ions in the electrolyte may be expected to play the most prominent role in cases
of uncorrelated impurities, or for very dilute assemblies of charged impurities, when one
expects large fluctuations in the electrostatic potential in graphene.
There are several possible directions to develop further the present mathematical model
of electrolytically gated graphene. It would be interesting to allow for high ion concentra-
tions and large potential drops across the electric double layer by taking into account the
effect of non-zero ion sizes in the electrolyte, [29, 42] as well as the dielectric saturation
of the solvent due to possibly large electric fields near graphene [3, 78]. In particular, one
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may expect that the degree of ion-ion correlation will increase with increasing ion concen-
tration in the electrolyte, [35] which could give rise to a reversal of the ionic effect, going
from a pronounced contribution to graphene’s screening ability of the in-plane potential
fluctuations to actually increasing the degree of corrugation in that potential at the length
scales comparable to the ion-ion correlation length, as was recently observed [96].
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Chapter 7
Ionic screening of charged impurities
in electrolytically gated graphene:
Partially linearized
Poisson-Boltzmann equation
In the previous chapter, we have used the Debye-Hu¨ckel (DH) approximation for the ion
distribution in the diffuse layer, which severely restricts the applicability of the resulting
linearized Poisson-Boltzmann (PB) equation to low values of the potential drop across the
that layer. In the case when the density of charged impurities is high, such model yields
unrealistically high ion concentration close to graphene which would overemphasize the
role of the mobile ions in screening those impurities in comparison to the charge density
in graphene. In addition, the process of doping the graphene layer to high densities by a
top gate immersed in the electrolyte is poorly described by the equations resulting from
the solution of the one-dimensional (1D) problem for the surface average of the potential.
To remedy this situation, and still be able to provide an analytically solvable model
for the screening of charged impurities by mobile ions, it is possible to resort to a model
where the 1D equations for the surface averaged potential are solved exactly using the non-
linearized PB equation, while fluctuations of the potential could be obtained by linearizing
the resulting equations. In doing so, a linearized equation for the fluctuation potential in
the diffuse layer arises with a coefficient that depends on the distance normal to graphene,
which still allows an analytical solution. We take advantage of that situation and obtain a
solution of the averaged equations that provides a more reliable description of the gating
process of graphene at higher potentials than under the DH approximation. Of course,
one has to be aware of the limitations that need to be placed on magnitudes of the gating
potential and the ion concentration that pertain to the effects of finite ion size and/or
dielectric saturation of water.
On the other hand, the availability of an analytical solution to the partially-linearized
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PB equation enables us to use the concept of the Green’s function, which we extend in
this chapter to include, in addition to the charged impurities in the oxide, also charged
bio-molecules in the electrolyte close to the Stern layer. In this way, our modeling of
the screening gets us one stop closer to biochemical sensor applications of graphene by
measuring its conductivity in the presence of an analyte. Moreover, since the effects of
randomness of the charged impurities were found to play important role for graphene
conductivity [74, 75], we improve in this chapter our model that takes care of the spatial
correlation of those impurities. Instead of the simple step-correlation model of the previous
chapter we use here the so-called hard-disc model, which provides an analytical expression
for the structure factor that is applicable to much higher packing fractions than the step-
correlation model.
The mathematical formulation of the problem at hand in this chapter follows the same
outline as that in the previous chapter, and some equations will remain the same, but we
shall present a complete formulation of our model with the partially-linearized PB equation
for the sake of clarity.
7.1 Theoretical model
We consider here the same structure as shown in Fig. 6.1. We assume that the region I1
contains a distribution of fixed charged impurities, whereas the region I3 contains mobile
salt ions in the electrolyte, which form the electric double layer (EDL), and possibly some
small amounts of charged bio-molecules. A single layer of graphene in the plane z = 0 is
assumed to carry a surface charge density σg. Noting that the charge carriers in graphene
(electrons and holes) are also mobile, we expect that both the charge carriers in graphene
and the mobile ions in the electrolyte will redistribute themselves so as to screen any spatial
fluctuation in the electrostatic potential arising from the fixed charged impurities in the
oxide substrate or from the charged bio-molecules in the electrolyte adjacent to the surface
of graphene.
Similarly to the procedure outlined in the previous chapter, using a Cartesian coordinate
system with R = (r, z) as in Fig. 6.1, we first rewrite the potential in a piecewise manner
as Φj(R) for z ∈ Ij , satisfying the following equations for j = 1, 2, 3
ǫj∇2Φj(R) = −4π[ρ(ion)j (Φj(R)) + ρ(ext)j (R)], (7.1)
where ρ
(ion)
j is the local charge density due to mobile ions, defined as
ρ
(ion)
j (Φj(R)) =
{
0 for j = 1, 2
−2Zec sinh{βZe[Φ3(R)− Φ3(∞)]} for j = 3, (7.2)
with β = 1
kBT
and Φ3(∞) being the (constant) value of the potential deep in the bulk of
the electrolyte, z →∞, determined by a top gate. Moreover, we assume that the external
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charge density in Eq. (7.1) may be decomposed into the density of charged impurities
ρimp(R) in the region I1 occupied by oxide and the density of charged bio-molecules ρbio(R)
in the region I3 occupied by electrolyte, so that
ρ
(ext)
j (R) =

ρimp(R) for j = 1,
0 for j = 2,
ρbio(R) for j = 3.
(7.3)
The equations (7.1) should be solved subject to the BCs at z = −t and z → ∞, such
that
Φ1(R)|z=−t = φbg, (7.4)
Φ3(R)|z→∞ ≡ Φ3(∞) = φtg, (7.5)
where φbg and φtg are the (constant) electrostatic potentials at the back gate at z = −t and
at the top gate deep in the electrolyte, respectively. In addition, the electrostatic potential
has to satisfy the following MCs at z = 0 and z = h,
Φ1(R)|z=0 = Φ2(R)|z=0 ≡ φ0(r) (7.6)
Φ2(R)|z=h = Φ3(R)|z=h (7.7)
−ǫ2 ∂Φ2(R)
∂z
∣∣∣∣
z=0
+ ǫ1
∂Φ1(R)
∂z
∣∣∣∣
z=0
= 4πσg[φ0(r)] (7.8)
ǫ2
∂Φ2(R)
∂z
∣∣∣∣
z=h
= ǫ3
∂Φ3(R)
∂z
∣∣∣∣
z=h
. (7.9)
We have defined in Eq. (7.6) the value of the electrostatic potential φ0(r) in the plane
z = 0, which only depends on the lateral position r = (x, y) and we have indicated in
Eq. (7.8) the charge density on graphene is a functional σg[φ0(r)] of that potential.
We now assume that all quantities may be written as the sum of their average value
taken over the large area A of graphene plus a small fluctuating part, as in Eqs. (6.12),
(6.13), and (6.14), with the surface averages given in Eqs. (6.10), (6.11) and (6.15). To
those equations we add in this chapter also the volume density of charged biomolecules in
the region I3,
ρbio(R) = ρ¯bio(z) + δρbio(R), (7.10)
but we assume, for the sake of simplicity, that the average density of charged bio-molecules
vanishes, ρ¯bio(z) = 0, even though its fluctuating part δρbio(R) may be nonzero in region
I3. This assumption should be lifted in cases when graphene is used to probe charged
membranes in the nearby electrolyte, such as lipid bilayers or arrays of single-stranded DNA
molecules. However, in that case the solution of the equations for the average potential in
the electrolyte become challenging.
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For the charge density on graphene, σg[φ0(r)], we use the same decomposition as that
given in Eq. (6.16), where the average density, σ¯g, may be expressed in terms of the average
potential in the plane of graphene, φ¯0, as σ¯g(φ¯0) = −en(εF + eφ¯0), with the equilibrium
surface density of charge carriers n(µ) given in Eq. (2.39), whereas the fluctuating part is
given in the configuration space by a linear-response relation,
δσg(r) = −e2
∫
X (r− r′)δφ0(r′) d2r′, (7.11)
with the response function X (r) being an inverse 2DFT of the static polarizability of
graphene χ(q). It should be noted that χ(q) and hence X (r) are strongly dependent on
the equilibrium charge density σ¯g(φ¯0) on graphene that is generally achieved through a
dual gating process described in Fig. 6.1.
As for the density of mobile ions, which is only nonzero in the region I3 by Eq. (7.2),
we also write it as the sum of an average part and a fluctuation part as
ρ
(ion)
3 (Φ3(R)) = ρ¯
(ion)
3 (Φ¯3(z)) + δρ
(ion)
3 (δΦ3(R)). (7.12)
If we further assume that |δΦ3(R)| ≪ |Φ¯3(z) − Φ¯3(∞)| in the region I3, where Φ¯3(∞) =
Φ3(∞) ≡ φtg, then Eq. (7.12) yields to the first order in δΦ3
ρ
(ion)
3 (Φ3(R)) = − 2Zec sinh{βZe[Φ¯3(z)− Φ¯3(∞) + δΦj(R)]} (7.13)
≈ − 2Zec sinh{βZe[Φ¯3(z)− Φ¯3(∞)]} (7.14)
− 2β(Ze)2c δΦ3(R) cosh{βZe[Φ¯3(z)− Φ¯3(∞)]}. (7.15)
Thus, the average and the fluctuation parts of ρ
(ion)
3 in the region I3 are written as
ρ¯
(ion)
3 (Φ¯3(z)) = −2Zec sinh{βZe[Φ¯3(z)− Φ¯3(∞)]}, (7.16)
δρ
(ion)
3 (δΦ3(R)) = −2β(Ze)2c δΦ3(R) cosh{βZe[Φ¯3(z)− Φ¯3(∞)]}. (7.17)
Finally, Eq. (7.1) now becomes in the three regions with j = 1, 2, 3
∇2[Φ¯1(z) + δΦ1(R)] = −4π
ǫ1
[ρ¯imp(z) + δρimp(R)], (7.18)
∇2[Φ¯2(z) + δΦ2(R)] = 0, (7.19)
∇2[Φ¯3(z) + δΦ3(R)] = −4π
ǫ3
[ρ¯
(ion)
3 (Φ¯3(z)) + δρ
(ion)
3 (δΦj(R)) + δρbio(R)], (7.20)
where in the last equation we have set ρ¯bio(z) = 0, by assumption. In the following
sections we shall solve separately both the averaged and the fluctuating parts of each of
these equations.
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7.1.1 Averaged part of partially linearized Poisson-Boltzmann
equation
For the averaged parts of Eqs. (7.18), (7.19) and (7.20) we obtain the following set of ODEs
in regions j = 1, 2, 3,
ǫ1
d2Φ¯1(z)
dz2
= −4πρ¯imp(z), (7.21)
ǫ2
d2Φ¯2(z)
dz2
= 0, (7.22)
d2Φ¯3(z)
dz2
= 8π
Zec
ǫ3
sinh{βZe[Φ¯3(z)− Φ¯3(∞)]}. (7.23)
We assume that the averaged potential satisfies the same BCs,
Φ¯1(−t) = φbg, (7.24)
Φ¯3(∞) = φtg (7.25)
and the same MCs,
Φ¯1(0) = Φ¯2(0) ≡ φ¯0 (7.26)
Φ¯2(h) = Φ¯3(h) ≡ φ¯h (7.27)
−ǫ2dΦ¯2(0)
dz
+ ǫ1
dΦ¯1(0)
dz
= 4πσ¯g(φ¯0) (7.28)
ǫ2
dΦ¯2(h)
dz
= ǫ3
dΦ¯3(h)
dz
, (7.29)
as the full potential in the previous subsection, with the only difference being the use of
the average charge density on graphene in Eq. (7.28). Note that in Eq. (7.27) we have
defined the surface average of the potential φ¯h in the plane z = h, i.e., at the boundary
between the Stern layer and electrolyte.
Solving Eq. (7.21) with the BC in Eq. (7.24) gives an expression in Eq. (6.21), whereas
the general solution of Eq. (7.22) in the Stern layer is given in Eq. (6.22). Using the MCs
in Eqs. (7.26), (7.27), (7.28) and (7.29) we can determine the coefficients A, B and C, as
well as the average potential φ¯h.
However, unlike the linear equation in Eq. (6.23) in the DH approximation for the region
I3, the nonlinear equation in Eq. (7.23) requires special treatment. It can be reduced to
the one-dimensional non-linearized PB equation, Eq. (4.4), which may be further written
in terms of a non-dimensional electrostatic potential ψ(z) = βZe[Φ¯3(z)− Φ¯3(∞)] as
d 2ψ(z)
d z2
= κ2 sinh[ψ(z)]. (7.30)
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Solving this equation subject to the BC in Eq. (7.25), which gives ψ(∞) = 0, one obtains
[16]
ψ(z) = 4 tanh−1[e−κ(z+z0)] sign(ψh), (7.31)
where ψh ≡ ψ(h) = βZe(φ¯h−φtg) is a non-dimensional average of the potential drop across
the diffuse layer in the electrolyte. In Eq. (7.31) we introduced an auxiliary parameter z0
defined by
z0 = −h− 1
κ
ln
∣∣∣∣tanh(ψh4
)∣∣∣∣ . (7.32)
For the calculation of the fluctuation part in the next subsection, we also need an expression
cosh[ψ(z)] = 1 + 2 cosech2[κ (z + z0)], (7.33)
which is easily deduced from the solution in Eq. (7.31).
Finally, from the BCs in Eqs. (7.24) and (7.25) and from MCs in Eqs. (7.26), (7.27),
(7.28) and (7.29) we obtain two coupled transcendental equations, which determine the
average potential on graphene φ¯0 (and hence the average charge density on graphene
σ0(φ¯0)), as well as the potential φ¯h (and hence the parameters ψh and z0 that deter-
mine the ionic charge accumulated in the EDL) in terms of the externally applied gate
potentials φbg = Φ¯1(−t) and φtg = Φ¯3(∞) as
Cox(φ¯0 − φbg) + CS(φ¯0 − φ¯h) = σ¯g(φ¯0) + σ¯imp (7.34)
Cox(φ¯0 − φbg) + ǫ3κ
2πβZe
sinh
(
ψh
2
)
= σ¯g(φ¯0) + σ¯imp (7.35)
where Cox = ǫ1/(4πt) and CS = ǫ2/(4πh) are defined as the capacitances per unit area
of the oxide layer and the Stern layer, respectively. In the above equations, σ¯imp is the
average surface density of charged impurities in the oxide given in Eq. (6.29). The equations
Eq. (7.34) and (7.35) may be used to determine the average doping density σ¯g of graphene
in the regime of dual gating. Then, one may determine µ from the relation σ¯g = −en(µ)
via Eq. (2.39), and use this µ value to calculate the polarizability χ(q) of doped graphene.
7.1.2 Fluctuating part of partially linearized Poisson-Boltzmann
equation
We want to determine how the fluctuations in the electrostatic potential in the plane of
graphene, which arise from the randomness in the positions of charged impurities in the
oxide, will be screened by the charged impurities in graphene and by the mobile ions in the
electrolyte. This can be achieved in a compact and elegant manner by using the method
of Green’s function to solve the partially linearized PB equation.
For the fluctuating parts of Eqs. (7.18), (7.19) and (7.20) we obtain in regions j = 1, 2, 3
the following set of linear second-order PDEs
∇2δΦ1(R) = −4π
ǫ1
δρimp(R), (7.36)
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∇2δΦ2(R) = 0, (7.37)
∇2δΦ3(R)− 8πβ(Ze)
2c
ǫ3
cosh{βZe[Φ¯3(z)− Φ¯3(∞)]}δΦ3(R) = −4π
ǫ3
δρbio(R), (7.38)
which must satisfy the homogeneous BCs,
δΦ1(R)|z=−t = 0, (7.39)
δΦ3(R)|z→∞ = 0, (7.40)
and the following MCs at z = 0 and z = h,
δΦ1(R)|z=0 = δΦ2(R)|z=0 ≡ δφ0(r) (7.41)
δΦ2(R)|z=h = δΦ3(R)|z=h (7.42)
−ǫ2 ∂δΦ2(R)
∂z
∣∣∣∣
z=0
+ ǫ1
∂δΦ1(R)
∂z
∣∣∣∣
z=0
= 4π δσg[δφ0(r)] (7.43)
ǫ2
∂δΦ2(R)
∂z
∣∣∣∣
z=h
= ǫ3
∂δΦ3(R)
∂z
∣∣∣∣
z=h
. (7.44)
Note that δσg(r) in Eq. (7.43) was defined in Eq. (7.11) as a linear functional of the
fluctuating potential in the plane of graphene, δφ0(r). The above equations will be used to
derive a full Green’s function for the fluctuating potential in the structure shown in Fig. 6.1
in the presence of arbitrary values of the gate potentials and the average density of charged
impurities. However, following the procedure outlined in the Appendix 8.5 based on the
Dyson-Schwinger (DS) equation, we may safely omit graphene from the calculations of the
GF and include it later by using the DS equation approach. Hence we set δσg[δφ0(r)] = 0
in Eq. (7.43) and proceed to find the GF for the structure in Fig. 6.1 without graphene.
The details of such procedure are give in the Appendix 8.5.
It is noteworthy that we may substitute cosh{βZe[Φ¯3(z) − Φ¯3(∞)]} = cosh[ψ(z)] in
the left-hand side of Eq. (7.38), and use the identity given in Eq. (7.33) to obtain a more
compact form of the partially linearized PB equation in the electrolyte,
∇2δΦ3(R)− κ2
{
1 + 2 csch2[κ (z + z0)]
}
δΦ3(R) = −4π
ǫ3
δρbio(R), (7.45)
where we have defined csch as a shorthand for the cosech function. Notice that, through
the parameter z0, this equation contains information about the average charge densities in
the overall structure and the external gate potentials from Eqs. (7.34) and (7.35).
Owing to the 2D translational invariance of the structure, we may now apply the 2DFT
to the fluctuating potentials δΦj(R) ≡ δΦj(r, z) for all j, defined as
Φ˜j(q, z) =
∫
e−iq·rδΦj(r, z) d
2r, (7.46)
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with similar definitions for the fluctuating parts of the densities of charged impurities
and bio-molecules, ρ˜imp(q, z) and ρ˜bio(q, z), respectively. As a result, we obtain from
Eqs. (7.36), (7.38) and (7.38),
∂Φ˜1(q, z)
∂z2
− q2Φ˜1(q, z) = −4π
ǫ1
ρ˜imp(q, z), (7.47)
∂Φ˜2(q, z)
∂z2
− q2Φ˜2(q, z) = 0, (7.48){
∂2
∂z2
− q2 − κ2 − 2κ2csch2[κ (z + z0)]
}
Φ˜3(q, z) = −4π
ǫ3
ρ˜bio(q, z). (7.49)
It can be shown that there are two linearly independent eigenfunctions of the differential
operator on the left-hand side in Eq. (7.49), which are defined for z ≥ h by
U+(z) = e
z
√
q2+κ2
{
1− coth[κ(z + z0)]√
q2 + κ2
κ
}
, (7.50)
U−(z) = e
−z
√
q2+κ2
{
1 +
coth[κ(z + z0)]√
q2 + κ2
κ
}
, (7.51)
with the corresponding derivatives being
U ′+(z) =
√
q2 + κ2 U+(z) +
κ2√
q2 + κ2
ez
√
q2+κ2 csch2[κ(z + z0)], (7.52)
U ′−(z) = −
√
q2 + κ2 U−(z)− κ
2√
q2 + κ2
e−z
√
q2+κ2 csch2[κ(z + z0)]. (7.53)
Hence the Wronskian of those functions is given by
W ≡ U+(z)U ′−(z)− U−(z)U ′+(z) = −
2q2√
q2 + κ2
. (7.54)
The above expressions for the eigenfunctions U+(z) and U−(z) of the partially linearized
PB operator in Eq. (7.49) will be used to construct the components of the FTGF in the
region occupied by electrolyte.
7.1.3 Effects of the averaged quantities on screening
To make contact with the externally applied voltages at the top gate and the bottom gate,
Vtg and Vbg, we use Eq. (5.12) to reexpress the average charge density on graphene in terms
of the doping potential Vq ≡ µ/e = (εF − ε¯D) /e = εF/e + φ¯0. We further define the gate
potentials as Vbg = φbg + εF/e and Vtg = φtg + εF/e neglecting the potential offsets due to
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Figure 7.1: Schematic diagram showing the electrostatic potential φ(z) (red curve) as a
function of distance z in electrolytically gated graphene, along with the electron energies at:
the Fermi level εF , the Dirac point εD = −eφ(0) ≡ −eφ0, the Stern plane −eφ(h) ≡ −eφh
and the top gate −eφ(∞) ≡ −eφtg. Also shown are the potential differences that occur:
inside graphene at z = 0 giving rise to its doping, Vq = φ0 + εF/e, across the Stern layer,
VS = φh − φ0 for 0 ≤ z ≤ h, and across the diffuse layer, Vd = φtg − φh for z ≥ h, so that
the total applied top gate potential is Vtg = φtg + εF/e = Vd + VS + Vq. Here, e > 0 is the
proton charge.
differences in the work functions (or relative electron affinities) between different media.
This enables us to write the potential drops across the oxide layer and across the Stern
layer as φ¯0− φbg = Vq − Vbg and φ¯0− φ¯h = Vq + Vd− Vtg, respectively, where Vd ≡ φtg − φ¯h
is the potential drop across the diffuse layer in the electrolyte. We further use Gauss’ law
to express the effective surface charge density in the diffuse layer as
σ¯d(Vd) =
e
2πZ
κ
λB
sinh
(
1
2
βZeVd
)
, (7.55)
where λB = e
2β/ǫ3 is the Bjerrum length in the solvent [16]. Thus, the equations Eq. (7.34)
and (7.35) may be rewritten as
Cox(Vq − Vbg) + CS(Vq + Vd − Vtg) = σ¯g(Vq) + σ¯imp, (7.56)
Cox(Vq − Vbg) = σ¯d(Vd) + σ¯g(Vq) + σ¯imp, (7.57)
where σ¯g(Vq) is defined in Eq. (5.12). As in the previous chapter, we shall only consider
the case of electrolytically gated graphene, so we set Vq = Vtg or take the oxide thickness
t→∞, in which case the left hand side in Eq. (7.57) vanishes, giving rise to the neutrality
condition σ¯d(Vd) + σ¯g(Vq) + σ¯imp = 0. In that case, a schematic diagram of the doping of
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graphene with electrons by applying a positive potential to the top gate in the electrolyte
is shown in Fig. (7.1).
On the other hand, using the results for the Green’s function of partially-linearized
PB model given in the Appendix 8.6, one can invoke expressions derived in the previous
chapter for the screened potential fluctuations in the plane of graphene in Eq. (6.40) with
the effective dielectric function of the system in the presence of graphene in Eq. (6.41). In
the case of the partially linearized PB model, the background dielectric constant of the
media surrounding the graphene layer is given by
ǫbg(q) ≡ 1
2
[ǫ1 + ǫ2Γ∗(q)] . (7.58)
Here, Γ∗(q) generalizes the auxiliary function Γ(q) defined in Eq. (E.32) for the DH ap-
proximation to
Γ∗(q) =
ǫ2q tanh(qh) + ǫ3∆
ǫ2q + ǫ3∆tanh(qh)
, (7.59)
where
∆ =
√
q2 + κ2 +
κ2csch2[κ(h + z0)]√
q2 + κ2 + κ coth[κ(h+ z0)]
. (7.60)
It can be shown that coth[κ(h + z0)] = cosh (ψh/2) and csch[κ(h + z0)] = sinh (ψh/2).
On the other hand, the effective surface density of charge in the diffuse layer follows from
the Gauss’ law as σ¯d = − e2πZ κλB sinh(ψh/2). Thus, from the neutrality condition for
electrolytically gated graphene, σ¯d + σ¯g + σ¯imp = 0, one may conclude that
∆ =
√
q2 + κ2 +
q2∗√
q2 + κ2 +
√
q2∗ + κ
2
, (7.61)
where
q∗ =
2π
e
ZλB |σ¯g + σ¯imp| . (7.62)
Notice that by letting q∗ → 0 in Eq. (7.62) we recover the expression for the background
dielectric constant in the DH approximation in Eq. (6.42), which only depends on the ion
concentration in the bulk electrolyte c. Alternatively, Eq. (7.61) mae be rewritten in terms
of the potential drop in the diffuse layer as
∆ = κ cosh (βZeVd/2) +
q2√
q2 + κ2 + κ cosh (βZeVd/2)
, (7.63)
with the DH limit approached when β|ZeVd| ≪ 1.
In conclusion, from Eqs. (7.56) and (7.57) one can determine Vq for any combination
of the values for the top gate potential Vtg and the average charge density of impurities
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σ¯imp. In the next step, one may use Eq. (5.12) to determine the average charge density on
graphene, σ¯g, which together with σ¯imp determines the parameter q∗ in Eq. (7.62), which
in turn affects the screening ability of the mobile ions of concentration c via Eq. (7.58).
On the other hand, using the chemical potential µ = eVq in Eq. (B.24) will yield the
polarization function of graphene χ(q) for the given combination of Vtg and σ¯imp.
Referring to Eq. (6.46), the screening of a single point charge at a depth d in the oxide
layer may be assessed by considering the contributions of the mobile ions in the electrolyte
and the charged impurities in graphene to the effective dielectric function of the entire
structure multiplied by the wavenumber, qǫ(q) = qǫbg(q) + 2πe
2χ(q), see Eq. (6.41). One
concludes that the former screening mechanism may be analyzed via the function qǫbg(q),
while the latter screening mechanism is governed by the scaled polarizability of graphene
2πe2χ(q).
7.2 Results
In this section we shall first study the effects of the top gate potential, ion concentration
and the density of charged impurities on the equilibrium doping charge density in graphene
by solving the fully nonlinear set of equations for the surface averaged quantities. Next, we
shall assess the the screening abilities of the mobile ions in the electrolyte and the charge
carriers in doped graphene by comparing the q dependencies of the functions qǫbg(q) and
2πe2χ(q).
The effects of various gating conditions of graphene will be further explored by com-
puting the screened potential ϕ(r) due to a single charge defined in Eq. (6.46) and the
autocorrelation function C(r) defined in Eq. (6.54) for a distribution of charged impuri-
ties determined by a geometric structure factor I(q) defined in Eq. (6.55). In order to
study the effects of the spatial correlation between charged impurities, we shall employ in
this chapter the model of hard discs, which has a broader range of applicability than the
step-correlation model used in the previous chapter.
We shall assume here that the impurities are singly charged, either positively or neg-
atively, with the effective number density per unit area of n¯imp = σ¯imp/e. Similarly, the
charge density of graphene will be characterized by the number density of elementary
charges, n¯g = σ¯g/e. Note that both n¯imp and n¯g are signed quantities, bearing the same
sign as the corresponding charge densities σ¯imp and σ¯g, respectively.
7.2.1 Gating of graphene via averaged solution of the PB equa-
tion
We first examine the effect of using the Debye-Hu¨ckel (DH) approximation in the equation
for the averaged doping potential in graphene given in Eq. (6.30) by setting all the potential
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Figure 7.2: The dependence of the doping potential of graphene Vq (in V, thick red lines)
and the potential drop in the diffuse layer Vd (in V, thin black lines), as functions of the
top gate potential Vtg (in V) for ion concentration in the bulk electrolyte of c = 10
−4
M when the average number density per unit area of (negatively charged) impurities is
n¯imp ≡ σ¯imp/e = −1012 cm−2 (panel a) and n¯imp = −1013 cm−2 (panel b). Results from
the nonlinear model in Eqs. (7.56) and (7.57) (solid curves) are compared with the results
from the DH approximation in Eq. (6.30) (dashed curves).
offsets to zero. Note that such equation may be obtained from Eqs. (7.56) and (7.57) in the
DH limit by assuming βZe|Vd| ≪ 1 and approximating Eq. (7.55) as σ¯d ≈ CD Vd where CD
is the Debye capacitance per unit area of the electrolyte defined in Eq. (6.28). Substituting
this approximation in Eq. (7.57) enables analytical elimination of Vd from Eqs. (7.56) and
(7.57) giving rise to Eq. (6.30) with all offsets w → 0. We shall further assume that doping
of graphene only arises from the top gate in the electrolyte and hence we let Cox → 0 in
Eq. (6.30). Even though it is not immediately obvious, referring to Eq. (7.55) and keeping
in mind that κ ∝ √c, Eq. (4.7), one may assert that large values of the ion concentration
c also facilitate the DH approximation giving σ¯d ≈ CD Vd.
Results for the potential drop in diffuse layer Vd and the doping potential in graphene
Vq from Eq. (6.30) are compared in Fig. 7.2 with those from the fully nonlinear set of
equations in Eqs. (7.56) and (7.57) for c = 10−4 M. One can see in Fig. 7.2 that the
DH approximation only gives reliable results for Vd near the value Vd = 0 in a relatively
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Figure 7.3: The dependence of the doping potential of graphene Vq (in V, solid lines) and
the potential drop in the diffuse layer Vd (in V, dashed lines), obtained from Eqs. (7.56) and
(7.57) as functions of the top gate potential Vtg (in V) for ion concentrations in the bulk
electrolyte of c = 10−2 M (thick red curves) and c = 10−4 M (thin black curves), when the
average number density per unit area of (negatively charged) impurities is n¯imp ≡ σ¯imp/e =
−1012 cm−2 (panel a) and n¯imp = −1013 cm−2 (panel b).
narrow window of the top gate potentials of the width ∆Vtg ∼ 0.2 V. The disagreement
between the linear and nonlinear treatments of the average potentials seems to grow fast
away from that window for both Vd and Vq. For example, in the case of negatively charged
impurities with the density n¯imp = −1013 cm−2, the use of the DH approximation for the
top gate potential of Vtg ≈ 0.5 V gives a completely false result for the doping potential
in graphene of Vq ≈ −0.2 V, whereas the nonlinear model gives about the same value
but with the reversed sign, Vq ≈ 0.2 V. A calculation of the functions Vd and Vq for a
higher ion concentration of, e.g., c = 10−4 M (results not shown) exhibits a much broader
window of the gate potential values, ∆Vtg ∼ 0.3 − 0.4 V, than in Fig. 7.2 for which the
DHPB model provides a good approximation to the PLPB model. These results clearly
point to the need, and advantage of using the PLPB model when the gating of graphene
is performed with a large potential drop in the diffuse layer of an electrolyte containing a
low concentration of ions.
In Fig. 7.3 we discuss the dependencies of the doping potential in graphene Vq and
the potential drop in the diffuse layer Vd on the top gate potential Vtg, obtained from
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Figure 7.4: The dependence of the average charge density in graphene, n¯g = σ¯g/e (in
cm−2), obtained from Eqs. (7.56) and (7.57), on the top gate potential Vtg (in V) for
ion concentrations in the bulk electrolyte of c = 10−2 M (thick curves) and c = 10−4 M
(thin curves) in the presence of the positively (solid red curves) and negatively (dashed
black curves) singly charged impurities having the average number density per unit area
of |n¯imp| = 1012 cm−2 (panel a) and |n¯imp| = 1013 cm−2 (panel b). Also shown are the
horizontal lines (dotted green lines) corresponding to a neutral graphene with n¯g = 0
and with vanishing ion concentrations in the electrolyte when n¯g = ∓n¯imp in the cases of
positively and negatively charged impurities, respectively.
Eqs. (7.56) and (7.57) for two ion concentrations and two densities of negatively charged
impurities. One notices that, generally, a larger fraction of Vtg goes to graphene than to
the diffuse layer, except when 0 . Vtg . 0.2 V in the case of n¯imp = −1012 cm−2 and
0.2 . Vtg . 0.4 V in the case of n¯imp = −1013 cm−2. This demonstrates the efficiency of
doping the graphene with a top gate in the electrolyte.
In Fig. 7.4 we show the dependence of the charge density in graphene on the gating
potential in the presence of both positively and negatively charged impurities. Notice that
the intersection points of the curves with different ion concentrations correspond to the
cases when the effective charge density in the electrolyte is zero, that is, when all the
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screening of the charged impurities is picked up by graphene at a suitable gate potential.
Notice also that the intercepts for negatively charged impurities occur at the same values of
the gate potential Vtg as the intercepts of curves with different ion concentrations in Fig. 7.3.
On the other hand, intercepts of the curves in Fig. 7.4 with the value n¯g = 0, that is, for
neutral graphene, show the effects of ion concentration and the charged impurity density
on the position of the Dirac point in graphene, which is often measured in experiments by
observing the dependence of the minimum conductivity on the gate potential [37, 89, 90].
The lowering of the Dirac point with increasing ion concentration in the positive range of
the gate potential was suggested as an indication that the impurities in the substrate are
negatively charged [37, 89, 90]. This is corroborated by the intercepts of the dashed curves
in Fig. 7.4 with the horizontal line n¯g = 0, giving values in the range 0.1 . Vtg . 0.3 V,
which decrease with increasing c. Note that, in the cases when graphene is neutral with
n¯g = 0, most of the screening of the charged impurities at large distances is picked up by
the mobile ions in the electrolyte.
7.2.2 Screening of charged impurities
We next compare the screening of charged impurities within the Debye-Hu¨ckel approx-
imation for the Poisson-Boltzmann model, labeled DHPB, and the Partially linearized
Poisson-Boltzmann model, labeled PLPB.
In Fig. 7.5 we show the q dependence of the function qǫbg(q), which describes screening
by the mobile ions in the electrolyte for two combinations of the ion concentration and the
charge density on graphene in the absence of impurities. On notices that the screening by
the mobile ions is stronger in the PLPB model than in the DHPB model, and that the
differences are more pronounced at long wavelengths, i.e., small wavenumbers q. In fact,
it can be shown that limq→0 [qǫbg(q)] = 2πC
∗
dl, where the capacitance of the double layer
Cdl∗ = CSCGC/ (CS + CGC) is defined in terms of the Stern layer capacitance CS, Eq. (6.27),
and the Gouy-Chapman capacitance, CGC = CD cosh (βZeVd/2), Eq. (5.25), with CD being
the Debye capacitance defined in Eq. (6.28). Note that in the DH approximation |βZeVd| ≪
1 so that CGC ≈ CD, as in Eq. (6.43). On the other hand, at the wavenumbers q ≫ 1/h,
the function qǫbg(q) seems the approach an asymptotic slope of q (ǫ1 + ǫ2) /2, which is
independent of the model used. Since this value is determined by the dielectric constant
ǫ2 in the Stern layer rather than the dielectric constant of water, ǫ3 =≈ 80, it appears
that the dielectric saturation and/or the ion crowding near the surface of graphene should
play an important role in reducing the screening ability of the large dielectric constant of
water. In Fig. 7.5 we also show the q dependence of the scaled polarizability of graphene,
2πe2χ(q). One notices typical saturation at a constant value for q → 0 corresponding to the
inverse TF screening length, 2πe2χ(q) → qTF, which appears comparable to the limiting
q → 0 values of the function qǫbg(q) in the case of c = 10−4 M and n¯g = 1012 cm−2. On
the other hand, 2πe2χ(q) is seen to approach the line qπrs/2, where rs = e
2/(~vF ) = 2.19
for q ≫ kF . Thus, one may assert that, generally, the mobile ions provide a more efficient
screening mechanism than the charge carriers in graphene, especially at short distances
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Figure 7.5: The dependence of q¯ǫbg(q) (black lines) and 2πe
2χ¯(q) (red lines) as functions
of the reduced wavenumber q¯ (where q¯ = q/q0 and χ¯ = χ/q0 with q0 = 0.047 A˚
−1) in the
absence of impurities, n¯imp = 0. Results for the function q¯ǫbg(q) describing the screening
due to mobile ions are shown for the PLPB model (thick black lines) and the DHPB model
(thin black lines), using two combinations of the ion concentration c in the bulk electrolyte
and the average charge density n¯g in graphene: c = 10
−4 M and n¯g = 10
12 cm−2 (solid black
lines) and c = 10−2 M and n¯g = 10
13 cm−2 (dashed black lines). The reduced polarization
function of graphene 2πe2χ¯(q) is shown for a neutral graphene (n¯g = 0, red dotted line)
and for the charge densities of n¯g = 10
12 cm−2 (red solid line) and n¯g = 10
13 cm−2 (red
dashed line).
(large q), although the two mechanisms of screening may well be comparable at large
distances (small q).
We next analyze the potential due to single charged impurity in the PLPB and DHPB
models. In Figs. 7.6 and 7.7 we show the screened potential due to single point charges at
the depths d = 2 A˚ and d = 10 A˚ in the oxide, respectively, for several combinations of the
ion concentration c and the charge density in graphene n¯g. One can see that differences
between the two models arise for large n¯g values and small c values with a general trend
that the PLPB model provides a more efficient screening than the DHPB model. Also,
the spread among the curves for different ion concentrations in the PLPB model is smaller
than the spread between such curves in the DHPB model for the highest charge density in
graphene of n¯g = 10
13 cm−2 shown in Figs. 7.6 and 7.7. It is interesting that for the largest
ion concentration of c = 1 M, there are no visible differences between the two models
for all charge densities in graphene. On the other hand, at the lowest charge density in
graphene of n¯g = 10
11 cm−2 shown in Figs. 7.6 and 7.7, there are no visible differences
between the two models for all ion concentrations. Moreover, while the screening seems to
be relatively weaker for the larger depth d = 10 A˚, it is interesting that for d = 2 A˚ one
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notices oscillations in the potential for n¯g = 10
13 cm−2, which are most pronounced for
c = 1 M. This effect resembles Friedel oscillations in the potential due to quantum effects
in the polarizability of graphene [62, 97], but it is somewhat surprising that it survives
even in the presence of strong screening by the mobile ions.
We next study in Fig. 7.8 the r dependence of the autocorrelation function C(r) for sev-
eral combinations of the ion concentration c and the positive charge density in graphene n¯g,
both in the PLPB and DHPB models. Here we assume a negative density of uncorrelated
charged impurities at the depth d = 2 A˚ with the effective surface density of n¯imp = −1013
cm−2, so that in the case of the charge density of n¯g = 10
13 cm−2 in graphene, the overall
charge density due to mobile ions in the electrolyte vanishes. As expected, in that case
there are no differences between the models, but one can see increasing differences as n¯g
decreases, which become more pronounced as the ion concentration c decreases. As with
the potential, one sees that the spread among the curves with different ion concentrations
in the PLPB model is smaller than the spread between such curves in the DHPB model,
and is rather independent of the charge density in graphene.
In Figs. 7.9 and 7.10 we compare the autocorrelation function C(r) for uncorrelated
negatively charged impurities with those for correlated impurities at the depth d = 2 A˚ us-
ing the PLPB model for several combinations of the ion concentration c and the positive
charge density in graphene n¯g. We use the hard disc model to describe spatial correlation
between the impurities for two densities, n¯imp = −1012 cm−2 (with the correlation length
rc = 7 nm) and n¯imp = −1013 cm−2 (with rc = 2.2 nm), which are shown in Figs. 7.9 and
7.10, respectively. Notice that the correlation lengths are chosen so that the packing frac-
tions in both figures have about the same value of p = π
4
|n¯imp|r2c ≈ 0.385. One can clearly
see that C(r) exhibits a non-monotonic dependence on r in the case of correlated impu-
rities with the narrower and deeper minima in the case of smaller correlation length (and
hence larger density n¯imp), whereas C(r) decreases monotonically with r for uncorrelated
impurities. The dependencies of the results on n¯g seem to be weaker at the larger n¯imp
value. Probably the most striking result is that the curves for the correlated impurities
are very tightly packed for various ion concentrations, and they show little dependence on
the n¯g values. At the same time, the curves for the uncorrelated impurities exhibit more
spread with different ion concentrations and show more variation with the charge density
in graphene.
Finally, in Fig. 7.11 we show the c dependence of variance C(0) for several values of
the positive charge density on graphene n¯g in the PLPB model in the presence of both
uncorrelated and correlated negatively charged impurities within the hard disc model. The
cases of two densities n¯imp are shown with equal packing fractions as in Figs. 7.9 and 7.10.
One notices that correlated impurities exhibit much smaller values of C(0), as well as much
weaker dependence on the ion concentration c than uncorrelated impurities. Moreover, the
groups of curves with different n¯g values are much more closely packed in the case of
correlated than uncorrelated impurities.
Note that we made choices in the above figures for the values of ion concentration c,
charge density of graphene n¯g and the negatively signed density of charged impurities, so
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Figure 7.6: Reduced potential in the plane of graphene, ϕ¯ = ϕd/(Ze), shown as a function
of the reduced distance r¯ = rq0, where q
−1
0 = 2.1 nm, due to a single point charge at depth
d = 2 A˚, for several values of the average charge density in graphene: (a) n¯g = 10
11 cm−2,
(b) n¯g = 10
12 cm−2, and (c) n¯g = 10
13 cm−2, and for several ion concentrations in the
electrolyte: c = 10−4 M (thin red lines), c = 10−2 M (medium black lines), and c = 1
M (thick green lines). Results for the PLPB model are shown with dashed lines and the
results for the DHPB model by the solid lines.
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Figure 7.7: Reduced potential in the plane of graphene, ϕ¯ = ϕd/e, shown as a function
of the reduced distance r¯ = rq0, where q
−1
0 = 2.1 nm, due to a single point charge at depth
d = 1 nm, for several values of the average charge density in graphene: (a) n¯g = 10
11
cm−2, (b) n¯g = 10
12 cm−2, and (c) n¯g = 10
13 cm−2, and for several ion concentrations in
the electrolyte: c = 10−4 M (thin red lines), c = 10−2 M (medium black lines), and c = 1
M (thick green lines). Results for the PLPB model are shown with dashed lines and the
results for the DHPB model by the solid lines.
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Figure 7.8: Reduced auto-correlation function of the potential in the plane of graphene,
C¯(r¯) = C(r¯) d2/e2, shown as a function of the reduced distance r¯ = rq0, where q
−1
0 = 2.1
nm, due to an ensemble of (negatively charged) uncorrelated impurities at the depth d =
2 A˚ with the effective surface density n¯imp = −1013 cm−2, for several values of the average
charge density in graphene: (a) n¯g = 10
11 cm−2, (b) n¯g = 10
12 cm−2, and (c) n¯g = 10
13
cm−2, and for several ion concentrations in the electrolyte: c = 10−4 M (thin red lines),
c = 10−2 M (medium black lines), and c = 1 M (thick green lines). Results for the PLPB
model are shown with dashed lines and the results for the DHPB model by the solid lines.
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Figure 7.9: Reduced auto-correlation function of the potential in the plane of graphene,
C¯(r¯) = C(r¯) d2/e2, shown as a function of the reduced distance r¯ = rq0, where q
−1
0 = 2.1
nm, due to an ensemble of (negatively charged) impurities at the depth d = 2 A˚ with
the effective surface density n¯imp = −1012 cm−2, for several values of the average charge
density in graphene: (a) n¯g = 10
11 cm−2, (b) n¯g = 10
12 cm−2, and (c) n¯g = 10
13 cm−2, and
for several ion concentrations in the electrolyte: c = 10−4 M (thin red lines), c = 10−2 M
(medium black lines), and c = 1 M (thick green lines). Dashed lines show the results for
uncorrelated impurities and the solid lines show the results for the hard-disc model with
correlation length rc = 7 nm.
95
05
10
15
0
5
10
15
10
5 x
C(
r)
0 1 2 3 4 5
r
0
5
10
15
c=0.0001M
c=0.01M
c=1M
ng=10
11
cm
-2
(a)
ng=10
12
cm
-2
ng=10
13
cm
-2
(b)
(c)
, nimp= -10
13
cm
-2
, nimp= -10
13
cm
-2
, nimp= -10
13
cm
-2
Figure 7.10: Reduced auto-correlation function of the potential in the plane of graphene,
C¯(r¯) = C(r¯) d2/e2, shown as a function of the reduced distance r¯ = rq0, where q
−1
0 = 2.1
nm, due to an ensemble of (negatively charged) impurities at the depth d = 2 A˚ with
the effective surface density n¯imp = −1013 cm−2, for several values of the average charge
density in graphene: (a) n¯g = 10
11 cm−2, (b) n¯g = 10
12 cm−2, and (c) n¯g = 10
13 cm−2, and
for several ion concentrations in the electrolyte: c = 10−4 M (thin red lines), c = 10−2 M
(medium black lines), and c = 1 M (thick green lines). Dashed lines show the results for
uncorrelated impurities and the solid lines show the results for the hard-disc model with
correlation length rc = 2.2 nm.
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Figure 7.11: Reduced variance of the potential in the plane of graphene, C¯(0) =
C(0) d2/e2, shown as a function of the ion concentration in the electrolyte c in units of
M (mol/litre) for several values of the average charge density in graphene: n¯g = 10
11 cm−2
(thin red lines), n¯ = 1012 cm−2 (medium black lines), and n¯ = 1013 cm−2 *thick green
lines). Results for the uncorrelated impurities (dashed lines) are compared with those
from the hard disc model (solid lines) for two ensembles of (negatively charged) impurities
at depth d = 2 A˚ with the effective surface densities: n¯imp = −1012 cm−2 with correlation
length rc = 7 nm (panel a), and n¯imp = −1013 cm−2 with correlation length rc = 2.2 nm
(panel b).
that various cases could be covered, according to Figs. 7.3 and 7.4, including zero charge
density in the diffuse layer, as well as (almost) neutral graphene with the low charge density
of n¯g = 10
11 cm−2. In addition, the largest values for those parameters are commensurate
with those observed in experiments [37, 89, 90].
97
7.3 Concluding remarks
Our main emphasis in this chapter was to develop a model for ion screening in the elec-
trolyte based on a partially linearized Poisson-Boltzmann (PLPB) equation and assess
its advantages compared to the Debye-Hu¨ckel approximation for the Poisson-Boltzmann
(DHPB) equation. As a secondary goal, we have introduced a hard-disc model for spatial
correlation between charged impurities lying in a plane at a depth d inside the oxide, which
is applicable to much higher packing fractions than the simple step correlation model of
the previous chapter.
One of the main advantages in using the PLPB model instead of the DHPB model is
its capacity to describe the equilibrium doping of graphene by an application of a high
potential at the top gate in the electrolyte. This is achieved by solving a fully non-linear,
one-dimensional PB equation for the surface average of the potential in the electrolyte,
and connecting it with the nonlinear expression for the equilibrium charge carrier density
in graphene. We have obtained a set of equations for the entire structure, including the
Stern layer, which may be used to determine the doping potential in graphene and the
potential drop in the diffuse electrolyte for any given combination of both the top gate
and the back gate potentials, in the presence of an arbitrary density of charged impurities
in the oxide, and for arbitrary ion concentration in the electrolyte. It was found that the
equations based on the DH approximation yield reliable results for the average potentials
only in a relatively narrow range of the top gate potential giving nearly vanishing potential
drop in the diffuse layer. Results from the DH approximation were found equally poor
for the doping potential in graphene. (In this work we only consider electrolytically gated
graphene and assume that the average electric field in the oxide is zero.)
From the doping potential in graphene it is straightforward to determine both the
average charge carrier density in graphene and the corresponding polarization function of
graphene that determines its ability to screen fluctuations of the potential in the plane of
graphene that arise from the randomness in the positions of charged impurities. In addition,
from the potential drop in the diffuse layer, it is possible to determine the effective surface
charge density in that layer due to polarization of the mobile ions. This density, which
compensates the algebraic sum of the effective surface density of charged impurities in the
oxide and the equilibrium charge density in graphene via the charge neutrality relation is an
important parameter that defines the screening ability of the mobile ions in the electrolyte.
Further comparisons between the DHPB and PLPB models were conducted by study-
ing the screened potential due to single point charge in the absence of other impurities and
the auto-correlation of the fluctuating potential due to ensemble of uncorrelated charged
impurities. Those two quantities were found to exhibit similar properties. We have seen
that, generally, growing differences between the two models arise with decreasing ion con-
centration and increasing effective charge density in the diffuse layer. The latter effect may
be traced to the large potential drops in the diffuse layer, which are poorly described in
the DH approximation. Conversely, we have seen that there are practically no differences
in the results for the screened potential and auto-correlation function at the highest ions
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concentration of 1 mole/litre studied here.
Another important difference between the results from the two models for the screened
potential and the auto-correlation function is weaker dependence on the ion concentration
in the PLPB model as compared to the DHPB model. This suppression of the dependence
on ion concentration is further reinforced by introducing correlation effects in the auto-
correlation function by using the hard disc model for the positions of charged impurities in
conjunction with the PLPB model. We have seen that the curves describing this function
for correlated impurities are closely packed in a manner that is rather independent from the
charge density in the diffuse layer. This is further evidenced in the plots of variance of the
fluctuating potential, where curves for correlated impurities show very weak dependence
on the ion concentration, especially at the higher density of charged impurities studied,
and they show more clustering for different values of the charge density in graphene.
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Chapter 8
Summary and outlook
In this thesis we have studied several aspects of the interaction of graphene with a nearby
electrolyte containing mobile ions in the configuration of a field effect transistor (FET).
We considered a layered structure with large area, which consists of a metallic back gate,
an oxide layer of finite thickness, a single sheet of graphene of zero thickness, and a semi-
infinite layer of electrolyte, separated from graphene by a Stern layer of finite thickness.
The presence of a top gate defines the value of the electrostatic potential deep in the bulk
of the electrolyte.
Our first goal was to analyze the doping of graphene by applying external potential to
the gate(s) in the presence of a given concentration of mobile ions, as well as a given density
of fixed charged impurities in the oxide. For the equilibrium surface density of charge
carriers in graphene we have used a full density of states for its π electron bands obtained
from the Tight Binding approximation. On the other hand, the solvent was described as a
dielectric continuum, whereas the distribution of dissolved ions in thermal equilibrium was
described by a Boltzmann distribution and its generalizations. The electrostatic potential
throughout the structure was found by solving the Poisson’s equation subject to the usual
electrostatic conditions at the planar boundaries between different layers.
Since the graphene based FETs often operate in the regime of a high doping density, we
have adopted two modifications of the Poisson-Boltzmann (PB) model in the electrolyte,
which deal with two important effects that may arise from a large potential drop in the
electrolyte and large ion concentration. The effect due to finite size of the hydrated ions
in the electrolyte was described by the Bikerman model, which replaces the Boltzmann
distribution with a Fermi-like distribution of ions and thus regulates the ion crowding near
a highly charged surface of graphene. The effect of dielectric saturation of the solvent due
to the dipole orientational ordering of its molecules was described by the Booth model,
which expresses a decrease of the dielectric constant of the solvent in the presence of an
increasing electric field that may arise close to the charged surface of graphene.
Those modifications of the PB model were used to calculate the total capacitance of
a graphene-electrolyte interface, where we neglected the Stern layer, for a broad range of
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values for the potential applied to the top gate under equilibrium conditions. We have found
that for the gate potentials . 1 V, which are of interest in most graphene applications,
the total capacitance is dominated by the quantum capacitance of graphene, for which it
suffices to use the linear approximation for the density of states for its π electron bands that
follows from the Dirac cone approximation of those bands. Moreover, we have found that
the capacitance of the electric double layer in the electrolyte may be adequately described
for the same range of gate potentials . 1 V by using the PB model in its standard, nonlinear
form, without the need of additional modifications. We have also shown that changing the
ion concentration exerts only relatively weak effects on the capacitance, as well as that
the most of the potential applied through the electrolyte goes to doping the graphene for
concentrations.
Our next goal was to study the screening properties of doped graphene in the presence
of mobile ions in the electrolyte for a range of the gate potentials of interest for sensing
applications. Analytical progress in that direction was possible based on the use of the
standard PB model without the need for the Bikerman or Booth modifications. However,
we retained the Stern layer in the structure as a simple means to phenomenologically amend
the PB model without impeding its tractability, or to possibly represent a thin layer of an
insulating oxide, which is sometimes used with conventional silicon-based FETs in contact
with electrolyte.
The screening of the electrostatic potential was formulated mathematically in terms of
an effective dielectric function, which was deduced by using the Green’s function (GF) to
express a solution of the Poisson equation throughout the entire structure. As a result of
employing the Dyson-Schwinger equation to obtain the GF for the structure with graphene
in term of the GF for the same structure without graphene, the resulting dielectric function
consists of two terms: one that pertains to the electrolyte with the surrounding solid
dielectrics, and the other that is given by the polarization function of graphene. We have
used a result for the polarization function of doped graphene obtained by the method
of random phase approximation for its π electron bands in the Dirac cone approximation.
That function depends on the equilibrium doping density of graphene at finite temperature.
On the other hand, two approximations were considered for the PB model in the elec-
trolyte: one in which the Boltzmann distribution of ions is fully linearized from the outset,
also known as the Debye-Hu¨ckel (DH) approximation for the PB (DHPB) model, and the
other where a linearization was performed only for the fluctuating part of the potential
about an average value that is obtained from a solution of the standard nonlinear PB
model in one dimension for the surface average of the potential. The latter approximation
is called partially linearized PB (PLPB) model.
A comparison between those two models was first performed by calculating the surface
averaged potential in the entire structure and the equilibrium doping charge density in
graphene for a range of values of the external parameters: the gate potential(s), the ion
concentration in the electrolyte and the average density of charged impurities in the oxide.
It was shown that the averaged potential and the graphene doping density are reliably
obtained from the DHPB model only when the potential drop across the diffuse layer in
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the electrolyte is small and/or when the ion concentration is large. On the other hand, the
PLPB model yields the doping density of graphene and the potential drop across the diffuse
layer (which determines the surface density of the accumulated charge in that layer), with
better accuracy and in a broader range of values of the external parameters than the DHPB
model. This consistency with the external parameters is the main advantage of the PLPB
model because the equilibrium doping density of graphene enters its polarization function,
whereas the surface density of the accumulated charge in the diffuse layer enters that part
of the dielectric function which pertains to the electrolyte. It was shown that, by choosing
suitable combinations of the external parameters, it is possible to change the relative roles
of graphene and mobile ions in the screening process by either rendering graphene neutral
or by making the charge density in the diffuse layer vanish.
In the following step, we have used both the DHPB and the PLPB models to calculate
the screened electrostatic potential in the plane of graphene due to single charged impurity
in the oxide, as well as the auto-covariance of fluctuations in the potential that arise
from an ensemble of uncorrelated charged impurities with random positions in a plane
parallel to graphene. Both models showed an increased screening at large distances with
increasing ion concentration. However, the degree of variation in screening with changing
ion concentration was reduced in the PLPB model in comparison to the DHPB model for
larger values of the charge density in the diffuse layer. This shows that the ion concentration
alone is not a sufficient parameter to determine the role of the mobile ions in the screening
of charged impurities, but rather all of the external parameters that enter the GF in the
PLPB model are needed to make a contact with the full information on the equilibrium
gating conditions.
Finally, we have also explored the effect of spatial correlation among the charged impu-
rities on both the auto-correlation and variance of the fluctuations in the potential in the
plane of graphene by means of the geometric structure factor for the impurities exhibiting
a step-like correlation and a hard disc type of spatial correlation. Such an analysis of
the statistical properties of charged impurities is important for determining the electrical
resistivity of graphene due to Coulomb scattering of its charge carriers on the fluctuating
electrostatic potential. We have found that both the DHPB and the PLPB models exhibit
a very weak dependence on ion concentration for both the auto-correlation and variance of
the potential when compared to the uncorrelated charged impurities. This may be related
to the fact that variation in the ion concentration mostly affects the screening at large
distances, whereas spatial correlation among the impurities may give rise to a destructive
interference in the fluctuations of the potential at such distances.
There are many possible directions that may be taken in future work in order to further
improve the models presented in this thesis. One of the most obvious and straightforward
extensions of our model would be to introduce the effects of possible ion adsorption at the
boundary between the diffuse layer and the Stern layer by using suitable models for the
equilibrium chemical reactions. Similarly, driven by the current interest in the sensitivity
of graphene to the pH in the nearby solution, one can amend our model of the electrolyte
by introducing the redox processes taking place at the graphene surface.
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As regards the solvents used in the electrolyte, many current experiments with graphene
employ ionic liquids or ion gels, which could be introduced in our model by amending the
PB equation, albeit at the expense of its analytical tractability.
One of the main advantages of our model lies in the use of the GF, which expresses the
fluctuation in the electrostatic potential in terms of the fluctuations in the external charge
density. Our main focus here was to study the effects of random positions of the charged
impurities in the oxide. The compact expressions obtained from the GF for the fluctuating
potential will be used in future to compute the conductivity of electrolytically top gated
graphene in the presence of charged impurities.
However, in the next step we could assume that there also exists a charged biological
structure in the electrolyte close to graphene that may be represented by a laterally uniform
charged layer, or a membrane parallel to graphene such as lipid layer, plus a fluctuating
charge distribution in that layer that may be described by a structure factor. Then it
would be worthwhile attempting to solve the one-dimensional nonlinear PB model for the
average potential in such a structure to establish the new gating conditions for graphene
in the presence of a membrane, with a possibility to amend our GF formulation of the
problem by considering small fluctuations in the potential due to a structured distribution
of charges within the membrane.
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Appendix A
Derivation of M¯
l,l′
k,k+q
The matrix M¯ l,l
′
k,k+q is given by the integral,
M¯ l,l
′
k,k+q =
∫∫
d2r
∫
dzψ∗k,l(r, z)e
−iq·rψk+q,l′(r, z)
=
∫∫
d2r
∫
dz[a∗k,lψ
∗
A,k + b
∗
k,lψ
∗
B,k]e
−iq·r[ak+q,l′ψA,k+q + bk+q,lψB,k+q]. (A.1)
We may express the terms ψA,k and ψB,k as a sum over the pz orbitals via utilizing
Eq. (2.11). Taking into account the individual terms without their coefficients and ex-
panding the integral with reference to the pz orbitals we get,
(M¯ l,l
′
k,k+q)
i,j =
∫∫
d2r
∫
dzψ∗i,ke
−iq·rψj,k
=
1
N
∑
R
∑
R′
ei(k+q)·(R+ti)−ik·(R
′+tj) (A.2)
×
∫∫
d2r
∫
dzΥ∗pz(r−R′ − tj, z)e−iq·rΥpz(r−R− ti, z). (A.3)
Here indices (i and j) correspond to either position A or position B atoms in the sub-lattice,
respectively, ti are the nearest neighbour vectors and R are the Bravias lattice vectors. As
the overlap integral between pz orbitals on different Bravais lattice sites (i.e. R 6= R′) will
be negligible, we will ignore them. Hence, our integral reduces to
(M¯ l,l
′
k,k+q)
i,j =
1
N
∑
R
ei(k+q)·(ti−tj)+iq·tj
∫∫
d2r
∫
dz (A.4)
×Υ∗pz(r−R− tj, z)e−iq·(r−R)Υpz(r−R− ti, z)
=
∑
α
ei(k+q)·wα
∫∫
d2r
∫
dzΥ∗pz(r, z)e
−iq·rΥpz(r−wi, z), (A.5)
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where we define wα = ti−tj to be a difference between nearest neighbour positions within
the unit cell. Once again, assuming that the nearest neighbour overlap integral is negligible,
we are left with
(M¯ l,l
′
k,k+q)
i,i =
∫∫
d2r
∫
dz|Υpz(r, z)|2e−iq·r. (A.6)
Using the hydrogen like wavefunctions for the pz orbital, we obtain,
(M¯ l,l
′
k,k+q)
A,A = (M¯ l,l
′
k,k+q)
B,B =
[
1 +
(
a0q
Zeff
)2]−3
, (A.7)
where a0 is the Bohr radius and Zeff is the effective charge of the nucleus of the carbon
atom. Now to include the coefficients in our analysis, we recall that the coefficients for
sublattice sites A and B are ak,l = 1 and bk,l =
f(k)
|f(k)| respectively. So the final equation
for the matrix is
M¯ l,l
′
k,k+q =
[
1 +
(
a0q
Zeff
)2]−3[
1 +
f(k)f(k+ q)
|f(k)||f(k+ q)|
]
. (A.8)
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Appendix B
Static polarizability of graphene
We follow here the derivation of static polarization function, given in Ref. [71] in the ap-
proximation of linear energy dispersion, εlk = (−1)l ~vF |k|, where k is a small displacement
wavenumber from either of the two Dirac points in the first Brillouin zone.
χ(q) = − gd
L2
∑
l,l′,k
(flk − fl′k+q) |〈F
†
lk|Fl′k+q〉|2
εlk − εl′k+q (B.1)
where A ≡ L2 is the (large) normalization area of graphene, flk ≡ f(εlk) is the Fermi-Dirac
distribution, and gd = 4 is the degeneracy factor that takes into account both the spin and
the valley degeneracy in graphene π-bands (corresponding to the two Dirac points). In the
notation of Ref. [71], we have |M¯ l,l′k,k′|2 ≡ |〈F†lk|Fl′k+q〉|2 with
|〈F†lk|Fl′k+q〉|2 =
1
4
{
1 + (ll′)2 + (ll′)
[
ei(θ
′
k
−θk) + e−i(θ
′
k
−θk)
]}
= (1 + ll′ cos θkk′)/2, (B.2)
where cos θkk′ ≡ cos(θk′ − θk) is the angle between the vectors k and k′ ≡ k + q.
It is convenient to define χ0(q) as
χ0(q) = − gd
L2
∑
l,l′,k
(f 0lk − f 0l′k+q)
|〈F†lk|Fl′k+q〉|2
εlk − εl′k+q , (B.3)
where
f 0lk =
{
1 if l = −1,
0 if l = +1.
(B.4)
Defining
f˜lk = flk − f 0lk (B.5)
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if the Fermi level lies in the conduction band, the polarization function may be written as
χ(q) = − gd
L2
∑
l,l′,k
(f˜lk − f˜l′k+q) |〈F
†
lk|Fl′k+q〉|2
εlk − εl′k+q , (B.6)
Performing the summation over l, l′, the polarization function becomes
χ(q) = − gd
2L2
∑
k
{
[f˜k+ − f˜k′+](1 + cos θkk′)
εk − εk′ +
[f˜k+ − f˜k′+](1− cos θkk′)
εk + εk′
(B.7)
− [f˜k− − f˜k′−](1− cos θkk′)
εk + εk′
− [f˜k− − f˜k′−](1 + cos θkk′)
εk − εk′
}
(B.8)
Redistributing the terms, we may write the polarization function as
χ(q) = χ+(q) + χ−(q) (B.9)
where
χ+(q) = − gd
2L2
∑
k
[
[f˜k+ − f˜k′+](1 + cos θkk′)
εk − εk′ +
[f˜k+ − f˜k′+](1− cos θkk′)
εk + εk′
]
(B.10)
χ−(q) = +
gd
2L2
∑
k
[
[f˜k− − f˜k′−](1− cos θkk′)
εk + εk′
+
[f˜k− − f˜k′−](1 + cos θkk′)
εk − εk′
]
. (B.11)
Here k′ ≡ k+ q and we have utilized the linear expression of the energy spectrum, εk± =
±~vF |k|. In the limit of a large system, that is of closely-spread k-values, we may replace
the summation with an integral as
1
L2
∑
k
→ 1
(2π)2
∫
dk (B.12)
As the integrand involving the terms of f˜k′± is symmetrical, we may change the variable
k→ k+ q to express the polarization function terms as
χ+(q) = − gd
(2π)2
∫
dk
[
f˜k+(1 + cos θkk′)
εk − εk′ +
f˜k+(1− cos θkk′)
εk + εk′
]
= − 2gd
(2π)2
∫
dk
[
f˜k+(εk + εk′ cos θkk′)
ε2k − ε2k′
]
, (B.13)
χ−(q) = +
gd
(2π)2
∫
dk
[
f˜k−(1 + cos θkk′)
εk − εk′ +
f˜k−(1− cos θkk′)
εk + εk′
]
= +
2gd
(2π)2
∫
dk
[
f˜k−(εk + εk′ cos θkk′)
ε2k − ε2k′
]
, (B.14)
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θkk′ is the angle between the k and k + q and it is related to angle between k and q, and
φ as
k · (k+ q) = k|k+ q| cos θkk′ = k2 + k · q = k2 + kq cos φ (B.15)
and
cos θkk′ = (k + q cosφ)/|k+ q|. (B.16)
Substituting the expression for cos θkk′ in the integrals, we obtain
χ+(q) =
2gd
(2π)2
1
~vF q
∫
dkdφ k
f˜k+(2k + q cosφ)
q + 2k cosφ
(B.17)
and
χ−(q) = − 2gd
(2π)2
1
~vF q
∫
dkdφ k
f˜k−(2k + q cosφ)
q + 2k cosφ
(B.18)
The angular integral is∫ 2π
0
2k + q cosφ
q + 2k cosφ
dφ = 2
∫ π
0
dφ
q
2k
+ 2
(
Ξ2
2k
)∫ π
0
dφ
1
q + 2k cosφ
=
πq
k
+
Ξ
k

−2 tan−1
(
Ξ tan(φ/2)
q + 2k
)∣∣∣∣π
0
if q > 2k
ln
(
Ξ tan(φ/2) + q + 2k
Ξ tan(φ/2)− q − 2k
)∣∣∣∣π
0
if q < 2k

=
πq
k
+
Ξ
k
{ −π if q > 2k
non-physical answer if q < 2k,
}
(B.19)
where Ξ =
√|4k2 − q2|. Therefore, doing the angular integral, we obtain
χ+(q) =
2gd
(2π)2
π
~vF
{∫ ∞
0
dkf˜k+ −
∫ q/2
0
dkf˜k+
√
1− (2k/q)2
}
, (B.20)
and
χ−(q) =
2gd
(2π)2
π
~vF
{∫ ∞
0
dkf˜k− −
∫ q/2
0
dkf˜k−
√
1− (2k/q)2
}
, (B.21)
Considering the first integral in each expression, we have
χ+(q) =
gd
πβ(~vF )2
[
1
2
ln[2 cosh(βµ/2)]− q
2qt
∫ 1
0
du
√
1− u2
1 + euq/qt−βµ
]
(B.22)
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and
χ−(q) =
gd
πβ(~vF )2
[
1
2
ln[2 cosh(βµ/2)] +
πq
8qt
− q
2qt
∫ 1
0
du
√
1− u2
1 + euq/qt+βµ
]
(B.23)
where we have defined a thermal inverse screening length by qt = 2/(β~vF ). The total
polarization function is
χ(q) =
gd
πβ(~vF )2
[
ln[2 cosh(βµ/2)] +
πq
8qt
− q
2qt
∫ 1
0
du
√
1− u2
(
1
1 + euq/qt−βµ
+
1
1 + euq/qt+βµ
)]
(B.24)
Note that µ, which is used in Eq. (B.24), may be obtained from Eq. (2.39) for any given
temperature and equilibrium charge carrier density n. This is the main result for the
polarization function of graphene in RPA, which is used throughout this thesis. It may be
noticed that, in the limit q ≪ kF , we have that χ(q) ≡ χ(q) → χTF , given in Eq. (3.4),
which is independent of q.
However, when q ≥ kF , important differences arise between the RPA polarization
function and its TF limit χTF . Those differences are best seen in the zero temperature
limit when µ→ εF , where εF = ~vFkF sign(n) is the Fermi energy with kF =
√
π|n| being
the Fermi momentum in graphene with the equilibrium charge carrier density n. In that
limit, one obtains
χ+(q) =
gdkF
2π~vF

1− q
8kF
if q ≤ 2kF
1− 1
2
√
1− 4k
2
F
q2
− q
4kF
sin−1
[
2kF
q
]
if q ≥ 2kF ,
(B.25)
and
χ−(q) =
gdq
16π~vF
(B.26)
Hence
χ(q) =
gdkF
2π~vF
1 +{ q
4kF
cos−1
[
2kF
q
]
− 1
2
√
1−
[
2kF
q
]2}
H(q − 2kF )
 , (B.27)
where H is the Heaviside step function. Unlike the linear Thomas-Fermi case, we see
that χRPA(q) = q/(4~vF ) in intrinsic graphene at zero temperature. Since this is also the
short wavelength limit of χRPA(q) when n 6= 0, one may assert that the RPA results will
provide a more efficient screening of external charges at short distances. However, it can
be seen Eq. (B.27) that the RPA polarization function is not continuously differentiable
at q = 2kF . This gives rise the the so-called Friedel oscillations in the screened potential
at large distance, which are the consequences of quantum nature of the RPA polarization
function [70].
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Appendix C
Effect of mobile ions on Dirac
plasmons in graphene
Even though we are focused in this thesis on the static polarization of graphene, it is
interesting to mention that, for doped graphene we may easily estimate the effect of ion
concentration on the dispersion of low-frequency, collective oscillations of charge carriers
in graphene, also known as the Dirac plasmon, or sheet plasmon. A simple estimate of the
plasmon frequency ωp in graphene at frequencies ω > qvF is found from the expression for
the polarization function within the kinetic model [97],
χ(q, ω) =
qTF
2πe2
{
1−
[
1−
(qvF
ω
)2]−1/2}
, (C.1)
giving from Eq. (6.41)
ωp(q) = vF
[
q +
qTF
ǫbg(q)
]√
q
q + 2 qTF
ǫbg(q)
. (C.2)
Thus, in the absence of mobile ions in the electrolyte, c = 0, we obtain in the long
wavelength limit
ωp(q) ∼ vF
√
qTFq
ǫ1 + ǫ3
, (C.3)
which is a typical ωp ∝ √q plasmon dispersion for a 2D electron gas, such as doped
graphene [1, 39].
However, for even very small values of c, one can show from Eq. (6.42) that, in the long
wavelength limit,
ǫbg(q)→ 2π
q
Cdl, (C.4)
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where the capacitance of the double layer Cdl is defined in Eqs. (6.26), (6.27), and (6.28).
Then from Eq. (C.2) it follows that the Dirac plasmon in graphene exhibits a quasi-acoustic
form of the long wavelength dispersion,
ωp(q) ∼ vFq
(
1 + Cq
Cdl
)
√
1 + 2 Cq
Cdl
, (C.5)
where quantum capacitance of graphene is defined in Eq. (6.17). A similar effect of the salt
on plasmons was found in a work conducted for carbon nanotubes [98]. Without further
pursuing this effect, we note that such an extreme sensitivity of plasmon dispersion to the
presence of mobile ions may be used for sensing applications of graphene within the area
of Nano-plasmonics [99].
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Appendix D
Geometric structure models for
charged impurities
We discuss here models used in this thesis for the pair correlation (or radial distribution)
function g(r) in a two-dimensional (2D) distribution of charged impurities lying in a plane
embedded into the substrate underneath electrolytically gated graphene sheet. In addition
to uncorrelated impurities with g(r) = 1, we consider two models that contain a single
parameter rc characterizing the inter-particle correlation distance: a step-correlation (SC)
model with g(r) = H(r − rc), where H is the Heaviside unit step function, which was
often used in previous studies of charged impurities in graphene [95, 94], and the model of
hard discs (HD), in which particles interact with each other as impenetrable disks of the
diameter rc [100].
There are several advantages to using the HD model over the SC model to evaluate
the the 2D structure factor I(q) in Eq. (6.53). First, the former model is based on a
Hamiltonian equation for the thermodynamic state of a 2D fluid with a well-defined pair
potential between impurities, whereas the latter model is an ad hoc description of the
impurity distribution, made-up for simple, analytic results. That is not to say that the SC
model is poor at capturing the interesting effects due to correlated impurities [95, 94]. It is
well known that the long wavelength limit of the 2D structure factor, I(0), is related to the
isothermal compressibility of a 2D fluid [101], which may be expressed as a function of the
packing fraction defined by p = πnimpr
2
c/4. Thus, p is a key measure of performance of the
two models. It was recently shown by Li et al.[94] that the SC model gives reliable results for
the conductivity of graphene for packing fractions p≪ 1 by comparing the analytical result
for the 2D structure factor in that model, I(q), with a numerically calculated structure
factor of a hexagonal lattice of impurities. However, the analytical limit ISC(0) = 1 − 4p
shows that the SC model already breaks down for p ≥ 0.25 because the corresponding
compressibility becomes negative at higher packing fractions. On the other hand, it was
recently shown that the interaction potential between two point ions near doped graphene
is heavily screened and, moreover, exhibits Friedel oscillations with inter-particle distance,
giving rise to a strongly repulsive core region of distances on the order of k−1F that resembles
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the interaction among hard disks with diameter rc ∼ k−1F . Therefore, we may estimate
that the packing factor could reach values on the order p ∼ nimp/n¯ that may not always be
negligibly small, necessitating the use of a model that goes well beyond the SC model, at
least for systems of adsorbed alkali-atom submonolayers on graphene [95]. In that respect,
we note that various parameterizations of the HD model extend its applicability to include
phase transitions in a 2D fluid as a function of the packing fraction [102], even going up
about p = 0.9, corresponding to a crystalline closest packing where hard disks form a
hexagonal structure in 2D [103]. In this work, we use a simple analytical parametrization
for the 2D structure factor in the HD model, IHD(q), provided by Rosenfeld [100], which
works reasonably well for packing fractions up to about p = 0.69, just near the freezing
point of a 2D fluid.
We summarize expressions that define the structure factor for the Hard disk (HD)
model due to Rosenfeld[100] for a 2D planar distribution of charged impurities with the
packing fraction p = πnimpr
2
c/4, where nimp = N/A is their areal number density and rc is
the disk diameter,
IHD(q) =
{
1 + 16a
[
J1(qrc/2)
qrc
]2
+ 8b
J0(qrc/2)J1(qrc/2)
qrc
+
8p
1− p
J1(qrc)
qrc
}−1
(D.1)
with
a = 1 + x(2p− 1) + 2p
1− p,
b = x(1 − p)− 1− 3p
1− p,
x =
1 + p
(1− p)3 .
Note that the important long wavelength limit is given by IHD(0) = 1/x = (1−p)3/(1+p).
The expression in Eq. (D.1) should be compared with the structure factor for a model with
the step-like pair correlation function [95, 94],
ISC(q) = 1− 8p
qrc
J1(qrc), (D.2)
which gives ISC(0) = 1− 4p.
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Appendix E
Green’s function for Poisson equation
in Debye-Hu¨ckel approximation
We can express a solution of the Poisson equation in the presence of external charge
distribution ρext(R) in terms of the Green’s function as
Φ(R) =
∫∫∫
d3R′G(R,R′)ρext(R
′), (E.1)
where R = (x, y, z). Due to translational invariance, we may use a 2D Fourier transform
to write
G(R,R′) = G(r− r′; z, z′) =
∫∫
d2q
(2π)2
e−iq·(r−r
′)G˜(q; z, z′) (E.2)
where r = (x, y) and q = (qx, qy) so that
Φ˜(q, z) =
∫
dz′ G˜(q; z, z′)ρ˜ext(q, z
′) (E.3)
So, the 2D FT of the fluctuating potential in the plane of graphene φ˜0(q) in Eq. (6.38) can
be written as
φ˜0(q) =
∫
dz′ G˜(q; 0, z′)ρ˜ext(q, z
′) (E.4)
If the external charges are located in the region 1 and are represented by the charged
impurities, ext(q, z) ≡ ext(q, z), one may express the 2D FT of the fluctuating potential
Φ˜(z) ≡ Φ˜(q, z) throughout the system by using the 2D FT G˜(z, z′) ≡ G˜(q; z, z′) of a
full Green’s function G(r − r′; z, z′) for the Poisson equation (6.4) with the source point
located in region 1, z′ ≤ 0. By defining such a function in the piece-wise manner so that
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G˜(z, z′) = G˜j(z, z
′) with j = 1, 2, and 3 for z in regions 1, 2 and 3, its components may
be found as solutions of the following equations that follow from Eqs. (6.33)-(6.35),
∂2
∂z2
G˜1(z, z
′)− q2G˜1(z, z′) = −4π
ǫ1
δ(z − z′), (E.5)
∂2
∂z2
G˜2(z, z
′)− q2G˜2(z, z′) = 0, (E.6)
∂2
∂z2
G˜3(z, z
′)− (q2 + κ2) G˜3(z, z′) = 0. (E.7)
As usual, one defines two components of the Green’s function in region 1,
G˜1(z, z
′) =
{
G˜<1 (z, z
′), −t ≤ z ≤ z′ ≤ 0,
G˜>1 (z, z
′), −t ≤ z′ ≤ z ≤ 0, (E.8)
which must satisfy the continuity and the jump conditions for G˜1(z, z
′) at z = z′,
G˜<1 (z
′, z′) = G˜>1 (z
′, z′), (E.9)
∂
∂z
G˜>1 (z, z
′)
∣∣∣∣
z=z′
− ∂
∂z
G˜<1 (z, z
′)
∣∣∣∣
z=z′
= −4π
ǫ1
. (E.10)
Moreover, the solutions of Eqs. (E.5)-(E.7) need to satisfy the same (linear and homoge-
neous) boundary and matching conditions as the potential components Φ˜j(z),
G˜<1 (−t, z′) = 0, (E.11)
G˜>1 (0, z
′) = G˜2(0, z
′), (E.12)
−ǫ2 ∂
∂z
G˜2(z, z
′)
∣∣∣∣
z=0
+ ǫ1
∂
∂z
G˜>1 (z, z
′)
∣∣∣∣
z=0
= 4πe2χ(q)G˜>1 (0, z
′), (E.13)
G˜2(h, z
′) = G˜3(h, z
′), (E.14)
ǫ2
∂
∂z
G˜2(z, z
′)
∣∣∣∣
z=h
= ǫ3
∂
∂z
G˜3(z, z
′)
∣∣∣∣
z=h
, (E.15)
G˜3(∞, z′) = 0. (E.16)
Note that all these conditions are of the Dirichlet or the Neumann type, except for the
jump condition at z = 0 in Eq. (E.13), which is of the Robin type in conjunction with
the continuity condition at z = 0 in Eq. (E.12). This type of matching condition is a
consequence of the zero-thickness approximation for graphene, and we note that simi-
lar conditions arise in mathematical modeling of electrostatic phenomena involving other
graphene-based structures, such as carbon nanotubes [104].
While it would be quite feasible to solve Eqs. (E.5)-(E.7) for the Green’s function
G˜(z, z′) satisfying the full set of the boundary and matching conditions, Eqs. (E.11)-(E.16),
we may take advantage of the linear-response treatment of graphene and the fact that its
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presence in the system may be brought into the 2D FT of the Poisson equation (6.4) by
including a homogeneous term of the form V̂ (z)Φ˜(z), where V̂ (z) ≡ −4πe2χ(q)δ(z). Then,
one may solve Eqs. (E.5)-(E.7) for the components of a Green’s function G˜(0)(z, z′) for the
system without graphene, which satisfies the same set of boundary and matching conditions
as does G˜(z, z′), Eqs. (E.11)-(E.16), except that the jump condition in Eq. (E.13) is to be
changed to a Neumann type by setting χ(q) = 0 (that is, by removing graphene) in the
right-hand side of that equation,
− ǫ2 ∂G˜
(0)
2 (z, z
′)
∂z
∣∣∣∣∣
z=0
+ ǫ1
∂G˜
(0)
1 (z, z
′)
∂z
∣∣∣∣∣
z=0
= 0. (E.17)
Clearly, it is easier to find the Green’s function for the system without graphene, G˜(0)(z, z′),
for example, by adapting the method used in the DH theory for slab geometries [105]. Then,
the resulting Dyson-Schwinger equation for the full Green’s function G˜(z, z′) for the system
in the presence of graphene in the plane z = 0,
G˜(z, z′) = G˜(0)(z, z′) +
1
4π
∫
dz′′ G˜(0)(z, z′′)V̂ (z′′)G˜(z′′, z′), (E.18)
may be easily solved owing to the Dirac delta function in the definition of the ”potential”
V̂ (z), giving
G˜(z, z′) = G˜(0)(z, z′)− e
2χ(q)G˜(0)(z, 0)G˜(0)(0, z′)
1 + e2χ(q)G˜(0)(0, 0)
. (E.19)
With the result in Eq. (E.19), we may express the FT of the fluctuating part of the
in-plane potential as
φ˜0 =
0∫
−t
dz′ G˜1(0, z
′)ρ˜imp(z
′) =
1
1 + e2χ(q)G˜(0)(0, 0)
0∫
−t
dz′ G˜
(0)
1 (0, z
′)ρ˜imp(z
′). (E.20)
As each component of G˜
(0)
1 satisfies Eq. (E.5), we may write the general solution as
G˜
(0)
1<(z, z
′) = Aeqz +Be−qz (E.21)
G˜
(0)
1>(z, z
′) = Ceqz +De−qz, (E.22)
where A, B, C, and D are some constants to be determined by boundary conditions (BCs).
Similarly, the homogeneous DEs for G˜
(0)
2 and G˜
(0)
3 have the same form of general solutions
as
G˜
(0)
2 (z, z
′) = Eeqz + Fe−qz (E.23)
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G˜
(0)
3 (z, z
′) = He−
√
q2+κ2z (E.24)
Now there are 7 constants A, B, C, D, E, F, and H to be determined by 7 BCs given
by Eqs. (E.11), (E.12), (E.14)-(E.16), and (E.17).Therefore, substituting general solutions
(Eqs. (E.21)-(E.24)) into BCs, we have
Aeqz
′
+Be−qz
′
= Ceqz
′
+De−qz
′
(E.25)
Aeqz
′ − Be−qz′ − Ceqz′ +De−qz′ = − 4π
qǫ1
(E.26)
C +D = E + F (E.27)
Eeqh + Fe−qh = He−
√
q2+κ2h (E.28)
ǫ1(C −D) = ǫ2(E − F ) (E.29)
ǫ2q(Ee
qh − Fe−qh) = −ǫ3
√
q2 + κ2He−
√
q2+κ2h (E.30)
We are interested only in the component of the graphene-free Green’s function for z ≤ 0
and z′ ≤ 0, for which we find
G˜
(0)
1 (z, z
′) =
4π
q
sinh [q(z< + t)]
cosh(qz>)− ǫ2
ǫ1
Γ(q) sinh(qz>)
ǫ1 cosh(qt) + ǫ2Γ(q) sinh(qt)
, (E.31)
where z< = min(z, z
′), z> = max(z, z
′), and
Γ(q) =
ǫ2q tanh(qh) + ǫ3
√
q2 + κ2
ǫ2q + ǫ3
√
q2 + κ2 tanh(qh)
. (E.32)
For the sake of completeness, we also quote final results for the other two components of
that function for 0 ≤ z ≤ h and z ≥ h (with z′ ≤ 0), which are respectively given by
G˜
(0)
2 (z, z
′) =
4π
q
sinh [q(z′ + t)]
cosh(qz)− Γ(q) sinh(qz)
ǫ1 cosh(qt) + ǫ2Γ(q) sinh(qt)
, (E.33)
G˜
(0)
3 (z, z
′) =
4π
q
sinh [q(z′ + t)]
cosh(qh)− Γ(q) sinh(qh)
ǫ1 cosh(qt) + ǫ2Γ(q) sinh(qt)
e−
√
q2+κ2(z−h). (E.34)
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Appendix F
Green’s function for partially
linearized Poisson equation
We generalize here the results of the previous section assuming that external charges exist
in both the region 1, where they represent charged impurities with the density ρimp(r, z) in
the oxide layer, as well as in the region 3, where they represent charged biomolecules with
the density ρbio(r, z) in the electrolyte. In order to express the solution of the partially
linearized Poisson-Boltzmann equation in terms of the 2D FT of its Green’s function, we
need to obtain all of its components, G˜jk(q; z, z
′), where the first index denotes the case
when the point z is in the region j and the second index describes the case when the
source point z′ is in the region k. Thus, the FT of the fluctuating potential in the plane of
graphene may be written as
φ˜0(q) =
0∫
−t
dz′ G˜11(q; 0, z
′)ρ˜imp(q, z
′) +
∞∫
h
dz′ G˜13(q; 0, z
′)ρ˜bio(q, z
′). (F.1)
Here, the components of the GF G˜jk in the presence of graphene layer at z = 0 (i.e., the
boundary between the regions 1 and 2) may be expressed in terms of the GF G˜
(0)
jk without
graphene, as described in the previous section,
G˜jk(z, z
′) = G˜
(0)
jk (z, z
′)− e
2χ(q)G˜
(0)
j1 (z, 0)G˜
(0)
1k (0, z
′)
1 + e2χ(q)G˜
(0)
11 (0, 0)
. (F.2)
We deduce now a set of second-order, linear ODEs with non-constant coefficients for the
components G˜
(0)
jk (z, z
′) of the FTGF corresponding to the partially linearized PB equations
(7.47), (7.48) and (7.49) as
∂2
∂z2
G˜
(0)
jk (q; z, z
′)−Q2j (z)G˜(0)jk (q; z, z′) = −
4π
ǫj
δjk δ(z − z′), for z ∈ Ij and z′ ∈ Ik, (F.3)
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where
Q2j (z) =
{
q2 for j = 1, 2
q2 + κ2
{
1 + 2 csch2[κ (z + z0)]
}
for j = 3.
(F.4)
We see in Eq. (F.3) that, in comparison with the set of ODEs for the PB equation in the
DH approximation, the main difference is that now the parameter Q3(z) in the region I3
depends on distance z and includes, via the parameter z0, all the information about the
averaged features of the entire structure containing graphene in the regime of dual gating.
All the functions FTGF G˜
(0)
jk (q; z, z
′) may be obtained analytically by solving Eq. (F.3)
and applying the boundary and matching conditions given in Eqs. (E.11)-(E.16) (with
the jump condition in Eq. (E.13) replaced by Eq. (E.17) in the absence of graphene) for
j = 1, 2, 3, respectively. At the same time, index k is assumed to only take values k = 1, 3
since no sources of charges are expected to reside in region I2 representing the Stern layer.
In the following, we shall drop the superscript (0) and omit the variable q in the FTGF
G˜
(0)
jk (q; z, z
′), and only list final expressions. The details of the derivation may be found in
the Master thesis by Naijing Kang, University of Waterloo, 2015.
Source point in I1 (k = 1)
The final expressions for G˜11(z, z
′), G˜21(z, z
′) and G˜31(z, z
′) may be written in a compact
form if we define several parameters as;
∆t = e
2qt, (F.5)
∆h = e
−2qh, (F.6)
λb =
ǫ1 − ǫ2
ǫ1 + ǫ2
, (F.7)
λh =
ǫ3U
′
−(h) + ǫ2qU−(h)
ǫ3U ′−(h)− ǫ2qU−(h)
, (F.8)
γ =
−λhλb∆h + 1
−λh∆h + λb , (F.9)
η =
sinh(qt)− ǫ1
ǫ2
cosh(qt)
sinh(qt) + ǫ1
ǫ2
cosh(qt)
. (F.10)
The final solution is:
G˜11(z, z
′) =
4π
qǫ1
sinh[q(z< + t)]
eqz
>
+ γe−qz
>
eqtγ + e−qt
(F.11)
G˜21(z, z
′) =
4π
qǫ¯12
sinh[q(z′ + t)]
−λh∆h + λb
−eqzλh∆h + e−qz
eqtγ + e−qt
(F.12)
G˜31(z, z
′) =
4π
qǫ¯12
sinh[q(z′ + t)]
−λh∆h + λb
e−qh(1− λh)
eqtγ + e−qt
U−(z)
U−(h)
. (F.13)
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Source point in I3 (k = 3)
In order to write the solutions for the GF components in a compact form, we introduce
some additional parameters:
Γ1± = ǫ2qU±(h)− ǫ3U ′±(h) (F.14)
Γ2± = ǫ2qU±(h) + ǫ3U
′
±(h) (F.15)
Ω± = Γ1± − Γ2±∆hη. (F.16)
In this way, we obtain the final solution of G˜13,G˜23,G˜33 as:
G˜13(z, z
′) = 4π
(1 + η)e−qh
sinh(qt) Ω−
sinh[q(t+ z)]U−(z
′) (F.17)
G˜23(z, z
′) =
4πe−qh
Ω−
(
eqz + η e−qz
)
U−(z
′) (F.18)
G˜33(z, z
′) =
4π
ǫ3W
[
Ω+
Ω−
U−(z)U−(z
′)− U+(z<)U−(z>)
]
. (F.19)
In the above expressions we have defined z< = min(z, z′) and z> = max(z, z′).
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