We provide simple schemes to build Bayesian Neural Networks (BNNs), block by block, inspired by a recent idea of computation skeletons. We show how by adjusting the types of blocks that are used within the computation skeleton, we can identify interesting relationships with Deep Gaussian Processes (DGPs), deep kernel learning (DKL), random features type approximation and other topics. We give strategies to approximate the posterior via doubly stochastic variational inference for such models which yield uncertainty estimates. We give a detailed theoretical analysis and point out extensions that may be of independent interest. As a special case, we instantiate our procedure to define a Bayesian additive Neural network -a promising strategy to identify statistical interactions and has direct benefits for obtaining interpretable models.
Introduction
Bayesian Neural Networks (BNNs) generally refer to a class of algorithms that treat neural network models in a Bayesian manner [15, 13, 19] . Consider the loss function of a well-defined neural network model. In optimizing this loss, one often seeks to find a parameter optimum, say θ * -a point estimate of the weights.
The Bayesian perspective, instead, takes into account the inherent uncertainty in the estimates. To do so, BNNs introduce priors on the network weights: learning then corresponds to approximating the posterior, i.e., p(θ|data) via probabilistic backpropagation [15] , variational inference [13, 12] , expectation propagation [17] and so on. When uncertainty estimates are important, as is the case in many applications, BNNs are well suited. On the other hand, approximating the posterior is challenging and further, the choice or design of the prior may not be straightforward.
Preliminaries
In this section, we briefly review Deep Gaussian process and variational inference schemes that are often used to approximate the posterior distribution to setup the rest of our presentation.
Gaussian processes (GP) and deep Gaussian processes (DGPs). Consider the inference task for a stochastic function f : R p → R, given a likelihood p(y|f ) and a set of n observations y = (y 1 , ..., y n ) T ∈ R n at locations X = (x 1 , ..., x n ) T ∈ R n×p . We place a GP prior on the function f that models all function values as jointly Gaussian, with a covariance K : R p × R p → R. We use the notation f = f (X) and K(X, X) ij = K(x i , x j ). Then, the joint density for y and f for a single-layer Gaussian process (GP) is
where f |X ∼ N (0, K(X, X)) and y i |f i ∼ N (f i , δ 2 ).
Then for L vector-valued stochastic functions denoted as F , a Deep Gaussian Process (DGP) [10] defines a prior recursively on F 1 , ..., F L . The prior on each function F is an independent GP in each dimension, with input locations given by the function values at the previous layer: the outputs of GPs at layer are {F .j } d j=1 and the corresponding inputs are F −1 . The joint density of the process is
where F 0 = X, F ∈ R n×d for 0 < ≤ L. Here,
Variational inference (VI) for Bayesian models. Consider the joint density of the latent variables f = {f i } m i=1 and the observations y = {y i } n i=1 , p(f , y) = p(f )p(y|f ).
We know that inference in any Bayesian model amounts to conditioning on the data and computing the posterior p(f |y). In models like DGP, this calculation is difficult and so, we use approximate inference. A popular strategy is variational inference (VI) [3] which requires specifying a family of approximate densities Q. Our goal is to find the member q * of that family which minimizes the Kullback-Leibler (KL) divergence to the exact posterior, q * (f ) = arg min q(f )∈Q
KL(q(f )||p(f |y)).
Instead of minimizing the KL divergence, one maximizes the evidence lower bound (ELBO),
ELBO(q) = E q(f ) [log p(y|f )] − KL(q(f ||p(f )).
The first term is an expected likelihood, which encourages the densities to place their mass on configurations of the latent variables which explain the observed data. The second term is the negative KL divergence between the variational density and the prior, which encourages densities to lie close to the prior. For DGP type models, VI is a preferred strategy to approximate the posterior.
Building Bayesian neural networks: computation skeleton and blocks
We first define the computation skeleton and show how it can lead to a BNN. Then, we show that the constructed BNNs can be seen as a VI approximation for the DGP posterior. Finally, we discuss how to reconstruct other DGP approximations or BNNs [12, 27, 11] in our framework.
What is a computation skeleton? Computation skeleton [11] is a structure to compactly describe a feedforward computation structure from the inputs to the outputs. Formally, a computation skeleton S is a multi-layer graph with the bottom nodes representing inputs, the top nodes representing outputs and non-input nodes are labeled by activations σ. In [11] , this idea was used to study a family of DNNs and their properties:
it was shown that DNNs can be seen as the realization of certain types of structures and their dual kernels. In fact, every S defines a specific NN structure: Fig. 1 (a) shows a two layer fully connected NN, see [11] for more examples. Here, we reuse the name but define a slightly different S to design BNNs. For notational simplicity, we consider S's with a single output.
What are blocks? To construct BNNs from a computation skeleton S, we also need two additional components, which we call "blocks". Our first type of block is a function block denoted as F B(P v , r, d), which allows every "node" in S to replicate d times. This will help us in defining Bayesian priors and posteriors.
We setup FB as a one layer NN where the inputs nodes and output nodes are fully connected. All incoming edges to the output node f j as in Fig. 1 
) simply takes the inputs φ = (φ 1 , ..., φ r ) T and outputs a d-dimension
Our second type of block is a random feature block denoted as RB(P w , d, r, σ K ), which we use to construct random feature approximations for kernels to leverage the expressive power of DGP. We setup RB as a one layer NN with random weights where the inputs nodes and outputs are fully connected. All incoming edges to the output node φ j as in Fig. 1 (c) form a vector w j . The set of w j 's for 1 ≤ j ≤ r follow the distribution P w on R d for 1 ≤ j ≤ d. RB(P w , d, r, σ K ) takes the inputs for the first layer) in Algorithm 1, we construct a BNN in (d) from the in S in (a). Essentially, we substitute in F B + RB to replace every edge in Fig. 1(a) .
Algorithm 1 Constructing a Bayesian neural network (BNN) with computation skeleton and blocks
Input: a computation skeleton S. Output: a deep BNN N (S).
Construct layer 0 in N (S) by copying inputs (layer 0) from S.
, apply the activation σ in S, and output {σ(f
Prior and posterior approximation for N (S)
Our remaining task is to describe a prior for N (S) and then derive a posterior approximation scheme for the construction in Alg. 1. To do so, we define some notations. We use W for all random weights in the RB blocks, V gives all BNN weights in the F B blocks and v k denotes the weight vector that goes into kth dimension of f . The related random features are denoted by φ k . For X = (x 1 , ..., x n ) T , we denote F as a matrix with the ith row F i. = f (x i ) as the value of f evaluated on input x i . We define Φ k to be the random feature matrix related to f k for 1 ≤ k ≤ d .
Definition 1.
For a BNN N (S) from Algorithm 1, we treat W as fixed, then the parameters are only V.
We choose P v = N (0, I r ) in Algorithm 1 to define the Bayesian prior on v k as N (0,
When the outputs y and likelihood p(y|F L ) are available for the design matrix X, the posterior of BNN N (S) is intractable. Therefore, we use variational inference to approximate its posterior. We define the variational inference approximation for the posterior of V in N (S) by defining the variational posterior q
This variational posterior over V also leads to a posterior over {F } L =1 . We apply a doubly stochastic approximation for the first term in the ELBO, where the sum is estimated using mini-batches and the expectation is approximated with a Monte Carlo sample from the variational posterior q(f L i ). Both stochastic approximations are unbiased. Further, by reparameterizing v k = µ k + Σ k 1/2 N (0, I r ), the optimization of ELBO can be achieved with mini-batch training and backpropagation [8, 22, 12] .
Relationship of N (S) to approximate deep Gaussian processes (DGPs)
Having constructed a BNN N (S) from S, we can study the relationship between N (S) and DGP. We will show that N (S) from Alg. 1 is a VI approximation for a DGP posterior. To simplify notation, we assume that all {Φ k } d k=1 are the same so we drop the subscript k. We also assume that all {d } L =1 are the same. We define an empirical kernel and its expectation as
It is easy to check thatK (f −1 (x), f −1 (x )) = φ (x), φ (x ) . We denoteK (F −1 , F −1 ) as the n × n matrix for n inputs. We point out that the prior in Definition 1 is indeed a DGP prior.
We can also show that the kernels {K } L =1 for this DGP is close to the kernel {K } L =1 in (2) if σ K is ReLU or C-bounded, i.e., σ K is continuously differentiable and ||σ K || ∞ , ||σ K || ∞ ≤ C. 
for a constant c 1 > 0 and a parameter ν M depending on M. Here,M specifies that we require σ(f −1 (x)) and σ(f −1 (x )) to be two vectors in M that are not collinear.
C-boundedness. The uniform concentration bound for C-bounded activation functions is given in the supplement. The C-bounded condition holds for most of the popular sigmoid-like functions such as
Remark 1. In [11] , the authors show that the type of kernels constructed from (2) includes linear, polynomial, arc-cosine, radial basis kernels and so on. For ReLU, the authors in [7, 8, 11] point out that K is the arc-cosine kernel and [11] shows thatK is a sub-exponential random variable.
Since we show that {F } L =1 in N (S) can be seen as generated from a DGP based onK, we can use many DGP-based approaches to approximate the posterior. Our construction of N (S) until now is close to the random feature approximation for DGP [8] except that we allow σ to be activation functions (instead of just the identity). Next, we show that using [22] based on inducing points, one also gets the same variational posterior as ours for BNN N (S). This result enables us to extend our N (S) construction to be applicable to any kernel class and it also implies the underlying connection between random feature [8] and inducing points approximations [22] for DGP. First, we apply the inducing points method in [22] on N (S) withK to obtain an approximate posterior. Theorem 2. Using the variational approximation [22] for the posterior of a DGP defined on {K } L =1 with inducing points, we obtain exactly the same variational posterior q({F } L =1 ) and evidence lower bound ELBO as the variational posterior for N (S).
The result tells us that the random feature expansion in [8] and inducing points method [22] are equivalent for DGPs based on kernels {K } L =1 . However, we notice that {K } L =1 is restricted by σ K class and does not cover all possible kernels. This issue can be addressed by defining an inducing points block IP B to replace RB in Alg. 1. We can show that the derived variational posterior for N (S) can now be viewed as posterior approximation for a general DGP.
Definition 2. For a kernel K, IP B can be constructed by choosing r additional points Z (inducing points), taking the inputs x and outputting an r-dimension vector K(x, Z)K(Z, Z) −1/2 . Theorem 3. Using the variational approximation [22] for the posterior of a DGP defined on {K } L =1 with inducing points, we can obtain the same variational posterior q({F } L =1 ) and evidence lower bound ELBO as the variational posterior for N (S) (with IP B) except a constant offset that does not depend on training (see supplement).
Summary. We see that the main difference between random features [8] and inducing points [22] is that one uses Φ and the other uses K(x, Z)K(Z, Z) −1/2 as a rank r basis to approximate the kernel.
The BNN N (S) is extremely flexible
We have already shown that the BNN N (S) from our S can be seen as approximation for DGP posterior and can be trained efficiently. Now, we show that with a few small changes, interesting special cases emerge. To do so, the changes to Alg. 1, Definition 1 and the variational posterior are, Change 1) In Alg. 1, inside the inner-most loop, we have one RB (IP B). We allow taking out RB (IP B) entirely or replacing it by multiple sequential RBs (IP Bs) as long as they are matched.
Change 2) Earlier, we assumed that the variational posterior q for v i follows a normal distribution. We now allow it to follow a probability mass function and a mixture of two probability mass functions.
Change 3) Earlier in Def. 1, the prior p(v) is a normal distribution. We allow other forms of priors to encourage other types of regularization, such as a Laplace distribution for 1 sparsity.
Remark. Change 1 allows us to include the classical BNN settings, such as the MC dropout [12] and deep random features concept [11] . Since the exact posterior can be multi-modal, we may want more flexibility beyond normal distribution to approximate it. Therefore, we use Change 2 where the probability mass function results in a standard NN and a mixture of two probability mass function results in MC dropout [12] , which are both easy to realize in the optimization of ELBO. For Change 3, when the prior is the normal distribution, the prior for N (S) can be seen as a DGP prior as we have shown. However, the normal distribution is related to the 2 regularization from the KL divergence term in the ELBO, while we may need priors in BNNs related to the Lasso or group Lasso type penalties to encourage sparse structure. This intuition motivates Change 3.
Let us see examples of previous works in our framework. First, consider the case where do not use any RB in constructing N (S). This gives us a kernel K with K(x, x ) = σ(x) T σ(x ) as in Fig. 1 (e) . Further, let us use q(v) as a mixture of two probability mass functions to approximate the posterior. This change leads to MC dropout [12] . Second, let us allow multiple RBs in constructing N (S) as in Fig. 1(f) . This ends up representing the deep random feature idea in [11] for GPs. Third, in Fig.1 (g), we show another construction that represents deep kernel learning [27] , where IP B or RB is not used at all; the variational posterior q(v)
is a probability mass function except the last layer.
Remark. Though the framework is flexible, we note that an arbitrary construction can lead to overfitting. Therefore, one still needs to refer to the previous constructions [22, 8, 12, 11, 27 ] and using our proposal as a guide, consider how to generalize the construction to other Ss, how to refine them to obtain more compact forms.
Computation skeleton and structure: As we have emphasized, the computation skeleton captures the most important information of the structure so it helps when we have some structure assumptions for the BNN. In Fig. 1 (g) , we see a computation skeleton for multi-task learning where the first layer defines a shared low level function and the second layer defines individual high level functions for each task. In Fig. 1 (h), we have an additive structure where a large neural network is composed by summing several sub neural networks.
For those computation skeletons Ss, the construction process for BNN N (S)s directly comes from Alg. 1 and Definition 1.
Statistical inference through AddNN: Bayesian additive neural network
Let us see an example of using additive structure in BNNs to detect interactions for interpretability. We specialize our framework to define a Bayesian additive neural network. In statistics, given a function f * between inputs x = (x 1 , ..., x p ) and output y, one can define interaction I T over a subset of inputs T through
We can design an additive neural network (AddNN) to partially represent the ANOVA decomposition: f (x) = k j=1 g j (x), where every g j is a NN with the first layer regularized by group Lasso type penalty. We can use post-training ANOVA decomposition (replace E in ANOVA by the empirical expectation E n with n samples) to measure the interactions:
We have the following theorem for the complexity of calculating this measure for AddNN,
) with k * of the order of a polynomial in p and c = max k * j=1 |T * j | = O(log p), then there exists a trained AddNN that predicts y well and restricts the number of possible interactions to be at most a polynomial in p. Further, if every sub neural network has L layers with d hidden units, then the complexity of (3) is at most n c k * d 2L−1 , which is also polynomial in p.
The result does not hold for an arbitrary NN, which has 2 p possible interactions. The complexity of (3) is
AddNN is far more efficient when f * has additive structure.
Uncertainty in AddNN:
We show the additive neural network computation skeleton as an example in Fig. 1 (h). Then, we can easily construct the Bayesian formulation of AddNN with various uncertainty estimates methods. We only require a specific design of the first layer for variable selection. For every sub-neural network, the first layer is only built with F B and the prior on the weights is p(
i refers to the weight vector emanating from the ith input. The variational posterior q(V 1 ) is the probability mass function to make top layers stable.
Experiments
We first evaluate the performance of our AddNN model on synthetic experiments for regression and interaction detection for additive functions. Then, we use Alg. 1 to construct four different types of AddNNs (where each provides uncertainty estimates) and check its utility for prediction and identifying interaction strength.
Finally, we show how AddNN can infer main effects and statistical interactions of features with uncertainties for interpretability. Further, we use AddNN on eight benchmark datasets used in existing papers to show that our model offers competitive results.
AddNN, BNN, BART and NID on prediction accuracy and interaction detection. We compare AddNN with BNN (with a single neural network), BART (Bayesian additive regression tree) and NID (Neural interaction detection) in terms of prediction accuracy and interaction detection. For AddNN, we use the setup in § 3, where the group Lasso penalty is applied on the first layer. We use 10 compact sub-NNs for AddNN and a single (but more complex) neural network for BNN (see supplement). For BART and NID, we use the setup in [6, 26] . Both AddNN and BNN here are based on the MC dropout type construction (see § 2).
First, we compare RMSE (root mean-squared-error). We run 4 synthetic experiments using the functions in the left Tab. 1. For every experiment, we use one function f in the left Tab. 1 to generate 5000 train/test samples (10 features, 1 response), where for every input x, each dimension of the inputs are i.i.d. generated from the uniform distribution on (0, 1] and the response y is y = f (x) + , with ∼ N (0, 1). From Tab. 2, we see that the AddNN yields comparable (and sometimes better) RMSE compared to baselines. Though the prediction performance is similar, note that AddNN is a much more compact design: AddNN has just ∼500 edges while the BNN has 7000 edges, NID has 2000 edges and BART has 200 trees (see Tab. 2).
Next, we compare AddNN and NID for interaction detection (other two baselines are not applicable). To detect interactions, AddNN first calculates the interaction functions from (3), then their empirical 2 norms are used as the "interaction strength", and then AddNN selects the top k interactions. Possible interaction candidates are based on the group-Lasso clusters for every "sub-NN" in our additive model. For NID, we use the setup in [26] . We run the same experiments as the RMSE setting using left Tab. 1. To assess ranking Four different types of AddNN. As described in § 2, we can derive other uncertainty schemes Uncertainty and interpretability using AddNN. We show one representative example showing how (3) with our formulation can be used to model the interaction between x 1 and x 2 for f 1 in Tab. 1. We plot the average interaction function and the uncertainty function in Fig. 2 as a heatmap -this ability is rarely available for deep neural network models and can be very useful for interpretability.
Benchmark experiments. Finally, we apply AddNN on common datasets used by other authors [12, 22] .
Here, as shown in right Tab. 1, we find that AddNN (which is a more compact model) yields competitive performance in addition to the other features it natively provides such as interaction (interpretability) and uncertainty discussed above. This implies that these additional benefits do not come at a cost of performance.
The complete table with previous works are in supplement.
Discussion
We presented a scheme by adapting the computation skeleton idea to construct BNNs. Our models can be trained using modern innovations including mini-batch training, dropout, and automatic differentiation. We showed that a broad class of BNNs, realized by our framework, ties nicely to DGPs, deep kernel learning, MC dropout and other topics. As a special case, we proposed an Bayesian additive neural network that competes favorably with state-of-the-arts methods and provides uncertainty and interpretability, via statistical interactions.
Supplement
In this supplement, we first discuss the extensions of the model to multiple outputs and classification and discuss how to incorporate the bias terms in NN. Then we show the proofs for the theorems in the main body.
Finally, we present details for models used in experiments and provide more experiment results.
The extension to multiple outputs, classification and including bias terms
For the output y ∈ R d , we permit our computation skeleton to have d output nodes as well. Then after we run our construction algorithm, we obtain a BNN with d outputs f L at the last layer. Then the analysis and properties for the single output case also hold for the multiple output case.
In regression task, we assume the likelihood p(y|F L ) of the output y to be a normal distribution, given the input matrix X with n samples and the relevant output F L at the last layer of BNN. We output F L to estimate the mean of y. The relevant loss in the optimization of ELBO is the mean square loss. This is usually considered for the regression task. In a classification task with y ∈ {0, 1, ..., k} in k categories, we
for 1 ≤ i ≤ n. Then the relevant loss in the optimization of ELBO is
.
We can add bias terms into the framework. The bias term with random weight can either be incorporated into the construction of RB [11] or be treated as a parameter in the BNN [12] . We refer one to see these two works for incorporating bias terms.
Remark. The statements for the extension to multiple outputs and classification hold for DGPs as well.
Proofs for theorems in the main body
In this section, we give the proofs for theorems in the main body.
The proof for the relation between activation functions and kernels
First, we prove theorems on the relation between activation functions and kernels.
The uniform concentration bound for C-bounded activation functions and its proof
First, we present the uniform concentration bound for C-bounded activation functions and its proof.
Theorem 0. If the activation function σ K is C-bounded, meaning it is continuously differentiable and
Proof. (a) For a C-bounded activation function, since ||σ K (·)|| ∞ ≤ C, for fixed f −1 (x) and f −1 (x ), the r random variables {σ
are independent and lie in a bounded interval [−C, C]. Then using Hoeffdings' inequality, we get that
Next we show that for a compact set M of R d with diameter diam(M), with probability at least 1 −
Since M has diameter diam(M), we can find δ-net that covers M using at most
denote the centers of these balls. Then using (4) and union bounds, for any two centers, such as ∆ 1 and ∆ 2 , with probability at least 1 − 2 exp(log(
For the function u(x, x ) =K (f −1 (x), f −1 (x )) − K (f −1 (x), f −1 (x )), we have the inequality from partial derivative that
where
Therefore, by Markov's inequality,
Then using Eq. (6), with probability at least 1 −
This inequality combined with Eq. (5) enables us to conclude that
with probability at least 1 −
, so the probability has a format of 1 − κ 1 δ 2 − κ 2 δ −2d for δ. By setting δ = 
2
. So the probability is at least
Proof of Theorem 1 for ReLU
We have seen how to control the distance between empirical kernel and the expectation kernel uniformly for C-bounded activation functions, now we present the proof for ReLU activation functions. 
Proof. For the ReLU activation σ K (x) = max(0, x), we use concentration bound for sub-exponential random variable to show the result for fixed points. We define
Since w follows a normal distribution that is symmetric, how we choose axis does not influence the results. Therefore, we choose axis such that σ(f −1 (x)) = e 1 ||σ(f −1 (x))|| 2 and σ(f −1 (x )) = (e 1 cos θ + e 2 sin θ)||σ(f −1 (x ))|| 2 where e 1 and e 2 refer to standard vector for the first and second axis. We denote
(w 2 1 +w 2
2 ) e λC f max(0,w 1 ) max(0,w 1 cos θ+w 2 sin θ) .
We switch (w 1 , w 2 ) by (w 1 ,w 2 ) = (w 1 , w 1 cos θ + w 2 sin θ), then we get that
We switch (w 1 ,w 2 ) by (r,φ) withw 1 =r sinφ andw 2 =r cosφ, then we get that
Through the known mean calculation of half normal distribution that
for any a, we know that
for any a. We use this relation to calculate the integral ofr and we get that
sin θ sin ξ cos ξ − cos θ , which can be verified by calculating the derivative of the right side [7] . Therefore, by setting ξ = π 2 ,
We define γ = arccos(cos θ + λC f sin θ 2 ) for 0 ≤ γ ≤ π under the requirement that
Then we get that
Since 0 ≤ γ, θ ≤ π, now we further assume that
From [7] ,
Therefore, we combine it with Eq. (7) to get that
≥ 0 and it monotonically decreases to zero at θ = π. Then we define ν 2 = c 2 2 log(
for |λ| ≤ b C sin θ 2 . This means that u follows a sub-exponential distribution and now we can use concentration bound to derive that
Therefore, for a small error , we can consider that
The concentration inequality also applied to the average of r independent random variable u i , which are defined for r independent w i . It shows that
Therefore, we obtain the concentration bound for fixed σ(f −1 (x)) and σ(f −1 (x )).
Next, we show the result for a set M. When ||σ(f −1 (x))|| 2 ||σ(f −1 (x ))|| 2 is bounded and the angle between σ(f −1 (x)) and σ(f −1 (x )) lies in (0, π) meaning there is no collinearity, then we have an upper bound ν M for ν depending on that two conditions. Therefore, we similar choose T balls with radius δ to cover M as in the proof for Theorem 1. Let {∆ i } T i=1 denote the centers of these balls. Then using (8) and union bounds, for any two centers, such as ∆ 1 and ∆ 2 , with probability at least 1 − 2 exp log(
Then similarly as in the proof for Theorem 0, for the function
, we have the inequality from partial derivative that
We also have that
Since σ K is ReLU, ||σ K || ∞ ≤ 1, therefore we get that
Again, since w follows a normal distribution that is symmetric, we choose axis to satisfy σ(f −1 (x * )) = e 1 ||σ(f −1 (x * ))|| 2 . Then we do a calculation,
Then using Eq. (10), with probability at least 1 −
This inequality combined with Eq. (9) enables us to conclude that
so the probability has a format of 1 − κ 1 δ 2 − κ 2 δ −2d for δ. By setting δ =
, we have the probability
6.2.2
The relation between random feature [8] and inducing points approximation [22] First, we review the algorithm in [22] based on inducing points and doubly stochastic variational inference.
In the background section, we introduced that a L layer DGP can be represented by
In [22] , they further define an additional set of m inducing points Z = (z 1 , ..., z m ) for each layer 0 ≤ < L.
We use the notation u = f (Z −1 ) for the function values at the inducing points. Since we have d output on layer , we use U ∈ R m×d for the function value matrix at the inducing points. By the definition of GP, the joint density p(F , U ) is a Gaussian distribution given inputs from previous layer. Therefore, we have the
The posterior of {F , U } L =1 is intractable, so the authors in [22] define the variational posterior
with q(U ) = d j=1 q(U .j ) and q(U .j ) ∼ N (m j , S j ). Then they calculate the evidence lower bound of the DGP, which is
Based on the definition of q({F , U } L =1 ), we can simplify ELBO DGP and show that it is equal as
From [22] , after marginalizing the inducing variables from each layer analytically, we can show that
Here,μ
) for sample i with 1 ≤ i ≤ n. In [22] , they point out that based on the format of Eq. (12),
which means that the ith marginal of the final layer of the variational DGP for sample i depends only on the ith marginals of all the other layers.
Proof of Theorem 2
Theorem 2. Using the variational approximation [22] for the posterior of a DGP defined on {K } L =1 with inducing points, we obtain exactly the same variational posterior q({F } L =1 ) and evidence lower bound ELBO as the variational posterior for N (S).
Proof. To show the equivalence of evidence lower bound, we only need to guarantee that q(F i. |m i. , S i, ; F Based on Eq. (12), for q(F .j |m .j , S .j ; F −1 , Z −1 ), the mean and variances arẽ [20, 25] , the square matrix Φ (Z −1 ) is almost surely invertible. Therefore, we treat Φ (Z −1 ) as an invertible matrix in following analysis.
Through simple algebra, we get thatμ
Since Φ (Z −1 ) is invertible, we define
and plug them into Eq. (13) then we get
In our BNN construction for N (S), the variational posterior over V leads to F .j = Φ (F −1 )v j with v j ∼ N (µ j,new , Σ j,new ). Then we have that
That is identical with the results from inducing points method in Eq. (14) . Based on this construction, we also have that
Since the KL divergence is invariant under parameter transformations, we have that
Proof of Theorem 3
For a kernel K belongs to a general class, we can still use a similar technique as in the proof of Theorem 2 to show the equivalence. However, this time we cannot use the random feature matrix
. It turns out that a good replacement for Φ (F −1 ) to approximate the basis of
which we will show shortly. The proof technique for Theorem 3 is similar as the technique for Theorem 2. However, for a general class of K , K (F −1 , F −1 ) can be full rank which is equal to sample size n. Therefore, the difference from the approximation using the rank r
This is the constant offset that does not depend on training which we mention in Theorem 3. For the optimization of ELBO, only the diagonal terms in this offset matrix is used so we can also add this into BNN as a bias term with random weight that we do not train.
Remark. After the optimization of ELBO, one can get the uncertainty estimates from the variational posterior.
is not present, then one can choose V from its variational posterior and the output estimates for every samples directly come from one pass of feedforward neural network. However, when
exists, n passes of feed-forward neural network computation for n samples need to depend on each other to derive the outputs. In [22] , they also permit the prior of DGP to have a non-zero mean function, which can lead to another offset if the prior mean of DGP at each layer is non-zero. Similarly, this offset does not depend on training and can be included into BNN as a bias term with random weights that we do not train.
Another term that is usually discussed in DGP is the noisy corruption. In this result for general kernel K in Thoerem 3, in [22] , the authors show that the noisy corruption can be included into the kernel K. 
Theorem 3. Using the variational approximation [22] for the posterior of a DGP defined on {K } L =1 with inducing points, we can obtain the same variational posterior q({F } L =1 ) and evidence lower bound ELBO as the variational posterior for N (S) (with IP B) except a constant offset that does not depend on training.
Proof. To show the equivalence of evidence lower bound, we only need to guarantee that q(F i. |m i. , S i, ; F Based on Eq. (12), for q(F .j |m .j , S .j ; F −1 , Z −1 ), the mean and variances arẽ
We use r to refer the number of inducing points and we denote the IP B block matrix
as IP (F −1 ), then we notice that
We have discussed the second term inΣ j which is a constant offset that does not depend on training.
Therefore we assume it to be zero in following analysis then we get the exactly same result as our variational posterior approximation for N (S) when IP B is used.
We define
and plug them into Eq. (15) then we get
In our BNN construction for N (S), the variational posterior over V leads to F .j = IP (F −1 )v j with v j ∼ N (µ j,new , Σ j,new ). Then we have that
That is identical with the results from inducing points method in Eq. (16) . Based on this construction, we also have that
Since the KL divergence is invariant under parameter transformations, we have that KL(q(U .j )||p(U .j )) = KL(q(v j )||p(v j ))
Proof of Theorem 4
The post-training ANOVA decomposition is (17) is at most n c k * d 2L−1 , which is also polynomial in p.
Proof. In that case, there exists a trained AddNN f which isf (x) = k * j=1ĝ j (x T * j ) with the same k * and inputs clusters {T * j } k * j=1 . For suchf , without knowing the truth, every possible interaction is a subset of one inputs cluster T * j for some j. Therefore, the number of possible interactions is bounded by hidden layers.
Implementation Details: Our Bayesian Neural Network is a sum of 10 small neural networks and each small network consists of 3 layers. An input feature vector is passed through 10 sub-neural networks followed by addition operation to give a final scalar output. For each sub-neural network, we use 2 to 5 neurons for the first hidden layer and 5 to 20 neurons for the second hidden layer. We train the Bayesian Neural Network with batch size = 100 and 0.01 initial learning rate with exponential decay until the validation error converges. In order to pick sparse interpretable variables, we impose group Lasso for the first layer with respect to each input neuron, which associates with sub neural network. The group Lasso penalty hyper-parameter depends on the sparsity and addition structure. In our experiments, it ranges from 0.001 to 1.0.
AddNN learns the sparse additive structure: To show our Bayesian additive neural network can learn the sparse addition structure of the function and the interaction, we provide one example of learning Friedman function f 1 . We plot the learned matrix of the input layer and the first hidden layer, which can be seen in Fig   3 .
The complete comparison for benchmark datasets: We train a Bayesian additive neural network on benchmark datasets and evaluate each model on all benchmark datasets. Table 4 shows that our proposed model (compact) offers favorable performance comparing with other methods for prediction accuracy. Due to space limitation, we only include the MC dropout baseline in the main body. 
