Abstract. Benchmark studies were carried out on a recently optimized parallel 3D seismic wave propagation code that uses finite differences on a staggered grid with 2 nd order operators in time and 4 th order in space. Three dual-core supercomputer platforms were used to run the parallel program using MPI. Efficiencies of 0.91 and 0.48 with 1024 cores were obtained on HECToR (UK) and KanBalam (Mexico), and 0.66 with 8192 cores on HECToR. The 3D velocity field pattern from a simulation of the 1985 Mexico earthquake (that caused the loss of up to 30000 people and about 7 billion US dollars) which has reasonable agreement with the available observations, shows coherent, well developed surface waves propagating towards Mexico City.
Introduction
Realistic 3D modeling of the propagation of large subduction earthquakes, such as the 1985 Mexico earthquake (Fig. 1 ), poses both a numerical and a computational challenge, particularly because it requires enormous amounts of memory and storage, as well as an intensive use of computing resources. As the recurrence time estimated for this highly destructive type of event in Mexico is only a few decades, there is a seismological, engineering and socio-economical interest in modeling them by using parallel computing [1] .
In this paper, we present the results from benchmark studies performed on a recently optimized parallel 3D wave propagation staggered-grid finite difference code, using the Message Passing Interface (MPI). The code was run on three dual-core platforms, i.e.: KanBalam (KB, Mexico, [2]), HPCx (UK, [3] ) and HECToR (UK, [4] ). Characteristics of the three systems are shown in Table 1 . In section 2, a synthesis of the 3D wave propagation problem and the code are presented; a description of the strategy followed for the data parallelism of the problem and the MPI implementation are discussed in section 3. The benchmark experiment performed on the code and its main conclusions are addressed in section 4 and in section 5, the results obtained for the modeling of the seismic wave propagation of the Mexico 1985 Ms 8.1 subduction earthquake are given. 
3D Wave Propagation Modeling and Its Algorithm
The 3D velocity-stress form of the elastic wave equation, consists of nine coupled, first order partial differential hyperbolic equations for the three particle velocity vector components and the six independent stress tensor components [1, 5] . The finite difference staggered algorithm applied to the mentioned equations is an explicit scheme which is second-order accurate in time and fourth-order accurate in space. Staggered grid storage allows the partial derivatives to be approximated by centered finite differences without doubling the spatial extent of the operators, thus providing more accuracy. The discretization of the 3D spatial grid is such that The Message Passing Interface (MPI) was used to parallelize the 3DFD code [1] . In particular, MPI_Bcast, MPI_Cart_Shift and MPI_SendRecv instructions were used; the first two to communicate the geometry and physical properties of the problem, before starting the wave propagation loop, and the last to update the velocities and stresses calculated at each time step. The nature of the chosen 3DFD staggered scheme precluded the efficient application of overlapping MPI_Cart_Shift, MPI_SendRecv operations with computations.
Parallel I/O from MPI-2 was used in the code to read the earth model data by all processors and to write the velocity seismograms by the processors corresponding to the free surface of the physical domain [1] , which is only a small percentage of the total number of processors. As this type of parallel I/O is machine independent, it fitted the benchmark experiment performed on the three platforms.
Benchmark Experiment
As mentioned above the code was run on three dual-core platforms, i.e.: KanBalam (KB, Mexico, [2]), HPCx (UK, [3] ) and HECToR (UK, [4] ).
The actual size of the problem is 500 x 600 x 124 km (Fig 1) , and its physical properties are also shown in the Fig. We used spatial discretizations hx = hy = hz, of: 1.0, 0.500, 0.250 and 0.125 km (to include thinner surficial geologic layers in the Z direction) and the associated time discretizations were 0.03, 0.02, 0.01 and 0.005 s, respectively (to comply with the Courant-Friedrich-Lewy condition). Therefore, Nx=500, 1000, 2000, 4000; Ny=600, 1200, 2400, 4800 and Nz=124, 248, 496, 992 are, the model size in the X, Y and Z directions, respectively (notice that Nz is about 0.25 of Nx and Ny). The number of time steps, Nt, used for the experiment was 4000.
Speedup, Sp, and efficiency, E, among others, are the most important metrics to characterize the performance of parallel programs. Theoretically, speedup is limited by Amdahl's law [6] , however there are other factors to be taken into account, such as: communications costs, type of decomposition and its resultant load balance, I/O and others [1] . Sp and E, disregarding those factors, can be expressed by:
for a scaled-size problem n (weak scaling), and for a fixed-size problem (strong scaling)
where T 1 is the serial time execution and T m is the parallel time execution on m processors.
If the communications costs and the 3D decomposition are taken into account, the expression for Sp is:
( ) 
ΑΓ
; Α is the number of floating operations in the finite difference scheme (velocity-stress consists of nine coupled variables); Γ is the computation time per flop; R is equal to Nx x Ny x Nz ; ι is the latency and β is the inverse of bandwidth [1] . This scheme requires the communication of two neighbouring planes in the 3D decomposition [1] .
This benchmark study consisted of both scaled-size (weak scaling) and fixed-size (strong scaling) problems. In the former, the number of processors (m) utilized for KB and HECToR varied from 1 -8192 and for the latter, 64 and 128 processors were used on the three platforms. For both type of problems, and whenever it was possible, experiments with one or two cores were performed, for KB, HECToR, and HPCx platforms.
The results of the two studies are synthesized in Table 2 and Fig. 2 . From the results of the weak-scaling problems, it can be concluded that when large amounts of cores (1024 for KB) and (8192 for HECToR), with respect to the total number available in the tested platform, Sp and E decrease considerably, to 492 and 0.48 and 5375 and 0.66, for KB and HECToR, respectively. We think that this behavior is due to the very large number of communications demanded among the processors by the 3DFD algorithm [1] . This observation is more noticeable for the dual-core results, due to, among other factors, the fact that they are competing for the cache memory available and the links to the interconnect, and that this is stressed when thousands of them are used. The opposite behavior of Sp and E is observed when only tens, hundreds (for KB) or up to 1024 cores are used for HECToR, Table 2 , Fig 2. From the results for the strong-scaling problem shown in Table 2 , it can be concluded that for the three platforms, the observed Sp and E are very poor, particularly when the two cores were used,. The "best" results were obtained for HECToR, followed by KB and HPCx. Given that the mentioned observation is valid for the three platforms, we can conclude that the 3DFD code tested is ill suited for strong-scaling problems.
Seismological Results for the 19/09/198Mexico's Ms 8.1 Subduction Earthquake
Herewith we present examples of the type of results that for the 1985 Mexico earthquake (Fig. 1) were obtained on the KB system with the parallel MPI implementation of the 3DFD code. At the top of Fig 3, the 3D low frequency velocity field patterns in the X direction, and the seismograms obtained at observational points, in the so-called near (Caleta) and far fields (Mexico City), of the wave propagation pattern for times equal to 49.2 and 136.8 s. The complexity of the propagation pattern at t = 49.2 s, when the seismic source is still rupturing, is contrasted by the one for t = 136.8 s, in which packages of coherent, well developed surface waves, are propagating towards Mexico City. Finally, at the bottom of Fig. 3 we show the observed and synthetic (for a spatial discretization dh = 0.125 km) low Fig. 3 , that the agreement between the observed and the synthetic velocity seismogram is reasonable both in the time and in the frequency domain. 
Conclusions
Benchmark studies were carried out on a recently optimized seismic wave propa-gation 3D, parallel MPI finite difference code that uses 2 nd order operators in time and 4 th order in space on a staggered grid, 3DFD. Three dual-core supercomputer platforms were used to test the program. Efficiencies of 0.91 and 0.48 with 1024 cores were obtained for the HECToR (UK) and KanBalam (Mexico) machines, respectively, and of 0.66 for 8192 cores for HECToR. In order to improve its performance, probably, Non-blocking MPI communications should be incorporated in a future version of the code. The agreement between the observed and the synthetic velocity seismograms obtained with 3DFD and a dh = 0.125 km [1] , is reasonable, both in time and in frequency domains. The 3D velocity field patterns from a simulation of the 1985 Mexico earthquake (which caused the loss of up to 30,000 people and about 7 billion US dollars), show large amplitude, coherent, well developed surface waves, propagating towards Mexico City.
