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Abstract
We consider the class of groups whose word problem is poly-context-
free; that is, an intersection of finitely many context-free languages.
We show that any group which is virtually a finitely generated
subgroup of a direct product of free groups has poly-context-free word
problem, and conjecture that the converse also holds. We prove our
conjecture for several classes of soluble groups, including metabelian
groups and torsion-free soluble groups, and present progress towards
resolving the conjecture for soluble groups in general.
Some of the techniques introduced for proving languages not to be
poly-context-free may be of independent interest.
1 Introduction
The word problem of a group G with respect to a finite generating set X,
denoted W (G,X), is the set of all words in elements of X and their inverses
which represent the identity element of G. A (formal) language is a set
of words over some finite alphabet, so W (G,X) can be considered as a
language.
The study of word problems of groups as languages has developed slowly
since the beginnings of language theory in the 1950s. In 1971, Anisimov
[1] published a proof that a group has regular word problem if and only
if it is finite. The first really significant development in the area was the
classification of the groups with context-free word problem by Muller and
Schupp in the 1980s [23, 24, 4]: a finitely generated group has context-free
word problem if and only if it is virtually free. Since then, research activity
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in this area has increased, and groups with word problem in various other
language classes, generally somewhat related to the context-free languages,
have been studied, for example in [10, 11, 12, 13, 14, 15, 16, 19, 20, 26].
The general aim is to determine what implications the language type of a
group’s word problem has for the structure of the group and vice versa.
One natural class of languages to consider is the closure of the context-
free languages under intersection. Some research has been done on this
class (see for example [21], [27] and [9]), but it does not appear to have a
consistent name. We call a language k-context-free (henceforth abbreviated
to k-CF) if it is an intersection of finitely many context-free languages, and
poly-context-free (poly-CF) if it is k-CF for some k ∈ N.
This paper is concerned with the class of poly-CF groups. A group is said
to be poly-CF if its word problem is a poly-CF language. The property of
being poly-CF is independent of the choice of finite generating set, and the
class of poly-CF groups is closed under taking finitely generated subgroups,
finite index overgroups, and finite direct products. All but the last of these
properties are typical of classes of groups defined by the language type of
their word problem.
A general classification of these groups appears to be hard. However, we
prove a result (Theorem 5.2) which comes close in the case of soluble groups.
We conjecture that the only poly-CF groups are those obtained from virtu-
ally free groups using the above-mentioned operations; that is, that a group
is poly-CF if and only if it is virtually a finitely generated subgroup of a
direct product of free groups (Conjecture 5.1). This would mean that the
only soluble poly-CF groups are the virtually abelian groups. Theorem 5.2
gives substantial evidence towards this special case of our conjecture.
In [11], the coCF groups (groups whose word problem is the complement
of a context-free language) were studied. Various closure properties of the
coCF groups were determined, most of which carry over easily to poly-CF
groups (see Proposition 2.5 below). Additionally, several classes of groups
were shown not to be coCF , using a method [11, Proposition 14] based on
the correspondence between context-free languages and semilinear sets (see
Section 2.4.1 below). We prove a strengthened version of [11, Proposition 14]
(see Proposition 3.2 below), which enables us to deduce that any group
proved not coCF using [11, Proposition 14] is also not poly-CF . Some
examples of such groups are finitely generated nilpotent or polycyclic groups
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that are not virtually abelian. It was these results that led to the attempt
at a characterisation of the soluble poly-CF groups.
A major open problem for coCF groups is whether they are closed under
taking free products. It was suggested by Derek Holt that closure under free
products might be much easier to determine for poly-CF groups, but so far
this problem also remains open, though we believe that the word problem
of Z2 ∗ Z is not poly-CF . The poly-CF groups are somewhat related to the
coCF groups, in the sense that if our main conjecture is true, then the poly-
CF groups are a subclass of the coCF -groups, as we explain in Section 4,
following Conjecture 4.2.
Our main tools are introduced in Section 2. These are: various closure
properties of the classes of poly-CF languages and poly-CF groups; the
relationship between bounded context-free languages and semilinear sets,
due to Parikh [25] and Ginsburg and Spanier [8]; and a result by the author
and Derek Holt [3], showing that every finitely generated soluble group that
is not virtually abelian has a subgroup isomorphic to one of a small number
of types.
In Section 3, we study the class of poly-CF languages, with a particular
focus on methods for proving languages to be not poly-CF . To this end,
we develop several tools based on the correspondence between context-free
languages and stratified semilinear sets introduced in Section 2.4.1. In Corol-
lary 3.3, we show that a language satisfying certain properties is neither poly-
CF nor coCF , while Theorem 3.12 exhibits sequences of languages L(n,k),
where n, k ∈ N, such that for all n, the language L(n,k) is an intersection of
k but not k − 1 context-free languages. This is an extension of a result by
Liu and Weiner [21].
In Section 4, we present the known examples of poly-CF groups, and conjec-
ture that these are the only ones. We give some evidence for this conjecture
(Conjecture 4.2), in the form of results showing that it holds in the classes
of nilpotent, Baumslag-Solitar and polycyclic groups, and for the groups
G(c) introduced in [3], which are also shown to be not coCF if they are not
virtually abelian.
We conclude with a section applying the results of Section 4 and [3] to
prove the metabelian and torsion-free soluble cases of our conjecture, and
to narrow down the possibilities for which soluble groups could be poly-CF .
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2 Background and notation
2.1 Notation
N,Z and Q denote the natural numbers, integers and rationals respectively.
We denote the natural numbers with zero included by N0.
For r ∈ N and 1 ≤ i ≤ r, the vector in Nr0 with a 1 in the i-th position
and zeroes elsewhere will be denoted by ei. With the exception of these, all
vectors are represented by bold letters. We denote the i-th component of
the vector v by v(i).
For a set X, we denote the Kleene star closure of X, which is the set of
all finite length strings (also called words) of elements of X, by X∗. In the
special case X = {x}, we often denote X∗ by x∗.
2.2 Closure properties of the poly-CF languages
Many closure properties of the classes of k-CF and poly-CF languages can
be deduced from the similar properties for context-free languages; for details
of these, see (for example) [17].
Proposition 2.1. For any k ∈ N, the class of k-CF languages is closed
under inverse homomorphisms, inverse generalised sequential machine map-
pings, union with context-free languages and intersection with regular lan-
guages. The class of poly-CF languages is closed under all these operations,
and also under intersection and union.
Proof. Let L = L1 ∩ . . . ∩ Lk with each Li context-free and let Σ be the
alphabet of L. Let Γ be an alphabet and let φ be a homomorphism from Γ∗
to Σ∗, or a generalised sequential machine mapping with input alphabet Γ
and output alphabet Σ. Then
φ−1(L) = {w ∈ Γ∗ | φ(w) ∈ Li (1 ≤ i ≤ k)}
=
k⋂
i=1
{w ∈ Γ∗ | φ(w) ∈ Li} =
k⋂
i=1
φ−1(Li),
and so, since the class of context-free languages is closed under inverse ho-
momorphisms and inverse generalised sequential machine mappings, φ−1(L)
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is k-CF .
The class of context-free languages is closed under union and under inter-
section with regular languages. Thus if R is regular, then L∩R = L1∩ . . .∩
Lk−1∩(Lk∩R) is k-CF ; and ifM is context-free, then L∪M =
⋂k
i=1(Li∪M)
is k-CF .
The closure of the class of poly-CF languages under intersection is obvious,
since if L1 is k1-CF and L2 is k2-CF , then L1∩L2 is an intersection of k1+k2
context-free languages.
If L = ∩mi=1Li and M = ∩
n
j=1Mj , with each Li and Mj context-free, then
L ∪M =
(
m⋂
i=1
Li
)
∪

 n⋂
j=1
Mj

 = m⋂
i=1
n⋂
j=1
(Li ∪ Lj)
is mn-CF , so the class of poly-CF languages is also closed under union.
The closure of the poly-CF languages under union and intersection was
already observed by Wotschke [27], who also showed, using a theorem of
Liu and Weiner (see Section 3.2 below), that the poly-CF languages are
not closed under complementation and are thus properly contained in the
Boolean closure of the context-free languages [27, Theorem II.4] .
Any recursively enumerable language can be expressed as a homomorphic
image of the intersection of two deterministic context-free languages [5]. Ev-
ery poly-CF languages is context-sensitive, since the context-sensitive lan-
guages are closed under intersection and contain the context-free languages.
Thus the poly-CF languages are not closed under homomorphisms.
2.3 Basic properties of the poly-CF groups
A central result in the theory of word problems of groups as languages is
the following, for which a proof is given in [11]. We denote the complement
of W (G,X) in X∗ by coW (G,X).
Lemma 2.2. [11, Lemma 1] Let C be a class of languages closed under
inverse homomorphisms and let G be a finitely generated group. Then the
following hold.
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(i) W (G,X) ∈ C for some finite generating set X if and only if for every
finite generating set Y , W (G,Y ) ∈ C.
(ii) coW (G,X) ∈ C for some finite generating set X if and only if for
every finite generating set Y , coW (G,Y ) ∈ C.
In this case, we call G a C group if W (G) is in C, and a coC group if coW (G)
is in C, and say that C groups or coC groups are insensitive to choice of
generators.
Lemma 2.3. [11, Lemma 2] Let C be a class of languages closed under in-
verse homomorphisms and intersection with regular sets. Then the classes of
C groups and coC groups are closed under taking finitely generated subgroups.
Lemma 2.4. [11, Lemma 5] Let C be a class of languages closed under union
with regular sets and inverse generalised sequential machine mappings. Then
the classes of C groups and coC groups are closed under passing to finite index
overgroups.
Thus, by Proposition 2.1, we have:
Proposition 2.5. The classes coCF and k-CF groups (for any k ∈ N)
are insensitive to choice of generators and closed under passing to finitely
generated subgroups and passing to finite index overgroups.
2.4 Semilinear sets
A useful tool for proving languages not to be poly-CF is a relationship
between context-free languages and semilinear sets, introduced by Parikh
[25] and then strengthened, in the case of bounded languages, by Ginsburg
and Spanier [8].
A linear set is a subset L of Nr0 for which there exist a constant vector c ∈ N
r
0
and a finite set of periods P = {pi | 1 ≤ i ≤ n} ⊆ N
r
0 such that
L = {c+
n∑
i=1
αipi | αi ∈ N0}.
Note that the set of periods P is not uniquely determined. A semilinear set
is a union of finitely many linear sets.
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Following Ginsburg [6], we will use the notation L(c;p1, . . . ,pn), or L(c;P ),
for a linear set with constant c and set of periods P = {p1, . . . ,pn}. For
C a set of constant vectors, we will denote
⋃
c∈C L(c;P ) by L(C;P ). If
C = {c1, . . . , cm}, we will also write L(c1, . . . , cm;p1, . . . ,pn) for L(C;P ).
If L = L(c;P ), we define LQ to be the set {c+
∑n
i=1 aipi | ai ∈ Q}. This is
a coset in Qn of the Q-subspace spanned by P . We define L0 to be L(0;P ),
that is, the linear set having the same periods as L and constant 0.
A subset P of Nr0 is stratified if it satisfies the following conditions:
(i) each p ∈ P has at most two non-zero components, and
(ii) there do not exist i < j < k < l and non-zero a, b, c, d ∈ N such that
aei + bek and cej + del are both in P .
A linear set is stratified if it can be expressed using a stratified set of periods.
A semilinear set is stratified if it can be expressed as a union of finitely many
stratified linear sets. (We follow Liu and Weiner [21] for this terminology.)
Note that stratified linear and semilinear sets are not generally stratified
sets in the sense of the previous paragraph.
2.4.1 Stratified semilinear sets and bounded poly-CF languages
The commutative image of a language L over {a1, . . . , ar} is the subset of
Nr0 given by mapping each w ∈ L to the tuple (n1, . . . , nr), where ni is
the number of occurrences of ai in w. Parikh’s theorem [25] says that the
commutative image of a context-free language is always a semilinear set.
The converse of Parikh’s theorem does not hold: consider for example the
language {ambncmdn | m,n ∈ N0}.
A language L ⊆ X∗ is bounded if there exist w1, . . . , wn ∈ X
∗ such that
L ⊆ w∗1 . . . w
∗
n, in which case we can define a corresponding subset of N
n
0 :
Φ(L) = {(m1, . . . ,mn) | mi ∈ N0, w
m1
1 . . . w
mn
n ∈ L}.
When w1, . . . , wn are distinct single symbols, this is the same as the com-
mutative image of L. Thus the following result of Ginsburg and Spanier
strengthens Parikh’s theorem in the case of bounded languages.
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Theorem 2.6. [6, Theorem 5.4.2] LetW ⊆ w∗1 . . . w
∗
n, each wi a word. Then
W is context-free if and only if Φ(W ) is a stratified semilinear set.
Ginsburg and Spanier used different notation, which made it more trans-
parent how to get from Φ(W ) back to W . But as we will only require the
‘only if’ direction, we prefer this tidier notation.
Theorem 2.6 is easily extended to the poly-CF languages.
Corollary 2.7. If L is a k-CF language, then for any w1, . . . , wn, the subset
Φ(L ∩ w∗1 . . . w
∗
n) of N
n
0 is an intersection of k stratified semilinear sets.
Proof. Let L = L1∩. . .∩Lk with each Li context-free, and letW = w
∗
1 . . . w
∗
n,
where each wi is a word in the alphabet of L. For 1 ≤ i ≤ k, letMi = Li∩W .
Then L ∩W = L1 ∩ . . . ∩ Lk ∩W =
⋂k
i=1Mi and
Φ(L ∩W ) = {(m1, . . . ,mn) | mi ∈ N0, w
m1
1 . . . w
mn
n ∈ L ∩W}
=
k⋂
i=1
{(m1, . . . ,mn) | mi ∈ N0, w
m1
1 . . . w
mn
n ∈Mi}
=
k⋂
i=1
Φ(Mi)
and each Φ(Mi) is a stratified semilinear set by Theorem 2.6.
Proving that a given semilinear set is not stratified is by no means straight-
forward, since there can be many different ways of expressing a semilinear
set as a union of finitely many linear sets. Ginsburg [6] mentioned that
there was no known decision procedure for determining whether an arbi-
trary semilinear set is stratified, and it appears that this is still an open
problem.
2.4.2 Closure properties of the class of semilinear sets
The class of semilinear sets is obviously closed under union. Thinking ge-
ometrically, one would also expect this class to be closed under the other
Boolean operations. This is indeed true, but much less easy to show.
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The intersection of finitely many linear sets is always a semilinear set of quite
a restricted form. This result can be derived from the proof of Theorem 5.6.1
in [6]. For another proof, obtained independently by the author, see [2,
Proposition 2.3].
Proposition 2.8. If L is the nonempty intersection of linear subsets L1, . . . , Ln
of Nr0, then L is semilinear. Moreover,
L = L(C1, . . . ,Ck;P1, . . . ,Pm),
where Ci ∈ N
r
0, and P1, . . . ,Pm are such that
⋂n
i=1 L
0
i = L(0;P1, . . . ,Pm).
If L1, . . . , Ln all have constant vector zero, then L is linear with constant
vector zero.
Corollary 2.9. [6, Theorem 5.6.1] Let L be an intersection of finitely many
semilinear sets. Then L is a semilinear set.
Proposition 2.10. [7, Theorem 6.2 and Corollary 1] If L and M are semi-
linear subsets of Nr0, then M − L is also a semilinear subset of N
r
0 and
effectively calculable from L and M . In particular, since Nr0 is semilinear, if
L is a semilinear subset of Nr0, then the complement of L in N
r
0 is semilinear.
2.4.3 Dimension of linear sets
If V is a subspace of a vector space W with dim(V ) < dim(W ), then the
dimension of a coset of V in W is defined to be the dimension of V . The
dimension of a linear set L is defined to be the dimension of LQ or, equiva-
lently, the dimension of the vector space over Q spanned by the periods of
L.
We record here a result about the dimension of linear sets which will be
useful later. This is a known result, but the only reference we have for it is
[21], where the proof given is incorrect. A proof is included in the author’s
Ph.D. thesis [2, Proposition 2.10].
Proposition 2.11. A linear set of dimension n+ 1 cannot be expressed as
a union of finitely many linear sets of dimension n or less.
2.5 Subgroups of finitely generated soluble groups
The following theorem is a combination of Theorems 3.3 and 5.2 in [3]. By
Z∞, we mean the free abelian group of countably infinite rank. For the
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definition of a proper Gc-group, see Section 4.3. A group is metabelian if it
has derived length at most 2.
Theorem 2.12. Let G be a finitely generated soluble group which is not
virtually abelian. Then G has a subgroup isomorphic to at least one of the
following.
(i) Z∞;
(ii) a proper Gc-group;
(iii) a finitely generated group H with an infinite normal torsion subgroup
U , such that H/U is either free abelian or a proper Gc-group.
If G is metabelian, then the subgroup H in (iii) can always be taken to be
Cp ≀ Z for some prime p.
Since the class of poly-CF groups is closed under taking finitely generated
subgroups, this gives a very useful approach towards resolving our conjecture
for soluble groups.
3 Poly-CF languages
Recall that a k-CF language is an intersection of k context-free languages,
and a poly-CF language is a language which is k-CF for some k ∈ N. In this
section, we shall primarily be concerned with proving some results which
will assist us in determining that the word problems of certain groups are
not poly-CF .
3.1 A criterion for a language to be neither poly-CF nor
coCF
In [11, Proposition 14], a technique was developed for proving a subset of Nr0
not to be the complement of a semilinear set. This was used in combination
with Parikh’s theorem to prove various classes of groups not to be coCF . The
proof is fairly long and technical. The authors were presumably unaware
of the fact that the complement of a semilinear set is semilinear. This fact
allows us to give a much simpler proof of their result, and to strengthen it.
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If a and b are vectors in Nr0 and N
s
0 respectively, then we denote by (a;b) the
vector in Nr+s0 which consists of all the components of a in order, followed
by those of b in order. When talking about vectors in Nr+s0 , if we write
(a;b), then it is understood that a ∈ Nr0 and b ∈ N
s
0. For a ∈ N
r
0, we define
σ(a) =
∑r
i=1 a(i).
We use the following lemma, extracted from the proof of Proposition 11
in [11]. We call a vector v ∈ Nr+s0 simple if its first r components are all
zero, and complex otherwise. The proof is quoted from [11] with only minor
modifications.
Lemma 3.1. Let L = L1 ∪ . . . ∪ Ln, with each Li a linear subset of N
r+s
0 .
Then there exists a constant C ∈ N such that if (a;b) ∈ L can be expressed
using only complex periods, then b(j) < Cσ(a) for all 1 ≤ j ≤ s.
Proof. Fix some i ∈ {1, . . . , n} and let Li = L(ci;Pi). If (p;q) ∈ Pi is a
complex period, then σ(p) 6= 0, so there exists t such that q(j) < tσ(p) for
1 ≤ j ≤ s. Since Pi is finite, we can choose the same t for all (p;q) ∈ Pi.
If, for k = 1, 2, (ak;bk) ∈ N
r+s
0 satisfy bk(j) < tσ(ak), then (b1 + b2)(j) <
tσ(a1 + a2). Thus there is a constant q ∈ N0, which can be taken to be
max{ci(j) | 1 ≤ j ≤ r}, such that if (a;b) ∈ Li can be expressed using only
complex periods, then b(j) < tσ(a) + q for all 1 ≤ j ≤ s.
Now let C ∈ N be twice the maximum of all of the constants t, q that arise
for all Li. Then, for any (a;b) ∈ L which can be expressed using only
complex periods, b(j) < Cσ(a) for all 1 ≤ j ≤ s.
Proposition 3.2. Let L ⊆ Nr+s0 for some r, s ∈ N. Let f : N→ N be an un-
bounded function and suppose that, for every k ∈ N, there exists a ∈ Nr0 \ {0}
such that the following hold:
(i) There exists b ∈ Ns0 such that (a;b) ∈ L.
(ii) If (a;b) ∈ L then b(j) ≥ kσ(a) for some 1 ≤ j ≤ s.
(iii) If (a;b), (a;b′) ∈ L with b 6= b′, then |b(l) − b′(l)| ≥ f(k) for some
1 ≤ l ≤ s.
Then L is not a semilinear set.
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Proof. Let L be as in the statement of the proposition and suppose that
L =
⋃n
i=1 Li, where each Li = L(ci;Pi) is a linear subset of N
r+s
0 . By
Lemma 3.1, there exists a constant C ∈ N such that if (a;b) ∈ L can be
expressed using only complex periods in some Li, then b(j) < Cσ(a) for all
1 ≤ j ≤ s.
Choose k > C, and suppose a satisfies the hypotheses of the proposition
with respect to k. If (a;b) ∈ L, then (a;b) cannot be expressed using only
complex periods, so some Pi must contain a simple period (0;v) with v
non-zero. But then (a;b+ v) ∈ Li ⊆ L and so, for some 1 ≤ l ≤ s,
|v(l)| = |(b+ v)(l) − b(l)| ≥ f(k).
So for all k > C, there is a non-zero simple period vk in ∪
n
i=1Pi, with some
component of vk being at least f(k). But since ∪
n
i=1Pi is finite and f(k) is
unbounded, this is impossible. Thus L is not a semilinear set.
In [11, Proposition 14], instead of our condition (i), it is required that there
is a unique b ∈ Nr0 such that (a;b) ∈ L (and thus there is no condition (iii)
or mention of the unbounded function f); instead of our condition (ii), it is
required that b(j) ≥ kσ(a) for every 1 ≤ j ≤ s. The conclusion is that L is
not the complement of a semilinear set.
Our hypothesis is considerably weaker, and the conclusion is equally strong,
since the complement of a semilinear set is semilinear.
For v = (n1, . . . , nr) ∈ N
r
0 and τ a permutation of {1, . . . , r}, we define
τ(v) = (nτ(1), nτ(2), . . . , nτ(r)).
We extend this to a subset L of Nr0 by defining τ(L) = {τ(v) | v ∈ L}. If L =
L(c;p1, . . . ,pk), then τ(L) = (τ(c); τ(p1), . . . , τ(pk)), so the property of
being a linear set, or indeed an intersection of k semilinear sets, is preserved
by τ .
We shall make significant use of the following corollary to Proposition 3.2
in Section 4.
Corollary 3.3. Let L ⊆ w∗1 . . . w
∗
k be a bounded language over an alphabet X
with wi ∈ X
∗, and let τ be a permutation of {1, . . . , k}. If τ (Φ (L)) satisfies
the hypothesis of Proposition 3.2, then L is neither coCF nor poly-CF .
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Proof. Since τ preserves semilinearity, this follows immediately from Propo-
sition 3.2, Theorem 2.6 and Corollary 2.7 and the fact that the class of
semilinear sets is closed under intersection (Corollary 2.9) and complemen-
tation (Proposition 2.10).
3.2 The languages L(k)
A (k − 1)-CF language is clearly also n-CF for all n ≥ k. In [21], Liu and
Weiner showed that the class of k-CF languages properly contains the class
of (k − 1)-CF languages, thus exhibiting an infinite heirarchy of languages
in between the context-free and context-sensitive languages. (They call a
k-CF language a ‘k-intersection language’.) Note that this implies that the
k-CF languages are not closed under intersection or even under intersection
with context-free languages.
There are some problems with Liu and Weiner’s proof, particularly in the
proof of their Theorem 10. In this section, we provide a more detailed proof.
In Section 3.3, we extend Liu and Weiner’s result, but the proof of the special
case is provided first, as it will probably aid the reader’s understanding of
the more general case.
Following Liu and Weiner, we define a sequence of languages L(k) and cor-
responding subsets S(k) of N2k0 . For k ∈ N, let a1, . . . , a2k be 2k distinct
symbols, and define the language
L(k) = {an11 . . . a
nk
k a
n1
n+1 . . . a
nk
2k | ni ∈ N0}.
Define S(k) to be Φ
(
L(k)
)
. That is,
S(k) = {v ∈ N
(2k)
0 | v(i) = v(k + i) (1 ≤ i ≤ k)}.
The following lemma gives a condition which implies a linear set is not
an intersection of k − 1 stratified semilinear sets. The proof is assembled
primarily from the proof of [21, Lemma 4], but the result is stated differently
here, because in this form it will also be useful in proving our generalisation
of Liu and Weiner’s result.
Lemma 3.4. Let S = L(0;P ) be a k-dimensional linear subset of Nr0 such
that P is linearly independent over Q. Suppose that any subset of S which
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can be expressed as an intersection of k−1 stratified linear sets with constant
vector zero has dimension at most k − 1. Then S is not an intersection of
k − 1 stratified semilinear sets.
Proof. If S is an intersection of k − 1 stratified semilinear sets, then S is a
finite union of intersections of k − 1 stratified linear sets.
Let L =
⋂k−1
i=1 Li be a subset of S with each Li a stratified linear set. Let
M =
⋂k−1
i=1 L
0
i and write M = L(0;p1, . . . ,pm). By Proposition 2.8, there
exists a finite subset C of Nr0 such that
L =
⋃
ci∈C
L(ci;p1, . . . ,pm).
For any c,p ∈ Nr0 such that c+ np ∈ L for all n ∈ N0, we have p ∈ L, since
P is linearly independent over Q. ThusM ⊆ S, since L(c1;p1, . . . ,pm) ⊆ S.
Since M ⊆ S is an intersection of k − 1 stratified linear sets with constant
zero, M has dimension at most k − 1 by the hypothesis of the lemma.
Each L(ci;p1, . . . ,pm) is a coset of M and thus has the same dimension
as M . Thus L is a union of finitely many linear sets of dimension at most
k − 1. This implies that S itself is a union of finitely many linear sets of
dimension at most k− 1, but by Proposition 2.11, this cannot happen since
dim(S) = k.
3.2.1 The new part of the proof
This subsection contains a new proof of the result which is Theorem 10 in
[21], namely that S(k) satisfies the hypothesis of Lemma 3.4. We break most
of it up into three lemmas, which then come together to give a relatively
simple proof of the proposition itself (which here is Proposition 3.8).
Lemma 3.5. Let S = L1 ∩ . . . ∩ Lk, where each Li is a linear subset of
Nr0 with constant vector zero and periods Pi = {pi1, . . . ,pimi}. For each
1 ≤ i ≤ k, let Li = L
Q
i . If dim(S) < dim(L1 ∩ . . . ∩ Lk), then there exist
1 ≤ i ≤ k, 1 ≤ j ≤ mi, such that removing pij from Pi does not change the
set S.
Proof. Suppose that dim(S) < dim(L1∩. . .∩Lk) and that, for all i, removing
any pij from Pi changes the set S. Then, for all i, j, there must exist some
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vij = α
j
i1pi1 + . . .+ α
j
imi
pimi ∈ S with α
j
ij ≥ 1.
Let {q1, . . . ,qs} be a basis for L1∩. . .∩Lk. Since q1, . . . ,qs ∈ Li for all i, we
can write ql =
∑mi
j=1 β
l
ijpij, where β
l
ij ∈ Q. Now for 1 ≤ i ≤ k, 1 ≤ j ≤ mi,
let cij = min{β
l
ij | 1 ≤ l ≤ s}, and let
Λi = {j | 1 ≤ j ≤ mi, cij < 0}.
Then, if wi :=
∑
j∈Λi
−cijvij, we have wi ∈ S, since vij ∈ S and −cij ∈ N
for all j ∈ Λi. Each wi can thus be expressed in Li as
∑mi
j=1 γijpij , where
γij =
∑
j′∈Λi
−cij′α
j′
ij . Since wi is in S, it also has an expression
wi =
mi′∑
j=1
γii′jpi′j,
for each i′ 6= i in {1, . . . , k}, where γii′j ∈ N0. For convenience, let γ
i
ij = γij .
Let w =
∑k
i=1wi. Then w ∈ S and, for each i, we can write
w =
k∑
i′=1
mi∑
j=1
γi
′
ijpij.
For all j ∈ Λi, the coefficient of pij in this expression for w is
k∑
i′=1
γi
′
ij ≥ γ
i
ij =
∑
j′∈Λi
−cij′α
j′
ij ≥ −cijα
j
ij ≥ −cij ,
since αjij ≥ 1. Thus we have shown that for each i, we can express w in the
form
∑mi
j=1 aijpij, where aij ≥ −cij for all j ∈ Λi.
For any ql in the basis for L1 ∩ . . . ∩ Lk, and any 1 ≤ i ≤ k, we have
w + ql =
mi∑
j=1
(aij + β
l
ij)pij ∈ Li,
since aij + β
l
ij ≥ aij + cij ≥ 0 for all j ∈ Λi, and cij ≥ 0 for j /∈ Λi. Thus
w + ql ∈ S for all 1 ≤ l ≤ s. Let M = {w,w + q1, . . . ,w + qs} ⊂ S. Then
q1, . . . ,qs are in the subspace of Q
r generated by M , which is contained
in SQ. Since {q1, . . . ,qs} is a basis for L1 ∩ . . . ∩ Lk, it is a linearly inde-
pendent set over Q. Thus SQ has at least s linearly dependent elements,
contradicting dim(S) = dim(SQ) < dim(L1 ∩ . . . ∩ Lk) = s.
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For a stratified linear set L ⊆ Nr0, let ρL be the symmetric relation on
{1, . . . , r} given by mρLn if there exist non-zero α, β with αem + βen ∈ P .
Define ∼L to be the reflexive and transitive closure of ρL. This gives a
partition ΠL of {1, . . . , r} into equivalence classes under ∼L. Note that
since L is stratified, if m1 < n1 < m2 < n2, then at most one of m1ρLm2
and n1ρLn2 is true. A similar property applies to ∼L:
Lemma 3.6. Let L ⊆ Nr0 be a stratified linear set with constant vector zero.
Then if m1, n1,m2, n2 ∈ {1, . . . , r} with m1 < n1 < m2 < n2 and m1 6∼L n1,
m2 6∼L n2, then m1 ∼L m2 and n1 ∼L n2 cannot both occur.
Proof. Supposem1 ∼L m2 and n1 ∼L n2. Then there exist i1, . . . , is, j1, . . . , jt
in {1, . . . , r} such that
m1 = i1ρLi2ρL . . . ρLis = m2 and n1 = j1ρLj2ρL . . . ρLjt = n2.
Let Λ ∈ ΠL such that m1,m2 ∈ Λ. Then since m1 < n1 < m2 < n2 and
n1, n2 /∈ Λ, there must exist k such that either m1 < jk < m2 < jk+1, or
jk+1 < m1 < jk < m2. Since jkρLjk+1, this forces il to lie between jk and
jk+1 for all 1 ≤ l ≤ s. But either m1(= i1) or m2(= is) does not lie between
jk and jk+1, thus we have a contradiction.
The following result gives a relationship between ΠL and the orthogonal
complement of LQ.
Lemma 3.7. Let L ⊆ Nr0 be a stratified linear set, with ΠL = {Λ1, . . . ,Λt},
and let L = LQ. Then L⊥ has a basis of the form {xi =
∑
j∈Λi
γjej | i ∈M},
where M ⊆ {1, . . . , t}. In particular, dim(L⊥) = |M | ≤ t.
Proof. Let M be the set of all i ∈ {1, . . . , t} such that x(j) 6= 0 for some
x ∈ L⊥ and j ∈ Λi. For each i ∈ M , fix some non-zero x
(i) ∈ L⊥ with
x(i)(j) 6= 0 for some j ∈ Λi. We can write x
(i) =
∑r
j=1 γijej =
∑t
s=1 x
(i)
s ,
where x
(i)
s =
∑
j∈Λs
γijej , since {1, . . . , r} is the disjoint union of Λ1, . . . ,Λt.
For i ∈ M , let xi = x
(i)
i . Then {xi | i ∈ M} is a linearly independent set,
since xi 6= 0 by the choice of x
(i), and xi(j) = 0 for all j /∈ Λi.
Let P be the set of periods of L, and for 1 ≤ i ≤ t, let
Pi = {αmem + αnen ∈ P | m,n ∈ Λi},
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where one of αm or αn may be zero. Then {P1, . . . , Pt} is a partition of P .
Now if p ∈ Pi, then p · x
(i)
i′ = 0 for all i
′ 6= i, since x
(i)
i′ (j) = 0 for all j ∈ Λi.
Thus p · x(i) = p · (x
(i)
1 + . . . + x
(i)
t ) = p · x
(i)
i = p · xi. But x
(i) ∈ L⊥, so
p · xi = 0. Since also p · xi = 0 for all p ∈ Pi′ with i
′ 6= i, we have xi ∈ L
⊥,
for all i ∈M .
It remains to show that {xi | i ∈M} spans L
⊥. Recall that xi =
∑
j∈Λi
γijej .
First we show that γij 6= 0 for all i ∈M , j ∈ Λi. For i ∈M , certainly γim 6= 0
for some m ∈ Λi, since xi 6= 0. For any n ∈ Λi there exist m1, . . . ,ml ∈ Λi
such that m = m1ρLm2ρL . . . ρLml = n, which implies the existence of peri-
ods αm1em1 +αm2em2 , . . . , αml−1eml−1 +αmleml ∈ Pi with non-zero αmj for
all 1 ≤ j ≤ l. Now
xi · (αmjemj + αmj+1emj+1) = γimjαmj + γimj+1αmj+1 = 0
for all 1 ≤ j ≤ l − 1, since xi ∈ L
⊥. Thus γimj+1 = −γimj
αimj
αimj+1
and so by
induction γin = γiml 6= 0, since γim = γi1 6= 0. Moreover, for all n ∈ Λi,
the coefficient γin is uniquely determined by γim. (If two different paths
between m and n gave different values for γin, then our non-zero xi ∈ L
⊥
could not exist.)
Finally, let y ∈ L⊥ and write y =
∑r
j=1 cjej =
∑t
i=1 yi, where yi =∑
j∈Λi
cjej . If yi 6= 0, then choose j ∈ Λi with cj 6= 0. Since γij 6= 0,
we can write cj = qγij , where q ∈ Q. By exactly the same argument as
we used for xi, we can conclude that p · yi = 0 for all p ∈ P . Now for
any αjej + αj′ej′ ∈ Pi, we have yi · (αjej + αj′ej′) = cjαj + cj′αj′ , thus
cj′ = −cj
αj
αj′
. But also γij′ = −γij
αj
αj′
. Thus cj′ = −qγij
αj
αj′
= qγij′ , and we
can extend this to show that cn = qγin for all n ∈ Λi, thus yi = qxi. Since
this applies to all i ∈ M with yi 6= 0, we can conclude that y is a linear
combination of the elements of {xi | i ∈M}, and thus this set spans L
⊥.
We are now ready to prove Theorem 10 of [21].
Proposition 3.8. For 1 ≤ i ≤ k − 1, let Li be a stratified linear set with
constant vector zero, and let L1 ∩ . . .∩Lk−1 = S ⊆ S
(k). Then S is a linear
set of dimension at most k − 1.
Proof. S is a linear set with constant vector zero by Proposition 2.8. Let
Li = L
Q for all 1 ≤ i ≤ k − 1, and let S = L1 ∩ . . . ∩ Lk−1. By Lemma 3.5,
we can assume that dim(S) = dim(S). Since S ⊆ S, this implies that any
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maximal linearly independent subset of the periods of S is a basis for S.
Thus, since v(i) = v(k + i) for all v ∈ S, we also have v(i) = v(k + i) for
all v ∈ S. For all 1 ≤ i ≤ k, we have ei − ek+i ∈ S
⊥, since v · (ei − ek+i) =
v(i) − v(k + i) = 0 for all v ∈ S.
Assume {ei − ek+i | 1 ≤ i ≤ k} spans S
⊥, since otherwise dim(S⊥) ≥ k + 1
and thus dim(S) ≤ 2k − (k + 1) = k − 1.
If L⊥i 6= {0}, let ΠLi = {Λ1, . . . ,Λt}. Then, by Lemma 3.7, L
⊥
i has a basis
of the form {xs | s ∈ M}, where M ⊆ {1, . . . , t} and xs =
∑
j∈Λs
γjej . If
s ∈M , then since xs ∈ L
⊥
i ⊆ L
⊥, we can write
xs =
∑
j∈Γs
γj(ej − ek+j),
where Γs = Λs ∩ {1, . . . , k}. Certainly some γj must be non-zero, implying
j, (k + j) ∈ Λs. Thus if s, s
′ ∈M , then we would have some j, (k + j) ∈ Λs,
l, (k+l) ∈ Λs′ . But either j < l < (k+j) < (k+l) or l < j < (k+l) < (k+j),
thus this would contradict Lemma 3.6. Therefore at most one s ∈ M , and
so dim(L⊥i ) ≤ 1. This holds for all 1 ≤ i ≤ k − 1.
But if each L⊥i is at most one dimensional, then since S
⊥ = L⊥1 + . . .+L
⊥
k−1,
dim(S⊥) cannot exceed k− 1, contradicting the fact that ej − ek+j ∈ S
⊥ for
all 1 ≤ j ≤ k. Thus our assumption that {ej − ek+j | 1 ≤ j ≤ k} spans S
⊥
was false, and so in fact dim(S) ≤ k − 1.
3.2.2 The rest of the proof
Theorem 3.9. [21, Theorem 8] The language L(k) is k-CF , but not (k−1)-
CF . Thus, for all k ≥ 2, the class of k-CF languages properly contains the
class of (k − 1)-CF languages.
Proof. By Corollary 2.7, it suffices to show that S(k) is an intersection of k
but not k − 1 stratified semilinear sets. For 1 ≤ i ≤ k, define
Si = span {ei + ek+i, ej | 1 ≤ j ≤ 2k, j /∈ {i, k + i}} .
Then each Si is a stratified linear set and S
(k) =
⋂k
i=1 Si. Also, S
(k) has
constant vector zero and dimension k, since {ei + ek+i | 1 ≤ i ≤ k} is a
linearly independent subset which spans S(k). Hence, by Proposition 3.8,
18
S(k) satisfies the hypothesis of Lemma 3.4, so cannot be expressed as an
intersection of k − 1 stratified semilinear sets.
3.3 The languages L(n,k)
We can extend Theorem 3.9 to a larger, but very similar, class of languages.
The extended result will be used to prove that certain groups, for example
the restricted standard wreath products Cp ≀ Z (for any p > 1), are not
poly-CF .
For each n, k ∈ N, let a1, a2, . . . , a2nk be 2nk distinct symbols and define
L(n,k) = {am11 a
m2
2 . . . a
m2nk
2nk | mi ∈ N0,mi = mnk+i (1 ≤ i ≤ nk),
mnj+1 = mnj+l (0 ≤ j ≤ k − 1, 2 ≤ l ≤ n)}.
For example, L(2,2) = {am1 a
m
2 a
n
3a
n
4a
m
5 a
m
6 a
n
7a
n
8 | m,n ∈ N0}. Define S
(n,k) to
be Φ
(
L(n,k)
)
. Then
S(n,k) = {v ∈ N2nk0 | v(i) = v(i + nk) (1 ≤ i ≤ nk),
v(nj + 1) = v (nj + l) (0 ≤ j ≤ k − 1, 2 ≤ l ≤ n)}.
These sets are like S(k), except with each entry being repeated n times.
Thus S(1,k) is just S(k). For any n ∈ N, the set S(n,k) has dimension k, so it
is not surprising that the following result does not depend on n.
Proposition 3.10. For 1 ≤ i ≤ k − 1, let Li be a stratified linear set with
constant vector zero, and let L1 ∩ . . . ∩ Lk−1 = S ⊆ S
(n,k). Then S is a
linear set of dimension at most k − 1.
Proof. The proof follows the idea of the proof of Proposition 3.8, but is a
good deal more complicated.
S is a linear set with constant vector zero by Proposition 2.8. Let Li = L
Q
i
for 1 ≤ i ≤ k − 1, and let S = L1 ∩ . . . ∩ Lk−1. By Lemma 3.5, we can
assume that dim(S) = dim(S). Since S ⊆ S, this implies that any maximal
linearly independent subset of the periods of S is a basis for S.
Thus since v(i) = v(nk+i) for all v ∈ S, we also have v(i) = v(nk+i) for all
v ∈ S, 1 ≤ i ≤ nk. Moreover, for all v ∈ S we have v(nj+ l) = v(nj+ l+1)
for all 0 ≤ j ≤ k − 1, 1 ≤ l ≤ n− 1.
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For all 1 ≤ i ≤ nk, we have ei − enk+i ∈ S
⊥, since, for all v ∈ S,
v · (ei − enk+i) = v(i) − v(nk + i) = 0.
Similarly, enj+l−enj+l+1 ∈ S
⊥ for all 0 ≤ j ≤ k−1 and 1 ≤ l ≤ n−1. Thus
we know of nk+ (n− 1)k = (2n− 1)k linearly independent elements of S⊥.
Assume that these (2n − 1)k elements form a basis of S⊥, since otherwise
dim(S) = dim(S) < 2nk − (2n − 1)k = k,
as we require. We will now derive a contradiction, using the fact that S⊥ =
L⊥1 + . . .+ L
⊥
k−1.
For 0 ≤ j ≤ k − 1 and ǫ ∈ {0, 1}, define
∆ǫj = {n(ǫk + j) + l | 1 ≤ l ≤ n}
and ∆j = ∆
0
j ∪ ∆
1
j . Let Sj be the image of the projection of S
⊥ onto the
coordinates in ∆j. Since every vector in the basis of S
⊥ above is contained
in some Sj , and the ∆j are disjoint, S
⊥ is the direct sum of S0, . . . ,Sk−1.
Call x ∈ S⊥ a j-bridge if there exist l ∈ ∆0j and l
′ ∈ ∆1j such that x(l)
and x(l′) are both non-zero. By extension, for Γ ⊆ {0, . . . , k − 1}, call x a
Γ-bridge if x is a j-bridge for all j ∈ Γ.
For 0 ≤ j ≤ k − 1, let Ωj be the 2(n − 1)-dimensional subspace of S
⊥
j
generated by
{en(ǫk+j)+l − en(ǫk+j)+l+1 | ǫ ∈ {0, 1}, 1 ≤ l ≤ n− 1}
and let Ω = Ω0 + . . . +Ωk−1.
Suppose that x is not a j-bridge for any j. We will show that x must be in
Ω. Write x =
∑k−1
j=0 yj, where yj ∈ Sj . Then no yj is a j-bridge. For any
j ∈ {0, . . . , k − 1}, the non-zero coordinates of yj are either all in ∆
0
j or all
in ∆1j , since yj is in Sj and is not a j-bridge. For any v ∈ S
⊥, the sum of the
entries of v is zero, as can be seen by considering the basis vectors of S⊥.
Thus the subspace of S⊥ consisting of vectors whose non-zero coordinates
all lie in ∆ǫj is spanned by {en(ǫk+j)+l − en(ǫk+j)+l+1 | 1 ≤ l ≤ n− 1} ⊆ Ωj,
for ǫ ∈ {0, 1}. Hence yj ∈ Ωj, and since this applies for all 0 ≤ j ≤ k − 1,
we conclude that x =
∑k−1
j=0 yj ∈ Ω.
20
If L⊥i 6= {0}, let ΠLi = {Λ1, . . . ,Λt}. Then by Lemma 3.7, L
⊥
i has a basis of
the form Bi = {xs | s ∈ M}, where M ⊆ {1, . . . , t} and xs =
∑
j∈Λs
γsjej .
Note that if xs is a j-bridge and s
′ 6= s, j′ 6= j, then xs′ cannot be a j
′-
bridge, since this would imply the existence of l1, l2, l
′
1, l
′
2 ∈ {1, . . . , n} such
that
nj + l1, n(k + j) + l2 ∈ Λs, nj
′ + l′1, n(k + j
′) + l′2 ∈ Λs′ ,
contradicting Lemma 3.6.
If Bi contains no Γ-bridges for any non-empty Γ, then every xs ∈ Bi is in Ω,
hence L⊥i ⊆ Ω. If the largest Γ such that xs is a Γ-bridge is a singleton {j},
then Bi may possibly contain other j-bridges; but, as already observed, Bi
contains no j′-bridges for j′ 6= j. If Γ has at least two elements and xs is a
Γ-bridge, then Bi contains no other Γ
′-bridges, even for Γ′ = Γ, since this
would again imply a situation contradicting Lemma 3.6.
Thus there is at most one Γ ⊆ {0, . . . , k − 1} such that Bi contains one or
more Γ-bridges. If such Γ exists, call it Γi.
For each i, we have L⊥i =Mi+Ni, whereMi is the subspace generated by
the Γi-bridge(s) and Ni is the subspace generated by the remaining elements
of Bi.
Now consider
S⊥ = L⊥1 + . . .+ L
⊥
k−1 =M1 + . . . +Mk−1 +N1 + . . .+Nk−1.
Since the Ni are generated by elements which are not Γ-bridges for any non-
empty Γ, they are all subspaces of Ω. Thus S⊥ ⊆M1 + . . .+Mk−1 +Ω.
If Γi contains at least two elements, then Bi has a single Γi-bridge, so Mi
has dimension one. If Γi = {j}, then even though Mi can have dimension
up to n, Ωj + Mi has to be contained in Sj, so can have dimension at
most 2n − 1, which is one more than the dimension of Ωj. Thus each Mi
contributes at most one extra dimension to the set Ω +M1 + . . . +Mk−1,
and so
dim(S⊥) ≤ dim(Ω +M1 + . . . +Mk−1)
≤ 2k(n − 1) + k − 1 = (2n− 1)k − 1,
giving a contradiction. Thus our assumption that S⊥ was spanned by
(2n − 1)k elements is incorrect, and so
dim(S) = dim(S) ≤ 2nk − ((2n − 1)k + 1) = k − 1.
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Corollary 3.11. A k-dimensional linear subset of S(n,k) cannot be expressed
as an intersection of k − 1 stratified semilinear sets.
Proof. Suppose L ⊆ S(n,k) is k-dimensional and can be expressed as an
intersection of k − 1 stratified semilinear sets. Then we can write L =
S1 ∪ . . . ∪ Sl, where each Si is an intersection of k − 1 stratified linear sets.
By Proposition 2.8, there exist finite subsets Ci and Pi of N
2nk
0 such that
Si = L(Ci;Pi) for 1 ≤ i ≤ l. By Proposition 2.11, there must exist 1 ≤ i ≤ l
and c ∈ Ci such that L(c;Pi) has dimension k, and hence L(0;Pi) has
dimension k. Writing Si = ∩
k−1
i=1Ni, where each Ni is a stratified linear
set, from Proposition 2.8 we have L(0;Pi) = ∩
k−1
i=1N
0
i . But L(0;Pi) is a
k-dimensional linear subset of S(n,k) with constant zero, while each N0i is a
stratified linear set, contradicting Proposition 3.10.
Theorem 3.12. For any k, n ∈ N, the set S(n,k) is not an intersection of
k−1 stratified semilinear sets, and so the language L(n,k) is not (k−1)-CF .
Proof. Recall from the proof of Proposition 3.10 the notation
∆j = {nj + l | 1 ≤ l ≤ n} ∪ {n(k + j) + l | 1 ≤ l ≤ n}.
For 0 ≤ j ≤ k−1, let uj =
∑
i∈∆j
ei. Then {uj | 0 ≤ j ≤ k−1} is a linearly
independent set which spans S(n,k), so S(n,k) is k-dimensional. Since S(n,k)
has constant vector zero, it follows from Lemma 3.4 and Proposition 3.10
that S(n,k) cannot be an intersection of k − 1 stratified semilinear sets and
thus L(n,k) cannot be a (k − 1)-CF language.
4 Poly-CF groups
We begin with a simple observation, followed by our main conjecture.
Observation 4.1. The class of poly-CF groups is closed under taking finite
direct products. The direct product of a k1-CF group and a k2-CF group is
(k1 + k2)-CF .
Proof. It suffices to show that the direct product of two poly-CF groups
is poly-CF . Let Gi be a ki-CF group for i = 1, 2. Let Ai1, . . . , Aiki be
pushdown automata with input alphabetXi such that a word is inW (Gi,Xi)
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if and only if it is accepted by all Aij . We may assume that X1 and X2 are
disjoint. Now modify the automata Aij so that their input alphabet is
X = X1 ∪ X2, but each A1j ignores the symbols in X2 and A2j ignores
the symbols in X1. Let h1 : X → X1 be the homomorphism sending every
symbol in X2 to the empty word, and define h2 similarly. Then a word w
in (X ∪X−1)∗ is accepted by all of the modified automata Aij if and only
if hi(w) ∈ W (Gi,Xi) for i = 1, 2. Thus the intersection of the languages
accepted by all the Aij is precisely W (G1 × G2,X), and hence G1 × G2 is
(k1 + k2)-CF .
Since finitely generated free groups are context-free, this implies that a di-
rect product of k finitely generated free groups is k-CF . Since the k-CF
groups are closed under taking finite index overgroups and finitely gener-
ated subgroups, any finitely generated subgroup of a direct product of k
free groups, and any finite index overgroup of such a group, is k-CF . These
are the only known k-CF groups, and we conjecture that they are the only
ones.
Conjecture 4.2. Let G be a finitely generated group. Then G is poly-CF
if and only if G is virtually a finitely generated subgroup of a direct product
of free groups.
This would generalise both Muller and Schupp’s result on context-free groups
[23, 24, 4] and the theorem of Holt, Owens and Thomas [15], which says that
the word problem of a finitely generated group is an intersection of finitely
many one-counter languages if and only if the group is virtually abelian. A
one-counter language is a language recognised by a pushdown automaton
with only one stack symbol.
Note that the truth of Conjecture 4.2 would imply that if G is poly-CF ,
then W (G) is an intersection of finitely many deterministic context-free lan-
guages, and hence coW (G) is context-free, since the deterministic context-
free languages are closed under complementation and the context-free lan-
guages are closed under union.
The rest of this section is devoted to proving certain classes of groups to be
not poly-CF .
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4.1 Some groups which are not poly-CF
Holt, Rees, Ro¨ver and Thomas proved that a finitely generated nilpotent
group or polycyclic group is coCF if and only if it is virtually abelian [11,
Theorems 12 and 16], and that the Baumslag-Solitar group BS(m,n) is not
coCF if m 6= ±n [11, Theorem 13]. These theorems are all proved using
[11, Proposition 14], which, as we have mentioned, has a strictly weaker
hypothesis than Proposition 3.2; so, with no further effort, we can obtain
analogous results for poly-CF groups, using Corollary 3.3.
Proposition 4.3. Let G be a polycyclic group or a finitely generated nilpo-
tent group. Then G is poly-CF if and only if it is virtually abelian.
Proof. If G is not virtually abelian, then the proofs of Theorems 12 (for G
nilpotent) and 16 (for G polycylic) in [11] show that there exists a regu-
lar language R such that φ (W (G) ∩R) satisfies the hypothesis of Proposi-
tion 3.2, and hence G is neither coCF nor poly-CF by Corollary 3.3.
The result for nilpotent groups was actually already obtained by Holt, Owens
and Thomas in [15], using what is essentially a special case of Proposi-
tion 3.2.
The statement of Theorem 13 in [11] is incorrect. It is claimed that BS(m,n)
is coCF if and only if it is virtually abelian, based on the supposition that
BS(m,n) is virtually abelian if m = ±n. We now show that if m = ±n,
then BS(m,n) is both coCF and poly-CF .
Proposition 4.4. For m ∈ Z\{0}, the Baumslag-Solitar group BS(m,±m)
is virtually a direct product of two free groups and is thus both coCF and
2-CF .
Proof. First let G = BS(m,m) =
〈
x, y | y−1xmy = xm
〉
. Then xm ∈ Z(G)
and
G/ 〈xm〉 = 〈x, y | xm〉 = Cm ∗ Z.
Let H/ 〈xm〉 be the normal closure in G/ 〈xm〉 of 〈y〉. Then
|G/ 〈xm〉 : H/ 〈xm〉 | = m
and hence |G : H| = m. Since H/ 〈xm〉 does not intersect any conjugate
of Cm, by the Kurosh Subgroup Theorem (see for example [22, III.3.6]),
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H/ 〈xm〉 is the free product of a free group with conjugates of Z, and is thus
free. Since xm ∈ Z(G), we have H ∼= H/ 〈xm〉 × 〈xm〉. Thus G is virtually
a direct product of two free groups.
Now let G = BS(m,−m) =
〈
x, y | y−1xmy = x−m
〉
. Let K be the normal
closure in G of
〈
x, y2
〉
, which has index 2 in G. Setting a = x, b = y−1x−1y
and c = y2 gives
K = 〈a, b, c | am = bm, [am, c]〉 ,
with am ∈ Z(K). Now take
H := K/ 〈am〉 = 〈a, b, c | am = bm = 1〉 = Cm ∗ Cm ∗ Z.
Let φ be the homomorphism from H to Cm ×Cm given by mapping a onto
a generator of the first Cm and b onto a generator of the second Cm, and c
onto the identity. Then the intersection of ker φ with every conjugate of 〈a〉
and 〈b〉is trivial. Thus ker φ is free, again by the Kurosh Subgroup Theorem.
Also, |H : ker φ| = |Cm × Cm| = m
2. Let K1 be the preimage of kerφ in K.
Since ker φ is free and 〈am〉 ∈ Z(H), K1 is isomorphic to ker φ×〈a
m〉. Also,
K1 has finite index in K, and hence also in G, since ker φ has finite index
in H = K/ 〈am〉. Thus G is virtually a direct product of two free groups.
Hence G is 2-CF by Observation 4.1, and coCF by the fact that the coCF
groups are closed under taking finite direct products [11, Proposition 6].
We can now determine which Baumslag-Solitar groups are poly-CF .
Proposition 4.5. The Baumslag-Solitar group BS(m,n) is poly-CF or coCF
if and only if m = ±n.
Proof. The proof of Theorem 13 in [11] shows that if G = BS(m,n) with
m 6= ±n, then W (G) can be intersected with a regular language to give a
sublanguage satisfying the hypothesis of Proposition 3.2, and so W (G) is
neither coCF nor poly-CF by Corollary 3.3.
4.2 Free abelian groups and wreath products
The obvious application of Proposition 3.9 to word problems of groups is to
the free abelian groups.
Lemma 4.6. A free abelian group of rank k is k-CF but not (k − 1)-CF .
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Proof. The group Zk is a direct product of k free groups, and is hence k-CF .
Let {x1, . . . , xk} be a generating set for Z
k and let Xi denote the inverse
of xi. Consider L = W (Z
k) ∩ (x∗1 . . . x
∗
kX
∗
1 . . . X
∗
k). This is precisely the
language L(k) = {xn11 . . . x
nk
k X
n1
1 . . . X
nk
k | ni ∈ N0} defined in Section 3.2.
Thus, by Proposition 3.9, L is not (k− 1)-CF . Since L is the intersection of
W (Zk) with a regular language, this implies that Zk is not (k − 1)-CF .
The class of coCF groups is closed under taking restricted standard wreath
products with context-free top group [11, Theorem 10]. In contrast, we have
the following result for poly-CF groups.
Proposition 4.7. The restricted standard wreath product Z ≀ Z is not poly-
CF .
Proof. Since Z ≀ Z contains free abelian subgroups of rank k for all k ∈ N,
this follows immediately from Lemma 4.6 and the fact that the poly-CF
groups are closed under taking finitely generated subgroups.
A further result on wreath products will be useful when we come to consider
metabelian groups. It is our first application of Theorem 3.12.
Proposition 4.8. For any p ∈ N \{1}, the restricted standard wreath prod-
uct Cp ≀ Z is not poly-CF .
Proof. Let G = 〈b〉 ≀ 〈a〉 = Cp ≀Z, with p > 1 and let A and B be the inverses
of a and b respectively. For k ∈ N, let Wk = (A
∗ba∗)k(A∗Ba∗)k and let Mk
be the sublanguage of Wk consisting of all those words
w = (Am1ban1) . . . (Amkbank)(Amk+1Bank+1) . . . (Am2kBan2k)
satisfying the following: (i) mi = ni for all i; (ii) ni < mi+1 for i /∈ {k, 2k}.
Each of (i) and (ii) can be checked by a pushdown automaton, so Mk is the
intersection of two context-free languages and the regular language Wk and
is thus 2-CF .
Now let Lk =W (G, {a, b}) ∩Mk. Then Lk consists of all words of the form
ba
m1 · · · ba
mkBa
m2k+1
· · ·Ba
m2k =G 1,
with mi ∈ N0 for all i, and mi < mi+1 for i /∈ {k, 2k}. Since the conjugates
of b in such a word are all distinct, for each 1 ≤ i ≤ k we must have some
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1 ≤ j ≤ k such that mk+j = mi. But since mi < mi+1 and mk+i < mk+i+1
for all 1 ≤ i ≤ k − 1, this means mi = mk+i for all 1 ≤ i ≤ k − 1.
When we take Φ(Lk), we can ignore the b’s and B’s, since these would con-
tribute nothing to the aspects of the structure of the resulting subset of N6k0
that interest us. For our purposes it is equivalent and more straightforward
to consider Φ(Lk) as a subset of N
4k
0 , thus:
Φ(Lk) = {(m1,m1, . . . ,mk,mk,m1,m1, . . . ,mk,mk) | mi ∈ N0,mi < mi+1}.
We see that Φ(Lk) is a k-dimensional subset of the set S
(2,k) studied in
Section 3.3. Thus Φ(Lk) cannot be expressed as an intersection of k − 1
stratified semilinear sets, by Corollary 3.11. Hence Lk is not (k− 1)-CF , by
Corollary 2.7. Since Lk is the intersection of W (G) with a 2-CF language,
this implies that W (G) is not (k − 3)-CF for any k ∈ N and so G is not
poly-CF .
4.3 The groups G(c)
The groups G(c) were defined in [3] and play an important role in the main
results of that paper, which we shall be applying in order to prove certain
cases of Conjecture 4.2.
For c = (c0, . . . , cs) ∈ Z
s+1 with s ≥ 1, c0, cs 6= 0 and gcd(c0, . . . , cs) = 1,
the group G(c) is defined by the presentation 〈a, b | Rc〉, where
Rc =
{
[b, ba
i
] (i ∈ Z), bc0(ba)c1 · · · (ba
s
)cs
}
.
We call such groups Gc-groups, and when we refer to the Gc-group G(c) =
〈x, y〉, we assume that c ∈ Zs+1 satisfies the above conditions, and that x
replaces a and y replaces b in the above definition of G(c). Note that here
we depart from our usual convention of denoting the i-th component of c by
c(i), as it makes the notation more pleasant. A Gc-group is called proper if
it is not virtually abelian.
As an example, if c = (−m, 1) then G(c) = BS(1,m); so the soluble
Baumslag-Solitar groups are all Gc-groups.
The main result in this section will be that a Gc-group is poly-CF if and
only if it is virtually abelian. We simplify the notation by setting bi = b
ai
for all i ∈ Z, and B = 〈bi | i ∈ Z〉. Since B is an abelian normal subgroup of
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G(c) and G(c)/B ∼= 〈a〉, we see that Gc-groups have derived length at most
2.
Lemma 4.9. Let G = G(c) be a Gc-group with |c0| = |cs| = 1. Then G is
polycyclic.
Proof. The relation b±10 b
c1
1 · · · b
cs−1
s−1 b
±1
s = 1 implies that b0, bs+1 ∈ 〈b1, . . . , bs〉
and hence bi ∈ 〈b1, . . . , bs〉 for all i. Hence B = 〈b1, . . . , bs〉; so G⊲B ⊲ {1}
is a normal series for G with finitely generated abelian factors and G is
polycyclic.
Unsurprisingly, different elements of Zs+1 can produce isomorphic Gc-groups:
Lemma 4.10. Let G = G(c), where c = (c0, . . . , cs) and let c
′ = (cs, cs−1, . . . , c0).
Then G(c) ∼= G(c′).
Proof. Let G = G(c) = 〈a, b〉 and let x = a−1 and y = bs. Then y
xi = bs−i
for i ∈ Z, so bc00 b
c1
1 · · · b
cs
s = y
cs(yx)cs−1 · · · (yx
s
)c0 .
Hence G(c) ∼= 〈x, y〉 = G(c′).
The following proposition, proved in [3, Proposition 2.4], gives a useful em-
bedding of a Gc-group in a semidirect product Qs ⋊ Z.
Proposition 4.11. Let G = G(c) be a Gc-group. Let {x1, . . . , xs} be a
basis for Qs over Q (the rationals under addition), and let Z = 〈y〉. Let
Q = Qs ⋊Z, with the action of y on Qs being given by the (columns of the)
matrix
A(c) =


0 . . . 0 −c0/cs
−c1/cs
.
Is−1 .
.
−cs−1/cs


.
Then G is isomorphic to the subgroup 〈x1, y〉 of Q.
Next, we give a lemma about powers of the matrix A(c) defined in the
previous proposition.
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Let p be a prime. The p-adic valuation vp : Q→ Z ∪ {∞} is given by
• vp(0) =∞;
• vp(m/n) = dm − dn for m,n ∈ Z, n 6= 0, where dk := max{i ∈ N0 |
pi|k} for all k ∈ Z.
We shall be concerned with powers of a prime occuring in the denominator
of various rational numbers. Therefore, rather than vp, we shall always be
using −vp, which, because of the frequency of its occurence, we shall denote
by v¯p. Note that if v¯p(a) < v¯p(b), then v¯p(a+ b) = v¯p(b).
The lemma is stated in slightly more generality than we require, as it is just
as easy to prove the more general result.
Lemma 4.12. Let M be a matrix of the form

0 . . . 0 a1
a2
Is−1 .
.
as

 ,
where all ai ∈ Q and at least one ai /∈ Z. Write M
k = (m
(k)
ij ) for k ∈ N.
Then there exist N ∈ {1, . . . , s} and a prime p such that, for every k ∈ N,
there exists some ik ≤ ks with v¯p(m
(ik)
Ns ) ≥ k.
Proof. Choose some aj /∈ Z, and let p be a prime such that v¯p(aj) > 0. Let
n = max{v¯p(ai) | 1 ≤ i ≤ s} and let N = max{i | v¯p(ai) = n}. For k ∈ N,
denote the entry in the N -th row and s-th column of Mk by mk.
Note that for k ≥ 2 and 1 ≤ i ≤ s − 1, the i-th column of Mk is the
same as the (i + 1)-th column of Mk−1. Thus the N -th row of Mk is
(ǫ1, . . . , ǫs−k,m1, . . . ,mk) if k < s, with ǫi ∈ {0, 1}; and (mk−s+1, . . . ,mk−1,mk)
if k ≥ s. For convenience, rename ǫ1, . . . , ǫs−k as mk−s+1, . . . ,m0, so that
we can write the N -th row of Mk in the second form in both cases. Notice
that mk is in the N, s − i position in M
k+i. In particular, we have mk in
the N,N position of Mk+s−N for all k ∈ N.
For k ∈ N, define ik to be the minimal natural number such that v¯p(mik) ≥ k
if such a number exists, or ∞ otherwise. To begin with, we have i1 = 1,
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since v¯p(m1) = v¯p(aN ) = n ≥ 1. We shall show by induction on k that
ik ≤ ks for all k ∈ N, hence proving the lemma.
Fix k ∈ N and suppose that ik ≤ ks. Let jk = ik + s−N and consider M
jk .
The N -th row of this matrix is (mjk−s+1, . . . ,mik , . . . ,mjk−1,mjk). Note
that v¯p(mik) ≥ k and v¯p(mi) < k for 1 ≤ i < ik, by the minimality of ik.
For i ≤ 0, we have mi ∈ {0, 1} and so v¯p(mi) ∈ {0,−∞}. Thus v¯p(mi) < k
for all i < ik. Note also that jk + 1 = ik + s−N + 1 ≤ ks+ s = (k + 1)s.
We may assume that v¯p(mi) ≤ k for all i ≤ jk, since otherwise we would
have ik+1 ≤ jk < (k + 1)s and we would be done. Now
mjk+1 = (mjk−s+1, . . . ,mik , . . . ,mjk) · (a1, . . . , aN , . . . , as)
=
s∑
i=1
mjk−s+iai =
s∑
i=1
mik−N+iai. (∗)
We have v¯p(mik−N+iai) = v¯p(mik−N+i)+ v¯p(ai) for 1 ≤ i ≤ s. In particular,
v¯p(mikaN ) = v¯p(mik) + n ≥ k + n.
By the maximality of N , we have v¯p(ai) < n for all i > N . Since also
v¯p(mik−N+i) < k for i < N , we thus have v¯p(mik−N+iai) < k+n for i 6= N .
So the N -th term of (∗) has strictly greater negative p-adic value than the
other terms and hence
v¯p(mjk+1) = v¯p(mikaN ) ≥ k + n ≥ k + 1,
therefore ik+1 ≤ jk + 1 ≤ (k + 1)s, as required.
We are now ready to prove the main result of this section.
Proposition 4.13. A Gc-group is poly-CF or coCF if and only if it is
virtually abelian.
Proof. Let G = G(c) be a proper Gc-group with c ∈ Zs+1. If |c0| = |cs| = 1,
then G is polycyclic and hence not poly-CF by Proposition 4.3. Hence if
|cs| = 1, we may assume |c0| 6= 1. By Lemma 4.10, G is isomorphic to G(c
′),
where c′ = (cs, cs−1, . . . , c0). Thus we may assume that |cs| 6= 1.
By Lemma 4.11, we can identify G with the subgroup 〈x1, y〉 of Q = Q
s⋊Z,
where {x1, . . . , xs} is a basis for Q
s over Q, Z = 〈y〉, and y acts on Qs by
the matrix A(c) given in the lemma. Let M = A(c) and use the notation of
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Lemma 4.12 for entries of Mk. Since |cs| 6= 1 and gcd(c0, . . . , cs) = 1, some
ci/cs for 0 ≤ i ≤ s− 1 is not an integer. Thus M satisfies the hypothesis of
Lemma 4.12. Hence there exist I ∈ {1, . . . , s} and a prime p such that, for
every k ∈ N, there exists some ιk ≤ ks such that v¯p(m
(ιk)
Is ) is at least k.
For k ∈ N, let
ℓk = min
{
ℓ ∈ N | ℓm
(k)
is ∈ Z (1 ≤ i ≤ s)
}
.
This is the smallest nonnegative integer ℓ such that the final column of ℓMk
has all integer entries. We are especially interested in the matrices M ιk ,
and so it will be convenient to set λk = ℓιk . Since v¯p(m
(ιk)
Is ) ≥ k, we have
λk ≥ p
k for all k ∈ N.
We can take an increasing sequence of natural numbers n1, n2, . . . such that,
for all i ∈ {1, . . . , s}, the entries m
(ιnk )
is are either nonnegative for all k ∈ N,
or negative for all k ∈ N. In the first case we say that i is of Type 1, while
in the second case i is of Type 2.
We are now ready to define a bounded sublanguage of W (G) which we can
show to be not poly-CF using Corollary 3.3. Let X = {x1, . . . , xs, y} and
consider the intersection ofW (G,X) with the bounded context-free language
L′ = ∪k∈N0(y
−1)kx∗sy
k(xǫ11 )
∗(xǫ22 )
∗ . . . (xǫss )
∗,
where ǫi = (−1)
j if i is of Type j. Let L = Φ(W (G,X) ∩ L′).
The final column of Mk represents the action of yk on xs. Specifically,
xy
k
s = x
m
(k)
1s
1 · · · x
m
(k)
Is
I · · · x
m
(k)
ss
s .
For λ ∈ Z and k ∈ N, the element
(
(xλs )
yk
)−1
of G can be expressed as a
word in (xǫ11 )
∗(xǫ22 )
∗ . . . (xǫss )
∗ if and only if ℓk|λ. For all k ∈ N, we thus have
(ιk, λ, ιk;v) ∈ L, where v ∈ N
s
0, if and only if ℓιk = λk|λ and v(i) = λ|m
(ιk)
is |
for 1 ≤ i ≤ s.
Let τ be the permutation (2, 3). Then for all k ∈ N, we have (ιk, ιk;v) ∈
τ(L), where v ∈ Ns+10 , if and only if λk|v(1) and v(i + 1) = v(1)|m
(ιk)
is | for
1 ≤ i ≤ s.
For k ∈ N, let ak = ((ιnk , ιnk) and let bk ∈ N
s+1
0 with bk(1) = λnk and
bk(i+ 1) = λnk |m
(ιnk )
is | for 1 ≤ i ≤ s. So (ak;b) ∈ τ(L) if and only if b is a
nonnegative integer multiple of bk.
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For any t ∈ N, there exists N ∈ N such that, for all k ≥ N ,
tσ(ak) = 2tιnk ≤ 2tsnk < p
nk ≤ λnk = bk(1).
Thus, for any k ≥ N , ak satisfies the first two conditions of Proposition 3.2
with respect to t. We can take k such that nk ≥ t. For any two distinct b
and b′ such that (a;b), (a;b′) ∈ τ(L), there are distinct λ1, λ2 ∈ N0 such
that
|b(1) − b′(1)| = |λ1bk(1) − λ2bk(1)|
= |λ1 − λ2|λnk ≥ p
nk ≥ pt.
Since f(t) = pt is an unbounded function, this shows that ak also satisfies
the third condition of Proposition 3.2 with respect to t. Thus τ(L) is not
a semilinear set and so W (G,X) ∩ L′ is neither poly-CF nor coCF , by
Corollary 3.3. Since L′ is context-free, this implies that W (G,X) is neither
poly-CF nor coCF .
5 Soluble poly-CF groups
In the case of soluble groups, Conjecture 4.2 simplifies to
Conjecture 5.1. A finitely generated soluble group is poly-CF if and only
if it is virtually abelian.
Using Theorem 2.12 and the fact that the class of poly-CF groups is closed
under taking finitely generated subgroups (Proposition 2.5), we can make
some progress towards resolving Conjecture 5.1.
Theorem 5.2. If G is a finitely generated poly-CF soluble group, then one
of the following must hold:
(i) G is virtually abelian; or (possibly)
(ii) G has a finitely generated subgroup H with an infinite normal torsion
subgroup U such that H/U is either free abelian or isomorphic to a
proper Gc-group.
The second case does not occur if G is metabelian or torsion-free.
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Proof. By Theorem 2.12, if G is a finitely generated soluble group which
does not satisfy (i) or (ii), then G has a subgroup isomorphic to Z∞ or a
proper Gc-group.
If G has a Z∞ subgroup, then G has free abelian subgroups of rank k for
all k ∈ N and so is not poly-CF by Lemma 4.6. If G contains a proper
Gc-group, then G is not poly-CF by Proposition 4.13.
If G is torsion-free, then by definition G has no non-trivial torsion subgroups.
If G is metabelian, then the subgroup H in the second case can be taken to
be Cp ≀Z for some prime p, and hence G not poly-CF by Proposition 4.8.
We conjecture that the second case does not occur at all, but have been
unable to prove this so far.
In order to complete the proof of Conjecture 5.1, we need only show that
a finitely generated soluble group G having an infinite torsion subgroup U
such that G/U is either free abelian or isomorphic to a proper Gc-group is
not poly-CF .
One way of approaching this which looks promising would be to show that
a poly-CF group cannot have an infinite torsion subgroup. We know that
context-free groups cannot have infinite torsion subgroups, because they are
virtually free. Actually, we conjecture something stronger, which again is
true in the case of context-free groups.
Conjecture 5.3. If a group G is poly-CF , then G does not have arbitrarily
large finite subgroups.
So far, the author’s approaches towards this conjecture, from the perspective
of automata theory, have not succeeded. It may be that an approach using
grammars would be more fruitful.
5.1 An example of the undetermined case
We give a proof of non-poly-context-freeness in a specific example of the
second case of Theorem 5.2.
If 〈X | R〉 is a group presentation, we denote the abelianisation of the group
with this presentation by Ab 〈X | R〉. This enables us to write shorter pre-
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sentations for abelian groups, by omitting the commutators of generators
from the relator set. We call such a presentation an abelian presentation.
Proposition 5.4. Let p be a prime and let G be the group given by the
following presentation.
〈a, bi (i ∈ Z), cj (j > 0) | b
a
i = bi+1 (i ∈ Z), [bi, bi+j ] = cj (i ∈ Z, j > 0),
bpi = c
p
j = 1 (i ∈ Z, j > 0), cj central (j > 0)〉.
Then G has derived length 3 and satisfies (ii) of Theorem 5.2, and is not
poly-CF .
Proof. In this proof, we shall always assume that the indices on the right
hand side of a presentation run over all available values (specified on the left
hand side). This prevents the presentations from becoming too cluttered.
With this convention, the presentation for G is simplified to〈
bi (i ∈ Z), cj (j > 0) | b
a
i = bi+1, [bi, bi+j ] = cj , b
p
i = c
p
j = 1, cj central
〉
.
Let H be the group defined by the subpresentation〈
bi (i ∈ Z), cj (j > 0) | [bi, bi+j ] = cj, b
p
i = c
p
j = 1, cj central
〉
.
Then a acts on H by conjugation as an automorphism of infinite order, so
G ∼= H⋊〈a〉 and G/H ∼= Z. Thus G satisfies the second case of Theorem 5.2,
with U = H. Since G⊲H ⊲ 〈cj (j > 0)〉⊲ {1} is a normal series for G with
abelian factors, G has derived length at most 3.
By standard results on ‘Darstellungsgruppen’ (covering groups) in [18, Chap-
ter V.23], in the group En given by the presentation〈
bi (−n ≤ i ≤ n), cij (−n ≤ i < j ≤ n) | [bi, bj ] = cij , b
p
i = c
p
ij = 1, cij central
〉
,
the subgroup generated by all the cij (which is E
′
n) has the abelian presen-
tation Ab
〈
cij (−n ≤ i < j ≤ n) | c
p
ij
〉
.
Let E be the union of the ascending sequence of groups E1, E2, . . .. Then
E′ = ∪i∈NE
′
n, with presentation Ab
〈
cij (i, j ∈ Z, i < j) | c
p
ij
〉
. Our sub-
group H of G is obtained from E by quotienting out the subgroup N :=〈
c0,j−ic
−1
ij | i < j
〉
and setting cj = c0j for all j > 0. The subgroup of H
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generated by all the cj is isomorphic to E
′/N , and thus has abelian presen-
tation
Ab
〈
cj (j > 0) | c
p
j
〉
.
In particular, all cj are non-trivial and so H is not abelian, and therefore G
has derived length 3.
Let b = b0, B = B0 and let Mk be the sublanguage of
Wk = (BA
∗Ba∗bA∗ba∗)k(BA∗ba∗bA∗Ba∗)k
consisting of all those words
(BAm1Ban1bAµ1baν1) . . . (BAmkBankbAµkbaνk)(BAmk+1bank+1bAµk+1Baνk+1)
. . . (BAm2kban2kbAµ2kBaν2k)
such that: (i) mi = ni = µi = νi for all i; (ii) mi < mi+1 for i /∈ {k, 2k}.
The first condition can be checked by two pushdown automata, one checking
that mi = ni and µi = νi for all i, and the other checking that mi = µi for
all i. The second condition can be checked by a single pushdown automaton.
Thus Mk is 3-CF .
A word in Mk is equal in G to
[b, bm1 ] · · · [b, bmk ][b,Bmk+1 ] · · · [b,Bm2k ] = cm1 · · · cmk(cmk+1)
−1 . . . (cm2k )
−1,
with mi < mi+1 and mk+i < mk+i+1 for 1 ≤ i ≤ k − 1.
Let Lk = Φ(W (G) ∩Mk). As in the proof of Proposition 4.8, we can ignore
the b’s and B’s and take Lk to be a subset of N
8k
0 . Since the cmi are distinct
for 1 ≤ i ≤ k and
〈cj | j > 0〉 = Ab
〈
cj (j > 0) | c
p
j (j > 0)
〉
,
the only way that a word in Mk can be in W (G) is if some mk+j = mi for
each 1 ≤ i ≤ k. But since mi < mi+1 and mk+i < mk+i+1 for 1 ≤ i ≤ k− 1,
this implies thatmi = mk+i for 1 ≤ i ≤ k and so Lk is the set of all 8k-tuples
of the form
(m1,m1,m1,m1, . . . ,mk,mk,mk,mk,m1,m1,m1,m1, . . . ,mk,mk,mk,mk),
with mi ∈ N0, and mi < mi+1 for 1 ≤ i ≤ k−1. Thus Lk is a k-dimensional
linear subset of the set S(4,k) introduced in Section 3.3, and is therefore not
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an intersection of k − 1 stratified semilinear sets, by Corollary 3.11. By
Corollary 2.7, this means that W (G) ∩Mk is not (k − 1)-CF . Since Mk is
3-CF , this implies that W (G) is not (k − 4)-CF for any k ∈ N. Hence G is
not poly-CF .
Quotienting out a proper subgroup of 〈cj (j > 0)〉 in the group G in Propo-
sition 5.4 results in another group of derived length 3 satisfying (ii) of Theo-
rem 5.2. We do not know how to show that such quotients are not poly-CF
except in some very specific cases.
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