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Abstract
Graphs are used pervasively in computer science as representations of data with
a network or relational structure, where the graph structure provides a flexible
representation such that there is no fixed dimensionality for objects. However,
the analysis of data in this form has proved an elusive problem; for instance,
it suffers from the robustness to structural noise. One way to circumvent this
problem is to embed the nodes of a graph in a vector space and to study the
properties of the point distribution that results from the embedding. This is a
problem that arises in a number of areas including manifold learning theory and
graph-drawing.
In this thesis, our first contribution is to investigate the heat kernel embed-
ding as a route to computing geometric characterisations of graphs. The reason
for turning to the heat kernel is that it encapsulates information concerning the
distribution of path lengths and hence node affinities on the graph. The heat ker-
nel of the graph is found by exponentiating the Laplacian eigensystem over time.
The matrix of embedding co-ordinates for the nodes of the graph is obtained
by performing a Young-Householder decomposition on the heat kernel. Once
the embedding of its nodes is to hand we proceed to characterise a graph in a
geometric manner. With the embeddings to hand, we establish a graph character-
ization based on differential geometry by computing sets of curvatures associated
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with the graph nodes, edges and triangular faces.
The second contribution comes from the need to solve the problem that arise
in the processing of a noisy data over a graph. The Principal difficulty of this task,
is how to preserve the geometrical structures existing in the initial data. Bringing
together several, distinct concepts that have received some independent recent
attention in machine learning; we propose a framework to regularize real-valued
or vector-valued functions on weighted graphs of arbitrary topology. The first of
these is deduced from the concepts of the spectral graph theory that have been
applied to a wide range of clustering and classification tasks over the last decades
taking in consideration the properties of the graph p-Laplacian as a nonlinear
extension of the usual graph Laplacian. The second one is the geometric point
of view comes from the heat kernel embedding of the graph into a manifold. In
these techniques we use the geometry of the manifold by assuming that it has the
geometric structure of a Riemannian manifold. The third important conceptual
framework comes from the manifold regularization which extends the classical
framework of regularization in the sense of reproducing Hilbert Spaces to exploit
the geometry of the embedded set of points. The proposed framework, based on
the p-Laplacian operators considering minimizing a weighted sum of two energy
terms: a regularization one and an additional approximation term which helps to
avoid the shrinkage effects obtained during the regularization process. The data
are structured by functions depending on data features, the curvature attributes
associated with the geometric embedding of the graph.
The third contribution is inspired by the concepts and techniques of the graph
calculus of partial differential functions. We propose a new approach for embed-
ding graphs on pseudo-Riemannian manifolds based on the wave kernel which
is the solution of the wave equation on the edges of a graph. The eigensystem
of the wave-kernel is determined by the eigenvalues and the eigenfunctions of
the normalized adjacency matrix and can be used to solve the edge-based wave
equation. By factorising the Gram-matrix for the wave-kernel, we determine the
embedding co-ordinates for nodes under the wave-kernel.
The techniques proposed through this thesis are investigated as a means of
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gauging the similarity of graphs. We experiment on sets of graphs representing
the proximity of image features in different views of different objects in three
different datasets namely, the York model house, the COIL-20 and the TOY
databases.
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CHAPTER 1
Introduction
1.1 Thesis Motivation
Pattern recognition techniques are concerned with the theory and algorithms of
putting abstract objects, e.g., measurements made on physical objects, into cate-
gories or classes. In a typical situation the categories are assumed to be known
in advance, even though there are techniques to learn the categories (clustering).
The aim is to classify data (patterns) based on either a priori knowledge or on sta-
tistical information extracted from the patterns. The patterns to be classified are
usually groups of measurements or observations, defining points in an appropri-
ate multidimensional space. Methods of pattern recognition are useful in many
applications such as information retrieval, data mining, document image anal-
ysis and recognition, computational linguistics, biometrics and bioinformatics.
Depending on the application, these objects can be images, signal waveforms or
they can be any type of measurements that need to be classified. With a long his-
tory back to the eighteenth century till the 1960’s, pattern recognition was mostly
the output of theoretical research in the area of statistics. The dramatic growth of
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using computers increased the demand for practical applications of pattern recog-
nition, which in turn set new demands for further theoretical developments in the
underlying algorithms and techniques. Rapidly, pattern recognition becomes an
enabling technology in applications as diverse as image and signal processing,
remote sensing, data and image compression, surveillance imaging, industrial
vision and audio signal processing, medical data processing, and a wide vari-
ety of military applications. The development and testing of pattern recognition
algorithms becomes a key to mathematics and computer science research.
Many common pattern recognition algorithms are probabilistic in nature, in
that they use statistical inferences including generative methods such as those
based on Bayes decision theory and related techniques of parameter estima-
tion and density estimation as well as discriminative methods such as nearest-
neighbor classification and support vector machines. Similarly, new models
based on kernels have had significant impact on both algorithms and applications
of pattern recognition. In general, solving pattern recognition problems involves
an enormous amount of computational effort. One approach for speeding up
the process is to embed the objects from a high-dimensional space (Euclidean
or pseudo-Euclidean) into a low-dimensional target space, which is more conve-
nient to operate on and then cluster the objects in that low-dimensional space. In
this scenario, we aim in our work here to import methods from both "Spectral
Geometry" and "Manifold Learning" to the pattern recognition field.
Spectral Geometry is a field in mathematics which is concerned with charac-
terizing the geometric structures of manifolds by using the spectrum of canoni-
cally defined differential operators. In particular, the special case of the Laplace-
Beltrami operator on a closed Riemannian manifold has been most intensively
studied. Nevertheless, many of the Laplace operators in differential geometry
have been examined. In some way, spectral geometry is quite close to spectral
graph theory. In this sense, the graph Laplacian matrix is regarded as the dis-
crete approximation to the Laplace-Beltrami operator on the manifold. Spectral
graph theory is a fast developing field in modern discrete mathematics with im-
portant applications in computer science, chemistry and operational research. By
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merging combinatorial techniques with algebraic and analytical methods it cre-
ates new approaches to hard discrete problems and gives new insights in classical
linear algebra.
Most spectral methods have a basic framework in common. This basically
relies on constructing a matrix M that represents a discrete operator based on
the structure of the input graph . This matrix can be seen as incorporating pair-
wise relations between graph vertices. The pairwise relations can take into ac-
count only vertex connectivity or combine topological and geometric informa-
tion. Hence, an eigendecomposition of the matrix M is performed, that is, its
eigenvalues and eigenvectors are computed. Finally, the eigendecomposition is
employed in a problem-dependent manner to obtain a desired solution. In view of
this framework, the variations for the different spectral methods arise in how the
matrix M is composed and how the eigendecomposition is employed to achieve
the result, since eigenvalues, eigenvectors, or eigenspace projections can all be
used.
A great number of spectral methods have been proposed in the computing sci-
ence literature in recent years, appearing in the fields of graph theory, computer
vision, machine learning, visualization, graph drawing, high performance com-
puting, and computer graphics. Generally speaking, a spectral method solves a
problem by examining or manipulating the eigenvalues, eigenvectors, eigenspace
projections, or a combination of these quantities, derived from an appropriately
defined linear operator. More specific to the area of geometry processing and
analysis, spectral methods have been developed with the intention of solving a
diversity of problems including mesh compression, correspondence, parameteri-
zation, segmentation, sequencing, smoothing, watermarking, surface reconstruc-
tion, and remeshing. As a consequence of these developments, researchers are
now faced with an extensive literature related to spectral methods, yet this is a
topic that still instigates much interest, and there are still many open problems to
be addressed, which provide numerous potential possibilities for further investi-
gation.
In fact the importance of the spectral geometry comes from being a topic
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which lies in the area of interaction between physics and mathematics. That is
to say eigenvalue problems involving the Laplace operator on manifolds (and
related objects such as graphs) have proven a constantly fruitful area of mathe-
matical discovery, and acquire deep connections to number theory, physics, and
applied mathematics. The study of graph eigenvalues realizes increasingly rich
connections with many areas of mathematics. A particularly important develop-
ment is the interaction between spectral graph theory and differential geometry.
There is an interesting analogy between spectral Riemannian geometry and spec-
tral graph theory. The concepts and methods of spectral geometry bring useful
tools and crucial insights to the study of graph eigenvalues, which in turn lead to
new directions and results in spectral geometry.
In mathematics, the differential geometry of surfaces deals with smooth sur-
faces with various additional structures, most often, a Riemannian metric. Sur-
faces have been extensively studied from various perspectives: extrinsically, re-
lating to their embedding in Euclidean space and intrinsically, reflecting their
properties determined solely by the distance within the surface as measured along
curves on the surface. One of the fundamental concepts investigated is the cur-
vature, where curvature is an intrinsic property of a surface, independent of its
isometric embedding in Euclidean space. Surfaces naturally arise as graphs of
functions of a pair of variables, and sometimes appear in parametric form asso-
ciated to space curves. An important role in their study has been played by Lie
groups, namely the symmetry groups of the Euclidean plane, the sphere and the
hyperbolic plane. These Lie groups can be used to describe surfaces of constant
Gaussian curvature; they also provide an essential ingredient in the modern ap-
proach to intrinsic differential geometry through connections. On the other hand
extrinsic properties relying on an embedding of a surface in Euclidean space have
also been extensively studied.
This is well illustrated by the non-linear Euler-Lagrange equations in the cal-
culus of variations: although Euler developed the one variable equations to un-
derstand geodesics, defined independently of an embedding, one of Lagrange’s
main applications of the two variable equations was to minimal surfaces, a con-
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cept that can only be defined in terms of an embedding.
To this point we turn our attention to a branch in mathematics which recently
developed a "calculus" on graphs that allows graph theory to have new connec-
tions to analysis (Friedman & Tillich, 2004a). One key point in this "calculus on
graphs" is that, for what appears to be the first time, "non-linear" functions (func-
tions that are not edgewise linear) become important; in previous approaches
that unify graph theory and analysis (e.g. (Friedman, 1993) and the references
therein) only linear functions are ultimately used. The use of non-linear func-
tions allows many proofs and ideas to carry over more simply from analysis to
graphs and vice versa.
Another benefit of the calculus on graphs is that it enables more analysis
techniques to carry over to graphs and vice versa in a very direct and simple
fashion; less intuition is obscured in technicalities that are particular to analysis
or graphs. In this Calculus point of view, a large number of well known results in
graph theory such as results on the eigenvalues of the Laplacian can be viewed
as gradient inequalities. The proposed graph calculus gives rise to many new
partial differential equations on graphs, particularly a new Laplacian based wave
equation . It is also allows most techniques for the non-linear p-Laplacian in
analysis to be easily carried over to graph theory.
A recently discovered branch of differential geometry, known as "General-
ized Geometry", has received a reasonable amount of interest due to the emer-
gence of several connections with areas of Mathematical Physics. The theory is
also of interest because the different geometrical structures are often generaliza-
tions of more familiar geometries. Generalized geometries commence to play a
progressively more significant role, in spite of the fact that one initial starting
point for its formulation is a metric target manifold. The emerging picture is that
area metric manifolds are generalized geometries. An area metric may be defined
as a fourth rank tensor field which allows to assign a measure to two-dimensional
tangent areas, in close analogy to the way a metric assigns a measure to tangent
vectors. In physics, "Generalized Geometry" is adapted to the physical motion
of string-like particles in the same way that traditional geometry is adapted to the
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physical motion of point-like particles. More general Generalized Geometries
are useful in connection with higher dimensional objects such as membranes.
Actually, in more than three dimensions, area metric geometry is a true gener-
alization of metric geometry. In this sense, we aim to generalize the framework
we introduce in Chapter 5 in higher dimensional space. We will introduce the
mathematical foundation for that purpose in Appendix I.
1.2 Thesis Goals
The ultimate goal of this thesis is to develop a framework for graph characteriza-
tion by combining the methods from spectral graph theory and manifold learning
theory and to explore whether they can provide a stable and robust graph repre-
sentation. To achieve this we focus on;
• Embedding the nodes of graphs as points in a Manifold embedded into a
Euclidean or pseudo Euclidean space. After the embedding we study the
geometry of the Manifold to learn the graph properties.
• Extracting stable and robust geometric invariants that can be used for char-
acterizing the graphs aiming at preserving the local manifold structure.
• Representing a graph by a set of curvatures associated with its edges, nodes
or triangular faces. The curvature is an intrinsic property of a manifold, in-
dependent of its isometric embedding in Euclidean or pseudo Euclidean
space. The graph representations will be constructed based on spectral
analysis of the graph for the purposes of efficient graph matching and clus-
tering.
• Using the manifold regularization to overcome the effects of noise while
preserving the geometrical structures existing in the initial data.
• Constructing the Wave kernel embedding matrix which is mainly based
on the edge based Laplacian. The concept comes from a recently devel-
oped calculus on graphs. With the embedding matrix in hand, the nodes of
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the graph can be embedded in pseudo-Riemannian Manifold into pseudo-
Euclidean space.
1.3 Thesis outline
Having described the overall goals of the thesis in this Chapter, we proceed to
give a brief overview for the thesis structure:
• Chapter 2 reviews the relevant literature and background for spectral graph
theory and its applications in pattern recognition as well as a survey for
methods from the manifold learning theory and ending up with a brief
survey for graph calculus.
• Chapter 3 explores how to use the heat kernel for the purpose of charac-
terizing graphs in a geometric manner. The new graph representations use
sets of curvatures defined either over the edges or triangular faces of the
graphs under consideration.
• Chapter 4 presents a process for regularizing the curvature attributes asso-
ciated with the geometric embedding of graphs.
• Chapter 5 describes a new approach for embedding graphs on pseudo-
Riemannian manifolds based on the wave kernel.
• The final chapter 6 gives conclusions and focuses on the advantages and
shortcomings of the methods described through the thesis. We also point
out some promising directions for future research.
CHAPTER 2
Literature Review
2.1 Introduction
Since our aim in the thesis is to develop methods for graph characterization by
combining spectral graph theory and manifold learning theory, this chapter is
dedicated for reviewing the relevant literature. We commence with the spectral
graph theory and its applications in computer vision and pattern recognition in
Section 2.2. Followed by Section 2.3, which is a survey for methods from the
manifold learning theory. Finally, Section 2.4 is devoted for the literature relevant
to a recently developed graph calculus.
2.2 Overview of the spectral approach in pattern
recognition
Spectral graph theory (Biggs, 1993; Chung, 1997; Sachs, Cvetkovic & Doob,
1980) is that branch of mathematics which aims to utilize the eigenvalues and
eigenvectors of the adjacency matrix or the closely related Laplacian matrix to
8
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characterize the structural properties of graphs. The use of spectral graph theory
in Computer Vision and Pattern Recognition is a recent development, and has
proved to be a powerful tool for image segmentation and object recognition (Ho-
raud & Sossa, 1995; Sengupta & Boyer, 1998; Shokoufandeh, Dickinson, Sid-
diqi & Zucker, 1999). Actually, the classification of shape or object can be posed
as clustering spectral features extracted from graph representation that abstract
the structure (Luo, Wilson & Hancock, 2003; Wilson, Hancock & Luo, 2005).
One of the most important matrices in spectral graph theory is the adjacency ma-
trix. Where, representing graphs in terms of their adjacency matrices open up the
possibility of using tools from linear algebra to study the properties of graphs.
The earliest literature on algebraic graph theory can be traced back to that of Col-
latz and Sinogowitz (Collatz & Sinogowitz, 1957). Since then, a large body of
literature has emerged aimed at exploiting the relationship between the spectral
and structural properties of a graph. This literature is well documented in several
surveys including (Biggs, 1993; Doob, Sachs & Cvetkovic’, 1995; Chung, 1997;
Mohar, 1997). The set of eigenvalues of the adjacency or the Laplacian matrix of
a graph is referred to as the graph spectrum (Biggs, 1993). The spectrum can be
computed quickly and it conveys many important properties of a graph. Further-
more, the isomorphism of two graphs can also be determined by their spectra. If
the eigenvalues of the adjacency matrices of the two graphs are not equal, then
the graphs will not be isomorphic (although the converse does not apply).
Although the adjacency matrix and its spectrum have been studied for under-
standing the structure of graphs, their properties are mostly understood for spe-
cific graphs (such as regular graphs, symmetric graphs, random graphs and line
graphs). In order to bring spectral methods to a more general family of graphs,
many researchers seek answers from the link between spectral graph theory and
differential geometry (Fiedler, 1993; Chung, 1997). A study of the Laplacian
matrix as well as its eigenspectrum can be found in (Chung, 1997; Merris &
Grone, 1994; Grone, 1991; Merris, 1994, 1995; Mohar, 1991, 1992). Therefore,
the starting point for most graph spectral methods is the Laplacian matrix, i.e.
the degree matrix minus the adjacency matrix. The Laplacian matrix is posi-
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tive semi-definite and the multiplicity of the zero eigenvalue gives the number of
connected components of the graph. The eigenvector associated with the second
smallest eigenvalue can be used to bipartition the nodes of the graph into disjoint
subsets of nodes, and this is the basis of a number of data clustering algorithms
(Shi & Malik, 2000). Recently, the spectrum of the Laplacian matrix has been
used to embed the nodes of a graph into a vector space (He, Yan, Hu, Niyogi &
Zhang, 2005). In this space the clustering of nodes can be found using standard
clustering techniques such as k-means.
Closely related to the Laplacian spectrum is the heat equation. According to
the heat equation the heat kernel can be found by exponentiating the spectrum
of the Laplacian matrix with time. The heat kernel is a compact representation
of the path length distribution on a graph, and determines information diffusion
along edges of the graph with time. An embedding of the nodes of a graph into a
vector space may also be performed using a Young-Householder decomposition
(Xiao & Hancock, 2004) of the heat kernel. This embedding offers the advantage
that the time parameter can be used to control the condensation of clusters. If the
nodes of a graph are viewed as residing on a manifold, the Laplacian matrix may
be regarded as the discrete approximation to the Laplacian-Beltrami curvature
operator for the manifold. In the mathematics literature the study of the eigen-
values and eigenvectors of the Laplace-Beltrami operator is referred to as spectral
geometry. In the manifold learning literature (Hein, Audibert & Von Luxburg,
2005) techniques from spectral geometry have recently been used to analyze the
properties of the Laplacian embedding.
One of the most important tasks in high-level vision is pattern matching, since
it provides a means by which abstract pictorial descriptions can be matched to
one another. Recently, there have been many attempts to use spectral graph the-
ory both in graph matching and in point-set matching problems. In (Umeyama,
1988), Umeyama provided one of the earliest attempt where he developed a sin-
gular value decomposition method to find the permutation matrix between the
adjacency matrices of the two graphs to be matched. His method commences by
performing singular value decomposition on the adjacency matrices of the two
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graphs separately. The permutation matrix is found by taking the outer prod-
ucts of the eigenvector matrices for the adjacency matrices of the graphs being
matched. The method can cope with both weighted and unweighted graphs, but
it cannot handle graphs which have a different number of nodes. In (Scott &
Longuett-Higgins, 1991), Scott and Longuett-Higgins have shown how to re-
cover correspondence between sets of points by maximizing the inner product
of the pairing matrix and the proximity matrix of the two point-sets. An ex-
tension of Scott and Longuett-Higgins’s idea was introduced by Shapiro and
Brady (Shapiro & Brady, 1992), who overcome the shortcoming of their method
(which fails to find the correct correspondence when the rotation angle between
the point-sets becomes large) by computing the eigenvectors of the proximity
matrices of the two point-sets being matched. In fact, both Scott and Longuett-
Higgins’, Shapiro and Brady’s methods can only match point-sets and they can-
not be applied directly to graph matching problems. However, there have been
many attempts to overcome these limitations. For example, in (Luo & Hancock,
2001) Luo and Hancock have improved Umeyama’s method by incorporating
the EM algorithm. This allows Umeyama’s method to render robustness to the
differences in graph size and structural errors. However, the resulting algorithm
is time consuming due to its iterative character. Another spectral graph matching
method was proposed by Robles-Kelly and Hancock (Robles-Kelly & Hancock,
2002), who aligned the leading eigenvectors of the adjacency matrices of two
graphs, where the leading eigenvector corresponds to the steady-state Markov
chain. In (Carcassoni & Hancock, 2003), Carcassoni and Hancock provided a
method based on Shapiro and Brady’s point-set matching algorithm. Where they
have shown that by using the EM algorithm, which can incorporate the structure
of the point-sets, the confidence of point correspondence can be computed by
probabilities using the proximity matrix. Kosinov and Caelli (Kosinov & Caelli,
2002a) have improved Shapiro and Brady’s method by allowing for scaling in
the eigenspace.
In the rest of this section we will review some problems in computer vi-
sion and pattern recognition that have been solved using spectral graph theory;
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these incluse spectral graph theory for graph embedding, spectral graph theory
for graph matching and spectral graph theory for graph clustering.
2.2.1 Spectral methods for Graph Embedding problems
The aim of graph embedding is to explicitly establish a mapping between graphs
and real vectors in order to be able to operate in the associated space, creating
some simpler graph based tasks such as matching and clustering. In the literature,
different graph embedding methods have been proposed so far. Quite a number
of these methods are based on the spectral graph theory. Others take advantage
of similarity measures to perform the embedding tasks. Spectral graph theory
is based on the analysis of the spectral decomposition of the adjacency matrix
or the Laplacian matrix of a graph. The spectrum of these matrices suggests in-
teresting properties about the structure and the topology of the graph. This is
why it has been used as the basis for converting graphs into vectors. Spectral
graph embedding plays an important role in dimensionality reduction. It typi-
cally commences with an affinity matrix computed from the distances between
pairs of data points. This data representation is characterized using eigenspec-
trum affinity matrix; often use one or just a few eigenvectors. For example,
principle component analysis (PCA) (Hotelling, 1933) and kernel principle com-
ponent analysis (KPCA) (Scholkopf, Smola & K.-R. Muller, 1998) use the lead-
ing eigenvectors of the covariance matrix to determine the projection directions
with the maximal variance. Multidimensional scaling (MDS) (Kruskal & Wish,
1978) uses the eigenvectors of pairwise distance matrix to find an embedding of
the data that minimize the stress. As an extension, the isometric feature mapping
(ISOMAP) (Tenenbaum, de Silva & Langford, 2000) employs MDS to preserve
the geodesic distances between data points located on a manifold. Locally linear
embedding (LLE) (Roweis & Saul, 2000) maps the input data to a lower dimen-
sional space in a manner that preserves the local neighbourhood. Similar ideas
used in the study of Saerens et al (Saerens, Fouss, Yen & Dupont, 2004).
Based on the adjacency matrix of a graph, a relatively early approach was
proposed in (Luo et al., 2003). Where the authors used some spectral features ex-
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tracted from the adjacency matrix of a graph to construct a vector representation
for the graphs. Hence, embedding these vectors into eigenspaces with the use
of the eigenvectors of the covariance matrix of the vectors. Finally, they applied
this approach in some graph clustering experiments. In (Wilson et al., 2005), a
similar approach has been presented where the coefficients of some symmetric
polynomials constructed from the spectral features of the Laplacian matrix were
used to represent the graphs into a vectorial form. On a recent paper (Robles-
Kelly & Hancock, 2007), the idea was to embed the nodes of a graph into a
metric space and view the graph edge set as geodesics between pairs of points
in a Riemannian manifold. This was done using the Laplace-Beltrami operator
and the Laplacian matrix. Then, the problem of matching the nodes of a pair of
graphs is viewed as the alignment of the embedded point sets. In another work
(Shokoufandeh, Macrini, Dickinson, Siddiqi & Zucker, 2005) the goal was to
obtain a signature to describe shapes using the recursive spectral decomposition
of the shock graph representing the skeleton of the shape. A different approach
(Xiao & Hancock, 2004) is based on applying metric multidimensional scaling
techniques (MDS) to a matrix of shortest geodesic distances between nodes of
the graph. The embedding is then used for graph matching. For the special case
of trees, an embedding has been defined using the super-tree of a set of sample
trees (Torsello & Hancock, 2007). Then, each tree is embedded in a vector where
each component is related to one of the nodes of the super-tree and it only has
a value different from zero if the node belongs to the specific tree. The method
is used in shape analysis using shock trees extracted from the skeletons of 2D
shapes. Random walks, and particularly quantum walks have also been used to
embed the nodes of a graph in a vector space (Emms, Wilson & Hancock, 2007).
In this case the embedding is based on the commute time, the expected time for
the walk to travel between two nodes. Another class of graph embedding pro-
cedures is based on the selection of some prototypes and the computation of the
graph edit distance between the graph and the set of prototypes. This approach
was first presented in (Riesen, Neuhaus & Bunke, 2007), and it relies on the work
proposed in (Pekalaska, Duin & Paclik, 2006). The basic intuition of this work
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is that the description of the regularities in observations of classes and objects is
the basis to perform pattern classification. Thus, from the selection of concrete
prototypes, each point is embedded into a vector space by taking its distance to
all these prototypes. Assuming these prototypes have been appropriately cho-
sen, each class will form a compact zone in the vector space. An extension to
map string representations into vector spaces using a similar approach was later
proposed in (Spillmann, M., Bunke, Pekalaska & Duin, 2006).
2.2.2 Spectral methods for graph matching problems
Starting from the early seventies of the last century, graph-based techniques have
been proposed as a powerful tool for pattern representation and classification
in structural Pattern Recognition. After the initial interest induced by the inter-
esting invariance properties of this data structure, graphs have been practically
left unused for a lengthy period of time. Recently, the use of graphs in Pat-
tern Recognition is obtaining a growing attention again. This is perhaps due to
the fact that the computational cost of the graph-based algorithms, although still
high in many cases, is now becoming compatible with the computational power
of new computer generations. In the literature there have been a number of at-
tempts to use spectral properties for graph matching. Among the early works on
spectral methods is the paper by Umeyama (Umeyama, 1988) the algorithm in-
troduced in this work was for the weighted isomorphism between two graphs, an
important restriction here is that the proposed matching method requires a pair
of graphs of the same size and the matching matrix must be a permutation matrix
(So all the nodes must participate to the matching). In this paper Umeyama used
the eigendecomposition of adjacency matrices of the graphs to deduce a simple
expression of the orthogonal matrix that optimizes the objective function, under
the assumption that the graphs are isomorphic. Unfortunately (as the author sug-
gests), if the graphs are far different from the isomorphic cases this method can
produce a very poor results. A more recent paper the one introduced by Xu and
King in (Xu & King, 2001), introduces a solution to the weighted isomorphism
problem that combines the use of eigenvalues-eigenvectors with continuous op-
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timization techniques. The authors reported that the proposed approach is faster
than Umeyama, especially with the large scale databases; moreover, it is planner
rotationally invariant. As well , in 2001, Carcassoni and Hancock (Carcassoni
& Hancock, 2001), proposed a method that is based on the spectral features
to define clusters of nodes that are able to be matched together in the optimal
correspondence; this method uses hierarchical matching by first finding a corre-
spondence between clusters and then between nodes in the cluster. This method
could do with graphs in different sizes.
Using the scenario of combining a spectral approach with the idea of cluster-
ing, another method was introduced in 2002 by Kosinov and Caelli (Kosinov &
Caelli, 2002b), in which , a vector space called the graph eigenspace, is defined
using the eigenvectors of the adjacency matrix, and the nodes are projected onto
points in the space. Using the authors words, the two most important proper-
ties of their approach are, first its ability to match graphs of considerably differ-
ent sizes, and second, its power to discover correspondence relationships among
subgraphs and groups of vertices.
Another method was introduced by Shokoufandeh and Dickinson in 2001
(Shokoufandeh & Dickinson, 2001), which to some extent can be related to spec-
tral techniques, in their work the authors used the eigenvalue characterization of
a directed acyclic graph to map its topological structure into a low-dimensional
vector space. As pointed out by the authors the algorithm should work well on
graphs with any rooted hierarchical structure, whether directed acyclic graph or
rooted tree, but it does not give any guarantee of optimality.
2.2.3 Spectral methods for Graph Clustering problem
Clustering is one of the most widely used techniques for exploring data structures
and has found increasing support and applications in many areas ranging from
statistics, computer science, biology to social sciences or psychology (e.g. (Jain,
Murty & Flynn, 1999; Shi & Malik, 2000; Xu & Wunsch, 2005; Newman, Watts
& Strogatz, 2002)). Almost in every scientific field dealing with practical data,
people attempt to get a first impression on the data by trying to identify groups
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of "similar behavior" in their data. The aim of clustering methods is to group
patterns on the basis of a similarity (or dissimilarity) criteria where groups (or
clusters) are set of similar patterns. Essential aspects in clustering are pattern
representation and the similarity measure. Each pattern is represented by a set of
features of the system under study. Once a representation is fixed it is possible
to choose an appropriate similarity measure among patterns. The most popular
dissimilarity measure for metric representations is the distance, for instance the
Euclidean one (Duda & Hart, 1973).
In this section we aim to focus on spectral clustering methods, which has be-
come quite popular over the last few years, it is very simple to implement and can
be solved efficiently by standard linear algebra methods. Spectral clustering is
an approach able to produce nonlinear separating hypersurfaces between clusters,
arising from concepts in spectral graph theory (Chung, 1997) and the clustering
problem is configured as a graph cut problem where an appropriate objective
function has to be optimized. Using information obtained from the eigenvalues
and eigenvectors of the adjacency matrices, Spectral clustering methods create
partitioning of graphs. The basic idea is to construct, from the initial data set, a
weighted graph. Each node represents a pattern and each weighted edge simply
takes into account the similarity between two patterns. In this framework the
clustering problem can be seen as a graph cut problem, which can be tackled by
means of spectral graph theory. The core of this theory is the singular values de-
composition of the Laplacian matrix of the weighted graph obtained from data,
which is related to its cut. And even for large data sets, spectral clustering can be
implemented efficiently using a sparse similarity graph (Verma & Meila, 2005).
A comparison of some spectral clustering methods has been recently pro-
posed in (Verma & Meila, 2005; Luxburg, 2007), while there are some theo-
retical works on the capabilities and convergence properties of spectral methods
for clustering (Kannan, Vempala & Vetta, 2000; Luxburg, Belkin & Bousquet,
2004; Luxburg, Bousquet & Belkin, 2005; Zha, He, Ding, Gu & Simon, 2001).
The Spectral methods have been applied in clustering of artificial data (Ng, Jor-
dan & Weiss, 2002; Rahimi & Recht, 2004), in image segmentation (Barreno,
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2004; Meila & Shi, 2000; Shi & Malik, 2000; Srivastava, 2004), in bioinformat-
ics (Cristianini, Taylor & Kandola, 2001), in social network analysis (Newman
et al., 2002), and in co-clustering problems of words and documents (Dhillon,
2001) and genes and conditions (Kluger, Basri, Chang & Gerstein, 2003). In
(Kulis, Basu, Dhillon & Mooney, 2005), a semi-supervised spectral approach
to bioinformatics and handwritten character recognition has been proposed. And
the protein sequence clustering problem has been faced using spectral techniques
in (Paccanaro & Saqi, 2003).
2.3 Manifold Learning
The focus on manifold learning is mainly motivated by the need to process more
complex features that are naturally represented as points on a manifold, hidden
in high-dimensional spaces such as images. Quite often there is a need to quan-
tify various phenomena which are obvious for a human observer, but difficult
to describe in mathematical terms. Texture, shape and many other aspects of
data need to be quantified and compared, and the mathematical theory of smooth
manifolds is a natural approach for many such problems.
Learning a manifold of perceptual observation is difficult where these ob-
servations usually exhibit significant nonlinear structure. Classical techniques
for manifold learning, such as principle component analysis (PCA) (Hotelling,
1933; Jolliffe, 1986) and metric multidimensional scaling (MDS) (Jolliffe, 1986)
are designed to operate when the manifold is embedded linearly or almost lin-
early in the ambient space. Both of these methods are spectral ones, i.e., methods
based on eigenvalue decomposition of either the covariance matrix (for PCA) or
the Gram matrix (for MDS) of the input data. For data sampled from general
nonlinear manifolds, however, these linear methods do not give satisfactory an-
swers. In recent times, a number of new spectral methods have been developed
to discover the nonlinear structure of the manifold such as Isomap (Tenenbaum
et al., 2000), locally linear embedding (LLE) (Roweis & Saul, 2000), Laplacian
eigenmaps (Belkin & Niyogi, 2003), Hessian LLE (Donoho & Grimes, 2003),
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maximum variance unfolding (MVU) (Weinberger & Saul, 2006), local tangent
space alignment (Zhang & Zha, 2004) and geodesic nullspace analysis (Brand,
2004). In (Saul, Weinberger, Sha, Ham & Lee, 2005) and (Burges, 2005), one
can find a tremendous summary of these methods. As mentioned in (Saul et al.,
2005), even though these new methods have a similar computational structure,
they are based on rather different geometric intuitions and intermediate compu-
tations. For instance, Isomap tries to preserve the global pairwise distances of
the input data as measured along the low dimensional manifold (geodesic dis-
tances); LLE and Laplacian eigenmaps try to preserve certain local geometric
relationships of the data; MVU, on the other hand, preserves local distances but
maximize a global objective (the total variance).
Although, these nonlinear methods do yield impressive results on some data
sets and some real applications, their nonlinear property makes them computa-
tionally expensive. For instance, Isomap and MVU construct a dense matrix and
use its top eigenvectors (eigenvectors associated with the largest eigenvalues)
in producing the low dimensional representations, while LLE, Laplacian eigen-
maps, and Hessian LLE construct a sparse matrix and use its bottom eigenvectors
(eigenvectors associated with the smallest eigenvalues). In addition, methods us-
ing dense matrices (Gram matrix) can often distinguish the intrinsic dimension
by a tellable gap between a few top eigenvalues and the rest of the spectra, but
methods using sparse matrices (e.g., Laplacian) do not yield such an estimate
since their bottom eigenvalues are usually closely located. In the latter case, an
additional step of estimating the intrinsic dimensionality is needed beforehand;
see, e.g., (Costa & Hero, 2004) and references therein.
As stated in (Saul et al., 2005), each of these spectral methods for dimen-
sionality reduction has its own advantages and disadvantages and each can be
preferable for different classes of data sets. In (Ham, Lee, Mika & Scholkopf,
2004), a kernel view of these algorithms was given for a better understanding of
the connections between these methods, interpreting each of them on specially
constructed kernel matrices.
Although several nonlinear techniques have been proposed to discover the
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nonlinear structure of the manifold, their nonlinear property makes them compu-
tationally expensive. Moreover, most of these methods do not explicitly consider
the structure of the manifold on which the data may possibly reside.
2.4 Calculus on graphs
In (Friedman & Tillich, 2004a), Friedman and Tillich developed a Calculus on
Graphs that allows graph theory to have new connections to analysis. This frame-
work gives rise to many new partial differential equations on graphs, in partic-
ular a new wave equation based on an edge-based Laplacian. Such wave equa-
tion gives rise to partial improvements on several concepts in graph theory and
in analysis (e.g.(Chung, Faber & Manteuffel, 1994; Chung, Grigor’yan & Yau,
1996, 1997; Bobkov & Ledoux, 1997)). A feature point in this graph calculus
is that the "non-linear" functions, those which are not edgewise linear become
more applicable; while in previous approaches that unify graph theory and anal-
ysis (e.g. (Friedman, 1993) and the references therein) only linear functions are
used. The use of non-linear functions allows many proofs and ideas to carry over
more simply from analysis to graphs and vice versa. Moreover, some new vari-
ants and simpler proofs of inequalities known in graph theory as in (Diaconis &
Saloff-Coste, 1996; Saloff-Cost, 1997; Coulhon, 1992, 1996a; Bakry, Coulhon,
Ledoux & Saloff-Coste, 1995; Coulhon & Grigor’yan, 1997; Coulhon, 1996b;
Chung & Yau, 1995) were deduced.
2.5 Conclusion
Reviewing the relevant literature and background for the work to be done in this
thesis, we may draw several conclusions:
First, due to the remarkable development of using computers, pattern recog-
nition becomes an enabling technology in more and more applications in the
practical world. Hence, improving pattern recognition algorithms become a key
to mathematics and computer science research. With the Spectral Graph The-
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ory becoming very popular in many areas such as computer science, chemistry,
network design and coding theory; graph-based algorithms have received a great
attention recently, yet this is a topic that still attracts much interest, and there
are still many open problems to be addressed, which provide numerous potential
possibilities for further investigation. And for the importance of the heat kernel
in spectral graph theory, it is convenient to explore how to use the heat kernel to
characterize graphs in a geometric manner.
Secondly, classical techniques for manifold learning are designed to operate
when the manifold is embedded linearly or almost linearly in the ambient space.
And even though several nonlinear techniques have been proposed to discover the
nonlinear structure of the manifold, their nonlinear property makes them com-
putationally expensive. Moreover, most of these methods either consider some
global structures of the manifold on which the data may possibly reside or pre-
serve a local feature while regarding a global structure of the manifold. We aim
to use the curvature as it is an intrinsic property of a manifold, independent of
its isometric embedding in Euclidean or pseudo Euclidean space, to characterize
the graph for the purposes of efficient graph matching and clustering.
Thirdly, as surfaces naturally arise as graphs of functions, we may use con-
cepts deduced from a recently developed calculus on graphs in an attempt to
connect graph theory to analysis. This graph calculus allows most techniques for
the non-linear operators in analysis to be easily carried over to graph theory.
CHAPTER 3
Heat Kernel Embedding
3.1 Introduction
Kernel-based methods provide a powerful framework for application areas rang-
ing from neural networks and pattern recognition to machine learning and data
mining. In pattern recognition they have led to the development of a num-
ber of methods including kernel-based Principal Component Analysis (KPCA)
(Scholkopf et al., 1998). Kernel methods motivate algorithms that can act on
general types of data such as vectors, strings or text and look for general types
of relations such as clusters, classifications or regressions. One of the most im-
portant kernel-based methods is the heat kernel which is found by solving the
diffusion equation for the discrete structure under study. The heat kernel asso-
ciated with a second-order partial differential equation in a Euclidean space, is
an important analytical tool in physics and has been used in many other areas
including spectral graph theory (Chung, 1997). Recent work by Smola and Kon-
dor (Smola & Kondor, 2003a) has shown how kernels can be used to graphs,
also number of alternatives has been suggested and compared. A kernel function
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is defined, which implicitly maps each graph into a high-dimensional feature
space, hence clustering may be performed in a space in which the classes are
more easily separated using standard clustering techniques such as k−means.
An embedding of the nodes of a graph into a vector space may also be performed
using a Young-Householder decomposition (Young & Householder, 1938; Xiao
& Hancock, 2004) of the heat kernel. This embedding offers the advantage that
the time parameter can be used to control the condensation of clusters. If the
nodes of a graph are viewed as residing on a manifold, the Laplacian matrix
may be regarded as the discrete approximation to the Laplacian-Beltrami cur-
vature operator for the manifold. In the mathematics literature the study of the
eigenvalues and eigenvectors of the Laplace-Beltrami operator is referred to as
spectral geometry. In the manifold learning literature (Hein et al., 2005) tech-
niques from spectral geometry have recently been used to analyze the properties
of the Laplacian embedding.
The Laplacian matrix can be interpreted as a matrix representation of the
graph and its spectrum has been widely studied in spectral graph theory (Chung,
1997) and has proved to be a versatile mathematical tool that can be put to many
practical uses including routing (Atkins, Boman & Hendrickson, 1998), indexing
(Shokoufandeh et al., 1999), clustering (Shi & Malik, 2000) and graph-matching
(Umeyama, 1988; Luo & Hancock, 2001). One of the most important properties
of the Laplacian spectrum is its close relationship with the heat equation. The
heat equation can be used to specify the flow of information with time across a
network or a manifold (Yau & Schoen, 1988). According to the heat-equation
the time derivative of the kernel is determined by the graph Laplacian. The solu-
tion to the heat equation is obtained by exponentiating the Laplacian eigensystem
over time. Since the heat kernel encapsulates the way in which information flows
through the edges of the graph over time, it is closely related to the path length
distribution on the graph. Recently, Lebanon and Lafferty (Lebanon & Lafferty,
2004) have shown how they used the heat kernel to construct statistical mani-
folds that can be used for inference and learning tasks. Moreover, in (Xiao &
Hancock, 2006), the authors have explored how a number of different invariants
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that can be computed from the heat kernel can be used for graph clustering. Colin
de Verdiere has shown how to compute geodesic invariants from the Laplacian
spectrum (de Verdi‘ere, 1998). In fact, a graph can be viewed as residing on a
manifold whose pattern of geodesic distances is characterized by the heat ker-
nel. Differential invariants can be computed from the heat kernel, and these in
turn are related to the Laplacian eigensystem. This field of study is sometimes
referred to as spectral geometry (Gilkey, 1984; Yau & Schoen, 1988). One of the
most interesting recent developments in this area is to establish a link between
graph-spectra and the geometry of the underlying manifold (Grigor’yan, 2001,
2006; Zhu, Kandola, Ghahramani & Lafferty, 2004; Barlow, 1998; Smola &
Kondor, 2003a). In (Grigor’yan, 2006, 2001; Barlow, 1998), a considerable in-
sight can be achieved through the analysis of the heat kernel of the graph. There
are a number of different invariants that can be computed from the heat-kernel.
Asymptotically for small time, the trace of the heat kernel (Chung, 1997) (or the
sum of the Laplacian eigenvalues exponentiated with time) can be expanded as
a rational polynomial in time, and the co-efficients of the leading terms in the
series are directly related to the geometry of the manifold. For instance, the lead-
ing co-efficient is the volume of the manifold, the second co-efficient is related
to the Euler characteristic, and the third co-efficient to the Ricci curvature. The
aim in this chapter is to investigate whether the heat kernel can be used to pro-
vide a geometric characterization of graphs that can be used for the purposes of
graph-clustering. This is of course a problem that can be addressed directly by
using the spectral geometry of the combinatorial Laplacian. However, there are
two major obstacles. First, the results delivered by spectral geometry are interest-
ing, they are applied under the assumption that the graph Laplacian converges to
the corresponding continuous Laplace operator provided that the graph is suffi-
ciently large. Second, the calculations involved are complicated and the resulting
expressions are not very elegant. Hence, we adopt a more pragmatic approach
in this chapter where we aim to characterize the geometry of point distribution
based on embeddings derived from the heat-kernel.
The method involves performing a Young-Householder decomposition of the
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heat-kernel to recover the matrix of embedding co-ordinates. In other words, we
perform kernel principal components analysis on the heat kernel to map nodes of
the graph to points in a manifold. We provide an analysis which shows how the
eigenvalues and eigenvectors of the covariance matrix for the point distribution
resulting from the kernel mapping are related to those of the Laplacian. With
the embeddings to hand, we develop a graph characterization based on differen-
tial geometry. To do so we compute the sectional curvatures associated with the
edges of the graph, making use of the fact that the sectional curvature is deter-
mined by the difference between the geodesic and Euclidean distances. taking
this analysis one step further, we use the Gauss-Bonnet theorem to compute the
Gaussian curvatures associated with triangular faces of the graph. We character-
ize graphs using sets of curvatures, defined either on the edges or the faces. We
explore whether these characterizations can be used for the purposes of graph
matching. To this end, we compute the similarities of the sets using robust vari-
ants of the Hausdorff distance which allows us to compute the similarity of dif-
ferent graphs without knowing the correspondences between edges or faces. The
rest of this chapter is organized as follows: In Section 3.2 we provide some back-
ground on the heat-kernel and its relationship with the Laplacian spectrum. In
Section 3.3 we develop our geometric characterization of graphs. In Section 3.4
we experiment with the method on three different Real-world databases, namely
the York model house, the COIL-20 and the TOY image sequences.
3.2 Heat Kernels on Graphs
In this section, we give a brief introduction on the graph heat kernel. We com-
mence in Section 3.2.1 with some important matrices related to the graph under
study, followed in Section 3.2.2 by deducing the heat kernel from the heat equa-
tion. The relation between the heat kernel and the path length distribution on the
graph is given in Section 3.2.3. Then we show in Section 3.2.4 how it can be used
to embed the nodes of a graph in a vector space using the Young-Householder
decomposition. Finally, in Section 3.2.5, we provide an analysis which reveals
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the relationship between the eigenvalues and eigenvectors of the heat-kernel and
those of the covariance matrix for the point distribution resulting from the em-
bedding.
3.2.1 Preliminaries
To commence, consider an undirected unweighted graph denoted by G = (V,E)
where V is the set of nodes and E ⊆ V × V is the set of edges. The elements of
the adjacency matrix A of the graph G is defined by:
A(u, v) =
 1 if (u, v) ∈ E0 otherwise (3.1)
To construct the Laplacian matrix we first establish a diagonal degree matrix D,
whose elements are given by the degree of the nodes, i.e. D(u, u) = deg(u) =∑
v∈V A(u, v). From the degree matrix and the adjacency matrix we construct
the Laplacian matrix L = D − A, i.e. the degree matrix minus the adjacency
matrix,
L(u, v) =

deg(v) if u = v
−1 if u and v are adjacent
0 otherwise
(3.2)
The normalized Laplacian Lˆ = D−
1
2LD−
1
2 has elements
Lˆ(u, v) =

1 if u = v and dv 6= 0
− 1√
deg(u)deg(v)
if u and v are adjacent
0 otherwise
(3.3)
The spectral decomposition of the normalized Laplacian matrix is Lˆ = ΦΛΦT ,
where Λ = diag(λ1, λ2, ..., λ|V |) is the diagonal matrix with the ordered eigen-
values (λ1 < λ2 < ... < λ|V |) as elements and Φ = (φ1|φ2|....|φ|V |) is the matrix
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with the ordered eigenvectors as columns. Since Lˆ is symmetric and positive
semi-definite, the eigenvalues of the normalized Laplacian are all non-negative.
The multiplicity of the zero eigenvalue is the number of isolated cliques in the
graph. For a connected graph, the multiplicity of the zero eigenvalue is one. The
eigenvector associated with the smallest non-zero eigenvalue is referred to as the
Fiedler-vector (Chung, 1997). In many practical situations, it has been shown
theoretically that using the Normalized Laplacian leads to more robust semi def-
inite Laplacian (Luxburg et al., 2004). Hence, in our work through this thesis we
are using the Normalized Laplacian matrix, Lˆ.
3.2.2 Heat Equation
Here we are interested in the heat equation associated with the Laplacian, which
is given by.
∂ht
∂t
= −Lˆht (3.4)
where ht is the heat kernel and t is time, and its partial derivative ∂ht∂t is to be
computed by taking the derivative of each element of ht . The heat kernel is the
fundamental solution of the heat equation. It can be viewed as describing the
flow of information across the edges of the graph with time. The rate of flow is
determined by the Laplacian of the graph. The solution to the heat equation at
time t, can be computed through the heat kernel ht
ht = e
−tLˆ (3.5)
The matrix exponential (e−tLˆ), is a matrix function on the square matrix Lˆ anal-
ogous to the ordinary exponential function. One way to approximate (e−tLˆ), is
to use the eigen-decomposition of the Laplacian Lˆ. From (Chung, 1997) we can
proceed to compute the heat kernel on a graph by exponentiating the Laplacian
eigenspectrum, i.e.
ht = Φexp[−Λt]ΦT = exp[Lˆt] (3.6)
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The heat kernel is a |V | × |V | matrix. For the nodes u and v of the graph G the
heat kernel element is
ht(u, v) =
|V |∑
i=1
exp[−λit]φiφTi =
|V |∑
i=1
exp[−λit]φi(u)φi(v) (3.7)
When t tends to zero, then ht ' I − Lˆt, i.e. the kernel depends on the local
connectivity structure or topology of the graph (Xiao, Wilson & Hancock, 2005).
If, on the other hand, t is large, then
ht ' I − exp[−λ2t]φ2φT2
where λ2 is the smallest non-zero eigenvalue and φ2 is the associated eigenvector,
i.e. the Fiedler vector. Hence, the large time behavior is governed by the global
structure of the graph.
3.2.3 Geodesic Distance from the Heat Kernel
It is interesting to note that the heat kernel is also related to the path length
distribution on the graph (Xiao et al., 2005). To show this, consider the matrix
P = I − Lˆ, where I is the identity matrix. The heat kernel can be rewritten
as ht = e−t(I−P ). Hence, we can perform the MacLaurin expansion on the heat
kernel to re-express it as a polynomial in t. The result of this expansion is
ht = e
−t(I + tP +
(tP )2
2!
+
(tP )3
3!
+ ...) = e−t
∞∑
k=0
P k
tk
k!
(3.8)
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For a connected graph, the matrix P has elements
P (u, v) =

0 if u = v
1√
deg(u)deg(v)
if u 6= v and (u, v) ∈ E
0 otherwise
(3.9)
As a result, we have that
P k(u, v) =
∑
Sk
k∏
i=1
1√
deg(ui)deg(ui+1)
(3.10)
where the walk Sk is a sequence of vertices u0, ..., uk of length k such that
(ui, ui+1) ∈ E. Hence, P k(u, v) is the sum of weights of all walks of length
k joining nodes u and v. In terms of this quantity, the elements of the heat ker-
nel, (Xiao et al., 2005), are given by
ht(u, v) = exp[−t]
|V |2∑
k=0
P k(u, v)
tk
k!
(3.11)
We can find a spectral expression for the matrix P k using the eigendecomposition
of the normalized Laplacian. Writing P k = (I − Lˆ)k it follows that P k =
Φ(I − Λ)kΦT . The element associated with the nodes u and v is
P k(u, v) =
|V |∑
i=1
(1− λi)kφi(u)φi(v) (3.12)
The geodesic distance between nodes, i.e. the length of the walk on the graph
with the smallest number of connecting edges, can be found by searching
for the smallest value of k for which P k(u, v) is non zero, i.e. dG(u, v) =
floorkPk(u, v)
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3.2.4 Heat Kernel Embedding
The nodes of the graph are to be mapped into a vector space using the heat
kernel. For that we consider Y = (y1|...|yu|...|Y|V |) be the |V | × |V | matrix
with the vectors of co-ordinates as columns. The vector of co-ordinates yu for
the node index u is hence the uth column of Y . The co-ordinate matrix is found
by performing the Young-Householder decomposition ht = Y TY on the heat-
kernel. Since ht = Φexp[−Λt]ΦT , Y = exp[−12Λt]ΦT . Hence, the co-ordinate
vector for the node indexed u is
yu = (exp[−1
2
λ1t]φ1(u), exp[−1
2
λ2t]φ2(u), ..., exp[−1
2
λ|V |t]φ|V |(|V |))T
(3.13)
The kernel mapping M : V → R|V |, embeds each node on the graph in a vector
space R|V |. The heat kernel ht = Y TY can also be viewed as a Gram matrix, i.e.
its elements are scalar products of the embedding co-ordinates. Consequently,
the kernel mapping of the nodes of the graph is an isometry. The squared Eu-
clidean distance between nodes u and v is given by
dE(u, v)
2 = (yu − yv)T (yu − yv) =
|V |∑
i=1
exp[−λit]
{
φi(u)− φi(v)
}2
(3.14)
Figure 3.1 shows the steps to embed the graph into a manifold.
3.2.5 Point Distribution Statistics
One very simple way to characterize the embedded point-set is to study the prop-
erties of the covariance matrix of the point-set generated by the embedding meth-
ods. To construct the covariance matrix, we commence by computing the mean
coordinate vector (Xiao et al., 2005). The mean co-ordinate vector for the heat
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Figure 3.1: Illustration of the geometric embedding of the graph into a manifold.
kernel embedding is
yˆ =
1
|V |Y e =
1
|V | exp[−
1
2
Λt]ΦT e (3.15)
where e = (1, 1, ..., 1)T is the all ones vector of length |V |. The matrix of cen-
tered co-ordinates is found by subtracting the mean position vector from each of
the co-ordinate vectors and is given by
YC = Y − 1|V |Y ee
T = exp[−1
2
Λt]ΦT (I − 1|V |ee
T ) = exp[−1
2
Λt]ΦTMT
(3.16)
where MT = (I − 1
|V |
eeT ). The covariance matrix for the embedded point-
positions is
SY =
1
|V |YCY
T
C =
1
|V | exp[−
1
2
Λt]ΦTMTMΦ exp[−1
2
Λt] (3.17)
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Hence, we can write
SY =
1
|V |C
TC
where C = MΦ exp[− 1
2
Λt]. To compute the eigenvectors of SY we first con-
struct the matrix,
CCT = MΦ exp[−Λt]ΦTMT = MhtMT
i.e. CCT has eigenvalue matrix Λh = exp[−Λt] and un-normalised eigenvector
matrix U = MΦ. As a result the matrix CTC has normalised eigenvector matrix
Uˆ = CTUΛ
− 1
2
h and eigenvalue matrix Λh. To see this note that
(CTUΛ
− 1
2
h )Λh(C
TUΛ
− 1
2
h )
T = CTUUTC = CTC (3.18)
Hence CTC has eigenvector matrix Λh = exp[−Λt] and normalised eigenvector
matrix
Uˆ = (MΦ exp[−1
2
Λt])TMΦ(exp[−Λt])− 12 = exp[−1
2
Λt]ΦTMTMΦ exp[
1
2
Λt]
(3.19)
Finally, it is interesting to note that the projection of the centered co-ordinates
onto the eigenvectors of the covariance matrix SY is
YP = Uˆ
TYC = exp[−1
2
Λt]ΦTMT = YC (3.20)
3.3 Geometric Characterisation
Whereas graph embeddings have found widespread use in machine learning and
pattern recognition for the purposes of clustering, analyzing and visualization
relational data, they have also proved to be useful as a means of graph character-
ization. When embedding the nodes of a graph on a manifold in a vector space,
and to use the geometric properties of the resulting point-set as a graph charac-
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teristic. Thinking of curvature as a local measure of geometry, our aim here is to
use it to represent local shape information. Actually curvature has only recently
been exploited to its full potential, due mainly to the advent of computers. In
this section we develop our differential characterisation of graphs using different
kinds of curvatures. We commence by showing how the geodesic and Euclidean
distances estimated from the spectrum of the Laplacian and the heat kernel em-
bedding can be used to associate a sectional curvature with the edges of a graph.
Next, we turn our attention to geodesic triangles formed by the embedding of
first order cycles, i.e. triangles of the graph. In that manner we are using Gauss
Bonnet theorem, Which states that the sum of interior angles of a geodesic trian-
gle is equal to pi plus the total curvature enclosed by the triangle, to compute the
Gaussian curvature through the angular excess of the geodesic triangles.
3.3.1 The Sectional Curvature
In this section we show how the Euclidean distance and geodesic distances com-
puted for embedding can be used to compute the sectional curvature associated
with edges of the graph. The sectional curvature is determined by the degree to
which the geodesic bends away from the Euclidean chord. Hence for a torsion-
less geodesic on the manifold, the sectional curvature can be estimated easily
if the Euclidean and geodesic distances are known. Suppose that the geodesic
can be locally approximated by an arc of a circle. Let the geodesic distance be-
tween the pair of points u and v be dG(u, v) and the corresponding Euclidean
distance be dE(u, v). Further let the radius of curvature of the approximating
arc be rs(u, v) and suppose that the tangent vector to the manifold undergoes a
change in direction of 2θu,v as we move along a connecting arc between the two
points. We show an illustration of the above in Figure 3.2.
In terms of the angle θu,v, the geodesic distance, i.e. the distance traversed along
the circular arc, is
dG(u, v) = 2rs(u, v)θu,v (3.21)
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Figure 3.2: Illustration of relationship between the geodesic distance, Euclidean
distances and the sectional curvature.
and as a result we find that
θu,v = dG(u, v)/2rs(u, v) (3.22)
The Euclidean distance, on the other hand, is given by
dE(u, v) = 2rs(u, v) sin θu,v (3.23)
and can be approximated using the MacLaurin series
dE(u, v) = 2rs(u, v){θu,v − 1
6
θ3u,v + ...} (3.24)
Substituting for θu,v obtained from the geodesic distance, we have
dE(u, v) = dG(u, v)− dG(u, v)
3
24r2s(u, v)
(3.25)
Solving the above equation for the radius of curvature, the sectional curvature of
34 Heat Kernel Embeddings
the geodesic connecting the nodes u and v is approximately
ks(u, v) =
1
rs(u, v)
=
2
√
6(dG(u, v)− dE(u, v)) 12
dG(u, v)
3
2
(3.26)
Since for an edge of the graph dG(u, v) = 1, we have
k2(u, v) = 24(1− dE(u, v)) (3.27)
3.3.2 The Gaussian Curvature
The Gauss-Bonnet Theorem links the topology and geometry of a surface in
an elegant and compact manner. Spivak (Spivak, 1979) and Stillwell (Stillwell,
1974) give accounts of the early history of its development and application. For a
smooth compact oriented Riemannian 2-manifold M , let 4G be a triangle on M
whose sides are geodesics, i.e. paths of shortest length on the manifold. Further,
let α1, α2 and α3 denote the interior angles of the triangle. According to Gauss’s
theorem, if the Gaussian curvature K (i.e. the product of the maximum and the
minimum curvatures at a point on the manifold) is integrated over 4G, then
∫
4G
KdM =
3∑
i=1
αi − pi (3.28)
where dM is the Riemannian volume element.
To estimate the Gaussian curvature from the above, we must determine the
interior angles αi of the geodesic triangle. To this end we assume that T is
a triangulation of a smooth manifold M and 4G is a geodesic triangle on M
with angles {αi}3i=1 and geodesic edge lengths {dGi}3i=1. Moreover we suppose
that 4e is the corresponding Euclidean triangle with edge lengths {dEi}3i=1 and
interior angles {ϕi}3i=1. We assume that the geodesic index i is a great arc on a
sphere with radius ri, i = 1, 2, 3. Furthermore, we’ll treat the geodesic triangles
as residing on a hyper−sphere with a radius r which is computed by averaging
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over the constituent geodesic edges, that is r = 1
3
∑3
i=1 ri. To commence, we
compute the area of the geodesic triangle. Here we’ll make use of the geometry
of the sphere, the area of the spherical triangle is given by
AG = (
3∑
i=1
αi − pi)r2 (3.29)
From (3.29) we can see that
3∑
i=1
αi − pi = AG
r2
(3.30)
Now, considering a small area element on the sphere given in spherical coor-
dinates by dAG = r2 sin θdθdϕ, the integration of dA bounded by 2θ gives us
another formula for computing the area of the geodesic triangle
AG =
∫ 2θ
0
∫ 2θ
0
r2 sin θdθdϕ (3.31)
= r2(1− cos 2θ)(2θ) (3.32)
= r2(2 sin2 θ)(2θ) (3.33)
= (2r sin θ)2(θ) (3.34)
(3.35)
Substituting from the formulas ( 3.23) and ( 3.22) where dG = 1 for an edge of a
graph, we get
AG =
1
2r
d2E (3.36)
where d2E is computed from the embedding using ( 3.14). From ( 3.28), ( 3.30)
and ( 3.36), we get the following formula for the Gaussian curvature residing
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over the geodesic triangle: ∫
4G
KdM =
1
2r3
d2E (3.37)
3.4 Experiments
Representing the graphs using sets of curvatures defined either over the edges
(i.e. sectional curvatures) or triangular faces (i.e. Gaussian curvatures) of the
graphs under consideration. The sets of curvatures are unordered, i.e. we do not
know the correspondences between edges or faces in different graphs, and hence
we require a set-based similarity measure to compare graphs in the absence of
correspondences. One route is provided by the Hausdorff distance. However, this
is known to be sensitive to noise, so we explore median and probabilistic variants
of the Hausdorff distance in Section 3.4.1 and Section 3.4.2 respectively.
With the graph distances in hand, we require a means of visualizing the dis-
tribution of graphs. The classical Multidimensional Scaling (MDS) (Cox & Cox,
1994) is the method we are using here to embed the data specified in the matrix
in a Euclidean space 3.4.3. Finally, the results obtained when experimenting with
a real world data are to be given in Section 3.4.5.
3.4.1 Hausdorff distance
The Hausdorff distance provides a means of computing the distance between
sets of unordered observations when the correspondences between the individual
items are unknown. In its most general setting, the Hausdorff distance is defined
between compact sets in a metric space. Given two such sets, we consider for
each point in one set is the closest point in the second set. Hausdorff distance
is the maximum over all these values. More formally, the classical Hausdorff
distance(HD) (Huttenlocher, Klanderman & Rucklidge, 1993) between two fi-
nite point sets A and B is given by
H(A,B) = max(h(A,B), h(B,A)) (3.38)
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where the directed Hausdorff distance from A to B is defined to be
h(A,B) = max
a∈A
min
b∈B
‖a− b‖ (3.39)
and ‖.‖ is some underlying norm on the points of A and B (e.g., the L2 or Eu-
clidean norm). Dubuisson and Jain (Dubuisson & Jain, 1994) proposed a robust
modified Hausdorff distance (MHD) based on the average distance value in-
stead of the maximum value, in this sense they defined the directed distance of
the MHD as
h(A,B) =
1
NA
∑
a∈A
min
b∈B
‖a− b‖ (3.40)
Using these ingredients we can describe how Hausdorff distances can be ex-
tended to graph-based representations. To commence let us consider two graphs
G1 = (V1, E1, k1) and G2 = (V2, E2, k2), where V1,V2 are the sets of nodes,
E1,E2 the sets of edges and k1,k2 the matrices whose elements are the curvature
defined in the previous section. We can now write the distances between two
graphs as follows:
1) The classical Hausdorff distance (HD) is
hHD(G1, G2) = max
i∈V1
max
j∈V1
min
I∈V2
min
J∈V2
‖k2(I, J)− k1(i, j)‖ (3.41)
2) The modified Hausdorff distance (MHD) is
hMHD(G1, G2) =
1
|V1|
∑
i∈V1
(
1
|V1|
∑
i∈V1
min
I∈V2
min
J∈V2
‖k2(I, J)− k1(i, j)‖) (3.42)
3.4.2 A probabilistic similarity measure (PSM)
One of the well documented problems with booth the Hausdorff and modified
Hausdorff distances, is lack of robustness. In order to overcome this problem,
Huet and Hancock (Heut & Hancock, 2002) have recently develop a probabilistic
variant of the Hausdorff distance. This measures the similarity of the sets of
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attributes rather than using defined set based distance measures. For the graphs
G1 and G2, the set of all nodes connected to the node I ∈ G2 by an edge is
defined as C2I = {J |(I, J) ∈ E2}, and the corresponding set of nodes connected
to the node i ∈ G1 by an edge is C1i = {j|(i, j) ∈ E2}. For the match of the
graph G2 onto G1 Huet and Hancock’s similarity measure
S(G1, G2) =
1
|V2| × |V1|
∑
i∈V1
max
I∈V2
∑
j∈C1i
max
J∈C2
I
P ((i, j) → (I, J)|k2(I,J), k1(i,j))
(3.43)
In this formula the a posteriori probability P ((i, j) → (I, J)|k2(I,J), k1(i,j)) rep-
resents the value for the match of the G2 edge (I, J) onto the G1 edge (i, j)
provided by the corresponding pair of attribute structures k2(I,J) and k
1
(i,j).
The similarity measure commences by finding the maximum probability over
the nodes in C2I then averaging the edge-compatibilities over the nodes in C
1
i .
Similarly, we consider the maximum probability over the nodes in the graph G2
followed by averaging over the nodes in G1. It is worth mentioning that un-
like the Hausdorff distance, this similarity measure does not satisfy the metric
axioms. Moreover, while the Hausdorff distance is saliency-based (i.e. it mea-
sures the maximum distance between two sets of observations) our measure here
returns the maximum similarity. back to the formula where we still need to com-
pute the probability P ((i, j) → (I, J)|k2I,J, k1i,j), for that purpose we will use a
robust weighting function
P ((i, j) → (I, J)|k2(I,J), k1(i,j)) =
Γσ(‖k2(I,J), k1(i,j)‖)∑
(I,J)∈E2
Γσ(‖k2(I,J), k1(i,j)‖)
) (3.44)
where Γσ(.) is a distance weighting function. There is several alternative ro-
bust weighting functions. Here we work with a Gaussian of the form Γσ(ρ) =
exp(− ρ2
2σ2
).
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3.4.3 Multidimensional Scaling
The multidimensional scaling (MDS) is a technique to provide a visual repre-
sentation of the pattern of proximities (i.e., similarities or distances) among a
set of objects. The input to MDS is a square, symmetric matrix indicating dis-
similarities between pairs of objects. Here the objects are represented as points
in a low dimensional space, such that the distances between the points match
the observed dissimilarities as closely as possible. As a starting point, let H
be the distance matrix with row r and column c entry Hrc. The first step of
MDS is to calculate a matrix T whose element with row r and column c is
given by Trc = −12 [H2rc − Ĥ2r. − Ĥ2.c + Ĥ2..] where Ĥr. = 1N
∑N
c=1 Hrc is the
average value over the rth row in the distance matrix, H.c is the similarly de-
fined average value over the cth column and Ĥ.. = 1N2
∑N
r=1
∑N
c=1 Hrc is the
average value over all rows and columns of the distance matrix. Then, we sub-
ject the matrix T to an eigenvector analysis to obtain a matrix of embedding
coordinates X . If the rank of T is k; k ≤ N , then we will have k non-zero
eigenvalues. We arrange these k non-zero eigenvalues in descending order, i.e.,
l1 ≥ l2 ≥ ... ≥ lk ≥ 0. The corresponding ordered eigenvectors are denoted
by ui where li is the ith eigenvalue. The embedding coordinate system for the
graphs is X = [
√
l1u1,
√
l2u2, ...,
√
lkuk] for the graph indexed i, the embedded
vector of the coordinates is xi = (Xi,1, Xi,2, ..., Xi,k)T .
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3.4.4 Discerption of the Experimental Databases
Through our experiments we are going to use three different sets of data. This
section is devoting for a quick description of these databases, the houses database
3.4.4.1, The COIL database 3.4.4.2 and the Toys database 3.4.4.3.
3.4.4.1 The York model house dataset
The first dataset is the York model house database, which contains different
graphs extracted from images of toy houses in the standard CMU, MOVI and
chalet house image sequences (Luo et al., 2003). These data sets contain dif-
ferent views of model houses from equally spaced viewing directions. From the
house images, corner features are extracted using the corner detector reported in
(Luo, Cross & Hancock, 1999), and Delaunay graphs representing the arrange-
ment of feature points are constructed. This data consists of ten graphs for each
of the three houses. Each node in a Delaunay graph belongs to a first order cycle,
and as a result the graph is a triangulation. The images of the houses and their
associated Delaunay triangulations are shown in Figure 3.3. In figures 3.4, 3.5
and 3.6 we show the node, edge and face frequencies for the houses database.
Tables 3.1, 3.2 and 3.3 contain the number of nodes, edges and triangulated
faces respectively.
In the database, the different graphs have different number of nodes and one
can notice that the INRIA MOVI sequence contains many more feature points
than the other two sequences and there is a little texture in its image sequences
comparing to the other images which might led the corner detection used to fail
extracting the graph features.
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(a) CMU/VASC model house sequence.
(b) INRIA MOVI model house sequence.
(c) The Swiss chalet model house sequence.
Figure 3.3: Sample images from the houses image sequences with the extracted
graphs.
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CMU MOVI chalet
v1 30 140 40
v2 32 134 57
v3 32 130 92
v4 30 136 78
v5 30 137 90
v6 32 131 64
v7 30 139 113
v8 30 141 100
v9 30 133 67
v10 31 136 59
Table 3.1: The number of Nodes of the graphs from the houses database.
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house(:,1)
house(:,2)
house(:,3)
Figure 3.4: Histogram of the number of Nodes of the graphs from the houses
database.
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CMU MOVI chalet
v1 158 808 216
v2 168 780 312
v3 168 756 516
v4 156 792 438
v5 156 796 512
v6 170 760 358
v7 156 808 638
v8 156 812 562
v9 156 772 370
v10 164 786 324
Table 3.2: The number of Edges of the graphs from the houses database.
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Figure 3.5: Histogram of the number of Edges of the graphs from the houses
database.
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CMU MOVI chalet
v1 50 265 69
v2 55 257 100
v3 53 249 172
v4 49 261 142
v5 49 262 167
v6 54 250 116
v7 49 266 207
v8 49 266 182
v9 49 254 119
v10 52 258 104
Table 3.3: The number of Faces of the graphs from the houses database.
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Figure 3.6: Histogram of the number of Triangular Faces of the graphs from the
houses database
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3.4.4.2 The COIL dataset
The second database we are going to use for our experiments is the Columbia
Object Image Library (COIL-20) database (Figure 3.7).
Figure 3.7: The Columbia Object Image Library (COIL-20).
The objects have a wide variety of complex geometric and reflectance char-
acteristics. COIL-20 is a database of 1,440 gray-scale images of 20 objects. The
objects were placed on a motorized turntable against a black background. Each
object was placed in a stable configuration at approximately the centre of the
table. Then the turntable was rotated through 360 degrees to vary object pose
with respect to a fixed camera. Images of the objects were taken at pose intervals
of 5 degrees; this corresponds to 72 images per object. The images were also
normalized such that the larger of the two object dimensions (height and width)
fits the image size off 128 x 128 pixels. When resizing, aspect ratio was pre-
served. In addition to size normalization, every image was histogram stretched,
i.e. the intensity of the brightest pixel was made 255 and intensities of the other
pixels were scaled accordingly. Consequently, the apparent scale of the object
may change between different views of the object image especially for the ob-
jects which are not symmetric with respect to the turntable axis. The (COIL-20)
dataset is available online via ftp in addition to the (COIL-100) dataset of colour
images of 100 objects (Figure 3.8), that is 7,200 poses in total (COIL is available
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at http://www.cs.columbia.edu/CAVE/databases/).
Figure 3.8: The Columbia Object Image Library (COIL-100).
The frequencies of the nodes, edges and triangular faces of each graph in the
COIL database is shown in the Figures 3.9, 3.10 and 3.11, respectively. In
A.3, a full tables containing the number of nodes, edges and triangulated faces
respectively.
From the data, we know that the COIL dataset consists of a large number of
objects with varying pose, texture, shape and size. This might lead to a difficulty
in recognizing the objects, hence many recognition methods use 36 (10 degrees
apart) of them for training and the remaining images for testing. Nevertheless,
we will use a smaller set of 18 views (20 degrees apart) per object to obtain better
variations.
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Figure 3.9: Histogram of The number of Nodes for 10 objects (top) and 20 ob-
jects (bottom) of the COIL data.
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Figure 3.10: Histogram of The number of Edges for 10 objects (top) and 20
objects (bottom) of the COIL data.
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Figure 3.11: Histogram of The number of Triangular Faces for 10 objects (top)
and 20 objects (bottom) of the COIL data.
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3.4.4.3 The Toy dataset
The third dataset to be used through this thesis is The Toy Database (Han, Wilson
& Hancock, 2010). This dataset consists of images of 4 objects with 20 different
views of each object. Figure 3.12 shows example images of the 4 objects. The
feature keypoints in the images are extracted using the SIFT detector (Lowe,
2004) and the sample graphs are constructed using Delaunay triangulation of the
detected points.
Figure 3.12: Example images of the 4 objects of The Toy Database.
The frequencies of the nodes and edges of each graph in the Toy database
is shown in the Figures 3.13 and 3.14, respectively. As well, the number of
of nodes and edges of each graph are contained in the Tables 3.4 and 3.5,
respectively.
In general, the database contains large and noisy graphs with different num-
bers of nodes.
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T1 T2 T3 T4
v1 123 111 126 99
v2 71 91 87 74
v3 69 89 102 83
v4 70 100 108 89
v5 70 104 98 79
v6 68 100 101 77
v7 77 96 100 70
v8 82 99 101 74
v9 82 93 104 71
v10 92 87 106 80
v11 97 95 94 87
v12 107 88 98 85
v13 106 88 106 89
v14 102 91 106 88
v15 104 98 102 86
v16 111 91 100 82
v17 106 91 85 83
v18 108 92 102 83
v19 115 92 91 78
v20 162 106 132 103
Table 3.4: The number of Nodes of the graphs from the Toy database.
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Figure 3.13: Histogram of the number of Nodes of the graphs from the Toy
database
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T1 T2 T3 T4
v1 355 318 348 287
v2 361 318 350 292
v3 362 320 353 290
v4 360 317 347 289
v5 362 320 347 289
v6 363 322 349 287
v7 354 317 350 278
v8 357 319 350 267
v9 360 322 353 258
v10 361 302 348 256
v11 362 312 340 260
v12 360 261 319 243
v13 359 259 343 254
v14 367 265 344 250
v15 363 290 337 243
v16 357 257 317 240
v17 360 259 273 238
v18 360 261 324 238
v19 362 262 282 224
v20 473 305 381 298
Table 3.5: The number of Edges of the graphs from the Toy database.
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Figure 3.14: Histogram of the number of Edges of the graphs from the Toy
database
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3.4.5 Experimenting with Real-world data
In this section we experiment with the curvature-based attributes extracted using
the heat-kernel embedding, then we explore whether these attributes can be used
for the purposes of graph-matching. To do so we follow the next steps:
• First, with the adjacency matrices in hand we commence by constructing
the Normalised Laplacian matrix for each graph in the database.
• Then we use the Heat kernel embedding defined in Section 3.2.4 to embed
the nodes of the graphs into points residing on a manifold in a Euclidean
space.
• The Euclidean distance between pairs of points in the Euclidean space is
obtained from the heat kernel embedding at the values of t = 10.0, 1.0, 0.1
and 0.01 using formula 3.14.
• At this point, we construct the matrix representing each graph based on the
geometric attributes deduced earlier in this chapter.
We proceed with two representations for the graphs. The first is the sectional
curvature associated with the edges, outlined in Section 3.3.1. The second is
the Gaussian curvature on the triangles of the Delaunay triangulations extracted
from the graphs, as outlined in Section 3.3.2.
Both the sectional and gaussian curvature will be used as graph features for
the purposes of gauging the similarity of graphs using the Hausdorff distance and
a robust modified variant of the Hausdorff distance (given in Section 3.4.1) as
well as the probabilistic similarity measure (given in Section 3.4.2). Finally we
subject the distance matrices to the Multidimensional Scaling (MDS) procedure
(given in Section 3.4.3) to embed the graphs into a low dimensional space where
each graph is represented as a single point in a 2D space.
We commence by introducing the results obtained when experimenting with
the York model house database. First, we show in Figures 3.15 and 3.16 the
results when using the Hausdorff distance (HD) to measure the (dis)similarity
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between pairs of graphs represented by the Sectional and Gaussian curvatures
respectively. The subfigures are ordered from left to right, top to bottom using the
heat kernel embedding with the values t = 10.0, 1.0, 0.1 and 0.01 respectively.
With the same order, Figures 3.17 and 3.18, give the results obtained when using
the Modified Hausdorff distance (MHD) and Figures 3.19, 3.20 stands for the
results obtained when using the probabilistic similarity measure (PSM). In all
figures each graph of the CMU model house sequence is represented as a red
circle and each graph of the MOVI model house sequence is represented as blue
star while each graph of the Swiss chalet model house sequence is represented
as a green cross.
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Figure 3.15: MDS embedding obtained using HD for house data represented by
the sectional curvatures residing on the edges.
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Figure 3.16: MDS embedding obtained using HD for the houses data represented
by the Gaussian curvature associated with the geodesic triangles.
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Figure 3.17: MDS embedding obtained using MHD for house data represented
by the sectional curvatures residing on the edges.
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Figure 3.18: MDS embedding obtained using MHD for the houses data repre-
sented by the Gaussian curvature associated with the geodesic triangles.
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Figure 3.19: MDS embedding obtained using the probabilistic similarity measure
for the houses data set represented by the sectional curvature residing on the
edges.
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Figure 3.20: MDS embedding obtained using the probabilistic similarity measure
for the houses data set represented by the Gaussian curvature associated with the
geodesic triangles.
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To investigate the data in more detail Table 5.1 shows the rand index for the
data as a function of t. This index is computed as follows:
• We commence by computing the mean for each cluster.
• Then we compute the distance from each point to each mean.
• If the distance from the correct mean is smaller than those to remaining
means, then the classification is correct, if not then the classification is
incorrect.
• The rand index is
R= (] incorrect ) / ( ] incorrect + ] correct ).
t=10 t=1.0 t=0.1 t=0.01
HD Sectional curvature 0.1000 0.1667 0.4333 0.0333
HD Gaussian curvature 0.5000 0.1333 0.1000 0.5000
MHD Sectional curvature 0.1333 0.2333 0.1333 0.0333
MHD Gaussian curvature 0.1667 0.0333 0.1333 0.4000
PSM Sectional curvature 0.0000 0.0333 0.2667 0.3667
PSM Gaussian curvature 0.3000 0.3000 0.3000 0.3000
Table 3.6: A rand index vs. t for York model house database
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Now, we give the results obtained when experimenting with three objects
from the COIL database. Figures 3.21 and 3.23 show the results when using the
Hausdorff distance (HD) to measure the (dis)similarity between pairs of graphs
represented by the Sectional and Gaussian curvatures respectively. Once again
the distance matrices are subjected to the Multidimensional Scaling (MDS) pro-
cedure (given in Section 3.4.3) to embed the graphs into a low dimensional space
representing each graph as a single point in a 2D space; where each graph of the
sequence of the first object is represented as a red circle and each graph of the
sequence of the second object is represented as blue star while each graph of the
sequence of the third object is represented as a green cross. The subfigures are
ordered from left to right, top to bottom using the heat kernel embedding with
the values t = 10.0, 1.0, 0.1 and 0.01 respectively. With the same order, Figures
3.22 and 3.24 give the results obtained when using the Modified Hausdorff dis-
tance (MHD). Followed by Table 3.7 giving the Rand Index for the data as a
function of t.
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Figure 3.21: MDS embedding obtained using HD for COIL data represented by
the sectional curvatures residing on the edges.
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Figure 3.22: MDS embedding obtained using HD for COIL data represented by
the Gaussian curvatures associated with each node.
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Figure 3.23: MDS embedding obtained using MHD for COIL data represented
by the sectional curvatures residing on the edges.
66 Heat Kernel Embeddings
7 7.5 8 8.5 9 9.5 10
x 104
−10
−8
−6
−4
−2
0
2
4
6
8
x 104
(a) t=10.0
650 700 750 800 850 900 950
−1000
−800
−600
−400
−200
0
200
400
600
800
(b) t=1.0
1.3 1.4 1.5 1.6 1.7 1.8
−2
−1.5
−1
−0.5
0
0.5
1
1.5
(c) t=0.1
0.75 0.8 0.85 0.9 0.95 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
(d) t=0.01
Figure 3.24: MDS embedding obtained using MHD for COIL data represented
by the Gaussian curvatures associated with each node.
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t=10 t=1.0 t=0.1 t=0.01
HD Sectional curvature 0.1667 0.2037 0.2407 0.2037
HD Gaussian curvature 0.2222 0.0000 0.0000 0.2222
MHD Sectional curvature 0.1852 0.1852 0.1667 0.2222
MHD Gaussian curvature 0.2222 0.0926 0.0000 0.2222
Table 3.7: A rand index vs. t for COIL database
For more experiments we show the results obtained when using three ob-
jects from the TOY database. With the same technique used with the other two
datasets each graph is represented as a single point in a 2D space. where each
graph of the sequence of the first object is represented as a red circle and each
graph of the sequence of the second object is represented as blue star while each
graph of the sequence of the third object is represented as a green cross. Fig-
ure 3.25 show the results when using the Hausdorff distance (HD) to measure
the (dis)similarity between pairs of graphs represented by the Sectional Curva-
ture. The subfigures are ordered from left to right, top to bottom using the heat
kernel embedding with the values t = 10.0, 1.0, 0.1 and 0.01 respectively. With
the same order, Figures 3.26 gives the results obtained when using the Modified
Hausdorff distance (MHD). Table 3.8 shows the Rand Index for the data as a
function of t.
t=10 t=1.0 t=0.1 t=0.01
HD Sectional curvature 0.0333 0.2167 0.0833 0.5000
MHD Sectional curvature 0.0003 0.1500 0.2833 0.4500
Table 3.8: A rand index vs. t for TOY database
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Figure 3.25: MDS embedding obtained using HD for TOY data represented by
the sectional curvatures residing on the edges.
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Figure 3.26: MDS embedding obtained using MHD for TOY data represented
by the sectional curvatures residing on the edges.
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There are several observations which can be derived from the previous fig-
ures. For instance, when experimenting with the Sectional curvature for the York
model house’s dataset, the MDS results produced by HD and MHD distance
measures are essentially one-dimensional, i.e. the data are scaled around a tight
curve. In the case of the probabilistic similarity measures, the separation is clear-
est when t = 0.1. Here the data are clustered along a Straight line. Moreover, it
was shown that the clusters of the MOVI model house’s sequence is less compact
than the other two clusters (CMU and Swiss chalet model houses’ sequences),
which might be happened due to the more feature points and the little texture
contained in the images’ sequences of the MOVI house rather than the other two
sequences as one can see in Tables 3.1, 3.2 and 3.3, which show the number of
nodes, edges and triangulated faces respectively. On the contrary, when exper-
imenting with the Gaussian curvature the MOVI sequence is embedded around
one point, however the clusters of the CMU and Swiss chalet model houses’ se-
quences are well distinguished specially for value of t = 10.0 and t = 1.0. Fur-
thermore, when using the probabilistic similarity measure the clusters are more
compact that is each cluster is represented as a single point, where the idea here
is to compute the similarity between the graphs rather than the dis-similarity as
in the case of the HD and MHD measures. As for the COIL dataset, the exper-
iments show that the situation is totally the opposite where the data are scaled
around a curve when experimenting with the Gaussian curvature while there is
no specific pattern appears when using the Sectional curvature; however the clus-
ters are clear especially at t = 10, and where the same circumstances hold for
the TOY dataset. It is worth mentioning that when we use values of t which is
greater than 10, the obtained pattern is very much like the pattern obtained when
t = 10 ; this resemblance can be understood when we know that the exponential
function with a negative power (which is the base of the heat kernel) tends to
zero as the value of t grows.
We end up this chapter, by investigating how the Gaussian curvatures of the
geodesic triangles are distributed over the Delaunay graph of each view of the
houses from the York model houses dataset. The curvature of each triangle in a
Heat Kernel Embeddings 71
colour scale ranging from negative to positive values , is given in Figures, 3.27
through 3.35. Figures 3.27, 3.28 and 3.29, show the distribution of sample
embeddings computed using the heat kernel embedding when t = 1.0. While,
Figures 3.30, 3.31 and 3.32) stands for the same computation when t = 0.1.
Finally, the results when t = 0.01 are shown in Figures 3.33, 3.34 and 3.35.
From the sequence it is clear that the Gaussian curvature distribution over the
different views of each house is stable; moving smoothly from positive (ellipti-
cal) to negative (hyperbolic) regions. Moreover, when t = 1.0 all the Gaussian
curvatures were positive which give an explanation for the MDS results obtained
previously; that is in our embeddings we forced the data to be positive by pro-
jecting it in a positive space. This suggests that the arrangement of triangles and
their Gaussian curvatures could be used as the basic of a matching algorithm
particularly when using values of t equal to or greater than 1.
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3.5 Conclusion
In this chapter, we aimed to investigate whether we can use the heat kernel to pro-
vide a geometric characterization of graphs to be used for the purposes of graph
matching and clustering. This is a problem which can be addressed directly by
using the spectral geometry of the combinatorial Laplacian. Performing Young-
Householder decomposition to the heat-kernel maps the nodes of the graph to
points in the manifold providing a matrix of the embedding co-ordinates. As-
suming that the manifold on which the nodes of the graph reside is locally Eu-
clidean, the heat kernel is approximated by a Gaussian function of the geodesic
distance between nodes. Then the Euclidean distances between the nodes of the
graph under study is estimated by equating the spectral and Gaussian forms of
the heat kernel and the geodesic distance (that is the shortest distance on the
manifold) is given by the floor of the path-length distribution, which can be com-
puted from the Laplacian spectrum. With the embeddings to hand, we developed
a graph characterization based on differential geometry. To do so we computed
the sectional curvatures associated with the edges of the graph, making use of the
fact that the sectional curvature can be determined by the difference between the
geodesic and Euclidean distances between pairs of nodes. Taking this analysis
one step further, we used the Gauss-Bonnet theorem to compute the Gaussian
curvatures associated with triangular faces of the graph.
Characterizing the graphs using sets of curvatures, defined either on the edges
or the faces, we explored whether these characterizations can be used for the pur-
pose of graph matching and clustering. To this end, we compute the similarities
of the sets using robust variants of the Hausdorff distance which allows us to
compute the similarity of different graphs without knowing the correspondences
between graph edges or faces.
In the section of experiments, results are provided for both Sectional and
Gaussian curvatures characterizations of the graphs. The two characterizations
were used for gauging the graph similarity. The databases used for that purpose
were the York model house , some selected items from the COIL-20 and the
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Figure 3.27: The distribution of the Gaussian curvatures of the geodesic triangles
for the ten graphs of the 1st house at t = 1.0.
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Figure 3.28: The distribution of the Gaussian curvatures of the geodesic triangles
for the ten graphs of the 2nd house at t = 1.0.
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Figure 3.29: The distribution of the Gaussian curvatures of the geodesic triangles
for the ten graphs of the 3rd house at t = 1.0.
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Figure 3.30: The distribution of the Gaussian curvatures of the geodesic triangles
for the ten graphs of the 1st house at t = 0.1.
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Figure 3.31: The distribution of the Gaussian curvatures of the geodesic triangles
for the ten graphs of the 2nd house at t = 0.1.
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Figure 3.32: The distribution of the Gaussian curvatures of the geodesic triangles
for the ten graphs of the 3rd house at t = 0.1.
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Figure 3.33: The distribution of the Gaussian curvatures of the geodesic triangles
for the ten graphs of the 1st house at t = 0.01.
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Figure 3.34: The distribution of the Gaussian curvatures of the geodesic triangles
for the ten graphs of the 2nd house at t = 0.01.
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Figure 3.35: The distribution of the Gaussian curvatures of the geodesic triangles
for the ten graphs of the 3rd house at t = 0.01.
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TOY databases previously presented in Section 3.4.4. The experimental results
show that the proposed characterizations (Sectional and Gaussian curvatures)
might be an effective tool for clustering graphs. However, the Sectional curvature
associated with the edges gives a slightly better graph clustering.
CHAPTER 4
Regularization on Graphs
4.1 Introduction
In computer vision, image processing and graphics, the data under consideration
frequently exists in the form of a graph or a mesh. The fundamental problems
that arise in the processing of such data are how to smooth, denoise, restore and
simplify data samples over a graph. The Principal difficulty of this task, is how
to preserve the geometrical structures existing in the initial data. Many methods
have been proposed to solve this problem. Among existing methods, variational
techniques based on regularization, provide a general framework for designing
efficient filtering processes. Solutions to the variational models can be obtained
by minimizing an appropriate energy function. The minimization is usually per-
formed by designing a continuous partial differential equation, whose solutions
are discretized in order to fit with the data domain. A complete overview of
these methods in image processing can be found in (Bertalmio, Cheng, Osher
& Sapiro, 2001; Bougleux & Elmoataz, 2005; Boykov & Huttenlocher, 1999;
Chan, Osher & Shen, 2001). One of the problems associated with variational
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methods is that of discretization, which for some types of data can prove to be
intractable. An alternative to the variational approach, is to make direct use of
differential geometry and the calculus of variation to regularize data on mani-
folds. There are two principal ways in which this may be effected. The first
approach is to use an intrinsic-parametric description of the manifold and an ex-
plicit form of the metric, referred to as the Polyakov action (Sochen, Kimmel
& Malladi, 1996, 1998; Sochen & Zeevi, 1998; Kimmel, Malladi & Sochen,
2000; Sochen & Kimmel, 2001). The second approach is to use an implicit rep-
resentation of the manifold, referred to as the harmonic map (Bertalmio et al.,
2001; Memoli, Sapiro & Osher, 2002; Cheng, Burchard, Merriman & Osher,
2000; Chan & Shen, 2000; Sapiro, 2001). In (Sochen, Deriche & Lopez-Perez,
2003b, 2003a, 2003c), the relation between these two approaches was explained
and a new approach to perform regularization on manifolds referred to as the
Beltrami flow was introduced. An implementation for the case of a manifold
represented by a level set surface was introduced in (Sochen et al., 2003a). Even
though the level set approach is easier to implement, for certain applications it
is more convenient to handle triangulated-based techniques rather than implicit
ones where the regularization process might be an intermediate step to achieve a
further goal, and the same triangulation is needed for both the input and output
step. A method to compute the Beltrami flow for scalar functions defined on
triangulated manifolds using a local approximation of the operator was proposed
in (Lopez-Perez, Deriche & Sochen, 2004). The Laplace-Beltrami operator on
a Riemannian manifold has been extensively studied in the mathematics liter-
ature. In recent times, there has been intense interest in the spectral theory of
the operator, which has lead to the core of the spectral geometry. This work
has established relations between the first eigenvalues of the Beltrami operator
and the geometrical properties of the manifold including curvatures, diameter,
injectivity radius and volume. Recently, an alternative operator referred to as the
p-Laplacian has attracted considerable interest, and has proved a powerful means
of solving geometric nonlinear partial differential equations arising in physics.
In Chapter 3, we have explored the problem of how to characterize graphs
Regularization on Graphs 85
in a geometric manner. The idea has been to embed graphs a manifold using
the heat-kernel induced from the graph. Under this embedding, nodes become
points on a manifold, and each first-order cycle of the graph becomes a trian-
gle. Using the Gauss-Bonnet theorem, we can extend this characterization to
include the Gauss curvatures associated with nodes (i.e. points on a manifold)
through the angular excess of the geodesic triangles.When computing the curva-
ture characterizations we had to use some approximations to get more simpler
formulae, for instance we considered the geodesic triangle to be residing on a
hyper sphere as well as projecting the data onto a positive space, these approxi-
mations might led to a margin of error. For this reason in this chapter, we turn to
regularization as a means of smoothing the Gaussian curvature estimates. Using
the curvature information we perform regularization with the advantage of not
requiring the explicit solution of a partial differential equation. To do so we in-
vestigate two cases of the p-Laplacian, the Laplace and Curvature operators, and
use the Gaussian curvature associated with the heat-kernel embedding of nodes
as a regularization function on the manifold. The idea of using functionals on
graphs in a regularization process, has also been proposed in other contexts such
as semi-supervised data learning (Zhou & Schölkopf, 2005, 2006) and image
segmentation (Bougleux & Elmoataz, 2005).
In the rest of this chapter, we commence by introducing some basic functions
and operators defined on graphs as discrete versions of the continuous differ-
ential ones in Section 4.2. In particular, Section 4.2.5 is devoted for a detailed
overview for the p-Laplacian operator. Then a regularization framework based
on the p-Laplacian operator is explained in Section 4.3. The geometric prelim-
inaries needed to define the regularization function associated to the points on
the manifold is shown in Section 4.4. To end up this chapter we introduce some
experimental results and conclusions in Sections 4.6 and 4.7, respectively.
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4.2 Functions and Operators on Graphs
In this section, we recall some basic prerequisites concerning weighted graphs,
and define nonlocal operators which can be considered as discrete versions of
continuous differential operators.
4.2.1 Preliminaries
We commence with an undirected weighted graph denoted by Gw = (V,E)
consists of a finite set of nodes V and a finite set of edges E ⊆ V ×V represented
by an n × n matrix W. Each entry ωuv is the edge weight between nodes u and
v, with ωuv = 0 if (u, v) is not in E.
W(u, v) =
 ωuv if(u, v) ∈ E0 otherwise (4.1)
By construction, W is symmetric and its diagonal entries are zero. As in the
unweighted graph case, to construct the combinatorial graph Laplacian matrix
we first establish a diagonal degree matrix Dw with elements
Dw(u, u) =
∑
v∈V
ωuv = du (4.2)
We then construct the Laplacian matrix Lw = Dw − W, that is the degree matrix
minus the weight matrix.
Lw(u, v) =

du ifu = v
−ωuv if(u, v) ∈ E
0 otherwise
(4.3)
Hence, the normalized Laplacian is given by L̂w = D
−1/2
w LwD
−1/2
w . Again,
the spectral decomposition of the weighted normalized Laplacian matrix is
L̂w = ΦwΛwΦ
T
w =
∑|V |
i=1 λiφiφ
T
i where |V | is the number of nodes and
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Λw = diag(λ1, λ2, ..., λ|V |), (0 < λ1 < λ2 < ... < λ|V |) is the diagonal ma-
trix with the ordered eigenvalues as elements and Φw = (φ1|φ2|...|φ|V |) is the
matrix with the eigenvectors as columns. A full discussion for the relation of L̂w
to the weighted Laplace-Beltrami operator was introduced by Lafon in (Lafon,
2004).
4.2.2 Functions on Graphs
The connection of the Laplacian matrices described in the previous section with
the theory of Regularization stands from the fact that given a real-valued function
f defined over the vertices of G, that is, f : V → < assigning a real value f(u)
to each vertex u ∈ V , both L and L̂ can be described as discrete differential
operators which tend to penalize changes of f between adjacent edges. Functions
of such type form a discrete n-dimensional space. By analogy with continuous
functional spaces, the discrete integral of a function f : V → <, on the graph G,
is defined by
∫
G
f = ∑u∈V f(u). Let H(V ) denote the Hilbert space of the real-
valued functions on the vertices of G and endowed with the usual inner product:
〈f,h〉H(V ) =
∑
u∈V
f(u)h(u) , f,h : V → < (4.4)
with the induced L2- norm: ‖f‖2 = 〈f,f 〉1/2H(V ).
In a similar way we can define H(E), the space of real-valued functions on
edges, endowed with the inner product
〈F,H〉H(E) =
∑
v∈V
∑
(u,v)∈E
F (u, v)H(u, v), , F,H : E → < (4.5)
We can say that functions in H(E) do not need to be symmetric, and their inner
product can be rewritten as:
〈F,H〉H(E) =
∑
(u,v)∈E
F (u, v)H(u, v), , F,H : E → < (4.6)
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and the induced L2- norm is defined by: ‖F‖2 = 〈F,F〉1/2H(E).
4.2.3 Regularization by means of the Laplacian
If we put f in a column vector form, that is f ∈ <n, the following inner product
measures the smoothness of f over the graph G
〈f, L̂f 〉 = f T L̂f = 1
2
∑
(u,v)∈E
ωuv(f(u)− f(v))2 > 0 (4.7)
that is a smaller value means smoother f. Roughly speaking, f is smooth
if f(u) ≈ f(v) for those pairs with large ωuv. This is sometimes informally
expressed by saying that f varies slowly over the graph, or that f follows the data
manifold. Note that
f T L̂f = 1
2
∑
(u,v)∈E
ωuv(f(u)− f(v))2 > 0 (4.8)
where the inequality holds because W has non-negative entries.
Alternatively a way of formulating regularization through spectral analysis
was introduced by Smola et al (Smola, Schölkopf & Müller, 1998; Smola &
Kondor, 2003b), where they suggest a spectral-based regularization that comes
from
〈f, L̂f〉 = f T [
n∑
i=1
λiφiφ
T
i ]f =
n∑
i=1
〈f, φi〉λi〈φi, f〉 (4.9)
In particular, the smoothness of an eigenvector is
φTi L̂φi = λi (4.10)
Hence, eigenvectors with smaller eigenvalues are smoother. Since {φi} forms a
basis on <n, we can write any function f as
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f =
n∑
v∼u
aiφi , ai ∈ < (4.11)
and equation (4.9) which measures the smoothness of f can be re-expressed
as
〈f, Lf〉 =
n∑
v∼u
a2iλi (4.12)
Finally, the idea was extended to a class of regularization functionals on
graphs in the following sense
〈f, P f〉 = 〈f, p(L̂)f〉 (4.13)
Here, p(L̂) is simply considered to be as applying the scalar valued function p(λ)
to the eigenvalues of L̂, that is
p(L) =
n∑
i=1
p(λi)φiφ
T
i (4.14)
where (λi, φi) is the eigensystem of L̂.
The following functions, p(λi), are of particular interest where i = 1, 2, ..., |V |:
Regularized Laplacian :
p(λi) = 1 + σ
2λi (4.15)
Diffusion Process :
p(λi) = exp(σ
2/2λi) (4.16)
One-Step Random Walk :
p(λi) = (α− λi)−1 , α ≥ 2 (4.17)
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p-Step Random Walk :
p(λi) = (α− λi)−p , α ≥ 2 (4.18)
Inverse Cosine :
p(λi) = (cosλipi/4)
−1 (4.19)
Using the definition ( 4.11) of a function f we can rewrite equation ( 4.13) as
follows
〈f, p(L̂)f〉 =
n∑
v∼u
a2i p(λi) (4.20)
4.2.4 Operators on Graphs
The difference operator d : H(V ) → H(E) of a function f ∈ H(V ) on an edge
(u, v) ∈ E, is defined by
df =
√
ωuv(f(v)− f(u)) , ∀(u, v) ∈ E (4.21)
The directional derivative (or edge derivative) of a function f ∈ H(V ) at a vertex
v along an edge (u, v), is defined as ∂vfu = df(u, v). This definition is consistent
with the continuous definition of the derivative of a function, that is if f(v) = f(u)
then ∂vfu = 0. Moreover, one has ∂vfu = −∂ufv and ∂vfv = 0. the gradient
operator ∇ of a function f ∈ H(V ) at a vertex v is the vector operator defined by
∇f(v) = (∂vfu)T , for (u, v) ∈ E. The local variation of f at v, is defined to be
‖∇f(v)‖ =
√ ∑
(u,v)∈E
(∂vfu))2 =
√ ∑
(u,v)∈E
ωuv(f(u)− f(v))2 (4.22)
which can be viewed as a measure of the regularity of a function around a vertex.
Regularization on Graphs 91
4.2.5 The p-Laplacian Operator
The p-Laplace operator describes a family of second order operators. For a
smooth Riemannian manifold M and a real number p ∈ (1,+∞), the p-
Laplacian operator of a function f ∈ H(V ), denoted Lp : H(V ) → H(V ) is
defined by
Lpf(u) = 1
p
∑
(u,v)∈E
ωuv(‖∇f(u)‖p−2 + ‖∇f(v)‖p−2)(f(u)− f(v)) (4.23)
This operator arises naturally from the variational problem associated to the en-
ergy function (Lim, Montenegro & Santos, 2008). The p-Laplace operator is
nonlinear, with the exception of p = 2, where it corresponds to the combinato-
rial graph Laplacian, which is one of the classical second order operators defined
in the context of spectral graph theory (Chung, 1997)
Lf(u) =
∑
(u,v)∈E
ωuv(f(u)− f(v)) (4.24)
Another particular case of the p-Laplace operator is obtained with p=1 . In
this case, it is the curvature of the function f on the graph
κf(u) = 1
2
∑
(u,v)∈E
ωuv(
1
‖∇f(v)‖ +
1
‖∇f(u)‖)(f(u)− f(v)) (4.25)
κ corresponds to the curvature operator proposed in (Osher & Shen, 2000) and
(Chan et al., 2001) in the context of image restoration. More generally, κ is the
discrete analogue of the mean curvature of the level curve of a function defined
on a continuous domain of <N .
In the case when ωuv = 1 the formulas 4.23, 4.24 and 4.25 become
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Lpf(u) = 1
2
∑
(u,v)∈E
(
f(u)− f(v)
(
√∑
(v,u)∈E(f(u)− f(v))2)p−2
+
f(u)− f(v)
(
√∑
(w,v)∈E(f(v)− f(w))2)p−2
)
(4.26)
Lf(u) =
∑
(u,v)∈E
(f(u)− f(v)) (4.27)
and
κf(u) = 1
2
∑
(u,v)∈E
(
f(u)− f(v)√∑
(v,u)∈E(f(u)− f(v))2
+
f(u)− f(v)√∑
(w,v)∈E(f(v)− f(w))2
)
(4.28)
In the formulae ( 4.26) and ( 4.28), the computations not only moves from the
point u to its neighbouring nodes v but it takes that one more step to those nodes,
w, connected to v. There is much literature on the p-Laplacian in the continuous
case (Heinonen, Kilpelainen & Martio, 1993) beside some work done on discrete
analogue of the p-Laplacian (Yamasaki, 1986).
4.3 p-Laplacian regularization framework
In a real world data, a given function f ∈ H(V ) defined on the vertices of a
weighted graph G = (V,E,W ) usually corrupted by a noise. To recover the
uncorrupted function f ∗ ∈ H(V ) which is smooth enough on G, and also close
enough to f (Zhou & Schölkopf, 2004). This problem can be formalized by
considering the optimization problem
f ∗ = min
f ∈H(V )
δpw(f ) +
λ
2
‖Lf‖2 (4.29)
which typically involves a regularization term (the first part in formula 4.29)
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that measures the smoothness of the function f plus an approximation term (the
second part in formula ??) which measures the closeness to the given function
f , The deal between these two terms is captured by a non negative parameter,
λ ≥ 0, hence by varying the value of λ, the variational problem 4.29 allows to
describe the function f at different scales (each scale corresponding to a value of
λ). Additionally, the regularization functional δpw → < is given as
δpw =
1
p
∑
u∈V
‖∇wf(v)‖p = 1
p
∑
u∈V
(
∑
(v,u)∈E
ωuv(f(u)− f(v))2)
1
p (4.30)
where the degree of regularity, which has to be preserved, is controlled by the
value of p.
In general, the proposed optimization problem 4.29 can be seen as an extension
of the two classical cases of p = 2 or p = 1. In (Elmoataz, Lezoray & Bougleux,
2008), the authors showed that it has a unique solution.
4.4 The Gaussian Curvature
Curvature, is a local measure of geometry and can be used to represent local
shape information. We choose the function f to be the Gaussian curvature de-
fined over the vertices. Gaussian curvature is one of the fundamental second
order geometric properties of a surface, and it is an intrinsic property of a surface
independent of the coordinate system used to describe it. As stated by Gauss’s
theorema egregium (Gauss, 1900), it depends only on how distance is measured
on the surface, not on the way it is embedded on the space.
4.4.1 Geometric Preliminaries
Let T be the embedding of a triangulated graph onto a smooth surface M in <3,
AG be the area of a geodesic triangle on M with angles {αi}3i=1 and geodesic
edge lengths {dGi}3i=1, and AE be the area of the corresponding Euclidean trian-
gle with edge lengths {dEi}3i=1 and angles {ϕi}3i=1. Assuming that each geodesic
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is a great arc on a sphere with radius ri, i = 1, 2, 3 corresponding to a central
angle 2θ, and that the geodesic triangle is a triangle on the surface of a sphere
with radius r = 1
3
∑3
i=1 ri, with the Euclidean distance between the pair of nodes
to be dE = 13
∑3
i=1 dEi . Considering a small area element on the sphere given in
spherical coordinates by dA = r2 sin θdθdϕ, the integration of dA bounded by
2θ gives us the following formula for computing the area of the geodesic triangle
AG =
1
2r
d2E (4.31)
where d2E is computed from the embedding using (3.14).
4.4.2 Gaussian Curvature from Gauss Bonnet Theorem
For a smooth compact oriented Riemannian 2-manifold M , let 4G be a triangle
on M whose sides are geodesics, i.e. paths of shortest length on the manifold.
Further, let α1, α2 and α3 denote the interior angles of the triangle. According to
Gauss’s theorem, if the Gaussian curvature K (i.e. the product of the maximum
and minimum curvatures at a point on the manifold) is integrated over 4G, then
∫
4G
KdM =
3∑
i=1
αi − pi (4.32)
where dM is the Riemannian volume element. Since all the points, except for the
vertices, of a piecewise linear surface have a neighborhood isometric to a planar
Euclidean domain with zero curvature, the Gauss curvature is concentrated at the
isolated vertices. Hence, to estimate the Gaussian curvature of a smooth surface
from its triangulation, we need to normalize by the surface area, which here is
the area of the triangle. Consequently, we will assign one third of the triangle
area to each vertex. Hence, the Gaussian curvature associated with each vertex
will be
κg =
∫
4G
KdM
1
3
AG
(4.33)
from (4.32) we get
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κg =
∑3
i=1 αi − pi
1
3
AG
(4.34)
From ( 3.30) we know that
∑3
i=1 αi−pi = AGr2 . Hence, substituting in ( 4.34)
we get
κg =
3
r2
(4.35)
Recalling that the Gaussian curvature is the product of the two principle cur-
vatures, and that the curvature of a point on a sphere is the reciprocal of the
radius of the sphere gives an explanation for the result in ( 4.35). As we assumed
earlier that the geodesic is a great arc of a circle of radius r, in Section 3.3.1 we
deduced that
1
r2
= dG − 24(dG − dE)
d3G
(4.36)
and since for an edge of the graph dG = 1, we have
1
r2
= 24(1− dE) (4.37)
From ( 4.35) and ( 4.37) the Gaussian curvature associated with the embedded
node can be found from the following formula
κg = 72(1− dE) (4.38)
4.5 The Euler characteristic
To estimate a global topological characteristic for the manifold, we can use the
Gauss Bonnet Theorem stated previously in Section 3.3. We commence by
triangulating M so that each face is a geodesic triangle.
Summing (4.32) over all the triangular faces gives that the integral of K over
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all M is 2pi times the Euler characteristic 1 of M , i.e.∫
M
KdM = 2piχ(M) (4.39)
4.6 Experiments
To commence, we compute the Euclidean distances between the nodes in each
graph based on the Laplacian and then on the heat kernel with the values of
t = 10.0, 1.0, 0.1 and 0.01. Then we compute the Gaussian curvature associated
with each node using the formula given in Section 4.4.2.
Commencing with each node attributed with the the Gaussian curvatures (as
the value of a real function f acting on the nodes of the graph), we can regular-
ize each graph by applying the the p-Laplacian operator to the Gaussian curva-
tures. For each graph we construct a set of regularized Gaussian curvatures using
both the Laplace operator and the curvature operator, as a special cases of the p-
Laplacian operator. The next step is to compute the distances between the sets
for the different graphs using the classical Hausdorff distance and the modified
Hausdorff distance. Finally, we subject the distance matrices to the Multidimen-
sional Scaling (MDS) procedure to embed them into a 2D space. Here each
graph is represented by a single point. We commence by introducing the re-
sults obtained when experimenting with the York model house database. Where
each graph of the CMU model house sequence is represented as a red circle and
each graph of the MOVI model house sequence is represented as blue star while
each graph of the Swiss chalet model house sequence is represented as a green
cross. Figures 4.1 and 4.2, show the results when using the Hausdorff distance
(HD) to measure the (dis)similarity between pairs of graphs regularized by us-
ing the Laplace and Curvature operators respectively. The subfigures are ordered
from left to right, top to bottom using the heat kernel embedding with the val-
ues t = 10.0, 1.0, 0.1 and 0.01 respectively. With the same order, Figures 4.3
1The Euler characteristic is a topological invariant, a number that describes a topological
space’s shape or structure regardless of its geometry (Early, 1999).
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and 4.4, give the results obtained when using the Modified Hausdorff distance
(MHD).
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Figure 4.1: MDS embedding obtained using HD when apply Laplace operator to
regularize the houses data resulting from the heat kernel embedding.
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Figure 4.2: MDS embedding obtained using HD when apply Curvature operator
to regularize houses data resulting from the heat kernel embedding.
Regularization on Graphs 99
−8000 −6000 −4000 −2000 0 2000 4000 6000
−3000
−2500
−2000
−1500
−1000
−500
0
500
1000
1500
(a) t=10.0
−4000 −3000 −2000 −1000 0 1000 2000 3000 4000 5000
−2000
−1500
−1000
−500
0
500
1000
(b) t=1.0
−600 −400 −200 0 200 400 600
−150
−100
−50
0
50
100
150
200
250
(c) t=0.1
−150 −100 −50 0 50 100 150 200
−80
−60
−40
−20
0
20
40
(d) t=0.01
Figure 4.3: MDS embedding obtained using MHD when apply Laplace operator
to regularize the houses data resulting from the heat kernel embedding.
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Figure 4.4: MDS embedding obtained using MHD when apply Curvature opera-
tor to regularize houses data resulting from the heat kernel embedding.
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t=10 t=1.0 t=0.1 t=0.01
HD Laplace operator 0.0667 0.0667 0.0667 0.0667
HD Curvature operator 0.3333 0.3333 0.3333 0.3333
MHD Laplace operator 0.0333 0.0333 0.0333 0.0333
MHD Curvature operator 0.1333 0.1333 0.1333 0.1333
Table 4.1: A rand index vs. t. for the houses dataset
To investigate the results in more details table 4.1 shows the rand index for the
distance as a function of t. This index is computed as explained in Section 3.4.5.
Next, we consider the Euler characteristic whose computation was detailed in
Section 4.5. In Table 4.6 we list the mean and variance for each group of graphs
(for each house).
t=10 t=1.0 t=0.1 t=0.01
1st Mean -0.1725 2.2361 1.2835 5.1177
house Variance 0.0001 0.1830 4.8437 1.7395
2nd Mean -0.7514 4.0221 49.1613 8.3172
house Variance 0.0003 0.1077 12.4022 10.2801
3rd Mean -0.3970 3.5168 16.1415 6.1704
house Variance 0.0120 0.8116 150.9340 17.5878
Table 4.2: The mean and variance for the Euler characteristic of the manifold
embedding of each graph.
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Now, we give the results obtained when experimenting with the COIL
database. Where each graph of the sequence of the first object is represented
as a red circle and each graph of the sequence of the second object is represented
as blue star while each graph of the sequence of the third object is represented as
a green cross. Figures 4.5 and 4.6 show the results when using the Hausdorff
distance (HD) to measure the (dis)similarity between pairs of graphs regularized
by using the Laplace and Curvature operators respectively. The subfigures are
ordered from left to right, top to bottom using the heat kernel embedding with
the values t = 10.0, 1.0, 0.1 and 0.01 respectively. With the same order, Figures
4.7 and 4.8 give the results obtained when using the Modified Hausdorff distance
(MHD). Followed by Table 4.3 giving the Rand Index for the data as a function
of t.
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Figure 4.5: MDS embedding obtained using HD when apply Laplace operator to
regularize the COIL data resulting from the heat kernel embedding.
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Figure 4.6: MDS embedding obtained using HD when apply Curvature operator
to regularize COIL data resulting from the heat kernel embedding.
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Figure 4.7: MDS embedding obtained using MHD when apply Laplace operator
to regularize the COIL data resulting from the heat kernel embedding.
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Figure 4.8: MDS embedding obtained using MHD when apply Curvature opera-
tor to regularize COIL data resulting from the heat kernel embedding.
Regularization on Graphs 107
t=10 t=1.0 t=0.1 t=0.01
HD Laplace operator 0.2407 0.2778 0.0370 0.0185
HD Curvature operator 0.2963 0.2778 0.2963 0.3148
MHD Laplace operator 0.2778 0.2778 0.0741 0.2778
MHD Curvature operator 0.2222 0.0185 0.0000 0.2222
Table 4.3: A rand index vs. t. for the COIL dataset
From this experimental study, we can figure out a number of observations.
For instance, when experimenting with the York model house’s dataset, the MDS
results produced by both the HD and MHD distance measures give a clear clus-
ters for the three groups even though the clusters of the MOVI model house’s
sequence is less compact than the other two clusters (CMU and Swiss chalet
model houses’ sequences). Moreover, the CMU model house sequence is em-
bedded around two points and sometimes around one point only. Furthermore,
Table ( 4.1) shows that the error is less when experimenting the Laplacian oper-
ator using the MHD distance measure.
To understand these results, we refer to Tables 3.1, 3.2 and 3.3, which
show that the images’ sequences of the MOVI model house contain more feature
points and little texture than the CMU and Swiss chalet model houses’ sequences.
Furthermore, the MOVI sequence has a wider range of the node, edge and face
frequencies as one can see from Figures 3.4, 3.5 and 3.6.
As for the COIL data, the clusters were clear when experimenting with Cur-
vature operator using the MHD distance measure. These results might be con-
firmed form table ( 4.3) which shows that the error deduced in this situation is
as small as zero up to four digits specially at values of t equal to 1.0 and 0.1.
However, the graphs of the second object are embedded around a single point in
all the cases.
4.7 Conclusion
Based on the p-Laplacian operators, we proposed a framework to regularize real-
valued or vector-valued functions on weighted graphs of arbitrary topology. The
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approach considers minimizing a weighted sum of two energy terms: a regular-
ization one that uses the discrete p-Dirichlet form, and an additional approxi-
mation one which helps to avoid the shrinkage effects obtained during the reg-
ularization process with appropriate choice for the regularization parameter λ.
The proposed model is parameterized by the degree p of regularity, the graph
structure and the weight function. The data can be structured by functions de-
pending on data features, the curvature attributes associated with the geometric
embedding of the graph.
The proposed framework brings together several distinct concepts that have
recently received some significant attention in machine learning. Firstly, the
techniques deduced from the spectral graph theory (Chung, 1997) that has been
applied to a wide range of clustering and classification tasks over the last decades.
Taking in consideration the properties of the graph p-Laplacian as a nonlinear
extension of the usual graph Laplacian. Secondly, the geometric point of view
which comes from the heat kernel embedding of the graph into a manifold in a
class of algorithms that can be termed as manifold learning. In these techniques,
we use the geometry of the manifold by assuming that it has the geometric struc-
ture of a Riemannian manifold. Thirdly, the conceptual framework which comes
from the manifold regularization and extends the classical framework of regular-
ization in the sense of reproducing Hilbert Spaces to exploit the geometry of the
embedded set of points.
In the section of experiments, results are provided for both the Laplace and
Curvature operators as a two special cases for the p-Laplacian regularization
framework. The two techniques were used for gauging the graph similarity. The
databases used for that purpose were the York model house and some selected
items from the COIL-20 database previously presented in Section 3.4.4. Ex-
periments show that it is an efficient procedure for the purpose of gauging the
similarity of pairs of graphs. With an appropriate choice for the value of λ > 0,
the regularization procedure improves the results obtained with graph clustering.
CHAPTER 5
Wave Kernel Embedding
5.1 Introduction
In pattern recognition, Graph embeddings have found widespread use for the
purposes of clustering, analyzing and visualizing relational data. However, they
have also proved to be useful as a means of graph characterization. There are
many examples in the literature including ISOmap (Tenenbaum et al., 2000), the
Laplacian eigenmap (Belkin & Niyogi, 2002), and the heat-kernel embedding
(Xiao, Hancock & HangYu, 2010), to name a few. Once embedded, a graph can
be characterized using a feature-vector that characterizes the point-set distribu-
tion resulting from the embedding (Xiao, Hancock & Wilson, 2009). This kind
of representation is convenient since a Euclidean vector space makes available
powerful geometric analysis tools for data analysis, not available for discrete or
structural representations. However, such an embedding assumes that the origi-
nal relational data is metric. Sometimes, however, this is not the case. This is the
case when the matrix characterization of the relational graph contains negative
eigenvalues, i.e. it is not positive semi-definite. Under these circumstances, the
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graph embeds not into a Euclidean space, but into pseudo-Euclidean or Krein
space (Pekalska & Haasdonk, 2009). This problem has attracted relatively little
attention in the literature. Our aim in this chapter is to embed the nodes of a
graph as points on the surface of a pseudo-Riemannian manifold in a pseudo-
Euclidean space, and to use the resulting point-set as the basis from which to
compute graph characteristics. To provide a framework for our study, we turn to
the wave kernel. This is the solution of a wave equation, which is an important
second-order linear partial differential equation that describes the propagation
of a variety of waves. Crucially, the solutions are complex and therefore reside
in a pseudo-Euclidean space. Although the wave equation has been extensively
studied in the continuous domain, there has been relatively little effort devoted
to understanding its behavior on a graph. In common with the heat kernel, the
wave kernel can be defined in terms of a combinatorial Laplacian. However,
in the case of the wave kernel this is the edge-based Laplacian, introduced by
Friedman (Friedman & Tillich, 2004b).
In this chapter we explore how to solve the edge-based wave equation, in
terms of the eigensystem of the edge-based Laplacian. Since the solution is a
sinusoid, it contains both real and imaginary parts. Hence, we embed the nodes
of the graph as points residing on a pseudo-Riemannian manifold, determined
by the eigenvalues and eigenvectors of the edge-based Laplacian. In our ex-
periments on graphs extracted from 2D image data, we use this matrix for the
purpose of graph matching. The remainder of this chapter is organized as fol-
lows: In Section5.2 we commence by embedding graphs onto pseudo Rieman-
nian manifolds. First we show how to find the solution of the wave equation
on a graph using the edge-based Laplacian in Section5.2.1. Then we construct
the coordinate matrix for the pseudo-Euclidean embedding in Section5.2.3. Fi-
nally, Section5.2.2 is devoted to establishing the edge-based Laplacian matrix. In
Section 5.3 we illustrate how to manipulate vectors in a pseudo Euclidean space,
commencing by computing the square distance between any arbitrary pair of vec-
tors in Section5.3.1. In Section5.3.2 we show how to construct an orthonormal
basis, and in Section5.3.3 how to project vectors from a pseudo Euclidean space
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onto a 2D sub-space. Section 5.4 presents our experimental evaluaton. Finally, a
couple of conclusions are drawn in Section 5.5.
5.2 Embedding graphs into Pseudo Riemannian
manifolds
This section is dedicated for the mathematical foundations needed for con-
structing the wave kernel to embed the graphs into pseudo Riemannian man-
ifolds. Commencing by solving the so-called Edge-Based Wave Equation in
Section 5.2.1, followed by constructing the matrix whose columns are the coor-
dinates of the nodes residing on the pseudo Euclidean space. Section 5.2.2 is
dedicated for introducing the concept of the edge-based Laplacian matrix.
5.2.1 Edge-based Wave Equation
Recently, Friedman in (Friedman & Tillich, 2004b) has developed a graph-based
version of the wave equation that has many of the properties of the classical
Laplacian wave equation. The development is based on a variant of the combi-
natorial Laplacian referred to as the edge-based Laplacian. This graph theoretic
version of the wave equation provides an interesting link with the continuous
wave eqaution, and has a simple physical interpretation. The edges of the graph
can be viewed as taut strings, joined together at the vertices. In fact, the edge-
based Laplacian has been shown in the physics literature to be the "limiting case"
of a "quantum wire" (Hurt, 2000).
Classical Graph theory defines a combinatorial Laplacian, L, as an operator
on functions whose domain is the set of vertices of a graph. On the vertex-set
the wave equation is Utt = −LU (the negative sign is due to that the combina-
torial Laplacians are positive semi-definite). However, this wave equation fails
to give a finite speed for wave propagation. As a result there is no simple link
between the graph theoretic wave equation and its continuous counterpart. To
overcome this problem a so-called edge-based wave equation Wtt = −LEW
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was introdiced by Friedman (Friedman & Tillich, 2004b), where LE is the edge-
based Laplacian, which is a better approximation to the continuous Laplacian
(i.e. the second derivative) than the combinatorial Laplacian L. The edge-based
wave equation has unit wave propagation speed, while that based on the combi-
natorial Laplacian L has infinite speed.
For the edge-based Laplacian, the eigenfunction f satisfies LEf = λf and
Lf = 0 where ΛE = {λ} is the set of Laplacian eigenvalues. In fact, if L is
normalized and the graph under study has each edge weight equal to unity, then
L is similar to
(
1− cos√LE
)
. That is to say if ∆ is a continuous Laplacian
then ∆˜ = 1 − cos√−∆ is the corresponding combinatorial Laplacian. Hence,
the eigenvalue λ is in ΛE if and only if
(
1− cos√λ
)
is in Λ (the set of all
eigenvalues of the combinatorial Laplacians). Note that ΛE is an infinite set of
non-negative values (whose square roots are periodic), and exclude those which
are multiples of pi from ΛE. The general solution of the wave equation (Folland,
1995)
Wtt = −LEW
W |t=0 = f
Wt|t=0 = g
(5.1)
has the form
W =
sin
(√
LEt
)
√
LE
g + cos
(√
LEt
)
f (5.2)
For our work it suffices to compute the fundamental solution W that satisfies
W |t=0 = 0 and Wt|t=0 = 1, that is
W =
sin
√
LEt√
LE
(5.3)
Since, LE is positive semi-definite (Friedman & Tillich, 2004b), W can be ap-
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proximated using the MacLaurin series, giving
W = t[I − 1
6
LEt
2 + ...] (5.4)
Now we can consider the nodes of the graph as residing on a pseudo-Riemannian
manifold and the edges as geodesics on the manifold.
5.2.2 Edge-based Eigenvalues and Eigenfunctions
In the previous section we presented the methodology for constructing the wave
kernel embedding matrix. To commence, we need first to construct the edge-
based Laplacian matrix. We follow the procedure given in (Friedman & Tillich,
2004b) where the edge-based eigenvalues and eigenfunctions are determined us-
ing those of a normalized adjacency matrix. To commence, consider a finite
graph denoted by G = (V,E) with node-set V and edge-set of edges E ⊆ V ×V ,
with all edges of unit weight. The elements of the adjacency matrix A of the
graph G are
A(u, v) =
 1 if(u, v) ∈ E0 otherwise (5.5)
Let T be a diagonal matrix whose elements are the degrees of the nodes of G,
that is T (u, u) =
∑
v∈V A(u, v) = degu. By dividing each row of the adjacency
matrix A by its corresponding degu, we obtain the normalized adjacency matrix
A˜. For each eigenvalue, λ of A˜ there is a unique value of cos−1(λ) ∈ [0, pi]. The
edge-based eigenvalues are 2npi + cos−1(λ) and 2(n + 1)pi − cos−1(λ), where
{n = 0, 1, 2, ...}. Hence, if ω ∈ {< \ npi} then ω2 is an edge-based eigenvalue
if and only if cosω is an eigenvalue of A˜. For each corresponding eigenfunction,
f, of A˜, f can be extended to obtain an edge-based eigenfunction (Friedman &
Tillich, 2004b). To summarize, for the edge-based eigenpair (f, λ), we have that:
1- cosλ is an eigenvalue of A˜,
2- f is an eigenfunction of A˜; that is A˜f = cosλ f,
3- LEf = λf and Lf = 0.
The existence of a complete set of eigenvalues and eigenfunctions for the contin-
114 Wave Kernel Embedding
uous Laplacian has been demonstrated in (Gilbarg & Trudinger., 1983). Fried-
man has extended the analysis to the edge-based Laplacian for finite graphs
(Friedman & Tillich, 2004b). To outline the theory, let G be a finite graph. For
G there exists eigenpairs fi, λi for the edge-based Lalacian, such that
1- 0 5 λ1 5 λ2 5 ...,
2- fi satisfies the Dirichlet (Neumann) conditions1 (Arendt & Warma, 2003),
3- fi forms a complete orthonormal basis for L2Dir(G) (L
2(G)) (Arendt &
Warma, 2003),
4- λi → ∞.
Physically, the equations LEf = λf and Lf = 0 describe the vibrational modes
associated with a taut strings on each edge that are joined together at the vertices.
If we excite or "pluck" the system, it would produce tones with frequencies
√
λ,
with λ ranging over the edge-based eigenvalues. That is to say, the spectrum of
the edge-based Laplacian gives the number of harmonics corresponding to the
harmonic frequencies of vibrations of the edges of the graph. In a more com-
putational sense, it would be like as we projected the nodes of the graph into an
eigenspace spanned by the harmonic frequencies corresponds to the eigenfunc-
tions of the Laplacian.
5.2.3 The manifold spanned by the data
Positive definite Riemannian manifolds can be represented in one of two ways.
Either a) their properties are defined intrinsically, or b) they can be regarded as
subsets of a Euclidean space of higher dimension. Following the work of Nash
(Nash, 1954, 1956) and Whitney (Whitney, 1936), it has been known for some
time that these approaches are equivalent, in the sense that any intrinsically de-
fined Riemannian manifold can be embedded, with appropriate differentiability,
into a Euclidean space. In (Clarke, 1970), Clarke showed that the same situation
holds in the case of pseudo-Riemannian manifolds, with metrics of indefinite
signature.
1The Dirichlet (Neumann) boundary conditions specify the value (the normal derivative) of
the function on a surface.
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The pseudo-Euclidean space generalizes the well-known Euclidean space to
the case where inner products are indefinite. This effectively amounts to two
Euclidean spaces, one of which has a positive semi-definite inner product and
the second with a negative semi-definite inner product. For the kernel matrix,
the embedding is determined by the pseudo Gram matrix C = − 1
2
QWQ derived
from the kernel matrix W , where Q = I− 1
n
eeT and e = (1, ..., 1)T . If the matrix
with the embedding co-ordinates as columns is X , then
C = XTX (5.6)
In the non-Euclidean case where W and C are not positive semi-definite, a
method to define a pseudo-Euclidean space was given in (?, ?) such that
C = XT
 M 0p+q×k
0k×p+q 0k×k
X (5.7)
with
M =
 Ip×p 0p×q
0q×p −Iq×q
 (5.8)
0k×k is the k × k matrix filled with zeros, p and q are the numbers of positive
and negative eigenvalues of C respectively and p + q + k = n. We can then
write XTMX = ΦΛΦT = Φ|Λ| 12M |Λ| 12ΦT , where Φ is the column-matrix of
the eigenvectors and Λ the diagonal matrix of the corresponding eigenvalues.
The vectors are recovered via the transformation XL = |ΛL| 12ΦTL, where ΦL is
the column-matrix of the selected eigenvectors and ΛL the diagonal matrix of
the corresponding eigenvalues. Hence, the columns of XL are the vectors in the
pseudo-Euclidean space.
5.3 Pseudo Euclidean Space
A pseudo Euclidean space is an n-d imensional space r1, r2, ..., rn where ri = r
or ir and r is a set of real numbers and i =
√−1. In this section we describe how
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to manipulate vectors in a pseudo Euclidean space. Firstly, we explain how to
compute the square distance between any arbitrary pair of vectors. Secondly, we
show how to construct an orthonormal basis. Thirdly, we show how to project
vectors from a pseudo Euclidean space onto a 2D sub-space.
5.3.1 Distance Function
With a pseudo Euclidean space Rn we assign a symmetric bilinear form ρ :
Rn × Rn → R, ρ(x, y) = xTSy where S is the matrix whose elements sij =
1
2
(d2i0 + d
2
j0 − d2ij); d is a distance function with pairwise distances dij for all
1 6 i, j 6 n. For any two vectors x, y ∈ Rn, ρ(x, y) is the inner product of x
and y and ‖x − y‖2 = ρ(x − y, x− y) is the squared distance between x and y.
Since S is real symmetric, there is an orthogonal matrix Ψ and a diagonal matrix
Γ such that S = ΨΓΨT , the elements δi of Γ are the eigenvalues of S arranged
in order and the columns of Ψ are the correspondingly ordered eigenvectors.
It is worth mentionng that if the matrix S has negative eigenvalues, then the
squared distance between two vectors in the pseudo Euclidean space may be
negative. It for this reason that we do not speak about "distance" between vectors
in pseudo Euclidean space. Moreover, the fact that the squared distance between
two vectors vanishes does not imply that these two vectors are the same. This is
not the case in a Euclidean space.
5.3.2 An Orthonormal Basis
The columns {bi}, i = 1, ..., n of the matrix B = IΨ represent an orthogonal
basis of Rn, since S is the matrix of ρ with respect to the natural basis {ei}, i =
1, ..., n where ei = (0, ..., 1i, ..., 0). We can therefore write the bilinear form
ρ with respect to the basis bi as Sb = ΨTSΨ, so that Sb = Γ. For any two
vectors x and y in Rn, ρ(x, y) = xTSy = [xTb Ψ
T ][ΨSbΨ
T ][ΨybΨ
T ]. Hence,
ρ(x, y) = xTb Sbyb = x
T
b Γyb. Accordingly, the inner product of x and y can be
written as ρ(x, y) = Σni=1δi(xb)i(yb)i and the squared distance as ‖x − y‖2 =
Σni=1δi ([xb]i − [yb]i)2. The matrix Xb = XΨ has as columns the coordinates
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with respect to the basis {bi}. Conversely, the coordinate matrix Xe = XoΨT has
as columns the co-ordinate vectors with respect to an orthogonal natural basis.
Let us define a diagonal matrix J = diag(jij) with elements
ji =

1 δi > 0
0 δi = 0
−1 δi < 0
and i = 1, . . . , n, Furthermore, let Γ˜ = diag(γi) where
γi =
 |δi| if δi 6= 01 otherwise
Now consider the matrix Ψ˜ = ΨΓ˜−
1
2 . The first l columns of this matrix are
orthonormal vectors with respect to {bi}. To show this consider the matrix
Ψ˜TSΨ˜ = Γ˜−
1
2ΨT [ΨSbΨ
T ]ΨΓ˜−
1
2 = Γ˜−
1
2ΓΓ˜−
1
2 = J
The diagonal elements Ji, i = 1, . . . , l are either 1 or −1, while the remainder are
zeros. Hence, the first l columns of the matrix B˜ = BΓ˜−
1
2 form an orthonormal
basis of Rl. Finally, for the matrix Xe whose columns are the co-ordinate vec-
tors in the pseudo Euclidean space with respect to the natural basis {ei}i=1,...,n,
the corresponding matrix of coordinates with respect to the orthonormal basis
{bi}i=1,...,n is Xb˜ = XeΨ˜.
5.3.3 Projection into a kD Subspace
Suppose we order eigenvalues of the matrix S so that first l+ eigenvalues are pos-
itive, the following l− are negative and the remaining are zeros, where l = l++l−.
As a result {bi}1≤i≤l, and the first l columns of the matrix B given in Section
5.3.2 form an orthogonal basis of the space Rl. Using the first l columns of
the matrix Ψ˜, we can locate the projections of the column vectors of the ma-
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trix X onto the space Rl with respect to {bi}1≤i≤l as Xl = BΨ˜T . To obtain
the coordinates of Xl with respect to the orthonormal basis b˜i, we construct the
matrix Xl
b˜
= B˜D˜
− 1
2
l Ψ
T
l = (p1|p2|...), where D˜l = diag(γi), 1 ≤ i ≤ l is the
lth leading principle submatrix of D˜ and pi is the projected coordinate vector
of the ith node of G. Again we can define the inner product of two arbitrary
vectors, x and y, as ρ(x, y) = Σni=1δi(xb)i(yb)i and the squared distance as
‖x− y‖2 = Σni=1δi ([xb]i − [yb]i)2.
To avoid problems associated with dealing with a space of high dimension-
ality, we will ignore the dimensions for which the eigenvalues are small in mag-
nitude. Therefore, if we arrange the eigenvalues in descending order by their
absolute values, the first k eigenvalues (typically k = 2 or 3) where k < l will
span a space Rk in which we can project the exact vector representation of the
pseudo Euclidean space Rn.
5.4 Experiments and Results
We experiment with the wave kernel embedding as a graph characterization for
the purposes of graph-matching. We represent the graphs under study using sets
of coordinate vectors corresponding to the embedded node position, and compute
the similarity of the sets resulting from different graphs using the robust modified
Hausdorff distance.
In our experiments we aim to investigate whether the edge-based wave kernel
embedding can be used as a graph characterization, for gauging the similarity of
graphs, and hence clustering them. To commence, we compute the eigensystem
of the edge-based Laplacian from the eigensystem of the normalized adjacency
matrix, and hence compute the edge-based Laplacian matrix introduced in Sec-
tion 5.2.2. The edge-based wave kernel then is computed as described in Section
5.2.1 with the values of t = 10.0, 1.0, 0.1 and 0.01. From the wave-kernel we
compute the embedding coordinate matrix, whose columns are the coordinates
of the embedded nodes in a pseudo-Euclidean space. Finally, we project the
co-ordinate vectors onto a pseudo-Euclidean space with low dimension using
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t=10 t=1.0 t=0.1 t=0.01
Houses data 0.2333 0.0000 0.0333 0.1000
COIL data 0.3333 0.3333 0.3333 0.7000
Table 5.1: A rand index vs. t for the York model house dataset
the orthonormal basis as shown in Section 5.3. With the vector representations
residing in a low dimension space we construct the distance matrices between
the thirty different graphs using both the classical and modified Hausdorff dis-
tance 3.4.1. Finally, we subject the distance matrices to multidimensional scal-
ing MDS (Cox & Cox, 1994) to embed them into a 3D space. Here each graph
is represented by a single point. Figure 5.2 shows the results obtained using the
modified Hausdorff distance. The subfigures are ordered from left to right (up
to down), using t = 10.0, 1.0, 0.1 and 0.01 in the wave kernel. We have also
investigated the COIL data, and the results are shown in Figure 5.4.
We commence by introducing the results obtained when experimenting with
the York model house database. Where the CMU model house sequence is repre-
sented as a red circle and each graph of the MOVI model house sequence is rep-
resented as blue star while each graph of the Swiss chalet model house sequence
is represented as a green cross. To commence, we show in Figures 5.1 and 5.2
the results when using the Hausdorff distance (HD) and the modified Hausdorff
distance (MHD) to measure the (dis)similarity between pairs of graphs, respec-
tively. The subfigures are ordered from left to right, top to bottom using the heat
kernel embedding with the values t = 10.0, 1.0, 0.1 and 0.01 respectively. With
the same order, Figures 5.3 and 5.4, give the results obtained when using COIL-
20 dataset where each graph of the sequence of the first object is represented as
a red circle and each graph of the sequence of the second object is represented as
blue star while each graph of the sequence of the third object is represented as a
green cross..
To investigate the results in more details table 4.1 shows the rand index for the
distance as a function of t. This index is computed as explained in Section 3.4.5.
Although, the wave kernel gives a reasonable separation of the objects into
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Figure 5.1: MDS embedding obtained when using HD for the Wave Kernel em-
bedding for the houses data.
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Figure 5.2: MDS embedding obtained when using MHD for the Wave Kernel
embedding for the houses data.
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Figure 5.3: MDS embedding obtained when using HD for the Wave Kernel em-
bedding for the COIL data .
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Figure 5.4: MDS embedding obtained when using MHD for the Wave Kernel
embedding for the COIL data .
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distinct clusters particularly for value of t equal to 1, the experimental study
shows that it needs further development; for that reason is we suggest in Ap-
pendix I to generalize the wave kernel framework in higher dimensional space.
However, we can figure out a number of conclusions to be drawn from the plots.
For instance, the sequence of the second object of the COIL dataset is clustered
along a straight line for all values of t, while the other two sequence are embed-
ded in a less compact cluster. Whilst, the York model house dataset gives a more
obvious clusters than those of the COIL dataset. Unlike the situation when using
the heat kernel embedding where we project the data into a positive space, in the
wave kernel case we try to preserve the geometry of the original data.
5.5 Conclusion
In this chapter we have established a procedure to embed the nodes of a graph
into a pseudo-Riemannian manifold based on the wave kernel, which is the solu-
tion of an edge-based wave equation. Under the embedding, each edge became a
geodesic on the manifold. The eigensystem of the wave-kernel was determined
by the eigenvalues and the eigenfunctions of the normalized adjacency matrix.
By factorizing the Gram-matrix for the wave-kernel, we determine the embed-
ding co-ordinates for nodes under the wave-kernel. We investigated the utility
of this new embedding as a means of gauging the similarity of graphs. We ex-
perimented on sets of graphs representing the proximity of image features in
different views of different objects from two datasets (the York Model House
and COIL datasets). And by applying multidimensional scaling to the similar-
ity matrix we demonstrated that the proposed graph representation is capable of
clustering different views of the same object together.
CHAPTER 6
Conclusion and Future Work
In this chapter we commence by a summary of the main contributions of the
thesis along with the conclusions driven. This includes the novel ideas on the
geometric graph characterisation, p-Laplacian graph regularisation framework
and the graph wave kernel embedding. Then we draw on some of the drawbacks
and possible extensions of the work.
6.1 Summary and Conclusion
The overall objective of this thesis was to develop a framework for graph charac-
terisation by combining methods from both spectral graph theory and manifold
learning theory, and to explore whether they can provide a stable and robust
graph representation. When we began to study these methods, we suggested a
few sub-goals to be achieved while heading for the main goal, for instance we
were aiming to extract stable and robust geometric invariants that can be used for
characterizing the graphs aiming at preserving the local manifold structure and
to represent the graph by a set of curvatures associated with its edges, nodes or
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triangular faces.
For doing so, in Chapter 3 we used two powerful mathematical tools, namely
the spectral graph theory and the heat-diffusion in Riemannian geometry, to anal-
yse the data from the perspective of the intrinsic geometry. We commenced
by using the heat kernel to provide a geometric characterization of graphs by
the means of the spectral geometry of the combinatorial Laplacian. Perform-
ing the Young-Householder decomposition to the heat-kernel maps the nodes of
the graph to points in the manifold, the decomposition provided a matrix of the
embedding point position vector. The embedding offers the advantage that time
parameter can be used to control the condensation of the clusters. With the em-
beddings to hand, we developed a graph characterization based on differential
geometry using the notation of the sectional curvatures associated with the edges
of the graph, making use of the fact that the sectional curvature can be deter-
mined by the difference between the geodesic and Euclidean distances between
pairs of nodes. Furthermore, we used the Gauss-Bonnet theorem to compute the
Gaussian curvatures associated with triangular faces of the graph as. With sets
of curvatures, defined either on the edges or the faces of the graph under study
we constructed the graph characterisation matrices, to be used for the purpose
of graph matching and clustering. To this end, we computed the similarities of
the graphs using robust variants of the Hausdorff distance which allows us to
compute the similarity of different graphs without knowing the correspondences
between graph edges or faces. In the approach we proposed, we kept in mind the
same concept as the classical manifold learning techniques; where the manifold
is considered to be embedded linearly or almost linearly in the ambient space.
Nevertheless the main target was to preserve the local affine geometric structures
in the neighborhoods around each data point. While, classical techniques regard
more global features.
Due to the noise and the inaccurate estimation in real applications, we aimed
next to use a manifold regularization to overcome the effects of noise while pre-
serving the geometrical structures existing in the initial data. For that reason, in
Chapter 4 we proposed a framework to regularize real-valued or vector-valued
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functions on weighted graphs of arbitrary topology based on the p-Laplacian op-
erators . The proposed framework brought together several distinct concepts that
have received some independent recent attention in machine learning. The first
of these was the methods deduced from the spectral graph theory which have
been widely used for clustering and classification tasks over the last decades.
Even more, we considered the properties of the graph p-Laplacian as a nonlinear
extension of the usual graph Laplacian. The second concept to be used was the
geometry coming from the heat kernel embedding of the graph into a manifold
in a class of algorithms known as manifold learning. In these techniques we used
the geometry of the manifold by assuming that it has the geometric structure of a
Riemannian manifold. The third important conceptual framework came from the
Manifold regularization, which extends the classical framework of regularization
in the sense of reproducing Hilbert Spaces to exploit the geometry of the embed-
ded set of points. In the proposed approach, we have considered minimizing a
weighted sum of two energy terms. The first one is a regularization term that
uses the discrete p-Dirichlet form; with the degree ,p, of regularity. The second
one is an additional approximation term which helps to avoid the shrinkage ef-
fects obtained during the regularization process with appropriate choice for the
regularization parameter λ. The existing regularization techniques use only the
regularization term which may lead the curves on the manifold to shrink and
hence become a point.
When the initial data lie in a high-dimensional space, one great challenge is to
be able to map the data into a lower dimensional space such that standard meth-
ods could be efficiently applied. Moreover, in many cases the data lie on a non-
linear manifold, but neither the actual structure nor the dimension of the latter is
known in advance. To this point, we come to the last contribution in this thesis;
that is to construct the Wave kernel embedding matrix which is mainly based on
the edge based Laplacian. The concept comes from a recently developed graph
calculus. The Calculus enables more analysis techniques to carry over to graphs
and vice versa in a very simple way; that is less intuition is obscured in techni-
calities that are particular to analysis or graphs. In particular, most techniques
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for the non-linear p-Laplacian in analysis to be easily carried over to graph the-
ory. This allows the use of the non-linear functions; those functions which are
not edgewise linear. In Chapter 5, we’ve described a new framework for embed-
ding graphs on pseudo-Riemannian manifolds based on the wave kernel; which
is the solution of the wave equation on the edges of a graph. The eigensystem
of the wave-kernel is determined by the eigenvalues and the eigenfunctions of
the normalized adjacency matrix and can be used to solve the edge-based wave
equation. By factorising the Gram-matrix for the wave-kernel, we determine the
embedding co-ordinates for nodes under the wave-kernel. We investigate the
utility of this new embedding as a means of gauging the similarity of graphs.
6.2 Future Work
In summary, we have introduced a novel framework for pattern and object recog-
nition with interesting mathematical and computational properties. However, this
framework needs to be experimented more with different types of data, such as
characters, fingerprints, documents, and images. There are a number of ways
in which the work reported in this thesis can be extended. For instance, to con-
tinue the work done in Chapter 3, it would be interesting to explore the use of
the curvatures as a means of directly embedding the nodes of the graphs on a
manifold. And it would be interesting to investigate if the curvatures could be
used to aid the process of visualising or drawing graphs. As a continuation of
the work done in Chapter 4, we plan to extend this regularization framework to
other fields and to combine it to others techniques However, there are still several
questions remaining to be investigated in our future work; for instance, it remains
unclear how the regularization parameter λ, controls the smoothness in our ap-
proach, theoretically and efficiently. Actually, the regularization framework is
also interesting to help to estimate some geometric and topological features such
as normals, curvatures, or shape skeletons. Moreover, discovering the structure
of the manifold from a set of data points sampled from the manifold with noise
is still a very challenging concept.
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In Chapter 5, we began a work based on some techniques of the graph cal-
culus partial differential functions to problem of graph embedding, matching
and clustering. We’re interested in applying more ideas and techniques from the
graph calculus of partial differential functions to the purposes graph matching
and clustering. More generally, we are interested in how the philosophy of cal-
culus can be used to tackle problems in other applications and fields. At the end
there are many questions to be asked: Is the assumption of the manifold structure
sensible? How to make the algorithm more robust to noises? Can we develop a
framework to discover the underlying low dimensional manifold structure?
For future research we’ll turn our attention to a recently discovered branch
of differential geometry, known as "Generalized Geometry", which has received
a reasonable amount of interest inspired by its connections with areas of Mathe-
matical Physics. The theory is also of interest because the different geometrical
structures are often generalizations of more familiar geometries. In this sense,
we aim to generalize the framework we introduced in Chapter 5 in higher di-
mensional space. This generalization framework may lead us to use space-time
geometry for more application in physics.
Part I
Appendices
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APPENDIX A
Area Metric Manifolds
A.1 Area Metric Geometry
Generalized geometries commence to play a progressively more significant role,
in spite of the fact that one initial starting point for its formulation is a metric tar-
get manifold. The emerging picture is that area metric manifolds are generalized
geometries. An area metric may be defined as a fourth rank tensor field which
allows to assign a measure to two-dimensional tangent areas, in close analogy to
the way a metric assigns a measure to tangent vectors. In more than three dimen-
sions, area metric geometry is a true generalization of metric geometry; although
every metric induces an area metric, not every area metric comes from an under-
lying metric. The essential features of area metric geometry, to the extent that
they are of relevance to this chapter, are presented and discussed in this section.
A.1.1 Area Metric Manifolds
An area metric manifold (M,G) is a smooth differential manifold equipped with
an algebraic curvature map G, which is a smooth covariant fourth rank tensor
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field G : (TpM)⊗4 → < satisfying the following symmetry (i, ii) and cyclicity
(iii) properties at each point of the manifold:
For all vector fieldsX, Y, Z, A andB in TM
(i) GXY AB = GABXY ,
(ii) GXY AB = −GY XAB,
(iii) GAXY Z +GAY ZX +GAZXY = 0.
(A.1)
By the first two conditions (i, ii), an algebraic curvature map has two index pairs
which can be symmetrically exchanged. Hence G naturally provides us with a
linear map from the space of antisymmetric contravariant two-tensors Λ2TM to
its dual, i.e., a map G : Λ2TpM ⊗ Λ2TpM → <. Furthermore, G has an inverse
corresponding to a map:
G−1 : Λ2T ∗M ⊗ Λ2T ∗M → <, such as
G−1G = idΛ2TpM
(A.2)
Where Λ2TpM denotes the space of all contravariant antisymmetric tensors of
rank two.
It’s of significant to notice that in three dimensions every area metric is
metric-induced; from four dimensions onwards, however, there exist area metrics
that cannot be induced from any metric. Nevertheless, it is interesting to discuss
the following special type of area metrics:
A.1.2 Induced-metric area metric
A special case of area metric manifolds is metric manifolds (M, g), since any
metric manifold is an area metric manifold (M,Gg), by virtue of
GgXYAB = gXAgY B − gXBgY A. (A.3)
for which expression the properties of an algebraic curvature map are readily
checked. This construction has a clear geometrical interpretation. Knowing how
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to measure lengths and angles, one can measure areas: the expression GgXYXY
returns precisely the squared area of the parallelogram spanned by the vectors
X and Y . The converse, however, does not hold: the ability to measure areas
does not imply a length measure. Hence an area metric is a weaker structure
than a metric, as length measurement implies area measurement but not vice
versa. Importantly, while the definition of a general area metric manifold keeps
all algebraic properties of the metric-induced case, an area metric admits more
degrees of freedom than a standard metric. This fact is related to the decom-
position theorem recently introduced by Gilkey, which states that any algebraic
curvature map G can be written as a linear combination of algebraic curvature
maps that are induced from a finite collection of metrics gi|i = 1...N , in the form
G =
N∑
i=1
σiGgi,
σi = ±1.
(A.4)
Unfortunately, this decomposition is far from unique. Moreover, no construc-
tive algorithm for the decomposition of an arbitrary algebraic curvature map into
metric-induced maps is currently known [19]. Correspondingly, it is an open
question how many metrics are required for the decomposition of a given alge-
braic curvature map, although it is known that the number of required metrics, in
d− dimensions, is certainly bounded from above by d(d+ 1)/2) [20].
A.2 The space of oriented areas
In the geometry of area metric manifolds, areas play a role analogous to the one
of vectors in the geometry of metric manifolds. However, the space of areas over
a tangent space TpM at any point p is not a linear space. To be more precise,
we observe that on the vector space of parallelograms Λ2TpM ⊗ Λ2TpM , each
parallelogram X ∧ Y is spanned by two vectors (X and Y ) in the same tangent
space(including the degenerate case where these vectors are linearly dependent).
Clearly, X ∧ Y is an element of the vector space Λ2TpM , but a generic antisym-
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metric two-tensor Ω ∈ Λ2TpM may only be written as the product of two vectors
if ΩΛΩ = 0. Such elements of Λ2TpM are called simple and constitute the space
of oriented areas A2TpM . This finally yields the identification of the oriented
areas as a polynomial subset of the vector space of antisymmetric two-tensors:
A2TpM = {Ω ∈ Λ2TPM |ΩΛΩ = 0} (A.5)
Polynomial subsets of vector spaces are called varieties in algebraic geometry
[23], and so the area space is a variety embedded in Λ2TPM . Strictly speaking,
the area metric G only ought to act on the variety A2TpM , which already causes
G to be non-tensorial. Indeed, it is not possible (without resorting to a particular
Gilkey decomposition) to construct an affine connection from G, not even on the
embedding space Λ2TM ⊃ A2TM .
A.2.1 Area metric curvature
In A.2we have shown that the bundle of tangent areas A2TM over a manifold
M is the one of instant relevance to area metric geometry, and that A2TpM is
not a linear space, but merely a variety, a polynomial subspace of the vector
space Λ2TPM of antisymmetric two-tensors. While it is of course possible to
equip non-vector bundles with a connection, which is determined in terms of
a covariant derivative ∇ on the vector bundle Λ2TM . For n-dimensional area
metric manifold (M,Gg), the metric Gg gives rise to the torsion-free Levi-Civita
connection, which lifts to the Λ2TM -bundle in the standard way.
To commence, we consider any local coordinate system about some point on
the manifold, and let M be n-dimensional complete Reimannian manifold with
Riemannian metric gij , the Levi-Civita connection is given by Chistoffel symbols
Γkij =
1
2
gkl
{
∂gil
∂xi
+
∂gil
∂xj
− ∂gij
∂xl
}
. (A.6)
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where gij is the inverse of gij . The Riemannian curvature tensors read
Rkijl =
∂Γkji
∂xi
− ∂Γ
k
il
∂xj
+ ΓkipΓ
p
jl − ΓkjpΓpil. (A.7)
a covariant version leads to the definition of the area metric curvature as follows
Rijkl = gkpR
p
ijl (A.8)
The area Ricci tensor is the contraction
Rik = gjlRijkl (A.9)
where the scalar curvature is
R = gijRij (A.10)
The given metric g satisfies the hyperbolic geometric flow [1]
∂2gij
∂t2
= −2Rij (A.11)
which is a nonlinear system of second order partial differential equations on the
metric.
The hyperbolic geometric flow is an evolution equation on the metric
gij(t, x). The evolution for the metric implies a nonlinear wave equation for
the area curvature tensor Rijkl, the Ricci curvature tensor Rij and the scalar cur-
vature K. Under the hyperbolic geometric flow (1), the curvature tensors satisfy
the evolution equations
∂2Rijkl
∂t2
= LRijkl + (lower order terms)
∂2Rij
∂t2
= LRij + (lower order terms)
∂2R
∂t2
= LR + (lower order terms)
(A.12)
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Moreover, it’s worth mentioning here that the area curvature tensor satisfies:
1) Skew symmetry Rijkl = −Rjikl = −Rijlk
2) Interchange symmetry Rijkl = −Rklij
3) Cyclicity Rijkl +Riklj +Riljk = 0
The last property is often written as Ri[jkl] = 0 where the bracket denotes the
antisymmetric part on the indicated indices.
A.3 Area metric under Hyperbolic geometric flow
In this chapter, we will restrict our study to the geometry of manifolds equipped
with an arbitrary algebraic curvature map, making essential use of the Gilkey
decomposition. More precisely, we will commence by considering the induced-
metric area metrics Gg. In this section we will study the area metric under the
hyperbolic geometric flow, which is a very natural tool to understand the wave
character of the metrics and wave phenomenon of the curvatures. We start with
an arbitrary induced-metric area metric Gg given as follows
Ggijkl = gikgjl − gilgjk. (A.13)
differentiating with respect to t gives
∂Ggijkl
∂t
= gik
∂gjl
∂t
+
∂gik
∂t
gjl −
∂gil
∂t
gjk − gil
∂gjk
∂t
. (A.14)
once again we differentiate with respect to t, yields
∂2Ggijkl
∂t2
= gik
∂2gjl
∂t2
+
∂2gik
∂t2
gjl −
∂2gil
∂t2
gjk − gil
∂2gjk
∂t2
+ (lower order terms).
(A.15)
using A.11, then substituting by A.9 and taking into consideration that gij is the
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inverse of gij, give the rise to the following
∂2Ggijkl
∂t2
= −2Rjilk − 2Rijkl + 2Rjikl + 2Rijlk (A.16)
The skew symmetry and interchange symmetry properties of the tensor Rijkl
previously given in ?? leads to the following hyperbolic geometric flow
∂2Ggijkl
∂t2
= −8Rijkl (A.17)
From the relation A.9 together with A.10 one can figure out that
Rijkl = Rgikgjl
−Rijkl = Rgilgjk
(A.18)
which leads to
∂2Ggijkl
∂t2
= −4R[gikgjl − gilgjk]
= −4RGgijkl
(A.19)
and this give the notation
Rijkl =
R
2
Ggijkl (A.20)
APPENDIX A
The COIL dateset
The following tables contain the number of the features points of each graph in
the COIL-20 database. The first two tables ( A.1, A.2) stands for the number of
nodes of the graphs (Gi, i = 1, ..., 10) of the first ten objects, where Table A.1
gives the first 36 poses (Pi, i = 1, ...36) of each graph and Table A.2 gives the
next 36 poses (Pi, i = 37, ...72). While the next two tables ( A.3, A.4) show the
number of nodes of the graphs (Gi, i = 11, ..., 20)of the second ten objects with
the same arrangement for Table A.3 and Table A.4 as it was for Table A.1 and
Table A.2 respectively.
With the same arrangements, Tables( A.5, A.6, A.7 and A.8) show the number
of edges of each graph; as well as Tables( A.9, A.10, A.11 and A.12) give the
number of triangular faces of each graph.
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G1 G2 G3 G4 G5 G6 G7 G8 G9 G10
P1 54 59 48 78 60 53 76 53 99 67
P2 48 56 44 72 60 51 73 48 98 72
P3 52 53 43 71 60 49 75 49 96 61
P4 42 51 45 65 60 47 69 47 94 75
P5 47 55 41 64 60 45 57 45 88 68
P6 57 54 40 59 64 45 62 41 81 64
P7 60 58 41 55 69 43 69 38 87 66
P8 66 61 38 54 66 44 57 40 88 60
P9 58 64 39 51 67 38 60 41 94 58
P10 65 63 41 49 68 37 63 42 94 54
P11 60 64 40 52 70 42 65 39 96 60
P12 65 69 48 50 75 39 54 36 100 52
P13 54 65 51 58 82 40 59 37 105 49
P14 55 60 56 52 84 54 62 30 109 50
P15 52 52 67 50 95 67 54 27 109 40
P16 53 54 77 51 96 77 58 26 100 40
P17 56 49 92 50 90 77 63 27 100 37
P18 56 52 107 45 91 91 64 34 94 39
P19 62 42 94 42 82 94 67 29 83 39
P20 60 46 84 44 76 84 63 29 98 42
P21 63 43 70 55 86 68 67 32 97 41
P22 62 47 70 50 94 60 72 32 113 40
P23 54 44 55 48 84 61 68 33 119 49
P24 52 45 53 51 76 48 66 33 103 51
P25 53 40 47 52 74 42 68 40 97 57
P26 42 42 42 46 77 39 69 44 95 57
P27 44 44 39 48 70 38 80 42 90 68
P28 58 58 40 47 71 39 74 48 96 63
P29 51 51 39 44 70 41 73 46 96 63
P30 52 52 39 51 70 40 78 48 97 66
P31 64 54 36 45 74 38 82 48 98 71
P32 51 52 39 48 68 43 73 50 99 74
P33 58 65 43 46 76 46 74 54 99 71
P34 54 62 44 55 72 50 81 55 103 75
P35 55 68 39 27 76 51 72 57 109 68
P36 54 61 43 34 70 51 79 49 107 75
Table A.1: Number of the feature points of the first 10 objects (Poses 1 to 36) of
the COIL-20 database
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G1 G2 G3 G4 G5 G6 G7 G8 G9 G10
P37 57 64 45 49 73 47 84 58 106 70
P38 50 60 41 48 70 50 78 49 96 64
P39 58 62 43 48 68 45 82 48 103 63
P40 85 74 41 50 74 53 84 52 88 61
P41 57 66 37 49 76 51 82 46 87 61
P42 62 74 36 42 80 50 83 47 90 62
P43 61 71 43 40 75 47 83 48 96 65
P44 71 70 38 42 73 41 74 43 102 65
P45 72 75 48 44 74 40 80 39 93 64
P46 73 90 47 38 78 51 70 38 95 58
P47 81 88 49 45 71 49 63 37 91 55
P48 71 90 50 44 77 48 68 37 105 56
P49 68 84 53 49 85 53 67 30 101 58
P50 68 87 60 51 94 62 73 31 102 50
P51 57 78 64 52 103 68 78 29 92 48
P52 58 68 77 47 95 75 78 31 95 41
P53 62 68 78 44 84 89 79 28 98 42
P54 64 78 77 42 85 105 73 32 93 42
P55 65 64 78 47 87 99 74 28 89 38
P56 65 63 84 49 89 87 84 30 95 40
P57 63 59 64 47 92 84 85 40 103 41
P58 57 67 58 55 84 74 84 35 112 41
P59 65 66 50 56 80 62 83 39 108 49
P60 69 67 48 58 70 60 82 34 106 49
P61 68 63 48 56 75 49 83 43 99 48
P62 72 63 45 60 71 47 88 39 96 59
P63 77 58 39 61 69 45 83 45 91 59
P64 64 65 40 60 65 42 86 46 87 67
P65 73 56 44 69 71 46 85 48 79 61
P66 62 58 44 65 66 50 81 51 85 64
P67 58 55 38 73 69 50 83 45 83 63
P68 54 57 43 75 68 50 83 53 87 72
P69 52 58 37 75 62 46 83 49 91 76
P70 48 52 36 74 65 48 75 48 92 70
P71 45 50 44 78 62 47 81 53 99 67
P72 49 57 45 78 61 49 81 52 105 71
Table A.2: Number of the feature points of the first 10 objects (Poses 37 to 72)
of the COIL-20 database
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G11 G12 G13 G14 G15 G16 G17 G18 G19 G20
P1 78 99 53 110 66 40 143 31 42 79
P2 83 97 53 114 63 45 127 32 43 82
P3 90 91 57 112 65 39 126 33 46 82
P4 91 86 54 100 76 50 135 34 40 71
P5 89 98 63 95 70 45 123 34 44 82
P6 92 100 62 92 71 43 123 34 41 77
P7 92 93 59 87 68 46 131 40 40 81
P8 90 101 58 86 66 48 129 38 47 80
P9 93 100 52 86 75 42 137 42 47 67
P10 94 109 58 85 63 41 136 50 53 78
P11 91 102 53 76 65 46 143 44 54 80
P12 90 105 57 80 74 44 134 43 54 75
P13 79 94 61 87 66 45 146 49 62 68
P14 89 98 51 94 66 41 125 45 69 70
P15 88 99 56 101 70 36 130 47 74 75
P16 84 99 48 114 65 41 142 45 80 65
P17 81 99 44 107 69 47 142 43 99 80
P18 71 104 42 103 67 41 140 44 106 72
P19 74 100 43 110 69 43 138 49 100 74
P20 70 113 52 113 68 46 146 44 99 70
P21 74 110 47 110 70 43 133 49 88 68
P22 84 101 48 111 69 46 148 49 76 69
P23 75 107 59 102 69 39 151 52 71 71
P24 75 103 49 97 73 44 142 58 65 68
P25 86 107 50 88 70 44 137 46 60 71
P26 94 104 57 87 68 40 137 47 55 68
P27 93 104 61 92 70 41 133 44 50 66
P28 89 106 65 100 71 43 139 47 46 69
P29 95 114 64 104 63 43 152 38 44 68
P30 95 105 68 101 70 38 145 34 39 72
P31 97 101 59 99 59 43 155 36 38 66
P32 105 98 61 110 71 41 147 36 38 75
P33 99 106 48 111 62 42 143 33 42 73
P34 94 102 50 119 69 40 140 32 38 67
P35 94 102 48 126 72 40 135 26 41 72
P36 100 104 47 123 68 48 150 29 39 71
Table A.3: Number of the feature points of the second 10 objects (Poses 1 to 36)
of the COIL-20 database
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G11 G12 G13 G14 G15 G16 G17 G18 G19 G20
P37 104 101 45 117 68 49 148 32 37 69
P38 96 106 53 121 73 45 139 29 39 72
P39 98 100 50 116 67 45 140 31 46 69
P40 90 106 51 109 69 43 130 29 49 73
P41 98 104 57 99 69 44 136 28 43 74
P42 95 110 58 85 73 43 132 30 48 73
P43 95 101 58 93 70 38 143 33 42 80
P44 99 108 60 86 65 42 132 33 49 77
P45 92 95 71 84 63 40 136 34 47 70
P46 91 105 76 91 73 38 146 34 54 75
P47 92 101 69 85 66 41 137 32 52 77
P48 83 100 72 81 64 38 136 32 53 76
P49 79 106 62 97 60 30 135 29 66 78
P50 72 11 54 109 64 40 138 36 80 83
P51 83 105 56 94 68 39 166 32 80 84
P52 69 105 56 108 72 40 135 35 90 83
P53 71 105 61 96 76 36 142 37 91 83
P54 68 111 62 100 69 44 142 42 97 88
P55 72 105 64 90 75 37 142 35 97 91
P56 79 105 63 112 75 39 133 31 91 86
P57 76 107 58 97 71 37 141 29 75 82
P58 80 114 56 93 71 34 145 38 68 80
P59 82 115 63 86 72 41 146 33 57 70
P60 75 115 69 84 67 37 147 38 57 73
P61 76 115 76 79 76 43 143 33 57 73
P62 82 116 70 84 72 41 149 36 48 70
P63 87 111 69 83 73 40 150 29 45 72
P64 85 112 77 82 70 34 143 33 46 75
P65 97 111 67 83 69 41 151 36 46 79
P66 88 116 59 84 73 35 148 30 41 78
P67 95 108 63 89 64 37 145 35 43 76
P68 94 111 59 96 68 43 140 26 42 80
P69 99 105 60 105 62 39 145 33 41 78
P70 106 93 59 111 72 40 139 31 44 74
P71 93 98 57 115 66 41 136 30 44 76
P72 87 107 55 116 73 45 134 28 42 71
Table A.4: Number of the feature points of the second 10 objects (Poses 37 to
72) of the COIL-20 database
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G1 G2 G3 G4 G5 G6 G7 G8 G9 G10
P1 138 163 129 215 168 144 217 140 285 188
P2 124 153 118 200 167 134 206 131 284 203
P3 137 143 116 198 168 130 213 134 276 168
P4 109 136 121 181 167 125 195 124 271 206
P5 122 147 106 176 167 120 157 121 253 190
P6 150 148 105 163 181 120 173 108 233 176
P7 160 158 109 148 194 114 193 99 252 180
P8 176 162 99 146 187 116 157 105 254 162
P9 153 173 102 137 190 101 167 107 270 155
P10 172 169 109 130 194 98 174 110 272 145
P11 159 175 108 136 199 113 181 98 276 160
P12 169 189 132 131 213 105 149 89 285 136
P13 138 176 140 154 235 106 162 92 299 131
P14 140 165 154 138 239 149 172 74 313 131
P15 134 140 185 133 271 188 146 61 313 106
P16 132 147 215 138 274 215 159 62 286 104
P17 144 133 256 135 259 217 172 66 281 96
P18 142 141 300 120 259 256 178 85 261 101
P19 161 112 268 109 236 265 185 69 234 98
P20 154 122 238 115 218 234 174 69 278 111
P21 163 114 196 147 244 188 186 79 270 107
P22 162 123 193 132 267 164 201 80 319 105
P23 140 114 149 129 240 167 187 85 341 127
P24 135 118 143 139 216 129 183 82 297 135
P25 136 104 127 141 211 110 186 105 280 152
P26 145 108 112 124 220 103 191 115 275 151
P27 140 109 102 128 200 99 225 110 260 182
P28 140 155 106 124 201 102 209 124 279 169
P29 152 134 101 115 200 108 207 122 277 171
P30 170 138 103 136 200 105 218 127 278 179
P31 171 149 94 117 210 99 233 130 283 196
P32 133 141 103 125 193 114 207 135 288 205
P33 155 181 115 121 218 122 209 149 284 197
P34 142 172 118 148 204 135 230 149 297 209
P35 143 188 103 66 216 137 206 158 316 188
P36 141 167 114 85 201 139 225 130 308 209
Table A.5: Number of Edges of the first 10 objects (Poses 1 to 36) of the COIL-
20 database
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G1 G2 G3 G4 G5 G6 G7 G8 G9 G10
P37 148 178 120 131 208 126 238 158 306 195
P38 130 164 109 126 200 134 220 134 278 176
P39 153 170 115 127 192 119 231 131 296 175
P40 150 205 110 133 209 142 238 141 254 170
P41 149 179 98 131 215 137 229 124 251 169
P42 163 202 95 111 227 135 235 127 260 169
P43 159 195 115 104 213 127 234 132 275 177
P44 186 190 99 110 205 108 206 115 294 175
P45 187 204 126 117 208 105 222 103 267 172
P46 191 247 124 102 219 137 194 98 273 159
P47 216 245 131 115 200 130 172 95 263 148
P48 184 250 134 116 219 129 187 94 300 149
P49 174 232 141 132 240 144 210 75 284 156
P50 177 238 162 136 269 168 202 77 290 134
P51 150 218 173 138 293 185 218 71 260 127
P52 151 187 211 123 267 205 216 77 265 108
P53 164 187 217 113 236 245 221 69 275 109
P54 169 216 217 108 238 297 204 81 259 107
P55 174 178 219 124 246 278 208 69 256 98
P56 170 174 232 129 250 241 239 74 271 103
P57 165 159 174 124 263 232 242 101 296 108
P58 147 182 161 147 239 201 237 87 322 106
P59 169 178 134 145 228 169 235 99 311 131
P60 184 177 128 154 198 164 229 81 305 131
P61 178 173 128 151 212 133 236 109 282 127
P62 189 170 120 162 200 123 249 100 275 158
P63 199 155 101 162 193 120 235 119 258 160
P64 165 176 104 163 182 110 245 122 251 182
P65 189 151 116 188 198 122 241 128 227 164
P66 159 157 116 176 182 134 229 134 245 173
P67 149 150 101 200 192 132 234 118 240 174
P68 141 154 114 206 190 135 235 141 252 200
P69 136 158 98 206 172 122 236 134 263 215
P70 126 144 95 202 183 128 209 131 265 195
P71 117 136 117 214 174 126 232 140 288 189
P72 129 157 121 214 173 132 227 136 304 198
Table A.6: Number of Edges of the first 10 objects (Poses 37 to 72) of the COIL-
20 database
The COIL dateset 145
G11 G12 G13 G14 G15 G16 G17 G18 G19 G20
P1 214 280 146 308 175 103 402 77 112 213
P2 225 269 143 321 164 120 353 81 114 223
P3 248 258 156 314 171 100 354 81 125 224
P4 250 240 144 281 203 131 377 84 105 194
P5 243 277 168 264 181 117 345 85 118 220
P6 254 281 167 254 186 114 345 85 109 211
P7 254 259 158 241 174 120 364 100 107 222
P8 250 285 155 235 174 124 358 98 128 218
P9 258 278 143 238 198 109 385 107 128 207
P10 261 307 157 235 163 107 380 129 147 214
P11 249 286 143 210 147 120 402 114 146 216
P12 247 293 152 218 192 113 375 112 145 204
P13 218 260 161 244 174 115 409 129 169 183
P14 247 275 135 263 170 105 349 117 191 187
P15 247 279 150 282 184 92 364 122 206 204
P16 232 278 123 320 170 105 398 118 224 175
P17 222 279 114 300 180 118 401 114 279 217
P18 195 294 108 289 175 103 392 115 298 195
P19 206 281 110 306 182 109 387 130 284 202
P20 191 319 139 319 183 121 411 117 277 191
P21 207 313 122 312 185 111 371 131 244 185
P22 232 284 126 312 179 119 417 128 209 184
P23 206 301 155 285 179 101 427 140 195 191
P24 206 288 125 269 190 113 399 156 180 182
P25 237 300 129 243 183 112 385 121 165 191
P26 261 289 150 240 179 103 383 123 150 182
P27 256 289 160 253 185 107 373 114 133 177
P28 245 296 172 279 186 112 393 121 123 184
P29 261 320 172 291 163 111 427 98 118 180
P30 263 292 184 280 181 95 411 85 104 191
P31 266 284 158 273 152 111 437 91 97 177
P32 290 273 165 307 181 106 409 92 99 202
P33 275 298 127 312 161 107 399 85 111 196
P34 261 285 134 337 177 103 394 79 99 178
P35 260 284 127 358 187 103 376 66 106 193
P36 276 291 125 345 176 128 426 73 101 192
Table A.7: Number of Edges of the second 10 objects (Poses 1 to 36) of the
COIL-20 database
146 The COIL dateset
G11 G12 G13 G14 G15 G16 G17 G18 G19 G20
P37 288 283 120 329 177 132 413 80 96 184
P38 267 298 144 341 194 117 390 72 101 194
P39 273 281 134 328 173 120 394 78 123 184
P40 252 298 135 306 177 113 365 73 127 197
P41 272 291 153 279 180 116 382 69 112 199
P42 264 310 156 240 189 113 370 73 127 200
P43 264 282 157 257 183 96 400 82 111 219
P44 274 304 162 238 169 110 369 81 126 211
P45 255 266 198 228 164 103 381 87 124 186
P46 250 295 208 251 189 98 409 86 141 199
P47 254 280 188 236 168 105 382 82 136 212
P48 226 284 193 224 168 97 381 79 140 201
P49 217 298 163 272 155 73 379 71 178 214
P50 198 314 143 306 166 102 385 91 219 227
P51 232 298 148 263 176 97 468 79 220 228
P52 192 296 148 303 189 101 374 88 250 228
P53 199 298 161 269 200 89 402 91 254 226
P54 188 313 166 276 182 112 395 105 271 240
P55 200 298 167 246 199 94 401 85 273 251
P56 221 298 162 313 201 98 374 76 255 235
P57 209 301 154 269 190 95 397 70 209 226
P58 219 324 148 261 186 86 409 96 184 215
P59 228 329 166 237 189 104 412 85 151 185
P60 209 327 188 226 176 92 413 99 150 199
P61 210 327 206 215 201 109 399 81 155 195
P62 227 333 190 232 190 103 418 93 128 186
P63 240 315 190 232 195 103 419 73 120 191
P64 230 319 214 227 182 86 403 82 124 204
P65 269 314 185 233 181 102 427 89 124 216
P66 240 329 162 231 193 89 415 72 109 212
P67 262 306 174 244 168 94 405 86 114 204
P68 255 315 161 267 180 112 394 61 111 213
P69 273 298 165 293 163 99 408 79 109 213
P70 296 263 162 313 189 104 392 77 119 199
P71 254 276 156 323 173 106 382 74 119 203
P72 237 299 151 331 194 117 378 68 112 193
Table A.8: Number of Edges of the second 10 objects (Poses 37 to 72) of the
COIL-20 database
The COIL dateset 147
G1 G2 G3 G4 G5 G6 G7 G8 G9 G10
P1 85 105 82 138 109 92 142 88 187 122
P2 77 98 75 129 108 84 134 84 187 132
P3 86 91 74 128 109 82 139 86 181 108
P4 68 86 77 117 108 79 127 78 178 132
P5 76 93 66 113 108 76 101 77 166 123
P6 94 95 66 105 118 76 112 68 153 113
P7 101 101 69 94 126 72 125 62 166 115
P8 111 102 62 93 122 73 101 66 167 103
P9 96 110 64 87 124 64 108 67 177 98
P10 108 107 69 82 127 62 112 69 179 92
P11 100 112 69 85 130 72 117 60 181 101
P12 105 121 85 82 139 67 96 54 186 85
P13 85 112 90 97 154 67 104 56 195 83
P14 86 106 99 87 156 96 111 45 205 82
P15 83 89 119 84 177 122 93 35 205 67
P16 80 94 139 88 179 139 102 37 187 65
P17 89 85 165 86 170 141 110 40 182 60
P18 87 90 194 76 169 166 115 52 168 63
P19 100 71 175 68 155 172 119 41 152 60
P20 95 77 155 72 143 151 112 41 181 70
P21 101 72 127 93 159 121 120 48 174 67
P22 101 77 124 83 174 105 130 49 207 66
P23 87 71 95 82 157 107 120 53 223 79
P24 84 74 91 89 141 82 118 50 195 85
P25 84 65 81 90 138 69 119 66 184 96
P26 90 67 71 79 144 65 123 72 181 95
P27 86 66 64 81 131 62 146 69 171 115
P28 86 98 67 78 131 64 136 77 184 107
P29 96 84 63 72 131 68 135 77 182 109
P30 106 87 65 86 131 66 141 80 182 114
P31 108 96 59 73 137 62 152 83 186 126
P32 83 90 65 78 126 72 135 86 190 132
P33 98 117 73 76 143 77 136 96 186 127
P34 89 111 75 94 133 86 150 95 195 135
P35 89 121 65 40 141 87 135 102 208 121
P36 88 107 72 52 132 89 147 82 202 135
Table A.9: Number of triangulated faces of the first 10 objects (Poses 1 to 36) of
the COIL-20 database
148 The COIL dateset
G1 G2 G3 G4 G5 G6 G7 G8 G9 G10
P37 92 115 76 83 136 80 155 101 201 126
P38 81 105 69 79 131 85 143 86 183 113
P39 96 109 73 80 125 75 150 84 194 113
P40 93 132 70 84 136 90 155 90 167 110
P41 93 114 62 83 140 87 148 79 165 109
P42 102 129 60 70 148 86 153 81 171 108
P43 99 125 73 65 139 81 152 85 180 113
P44 116 121 62 69 133 68 133 73 193 111
P45 116 130 79 74 135 66 143 65 175 109
P46 119 158 78 65 142 87 125 61 179 102
P47 136 158 83 71 130 82 110 59 173 94
P48 114 161 85 73 143 82 120 58 196 94
P49 107 149 89 84 157 92 135 46 184 99
P50 110 152 103 86 176 107 130 47 189 85
P51 94 141 110 87 191 118 141 43 169 80
P52 94 120 135 77 173 131 139 47 171 68
P53 103 120 140 70 153 157 143 42 178 68
P54 106 139 141 67 154 193 132 50 167 66
P55 110 115 142 78 160 180 135 42 168 61
P56 106 112 149 81 162 155 156 45 177 64
P57 103 101 111 78 172 149 158 62 194 68
P58 91 116 104 93 156 128 154 53 211 66
P59 105 113 85 90 149 108 153 61 204 83
P60 116 111 81 97 129 105 148 48 200 83
P61 111 111 81 96 138 85 154 67 184 80
P62 118 108 76 103 130 77 162 62 180 100
P63 123 98 63 102 125 76 153 75 168 102
P64 102 112 65 104 118 69 160 77 165 116
P65 117 96 73 120 128 77 157 81 149 104
P66 98 100 73 112 117 85 149 84 161 110
P67 92 96 64 128 124 83 152 74 158 112
P68 88 98 72 132 123 86 153 89 166 129
P69 85 101 62 132 111 77 154 86 173 140
P70 79 93 60 129 119 81 135 84 174 126
P71 73 87 74 137 113 80 152 88 190 123
P72 81 101 77 137 113 84 147 85 200 128
Table A.10: Number of triangulated faces of the first 10 objects (Poses 37 to 72)
of the COIL-20 database
The COIL dateset 149
G11 G12 G13 G14 G15 G16 G17 G18 G19 G20
P1 137 182 94 199 110 64 260 47 71 135
P2 143 173 91 208 102 76 227 50 72 142
P3 159 168 100 203 107 62 229 49 80 143
P4 160 155 91 182 128 82 243 51 66 124
P5 155 180 106 170 112 73 223 52 75 139
P6 163 182 106 163 116 72 223 52 69 135
P7 163 167 100 155 107 75 234 61 68 142
P8 161 185 98 150 109 77 230 61 82 139
P9 166 179 92 153 124 68 249 66 82 132
P10 168 199 100 151 101 67 245 80 95 137
P11 159 185 91 135 92 75 260 71 93 137
P12 158 189 96 139 119 70 242 70 92 130
P13 140 167 101 158 109 71 264 81 108 116
P14 159 178 85 170 105 65 225 73 123 118
P15 160 181 95 182 115 57 235 76 133 130
P16 149 180 76 207 106 65 257 74 145 111
P17 142 181 71 194 112 72 259 72 181 138
P18 125 191 67 187 109 63 253 72 193 124
P19 133 182 68 197 114 67 250 82 185 129
P20 122 207 88 207 116 76 266 74 179 122
P21 134 204 76 203 116 69 239 83 157 118
P22 149 184 79 202 111 74 270 80 134 116
P23 132 195 97 184 111 63 277 89 125 121
P24 132 186 77 173 118 70 258 99 116 115
P25 152 194 80 156 114 69 249 76 106 121
P26 168 186 94 154 112 64 247 77 96 115
P27 164 186 100 162 116 67 241 71 84 112
P28 157 191 108 180 116 70 255 75 78 116
P29 167 207 109 188 101 69 276 61 75 113
P30 169 188 117 180 112 58 267 52 66 120
P31 170 184 100 175 94 69 283 56 60 112
P32 186 176 105 198 111 66 263 57 62 128
P33 177 193 80 202 100 66 257 53 70 124
P34 168 184 85 219 109 64 255 48 62 112
P35 167 183 80 233 116 64 242 41 66 122
P36 177 188 79 223 109 81 277 45 63 122
Table A.11: Number of triangulated faces of the second 10 objects (Poses 1 to
36) of the COIL-20 database
150 The COIL dateset
G11 G12 G13 G14 G15 G16 G17 G18 G19 G20
P37 185 183 76 213 110 84 266 49 60 116
P38 172 193 92 221 122 73 252 44 63 123
P39 176 182 85 213 107 76 255 48 78 116
P40 163 193 85 198 109 71 236 45 80 125
P41 175 188 97 181 112 73 247 42 70 126
P42 170 201 99 156 117 71 239 44 80 128
P43 170 182 100 165 114 59 258 50 70 140
P44 176 197 103 153 105 69 238 49 79 135
P45 164 172 127 145 102 64 246 54 78 117
P46 160 191 133 161 117 61 264 53 88 125
P47 163 180 120 152 103 65 246 51 85 136
P48 144 185 122 144 105 60 246 48 88 126
P49 139 193 102 176 96 44 245 43 113 137
P50 127 204 90 198 103 63 248 56 140 145
P51 150 194 93 170 109 59 303 48 141 145
P52 124 192 93 196 118 62 240 54 161 146
P53 129 194 101 174 125 54 261 55 164 144
P54 121 203 105 177 114 69 254 64 175 153
P55 129 194 104 157 125 58 260 51 177 161
P56 143 194 100 202 127 60 242 46 165 150
P57 134 195 97 173 120 59 257 42 135 145
P58 140 211 93 169 116 53 265 59 117 136
P59 147 215 104 152 118 64 267 53 95 116
P60 135 213 120 143 110 56 267 62 94 127
P61 135 213 131 137 126 67 257 49 99 123
P62 146 218 121 149 119 63 270 58 81 117
P63 154 205 122 150 123 64 270 45 76 120
P64 146 208 138 146 113 53 261 50 79 130
P65 173 204 119 151 113 62 277 54 79 138
P66 153 214 104 148 121 55 268 43 69 135
P67 168 199 112 156 105 58 261 52 72 129
P68 162 205 103 172 113 70 255 36 70 134
P69 175 194 106 189 102 61 264 47 69 136
P70 191 171 104 203 118 65 254 47 76 126
P71 162 179 100 209 1 08 66 247 45 76 128
P72 151 193 97 216 122 73 245 41 71 123
Table A.12: Number of triangulated faces of the second 10 objects (Poses 37 to
72) of the COIL-20 database
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