Abstract: We show how to extend the recent result of Adleman 1] to use biological experiments to directly solve any NP problem. We, then, show how to use this method to speedup a large class of important problems.
Introduction
In a recent breakthrough Adleman 1] showed how to use biological experiments to solve instances of the famous Hamiltonian Path Problem (HPP). Since this problem is known to be NP-complete it follows that biology can be used to solve any problem from NP.
Recall that all problems in NP can be reduced to any NP-complete one.
However, this does not mean that all instances of NP problems can be solved in a feasible sense. Adleman solves the HPP in a totally brute force way: he designs a biological system that \tries" all possible tours of the given cities. The speed of any computer, biological or not, is determined by two factors: (i) how many parallel processes it has; (ii) how many steps each can perform per unit time. The exciting point about biology is that the rst of these factors can be very large: recall that a small amount of water contains about 10 23 molecules. Thus, biological computations could potentially have vastly more parallelism that conventional ones.
The second of these factors is very much in the favor of conventional electronic computers: today a state of the art machine can easily do 100 million instructions per second (MIPS); on the other hand, a biological machine seems to be limited to just a small fraction of an experiment per second (BEPS). However, the advantage in parallelism is so huge that this advantage of MIPS over BEPS does not seem to be a problem. We will return to this point later on.
Thus, the advantage of biological computers is their huge parallelism. However, even this advantage does not allow any instance of an NP problem to be feasibly solved. The di culty is that even with 10 23 parallel computers one cannot try all tours for a problem with 100 cities. The brute force algorithm is simply too ine cient.
The good news is that biological computers can solve any HPP of say 70 or less edges. However, a practical isue is that there does not seem to be a great need to solve such HPP's. It appears possible to routinely solve much larger HPP's.
One might be tempted to conclude that this means that biological computations are only a curious footnote to the history of computing. This is incorrect: We will show that it is possible to use biological computations to vastly speed up important computations such as factoring. In particular, we can extend the method of Adleman in an essential way that allows biological computers to potentially radically change the way that we do all computations not just HPP's.
Our main rst point is that we can extend Adleman 1] to show that we can build a biological computer that can solve any NP problem directly. This is important since our biological machines will be limited in the amount of parallelism that they can perform. Thus, solving a SAT problem on 70 variables directly is fundamentally better than using the reduction from SAT to HPP. If one used the standard reduction, then the best SAT problem one could solve in this way would be tiny. Our biological machines will also have some other technical advantages over the original method of 1].
Consider the following computational problem: Given a boolean formula F(x 1 ; : : :; x n ) of size s; Determine if there is an x 1 ; : : :; x n so that F(x 1 ; : : :; x n ) is satis ed. Call this problem the (n; s)-Formula Satisfaction Problem (FSP). Our main result is the following:
Theorem 2: Any (n; n c ) FSP can be solved with at most O(n c ) biological steps.
Note, the original result from 1] only works for the special case of HPP. There the formulas F are of a very simple form. The main advantage of our result is that the formula F can be arbitrary.
The second point is that we will show how to use our biological machines as subroutines to solve important problems such as factoring. The general idea is the following: suppose that we can solve any FSP of the form (n; n O(1) ) in constant time. Can we use this oracle to speedup computations?
Biological Computations
In this section we will give the exact model of biological computing. We will then show how to prove our main theorem about solving instances of FSP.
The key issue is what is the model of biological computation? In this regard we follow 1] closely. We assume in particular the following simple model. The fundamental concept of a biological computation is that of a set of DNA strands. Since this are usually kept in a test tube will say that a test tube is just a collection of pieces of DNA.
Thus, if t is a test tube, from the point of view of a computer scientist, it is just a nite multi-set of strings from fA; C; G; Tg. (A multi-set is a set that allows repeated copies of a string.)
The rst question is what sets can we start from? The second question is what operations can we perform on test tubes? In our computations we will always start with one xed test tube: it is the same for all computations. Clearly, this is an advantage over the method in 1]. The set of DNA in this test tube corresponds to the following simple graph G n . The test tube is formed in the same way that 1] forms the test tube of all paths to nd the Hamitonian Path (see also Appendix). The graph G n is as follows: It has nodes a 1 ; x 1 ; x 0 1 ; a 2 ; x 2 ; x 0 2 ; : : :; a n+1 . Its edges are as follows: there is an edge from a k to both x k and x 0 k ; also there is an edge from x k to a k+1 and from x 0 k to a k+1 . Then, the paths of length n + 1 that start at a 1 and end at a n+1 are assumed to be in the initial test tube. The point of this graph is that all paths that start at a 1 and end at a n+1 encode a binary n-bit number. For example, the path a 1 x 0 1 a 2 x 2 a 3 x 3 a 4 encodes the binary number 011 in the obvious way. We need to be able to perform a small collection of operations on test tubes:
(1) Extract. In this operation we can extract out of a test tube t all those sequences that contain some consecutive subsequence. (2) Detect. In this operation we can determine if there is any DNA sequence in the test tube at all. (3) Amplify. In this operation we can replicate all the sequences from the test tube.
We only operate on the DNA sequences from our graph G n . For these we use E(t; i; a) to denote all the sequences in t so that the i th bit is equa l to a for a 2 f0; 1g. We, of course, do this by perfoming one extract operation that checks for the sequence that corresponds to x i if a = 1 and x 0 i if a = 0. In the following we assume rst that extraction operates prefectly, i.e. that all sequences are extracted. Later on we will address the issue that extract does not work prefectly. Before we prove our main Theorem lets prove the following simple theorem:
Theorem 1: Any SAT problem on n variables and n c clauses can be solved with at most O(n c ) extract steps and one detect step.
Proof: Let C 1 ; : : :; C m be the clauses. We will construct a series of test tubes t 0 ; : : :; t m so that t k is the set of n-bit numbers x so that C 1 (x) = C 2 (x) = : : : = C k (x) = 1. For t 0 use the set t all of all possible n-bit numbers. Let t k be constructed; we will show how to construct t k+1 . Let C k+1 be the clause v 1 _ : : : _ v l where each v i is a literal or a complement of a literal. For each literal v i operate as follows: If v i is equal to x j , then form E(t k ; j; 1); if it is equal to x j , then form E(t k ; j; 0). Put all these together by pouring to form t k+1 . Then, do one detect operation on t m to decide whether or not the clauses are satis able or not. Our next result is the following: Theorem 2: Any (n; n c ) FSP can be solved with at most O(s) extract steps and one detect step. Here an FSP is just a CSP where the circuit is restricted to be a formula.
Proof: Critical to the proof is the function TT(f; t) de ned to be fx 2 tjf(x) = 1g: Note, f is a boolean function on n bits and t is a set of n bit numbers. Let F be the given formula and let t all be the set of all n bit numbers. Then, we want to construct TT(F; t all ). Then, one detect operation is enough to nd out if there are any x that make F equal to 1. As usual we assume that all internal operations are either^or _.
Let C(F) denote the cost in steps needed to construct the set TT(F; t) and at the same time also construct t ? TT(F; t). We plan to prove by induction on the formula F that C(F) is linear in the size of the formula F.
We now describe how to compute TT. There are four cases: (1) TT(x i ; t). In this case it is equal to E(t; i; 1) . (2) TT( x i ; t). In this case it is equal to E(t; i; 0).
(3) TT(F 1 _ F 2 ; t). In this case form t 1 = TT(F 1 ; t) and t 2 = t ? TT(F 1 ; t). Then, inductively form t 3 = TT(F 2 ; t 2 ) and t 4 = t 2 ? t 3 . The result is then t 1 t 3 and the remainder is t 4 . (4) TT(F 1^F2 ; t). In this case rst inductively form t 1 = TT(F 1 ; t) and t 2 = t ? t 1 . Then, inductively form t 3 = TT(F 2 ; t 1 ) and t 4 = t 1 ? t 3 . The result is t 3 and the remainder is t 2 t 4 .
Note, we do the unions by just pouring the two test tubes together. Clearly, it is easy to prove that all the sets are computed correctly. Moreover, the number of steps to get the formula F is linear in its size.
If one allows amplify steps, then there is a more direct proof of the last theorem. In the induction we only need to operate as follows: Steps (1) and (2) stay the same.
For step (3) we just do the \or" by TT(F 1 ; t) TT(F 2 ; t). This requires that we copy t, i.e. requires an amplify step.
Step (4) is now just TT(F 1 ; TT(F 2 ; t)).
It may be interesting to note that our method is fundamentally di erent from usual methods. Logical or's are done by using union's: of course this is not new. However, we do logical and's by a new method. Essentially, a logical and operation is performed by \functional composition". The logical and of F 1 and F 2 is performed by rst applying the operator F 1 and then applying F 2 .
In all the above theorem's we have assumed that the operations are prefect, i.e. that the operations are performed with no error. This de nitely needs to be studied. One immediate comment is that the assumption that extract gets all of the sequences is not needed. If the original test tube has many copies of the desired sequence, then we only need that there is some reasonable probablity that it is correctly extracted to make the theorems work.
Using CSP to Speedup Computations
As stated earlier the key question is suppose that one can solve any (n; n O(1) ) CSP in constant time. How can one use this ability to speedup computations? Consider any search problem that operates as follows:
where p(x) is some predicate and M = 2 m . Assume that p takes polynomial time and logarithmic depth. Then, the time to do this search is clearly O(n c 2 m ) for some constant c. We claim that the ability to do any (n; n O(1) ) FSP in constant time allows us to do the above search problem in time O(n c 2 m?n ): The proof of this is trivial: just generate m ? n of the bits of each x. Then, set up a FSP that is true precisely in the case that some x has the given m ? n bits and satis es the test p. This easily can be set up as a (n; n O(1) ) FSP. Essentially, we use our oracle to do 2 n tests of p at one time.
Therefore, we can speedup by 2 n any search problem. An important point is that the speedup is actually a bit more complex. Let's compute the exact speedup in the The critical open question that we cannot yet completely answer is the following: Can we speedup any computation not just the important class of search problems? In any event, it appears that we should attempt to classify those problems which have speedups using FSP's. We expect that there will be progress on this in the near future.
We can, however, say something about some problems that are not exactly search problems. Consider the problem of factoring integers. The inner loop of many fast methods is the search to nd y = x 2 mod N so that y factors completely over a given \factor basis" (see 2] for details). It is clear that we can speedup the naiive search for such any y by a factor of 2 n . The question however is can we use our methods to speedup the current more sophisticated methods?
