Abstract: Consider the Schrödinger equation -y " +Vy=y for a complex-valued potential V of period 1 in the weighted Sobolev space H w of 2-periodic functions f:→, H w H w :=f(x)= k=-∞ ∞ f ( k)eikx|f w < , wheref w := 2kw(k)2|f Abstract. Consider the Schrödinger equation −y + V y = λy for a complex-valued potential V of period 1 in the weighted Sobolev space H w of 2-periodic functions f : R → C,
Theorem. There exist (absolute) constants K 1 , K 2 > 0, so that for any 1- 
1. Introduction.
Summary of the results. Consider the Schrödinger equation on the interval [0, 2],
−y + V y = λy, (1.1) where V is a complex-valued periodic potential of period 1 in the weighted Sobolev space of 2-periodic functions, and w = (w(k)) k∈Z with w(k) ≥ 1 ∀k ∈ Z is a symmetric weight (w(k) = w(−k) ∀k ∈ Z) which is submultiplicative,
As an example of a submultiplicative weight we mention the Abel-Sobolev weight w is a function of Gevrey class.
The spectrum spec P er (L) of the operator L := − d 2 dx 2 + V , when considered on the interval [0, 2] and with periodic boundary conditions, is discrete and is a sequence λ n = λ n (V ) (n ≥ 0) with the property that Reλ n → +∞ for n → ∞. Here, the eigenvalues λ n are enumerated with their algebraic multiplicities and ordered so that Reλ n < Reλ n+1 or Reλ n = Reλ n+1 and Imλ n ≤ Imλ n+1 .
Notice that adding a constant to the potential V results in a shift of the eigenvalues by the same constant. Hence we restrict ourselves-without loss of generality-to potentials V of mean zero and introduce the subspace H For the weight w ≡ 1, the spaces H w 0 and H w are also denoted by L 2 0 and L 2 , respectively. For n sufficiently large (cf. Lemma 1.4 in section 1.2 for a reminder), the eigenvalues come in pairs {λ 2n , λ 2n−1 }, i.e., λ 2n and λ 2n−1 are close to each other and separated from the rest of spec per (L) by a distance of size n.
In section 2 of this paper, we prove the following theorem. Theorem 1.1. There exist (absolute) constants K 1 , K 2 > 0 so that for any (1.2) where N := K 1 (1 + V w )
2 . (See Proposition 2.16 and section 2.8 for details.) In the next theorem we state the main two terms in the asymptotics of the sequence of gap lengths, γ n := λ 2n − λ 2n−1 as n → ∞. For this purpose introduce ρ(n) :=V (2n) + 1 π 2 jV (n − j) n − jV (n + j) n + j . (1.3) Notice that the last term in (1.3) is a convolution and well defined asV (0) = 0. 4) where N := K 3 (1 + V w ) 2 . (See Theorem 2.20 and section 2.9 for further details.) In our previous paper [8] , we obtained estimate (1.2) and a weaker form of estimate (1.4) for the Abel-Sobolev weights w a,b := (1 + |k|) a e b|k| , (a ≥ 0, b ≥ 0), using a Fourier approach. By a refined analysis we obtain in section 2 of the present paper estimates (1.2) for general submultiplicative weights and a two-terms asymptotic (1.3)-(1.4) for the gap lengths. It turns out that submultiplicative weights provide the right setup for applications to a KAM theorem for the Korteweg-deVries equation (cf. [2] ), as will be shown in a subsequent paper. Further, we present in the present paper an analysis of the Riesz spaces together with estimates for the Dirichlet eigenvalues. Let us explain this in more detail.
ESTIMATES FOR PERIODIC AND DIRICHLET EIGENVALUES
In section 3, we analyze the Riesz spaces E n (n sufficiently large), i.e., the images of the Riesz projectors defined by a circle of appropriate size around n 2 π 2 as contour and the operator L := .16)). We study the structure of L by computing the matrix representation of the restriction of L−λ 2n to E n with respect to an orthonormal basis f n , ϕ n , where f n is a periodic or antiperiodic eigenfunction in E n . Moreover, we estimate the entries of this matrix which will be important for estimates of the Dirichlet eigenvalues (cf. Theorem 3.5 and Proposition 3.6).
In section 4 we obtain estimates for the Dirichlet eigenvalues µ n (V ) (n ≥ 1) of the operator − 
K6 . It turns out that by the methods used to prove Theorem 1.3, one can obtain similar results for the eigenvalues of L bc , where L bc is the operator L with boundary conditions bc from a special class B. In section 5, this class is defined and the spectrum of the operators L bc is analyzed.
It is well known that the decay of the gap lengths γ n := λ 2n − λ 2n−1 , associated to spec P er (L), depends on the smoothness properties of V (cf., e.g., [7] , [13] , [20] ). In particular Marcenko [13] obtains polynomial decay of the gap lengths in terms of the Sobolev class of the potential and Trubowitz [20] proves exponential decay for real analytic potentials. Conversely, the question of smoothness of an L 2 -potential in terms of the decay of the gap lengths has been addressed as well, mainly for real-valued potentials (cf. [13] , [15] , [20] ) but more recently also for complex-valued potentials. It turns out that for complex-valued potentials, the decay of the gap lengths does not suffice to determine the smoothness: Sansuc and Tkachenko [19] proved that a periodic complex-valued potential V ∈ L 2 0 belongs to the Sobolev space H N 0 iff the following two conditions are satisfied:
where, as above, (µ n ) n≥1 denote Dirichlet eigenvalues. The condition of the weight sequence (w(n)) n∈Z to be submultiplicative could be seen as purely technical and convenient in the proofs of the inequalities stated in the theorems above, but it may be too restrictive for results like Theorem 1.1. Moreover, the submultiplicativity implies that
Thus, for ω > ω * ,
for some constant C ω > 0 and w(n) cannot grow faster than an exponential function. Notice, however, that the slightest violation of the growth restriction (1.7) gives a weight sequence which does not have the property stated by Theorem 1.1. This follows from Harrell's and Grigis's analysis of the gap lengths for (real) polynomial potentials. If V is a Mathieu potential
then Harrell [6] (cf. [1] ) proved that the gap lengths γ n satisfy the asymptotic estimates (cf. [4, formula (1.8)])
and therefore, for some a, depending on t,
Hence, if w(n) := e b|n| log |n| with b > 2, the analogue of Theorem 1.1 does not hold. Indeed, we have
A more refined analysis due to Grigis (see [4, Theorem 0.2] ) shows that the above weight is bad with any b > 0, i.e., does not have the property stated by Theorem 1.1.
Preliminaries.
General references on Schrödinger operators on the interval and Hill's operator can be found, e.g., in [11] , [12] , [18] .
In this section we put together some well-known spectral properties of the operator L := − d 2 dx 2 + V in a form convenient for our further analysis. The following three lemmas are particular results in the general theory of nonselfadjoint boundary value problems developed by Keldysh [9] , [10] . Many details can be found in [14] , section 6 of chapter 1, in particular in subsection 6.3 (Lemmas 6.6 and 6.7) and 6.4 (p. 34); cf. also the appendix (pp. 215-219) where the paper [9] is translated into English.
Let us consider Dirichlet boundary conditions, bc = Dir, as well as periodic P er + and antiperiodic P er − boundary conditions, bc = P er ± , i.e., for functions y in H
(1.11) and (1.12)) is the spectrum spec P er (D 2 ) of the operator D 2 on [0, 2] with periodic boundary conditions. Obviously, for any 1-periodic potential V ,
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For a real-valued potential the converse inclusion
also holds, as one can see from an elementary application of Floquet theory. More generally, by a simple counting argument, Lemma 1.4 implies that (1.14) holds for complex-valued potentials.
The periodic eigenvalues of L on [0, 2] have been denoted by (λ n ) n≥0 (cf. (1.7) ). According to Lemma 1.4, the eigenvalues λ 2n−1 and λ 2n are close to n 2 π 2 for n sufficiently large. At certain occasions (cf., e.g., section 2.8), one of the two eigenvalues, either λ 2n or λ 2n−1 , will satisfy a certain property, but it will not be possible to decide which of the two. For such a situation, it is convenient to introduce λ
By Lemma 1.4, it follows that the Riesz projectors P * ≡ P * ;bc and P k ≡ P k;bc are well defined for V ≤ M , 
and the shift operator S : 
where Z(n) := Z\{±n}, the superscript t denotes the transpose, and A n : 2 (Z\{±n}) → 2 (Z\{±n}) is the linear operator with matrix representation
, leads to the following homogeneous system of equations:
. Equation (2.4) will be referred to as the external equation. The system of equations (2.2)-(2.4) is analyzed as follows. First we solve the external equation (2.4) for F , regarding x f , y f , and z as parameters. The solution F of (2.4) is then substituted into the equations (2.2)-(2.3). This leads to a linear homogeneous system of two equations for the unknowns x f , y f with parameter z. The determinant of this system vanishes iff λ = n 2 π 2 + z is an eigenvalue of L. In section 3.3 we will also consider the inhomogneous version of the system (2.2)-(2.4) in order to obtain, among other results, an orthonormal basis of the root space of a double eigenvalue of L of geometric multiplicity 1.
Analysis of the external equation. To analyze the operator (
Notice that D n is invertible and that B n has matrix elements
where T n is an operator on 2 (Z(n)) with matrix elements
.
Proof. (i) (2.7) follows from (2.5). Concerning (2.8) we prove T n HS ≤ 1 3n (|z| + V ) with T n HS denoting the Hilbert-Schmidt norm of T (which leads to a stronger version of (2.8) as T n ≤ T n HS ):
In view of (2.8),
As an immediate consequence of Lemma 2.1, one obtains the following proposition.
Substituting the solution F , given by (2.11), into (2.2)-(2.3), one gets
where, for n ∈ Z\{0}, satisfying |z| + V ≤ n, we define, with
In the following sections, the coefficients α(n, z) and β(n, z) will be analyzed. Often, we will write
Identity for α(n, z).
Throughout this and the following section, we assume that n ≥ 1 and z ∈ C are such that |z| + V ≤ n. To simplify notation we drop the subindex n in A n , B n , D n , and T n with the understanding that n is fixed in this subsection. Denote
The identity (2.15) follows from the definition
and the identities
We obtain the following identity for α(n, z).
As a consequence of Lemma 2.4, the vanishing of the determinant of the 2 × 2 matrix in (2.12) leads to the following equation for z:
Equation (2.16) is solved in two steps: for ζ given, we first solve the following equation, referred to as the z-equation, for z:
Substituting the solution z = z(ζ) of (2.17) into (2.16), we obtain the following equation for ζ, referred to as the ζ-equation:
In the next four sections, (2.17) and (2.18) will be analyzed.
Estimates of α(n, z) and the z-equation (2.17).
In this section we solve (2.17), using the contractive mapping principle. For this purpose we need the following lemma.
Lemma 2.5. For n ≥ 1 and
By the definition (2.13) and Lemma 2.1,
(ii) Notice that
and therefore,
Denote by D M ≡ D M (0) the disc {z ∈ C||z| < M} and denote by D M its closure.
. Then for any M > 0 and n ≥ 1 satisfying n ≥ V + M , and for any ζ ∈ D M/2 , the equation
and thus, by Lemma 2.5,
where we used that by Lemma 2.5
Hence there exists a fixed point z = z(ζ) of g with |z| ≤ M, z with
In a next step, we analyze (2.18). To obtain estimates for the coefficient β(n, z) we need to establish bounds for the norm of the operator T = (z − B)D −1 introduced in section 2.2, viewed as an operator on a weighted 2 -space.
Estimates of norms of T n . Recall that, with n arbitrary and fixed, T ≡
Notice that W ± :
where
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Proof. In view of (2.21) it suffices to estimate the Hilbert-Schmidt norm of T ± in L( 2 ). As w is submultiplicative,
In view of (2.21), (2.6), andV (0) = 0,
where in the last inequality, we again use (2.10). This estimate leads to
. As an immediate consequence of Lemma 2.7 one obtains the following corollary. Corollary 2.8. For n ≥ 1, and z ∈ C with |z| + V w ≤ n, Id − T n is invertible and
Corollary 2.8 can be used to obtain an estimate of the solution F of the external equation established in Proposition 2.2. According to (2.11),
Corollary 2.9. For n ≥ 1 and z ∈ C with |z| + V w ≤ n,
, and by Corollary 2.8
As D n is the diagonal operator on
Combining these estimates yields the claimed estimate.
ESTIMATES FOR PERIODIC AND DIRICHLET EIGENVALUES 125 2.6. Estimate for β(n, z). Substitute, for z ∈ C satisfying |z| + V ≤ n,
into the expression for β(n, z) to obtain
The term β 1 (n) is independent of z and
In the subsequent lemmas, β 1 (n), β 2 (n, 0), and d dz β(n, z) are estimated separately. Given the weight w and α > 1/2, introduce a new weight (w α (k)) k∈Z ,
Notice that w α is again symmetric and submultiplicative. Lemma 2.10.
w . Proof. By Lemmas A.1 and A.2 (in particular, Lemma A.2 for α = 1) and (2.26),
Proof. By (2.25), for any |z| ≤ M and |n| ≥ n w ,
As w 1 is submultiplicative, we then obtain from (2.28)
Proof. By (2.25),
Let us first treat β 3 . As w is submultiplicative,
one obtains, for |n| ≥ n w ,
ESTIMATES FOR PERIODIC AND DIRICHLET EIGENVALUES
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where R 1 , R 2 , R 3 , R 4 denote the partial sums corresponding to the index sets I 1 , I 2 , I 3 , I 4 ⊆ {(k, j) ∈ Z 2 |k = ±n, j = ±n} defined as follows:
Let us first estimate R 2 (n). For k, j with |k − n| > |n|, |j − n| < |n|, one has 1 + |n| ≤ |k − n| and 1 + |n| ≤ |j + n|, and thus,
Therefore, R 2 (n) is bounded by
Thus we have proved that
Using the convolution estimate U * V 2 ≤ U 2 V 1 one obtains, for j = 1, 3, and 4, 
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To estimate β 4 (n) we proceed similarly. By definition,
where Q 1 , Q 2 , Q 3 , Q 4 denote the partial sums corresponding to the index sets I 1 , I 2 , I 3 , I 4 defined above. Each of the four terms
is estimated in the same way, so we concentrate only on one of them, say, Q 2 . Similarly as in (2.31) we obtain
Using the convolution estimate U * V 2 ≤ U 2 V 1 one concludes that (with 2 · j≥1
Hence,
This leads to
and hence, 
Similar estimates hold for Q 1 , Q 3 , and Q 4 , and thus, 
Combined with the estimate for β 3 (n), this leads to the claimed statement. Lemma 2.13.
Recall that (z − A)
This is used to write η(n, z) as a sum,
The three terms η 1 , η 2 , and η 3 are estimated separately. The coefficient η 1 is independent of z and
Hence, by Lemmas A.1 and A.2 (cf. formula (A.2) for α = 2),
To estimate η 2 (n, z), introduce, for |z| ≤ M, |n| ≥ n w , and k ∈ Z\{−2n, 0},
and, as w 2 (n) = (1 + |n|) 2 w(2n) is submultiplicative,
(2.34)
Hence, we used that N
To estimate η 3 (n, z), we proceed in the same way as for η 2 (n, z). Introduce, for |z| ≤ M, |n| ≥ n w , and k ∈ Z\{−2n, 0},
Then, by Lemma 2.7 and Corollary 2.8,
where we use that |D
As w 2 is submultiplicative,
and, with 
The previous lemmas lead us to the following main result of this section. Proposition 2.14. The following statements hold:
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(ii) Lemma 2.10; (iii) It follows from conditions (i) and (ii).
The ζ-equation.
In this section, we analyze the ζ-equation, stated in (2.18), Notation. We label these two solutions by ζ + n , ζ − n in an arbitrary way, but then we keep them fixed.
Proof. Clearly, ζ 2 = 0 has precisely two roots in any disc D r . For |ζ| = Kr n with 1 < K < 2 close to 1 and any n ≥ n * , by (2.37) and (2.23),
and |ζ| < 2r n ≤ M 2 . Taking into account (2.38), it follows from Proposition 2.6 that z n (ζ) ∈ D M depends analytically on ζ for |ζ| < M/2 and n ≥ n * . Therefore, the left side of (2.36), denoted by g(ζ), is an analytic function of ζ in D M/2 and, by (2.39),
Therefore, by Rouché's theorem, (2.36) has precisely two roots in D Krn . As the two roots are independent of K, and 1 < K < 2 is arbitrarily close to 1, we conclude that ζ 
Then, with n
Remark. With N := 13(1 + V w ) 2 , K 1 = 500 and K 2 = 5. Proposition 2.16 gives Theorem 1.1.
Proof. Notice that, for n ≥ n w , by (2.19),
Substituting the estimate (2.43) into (2.42) yields
As |ζ
n | ≤ 2r n , with r n defined by (2.37), we then conclude that, for n ≥ n w ,
In view of Proposition 2.14,
Gap length asymptotics.
In this section, we obtain the first two terms in the asymptotics of λ
where the decomposition β(±n, z) = β 1 (±n) + β 2 (±n, z) has been defined in (2.24)-(2.25). Then (2.36) can be written as
. Then the following estimates hold:
Proof. (i) By Lemma 2.10, |β 1 (n)| ≤ V 2 , and therefore,
Moreover, we have
(ii) By the definition of η(n, z), and Proposition 2.14(i)
Proof. Choose an arbitrary root R of R 2 = ρ(n)ρ(−n) and let s := sup |z|≤M |η(z)|. We distinguish the following two cases.
Case 1: |R 2 | ≤ 4s: we have, withẑ = z
Case 2: |R 2 | > 4s: in this case, |R 2 | > 0 and (2.45) can be rewritten as
where z(ζ) is a solution of the z-equation (2.17). Let ξ := ζ R . Then, (2.46) can be written as 
|x| for x ∈ D 1/4 (0) and |R 2 | > 4s, we conclude that F + maps D 1/4 (1) into itself. Furthermore, F + is continuous, and therefore, by Brower's fixed point theorem, ξ = F + (ξ) admits at least one fixed point ξ I ∈ D 1/4 (1),
, where z I = z(Rξ I ) and ξ I satisfies the estimate
where, for the last inequality, we used that |R 2 | > 4s. Hence, ζ I := Rξ I satisfies
The same arguments can be used to show that there exists a solution
Therefore, with 2|R| ≥ 4s
Moreover, ζ I and ζ II are solutions of (2.45) and thus satisfy, in view of (2.36),
Therefore, by Proposition 2.15, 
Proof. By (2.45)
By Lemma 2.17,
where we have used Lemma 2.17.
Remark. With N := 13(1 + V w ) 2 , K 3 := 10 6 , and K 4 := 14, Theorem 2.20 gives Theorem 1.2.
Proof. For n ≥ n w , λ
where for the last inequality we used Lemma 2.5(ii). By Lemma 2.17(ii) (estimate for sup |z|≤M |η(n, z)| 1/2 ) and by Proposition 2.16 (estimate for |z
3. Eigenfunctions and Riesz's spaces.
Eigenfunctions.
In this section we review the estimates of the Fourier coefficients of an L 2 -normalized eigenfunction f corresponding to a periodic eigenvalue
Recall that x f :=f (−n), y f :=f (n), and F := (f (k)) k∈Z(n) . By Proposition 2.2,
For n ≥ n w , F + and F − satisfy the estimates (cf. Corollary 2.9)
By the normalization of f
In particular, one has
, we obtain in view of (3.1)-(3.2)
Thus, for n with n ≥ n w ,
Together with (3.3)-(3.4), this yields
We summarize our estimates as follows.
Lemma 3.1. Let V ∈ H w 0 be 1-periodic. Then for any M > 0 and n ≥ n w with
an eigenfunction f with f = 1, corresponding to an eigenvalue λ with |λ − n 2 π 2 | ≤ M , has the following properties:
For n ≥ n w := M + V w , there are precisely two (counted with multiplicity) eigenvalues, λ
Recall that specL = specL P er + ∪ specL P er − . Denote by P ± n the Riesz projectors corresponding to the boundary conditions P er ± (cf. (1.16)) and let , where for every n ≥ 1, n 2 π 2 is a double eigenvalue of geometric multiplicity 1 (cf. [3] , [5] for details).
Let us describe E n in the case where λ
n is of geometric multiplicity 1 in more detail. Denote by f an L 2 -normalized eigenfunction corresponding to λ By the Wronskian identity,
and, combined with ∆(λ) = ±2, one obtains
Take the derivative of the Wronskian identity with respect to λ and use∆(λ) = 0 to conclude that
As λ ∈ spec Dir (L), and 3.3. Orthonormal basis of E n . In this section we obtain properties for an orthonormal basis f, ϕ of the two-dimensional subspace E n introduced above (n ≥ n w , where
and ϕ is an element in E n with
Notice that ϕ is determined up to a scalar κ ∈ {z ∈ C | |z| = 1}. Here p, q denotes the L 2 -inner product
In the case when λ + ≡ λ + n is a double eigenvalue, ϕ satisfies an equation of the form 
Thus, in the case λ
, and ξ ≡ ξ n is defined by
Notice that (3.12) has the same form as (3.16) if we set h equal to 0. It turns out that we will no longer have to treat the following three cases separately. Case 1. λ + = λ − and ξ = 0; Case 2. λ + = λ − and ξ = 0; Case 3. λ + = λ − . The next result shows that the term γh = (λ
sinθ f − ϕ, and therefore, as f and ϕ are orthogonal,
In the remaining part of this section our aim is to obtain estimates for ξ n (cf. (3.12) and (3.17) ). To this end, we write (3.16) in Fourier space. Introduce
and, similarly
In view of (2.2)-(2.4), (3.16) leads to the following inhomogeneous system:
where, as usual, z ≡ z
We use this system to obtain an estimate for ξ n . The sequence Φ is obtained from (3.21),
and, by (2.11), F is given by
In this form, substitute Φ into (3.19)-(3.20) to obtain, with α(n, z) and β(n, z) defined by (2.13) and (2.14),
where we used α(n, z) = α(−n, z), Lemma 2.4, and (cf. Lemma 2.5)
Estimate (3.28), combined with earlier estimates for β(±n, z) and γ n , leads to the following inequality:
where C > 0 depends only on V w . In fact, the following stronger statement holds.
Theorem 3.5. Let V ∈ H w 0 be a 1-periodic potential and let M > 0 satisfy
Proof. The terms on the right side of (3.28) are estimated separately. Recall that, by Corollary 2.19,
by Proposition 2.14,
and by Proposition 2.16, with |γ n | = |λ
Combining (3.30)-(3.32) with (3.28) leads to the following estimate:
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T. KAPPELER AND B. MITYAGIN 3.4. Restriction of L on E n . Here we summarize the results of sections 3.1-3.3 as a statement on the structure of the restriction of L on the Riesz spaces E n . Proposition 3.6. Let V ∈ H w 0 be a 1-periodic potential. Then, for n sufficiently large, the Riesz space E n has an orthonormal basis f ≡ f n , ϕ ≡ ϕ n such that L P er ε f = λ 2n f ; L P er ε ϕ = λ 2n ϕ + ξ n f + γ n h, where ε ∈ {+, −} is + for n even and − for n odd and h ≡ h n ∈ E n . Moreover, the following inequalities hold:
; |γ n | ≤ C w(2n) with C > 0 independent of n. (For stronger estimates, cf. (3.30) and (3.32).) 4. Dirichlet spectrum.
Candidates for Dirichlet eigenfunctions.
In section 3.2 we have introduced, for n sufficiently large, the two-dimensional subspaces E n , E 2n = Range(P = λG + ξβf + γβh.
For n ≥ n w , both ξ ≡ ξ n and γ ≡ γ n are small and G almost looks like a Dirichlet eigenfunction.
In the next sections we prove that λ, respectively, G, are good approximations of the Dirichlet eigenvalue µ n , respectively, Dirichlet eigenfunction g. The left sides of (4.10) and (4.14) being the same, we conclude that κµg + L Dir u = κλg + λu + P Dir R + Q Dir R. Proof. Apply P Dir to (4.15). In view of (4.7), (4.8), and (4.11)
Further, use that P Dir g = g and P Dir Q Dir R = 0 to conclude the identity (4.16). Similarly, by applying Q Dir to (4.15), the second identity (4.17) is obtained.
External equation.
In this section we obtain estimates for the difference µ − λ between the nth Dirichlet eigenvalue µ ≡ µ n and the eigenvalue λ ≡ λ 2n . Recall that G = αf + βϕ with |α| 2 + |β| 2 = 1 (cf. By the definition (4.13) and |β| ≤ 1,
