Abstract. We consider a model for the flow of a thin liquid film down an inclined plane in the presence of a surfactant. The model is known to possess various families of traveling wave solutions. We use a combination of analytical and numerical methods to study the stability of the traveling waves. We show that for at least some of these waves the spectra of the linearization of the system about them are within the closed left-half complex plane.
Introduction
In this paper we analyze a model that describes the flow of thin liquid film down the inclined plane, which is modified by the presence of insoluble surfactant, and with the effects of gravity taken into account [9, 10] . Surfactants as media that stays on the surface of a thin film flow have a variety of applications, from industrial to medical [13, 16, 17, 24] . Rooted in lubrication theory [9, 10] , the model consists of a system of nonlinearly coupled partial differential equations
where h(x, t) represents the hight of the thin film, Γ(x, t) represents the surfactant concentration at time t and x is the space variable along the inclined plane. Parameter D is proportional to the inverse of the Péclet number and acts as a diffusion constant of the surfactant concentration. Péclet number measures the relative contribution of mass transport by diffusion against mass transport by advection. Smaller values of D, which we assume positive, indicate the larger influence of advection, larger ones indicate the stronger influence of the diffusion. Parameters α and β encode the steepness of the incline: α is proportional to the sine of the angle formed by the inclined plane with the horizontal surface, and β is proportional to the cosine of the same angle. This model takes into account the Marangoni force, which is due to the modification of the surface tension by the presence of a surfactant.
The system (1.1) is a limiting system for 2) as C → 0, where C is a quantity proportional to the capillary number. The system (1.2) have been studied in [26, 27, 29] for the existence of traveling wave solutions that connect two different constant states. In [26, 27] the system of equations (1.2) is considered when at least one of the parameters is zero, while [29] studies different parameter regimes when all the parameters are positive. Numerical simulations performed in [27] suggest that in some parameter regimes traveling wave solutions are stable.
In this paper we perform stability analysis of traveling wave solutions of (1.1) that connect two different constant states, or wavefronts. We note that the parameter α can be normalized to be 1 in the above equations by rescalinḡ
and dropping the bars as in [29] . After this transformation, the system (1.1) reads
(1.3)
Traveling waves are sought as stationary solutions of the form (h(ξ), Γ(ξ)), where ξ = x − st is the traveling wave coordinate, and s is an undetermined at the moment parameter related to the speed of the wave, so (h(ξ), Γ(ξ)) solves the following system of ordinary differential equations
(1.4)
To capture wavefronts in this system one imposes boundary-like conditions 5) which indicate that we are interested in traveling waves that are shaped as a front in the h-component and as a pulse in Γ-component. With these boundary condition, integration of (1.4) leads to 6) where the derivative is taken with respect to ξ, and the quantity
is the constant of integration expressed through h L and h R . The wave speed is related to the boundary values as
The system (1.6) can be simplified by replacing the second equation with a linear combination of the first and second equations with respective coefficients − 2 h and 2 Γ and written as a first order system
(1.9)
We assume as in [27] that
where h L and h R are the positive roots of the polynomial h 3 − 3sh − 3K 1 , which can be factored as
Then, the traveling wave solutions correspond to the heteroclinic connections that asymptotically connect
). An example of such heteroclinic connection, together with the traveling wave it represents, is shown in Figure 4 .1. The existence of continuum of such solutions (parametrized by the maximum value of Γ) is shown in [29] (more specifically, see sections called Region 2, Region 4, and Region 5 in [29] ). In [29] , the system (1.9) represents the reduced flow on a normally hyperbolic invariant manifold description of which is obtained by exploiting the multi-scale structure of the full system (1.2) when the parameter C is small. We point out that the line Γ = 0 is an invariant set for the flow induced by the system (1.9), and there is an asymptotic connection between (h L , 0) to (h R , 0) along the set Γ = 0. The main ingredient of the stability analysis of a traveling wave is to find the location of the spectrum of the linearization of the pde system (1.3) about the traveling wave. The presence of spectra with positive real parts indicates an instability as perturbations to the wave then grow in amplitude at exponential rates. Spectrum on the imaginary axis indicates that the perturbations may not decay. In this paper, in Sect. 2 we analytically prove that the linearization of the pde system (1.3) about the wavefront with Γ = 0 does not have spectrum with nonnegative real parts, with the exception of the origin. We also perform Evans function numerical computations (Sect. 4) combined with energy estimates (Sect. 3) which show that some of the wavefronts with Γ = 0 do not have spectrum within the closed right half of complex plane, with the exception of the spectrum at the origin. Let (h, Γ) be traveling wave solutions of (1.6). The linearization of the pde system (1.3) around the traveling wave solutions (h, Γ) gives rise to the following eigenvalue problem
(1.12)
In the following sections we study the eigenvalue problem (1.12) along with the traveling wave system (1.9).
2. Spectrum in the case where Γ = 0.
2.1. Formulation of the result and the setting of the problem. In this section we investigate the spectrum of the linearization (1.12) at the traveling wave (h, Γ = 0). We consider (1.12) with Γ = 0,
coupled with
Combining (2.2) and (2.1) allows us to obtain the system
We do not have an explicit expression for h(ξ) as a function of ξ, however, below we obtain the critical information we need for our analyses from (2.2). We note that the equation (2.2) plays a role of the compactification used in [2] . The second equation in (2.3) is decoupled from the first one and can be written as
where
Then the eigenvalue problem (2.4) can be cast as
and
Similarly, we can rewrite the first equation in (2.3) as
The system (2.3) then can thus be written in a matrix form
(2.10)
The spectrum of the operator L has two parts: the essential spectrum that is due to the behavior of the constants states of the wavefront solution and the point spectrum. In this section, we shall prove the following theorem.
Since L has an upper diagonal structure, then if λ is an eigenvalue of L and is associated with an eigenvector (V λ (ξ), U λ (ξ)), where U λ (ξ) is not identically zero, then the eigenvalue λ is also an eigenvalue of L U with associated eigenfunction U λ (ξ). Moreover, it is also true that if λ is an eigenvalue of L U with associated eigenvector U λ (ξ), then λ is an eigenvalue of L associated with an eigenvector (0, U λ (ξ)). We show that the operator L does not have positive eigenvalues by showing at first that L U does not have eigenvalues with positive real part, then it follows from the structure of L, if λ is an eigenvalue of L with positive real part, then the associated eigenvector has the form (V λ (ξ), 0). Therefore, in order to show that the eigenvalue problem (2.8) does not have a positive eigenvalue, we show that the operators L U and L V do not have unstable point spectrum, that is the eigenvalue problems 
and ξ * S ∈ R is any constant. This transformation reduces the eigenvalue problem (2.11) to
(2.15)
Note that Q S η (ζ) is given explicitly in the original variable ξ. Since r S (ξ) > 0, the first relation in (2.12) corresponds to the reparameterization of the space variable, while the second relation puts (2.11) in the canonical form (2.13) in new variable η S (ξ) (see [25] ). In the next section we study the spectrum of L ρ S and relate the obtained information to the spectrum of the operator L S that is defined in (2.10) for S = U or S = V .
Analyses of eigenvalue problems (2.11).
We transform the second equation of the eigenvalue problem (2.3) using the coordinate transformation
to a first order system and couple it to the traveling wave ordinary differential equation (2.2), thus, obtaining
where the prime corresponds to the derivative with respect to ξ. Equations (2.16) are equivalent to (2.4), or (2.11) with S = U . First, we show that λ = 0 is an eigenvalue of (2.16). Since we are looking for a solution that satisfy U 1 (±∞) = 0, then λ = 0 implies that U 1 (ξ) has to be identically zero. When U 1 (ξ) ≡ 0, the reduced system
has two fixed points:
. From the flow of (2.17) it follows that there is a solution that asymptotically connects these two fixed points which is unique up to a multiplicative constant. This nontrivial solution can be expressed as
where K U is an arbitrary nonzero constant, and ξ * U is a zero of p U (ξ), or, alternatively, a zero of f (h(ξ)) (see (2.5)). The expression (2.18) represents the eigenfunction U 0 (ξ) associated with the eigenvalue λ = 0. From (2.18) and also from (2.17) it is evident that U 0 (ξ) does not have any zeros, which is a piece of information that we use below to deduce that the operator L U does not contribute an unstable eigenvalue to the spectrum of L. Next we write the eigenvalue problem (2.4) as
Recall that
Note that when D = 0, (2.19) can be seen as an eigenvalue problem with an eigenvalue Λ = λ D . Since h(ξ) > 0 and smooth, the functions p U (ξ) and q U (ξ) are smooth functions on R with the following properties: the limits below exist
The convergence of the limits is at the same exponential rate as for h(ξ) converging to constant states h L and h R at ±∞ correspondingly. Note that p U (ξ) becomes zero for some value of ξ = ξ * U which corresponds to a zero of f (h),
From the expression for h * and the assumption (
The operator L U is self-adjoint in the inner product weighted by
By making the substitution u = h(τ ) in (2.23) and using the fact that h(ξ) solves the traveling wave equation (2.2) we can relate the weight to h as
Since the integrand in (2.24) is a rational function where the denominator can be written as a product of linear factors, we integrate it and express ρ U (ξ) as
where 
are finite. Then we use the Liouville transformation (2.12) 30) to write the eigenvalue problem (2.4) as
and D is a positive constant. In η U (ξ) variable, where 32) and x = Dξ, the eigenvalue problem (2.31) is self adjoint in L 2 (R) and it follows from (2.18) and (2.32) that λ = 0 is an eigenvalue of (2.31) with the eigenfunction
The nonnegative real parts, with the exception of λ = 0, then we conclude that L U does not introduce unstable point spectrum in σ pt (L).
Next we take U = 0 in (2.3) or equivalently in (2.9) and study the eigenvalue problem
It is important to notice that since h(ξ) is monotone, the eigenfunction h (ξ) associated with λ = 0 does not have any zeros. Note that the following limits are finite:
from (2.27) and (2.28) it follows that the limits
are also finite and
Therefore, when we use Liouville-Green transformation (2.12), the multiplication of any eigenfunction that corresponds to any eigenvalue with positive real part with ρ V (ξ) does not remove the product from L 2 (R).
Moreover, λ = 0 is an eigenvalue for the eigenvalue problem Based on the analysis of operators L U and L V , we conclude that the operator L in (2.9) does not have eigenvalues within the closed right half-plane with the exception of eigenvalues at zero. The operator L has at least a double eigenvalue at zero. We next study the essential spectrum of the wavefront. In order to determine the Fredholm borders [22] of of the essential spectrum we consider the following limiting operators
The curves produced by solving the determinant equation
belong to the essential spectrum and form its boundaries. We recall that 
parametrized by κ ∈ R. It is easy to see that the essential spectrum is confined to the closed left half plane. When D = 0 the essential spectrum touches the imaginary axes at the origin only (when κ = 0). The spectrum of the linearization about the wavefront is schematically illustrated at Fig. 2.1 . In this and the next sections we study the spectrum of the linearization of the pde system about a wavefront with Γ > 0. The essential spectrum is obtained as in the previous section by computing the limiting operators (2.38).
Since this procedure involves setting Γ = 0, the essential spectrum in the case Γ > 0 is the same as the one obtained for the case Γ = 0. Furthermore, like in the case Γ = 0, λ = 0 is an eigenvalue of geometric multiplicity two. To prove this fact, one looks at the system (1.12) for λ = 0. This system can be integrated once and the constant of integration can be set to zero as we are interested in the point spectrum on L 2 (R). To prove that the integrated system has two bounded solutions, one looks at the limiting systems (as ξ → ±∞). Then it is an easy exercise to solve those two constant systems and prove that, under condition (1.10), all the solutions of limiting system at ∞ (resp. −∞) go to zero as ξ → ∞ (resp. as ξ → −∞). As a consequence, System (1.12) has two linearly independent solutions in L 2 (R).
We are now interested in finding a bound on any possible eigenvalue located on the right side of the complex plane. We assume that λ is an eigenvalue of the of the problem (1.12) with Re (λ) > 0. We want to find a bound on the modulus of λ. We prove the following lemma.
Lemma 3.1. Assume that D, β, h, Γ are such that the nonlinear system of inequalities
has a positive solution (r 1 , r 2 ). If (r 3 , r 4 , r 5 ) is chosen to satisfy
then for the eigenvalues of the problem ( 1.12) with Re (λ) > 0 the following bound holds
where f , g, and q are as defined in (3.6), (3.10) and (3.11), respectively.
Proof. Since λ is an eigenvalue lim ξ→±∞ U (ξ) = lim ξ→±∞ V (ξ) = 0. This allows us to effectively use integration by parts formula as, for example, below. We multiply the first equation of (1.12) by V , integrate with respect to ξ ∈ R and, on the right hand side, do integration by parts once:
Next we notice that if f is a real-valued function, then by integration by parts,
We use this equality for the first term in (3.4) with
Therefore,
Next, we multiply the second equation of (1.12) by U , integrate with respect to ξ ∈ R and, on the right hand side, do integration by parts once:
(3.8) The first term is treated similarly to (3.5), so
We add the equation (3.9) and (3.7), and obtain
(3.12)
For the mixed terms we use Young's inequality ab ≤ , where r will be chosen later and h ≥ 0
We use these inequalities in (3.12) to get
We introduce the following bounds:
For the estimate on Im (λ), we use Young's inequality for the terms with V V ξ and U U ξ ,
Taking imaginary part of (3.4) we get
and taking imaginary part of (3.8) we get
Adding (3.17) and (3.18) together and applying (3.13) and (3.16) we obtain
which simplifies to
Adding (3.19) and (3.15) gives
(3.20) We plan to use bounds
We now want to find conditions for being able to choose positive r 1 , r 2 , r 3 , r 4 , and r 5 such that
It is obvious that we can find r 3 , r 4 
which in turn implies (3.3).
There is an alternative way to find a bound. It is done using the integrated coordinates [15, 18, 23, 30] . These are obtained by making the substitution (U, V ) = U ξ , V ξ and integrating the equation to obtain
where we have suppressed the use of the tildes above the variables. The spectra of the eigenvalue problem (3.22) written in the integrated coordinates and the original problem (1.12) coincide except possibly at the origin (see for example Lemma 2.2 of [18] ). The proof relies on the fact that if we have a solution to (1.12) then its anti-derivative solves the integrated version (3.22) . If a solution of (1.12) is in L 2 (R) for a nonzero value of λ, then it is possible to show that its anti-derivative also converges to zero as |ξ| → ∞ by integrating (1.12). At λ = 0, in our case, one of the eigenfunction of the original linear system (1.12) is made out of the derivatives of the two components of the front solution. As a consequence, the corresponding solution of the integrated system does not converge to zero. In view of the fact that λ = 0 is an eigenvalue of geometric multiplicity two for the system (1.12), the geometric multiplicity of the zero eigenvalue of the integrated system is thus at most one. In fact, we verify numerically (using the Evans function technique described in the next section) that the eigenvalue problem (3.22) does not have any point spectrum at the origin. Using the integrated coordinate formulation (3.22) of the linear system (1.12), we prove the following lemma.
Lemma 3.2. Assume that D, β, h, Γ are such that the nonlinear system of inequalities
has a positive solution (r 1 , r 2 ). If (r 3 , r 4 , r 5 , r 6 , r 7 ) is chosen to satisfy ( 3.21), then for the eigenvalues of the problem ( 1.12) with Re (λ) > 0 the following bound holds 24) wheref ,g, andq are as defined in (3.26) .
Proof. Using a very similar line of arguments as used in the proof of Lemma 3.1, we use the system (3.22) to prove the following bound:
We plan to use bounds
We now want to find conditions for being able to choose positive r i , i = 1, ...7, such that
It is obvious that we can find r 3 , r 4 , r 5 , r 6 , and r 7 satisfying (3.27) if and only if r 1 and r 2 satisfy (3.23). Once (3.21) holds, the inequality (3.25) implies
which in turn implies (3.24).
Numerical Computations
In this section, we present our numerical results concerning the existence and the stability. The front solutions are obtained through the numerical integration of the dynamical system (1.9) and the stability analysis is tackled by a numerical computation of the Evans function.
To obtain the heteroclinic orbit we numerically integrate (1.9) using the MatLab program ODE45. For given values of the parameters β and D, we fix the initial conditions to be h = −3K 1 /s, and Γ equal to its chosen maximum value. The system (1.9) then is integrated forward and backward in ξ. We are interested in locating the point spectrum of the eigenvalue problem (1.12) on L 2 (R) using the Evans function. To do so, we use the integrated coordinates version of the linear system given in (3.22) . As mentioned in the previous section, we verify numerically (using the Evans function technique described below) that the eigenvalue problem (3.22) does not have any point spectrum at the origin. This fact will simplify our computations as we will be able to perform our integrations on contours that include the origin. We now write the eigenvalue problem (3.22) as a first order system
where h and Γ solve (1.9). Then, (4.1) is a linear dynamical system of the form
and A is the 4 × 4 following square matrix
3) The asymptotic behavior as ξ → ±∞ of the solutions to (4.2) is determined by the matrices
which are found by inserting the values Γ = 0 and h = h R or h L in A:
For Re (λ) > 0, both these matrices have two eigenvalues with positive real parts and two with negative real parts. We denote the two eigenvalues of A ∞ with negative real parts as µ i+ with eigenvectors v i+ , i = 1, 2, and the two eigenvalues of A −∞ with positive real parts as µ i− with eigenvectors v i− , i = 1, 2. The precise expressions for these are given in Appendix A. As a consequence, the system (4.2) has two linearly independent solutions X 1+ and X 2+ converging to zero as ξ → ∞ and two solutions X 1− and X 2− converging to zero as ξ → −∞, satisfying
Clearly, λ 0 is an eigenvalue for the problem (4.1) if and only if space of solutions of (4.2) bounded as ξ → +∞, spanned by {X 1+ , X 2+ }, and the space of solutions bounded as ξ → −∞, spanned by {X 1− , X 2− }, have an intersection of strictly positive dimension when λ = λ 0 . The most straightforward way to test whether these two spaces of solutions intersect non-trivially is to calculate the determinant of the two spanning sets, evaluated at some value of ξ (usually taken as ξ = 0). This function is called the Evans function [2, 11, 14, 19-21, 28, 32, 33, 35] . It is analytic on to the right of the essential spectrum and it is real for λ real. Numerically, the two solutions X 1+ and X 2+ are obtained by integrating (4.2) backwards from a sufficiently large positive value of ξ, with initial conditions in the v 1+ and v 2+ , respectively. Even though these two vectors are linearly independent, the numerical integration will lead to an alignment with the eigendirection corresponding to the eigenvalue with smallest real part. To circumvent this problem, the Evans function is computed using an alternative definition involving exterior algebra [1, 3, 4, 6-8, 12, 31, 34] . We are in the situation where the dimension of the system is n = 4 and the dimensions of the stable and unstable manifolds are n s = n U = 2. In such a case, we consider the wedge-space 2 (C 4 ), the space of all two forms on C 4 . The induced dynamics of (4.2) on 2 (C 4 ) can be written as
Here the matrix A (2) is matrix generated by A = {a ij } on the wedge-space 2 (C 4 ). Using the standard basis of 2 (C 4 ), 
The asymptotic matrices are then given by
where A ±∞ are given in (4.4). The eigenvalue of (A ∞ ) (2) with smallest real part is given by µ 1+ + µ 2+ with eigenvector v 1+ ∧ v 2+ . The solution of (4.5) given by U + = X 1+ ∧ X 2+ then behaves as
Similarly, the solution U − = X 1− ∧ X 2− behaves as
This allows us to define the Evans function as
If U is written in components in the basis (4.6), then the Evans function is computed [3, 5, 6] as
where Σ is the matrix
and where U ± are evaluated at ξ = 0. A note about the region of analyticity of the Evans function in the complex plane. The function E(λ) will be analytic in the any region of the complex plane where the eigenvalues µ 1+ + µ 2+ and µ 1− + µ 2− are, respectively, the eigenvalues with smallest and largest real part of (A ∞ ) (2) and (A −∞ ) (2) . In view of the expressions for the eigenvalues given in Appendix A, to define such a region, it suffices to implement the condition
To compute the Evans numerically, we choose a positive value ξ = L at which the matrix given A is suitably close to its asymptotic value A ∞ . We then integrate the system (4.5) backward from ξ = L in the direction of the eigenvector w + and find U + (0). Additionally, in order to eliminate the exponential growth due to the eigenvalue with negative real part as we integrate from ξ = L, we modify the system (4.5) in the following way
and use the initial condition X(L) = w + . Similarly, we find U − (0) by integrating the system (4.5) from ξ = −L to 0. Note that in the numerical computations, we choose the eigenvectors w ± so that w T − Σ w + = 1. This choice has the convenient consequence that lim |λ|→∞ E(λ) = 1. Since we are interested in the zeroes of the Evans function, the standard method is to compute the integral of the logarithmic derivative of the Evans function on a given closed curve and obtain the winding number of E(λ) along that curve. In order to numerically verify that there are no zeroes of the Evans function inside a given region of the complex plane, we choose a closed curve whose points satisfy (4.9) and whose interior encloses the region. For example, it can be verified numerically that the eigenvalue problem (3.22) has no eigenvalue at λ = 0 by performing a winding number computation on a small closed curve surrounding the origin. Once this is done, we can choose a contour of integration which include the origin as a point. For example, in the case h L = 4, h R = 1, D = 0.1, β = 1, and max (Γ) = 2, we choose our closed curve to be the boundary of the right half of the circle of radius 5 and center at the origin. Our numerical winding number computation then shows that the Evans function has no zero inside that region as the winding number is found to be 0. In order to use the bound provided by Lemma 3.1, we need to choose a set of parameter values for which there exist positive r 1 and r 2 satisfying System (3.1) and whose bound given by (3.3) is of a reasonable size. Note that a necessary and sufficient condition for the System (3.1) to hold for some positive r 1 and r 2 can be found. To do so, it suffices to replace the inequalities in System (3.1) by equalities and check if the two curves defined by this new system intersect in the (r 1 , r 2 ) plane. The condition takes the form on an inequality involving the different parameters used in System (3.1). We choose not to write this inequality explicitly as it is rather cumbersome. Once we know that we can find positive r 1 and r 2 satisfying (3.1) we choose the quantities r 1 , r 2 , r 3 , r 4 , and r 5 by numerically finding the ones that make the bound provided by the RHS of (3.3) to be the smallest possible. Applying this strategy, we find that for h L = 4, h R = 1, β = 22, D = 70, and Max(Γ) = 0.1, the values r 1 = 0.3211, r 2 = 0.3205, r 3 = 18.5206, r 4 = 0.0296, and r 5 = 0.0501 satisfy (3.1) and (3.2). The bound provided by (3.3) is then computed to be 152.4339. In order to numerically verify that there are no zeroes of the Evans function on the right side of the complex plane, we choose a closed curve whose interior encloses the region defined by (3.3) . In that case, it suffices to consider the right half of the circle centered at the origin with radius larger than the value of the bound. Our numerical winding number computation then shows that the Evans function has no other zero than the one at the origin. Note that we can reduce our numerical computations by using the fact that the Evans function satisfy the property that D(λ) = D(λ). Indeed, since we choose our contour of integration to be symmetric with respect to the imaginary axis, it is sufficient to perform our numerical integration along the upper (or lower) half of the half-circle to determine the winding number. Note that we have also used Lemma 3.2 for this particular set of parameters but have not found a bound smaller than the one found above. 5. Acknowledgements.
