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Abstract
Domain alignment (DA) has been widely used in unsupervised domain adaptation. Many existing DA methods assume that a low
source risk, together with the alignment of distributions of source and target, means a low target risk. In this paper, we show that
this does not always hold. We thus propose a novel metric-learning-assisted domain adaptation (MLA-DA) method, which employs
a novel triplet loss for helping better feature alignment. We explore the relationship between the second largest probability of a
target sample’s prediction and its distance to the decision boundary. Based on the relationship, we propose a novel mechanism to
adaptively adjust the margin in the triplet loss according to target predictions. Experimental results show that the use of proposed
triplet loss can achieve clearly better results. We also demonstrate the performance improvement of MLA-DA on all four standard
benchmarks compared with the state-of-the-art unsupervised domain adaptation methods. Furthermore, MLA-DA shows stable
performance in robust experiments.
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1. Introduction
Deep learning approaches have significantly improved a wide
variety of machine-learning tasks and computer vision applica-
tions. Unfortunately, the impressive performance gains come
only when massive amounts of labeled data are available. In
practice, manual labeling of such data to train a deep model is
often prohibitive or impossible, especially for a target task with
no labeled data, e.g. biological images [1], or a target task with
a large number of samples, e.g. video object detection and re-
trieval [2]. Therefore, there is a strong motivation to build the
effective learners that can leverage rich labeled data from a dif-
ferent source domain [3] or even synthesis data [4]. However,
due to dataset bias or domain shift, predictive models trained
on a large-scale dataset do not generalize well to a new dataset
or task [3]. This learning paradigm suffers from the shift in
data distribution across different domains, which poses a huge
obstacle for adapting models to the target task [5].
Many existing DA methods assume that a low source risk,
together with the alignment of distributions of source and tar-
get, means a low target risk. However, if the target samples
fall outside the support of the source and the embedding func-
tion is sufficiently complex, this assumption does not necessar-
ily hold [6]. Unfortunately, deep learning models are complex
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enough to be overfitting, especially higher layer neurons are
more sensitive to the original task, but not suitable for the tar-
get task [7]. The limitation of DA only is illustrated in Fig.
1. We observe that target samples are distributed around the
decision boundary, or even misaligned to the other side when
aligned to the source domain. Hence, one of the main goals of
the proposed MLA-DA is to separate these target features from
the decision boundaries.
Source
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(a) Domain Alignment
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Decision boundaries
(b) Metric-Learning-Assisted
Figure 1: An illustration of (a) domain alignment and (b) metric-
learning-assisted domain alignment (MLA-DA). The main idea of
MLA-DA is to separate the target features indirectly by separating the
source features and aligning the target features with separated source
features.
Intuitively, the closer input sample gets to the decision bound-
aries, the more uncertain the corresponding classifier’s output.
Therefore, the probabilities that a target sample belongs to dif-
ferent categories are used to identify the desired target sample.
Specifically, when the prediction is not confident, the probabil-
ity of prediction as a wrong category is greater as shown in Fig.
2(c). Moreover, these two categories are close in the feature
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Figure 2: An example for the discovery of misclassified samples. (a) and (b) are t-SNE visualization on VisDA dataset trained only by the
source label loss and the domain alignment loss. Samples in figure (a) are colored with predicted labels, and the same samples are colored with
their true labels in figure (b). (c) is the predicted probability of target samples belonging to every class, which are predicted as the aeroplane class
as shown in (a) and (b). The relationships between colors and labels are shown in figure (c).
space as shown in Fig. 2(a). So we use the second largest value
of the prediction probability to measure how close a sample is
to the decision boundary.
The next task is how to push these target samples away from
the decision boundaries. Since the target sample has no label,
this is in general difficult. Fortunately, domain alignment can
generally align the feature distribution of source and target do-
mains. So we can indirectly push target samples away from
the decision boundaries by increasing large enough margin for
different classes in source domain. Specifically, when the fea-
ture distributions are aligned, the interval between neighboring
source categories is broaden to separate target samples as many
as possible. Hence, the misclassification rate of target samples
can be reduced further.
To do this task, we design a new triplet loss to learn a better
feature extractor. The main idea of proposed triplet loss in-
cludes two points: features of positive pairs (samples with the
same label) should be indistinguishable and features of nega-
tive pairs (samples with the different labels) should be discrim-
inative both in the source and target domains. However, there
is loss of the target discriminative information during domain
alignment. So, we firstly adaptively the margin in the triplet
loss according to target predictions. Based on the above anal-
ysis, we add the second largest probability of target prediction
to the margin of the mostly likely label. For any target sample
near the decision boundary, the use of the second largest pre-
diction probability as the margin will push the learned features
near the decision boundary to be more discriminative. The ma-
jor contributions of this work can be summarized as follows:
• We explore the relationship between the second largest
probability of a target sample’s prediction and its distance
to the decision boundary. Based on the relationship, we
propose a novel mechanism to adaptively adjust the mar-
gin in the triplet loss according to target predictions.
• We proposed a metric-learning-assisted domain adapta-
tion (MLA-DA) to push target samples away from the
decision boundaries by applying a triplet loss with dy-
namic margin. To the best of our knowledge, this is the
first work to adopt the margin of triplet loss in unsuper-
vised domain adaptation, which achieves clearly better
results.
• Extensive experimental results on four standard bench-
marks demonstrate that proposed MLA-DA achieves su-
perior performance compared with state-of-the-art unsu-
pervised domain adaptation methods. And robust experi-
mental results demonstrate that MLA-DA has stable per-
formance even if the source domain size is reduced.
2. Related Work
2.1. Domain Alignment
Learning a discriminative classifier or other predictors in
the presence of the shift between training and test distributions
is known as transfer learning or domain adaptation [3]. The
main technical difficulty of previous domain adaptation is how
to formally reduce the distribution discrepancy across different
domains. To address this issue, a variety of domain adaptation
approaches have been proposed [8–12]. Recently, numerous
adversarial adaptation methods [9, 10, 13–15] have been pro-
posed, which borrow the essential idea from generative adver-
sarial network (GAN) [16]. In these adversarial domain adap-
tation methods, a domain classifier is trained to tell whether the
sample comes from the source domain or target domain. Mean-
while, the feature extractor is trained to minimize the classifi-
cation loss and maximize the domain confused loss. Discrim-
inative and domain-invariant features can be obtained through
adversarial training.
Recently, many impressive adversarial domain adaptation
methods [15, 17–19] have been proposed. A novel domain-
symmetric networks was proposed in [17] based on a symmet-
ric design of source and target task classifiers. Unlike other ad-
versarial domain adaptation methods, [17] designed a specific
domain confusion loss for the feature extractor to maximally
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confuse the two domains, instead of confusing the domain dis-
criminator. A domain-specific batch normalization method was
proposed by [18], adopting specific batch normalization strate-
gies for both domains. In [19], a progressive feature alignment
method has been proposed to align the discriminative features
across domains progressively, via exploiting the intra-class vari-
ation in the target domain. With the invention of graph convo-
lutional network [20], a novel graph convolutional adversarial
network was proposed by [15], jointly modeling data structure,
domain label, and class label in a unified deep model.
As shown in Fig. 2(a), feature distribution of source and
target samples are aligned through domain adversarial training.
When the overall feature distribution extracted from the source
and target domains cannot be distinguished by the discrimi-
nator, the extracted features are considered domain-invariant.
These domain-invariant features maintain the discriminative in-
formation of source domain and the decision boundaries trained
from source data are also used to distinguish target samples.
2.2. Triplet Loss in Metric Learning
Metric learning concerns learning a reasonable metric over
the input space, and it has attracted considerable attention re-
cently [21–25]. Xing et al. learned a good distance metric for
similar point pairs by respecting these relationships [22]. Wein-
berger et al. presented a Mahalanobis distance function for the
k-nearest neighbors (kNN) classifier by utilizing a triplet loss
that forces exemplars from the same class to be clustered to-
gether, while exemplars from different classes are effectively
separated [21]. Davis et al. proposed an information-theoretic
Mahalanobis distance metric approach by minimizing the dif-
ferential relative entropy between two distance functions [23].
In [26] and [27], a siamese model was trained with a pair-
wise loss in deep metric learning. One of the most studied
pairwise losses is the contrastive loss [28], which minimizes
the distance between positive pairs and maximizes the distance
between negative pairs as long as this “negative distance” is
smaller than a margin.
The triplet loss is proposed in [29–31] to handle the issue
that the optimization of the positive pairs is independent from
the negative pairs, but the optimization should force the dis-
tance between positive pairs to be smaller than negative pairs in
pairwise loss. It is defined based on three samples: an anchor
sample, a positive sample (i.e., a sample belonging to the same
class as the anchor), and a negative sample (i.e., a sample from
a different class of the anchor). The loss will force the positive
pair distance plus a margin to be smaller than the negative pair
distance.
2.3. Entropy Minimization
Entropy minimization (EM) was first proposed in [32] for
semi-supervised learning. It was argued in [33] that EM could
be achieved by the optimal alignment of second order statis-
tics between source and target domains and therefore a hyper-
parameter validation method was proposed for balancing the re-
duction of the domain shift and the supervised classification on
the source domain in an optimal way. In [34], a novel domain
alignment layer was introduced for reducing the domain shift
by aligning source and target distributions to a reference one
and entropy minimization was also explicitly employed, which
was believed to promote classification models with high confi-
dence on unlabeled samples. [8] used EM in their approach to
directly measure how far samples are from a decision bound-
ary by calculating entropy of the classifier’s output. In the
appendix of [11], which proposed an entropy-based adversar-
ial dropout regularization approach to employ the entropy of
target samples in implementing min-max adversarial training.
In [35], entropy conditioning was employed that controlled the
uncertainty of classifier predictions to guarantee transferability,
which can help the proposed Conditional Adversarial Domain
Adaptation (CDAN) to converge to better solutions.
3. Metric-Learning-Assisted Domain Adaptation
In this section, we provide details of proposed MLA-DA.
3.1. Preliminaries
In the scenario of the unsupervised domain adaptation, we
define ns labeled samples
{(
x(i)s , y
(i)
s
)}ns
i=1
from the source joint
distribution Ds, where x(i)s ∈ XS and y(i)s ∈ YS . XS and YS
denote the source data space and source label space, respec-
tively. Similarly, we also define nt unlabeled target samples{(
x(i)t
)}nt
i=1
, where x(i)t ∈ XT , and the XT represents target data
space drawn from the target joint distribution Dt. The XS and
XT are assumed to be different but related (referred as covariate
shift in [36]). The goal of unsupervised domain adaptation is
to develop an embedding function F : {XS ,XT } → Rn and a
classifier C : Rn → Rk, such that the classifier H = C ◦ F is
able to predict the labels for samples from the target domain.
The domain classifier D : Rn → {0, 1} predicts the probability
of a sample x belonging to source (D(x) = 1) or target do-
main (D(x) = 0). Moreover, we introduce a metric generator
G : Rn → Rm. The number of classes is k, i.e. the source label
set YS = {0, 1, · · · , k}.
3.2. Limitations of Domain Alignment
Though target samples are aligned to the source samples,
some target samples might still be near the decision boundary
as shown in Fig. 2(a) and Fig. 2(b), and three samples of plants
fall into the area of airplanes after alignment.
For the joint distribution of source domain Ds, we define
the risk of the classifier H = C ◦ F by:
Ds (h) = E(x,y)∈Ds1{y , arg maxyi Pˆ(yi|x,H)}, (1)
where 1{·} = 1 if {·} is true. arg maxyi Pˆ(yi|x,H) is the proba-
bility of x belonging to the i-th class predicted by classifier H.
DA aims to learn a single classifier H used for both source and
target domains. Therefore, domain adversarial training of DA
sets up the objective:
min
F∈F ,C∈C
Ds (C ◦ F)
s.t. F(XS ) = F(XT ), (2)
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where F and C are the hypothesis space for the embedding
function and embedding classifier. Meanwhile, a domain clas-
sifier D : Rn → {0, 1} is trained in DA to satisfy the constraint
in Eq. 2 by:
max
F∈F
Exs∈XS 1{D(x) , 1} + Ext∈XT 1{D(x) , 0}
min
D∈DExs∈XS 1{D(x) , 1} + Ext∈XT 1{D(x) , 0}, (3)
where D is the hypothesis space for the domain classifier D.
When the trained discriminator is still unable to distinguish the
source and target features, the extracted features are shown in
the Fig. 2(a). The source and target feature distributions are
similar, but compared to Fig. 2(b), we can find that some sam-
ples spread to the other side of the decision boundary due to
misalignment. This misalignment often occurs between two
similar categories, and it is difficult to correct the misclassified
target samples caused by misalignment.
3.3. MLA-DA Loss
In order to avoid aligned samples falling into other cate-
gories, one can resort to metric learning for possible way out.
In this paper, we introduce a new triplet loss:
LT (XS ,YS ,XT ) = 1b
b∑
i=1
max(max
yi=y j
‖M(xi) − M(x j)‖2
−min
yi,yk
‖M(xi) − M(xk)‖2 + α(yi), 0),
(xi, yi), (x j, y j), (xk, yk) ∈ Dbatchs , (4)
where M : X → Rm is the metric function learning by embed-
ding function F : X → Rn and metric generator G : Rn →
Rm, b is the batch size, Dbatchs is a batch of samples drawn
from source distribution. Input target distribution XT is used
to calculate the dynamic margin α(yi) shown in Eq. 5. In
Eq. 4, the first term is the maximum distance between posi-
tive pairs (xi, x j) to decrease the intra-class distance of source
features, the second term is the minimum distance between neg-
ative pairs (xi, xk) to increases the inter-class distance, and the
third term α(yi) is the adjustable margin for class yi in the metric
space. This loss increases the discrimination interval of differ-
ent classes and reduce the interval of same classes simultane-
ously
Generally, the closer the sample is to the decision bound-
ary, the more uncertain the corresponding classifier output is.
Therefore, the probabilities that the target sample belongs to
different categories are used to judge whether this sample is
close to the corresponding decision boundary. As shown in
Fig. 2(c), except for the aeroplane with the highest probabil-
ity, we also consider the plant with the second highest proba-
bility. Since the input pictures are resized to a same size, some
categories are difficult to be distinguished by the classifier. Es-
pecially, the sample whose second highest probability is com-
paratively higher is close to the decision boundary and can be
easily misclassified as shown in Fig. 2(a). So we use the second
largest value of the prediction probability maxy,yˆ Pˆ(y|x) to mea-
sure how close a sample is to the decision boundary. For target
samples near the decision boundary, the use of maxy,yˆ Pˆ(y|x) in
the margin might encourage them to move away from decision
boundaries. For target samples far from decision boundaries,
the use of maxy,yˆ Pˆ(y|x) in the margin also makes sense since
their values are often approaching zeros. Therefore, α(yˆi) is
defined as follows in the same mini-batch:
α(yˆi) = α0 + µ
1
b
b∑
i=1
max
y,yˆi
Pˆ(y|xi), xi ∈ XbatchT , (5)
where Pˆ(y|x) is the probability of x belonging to the class y pre-
dicted by the classifier H = G ◦ F. α0 is the initial value, and
µ is the constant coefficient. yˆi = arg maxy Pˆ(y|x) is the pseudo
label of the target sample xi ∈ XbatchT . The pseudo label can be
obtained by a classifier trained in advance from source data, and
these obtained probabilities contain the discriminative informa-
tion of target domain. In Eq. 5, target samples are divided into
groups according to their pseudo labels, and the margin of each
label is calculated by averaging maxy,yˆ Pˆ(y|x) over the corre-
sponding group of target samples.
A larger margin in triplet loss is introduced to push these
easily misclassified classes further away from each other, and
simultaneously force samples in one class to cluster together
in the feature space. This ensure that different categories are
separated by a large enough margin. Moreover, the proposed
triplet loss is computed in a mini-batch during training, which
adjusts source label distribution efficiently and avoids run-time
complexity exploding mentioned in [37].
3.4. Target Separation by MLA-DA
The task of domain adaptation is to obtain a robust trans-
fer classifier that performs well on the target domain, and the
result of the classification depends on the embedding function
F : {XS ,XT } → Rn. We hope that the features of the target
samples learned by F are easy to classify: the samples of the
same category are as close as possible, and the samples of dif-
ferent categories are as far away as possible. However, in the
unsupervised domain adaptation, the label of the target sam-
ple is unknown, and we cannot directly keep the target sample
away from decision boundaries. Instead, we alternately force
the source features away from the decision boundary and align
the feature distributions of the source and target domains.
The architecture of MLA-DA is shown in Fig. 3. It consists
of a feature extractor F, an adversarial domain discriminator
D, a metric generator G and a label classifier C. Input x from
either domain is fed into the feature extractor F. The extracted
features fs = F(xs), ft = F(xt) are forwarded into the label
classifier C to obtain the softmax output yˆs = C( fs), yˆt = C( ft)
over all classes. The adversarial domain discriminator D aims
to adversarial match the feature distribution of the source and
target data. The Metric GeneratorG obtains metric feature mˆs =
G( fs) from source feature. The total loss of MLA-DA is:
LTotal = LC (XS ,YS ) +LD (XS ,Xt)
+ γLT (XS ,YS ,XT ) + λLE (XT ) . (6)
4
Step1
Step2
Step3
Step4
argmax
𝑦𝑖≠ ො𝑦𝑡
P 𝑦𝑖 𝑥𝑡
𝑓𝑡
𝑓𝑠
𝑥𝑡
𝑥𝑠
𝐹
Conv layer Fc layer
ℒ𝑐
𝐷
𝐶
ො𝑦𝑡
መ𝑑 ℒ𝐷
𝐺 ℒ𝑇
Loss
ℒ𝐸
ො𝑦𝑠
𝜶 ො𝑦𝑡ෝ𝑚𝑠
ML Step4
ො𝑦𝑡
′ = argmax
𝑦𝑖≠ ො𝑦𝑡
P 𝑦𝑖 𝑥𝑡
P 𝑦𝑖 𝑥𝑡
ො𝑦𝑡
𝑥𝑠, ො𝑦𝑡
𝑥𝑠, ො𝑦𝑡′
Distance to maximize 
Distance to minimize 
Optimization direction
𝜶
DA
E
Figure 3: Metric-Learning-Assisted Domain Adaptation (MLA-DA). The MLA-DA networks consists of four steps in every iteration. Step1:
Fine-tune Feature Extractor F and update Classifier C for samples from source distribution (xs, ys). Step2 (Domain Alignment): Align features
extracted from source and target data distribution fs and ft by adversarial Discriminator D. Step3: Update margin α with the probability of the
second possible label and minimize entropy (E) loss for target samples. Step4 (Metric Learning): Minimize triplet loss with updated α for source
metric feature mˆs. The blue part is our contribution. The right part illustrates the step4 in detail.
The total loss is computed and optimized in every batch as
shown in Algorithm 1. The classification loss LC is shown in
Eq. 7:
LC = E(x,y)∈DS [L(C(F(x)), y)], (7)
the L(·, ·) is typically a cross entropy loss for supervised classi-
fication. According to [16], the domain alignment loss is shown
in Eq. 8. Specifically, we employ a domain classifier D as dis-
criminator to tell whether the feature embeddings from feature
extractor F arise from source or target data distribution, while
the F is trained to fool D by a gradient reversal layer between F
and D. This two-player minimax game is expected to reach an
equilibrium where the feature embeddings from F are domain-
invariant.
LD = − Ex∈XS log D(F(x))
− Ex∈XT log(1 − D(F(x))). (8)
Followed [32], we implement target entropy minimization
in MLA-DA to enforce the decision boundaries pass through
low-density area in the target domain. The target entropy loss
is shown in Eq. 9:
LE = − 1|Xt |
∑
x∈Xt
H(C(F(x))), (9)
the H(·) is the entropy function. Due to label loss LC and do-
main alignment loss LD are both computed with cross-entropy
loss function of source label and domain label, we give the same
weight for them. The γ and λ are the balance parameters for
triplet loss LT and target entropy loss LE , respectively. The
algorithm of proposed MLA-DA is shown as Algorithm 1.
4. Experiments
In this section, we present extensive experimental results
and analyze the robustness of proposed MLA-DA.
4.1. Datasets
Office-31 [38] is a benchmark dataset for domain adap-
tation, comprising 4,110 images in 31 classes collected from
three distinct domains: Amazon (A), which contains images
downloaded from amazon.com, Webcam (W) and DSLR (D),
which contain images taken by web camera and digital SLR
camera with different photographic settings, respectively. To
enable unbiased evaluation, we evaluate all methods on all six
transfer tasks A→W, D→W, W→D, A→D, D→A and W→A.
Office-Home [39] contains 4 domains, each with 65 cate-
gories including daily objects. Specifically, Art (Ar) denotes
artistic depictions for object images, Clipart (Cl) means picture
collection of clipart, Product (Pr) shows object images with a
clear background and is similar to Amazon category in Office-
31, and Real-World (Rw) represents object images collected
with a regular camera. We use all domain combinations and
build 12 transfer tasks.
VisDA2017 [40] is simulation-to-real dataset with two do-
mains: Synthetic renderings of 3D models generated from dif-
ferent angles and with different lighting conditions and Real
collected from photo-realistic or real-image datasets. Since the
3D models were generated in clean environment, the Synthetic
domain is very different from Real domain. With 280K im-
ages across 12 classes, the scale of VisDA2017 also brings chal-
lenges to domain adaptation.
ImageCLEF-DA 4 is a benchmark dataset for ImageCLEF
4https://www.imageclef.org/2014/adaptation
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(a) LC (b) LC +LD (c) LC +LD + γLT
Figure 4: t-SNE visualization on VisDA dataset with different loss function. The circular and triangle point represent the feature embedding
of samples from source domain and target domain, respectively. Points are colored with their true labels both in source and target domain.
Algorithm 1 MLA-DA Algorithm
Input:
XS = {x(i)s }nsi=1: source training sample set;
YS = {y(i)s }nsi=1: source training label set;
XT = {x(i)t }nti=1: target training sample set;
F : X → Rn: embedding function parameterized by θF ;
C : Rn → Rk: embedding classifier parameterized by θC;
D : Rn → [0, 1]: domain classifier parameterized by θD;
G : Rn → Rm: metric generator parameterized by θG;
T : max iteration.
1: load parameters pre-trained on ImageNet for θF ;
2: set t = 0;
3: for each batch (XbatchS ,YbatchS ,XbatchT ) in (XS ,YS ,XT ) do
4: calculate LC forDbatchS by Eq. 7;
5: obtain target prediction Pˆ(yi|x) for x ∈ XbatchT by f ;
6: calculate LD for (XbatchS ,XbatchT ) by Eq. 8;
7: calculate LE for XbatchT by Eq. 9;
8: calculate α(yi) for XbatchT by Eq. 5;
9: calculate LT forDbatchS by Eq. 4;
10: calculate total loss LTotal by Eq. 6;
11: update θF , θC , θD and θG to minimize LTotal by statisti-
cal gradient descent;
12: let t ← t + 1;
13: if t = T then
14: break.
Output: θF , θC , θD and θG.
2014 domain adaptation challenge, which is organized by se-
lecting the common categories shared by the following three
public datasets. Here, each dataset is considered as a domain:
Caltrch-256 (C), ImageNet ILSVRC 2012 (I), and Pascal VOC
2012 (P). There are 50 images in each category and 600 images
in each domain. We consider six transfer tasks: I→P, P→I,
I→C, C→I, C→P and P→C.
4.2. Baseline Methods
We compare our MLA-DA with state-of-the-art domain adap-
tation methods: Deep Adaptation Network (DAN) [8],Reverse
Gradient (RevGrad) [41], Domain Adversarial Neural Network
(DANN) [9], Joint Adaptation Net (JAN) [42], Adversarial Dis-
criminative Domain Adaptation (ADDA) [10], Multi-Adversarial
Domain Adaptation (MADA) [43], Maximum Classifier Dis-
Table 1: Accuracy (%) on D→A and W→A task with different weight
γ.
γ D→A W→A Avg
0.01 73.1 67.8 70.5
0.05 73.4 70.0 71.7
0.08 74.7 71.0 72.9
0.1 74.0 70.5 72.3
0.2 73.0 70.1 71.6
0.5 71.3 69.2 70.3
Table 2: Accuracy (%) on D→A and W→A task with different margin
α.
α D→A W→A Avg
1 73.1 68.7 70.9
5 73.3 69.2 71.3
10 74.1 70.8 72.5
20 74.3 70.9 72.6
30 73.6 68.2 70.9
40 73.6 70.6 72.1
Eq. 5 74.7 71.0 72.9
crepancy (MCD) [11], and Conditional Domain Adversarial
Network (CDAN) [35].
4.3. Implementation Details
We follow the commonly used experiment protocol for un-
supervised domain adaptation from [9, 35]. We report the aver-
age accuracies of five independent experiments.
We implement our algorithm in Pytorch. For the deep learn-
ing experiments, ResNet-50 [44] is adopted as the feature ex-
tractor with parameters fine-tuned from the pre-trained Ima-
geNet [45]. The classifier and metric generator are both 2-layer
neural networks with width 1000. For optimization, we use the
mini-batch SGD with the momentum 0.9. The minimax prob-
lem is implemented by introducing a gradient reversal layer [9].
The learning rate of the classifier, discriminator and metric gen-
erator are set 10 times to that of the feature extractor, the value
of which is adjusted according to [9]. The batch size is set to
32 in all experiments except Office-Home, which is set to 64.
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(a) Accuracy D→A (b) LT D→A (c) Accuracy W→A (d) LT W→A
Figure 5: (a) and (c): Comparison of different loss functions on the target accuracy. (b) and (d): Comparison of different loss functions on the
triplet loss LT . Our triplet loss is effective and universal when the domain alignment loss does not work well on the small-to-large transfer tasks
D→A and W→A.
Table 3: Accuracy (%) on Office-31 for unsupervised domain adaptation (ResNet-50)
Method A→W D→W W→D A→D D→A W→A Avg
Resnet-50 [44] 68.4±0.2 96.7±0.1 99.3±0.1 68.9±0.2 62.5±0.3 62.7±0.3 76.2
DAN [8] 80.5±0.4 97.1±0.2 99.6±0.1 78.6±0.2 63.6±0.3 62.8±0.2 80.4
DANN [9] 82.0±0.4 96.9±0.2 99.1±0.1 79.7±0.4 68.2±0.4 67.4±0.5 82.2
ADDA [10] 86.2±0.5 96.2±0.3 98.4±0.3 77.8±0.3 69.5±0.4 68.9±0.5 82.9
JAN [42] 85.4±0.3 97.4±0.2 99.8±0.2 84.7±0.3 68.6±0.3 70.0±0.4 84.3
MADA [43] 90.0±0.1 97.4±0.1 99.6±0.1 87.8±0.2 70.3±0.3 66.4±0.3 85.2
MCD [11] 89.6±0.2 98.5±0.1 100.0±.0 91.3±0.2 69.6±0.1 70.8±0.3 86.6
CDAN [35] 93.1±0.2 98.2±0.2 100.0±.0 89.8±0.3 70.1±0.4 68.0±0.4 86.6
MLA-DA 92.8±0.2 98.9±0.2 100.0±.0 91.2±0.4 74.7±0.4 71.0±0.1 88.1
For hyper-parameters, we fix λ as 0.1, α0 as 5 in all the ex-
periments on every transfer task and take the value of µ to be the
number of class K in each dataset. The only hyper-parameter
that needs to be adjusted is γ, which is the weight of our triplet
loss. We compare the performance of D→A and W→A task on
different γ as shown in Table 1. We observe see that γ = 0.08
achieves the best performance on two small-to-large transfer
tasks by searching in steps of 0.01. And we fixed γ = 0.08 for
all the experiments. Additionally, we demonstrate that the dy-
namic margin is better than constant margin as shown in Table
2.
4.4. Metric-Learning-Assisted Domain Adaptation vs. Domain
Alignment
In this subsection, we demonstrate the impact of MLA-DA
from three perspectives: feature distribution, target accuracy
(classification accuracy on target dataset) and triplet loss. As
shown in Fig. 4, experiments on the same transfer task (VisDA)
are compared with different loss functions. For a fair compari-
son, the target entropy loss LE is not considered in these three
experiments. We can see that the embedded features can be
well separated by the use of our triplet loss.
Then, we compare the target accuracy and triplet loss on the
two small-to-large transfer tasks (D→A, W→A) in Fig. 5. We
can see that the target accuracy of both challenging tasks can
be improved by minimizing the proposed triplet loss LT , while
it is difficult to improve the performance by using only domain
alignment loss LD. Interestingly, minimizing target entropy
loss can reduce the triplet loss and improve the target accuracy.
The decision boundary is forced to be far away from the re-
gion with dense samples by minimizing target entropy loss [32],
and the interval between different classes increases correspond-
ingly. This phenomenon shows that our triplet loss is effective
and universal for domain adaptation, but not explored in the
previous works.
Meanwhile, we find that aligned target features are indeed
not discriminative enough for classification as shown in Fig.
5(a) and 5(c). On these two small-to-large transfer tasks, source
samples are insufficient for generalization and the deep model
tends to be overfitting. Our experiments demonstrate that low
source risk and source-target feature alignment does not imply
low target risk when the source domain is a small dataset.
From Fig. 5, we have the following conclusions on two
small-to-large transfer tasks (D→A, W→A):
• The use of LC + LD does not improve target accuracy
compared with LC , domain alignment does not work.
• The use of LC + γLT is better than LC + LD, the use of
triplet loss is more effective than domain alignment loss.
• The use of LC +LD +γLT is much better than LC +γLT
and LC + LD, the triplet loss works well together with
domain alignment loss.
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Table 4: Accuracy (%) on Office-Home for unsupervised domain adaptation (ResNet-50)
Method Ar→Cl Ar→Pr Ar→Rw Cl→Ar Cl→Pr Cl→Rw Pr→Ar Pr→Cl Pr→Rw Rw→Ar Rw→Cl Rw→Pr Avg
Resnet-50 [44] 42.5 50.0 58.0 37.4 41.9 46.2 38.5 42.4 60.4 53.9 41.2 59.9 47.7
DAN [8] 43.6 57.0 67.9 45.8 56.5 60.4 44.0 43.6 67.7 63.1 51.5 74.3 56.3
DANN [9] 45.6 59.3 70.1 47.0 58.5 60.9 46.1 43.7 68.5 63.2 51.8 76.8 57.6
JAN [42] 45.9 61.2 68.9 50.4 59.7 61.0 45.8 43.4 70.3 63.9 52.4 76.8 58.3
CDAN [35] 49.0 69.3 74.5 54.4 66.0 68.4 55.6 48.3 75.9 68.4 55.4 80.5 63.8
MLA-DA 54.9 70.4 75.8 58.9 68.0 69.3 59.1 53.1 78.9 70.1 60.5 82.0 66.8
Table 5: Accuracy (%) on ImageCLEF-DA for unsupervised domain adaptation (ResNet-50)
Method I→P P→I I→C C→I C→P P→C Avg
Resnet-50 [44] 74.8±0.3 83.9±0.1 91.5±0.3 78.0±0.2 65.5±0.3 91.2±0.3 80.7
DAN [8] 74.5±0.4 82.2±0.2 92.8±0.2 86.3±0.4 69.2±0.4 89.8±0.4 82.5
DANN [9] 75.0±0.6 86.0±0.3 96.2±0.4 87.0±0.5 74.3±0.5 91.5±0.6 85.0
JAN [42] 76.8±0.4 88.0±0.2 94.7±0.2 89.5±0.3 74.2±0.3 91.7±0.3 85.8
MADA [43] 75.0±0.3 87.9±0.2 96.0±0.3 88.8±0.3 75.2±0.2 92.2±0.3 85.8
CDAN [35] 76.7±0.3 90.6±0.3 97.0±0.4 90.5±0.4 74.5±0.3 93.5±0.4 87.1
MLA-DA 79.0±0.2 91.3±0.2 96.5±0.2 91.5±0.2 77.2±0.2 94.5±0.2 88.3
Table 6: Accuracy (%) on VisDA-2017 for unsupervised domain adap-
tation (ResNet-101)
Method Synthetic→Real
Resnet-50 [44] 52.4
RevGrad [41] 57.4
DAN [8] 61.1
MCD [11] 71.9
CDAN [35] 73.7
MLA-DA 75.5
• The use of LC +LD + γLT + λLE can achieve the state-
of-the-art performance.
4.5. Comparison of critical sample pairs
In this subsection, we compare the cosine distance between
critical sample pairs of MLA-DA and DA on all the four datasets.
The critical sample pairs consist of two parts: the farthest pos-
itive sample and the nearest negative sample. For each dataset,
we focus on the tasks: D→A in Office-31, Ar→Cl in Office-
Home, I→P in ImageCLEF-DA and Synthetic→Real in VisDA-
2017. Firstly, we make inference over the trained model to ob-
tain the embeddings and classification results of the target task
samples. Then, we locate the most uncertain sample, which
most likely to be misclassified. In the third column, we show
the most uncertain sample, its second largest probability of pre-
diction and its true label. In the fourth and fifth column, we find
the farthest samples of the same category and the nearest sam-
ples of different categories by calculating the cosine distance of
the original feature space. In the fifth column, we also show
the true labels of the negative samples. The cosine distance is
defined as:
dc( f , f ′) = 1 − cos(θ)
= 1 − f · f
′
‖ f‖‖ f ′‖ = 1 −
∑n
i=1 fi × f ′i√∑n
i=1 ( fi)
2 ×
√∑n
i=1
(
f ′i
)2 ,
(10)
where f = f (x), f ′ = f (x′) and cos(θ) is the cosine similarity
between f and f ′. We show the cosine distance between the
positive pairs and the negative pairs in the last two columns.
The conclusion of the feature separation result of Table 7
can be summarized as follows:
• These uncertain samples have large probabilities of pre-
dicting as wrong categories. This conclusion is consistent
with the discovery of Fig. 2.
• Samples in the third and fifth columns are visually simi-
lar, even if they belong to two different categories. These
similar negative samples confuse the classifier. Similarly,
the completely different positive samples also make the
classifier not confident on its prediction.
• Generally, in MLA-DA, the minimum distance of neg-
ative pairs in feature space is greater than DA, and the
maximum distance of the positive pairs is smaller than in
the DA method. Correspondingly, in MLA-DA, the prob-
ability that an uncertain sample is misclassified into other
categories is smaller than in the DA method. This shows
that MLA-DA successfully separate target features from
the decision boundaries indirectly by the use of proposed
triplet loss.
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Table 7: Comparison of cosine distance between critical sample pairs on four datasets
Dataset Method Anchor The farthest positive sample The nearest negative sample
Office-31
(D→A)
MLA-DA
label: notebook label: notebook label: ring binder
PR of a ring binder: 0.424 Cosine distance: 1.312 Cosine distance: 0.731
DA
label: punchers label: punchers label: trash can
PR of a trash can: 0.420 Cosine distance: 1.634 Cosine distance: 0.341
Office-Home
(Ar→Cl)
MLA-DA
label: Knives label: Knives label: screwdriver
PR of a ring screwdriver: 0.400 Cosine distance: 1.358 Cosine distance: 0.496
DA
label: computer label: computer label: speaker
PR of a speaker: 0.437 Cosine distance: 1.528 Cosine distance: 0.599
ImageCLEF-DA
(I→P)
MLA-DA
label: bicycle label: bicycle label: bus
PR of a bus: 0.294 Cosine distance: 1.468 Cosine distance: 0.497
DA
label: bus label: bus label: aeroplane
PR of a aeroplane: 0.316 Cosine distance: 1.452 Cosine distance: 0.205
VisDA-2017
(Syn→Real)
MLA-DA
label: bus label: bus label: train
PR of a train: 0.376 Cosine distance: 0.920 Cosine distance: 0.716
DA
label: car label: car label: truck
PR of a truck: 0.451 Cosine distance: 1.334 Cosine distance: 0.207
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Table 8: Ablation experiments on Office-31 for unsupervised domain adaptation (ResNet-50)
Loss function combinations A→W D→W W→D A→D D→A W→A Avg
LC 68.4±0.2 96.7±0.1 99.3±0.1 68.9±0.2 62.5±0.3 62.7±0.3 76.2
LC +LD 83.0±0.1 97.8±0.1 99.8±0.2 80.6±0.2 62.7±0.3 60.0±0.1 80.7
LC + γLT 81.4±0.3 98.3±0.2 100.0±.0 85.0±0.1 64.0±0.3 62.9±0.2 81.9
LC +LD + γLT 82.8±0.2 97.9±0.1 100.0±.0 81.7±0.3 62.6±0.3 60.7±0.2 81.0
LC +LD + λLE 91.6±0.1 98.7±0.1 99.9±0.1 89.5±0.3 73.5±0.6 67.0±0.1 86.7
LC +LD + λLE + γLT 92.8 ±0.2 98.9±0.2 100.0±.0 91.2±0.4 74.7±0.4 71.0±0.1 88.1
Table 9: Accuracy (%) on downsampled source domains (ResNet-50)
Method D/2→A D/4→A W/2→A W/4→A Ar/2→Cl Ar/4→Cl Pr/2→Cl Pr/4→Cl Avg
Mean Labeled/Class 8 4 13 7 19 10 34 17 14
Source Size 255 134 405 208 1228 629 2238 1132 779
Target Size 2817 2817 2817 2817 4365 4365 4365 4365 3591
Resnet-50 [44] 60.7 58.3 62.3 61.2 42.4 38.6 41.8 41.0 50.8
DA [9] 62.4 58.7 62.3 60.1 43.2 39.8 43.5 41.4 51.4
CDAN [35] 68.8 62.9 66.9 64.5 43.9 36.1 46.1 43.4 54.1
MLO-DA 65.3 61.4 65.4 65.9 46.0 41.9 45.5 45.7 54.6
MLA-DA 69.9 63.4 68.1 65.9 46.1 41.6 49.6 46.4 56.3
4.6. Results on Benchmarks
The result on Office-31 are reported in Table 3. We could
see that MLA-DA achieves state-of-the-art accuracies on four
of six transfer tasks. We note that in previous works, CDAN
performs a little better for large-to-small transfer tasks (A→W,
A→D). Nevertheless, our algorithm outperforms on two small-
to-large transfer tasks (D→A, W→A) and achieves higher per-
formance than well-known methods in the previous works, demon-
strating the effectiveness and universality of MLA-DA.
Table 4, 6 and 5 present the accuracies of our algorithm on
Office-Home, VisDA2017 and ImageCLEF-DA datasets. MLA-
DA achieves the best performance on almost all transfer tasks.
This validates the effectiveness and universality of MLA-DA.
4.7. Ablation Study
In this section, we do ablation study on MLA-DA to show
the effect of different loss function combinations. As shown in
Table 8, The effect of various combinations of loss functions
are investigated on Office-31 dataset. We have the following
comments as shown in Table 8:
LC + LD vs. LC + LT . The use of triplet loss LT can
improve the performance without domain alignment loss LD,
and achieve better performance than the use of LD.
LC +LT vs. LC +LD + γLT . Without target entropy loss
LE , the use of domain alignment loss LD leads to a decline
in performance. While the use of triplet loss LT improves the
performance in the LC +LD vs. LC +LD + γLT group.
LC+LD+λLE vs.LC+LD+λLE+γLT . With the use of
target entropy lossLE and domain alignment lossLD, the use of
our triplet loss brings considerable performance improvements.
This performance is comparable to the state-of-the-art works
[17, 18], and the performance gap is no more than 0.3%.
4.8. Robustness Analysis
Algorithm 2 Noise Generating via VAT
Input:
XT = {x(i)t }nti=1: target training sample set;
F : X → Rn: embedding function parameterized by θF ;
C : Rn → Rk: embedding classifier parameterized by θC;
In: the intensity of noise.
1: for each batch XbatchT in XT do
2: generate normally distributed random matrix N with
the same size as XbatchT ;
3: estimate the probability that the sample belongs to
each category Pˆ(Y |X) = C(F(XbatchT )) and Pˆ(Y |X + N) =
C(F(XbatchT + N));
4: calculate the pseudo label YpseudoT = arg maxy Pˆ(Y |X)
of target data;
5: calculate cross-entropy loss LpseudoC = L(C(F(XbatchT +
N)),YpseudoT );
6: calculate the gradient ∇NLpseudoC ;
7: generate noisy data XnoisyT ← XbatchT + In∇NLpseudoC .
Output: XnoisyT .
By taking a subset of source dataset, we can create a small
source dataset of reduced size. We choose the four most chal-
lenging transfer tasks in classic benchmarks: D→A, W→A
in Office-31 and Ar→Cl, Pr→Cl in Office-Home. To fairly
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compare the impact of each loss, various possible combination
methods are compared in Table 9, including Domain Align-
ment (DA: LC + LD), Metric-Learning-Only Domain Adapta-
tion (MLO-DA:LC+LD+γLT ) and Metric-Learning-Assisted
Domain Adaptation (MLA-DA: LC + LD + γLT + λLE). The
experimental result shows that DA does not work well with the
decrease of source samples. While MLA-DA achieves perfor-
mance improvement in all the robustness testing tasks. We find
that MLA-DA is robust during the reduction of source size, and
it has more advantages in the small source domain scenario.
In addition to reducing the size of source domain, we also
test the anti-noise ability of the classifier. To test accurately, we
use virtual adversarial training (VAT) [46] to generate noise.
The algorithm of noise generating via VAT is showm as Algo-
rithm 2. One of the target data XT , the gradient ∇NLpseudoC and
noisy data XnoisyT are shown in Fig. 6. The noisy data generated
by Algorithm 2 are used to test the robustness of the classifier.
The five methods are compared in Table 10. The experimental
results show that MLA-DA has the best anti-noise ability com-
pared with other methods.
Table 10: Accuracy (%) on noisy data (ResNet-50)
Method In D→A W→A Ar→Cl Pr→Cl Avg
Resnet-50 [44]
0 62.5 62.7 42.5 42.4 52.5
3.5 38.9 41.3 31.1 29.2 35.1
5 37.0 38.7 31.8 28.2 33.9
DA [9]
0 64.2 62.1 45.6 43.7 56.2
3.5 40.5 42.9 32.0 33.0 37.1
5 39.3 39.4 30.3 31.6 35.2
CDAN [35]
0 70.1 68.0 49.0 48.3 58.9
3.5 33.7 34.4 23.0 21.8 28.2
5 33.8 22.8 22.3 17.8 24.2
MLO-DA
0 68.2 66.1 49.2 48.0 57.9
3.5 50.5 48.2 36.1 35.8 42.7
5 46.5 47.7 35.7 34.3 41.1
MLA-DA
0 74.7 71.0 54.9 53.1 63.4
3.5 61.4 59.3 47.4 46.3 53.6
5 57.3 56.9 44.2 44.5 50.7
5. Conclusion
In this paper, we explore the relationship between the sec-
ond largest probability of a target sample’s prediction and its
distance to the decision boundary. Based on this relationship,
we propose a novel mechanism to adaptively adjust the mar-
gin in the triplet loss according to target predictions. We fur-
ther propose a Metric-Learning-Assisted Domain Adaptation
(MLA-DA) by using the triplet loss, which can address the lim-
itation of domain alignment and obtain a more robust classifier
for unsupervised domain adaptation. We show that the use of
dynamic margin in triplet loss is beneficial. Extensive experi-
mental results demonstrate the effectiveness and universality of
MLA-DA.
(a) Target data (In = 0) (b) Gradient of noise
(∇NLpseudoC )
(c) Noisy data (In = 3.5) (d) Noisy data (In = 5)
Figure 6: An example of the target data 6(a), the gradient of noise 6(b)
and the noisy data 6(c) and 6(d). The gradient of noise and the noisy
data are generated by Algorithm 2.
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