In this paper, we prove a convergence theorem for singular perturbations problems for a class of fully nonlinear parabolic partial differential equations (PDEs) with ergodic structures. The limit function is represented as the viscosity solution to a fully nonlinear degenerate PDEs. Our approach is mainly based on G-stochastic analysis argument. As a byproduct, we also establish the averaging principle for stochastic differential equations driven by G-Brownian motion (G-SDEs) with two time-scales. The results extend the one of Khasminskii [25] to nonlinear case.
Introduction
The present paper is devoted to the research of singular perturbations for a class of fully nonlinear degenerate parabolic PDEs with ergodicity coefficients. Our main tool is the nonlinear stochastic analysis theory formulated by Peng [29] . Indeed, we shall study the singular perturbation problems through asymptotic analysis of SDEs with slow and fast time-scales in the G-expectation framework.
In this framework, Peng systemically established the nonlinear stochastic calculus theory, such as G-Brownian motion, G-stochastic integral and so on. Thanks to the nonlinear structure, the Gexpectation theory provides a powerful tool for the research of fully nonlinear PDEs. For example, Song [32] obtained gradient estimates for a class of fully nonlinear PDEs by coupling methods for G-diffusion processes.
In this article, we shall consider averaging principle for the following G-SDEs with rapidly varying coefficients: for each x = (x,x) ∈ R n × R n and 0 < ε < 1,              where b, b, h ij = h ji , h ij = h ji : R 2n → R n , σ, σ : R 2n → R n×d are deterministic non-periodic functions. Here the parameter ε is used to describes the ration of time scale between the diffusion processes X ε,x and X ε,x . Then, with this time scale X ε,x is referred as slow component and X ε,x as the fast component. Note that the distribution of the slow component can be characterized as the viscosity to the following fully nonlinear PDE (see section 2.2):
Then, our aim is to describe the limit behaviour of fully nonlinear PDE (2) as ε → 0 through averaging of the G-SDEs (1) under some appropriate assumptions.
The averaging principle for SDEs was first studied by Khasminskii [25] in 1968. Under some ergodicity assumptions, Khasminskii proved that the slow diffusion process converges weakly to the so-called averaged SDE, whose coefficients are characterized by integrals with respect to some invariant probability measure. Since then, the averaging principle for diffusion processes have been studied with great interest and moreover, it provides a useful approach for the research of singular perturbation problems for linear parabolic PDEs. In particular, Khasminskii and Krylov [26] established the averaging principle for diffusion processes in non-ergodic case, and obtained the limit behavior of linear parabolic PDEs without ergodic coefficients. We refer the reader to [7, 15, 27] and the references therein for more research on this topic.
There is also a vast literature on the singular perturbations of nonlinear PDEs based on probabilistic argument. With the help of backward stochastic differential equations (BSDEs), Buckdahn and Hu [4] studied homogenization of viscosity solutions to semilinear parabolic PDEs with periodic structures, and Bahlali, Elouaflin abd Pardoux [2, 3] extended the results of [26] to semilinear parabolic PDEs. In [6] , Buckdahn and Ichihara considered homogenization of fully nonlinear parabolic PDEs in periodic case by stochastic control approach. For more research on this field, we refer the reader to [5, 12, 28] and the references therein.
Motivated by the seminal work [25] , we shall study the limit behaviour of the slow G-diffusion process in the ergodic case. However, due to the nonlinearity of G-expectation, the averaged G-SDE has more complex structure, which cannot be described by averaging the coefficients of the slow component. In this case, the averaged coefficients will interact with each other, and cannot be identified separately (see Lemma 3.2) . On the other hand, the invariant expectations may not coincide with the ergodic expectations in the G-expectation framework (cf. [19] ). To overcome these difficulties, we shall combine nonlinear stochastic calculus and viscosity solution techniques to analyze the limit distribution of the slow component. In particular, we shall construct the averaged PDE based on the ergodic BSDEs approaches in the G-expectation framework. Indeed, the ergodic BSDEs introduced by Fuhrman, Hu and Tessitore [16] provides a powerful tool for the study of large time behaviour of parabolic PDEs (cf. [23, 24] ).
For our purpose, we first give a priori estimate of the G-SDE (1) under some disspativity condition. This is crucial for the equicontinuity of the viscosity solutions to the PDEs (2) with fast varying coefficients. Then, from the Arzelà-Ascoli theorem, we could build a convergent subsequence of the viscosity solutions. Finally, with the help of dynamic programming principle and Khasminskii discretization approach, we show that the limit function is the unique viscosity solution to the averaged PDE, which is a fully nonlinear PDE independent of the argumentx. In addition, in the spirit of the Markov property, we could obtain that the limit of finite dimensional distribution is also determined by the averaged PDE, which together with Kolmogorov's criterion for weak compactness implies Khasminskii's averaging principle.
In conclusion, we develop an alternative approach for the research of averaging of SDEs and singular perturbations of fully nonlinear parabolic PDEs without periodic structures. In particular, we extend the the one of [25] to a class of fully nonlinear PDEs through G-stochastic analysis methods. For a closest related research, we refer the reader to [1] and and the references therein. In [1] , Alvarez and Bardi [1] used the so-called perturbed test function method to study more general fully nonlinear PDEs with periodic coefficients.
The paper is organized as follows. In section 2, we introduce the G-SDEs with slow and fast time-scales. Then, we state the main results in section 3. The section 4 is devoted to the proofs of two main theorems.
Formulation of the problem
In this paper, for each Euclidian space, we denote by ·, · and | · | its scalar product and the associated norm, respectively. For a given set of parameters α, C(α) will denote a positive constant only depending on these parameters, and which may change from line to line.
The Probabilistic Setup
Let Ω = C d 0 (R + ) be the space of all R d -valued continuous paths (ω t ) t≥0 starting from origin, equipped with the locally uniform norm. For each t ∈ [0, ∞), we define Ω t := {ω ·∧t : ω ∈ Ω} and
where C b.lip (R k×d ) denotes the space of all bounded and Lipschitz functions on R k×d . Then, for each given monotonic and sublinear function G :
Indeed, for each ξ ∈ L ip (Ω) with the form of
and for each t ∈ [t i−1 , t i ), i = 1, . . . , k, we define the conditional G-expectation bŷ
Here, the function u i (t, x; x 1 , · · · , x i−1 ) with parameters (x 1 , · · · , x i−1 ) ∈ R (i−1)×d is the viscosity solution of the following G-heat equation:
with terminal conditions
In this paper, we always assume that G is non-degenerate to ensure the well-posedness of G-BSDE (see appendix A), i.e., there exist some constants 0 < σ 2 ≤ σ 2 < ∞ such that
Theorem 2.1 ( [13, 20] ) There exists a weakly compact set P of probability measures on (Ω, B(Ω)), such thatÊ
Now, we define capacity c(A) := sup
A set A ∈ B(Ω) is polar if c(A) = 0. A property holds quasi-surely (q.s.) if it holds outside a polar set. In the following, we do not distinguish between two random variables X and Y if X = Y q.s.
be the collection of processes of the following form: for a given partition
For simplicity, we denote by
are well defined, see Peng [30, 31] . Moreover, we also have the corresponding G-Itô's calculus theory.
In particular, the following inequalities will be used in this paper.
G-SDE with two time-scales
In this section, we shall state some basic results about G-SDE (1), which will be used in the sequel. Throughout this paper, each element x ∈ R 2n is identified to (x,x) ∈ R n × R n , unless otherwise specified. We need the following assumption:
Under assumption (H1), the G-SDE (1) has a unique solution (
) for each T > 0 and we refer the reader to Chapter V in Peng [31] or Gao [17] for the proof. Then, for any ϕ ∈ C(R n ) of polynomial growth, we define the function
For convenience, set
Then we have the following result.
Lemma 2.4 Suppose assumption (H1) holds. Then for each T > 0, u ε is the unique viscosity solution of the following fully nonlinear PDEs:
where
Proof. The proof follows from Theorem 3.7 in Chap.V of [31] or Theorem 4.5 in [18] and the fact that the G-SDE (1) is time-homogeneous. From Lemma 2.4, we could study the asymptotic behavior of u ε as ε → 0 through the slow component X ε,x t . In the rest of the article, we are going to discuss the limit distribution of X ε,x as ε → 0.
Remark 2.5 The equation (3) is a fully nonlinear PDE without periodic structure, which is different from the existing research; see [1-3, 6, 25-27] and the references therein.
The averaging principle
This section is devoted to the research of limit behaviour of the slow G-diffusion process as ε → 0. In order to describe the averaged PDE, we introduce the following auxiliary G-SDE:
In the sequel, we need the following assumptions.
(H2) There exists a constant η > 0 such that, for eachx,
Remark 3.1 The assumption (H2) is called dissipativity condition, which ensures the ergodicity of the diffusion process X x (cf. [10, 11, 16] ). The assumption (H3) is equivalent to |ℓ(0,x)| ≤ L 2 , which is used to control the growth rate of the slow component X ε,x (see Remark 4.6 in section 4).
Lemma 3.2 Suppose assumptions (H1)-(H3) are satisfied. Then, for each (x,x, p, A) ∈ R 2n × R n × S(n), the following limit
exists and is independent of the argumentx, where the matrix
Proof. For eachx ∈ R n , consider the following ergodic G-BSDE:
).
Under assumptions (H1) and (H3), it holds that |ℓ(
Thus, by Lemma A.2 in appendix A, the above ergodic G-BSDE has a solution
Moreover, from Lemma A.3 in appendix A, we have, for each t ∈ [0, ∞)
which ends the proof. Moreover, G(x, p, A) has the following properties.
Proof. We only prove the term (iv), since the others are obvious due to the sublinearity ofÊ. Without loss of generality, assume that h ij = 0, i, j = 1, . . . , d. Recalling term (iii) of Lemma 4.3 in [21] (taking x as the control argument), we obtain that
It follows that
where we have used the fact that b(
inequality. By a similar analysis, we also deduce that
Consequently, by the definition of G and Lemma 2.3, we derive that
which is the desired result. Next, we introduce the averaged PDE:
where ϕ ∈ C(R n ) satisfies the polynomial growth condition. The above PDE has a unique viscosity solution u of polynomial growth (see Theorem 3.6). For the definition and basic properties of viscosity solution, we refer the reader to Crandall, Ishii and Lions [9] . 
In this case, the corresponding generator function G is given by
Under some appropriate conditions, Khasminskii [25] proved that u ε (t,x,x) converges to u(t,x) through the martingale problem approach. Moreover, X ε,x t converges in law to Xx t , where
Here √ a is a square root of the n × n matrix a and W is a n-dimensional Brownian motion.
Example 3.5 Suppose that all the coefficients of G-SDE are independent of the slow component X ε,x , and
Furthermore, assume that b(0) = 0 and σ(0) = 0. It is obvious that X ε,0 t = X 0 t = 0 for each ε ∈ (0, 1). Thus, from term (ii) of Lemma A.1 in appendix A, we obtain that
G -norm. According to Lemma 2.4, we can derive that the function
is the unique viscosity solution to the averaged PDE (9) with generator
Now, we are in a position to state the main results.
Theorem 3.6 Suppose assumptions (H1)-(H3) hold. Then, for each ϕ ∈ C(R n ) of polynomial growth, the averaged PDE (9) admits a unique viscosity solution u satisfying the polynomial growth condition, and lim
The proof of Theorem 3.6 will be given in section 4. The following result is a direct consequence of Theorem 3.6. Corollary 3.7 Suppose all the assumptions of Theorem 3.6 hold. Then, for each (t, x) ∈ [0, ∞)×R 2n , the slow G-diffusion process X ε,x t converges in law as ε → 0, i.e.,
The Corollary 3.7 indicates that the distribution of the slow component can be approximated by the solution to the averaged PDE (9), which is independent of the argumentx.
Example 3.8 Consider the G-SDE (10). Assume that n = d = 1 and σ ≡ 0. In this case, the generator G is given by
Then, from Proposition 1.7 in Chap. III of [31] , there exists a maximally distributed random variable ζ, such that the function u(t,x) :=Ê ϕ(x + t ζ) = max
is the unique viscosity solution to the following PDE:
By Theorem 3.6, we deduce that X
s )ds converges in law to the maximal distributionx + t ζ as ε → 0, which can be seen as the law of large number for G-diffusion process. Thus, we usually cannot get the pointwise convergence of X ε,x t ; see Chen [8] .
Moreover, with the help of Markov property for G-SDEs, we can also deal with the finite dimensional distribution of the slow G-diffusion process.
Theorem 3.9 Assume that (H1)-(H3) hold. Then, for each x ∈ R 2n and ϕ ∈ C(R k×n ) of polynomial growth, we have, for any 0
where ϕ k−1 is defined iteratively through
Remark 3.10 Applying Theorem 3.9 and Kolmogorov's criterion for weak compactness (see Lemma 4.3) to Example 3.4, we can also derive that the slow diffusion process X ε,x converges weakly to Xx, which is the averaging principle for SDEs introduced by [25] .
The proof of the main results
In this section, we shall state the proof of the main results, by making use of nonlinear stochastic calculus and viscosity solution theory. Roughly speaking, we will prove the limit function of u ε,x is the unique viscosity solution to the averaged PDE (9) .
First, we give some priori estimates of G-SDE (1) with two time-scales, which is important for our future discussion. Let T > 0 be a fixed constant.
Lemma 4.1 Assume that the conditions (H1) and (H2) hold. Then, there exists a constant C(L 1 , η, T ), such that for any x, x ′ ∈ R 2n and t ∈ [0, T ],
Proof. Without loss of generality, assume that h ij = h ij = 0, i, j = 1, . . . , d. The proof is divided into the following two steps.
Step 1 (The terms (i) and (ii)). Applying G-Itô's formula (Proposition 6.3 in Chap. III of [31] )
Recalling assumption (H1), we deduce that
By a similar analysis, we can obtain that
In the view of Corollary 5.7 in Chap. III of [31] , we have that, for each
Then, according to inequality (11), we get that
which together with condition (H2) and
implies that
Taking G-expectation to both sides, we obtain that for each t ∈ [0, T ],
In particular, it holds that
On the other hand, applying Hölder's inequality and BDG's inequality, we conclude that
where we have used the estimate (13) in the last inequality. It follows from Gronwall's inequality that
With the help of inequality (12), we obtain that
which is the desired result.
Step 2 (The term (iii)). Applying G-Itô's formula again, we deduce that
where M ′ t is a symmetric G-martingale with M ′ 0 = 0. In view of assumptions (H1) and (H2), we get that
It follows from inequality (14) that
On the other hand, using inequality (15) and by a similar analysis as step 1, we obtain that
Consequently, it holds that
The proof is complete. Then, we have the following asymptotic properties of u ε .
Lemma 4.2 Let ϕ be in C b.lip (R n ). Suppose assumptions (H1) and (H2) are satisfied. Then, there exist a sequence ε m ↓ 0, m ≥ 1 and a function u
Proof. From Lemma 4.1, we have that, for any s, t ∈ [0, T ] and
It follows from the definition of u ε that |u ε (t,x,x)| ≤ C(ϕ) and
Thus, by the Arzelà-Ascoli theorem, we can find a sequence ε m ↓ 0, such that u εm (t,x,x) is a Cauchy sequence for any ( 
which indicates that u * is independent of the argumentx. Next, we will prove the term (ii). For each N > 0, we get that 
Sending N → ∞ yields the desired result. Next, we show that the above function u * is the viscosity solution to PDE (9) . For this purpose, we need the following two results. (H1) and (H3) hold. Then, for any p ≥ 2 and t, s ∈ [0, T ],
Lemma 4.3 Suppose
Proof. The proof is immediate from BDG's inequality and Gronwall's inequality.
Lemma 4.4 Suppose (H1) holds. Then, for each ρ ∈ L 1 G (Ω) and element Γ ∈ S(n), it holds that
where σ Γ is given by Lemma 3.2.
Then, using the property of G-expectation (see Proposition 3.6 in Chap. I of [31] ), we get that
On the other hand, applying G-Itô's formula and recalling the definition of σ Γ , we can get that,
is a symmetric G-martingale. It follows from equation (16) that the desired result holds.
Lemma 4.5 Assume all the conditions of Lemma 4.2 are satisfied. Furthermore, suppose assumption (H3) holds. Then, u * is the unique viscosity solution to PDE (9).
Proof. The uniqueness can be obtained by applying Lemma B.1 in appendix B. It suffices to prove that u * is a viscosity subsolution, since the other case can be proved in a similar fashion. Without loss of generality, assume that h ij , h ij = 0, i, j = 1, . . . , d.
Note that u * is a bounded function. Then, assume that the test function
is the space of the bounded real-valued functions that are continuously differentiable up to the third order and whose derivatives of order from 1 to 3 are bounded. We need to prove that
The proof is divided into the following four steps.
Step 1 (Dynamic programming principle). Use the same notations as Lemma 4.2. Recalling equation (4), we obtain that, for each δ ∈ (0, 1) and for anyx ∈ R
which together with term (ii) of Lemma 4.2 implies that
Step 2 (The subsolution property). For each m ≥ 1, define
Note that
Then, applying Taylor's expansion yields that,
Denote J m by
In view of the equation (19), we deduce that
Note that Dψ(t,x), ξ 2,m has no mean uncertainty. Thus, with the help of Lemma 4.4, we obtain that
Note that δ < 1. Recalling assumption (H3) and Lemma 4.3, we get that
Then, from the definition of ǫ i,m , i = 1, 2, we derive that
which indicates that
We claim that
whose proof will be given in step 4. Here the constants δ m and ρ m will be given in step 3.
From the inequalities (20) and (21), we derive that
Consequently, we put the above inequality into the equation (18), and obtain that, for each δ ∈ (0, 1),
where we have using the fact that δ m , εm δm , ρ m converge to 0 as m → ∞. Sending δ → 0 yields that H(t,x, ψ) ≤ 0, which is the desired result.
Setp 3 (Khasminskii's discretization). In order to prove the inequality (21), we shall introduce Khasminskii's discretization for the fast component 
which is well-posed in light of the assumption (H1). By Lemma 4.3 and a standard calculus for G-SDEs, we could get that, for any s ∈ [lδ m , (l+1)δ m ∧δ),
which together with Gronwall's inequality implies that,
with
Recalling the choice of δ m , one can easily check that ρ m converges to 0 as m → ∞.
Step 4 (The proof of the inequality (21)). For each l = 0, . . . , N m , set
and
From Lemma 4.3 and the equation (22), we get that
where we have used the fact that N m δ m ≤ δ ≤ (N m + 1)δ m in the last inequality. By a similar way, we could obtain that
Thus, it follows from the definition of J m that
Now, with the help of term (iv) of Lemma 3.3 and Lemma 4.3, we have that,
On the other hand, applying Lemma 4.1 and Lemma 4.7 yields that,
Then, by the definition of H (see inequality (17)) and the above two inequalities, we derive that, for each l = 1, . . . , N m ,
Consequently, in view of the inequality (23), we deduce that
The proof is complete.
Remark 4.6
The assumption (H3) is used for establishing uniform L 3 G -estimate for the slow diffusion process, which is crucial for inequality (20) in our setting. Indeed, one could strengthen the assumption (H2) to remove (H3); see [19] .
Proof. Consider the following G-SDE:
Recalling equation (5), we get that 
which together with inequality (7) yields that, for each t > 0,
On the other hand, recalling the definition X D,εm,x and using the Markov property (see term (7) of Theorem 5.1 in [18] ), we conclude that
, which together with the inequality (24) indicates the desired result. This ends the proof.
Finally, we are ready to complete the proofs of Theorem 3.6 and Theorem 3.9. The proof of Theorem 3.6. Without loss of generality, assume that t ∈ [0, T ]. Let (t,x,x) ∈ [0, T ] × R 2n be fixed. Denote by u ϕ the solution to PDE (9) with the initial condition ϕ. Similarly, we can define u ϕ,ε . The proof is divided into the following two steps.
Step 1 (ϕ ∈ C b.lip (R n )). Suppose that the sequence (ε l ) l≥1 converges to 0. Then, from Lemma 4.2, we can find a subsequence (ε lm ) m≥1 that u ϕ,ε lm converges to some function
2n . Applying Lemma 4.5 yields that u ϕ, * is a viscosity solution to the averaged PDE (9). It follows from Lemma B.1 in appendix B that u ϕ, * ≡ u ϕ . Thus, we derive that
which implies the desired result.
Step 2 (ϕ ∈ C(R n ) of polynomial growth). For each positive integer N , we can find a function
With the help of Lemma 4.3, we have that, for any (s,
Then, from inequality (25), we get that N .
Sending N → ∞, we deduce that lim On the other hand, applying equation (25) N , which indicates that u ϕN converges uniformly to u ϕ, * on each compact subset of [0, T ] × R 2n . In the spirit of Proposition 4.3 in [9] and Lemma B.1 in appendix B, we conclude that u ϕ, * is the unique viscosity solution to the averaged PDE (9) . The proof is complete. The proof of Theorem 3.9. It suffices to prove the case that k = 2, since other cases can be proved by iterative method. Without loss of generality, assume that t 1 , t 2 ∈ [0, T ].
From Theorem 3.6 and Lemma 4.3, it is easy to check that ϕ 1 (x 1 ) = lim which is the desired result. Now, we shall prove the above claim. For each positive integer N , we can find a function ϕ N ∈ C b.lip (R 2n ) so that
Thus, according to Lemma 4.3, we have that
N .
On the other hand, by a similar analysis as Lemma 4.2, it is easy to check thatÊ[ϕ N (x 1 , X ε,(x 1 ,x 1 ) t2−t1 )] uniformly converges to ϕ 1 N (x 1 ) on each compact subset of R 2n . Consequently, from the above inequality, we get that the claim holds. The proof is complete. 
