Abstract. This paper proposes and analyzes fully data driven methods for inference about the mean function of a stochastic process from a sample of independent trajectories of the process, observed at discrete time points and corrupted by additive random error. The proposed method uses thresholded least squares estimators relative to an approximating function basis. The variable threshold levels are estimated from the data and the basis is chosen via cross-validation from a library of bases. The resulting estimates adapt to the unknown sparsity of the mean function relative to the selected approximating basis, both in terms of the mean squared error and supremum norm. These results are based on novel oracle inequalities. In addition, uniform confidence bands for the mean function of the process are constructed. The bands also adapt to the unknown regularity of the mean function, are easy to compute, and do not require explicit estimation of the covariance operator of the process. The simulation study that complements the theoretical results shows that the new method performs very well in practice, and is robust against large variations introduced by the random error terms.
Introduction
In this paper we develop and analyze new methodology for inference about the mean of a stochastic process from data that consists of independent realizations of a stochastic process observed at discrete times, where each observation is contaminated by an additive error term. Formally, let {X(t), 0 ≤ t ≤ 1} be a stochastic process with mean function and covariance function Γ(s, t) = Cov(X(s), X(t)), for all 0 ≤ s, t ≤ 1. We denote the zero mean process X(t) − f (t) by Z(t). We observe Y ij at times t j , for 1 ≤ i ≤ n, 1 ≤ j ≤ m, that are of the form Y ij = X i (t j ) + ε ij (1) where X i (t), with mean f (t), are random independent realizations of the process X(t). We assume that ε ij are independent across i and j with zero mean and variance
In this paper we propose new methods for estimating and constructing confidence bands for f . Although the estimation of f received considerable attention over the last decade, the theoretical study of data adaptive estimators in model (1) is still open to investigation. In contrast with the abundance of methods for estimating f , methods for constructing confidence bands for f are very limited. This motivates our twofold contribution to the existing literature: (1) We construct computationally efficient and fully data-driven estimators and confidence bands for f , without making distributional assumptions on the process Z(t) or smoothness assumptions on f ; (2) We assess the quality of our data adaptive estimates theoretically and prove that both the estimators and the confidence bands adapt to the unknown regularity of f . Moreover, we show that our bands are, asymptotically in n, uniform in f .
In what follows we review the existing results in the literature and provide further motivation for our procedure. The problem of estimating f from data generated from (1) e.g., Rice and Silverman (1991) ]. All resulting estimates depend on tuning parameters that are method specific. Theoretical properties of these estimates of f are still emerging, and have only been established for non-adaptive choices of the respective tuning parameters, that is choices that require prior knowledge of the smoothness of f , [see, e.g. Zhang and Chen (2007) and Gervini (2006) ]. Although guidelines for data-driven choices of these parameters are offered in all these works, the theoretical properties of the resulting estimates are still open to investigation. In contrast, we suggest in Section 2 below a computationally simple method based on thresholded least squares estimators. Our method does not require any specification of the regularity of f (t) or X(t) prior to estimation. We show via oracle inequalities that our estimators adapt to this unknown regularity.
Whereas the estimation of the mean f (t) of the process X(t) is well understood, modulo the technical and possibly computational issues raised above, the construction of uniform confidence intervals for f has not been investigated in this context and in general the construction of confidence bands for f in model (1) seems to have received little attention. Zhang and Chen (2007) and Yao (2007) construct kernel-type estimators and show that they are asymptotically normal with mean f (t) and variance Γ(t, t)/n.
Although not addressed implicitly in these works, one can use these results to build confidence bands. This construction would require the estimation of Γ(t, t), using for instance the large body of work on the estimation of the covariance operator, based on the Karhunen-Loeve decomposition of the process X(t) and the subsequent estimation the the functional eigenfunctions and eigenvalues, see, e.g., Müller (2005) , Benko, Härdle and Kneip (2009), who also comment on the possible instability of these estimates and offer refined methods for improved performance. We offer an alternative method in Section 2.5 below. Our procedure is computationally simple, avoids direct estimation of the covariance matrix Γ(t j , t k ), 1 ≤ j, k ≤ m, and leads to adaptive bands that are uniform in the parameter f .
The rest of the paper is organized as follows. In Section 2.2 below we discuss thresholded least squares estimators in the functional data setting. Our emphasis is on hard threshold estimators, but we also discuss briefly the closely related soft threshold estimators. In Section 2.3 we establish oracle inequalities for the fit of the estimators which show that the estimates adapt to the unknown sparsity of the mean f . The sparsity of f is relative to a given approximating basis. In Section 2.4 we suggest cross-validation for choosing the basis from a library of bases. Since each basis induces an estimator, our procedure can be regarded as one of selecting an estimator from a given list. We then establish an oracle inequality for the selected estimator, that shows that the selected estimator performs, essentially, as well as the best estimator from the list, in terms of mean squared error relative to the unknown f . In Section 2.5 we give the construction of the confidence bands and prove that they have the desired coverage probability. Section 3 contains a comprehensive simulation study that strongly supports the theoretical merits of the method and indicates that our method compares favorably with existing methods. The net merit of the proposed method is very visible when the variance of the random noise ε is at the same level as that of the stochastic process Z(t) and we discuss this in detail in Sections 3.2 and 3.3. All the proofs are collected in the Appendix.
2. Methodology 2.1. Preliminaries. As explained in the introduction, the aim of this paper is (a) to estimate the mean f (t) of the process X(t) and (b) to construct confidence bands for the mean f (t). Our approach is based on thresholded least squares estimates obtained relative to bases φ 1 , . . . , φ m that are orthonormal in L 2 (P m ), where P m is the empirical measure that puts mass 1/m at each t j . Thus, our bases satisfy
Examples include the Fourier, local trigonometric and Haar bases.
and (4)
For ease of notation we suppress the dependence on m in µ k and A ik . Under model
(1) the random variables A 1k , . . . , A nk , for each k, are independent and identically distributed with mean zero and variance
in the special case where Γ(s, t) = τ 2 1{s = t} for all s, t, the variances σ
for each j. We motivate below our proposed methods for inference on (f (t 1 ), . . . , f (t m )) .
2.2.
Threshold-type estimators for functional data. Our procedure falls between two of the currently used strategies: averaging estimated individual trajectories and applying various smoothing methods to the entire data set. Our initial estimator of f (t j ) is a least squares estimator, which can be viewed as an average (over n) of weighted values of the Y ij 's. Our final estimator will be a truncated version of the least squares estimator, with data dependent truncation levels determined from the entire data set.
We describe our procedure below. The least squares estimator based on all observations of µ = (µ 1 , . . . , µ k , . . . µ m ), for µ k defined by (3) , is the vector µ = (
Using the orthonormality property of the basis the estimators µ k of µ k are given by
the sample average (over n) of µ i,k , which in turn are the least squares estimators of µ i,k = µ k + A ik based on the observations Y ij from the i-th curve only. Using again the orthonormality property of the basis used for this fit, the estimators µ i,k of µ i,k are given by
Recalling that each Y ij follows model (1), and using the representations (2) - (4), we can further write µ i,k as
Since ε ij and A ik have mean zero and are independent across i and j we obtain, for
Similarly, we find that
The initial (unbiased) estimator f LS (t j ) based on the least squares estimates µ k of the mean function f (t j ) is simply
and its variance may be unnecessarily inflated by the presence of, possibly many, very small estimates µ k . This can be remedied by truncating the coefficients at a level that takes into account both the variability of the measurement errors ε and the variability of the stochastic process Z(t); this is the essential difference between truncated estimators based on data generated as in (1) and their counterpart based only on independent data in a standard nonparametric regression setting. We will use the truncation level r k given below and we will justify it theoretically and practically in the next sections.
Let z(α) be the quantile corresponding to a N (0, 1) random variable and 0 < α < 1 is a given number. Define
for some small δ > 0 (that is set to zero in practice) that depends on
Notice that S 2 k a consistent and unbiased estimator of Var(
We will focus on hard threshold estimators of the coefficients µ k and function f . They are, respectively
We will also consider, for completeness, the soft threshold estimators:
The two estimators are closely related as the coefficients µ k ( r k ) and µ k ( r k ) differ by at most r k since
In the next section we discuss the goodness-of-fit of these estimates in terms of the mean squared error and error in the supremum norm.
2.3.
Oracle inequalities for the estimators of the mean of a stochastic process. To discuss the quality of the estimates given above relative to the mean f , we first investigate their properties relative to a truncated version of f and obtain the desired results as a consequence. We motivate the truncation of f below. Consider the theoretical truncation level
where z(α) is the quantile corresponding to a N (0, 1) random variable and 0 < α < 1 is a given number. Notice that this is the population counterpart of the data based levels given in (9) above. Define, for each 1 ≤ k ≤ m,
and we writef
for a truncated version of f . When the truncationf (r) retains the main features of f , it can be considered as the new target for inference. This is the approach we take in the sequel. As an illustrative example, we consider the mean function 
are close to zero for both bases. We consider the truncation level r k given above with α = 0.05, n = 400, σ In what follows we show that the thresholded estimates introduced in the section above adapt to the sparsity of f . Of course, since f is unknown, so is its sparsity relative to a given basis. Nevertheless, we show that our estimators adapt to this unknown sparsity in terms of their fit, and refer to these results as oracle inequalities. The type of oracle inequalities that we establish below illustrate that the fit of our estimators depends(d) Corresponding nonzero coefficients Figure 1 . Sparsity of the mean function f relative to the Haar and Fourier bases only on the estimation errors induced by the estimates of the non-zero coefficients of a sparse representation of f within a given basis. As our example indicates, and as is the case in any non-parametric estimation problem, the overall quality of our estimator will further depend on the choice of the basis used for estimation. We will therefore complement the construction of our estimator with a basis selection step. We begin by stating our results for a given basis.
For both hard and soft threshold estimators we obtain estimation bounds on the fit at the observation points t j . We formulate our results in terms of the empirical supremum norm m,∞ and L 2 norm m,2 defined below. For any real function g, let
All theorems and results of this article require that E[|Z(t)| 2 ] < ∞, for all t, and that
The next three theorems are proved for a given basis and the desired probability α. All estimates are based on the threshold level r k = r k (α) given in (9), for a user specified value of α. The following result establishes oracle inequalities for the hard-threshold estimators. Definē
which differs by 2δ from r k defined above in (10) , for a quantity δ that is arbitrarily close to zero; this is needed for purely technical reasons, and for all practical purposes r k and r k can be considered the same.
with probability at least 1 − α, as n → ∞.
The same conclusion holds for the soft-threshold estimator:
Theorem 2. Letr k be as in (11) . For all m ≥ 1, 0 < α < 1 and δ > 0
with probability at least 1 − α, as n → ∞. Theorems 1 and 2 yield immediately results on the performance of these estimators relative to the untruncated f . In particular, the following inequality holds with probability at least 1 − α as n → ∞:
for both estimators g = f (2b r) and g = f (2b r) . This follows directly from the above results and the triangle inequality. The first term f (r) − f m,2 can be viewed as the approximation error or bias term, whereas the second term represents the estimation error or standard deviation term. The bias term is unavoidable, and its size depends on the basis choice. It suggests the need for an adaptive method, that would select the basis that is best suited for the unknown underlying mean function f . We discuss this in Section 2.4 below. Theorems 1 and 2 are novel type of oracle inequalities for thresholded estimators, as they guarantee the "in probability", rather than "on average", performance of the estimator, at any probability level of interest 0 < α < 1. These properties hold for our estimates, as they are constructed relative to variable threshold levels that depend on α. To the best of our knowledge, such results are new in the functional data context. They are also new in the general non-parametric settings, where a more traditional way to state the oracle properties of the estimators is in terms of the expected mean squared error, see, for instance, Johnstone (1995, 1998) , Wasserman (2006) , Tsybakov (2009) and the references therein. For completeness, we also give an assessment of our estimates in terms of the expected mean squared error in Theorem 3 below, which restates Theorem 1 in terms of expected values. To avoid technical clutter, we consider the toy estimator f (2r) in lieu of f (2b r) . Recall the notation
Theorem 3. For all m ≥ 1, 0 < α < 1 and δ > 0, we have
In particular, if Z is a Gaussian process and ε ij are Gaussian random variables,
Theorem 3 shows that the expected mean squared error of our estimator also adapts to the unknown sparsity of f , as indicated by the first term in either inequality (13) or (14) . The second term in these inequalities is essentially an average of the quantities that constitute the first term. This is more evident from the closed form expression (14) , and shows that this second term is negligible relative to the first one, especially
for small values of α.
Data adaptive basis selection.
The results of the previous section make it clear that the basis choice influences both the bias and the variance of our estimates; the type of basis one uses for the fit can be regarded as the tuning parameter of our estimation procedure. We give below a data adaptive procedure of selection and show in Theorem 4 below that the estimator based on the selected basis behaves essentially as if the best basis for approximating the unknown f was known in advance.
We select the basis via a cross-validation (data-splitting) technique, by randomly dividing the n discretized curves {(Y ij , t j ), 1 ≤ j ≤ m} in two equally sized groups. The first sample {(Y ij , t j ), 1 ≤ j ≤ m, i ∈ I 1 } is used for constructing various estimates, say g , 1 ≤ ≤ L, based on various bases, choices of α and thresholding methods (hard and soft). The second sample (hold-out or validation sample)
is used to select the optimal estimate g = g b that minimizes the empirical risk 1
Here I 2 is the index set for the curves that are set aside to evaluate the estimators g and n 2 = |I 2 | is its cardinality.
for some constant C p ≤ 7.35p/ max{1, log(p)}.
Remark. Theorem 4 requires that the process Z(t) and the random error ε have moments strictly larger than 2, which is still a very mild assumption.
The last term in the right hand side of (15) is of order 1/n, making the sum of the last two terms of order 1/n. This can be regarded as the price to pay for using a data adaptive procedure to select the appropriate basis. The factor 2 multiplying the right hand side of (15) can be reduced to 1 + β at the cost of increasing the last two terms on the right by a factor proportional to 1/β, for β > 0 arbitrarily close to zero. To avoid notational clutter we opted for using the constant 2. Therefore, Theorem 4 shows that the basis selection process yields an estimate that is essentially as good as the best estimate on the list, in terms of expected squared error. Since which is best cannot be known in advance, as f is unknown, the result of Theorem 4 can also be regarded as an oracle inequality.
2.5. Confidence bands. In this section we will construct confidence bands for f that are uniform over the parameter space. We begin with the confidence band based on a hard threshold estimator given below. Set
and notice that it differs by δ from r k given in (9) above. This is again needed for technical reasons, as in practice δ can be set to zero.
Theorem 5.
(1) For all m ≥ 1, 0 < α < 1 and δ > 0
contains {f (2r) (t j ), 1 ≤ j ≤ m} with probability at least 1 − α, as n → ∞.
(2) Moreover, if all non-zero coefficients µ k exceed 2r k , the band can be made smaller by a factor 3:
We obtain similar results for the soft-threshold estimator.
Theorem 6. For all m ≥ 1, 0 < α < 1 and δ > 0
Lemma 7 in the Appendix below and the remark following it show that the bands have asymptotic probability 1 − α uniformly in the parameter f or, equivalently, in the parameter (µ 1 , . . . , µ m ). This rules out the possibility of exhibiting, for each n, a "bad" parameter value (µ 1 , . . . , µ m ) for which the coverage probability is much smaller than 1 − α. This would have been the case had we based our construction on the limiting distribution of the truncated estimators f or f , when the resulting confidence bands cannot be expected to be uniform, as pointed out by, for instance, Genovose and
Wasserman (2008) and Wasserman (2006) .
Typically, the price to pay for having uniform confidence bands is the width of the band, which is necessarily larger than the width of a pointwise band, as a uniform band needs to cover all unfavorable cases. However, if we restrict the space of the parameters over which we require uniformity to spaces containing only those µ k that are above a small threshold, the width of our bands can be made significantly narrower, as in (2) of Theorem 5 above. Theorems 5 -6 above show that the average width of the bands is a multiple (1, 2 or 3) , depending on the estimator and type of uniformity,
Remark. From the expression above it is clear that the bands and their width adapt to the unknown sparsity of f , as only the coefficients µ k above the given threshold r k contribute to the band and they, in turn, estimate the true coefficients above a certain threshold, which reflect the sparsity of f . Since sparsity is relative to a given basis, in practice the construction of a confidence band is based on the best basis selected from a library of bases, as discussed in Section 2.4 above. Finally, in order to obtain uniform bands of reasonable width, we constructed confidence bands for the surrogatē f 2r of f , as advocated by Genovese and Wasserman (2008) for bands in standard nonparametric regression models based on non-functional data; this surrogate is based on the best selected basis and will capture the main features of f , as illustrated in Figure 1 of Section 2.2.
Numerical results
3.1. Simulation design. We conducted our simulations for a combination of types of stochastic processes, stationary and non-stationary, and differentiable and nondifferentiable mean functions. Specifically, we consider two stationary processes, AR (1) and ARIMA(1,1), and two non-stationary processes, the Brownian Bridge (BB) and Tsybakov (2009) for an argument and a more detailed discussion of smoothness classes. Any other bases with this property can be considered, and the qualitative and quantitative points we illustrate here will remain essentially the same.
3.1.1. Simulation scenarios. We simulated n curves for each of the eight combinations (signal, stochastic process) above. Each curve 1 ≤ i ≤ n is observed at m equally spaced points t j ∈ [0, 1] and the observations follow model (1), Wand (1995) to our case. We obtain the estimated bandwidth b plug using dpill in R, and the estimate f locpoly (t) using locpoly in R; (2) Nadaraya-Watson kernel smoothing (NWK) with a global bandwidth, discussed in a functional data setting by, e.g., We contrast the estimates above with our estimates. We consider hard threshold estimates (HT) obtained by truncating the least squares estimates either at levels r k , for each k, and denote the resulting estimate by HT(r), or at levels 2 r k , to obtain HT(2r), for r k given in (9) above, for δ = 0. We have also conducted extensive simulation experiments for the soft-thresholded estimates ST(r) and ST(2r), and in all cases we obtained inferior results to those obtained for the hard-thresholded estimators and for space limitations we do not report them in what follows. These results were expected, as the soft-thresolded estimator shrinks the least squares coefficients, and would need to be followed by a re-fitting step, which essentially amounts to the hard thresholding procedure we analyze below. Tables 1 and 2 contain the estimated mean squared errors for all the competing estimates, together with the hard-thresholded estimates; we also included the least squares estimator as a basis of comparison. For brevity we only included the results relative to f (t) equal to Signal 1; we have obtained very similar results for Signal 2, and do not report them here for space considerations. The SNR for these simulations was set to 4.25, and we lower it substantially in the next section. Our results support the following.
Conclusions on the performance of the fit of the estimators.
1. Our estimates, as expected, are sensitive to the basis choice. Since in this case the signal is differentiable, the best approximation and estimation is obtained via the Fourier basis. This supports, once more, the need for complementing any estimation procedure based on basis approximations with a basis selection step.
2. If σ * = 10, that is when the variance of the process dominates the variance of the random errors, the threshold estimators based on the Fourier basis perform essentially the same as most of the competing estimators, though they are consistently slightly better. It should be noted though that the performance of the competing estimators depends crucially on the selection of the tuning parameters of the respective method;
therefore improvements of these estimates may be possible, via a refined choice of the respective tuning parameters. This may become very involved computationally and difficult to analyze theoretically. In contrast, our computationally simple estimator is fully data-driven: the threshold levels are estimated from the data and our tuning parameter, the basis, can also be selected via a simple cross-validation method with proven optimality properties.
3. If σ * = 1 the difference between our estimator and the competing ones is more pronounced, especially for the BM and ARIMA(1,1) processes, suggesting that this type of estimation is more robust against the variability in the data. As an additional remark, our experiments indicate that some of the estimators proposed in the literature may be outperformed by the simple least squares estimator based on all the data points, or even by the naive sample average, if the choice of their tuning parameters is not refined; for all our simulations we did choose these tuning parameters adaptively as explained above, but we did not attempt to improve upon the published guidelines on their selection.
3.3.
Simulation results: confidence bands. The literature on confidence bands
for the mean in model (1) is limited. One stategy is to propose an estimator of f (t), establish its asymptotic distribution, and use this to construct confidence intervals.
Results pertaining to the asymptotic distribution of estimators of f (t) is model (1) are also limited; one exception is Zhang and Chen (2007) , who studied the asymptotic distribution of the mean estimator f AK (t) obtained by averaging kernel smoothed individual trajectories.
The coverage of the bands obtained via such a strategy will be affected by the accuracy of the estimators of the asymptotic variance. To investigate this effect we consider three bands of the form:
Band 1: V (t) = Γ(t, t), the theoretical variance function of the process Z(t). 
We compare these bands with the proposed bands constructed as in Theorem 5, (1) and (2), with Fourier basis functions φ k ,1 ≤ k ≤ m. We also investigate bands based on the untruncated least squares estimate:
The signal-tonoise ratio was set to 1.5 and 2.2, respectively. Tables 3 and 4 summarize the results for the AR(1) and BB processes and Signal 1. We obtained results similar in spirit for all our other cases, and do not include them here for brevity. The entries in these tables are the widths of the confidence bands followed, in parentheses, by their empirical coverage. Recall that we are interested in simultaneous (over all t j 's) coverage, and so the empirical coverage is given by the relative frequency over simulations of
for the various estimators g with their corresponding width B j at t j . For instance, g = f (b r) and B j = k r k |φ k (t j )|{| µ k | > r k } correspond to our first proposed band in Tables 3 and 4 . For our simulations we took α = 0.05, and we therefore expect our bands to have at least 95% coverage. The results presented in Tables 3 and 4 below support the following.
Conclusion on the proposed confidence bands
1. The coverage of the competing bands, based on the asymptotic normality of the estimators, depends crucially on the ratio of σ 2 ε , the variance of the random errors ε, to the variance of the process, as measured by σ * defined in (16) above. This is expected, as the variance of the limiting distribution of these estimates depends only on Γ(t, t), and is independent of σ 2 ε , which vanishes asymptotically in the limit. Therefore, bands that only take Γ(t, t) into account cannot adapt to relatively large contributions of ε to the overall variability, as quantified, in our simulations, by σ * = 1. 
41 (1.00) 1.32 (1.00) 1.88 (1.00) 1.66 (1.00) Both Tables 3 and 4 show this phenomenon: the bands based on asymptotic normality always become narrower as n increases. However, since their width does not take into account σ 2 ε , these bands loose completely (bottom of Tables 3 and 4 ) the excellent behavior they exhibit when σ * = 10 (top of Tables 3 and 4 ). Figure 3 (a) shows that for σ * = 1 the peak of f is never covered by the band, which is the reason for the extremely poor uniform coverage; we recall that the coverage is computed via (17) . In contrast, the first of our proposed bands is extremely robust to these variations, at the price of being slightly wider, as presented in Figure 3 that uses the theoretical variance of the processes. The differences between Band 2 and Band 3 illustrate the effect of estimating this variance on the coverage of the band.
3. The first of our proposed bands is uniform over the space of parameters that are larger than the noise level quantified by r k , 1 ≤ k ≤ m. It is the least conservative of our bands, and is the one we suggest for use in practice. The trade-off between its width and its robustness against the variability in the data make it a strong competitor to the narrower, but less robust Bands 1 -3. The second of our bands is uniform over the whole parameter space and is therefore conservative and necessarily wide; nevertheless it is always smaller, sometimes by almost a factor of two than the extreme case of a naive uniform band based only on the untruncated least squares estimator.
Proof of Lemma 7.
E ik based on A ik defined above in (4) and
Then we can write for each fixed m,
and consequently, S A.1. Proof of Theorem 1. We first observe that
It remains to show that on the event Ω m,n,δ ,
holds for all 1 ≤ k ≤ m, and any m ≥ 1. Indeed, on Ω m,n,ε ,
For the second term, we consider two cases: |µ k | ≤ r k and |µ k | > r k and we get
where we used in the penultimate inequality the fact that |µ k | ≤ r k implies that | µ k | ≤ 2 r k . Combining the two preceding displays yields (18) .
A.2. Proof of Theorem 2. It suffices to show that on the event Ω m,n,δ ,
holds for all 1 ≤ k ≤ m. The remainder of the proof is identical to that of Theorem 1.
To show (19) , we begin by observing that
The first term on the right is zero:
since µ k > r k (and |µ k − µ k | ≤ r k ) implies that µ k > 0 and sgn( µ k ) = 1, and, in a similar way, µ k < −r k implies that µ k < 0 and sgn( µ k ) = −1. Consequently,
Combination of all these bounds gives (19) .
A.3. Proof of Theorem 5. We first notice that on the event Ω m,n,δ , we have
for all 1 ≤ k ≤ m. This follows essentially from interchanging the roles of µ k and µ k andr k and r k in the proof of (18):
The second claim follows from
if we have that all µ k = 0 if |µ k | ≤ 2r k .
A. 4 . Proof of Theorem 6. The proof is similar to the one of Theorem 5, except that we replace (20) by the following inequality, which holds on the event Ω m,n,δ :
A.5. Proof of Theorem 3. First observe that and take a = 1 to obtain the result.
