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Abstract
We introduce, for the first time, bicoherent-state path integration as a method for
quantizing non-hermitian systems. Bicoherent-state path integrals arise as a natural
generalization of ordinary coherent-state path integrals, familiar from hermitian quantum
physics. We do all this by working out a concrete example, namely, computation of
the propagator of a certain quasi-hermitian variant of Swanson’s model, which is not
invariant under conventional PT -transformation. The resulting propagator coincides
with that of the propagator of the standard harmonic oscillator, which is isospectral
with the model under consideration by virtue of a similarity transformation relating the
corresponding hamiltonians. We also compute the propagator of this model in position
space by means of Feynman path integration and verify the consistency of the two results.
Keywords: path integral quantization; PT symmetry; non-hermitian hamiltonians; quasi-
hermitian operators, coherent and bicoherent states; pseudo-bosons; Swanson model
I Introduction
In this paper we focus on the quantum-mechanical oscillator described by the non-self-adjoint
hamiltonian
Hθ =
1
2
(
p2 + x2
)− i
2
(tan 2θ)
(
p2 − x2) . (1.1)
acting on wave-functions in the standard Hilbert space H = L2(R). Here θ is a real parameter
restricted to the range
− π
4
< θ <
π
4
(1.2)
and x and p are the usual (hermitian) canonical position and momentum operators satisfying1 2
[x, p] = i1 .
This hamiltonian is a variant [1] of Swanson’s model [2], which unlike the latter, is not in-
variant under conventional PT -symmetry[3]. In fact, under PT -transformation, Hθ → H−θ =
H†θ . Note, however, that the canonical transformation x→ p , p→ −x, transforms H−θ to Hθ.
Thus, Hθ and H−θ are isospectral.
We can rewrite Hθ in yet a different form as
Hθ =
1
2 cos 2θ
[(
e−iθp
)2
+
(
eiθx
)2]
. (1.3)
Thus, Hθ is obtained from the standard harmonic oscillator Hθ=0 (with spectrum En = n+
1
2
)
by a complex canonical transformation
x→ Xθ = eiθx , p→ Pθ = e−iθp , (1.4)
such that
[Xθ, Pθ] = i1 , (1.5)
followed by multiplication by an overall scale factor
ωθ =
1
cos 2θ
. (1.6)
(Note that ωθ is well defined for all θ in the range (1.2).) We thus conclude that the eigenvalues
of Hθ are
En = ωθ
(
n+
1
2
)
n = 0, 1, 2, . . . . (1.7)
1We work in units in which ~ = 1.
2In order to avoid obfuscation of the physical aspects of our presentation, we shall ignore mathematical
subtleties associated with unbounded operators, such as x, p and Hθ, except for occasions on which it is
absolutely necessary to spell them out.
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This spectrum is an even function of θ. Consequently, once again, we see that the spectrum
of Hθ is invariant under PT -transformation. It obviously coincides with the spectrum of the
conventional hermitian harmonic oscillator
hθ = ωθ
(
a†a+
1
2
1
)
, (1.8)
where a = 1√
2
(x+ip) and a† = 1√
2
(x−ip) are the standard annihilation and creation operators.
In fact, Hθ and hθ are isospectral because they are related by the similarity transformation [4]
Hθ = TθhθT
−1
θ , (1.9)
where
Tθ = e
iθ
2
(a2−a†2) (1.10)
is an unbounded, self-adjoint positive-definite operator, which we readily recognize as the
squeezing operator [5] with imaginary squeezing parameter iθ. Consistency of (1.3) and (1.9)
then requires that
Xθ = TθxT
−1
θ and Pθ = TθpT
−1
θ , (1.11)
as well. This is indeed the case, because (1.4) is nothing but the result of the non-unitary
squeezing transformation with Tθ.
For the benefit of readers not familiar with squeezed coherent states, we note that in the
position representation
Tθ = e
− θ
2
(xp+px) = ei
θ
2 eiθ
d
d log x . (1.12)
Thus, Tθ acting on any sensible function ψ(x) shifts log x by iθ, followed by a multiplication
by an overall phase: Tθψ(x) = e
i θ
2ψ(eiθx). Using this representation of Tθ and the fact that
T−1θ = T−θ, we can prove that Tθ
(
x
(
T−1θ ψ(x)
))
= eiθxψ(x) in a straightforward manner. In
a similar way, we can prove that Pθψ(x) = e
−iθpψ(x) = −ie−iθ dψ(x)
dx
.
The similarity transformation (1.11) implies that Xθ and Pθ are isospectral to x and p.
That is, Xθ and Pθ are diagonalizable with purely real spectra. At the same time, (1.4) tells
us that they are also proportional to x and p, up to complex phases. However, this does not
lead to a contradiction, because the similarity transformation (1.11) maps H onto Hθ. The
relations (1.4) are only valid in Hθ, where x and p are not hermitian. On the other hand,
the operators x and p which appear on the right-hand sides of the two equations in (1.11), do
operate on H, where they are hermitian.
It follows from (1.9) that H†θ = T
−1
θ hθTθ = T
−2
θ HθT
2
θ . That is, H
†
θ and Hθ are also related
by a similarity transformation, or equivalently, satisfy the intertwining relation3
H†θ gθ = gθHθ , (1.13)
3Since Hθ and gθ are unbounded, this equation must be given a proper meaning, for instance by acting on
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with
gθ = T
−2
θ = e
iθ(a†2−a2) = eθ(xp+px) . (1.14)
The intertwining relation (1.13) means thatHθ is actually hermitian with respect to the metric
gθ, namely, in the Hilbert space Hθ equipped with inner product
〈ψ1|ψ2〉θ = 〈ψ1|gθ|ψ2〉 . (1.15)
That is,
〈Hθψ1|ψ2〉θ = 〈ψ1|Hθψ2〉θ, (1.16)
by virtue of (1.13). As θ → 0, this Hilbert space turns, of course, into the standard Hilbert
space Hθ=0 ≡ H (≡ L2(R)) with metric g0 = 1 .
Clearly, Hθ is an observable in our theory, as areXθ and Pθ. More generally, any operator A
in this theory, which is hermitian with respect to gθ, that is, satisfies the intertwining relation
A† gθ = gθA , (1.17)
is an observable. Such observables are sometimes referred to as a quasi-hermitian operators[6],
because A is related to a hermitian operator by a similarity transformation, in a manner
analogous to (1.9) and (1.11).
The Swanson model [2] mentioned above, namely, the PT −symmetric relative of (1.1),
offers yet another example of a quasi-hermitian hamiltonian. This well-studied model also
demonstrates the fact that given the hamiltonian H , the metric g is not unique [2, 6, 7, 8].
Various choices of g lead to different quantizations of the system, with different irreducible
sets of observables, in different Hilbert spaces.
More generally, the hamiltonian of any PT −symmetric quantum mechanical system, with
unbroken PT symmetry, is hermitian with respect to the CPT -inner product of that system
[3], and therefore possesses real spectrum.
I.1 Quantum dynamics
Path integration is a method for computing matrix elements of the time evolution operator
(or propagator) e−iHθt, which governs dynamics of the system. Thus, a few words are in order
concerning dynamics of observables in our model.
vectors in some dense domain. Moreover, unbounded similarity transformations should be treated with extra
care, since some eigenvectors of the transformed operator (the analog of Hθ) may not belong to the domain
of the transforming operator (the analog of Tθ). Under such circumstances, the transformed operator and its
resulting image (the analog of H†
θ
) are not isospectral. Happily, this is not the case in (1.9).
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Time evolution in the Hilbert space Hθ is unitary, namely,
eiH
†
θ tgθe
−iHθt = gθ , (1.18)
which is a trivial consequence of (1.13).
Consequently, Quantum Mechanics formulated in Hθ is essentially not different from con-
ventional hermitian Quantum Mechanics. To start with, the inner product of any two states
|ψ1,2(t)〉 = e−iHθt|ψ1,2(0)〉, which evolve in time according to the Schro¨dinger equation, is time-
independent: 〈ψ1(t)|ψ2(t)〉θ = 〈ψ1(0)|ψ2(0)〉θ. This implies, of course, probability conservation
in the case of identical states.
By forming matrix elements of an observable A = A(0) in the Schro¨dinger picture, we
immediately deduce from (1.17) that its Heisenberg picture counterpart A(t) evolves according
to
A(t) = eiHθtA(0)e−iHθt . (1.19)
Equivalently, the Heisenberg equation of motion resulting from (1.19) is
iA˙(t) = [A(t), Hθ] . (1.20)
Thus, observables which commute with Hθ are conserved in time.
It is trivial to verify that A(t) fulfils the intertwining relation (1.17) at all times, and is
therefore an observable. This is consistent with the fact that the spectrum of A(t) is conserved
in time, because formally, (1.19) is a similarity transformation4.
I.1.1 The quasi-hermitian position and momentum operators Xθ and Pθ
The Heisenberg equations of motion (1.20) for Xθ and Pθ,
X˙θ = ωθPθ and P˙θ = −ωθXθ (1.21)
are similar in form to the corresponding equations of motion in the hermitian problem. We
can readily solve them and find
Xθ(t) = e
iHθtXθ(0)e
−iHθt = Xθ(0) cosωθt + Pθ(0) sinωθt
Pθ(t) = e
iHθtPθ(0)e
−iHθt = Pθ(0) cosωθt−Xθ(0) sinωθt . (1.22)
These solutions preserve the equal-time canonical commutation relation
[Xθ(t), Pθ(t)] = i1 (1.23)
4We qualify this similarity as formal because e±iHθt are unbounded, in principle, and the range of, say,
e−iHθt needs not to be in the domain D(A(0)) of A(0).
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at all times.
Formally, by invoking the similarity transformations (1.9) and (1.11) to the middle term
in each of the equations in (1.22), we can easily show that
Xθ(t) = Tθ
(
eihθtx(0)e−ihθt
)
T−1θ = Tθx(t)T
−1
θ
Pθ(t) = Tθ
(
eihθtp(0)e−ihθt
)
T−1θ = Tθp(t)T
−1
θ . (1.24)
Thus, (1.11) holds for operators in the Heisenberg representation as well. Xθ(t) and Pθ(t) are
(formally) similar to their hermitian counterparts x(t) and p(t). They are therefore diagonal-
izable, and their spectra are real as well.
We shall now derive the spectral decompositions of Xθ(t) and Pθ(t) in terms of complete
biorthogonal bases of right- and left-eigenvectors. To this end, we start by substituting the
standard spectral decompositions
x(0) =
∞∫
−∞
dx x|x〉〈x| ,
∞∫
−∞
dx |x〉〈x| = 1 , 〈x|x′〉 = δ(x− x′)
p(0) =
∞∫
−∞
dp p|p〉〈p| ,
∞∫
−∞
dp |p〉〈p| = 1 , 〈p|p′〉 = δ(p− p′) (1.25)
of x(0) and p(0), valid in the Hilbert space H, in (1.24). Therefore,
Xθ(t) =
∞∫
−∞
dx x
(
Tθe
ihθt|x〉) (〈x|e−ihθtT−1θ )
Pθ(t) =
∞∫
−∞
dp p
(
Tθe
ihθt|p〉) (〈p|e−ihθtT−1θ ) . (1.26)
From this equation we can read-off the desired spectral decompositions in terms of complete
biorthogonal bases of right- and left-eigenvectors for the time-dependent operators as follows.
For Xθ(t) we obtain
Xθ(t) =
∞∫
−∞
dx x|x; t〉R L〈x; t|
|x; t〉R = Tθ|x; t〉 = Tθeihθt|x〉 = eiHθtTθ|x〉
|x; t〉L = T−1θ |x; t〉 = T−1θ eihθt|x〉 = gθeiHθtTθ|x〉 = gθ|x; t〉R , (1.27)
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where we used (1.9) and (1.14), and invoked hermiticity of (1.10). Completeness and biorthog-
onality follow immediately:
∞∫
−∞
dx |x; t〉R L〈x; t| = 1 , L〈x; t|x′; t〉R = δ(x− x′) . (1.28)
Similarly, for Pθ(t) we obtain
Pθ(t) = Tθ|p; t〉 =
∞∫
−∞
dp p|p; t〉R L〈p; t|
|p; t〉R = Tθeihθt|p〉 = eiHθtTθ|p〉
|p; t〉L = T−1θ |p; t〉 = T−1θ eihθt|p〉 = gθeiHθtTθ|p〉 = gθ|p; t〉R , (1.29)
and ∞∫
−∞
dp |p; t〉R L〈p; t| = 1 , L〈p; t|p′; t〉R = δ(p− p′) . (1.30)
These spectral decompositions, into eigenstates with purely real eigenvalues x and p, will be
crucial for us in constructing the Feynman path integral for this system in Section V.
I.1.2 The Classical Limit
The classical counterparts of the operators Xθ(t) and Pθ(t) in (1.22) are real variables, cor-
responding to their parent quantum observables with their real spectra. This, together with
the classical limit of (1.4), means that eiθx and e−iθp should be taken as real variables as
well. That is, in the classical limit of the system originally defined in Hθ, the particle actually
moves along the line in the complex x-plane making an angle −θ with the real axis. (These
are precisely the anti-Stokes lines discussed in Section II.2 below.)
The classical variables Xθ(t) and Pθ(t)obviously have canonical Poisson brackets, and any
function A(Xθ(t), Pθ(t)) of these phase-space variables satisfies the canonical Hamiltonian
equation of motion
A˙ = {A,Hθ} = ∂A
∂Xθ
∂Hθ
∂Pθ
− ∂A
∂Pθ
∂Hθ
∂Xθ
, (1.31)
obtained from (1.20) in the classical limit.
I.2 Objectives
The main objective of this paper is to compute the propagator associated with (1.1) by means
of path integration based on bicoherent states [9]. Bicoherent states are a powerful tool in
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studying non-hermitian systems such as (1.1), and the present paper is the first application
of bicoherent states to path integration. We shall also compute the transition amplitude of
(1.1) in position space, by means of Feynman path integration, and verify the consistency of
the two results. As a byproduct of this computation, we shall gain insight into what Feynman
path integrals of non-hermitian quantum systems really mean.
I.2.1 Hθ vs. H
The object of main interest in this paper is the probability amplitude
Afi(t) = 〈ψf |e−iHθt|ψi〉θ = 〈ψf |gθe−iHθt|ψi〉 (1.32)
for unitary time evolution of an initial state |ψi〉 into a final state |ψf〉. Time evolution is
unitary, because (1.32) is defined in the Hilbert space Hθ. In this evolution, the metric gθ acts
as a boundary term, at the end of the process. Its sole function is to ensure unitarity of the
process, so that |Afi(t)|2 is the probability to start from |ψi〉 and end up at |ψf 〉 after time t.
Now, imagine sandwiching the propagator e−iHθt between two resolutions of unity associated
with the position operator, as in the first equation in (1.25):
Afi(t) = 〈ψf |gθ
∞∫
−∞
dx1 |x1〉〈x1|e−iHθt
∞∫
−∞
dx2 |x2〉〈x2|ψi〉
=
∞∫
−∞
dx1 dx2 〈ψf |gθ|x1〉 〈x1|e−iHθt|x2〉 〈x2|ψi〉 (1.33)
The factors 〈ψf |gθ|x1〉 and 〈x2|ψi〉 are fixed position-dependent wave-functions, determined
by the initial and final states. The interesting term, encoding the dynamics of our system, is
the matrix element
G(x1, x2; t) = 〈x1|e−iHθt|x2〉 (1.34)
of the propagator. It is this object (or its analog, with |x1,2〉 replaced by a pair of bicoherent
states to be defined below) which we shall derive path-integral representations for. As it
stands, we can think of it simply as a matrix element of a non-hermitian operator acting on
the standard Hilbert space H. This is the approach we shall adopt henceforth throughout the
rest of this paper.
In contrast to the hermitian case, (1.34) by itself is of course not a probability amplitude,
but this should not prevent us from representing it as a path integral. After computing (1.34)
by what-ever method we choose, we can plug it back into (1.33) and compute the relevant
probability amplitude.
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II Pseudo-boson operator analysis of Hθ
We use the standard annihilation and creation operators a = 1√
2
(x + ip), a† = 1√
2
(x − ip) to
form the linear combinations [4]{
Aθ = TθaT
−1
θ = a cos θ + ia
† sin θ = 1√
2
(
eiθx+ e−iθ d
dx
)
,
Bθ = Tθa
†T−1θ = a
† cos θ + ia sin θ = 1√
2
(
eiθx− e−iθ d
dx
)
.
(2.1)
It is clear that (for θ 6= 0) A†θ 6= Bθ and also that
[Aθ, Bθ] = 1 . (2.2)
Moreover,
[Aθ, A
†
θ] = −[Bθ, B†θ] = 1 cos 2θ . (2.3)
For these reasons, we shall refer to Aθ, Bθ and their hermitian adjoints as pseudo-boson oper-
ators. For further details and mathematical discussion of these operators, see [4, 10].
We can use these pseudo-boson operators to write
Hθ = ωθ
(
Bθ Aθ +
1
2
1
)
, (2.4)
The two vacua of Aθ and B
†
θ are defined, respectively, by

Aθϕ
(θ)
0 (x) = TθaT
−1
θ ϕ
(θ)
0 (x) = 0
B†θΨ
(θ)
0 (x) = T
−1
θ a
†TθΨ
(θ)
0 (x) = 0 ,
(2.5)
where we have used hermiticity of Tθ. Thus, ϕ
(θ)
0 (x) and Ψ
(θ)
0 (x) must be proportional, re-
spectively, to Tθ and T
−1
θ acting on ϕ0(x) - the ground-state wave-function of the hermitian
harmonic oscillator corresponding to θ = 0:
ϕ
(θ)
0 (x) = αTθϕ0(x) = Nϕ exp
(
−1
2
e2iθ x2
)
Ψ
(θ)
0 (x) =
1
α∗
T−1θ ϕ0(x) = NΨ exp
(
−1
2
e−2iθ x2
)
. (2.6)
The arbitrary complex proportionality constant α in the first equation determines that of the
second equation as 1
α∗
due to the normalization condition〈
ϕ
(θ)
0
∣∣Ψ(θ)0 〉 = 1 (2.7)
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(taken as the usual L2(R) inner product of these states). This normalization condition must
hold, because ϕ
(θ)
0 (x) and Ψ
(θ)
0 (x) comprise the first pair of left- and right-biorthogonal eigen-
vectors of Hθ. Equivalently, the normalization constants Nϕ and NΨ in front of the Gaussian
functions in (2.6) are constrained by (2.7) according to
N∗ϕNΨ =
e−iθ√
π
. (2.8)
It is at this point that the reason for restricting the parameter θ to lie in the range (1.2)
becomes clear: In that range ℜ(e±2iθ) = cos 2θ > 0, and therefore both ϕ(θ)0 (x) and Ψ(θ)0 (x)
(as well as all the other eigenstates, as can be seen from the discussion in the next subsection)
belong to L2(R).
II.1 Eigenstates
The eigenstates of Hθ and H
†
θ , respectively ϕ
(θ)
n (x) and Ψ
(θ)
n (x), can be derived in the usual
manner [4], by using the raising ladder operators Bθ and A
†
θ :

ϕ
(θ)
n (x) = αTθϕn(x) =
1√
n!
Bnθ ϕ
(θ)
0 (x) =
Nϕ√
2n n!
Hn
(
eiθx
)
exp
(−1
2
e2iθ x2
)
,
Ψ
(θ)
n (x) = 1α∗T
−1
θ ϕn(x) =
1√
n!
(A†θ)
nΨ
(θ)
0 (x) =
NΨ√
2n n!
Hn
(
e−iθx
)
exp
(−1
2
e−2iθ x2
)
,
(2.9)
where Hn(x) is the n-th Hermite polynomial. These are just the conventional eigenstates
ϕn(x) of the hermitian harmonic oscillator Hθ=0, rotated into the complex-x plane by ±θ. It
then follows immediately from (2.2) (and its hermitian adjoint) and from (2.5) that
Aθϕ
(θ)
n (x) =
√
nϕ
(θ)
n−1(x) and B
†
θΨ
(θ)
n (x) =
√
nΨ
(θ)
n−1(x) , (2.10)
in complete analogy with the hermitian case.
The eigenstates (2.9) define the two sets of functions, F (θ)ϕ = {ϕ(θ)n (x), n ≥ 0} and F (θ)Ψ =
{Ψ(θ)n (x), n ≥ 0}. As discussed in detail in [4, 10], these two sets are complete in L2(R), but
they are not bases. The proof of this claim is based on the fact that [4]
∥∥ϕ(θ)n ∥∥2 = |Nϕ|2
√
π
cos 2θ
Pn
(
1
cos 2θ
)
,
where Pn(x) is the n-th Legendre Polynomial. Similarly, for
∥∥∥Ψ(θ)n ∥∥∥, we have
∥∥Ψ(θ)n ∥∥ =
∣∣∣∣NΨNϕ
∣∣∣∣ ∥∥ϕ(−θ)n ∥∥ =
∣∣∣∣NΨNϕ
∣∣∣∣ ∥∥ϕ(θ)n ∥∥ .
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Since (cos 2θ)−1 > 1 one has [11] Pn
(
1
cos 2θ
) → ∞ as n → ∞. Therefore both ∥∥∥ϕ(θ)n ∥∥∥ and∥∥∥Ψ(θ)n ∥∥∥ diverge with n. Hence, see [4], they cannot be bases for L2(R).
Nevertheless, these two sets are biorthogonal,
〈
ϕ
(θ)
n
∣∣Ψ(θ)m 〉 = δn,m, and they comprise Lϕ-
quasi-bases. Here Lϕ is the linear span of the functions ϕn(x) = ϕ(0)n (x) = Ψ(0)n (x) (taken
with Nϕ = NΨ =
1
π1/4
). The set {ϕn(x)} is the orthonormal basis of the standard quantum
harmonic oscillator, to which our model reduces at θ = 0. Hence the set Lϕ is clearly dense
in L2(R). The fact that F (θ)ϕ and F (θ)Ψ are Lϕ-quasi bases means that, for all f, g ∈ Lϕ,
〈f |g〉 =
∑
n
〈
f |ϕ(θ)n
〉 〈
Ψ(θ)n |g
〉
=
∑
n
〈
f |Ψ(θ)n
〉 〈
ϕ(θ)n |g
〉
. (2.11)
This equality is not necessarily maximal. That is to say, it might happen that a larger set
G ⊃ Lϕ exists, such that (2.11) can be extended to all f, g ∈ G. We shall return to this issue
later on.
Many other details on the properties and applications of pseudo-bosons can be found in
[4, 10], to which we refer the interested reader. Here we are more interested in introducing
the bicoherent states [9] for Hθ, and use them to construct the bicoherent-state path integral
of the model.
II.2 Stokes wedges and observability of the operators x and p
We have seen above that having θ lying in the range (1.2) renders both ϕ
(θ)
0 (x) and Ψ
(θ)
0 (x)
square-integrable along the real axis. In fact, all eigenstates decay at spatial infinity in both
directions like Gaussians. These states are vectors in the standard Hilbert space H = L2(R)
(recall the discussion in Section I.2.1), in which x and p are observables. Physically, the
particle propagates along the real axis. Its position is a measurable quantity corresponding
to the observable x. Similarly, its momentum is a measurable quantity corresponding to the
observable p.
It is instructive to reverse this logic, and see how the restriction (1.2) on θ arises from the
requirement that x and p be observables in H, or equivalently, that Xθ and Pθ be observables
in Hθ. To this end, consider the standard Schro¨dinger eigenvalue equation of the harmonic
oscillator (that is, θ = 0 in (1.1))
− 1
2
ψ′′(x) +
x2
2
ψ(x) = Eψ(x) , (2.12)
subjected to the boundary condition that ψ(x)→ 0 as |x| → ∞. We can extend this problem
to the complex-x plane. Eigensolutions of (2.12) vanish asymptotically in wedges of angular
11
opening π
2
centered about the negative- and positive-real axes. These are the Stokes wedges
for this problem [3, 12, 13]. These wedges are bounded by the Stokes lines of the differential
equation (2.12). The real line, bisecting these wedges, is the anti-Stokes line of the problem.
The eigensolutions of (2.12) decay most rapidly along anti-Stokes lines and become purely
oscillatory along Stokes lines.
Let us now turn θ on. The eigenstates ϕ
(θ)
n (x) of Hθ are determined by solving (2.12)
but with x → Xθ = eiθx, in accordance with (1.4). The Stokes wedges for this problem are
obtained by rotating the Stokes wedges of the original equation (2.12) clockwise by angle θ
when it is positive, or counter-clockwise by angle |θ| when it is negative.
Recall the discussion in Section I.1.2 and note that the complex variable Xθ = e
iθx is real
along the new anti-Stokes line. It would be interesting to investigate the relation between
anti-Stokes lines in analytically continued spectral problems more generic than (2.12) and the
range of the observable position (or momentum) operator, to see whether this is a generic
feature.
The spectral decomposition (1.25) of x in H and (1.27) of Xθ in Hθ involve integration
over all real values of x, which we identify with the real axis in the complex x plane associated
with (2.12). Thus, the real axis must remain within the Stokes wedges of the rotated problem.
To this end, we have to restrict |θ| < π
4
, as in (1.2).
Solving the Schro¨dinger equation for the eigenstates Ψ
(θ)
n (x) of H
†
θ leads to the same restriction
on θ, since H†θ = H−θ.
Again the same restriction (1.2) on θ arises also from solving the Schro¨dinger eigenvalue
equation for Hθ and H
†
θ in the momentum representation, and demanding that p be an ob-
servable in H and Pθ be an observable in Hθ, that is, that the real axis in the complex-p plane
always passes through the Stokes wedges as they are rotated according to p→ Pθ = e−iθp.
II.3 The bicoherent states associated with Hθ
Bicoherent states were introduced in [9, 14] as a generalization of conventional coherent states,
pertaining to hermitian systems, to tackle non-hermitian quantum systems. In the present
paper we focus exclusively on bicoherent states associated with the hamiltonian 5 (1.1). These
bicoherent states are built upon the two biorthogonal families of vectors F (θ)ϕ and F (θ)Ψ , which
are Lϕ-quasi bases, as indicated by (2.11). Thus, based on (2.5) and (2.10), and in com-
plete analogy with the construction of conventional coherent states [16, 17, 18], the desired
5For a general discussion of bicoherent states see [9, 14], and also [15].
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bicoherent states are given in terms of the two series
ϕ(θ)(z, x) = N(|z|)
∞∑
k=0
zk√
k!
ϕ
(θ)
k (x)
Ψ(θ)(z, x) = N(|z|)
∞∑
k=0
zk√
k!
Ψ
(θ)
k (x) , (2.13)
with a common θ-independent normalization factor
N(|z|) =
( ∞∑
k=0
|z|2k
k!
)− 1
2
= e−
1
2
|z|2 . (2.14)
As is evident from the first equality in each of the equations (2.9), the bicoherent states are
related to the conventional coherent states
Φ(z, x) = N(|z|)
∞∑
k=0
zk√
k!
ϕk(x) (2.15)
of the hermitian harmonic oscillator according to
ϕ(θ)(z, x) = αTθΦ(z, x)
Ψ(θ)(z, x) =
1
α∗
T−1θ Φ(z, x) , (2.16)
where α was defined following (2.6).
Based on the detailed analysis made in [9, 14], the two series in (2.13) can be shown to
converge in the entire complex-z plane, for all values of θ in the range (1.2). Refs. [9, 14] fell
short of explicit expressions for these series as functions of z and x, which we now provide:
From the definition (2.9) of eigenstates, and from Rodrigues’ representation
Hn(u) = (−1)neu2 ∂
n
∂un
e−u
2
(2.17)
for Hermite’s polynomials [19], we can derive, after some straightforward steps, the following
explicit expressions
ϕ(θ)(z, x) = Nϕ exp
[
−1
2
(|z|2 + z2 + e2iθx2)+√2zeiθx]
Ψ(θ)(z, x) = NΨ exp
[
−1
2
(|z|2 + z2 + e−2iθx2)+√2ze−iθx] , (2.18)
for these states in the position representation. In the limit θ → 0 (in which Tθ → 1 ),
these expressions coincide with the conventional coherent-state wave functions in the position
13
representation. (See e.g., Eq. (27.12) in [18].) In other words, (2.18) are appropriate analytic
continuations of the conventional coherent state position wave functions into the complex-x
plane, replacing x with e±iθx, in accordance with (1.4).
A defining property of conventional coherent states is that they are eigenstates of the
annihilation operator. Our bicoherent states enjoy a natural generalization of this attribute.
Indeed, we can use (2.10) to show, in a straightforward manner, that ϕ(θ)(z, x) and Ψ(θ)(z, x)
are eigenstates of the two annihilation operators at hand, namely,
Aθϕ
(θ)(z, x) = zϕ(θ)(z, x) and B†θΨ
(θ)(z, x) = zΨ(θ)(z, x) . (2.19)
Another defining property of conventional coherent states is that they resolve the identity.
(In fact, they form an over-complete set.) This is also an attribute of bicoherent states, which
turn out to resolve (together) the identity, at least on the set Lϕ, which is dense in L2(R). To
see this, we have to verify that6
〈f |g〉 =
∫
C
d2z
π
〈f |ϕ(θ)(z)〉〈Ψ(θ)(z)|g〉 (2.20)
for any pair of vectors |f〉, |g〉 ∈ Lϕ. Integration over the complex plane in (2.20) is straight-
forward, based on the definition (2.13) and on the elementary integral∫
C
d2z
π
e−|z|
2 zmz∗n√
m!n!
= δmn .
The result is ∫
C
d2z
π
〈f |ϕ(θ)(z)〉〈Ψ(θ)(z)|g〉 =
∑
n
〈
f |ϕ(θ)n
〉 〈
Ψ(θ)n |g
〉
= 〈f |g〉 (2.21)
as required, by virtue of (2.11).
In a similar manner, we can establish the alternative resolution of the identity
〈f |g〉 =
∫
C
d2z
π
〈f |Ψ(θ)(z)〉〈ϕ(θ)(z)|g〉 . (2.22)
In complete analogy with conventional coherent states, the overlap matrix element of two
bicoherent states has the reporoducing kernel property [17]. More specifically, consider
K(z1, z2) = 〈Ψ(θ)(z1)|ϕ(θ)(z2)〉 (2.23)
6Here we have anticipated the measure d
2
z
pi
= 1
pi
dRe z dIm z from our experience with conventional coherent
states.
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for any pair z1, z2 ∈ C of complex variables. This overlap is well defined for all z1, z2 ∈ C due
to the Schwarz inequality. In order to compute it, recall the definition (2.13) and expand
K(z1, z2) = e
− 1
2
(|z1|2+|z2|2)
∞∑
k,l=0
z∗k1 z
l
2√
k! l!
〈
Ψ
(θ)
k
∣∣ϕ(θ)l 〉
= e−
1
2
(|z1|2+|z2|2)
∞∑
k=0
(z∗1 z2)
k
k!
= e−
1
2
(|z1|2+|z2|2)+z∗1 z2 . (2.24)
This is manifestly θ−independent, and holds in particular for θ = 0, namely, for the overlap
of coherent states of the standard harmonic oscillator Φ(z, x) = e−|z|
2/2
∑∞
k=0
zk√
k!
ϕk(x) =
Ψ(0)(z, x) = ϕ(0)(z, x). θ-independence of (2.24) should come at no surprise, since due to
(2.16) we can write
K(z1, z2) =
〈 1
α∗
T−1θ Φ(z1)
∣∣∣αTθΦ(z2)〉 = 〈Φ(z1)|Φ(z2)〉 , (2.25)
where we used hermiticity of Tθ in (1.10).
Thus, K(z1, z2) coincides with the reproducing kernel of conventional coherent states
K(z1, z2) = 〈Φ(z1)|Φ(z2)〉 = 〈Ψ(θ)(z1)|ϕ(θ)(z2)〉 = e− 12 (|z1|2+|z2|2)+z∗1 z2 , (2.26)
and therefore satisfies the reproducing relation [17]∫
C
d2z2
π
K(z1, z2)K(z2, z3) = K(z1, z3) . (2.27)
In a similar manner, we can also show that
K(z1, z2) =
〈
ϕ(θ)(z1)|Ψ(θ)(z2)
〉
, (2.28)
which is equivalent to hermiticity of the inner product in (2.26), namely,
K∗(z1, z2) =
〈
ϕ(θ)(z2)|Ψ(θ)(z1)
〉
= K(z2, z1) .
Needless to say, 〈Ψ(θ1)(z1)|ϕ(θ2)(z2)〉, when θ1 6= θ2, is still well defined, but does not satisfy
(2.27).
Finally, note that (2.26) and (2.28), together with (2.27) imply that
K(z1, z2) = 〈Ψ(θ)(z1)|ϕ(θ)(z2)〉 =
∫
C
d2z
π
〈Ψ(θ)(z1)|ϕ(θ)(z)〉〈Ψ(θ)(z)|ϕ(θ)(z2〉 . (2.29)
We have proved the resolution of unity (2.20) by bicoherent states in its weakest form, re-
stricting ourselves to the set Lϕ. We stress that (2.29) extends this resolution well beyond Lϕ.
This is so because (in comparison with (2.20)) the pair of bicoherent states |f〉 = |Ψ(θ)(z1)〉
and |g〉 = |ϕ(θ)(z2)〉 manifestly do not belong in Lϕ (they are not finite linear combinations
of the |ϕn〉’s). Yet, (2.29) demonstrates explicitly that the resolution of unity (2.20) holds for
such states as well.
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III The propagation amplitude
In this section we derive explicitly the matrix elements of the propagator e−iHθt in position
space and in terms of bicoherent states.
III.1 The bicoherent propagation amplitude
Consider the matrix element of the propagator between a pair of bicoherent states
D(θ)(zf , zi; t) =
〈
Ψ(θ)(zf)|e−iHθt|ϕ(θ)(zi)
〉
, (3.1)
for initial and final complex parameters zi, zf . The matrix elements (3.1), like their position-
space counterparts (1.34), contain all the information about the propagator e−iHθt, due to
(over-)completeness of bicoherent states, as was discussed in II.3. This renders D(θ)(zf , zi; t)
an object of utmost importance for us. Indeed, by invoking the completeness relations (2.20),
(2.22), or (2.29) (depending on which subsets of Hilbert space |ψi〉 and |ψf 〉 belong to), we
can obtain (1.32) from (3.1) as
Afi(t) =
∫
C
d2zf
π
d2zi
π
〈
ψf |gθϕ(θ)(zf)
〉
D(θ)(zf , zi; tf )
〈
Ψ(θ)(zi)|ψi
〉
. (3.2)
We conclude this short subsection by computing (3.1) explicitly. To this end, apply
the propagator e−iHθt to the bicoherent state ϕ(θ)(zi) in (2.13), and recall from (2.9) that
Hθϕ
(θ)
k (x) = ωθ(k +
1
2
)ϕ
(θ)
k (x). Thus,
e−iHθtϕ(θ)(zi) = e−iωθt/2ϕ(θ)
(
zie
−iωθt) . (3.3)
We now plug this into (2.26) and obtain the desired result
D(θ)(zf , zi; t) = e
−iωθt/2 〈Ψ(θ)(zf )|ϕ(θ)(zie−iωθt)〉
= e−iωθt/2 exp
[
−1
2
(|zf |2 + |zi|2) + z∗f zie−iωθt
]
. (3.4)
An alternative derivation of (3.4) starts from (2.16), according to which
D(θ)(zf , zi; t) =
(
1
α∗
T−1θ |Φ(zf)〉
)†
e−iHθtαTθ|Φ(zi)〉
= 〈Φ(zf )|T−1θ e−iHθtTθ|Φ(zi)〉
= 〈Φ(zf )|e−ihθt|Φ(zi)〉 , (3.5)
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where we have first used hermiticity of Tθ and then the similarity transformation (1.9). Thus,
D(θ)(zf , zi; t) coincides with the analogous coherent-state matrix element for the hermitian
harmonic oscillator with frequency ωθ, as is evident [18] from the last explicit form equation
in (3.4).
III.2 The propagator in position basis
The propagator matrix element (1.34) in position space
G(xf , xi; t) = 〈xf |e−iHθt|xi〉 (3.6)
can be computed by substituting 〈xf |ϕ(θ)(zf)〉 = ϕ(θ)(zf , xf) and 〈Ψ(θ)(zi)|xi〉 = (Ψ(θ)(zi, xi))∗
from (2.18) in (3.2), together with (3.4) and the complex conjugate of (2.8). We end up with
G(xf , xi; t) =
eiθ√
π
e−
i
2
ωθte−
1
2 [(e
iθxf )
2+(eiθxi)
2]I(xf , xi; t) (3.7)
where the double-Gaussian integral
I(xf , xi; t) =
∫
C
d2zfd
2zi
π2
exp
{
−|zf |2− |zi|2− 1
2
(z2f + z
∗2
i )+
√
2eiθ(zfxf + z
∗
i xi)+ z
∗
fzie
−iωθt
}
(3.8)
is computed in the Appendix. The final result is
G(xf , xi; t) =
eiθ√
2πi sinωθt
exp
{
ie2iθ
2 sinωθt
[
(x2f + x
2
i ) cosωθt− 2xfxi
]}
. (3.9)
By comparing (3.9) with the analogous matrix element of the conventional hermitian oscillator
hθ = ωθ
(
a†a+ 1
2
1
)
in (1.8),
〈xf |e−ihθt|xi〉 = 1√
2πi sinωθt
exp
{
i
2 sinωθt
[
(x2f + x
2
i ) cosωθt− 2xfxi
]}
. (3.10)
(see e.g. Eq. (6.38) in [18]), and with (1.3) and (1.4) in mind, it is gratifying to note that
(3.9) is nothing but the former expression, analytically continued according to
xi,f → eiθxi,f , (3.11)
followed by an overall multiplicative factor eiθ. (See Section V for more details.)
Finally, as a trivial check, note that G(xf , xi; t) → δ(xf − xi) (weakly) as t → 0, in
accordance with (3.6).
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IV The Bicoherent-State Path integral
The main objective of the present work is derivation of the bicoherent-state path integral
representation for the propagator (3.4). Surely enough, the path integral derivation of (3.4)
which follows is not as simple and straightforward as the direct derivation in Section III.1. For
simple systems such as (1.1), path integration techniques are evidently an over-kill. Moreover,
since (3.4) (and consequently (4.8) below) are identical to the analogous quantities for the
conventional hermitian oscillator with frequency ωθ, the bicoherent-state path integral we
are about to derive in this section for the propagator of the nonhermitian oscillator (1.1)
will be identical with the conventional coherent-state path integral of the hermitian oscillator.
Nevertheless, we shall pursue its derivation in what follows, because our purpose here is to take
advantage of the simplicity of (1.1) and use it to introduce bicoherent-path integration as a
novel technique for quantizing more complicated interacting non-hermitian systems, including
non-hermitian quantum field theories. Path integration may be the preferable method for
quantizing such systems. Our purpose here is to introduce this method and demonstrate that
it works.
IV.1 Slicing the time axis
The standard first step in constructing the path integral is to slice the segment of the time
axis between the initial ti = 0 and final tf = t > 0 times into small N segments:
0 = ti = t0 < t1 < t2 < · · · < tN−1 < tN = tf = t . (4.1)
With no loss of generality (and for simplicity), we shall take all these segments to be of equal
duration
ǫ = tk+1 − tk , (4.2)
so that
t = Nǫ . (4.3)
The total propagator e−iHθt is the result of propagation along theN consecutive time segments.
Thus, we write the bicoherent matrix element (3.1) as
D(θ)(zN , z0; t) =
〈
Ψ(θ)(zN)
∣∣ (e−iHθǫ)N ∣∣ϕ(θ)(z0)〉 , (4.4)
where we have renamed zi = z0 and zf = zN , in accordance with notation introduced in (4.1).
Next, as in (2.29), we insert N−1 resolutions of the identity at the intermediate slicing points
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in (4.4), labelling the bicoherent state complex parameter at time tk by zk. Note from (3.3)
that
e−iHθǫϕ(θ)(zk) = e−iωθǫ/2ϕ(θ)
(
zke
−iωθǫ) . (4.5)
By making use of this fact, and by invoking the reproducing kernel property (2.27) repeatedly
when integrating over the intermediate complex variables, we can rewrite D(θ)(zN , z0; t) as
D(θ)(zN , z0; t) =
∫ [N−1∏
k=1
d2zk
π
]
N∏
l=1
I(zl, zl−1), (4.6)
where
I(zl, zl−1) =
〈
Ψ(θ)(zl)|e−iHθǫ|ϕ(θ)(zl−1)
〉
= D(θ)(zl, zl−1; ǫ). (4.7)
I(zl, zl−1) is sometimes referred to as an element of the transfer matrix, as it transfers, or
propagates, the system from one time slice to the next one. Thus, from (3.4) we obtain
I(zl, zl−1) = e−iωθǫ/2 exp
{
−1
2
(|zl|2 + |zl−1|2) + z∗l zl−1e−iωθǫ
}
. (4.8)
Substituting (4.8) in (4.6) we conclude that
D(θ)(zN , z0; t) = e
−iωθt/2e−
1
2
(|zN |2+|z0|2)E(zN , z0), (4.9)
where
E(zN , z0) =
∫ [N−1∏
k=1
e−|zk|
2
d2zk
π
]
ee
−iωθǫ(z∗N zN−1+z
∗
N−1 zN−2+···+z∗1 z0). (4.10)
Computation of E(zN , z0) is based on the simple integral∫
C
e−|z|
2
d2z
π
ew
∗
2 z+z
∗ w1 = ew
∗
2 w1 . (4.11)
Hence, for instance, ∫
e−|z1|
2
d2z1
π
ee
−iωθǫ(z∗2 z1+z
∗
1 z0) = ez
∗
2 z0 e
−2iωθǫ,
∫
e−|z2|
2
d2z2
π
ee
−iωθǫz∗3 z2+z
∗
2 z0 e
−2iωθǫ = ez
∗
3 z0 e
−3iωθǫ ,
and so on, until the last integration over zN−1 yields
E(zN , z0) = ez∗N z0 e−iNωθǫ = ez∗N z0 e−iωθt . (4.12)
Finally, by plugging this result back in (4.9), we recover (3.4):
D(θ)(zN , z0; t) = e
−iωθt/2e−
1
2
(|zN |2+|z0|2)E(zN , z0) = e−iωθt/2e− 12 (|zN |2+|z0|2)+z∗N z0 e−iωθt . (4.13)
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IV.2 The limit of infinitely many time slices - the path integral
The discussion in the previous subsection is exact for any number N of time slices. It is
evident from this discussion that we always recover the correct matrix element (3.4), whatever
the number N of time slices is.
Let us think of the series of N points zl as snapshots of a function z(t) taken at the times
tl in (4.1):
zl = z(tl) . (4.14)
As N gets larger, the points zl sample the function z(t) at an ever increasing resolution. Thus,
in the limit N →∞, that is ǫ→ 0, we recover the function z(t), a trajectory in the complex
plane, in its entirety. With this picture in mind, the expression (4.6) for the propagation
amplitude D(θ)(zN , z0; t) can be interpreted, in the limit N → ∞, as a sum over all possible
paths z(t) in the complex plane, connecting z = z0 at t = 0 with z = zN at time t, where each
path is weighed with a complex amplitude which we derive below. This is the bicoherent-state
path integral representation of (3.1).
We proceed by rewriting (4.8) as
I(zl, zl−1) = e−iωθǫ/2 exp
{
−1
2
[
z∗l (zl − zl−1)− (z∗l − z∗l−1)zl−1
]
+ z∗l zl−1
(
e−iωθǫ − 1)} . (4.15)
It is at this point that we start making approximations in the limit ǫ→ 0. Evidently, one can
interpret the differences appearing in the second exponential in (4.15) as time-derivatives of
z(t),
zl+1 − zl ≃ ǫz˙l+1 , (4.16)
so that, up to corrections of O(ǫ2), we can write
I(zl, zl−1) = e−iωθǫ/2 exp
{
− ǫ
2
[z∗l z˙l − z˙∗l (zl − ǫz˙l)] + z∗l (zl − ǫz˙l)
(
e−iωθǫ − 1)} , (4.17)
or, more explictly,
I(zl, zl−1) = e
−iωθǫ/2 exp
{
− ǫ
2
(z∗l z˙l − z˙∗l zl)− iǫωθz∗l zl +O(ǫ2)
}
, (4.18)
for the transfer matrix element. We finally plug (4.18) in (4.6), neglect the O(ǫ2) terms on
the way, and obtain the bicoherent-state path integral representation of (3.4) as
D(θ)(zf , zi; t) =
∫ z(t)=zf
z(0)=zi
D2[z(t)] exp

−1
2
t∫
0
dt (z∗(t)z˙(t)− z˙∗(t)z(t))− i
t∫
0
dtH(z∗(t), z(t))


(4.19)
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where
H(z∗(t), z(t)) = ωθ(z∗z +
1
2
) (4.20)
is the classical symbol for the hamiltonian (2.4) (with Bθ replaced by z
∗ and Aθ by z), and
where the measure D2[z(t)] is the limit of the corresponding discrete measure
[∏N−1
k=1
d2zk
π
]
in (4.6) as N → ∞. Integration in (4.19) is carried over all paths z(t) in the complex plane
subjected to the boundary conditions z(0) = zi and z(t) = zf , and each path is weighed by
the phase factor eiS[z(t)], where the (real-valued) classical action S is
S[z(t)] =
i
2
t∫
0
dt (z∗(t)z˙(t)− z˙∗(t)z(t))−
t∫
0
dtH(z∗(t), z(t)) . (4.21)
As was commented upon already at the beginning of this section, the resulting bicoherent-
state path integral (4.19) is identical with the conventional coherent-state path integral of
the hermitian oscillator [18]. The difference between the hermitian and nonhermitian systems
will appear, of course, in position space matrix elements of propagators and in correlation
functions.
The semiclassical limit of (4.19) is governed by the classical equations of motion resulting
from (4.21), namely,
iz˙ =
∂H
∂z∗
= ωθz , iz˙
∗ = −∂H
∂z
= −ωθz∗ (4.22)
with the solution
z(t) = zie
−iωθt , (4.23)
which we recognize as the argument of ϕ(θ) in (3.3). This should come at no surprise, since
coherent states in general are minimal uncertainly states.
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V The Feynman Path Integral
We have derived in Section III.2 the position matrix element (3.9) of the propagator by trans-
forming its bicoherent-state matrix element (3.4) to the position basis. In this section we shall
derive (3.9) directly from the Feynman path integral representation of the propagator. We
shall do so by applying the Gelfand-Yaglom-Montroll method [21, 22], following Chapter 6 of
[18].
Before delving into Feynman path integration, let us present a quick way to compute this
matrix element directly from that of the hermitian theory (3.10). To this end we invoke (1.9)
and write
〈xf |e−iHθt|xi〉 = 〈xf |Tθe−ihθtT−1θ |xi〉 =
∞∫
−∞
dy1dy2〈xf |Tθ|y1〉〈y1|e−ihθt|y2〉〈y2|T−1θ |xi〉 (5.1)
The matrix elements of Tθ and its inverse can be deduced from (1.12) and the discussion
following it. One finds
〈x|Tθ|y〉 = ei θ2 δ
(
eiθx− y)
〈y|T−1θ |x〉 = 〈y|T−θ|x〉 = e−i
θ
2 δ
(
e−iθy − x) = ei θ2 δ (y − eiθx) . (5.2)
For these expressions to make any sense, we have to think of e±iθ as being real variables,
because of the one-dimensional real Dirac delta functions7. (In particular, we have used this
assumption to arrive at the last equality in (5.2).) Effectively, we are taking the corresponding
matrix element 〈x|T−iu|y〉 = 〈x|eiu2 (xp+px)|y〉 = eu2 δ (eux− y) of the ordinary unitary squeez-
ing operator (for real values of u) and its inverse, and then analytically continue to u = iθ.
Another way to interpret these expressions is to recall from Section I.1.2 that the classical
variable eiθx corresponding to the observable Xθ is real.
Thus, by substituting (3.10) and (5.2) in (5.1), we obtain (3.9) yet again.
Of course, we can express the propagator 〈y1|e−ihθt|y2〉 of the hermitian oscillator in (5.1)
as an ordinary Feynman path integral [18], which is the quickest way to write the Feynman
path integral for (3.9): These two path integrals are essentially the same, up to the action
of the operators T±θ at the end points. The paths to be summed over are just those of the
ordinary hermitian oscillator, and they correspond to its position operator x, which is an
7We stress once more: These genuinely real one-dimensional Dirac delta functions should not be confused
with any complexified generalizations of delta functions which exist in the literature. See [23]-[25] and references
therein.
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observable in H. It is of course similar to Xθ, which is an observable in Hθ. Thus, there
should be an equivalent derivation of this path integral by summing over paths in the real
configuration space associated with the quasi-hermitian operator Xθ(t) discussed in Section
I.1.1. The latter configuration space is identical to that of the hermitian problem, leading to
the same path integral.
To see this, we start by slicing the time segment as in Section IV.1, and write the propagator
matrix element (3.6) as
〈xN |e−iHθt|x0〉 = 〈xN
∣∣ (e−iHθǫ)N |x0〉 ,
with endpoints xi = x0 at t0 = 0 and xf = xN at tN = t. At each intermediate time tk we
insert a resolution of unity
∞∫
−∞
dxk|xk〉R L〈xk| = 1 (5.3)
in terms of eigenstates of the operator Xθ(0) according to (1.27) and (1.28) (evaluated at
t = 0), and write the matrix element as
〈xN |e−iHθt|x0〉 =
∞∫
−∞
dxN−1 · · ·
∞∫
−∞
dx1
〈xN |e−iHθ(tN−tN−1)|xN−1〉R L〈xN−1|e−iHθ(tN−1−tN−2)|xN−2〉R L〈xN−2| · · ·
e−iHθ(tk+1−tk)|xk〉R L〈xk|e−iHθ(tk−tk−1) · · · |x2〉R L〈x2|e−iHθ(t2−t1)|x1〉R L〈x1|e−iHθt1 |x0〉 .
(5.4)
Concentrate now on xk in (5.4). Evidently, from (1.27) and (1.28),
∞∫
−∞
dxk e
iHθtk |xk〉R L〈xk|e−iHθtk =
∞∫
−∞
dxk |xk; t〉R L〈x;t| = 1 (5.5)
is just the resolution of unity in terms of complete biorthogonal set of eigenvectors of the
quasi-hermitian operator Xθ(tk). Therefore,
〈xN |e−iHθt|x0〉 =
∞∫
−∞
dxN−1 · · ·
∞∫
−∞
dx1
〈xN |e−iHθtN |xN−1; tN−1〉R L〈xN−1; tN−1|xN−2; tN−2〉R L〈xN−2; tN−2| · · ·
|xk; tk〉R L〈xk; tk| · · · |x2; t2〉R L〈x2; t2|x1; t1〉R L〈x1; t1|x0〉 . (5.6)
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Thus, (5.6) expresses the propagation amplitude as a sum over all curves in the real config-
uration space associated with Xθ(t), which start at x0 at t0 = 0, terminate at xN at tN = t,
and pass through x1, x2, . . . xN−1 at the intermediate slicing points. The continuum limit
N → ∞, Nǫ = t of this sum, namely, Feynman’s path integral for the propagator of Hθ,
is therefore a sum over all paths in the real Xθ(t)-configuration space with the prescribed
boundary conditions.
Consider now the infinitesimal propagator between two consecutive intermediate points
L〈xk+1; tk+1|xk; tk〉R = 〈xk+1; tk+1|T−1θ Tθ|xk; tk〉 = 〈xk+1; tk+1|xk; tk〉 , (5.7)
where we used (1.27). Not surprisingly, it reduces to the corresponding matrix element of the
hermitian problem. Similarly, the matrix elements at the two endpoints are
〈xN |e−iHθtN |xN−1; tN−1〉R = 〈xN |Tθe−ihθǫ|xN−1〉
L〈x1; t1|x0〉 = 〈x1; t1|T−1θ |x0〉 . (5.8)
We end up simply with
〈xN |e−iHθt|x0〉 =
∞∫
−∞
dxN−1 · · ·
∞∫
−∞
dx1
〈xN |Tθe−ihθǫ|xN−1〉 〈xN−1; tN−1|xN−2; tN−2〉 〈xN−2; tN−2| · · ·
|xk; tk〉 〈xk; tk| · · · |x2; t2〉 〈x2; t2|x1; t1〉 〈x1|e−ihθǫT−1θ |x0〉 , (5.9)
which is just a very cumbersome way of writing 〈xN |(e−iHθǫ)N |x0〉 = 〈xN |(Tθe−ihθǫT−1θ )N |x0〉 =
〈xN |Tθ(e−ihθǫ)NT−1θ |x0〉, which leads us back to (5.1), as promised.
One can readily extend this discussion to computing matrix elements of time-ordered prod-
ucts T (Xθ(t1)Xθ(t2) · · ·Xθ(tK)) of the quasi-hermitian operatorXθ by means of Feynman path
integration. We shall not pursue this issue any further here, as our main interest is consistency
of our bicoherent and Feynman path ntegral results. We refer the interested reader to [26, 27]
for further details on Feynman path integrals for generic quasi-hermitian systems, and the role
of the metric g therein.
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V.1 Computing the path integral
The limiting process discussed following (5.6) leads, in what by now is a well known procedure
[18], to the path integral representation
G(xf , xi; t) = 〈xf |e−iHθt|xi〉 =
x(t)=xf∫
x(0)=xi
D[x(τ)] exp

i
t∫
0
Ldτ

 , (5.10)
for the matrix element (3.9). Here
L =
1
2ωθ
(
eiθx˙
)2 − ωθ
2
(
eiθx
)2
(5.11)
is the lagrangian corresponding to Hθ in (1.3), and summation is carried over all paths x(t)
subjected to the boundary conditions
x(0) = xi , x(t) = xf . (5.12)
As we shall see, this prescription takes correctly into account the effect of the operators Tθ
and T−1θ at the endpoints in (5.1).
In order to proceed, we follow Chapter 6 of [18], and shift the integration variable in
function space
x(τ) = xcl(τ) + η(τ) , (5.13)
where xcl(τ) is the solution of the classical equations of motion associated with the lagrangian
(5.11), subjected to (5.12). Thus, the functions η(τ) we integrate over are subjected to Dirich-
let boundary conditions
η(0) = η(t) = 0 . (5.14)
The jacobian for this shift of x(t) by a fixed known function xcl(t) is of course just unity, that
is, D[x(τ)] = D[η(τ)].
An overall multiplicative factor in the lagrangian, such as e2iθ, does not affect the Euler-
Lagrange equations of motion, which therefore coincide with those for the lagrangian L =
1
2ωθ
x˙2 − ωθ
2
x2 of the standard real harmonic oscillator with frequency ωθ, namely,
x¨+ ω2θx = 0 . (5.15)
The desired classical solution, subjected to (5.12), is readily found to be
xcl(τ) = xi
sin(ωθ(t− τ))
sin(ωθt)
+ xf
sin(ωθτ)
sin(ωθt)
. (5.16)
25
We now substitute (5.13) and (5.16) in (5.11) and compute the corresponding action functional
S[x(τ)] = S[xcl(τ)] +
e2iθ
2
t∫
0
(
1
ωθ
η˙2 − ωθη2
)
dτ
= S[xcl(τ)]− e
2iθ
2ωθ
t∫
0
η
(
d2
dτ 2
+ ω2θ
)
η dτ , (5.17)
where in the last integral we integrated by parts and used the boundary conditions (5.14).
Note that in (5.17) there is no term linear in η, because xcl(t) is an extremal configuration of
the action. After some additional work we obtain the classical action as
S[xcl(τ)] =
t∫
0
L(xcl, x˙cl) dτ =
e2iθ
2 sinωθt
[
(x2i + x
2
f ) cosωθt− 2xixf
]
. (5.18)
As a consistency check of the latter expression, note that for very small t it tends to
e2iθ
2ωθ
(xf − xi)2
t
,
namely, the action of a free particle of mass e
2iθ
ωθ
moving from xi to xf in time t, consistent
with the kinetic term of (5.11). Next, substitute (5.17) and (5.18) in (5.10) and write
G(xf , xi; t) = e
iS[xcl]
η(t)=0∫
η(0)=0
D[η(τ)] exp

−ie2iθ
2ωθ
t∫
0
η
(
d2
dτ 2
+ ω2θ
)
η dτ

 . (5.19)
The last Gaussian functional integration can be carried out explicitly by employing the
Gelfand-Yaglom-Montroll method [21, 22], as explained in [18]. To this end we first solve
the initial value problem
d2f(τ)
dτ 2
+ ω2θf(τ) = 0
f(0) = 0 , f˙(0) = 1 (5.20)
associated with the Dirichlet Sturm-Liouville operator d
2
dτ2
+ ω2θ in (5.19). The solution is
f(τ ;ωθ) =
sin(ωθτ)
ωθ
. (5.21)
Then, one can show that
η(t)=0∫
η(0)=0
D[η(τ)] exp

−ie2iθ
2ωθ
t∫
0
η
(
d2
dτ 2
+ ω2θ
)
η dτ

 = ( e2iθ/ωθ
2πif(t)
) 1
2
=
eiθ√
2πi sinωθt
, (5.22)
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because f(t;ωθ) is essentially the finite regularized form of the functional determinant of the
operator d
2
dτ2
+ ω2θ appearing in the Gaussian integral.
Finally, we substitute (5.18) and (5.22) in (5.19), and obtain our desired result
〈xf |e−iHθt|xi〉 = e
iθ
√
2πi sinωθt
exp
{
ie2iθ
2 sinωθt
[
(x2i + x
2
f ) cosωθt− 2xixf
]}
, (5.23)
which coincides with (3.9). Consistency of (3.9), which was derived from the bicoherent-state
path integral, and (5.23), which was derived directly from Feynman’s path integral, vindicates
our novel bicoherent-state path integral derivation.
VI Conclusions and outlook
In this paper we have introduced, for the first time, bicoherent-state path integration as a
method for quantizing non-hermitian systems. We have applied it to the concrete and very
simple system given by (1.1), and used it to obtain its propagator. We have verified the
consistency of our bicoherent-state results with direct Feynman path integration. On the way,
we have elucidated the type of paths summed over in the Feynman path integral.
The present work opens the way to applying bicoherent-state path integration to more
interesting quasi-hermitian systems which consist of many interacting degrees of freedom,
such as quasi-hermitian quantum field theories or statistical mechanical systems. As one final
comment, we just mention that our results for the Feynman path integral can be extended
also to non-hermitian systems which are not quasi-hermitian, as long as the non-hermitian
position or field operators are diagonalizable in terms of biorthogonal bases.
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Appendix: The Gaussian integral (3.8)
The bilinear form
ξ = |zf |2 + |zi|2 + 1
2
(z2f + z
∗2
i )−
√
2eiθ(zfxf + z
∗
i xi)− z∗fzie−iωθt (A.1)
in the exponential of the Gaussian integral (3.8) may be written in matrix form as
ξ =
1
2
uTMu− 1√
2
(
uTv + vTu
)
, (A.2)
with
u =


Rezf
Imzf
Rezi
Imzi

 , v =


eiθxf
ieiθxf
eiθxi
−ieiθxi

 (A.3)
and with the symmetric matrix
M =


3 i −e−iωθt −ie−iωθt
i 1 ie−iωθt −e−iωθt
−e−iωθt ie−iωθt 3 −i
−ie−iωθt −e−iωθt −i 1

 (A.4)
In these notations, the integral (3.8) may be written as
I(xf , xi; t) =
∫
R4
d4u
π2
e−ξ . (A.5)
The eigenvalues of M are 2(1± e−iωθt/2) and 2(1± ie−iωθt/2), all with non-negative real parts.
Thus, (3.8) converges (for most values of t), and it can be computed in the standard way, by
completing the squares in ξ. The result is
I(xf , xi; t) = 4
ev
T
M
−1
v
√
detM
. (A.6)
One can compute
detM = 32 ie−iωθt sinωθt (A.7)
and
M−1 =
1
4(1− e−2iωθt)


1− e−2iωθt −i(1 − e−2iωθt) 0 0
−i(1 − e−2iωθt) 3 + e−2iωθt 0 4 e−iωθt
0 0 1− e−2iωθt i(1− e−2iωθt)
0 4 e−iωθt i(1 − e−2iωθt) 3 + e−2iωθt

 .
(A.8)
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Putting everything together we obtain
I(xf , xi; t) =
e
iωθt
2√
2i sinωθt
exp
{
e2iθ
1− e2iωθt
(
x2f + x
2
i − 2eiωθtxfxi
)}
. (A.9)
Finally, substitution of (A.9) in (3.7) leads to (3.9).
Acknowledgements
This collaboration was initiated when the authors met at the International Centre for Theo-
retical Sciences (ICTS) during a visit for participating in the program ‘Non-Hermitian Physics
- PHHQP XVIII’ (Code: ICTS/nhp2018/06). This work was partially supported by the Uni-
versity of Palermo and by the Gruppo Nazionale di Fisica Matematica of Indam, and by the
Israel Science Foundation (grant No. 2040/17). J.F. also thanks the University of Palermo for
financial support via CORI.
References
[1] J. da Provideˆncia, N. Bebiano, J. P. da Provideˆncia, Non hermitian operators with real
spectrum in quantum mechanics, ELA 21 (2010) 98.
[2] M. S. Swanson, Transition elements for a non-Hermitian quadratic hamiltonian, J. Math.
Phys. 45 (2004) 585.
[3] C. M. Bender et al., PT Symmetry in Quantum and Classical Physics, (World Scientific
Publishing Europe, London 2019).
C.M. Bender, Making sense of non-Hermitian hamiltonians, Rep. Prog. Phys. 70 (2007)
947.
[4] F. Bagarello, Examples of pseudo-bosons in quantum mechanics, Phys. Lett. A 374
(2010) 3823.
[5] B. L. Schumaker, Quantum mechanical pure states with Gaussian wave functions, Phys.
Rep. 135 (1986) 317.
[6] F. G. Scholtz, H. B. Geyer and F. J. W. Hahne, Quasi-Hermitian Operators in Quantum-
Mechanics and the Variational Principle, Ann. Phys. 213, 74 (1992).
[7] H.F. Jones, On pseudo-hermitian hamiltonians and their hermitian counterparts, J. Phys.
A 38 (2005) 1741.
29
[8] D.P. Musumbu, H.B. Geyer and W.D. Heiss, Choice of a metric for the non-hermitian
oscillator, J. Phys. A 40 (2007) F75.
[9] F. Bagarello, Deformed quons and bi-coherent states, Proc. Roy. Soc. A 473 (2017)
20170049 (2017).
[10] F. Bagarello, Deformed canonical (anti-)commutation relations and non hermitian hamil-
tonians, in Non-selfadjoint operators in quantum physics: mathematical aspects, F.
Bagarello, J. P. Gazeau, F. H. Szafraniec and M. Znojil (Eds.), Wiley (2015).
[11] G.Szego¨, Orthogonal polynomials, American Mathematical Society, Colloquium Publica-
tions, Vol. 23, 4th ed., Amer. Math. Soc., Providence R.I., 1975.
[12] C.M. Bender and S.A. Orszag, Advanced Mathematical Methods for Scientists and Engi-
neers, McGraw-Hill, New York (1978).
[13] C.M. Bender and S. Boettcher, Real spectra in non-Hermitian hamiltonians having PT
symmetry, Phys. Rev. Lett. 80 (1998) 5243.
[14] F. Bagarello, F. Gargano, S. Spagnolo, Two-dimensional non commutative Swanson
model and its bicoherent states, Proceedings of the WGMP Conferences, 2017, Bialowieza,
Poland (in press).
[15] F. Bagarello, F. Gargano, S. Spagnolo, Bi-squeezed states arising from pseudo-bosons, J.
Phys. A, 51, 455204 (2018), https://doi.org/10.1088/1751-8121/aae165
[16] J.P. Gazeau, Coherent States in Quantum Physics, WILEY-VCH verlag GmbH and Co.
KGaA, Weinheim, (2009).
[17] J.R. Klauder and B.-S. Skagerstam, Coherent States: Applications in Physics and Math-
ematical Physics, World Scientific Publishing, Singapore, 1985.
The introductory chapter of this reprint volume has appeared separately as:
J.R. Klauder and B.-S.K. Skagerstam, A Coherent State Primer, available online at
https://www.researchgate.net/publication/264442109 A Coherent State Primer
[18] L.S. Schulman, Techniques and Applications of Path Integration, Dover Publications, Inc.,
Mineola, NY, (2005).
[19] M. Abramowitz and I.A. Stegun, Handbook of Mathematical Functions, Dover Publica-
tions Inc., NYC, (1965).
30
[20] O. Christensen, An Introduction to Frames and Riesz Bases, Birkha¨user, Boston, (2003).
[21] I.M. Gelfand and A.M. Yaglom, J. Math. Phys. 1 (1960) 48.
[22] E.W. Montroll, Commun. Pure and Applied Math. 5 (1952) 415.
[23] R. A. Brewster, J. D. Franson, Generalized delta functions and their use in quantum
optics, J. Math. Phys., 59, 012102 (2018)
[24] I. V. Lindell, Delta function expansions, complex delta functions and the steepest descent
method, Am. J. Phys., 61, 438-42 (1993)
[25] V. A. Smagin, Complex delta function and its information application, Automatic Control
and Computer Sciences, 48, No. 1, 1016 (2014)
[26] H.F. Jones and R.J. Rivers, Disappearing Q operator, Phys. Rev. D. 75 (2007) 025023.
[27] H.F. Jones and R.J. Rivers, Which Green Function does the path integral for quasi-
Hermitian Hamiltonians represent?, Phys. Lett. A 373 (2009) 3304.
31
