Let [t] represent a ÿnite population with t elements. Suppose we have an unknown d-family of k-subsets of [t]. We refer to as the set of positive k-complexes. In the group testing for complexes problem, must be identiÿed by performing 0, 1 tests on subsets or pools of [t]. A pool is said to be positive if it completely contains a complex; otherwise the pool is said to be negative. In classical group testing, each member of is a singleton. In this paper, we exhibit and analyze a probabilistic trivial two-stage algorithm that identiÿes the positive complexes. ?
Group testing for complexes
The screening of data sets is essential to modern technology. Whenever the objective is to ÿnd "positive objects" in a data set, a test indicating whether at least one positive is in a speciÿc part of the data set can greatly facilitate their isolation. Such tests are called binary group tests and the general mathematical method behind the identiÿcation of the positives using such tests is known as classical group testing. See [3] . The use of classical group testing to isolate objects that are individually positive has become standard experimental procedure. See [1] , [2] and [5] . However, very little work has been done in applying group testing techniques to the identiÿcation of objects that are collectively positive. This paper is an extension of the ideas in [6] . See remarks in Section 6.
Throughout the remainder of this paper, all simple lower case variables are assumed to be non-negative integers unless otherwise stated. Given set S, |S| denotes its cardinality.
[t] denotes the positive integers {1; 2; : : : ; t}. A subset of [t] with cardinality k is called a k-set. ( [t] k ) denotes the k-sets of [t] . Let [t] represent a ÿnite population with t elements. Suppose we have an unknown collection of k-sets = {S 1 ; : : : ; S d } of [t] . We refer to as the set of positive k-complexes and we simply call a subset in a k-complex. In the group testing for complexes (GTC) problem, (or a portion of ) must be identiÿed by performing certain 0,1 tests on subsets or pools 2 of [t] . A pool is said to be positive if it completely contains a complex; otherwise the pool is said to be negative. In short, if = {S 1 ; : : : ; S d }, then a pool P ⊂ [t] is positive if and only if there is an S i ⊂ P for some i with 1 6 i 6 d. In classical group testing, each member of is assumed to be a singleton. A GTC pooling design on [t], {P i } i∈ [n] , is simply a collection of pools of the population assayed to identify some or all of the complexes. We use the incidence matrix representation of a GTC pooling design. That is, given a binary n × t matrix M , identify an element u of [t] with the uth column of M . Then the ith pool, P i , in this design is given by the ith row of M . P i is the set of all columns of M that have a 1 in the ith row.
2. Random modiÿcations of matrices Deÿnition 1. Let 0 ¡ p ¡ 1 be a real number. Let r i be a random row vector of length t, each entry of which is 1 with probability p. Given an n × t 0,1 matrix , we deÿne (m; p; t) to be the (m + n) × t matrix that results from adding m random rows r i with 1 6 i 6 m to . We let ! j with 1 6 j 6 n be the jth row vector of . We let u 1 (i); : : : ; u v (i); : : : ; u t (i) where 1 6 j 6 n and u 1 (i); : : : ; u v (i); : : : ; u t (i) with 1 6 i 6 n+m denote the column vectors of and (m; p; t), respectively. The meaning of u v (i) will be clear from the context. Deÿnition 2. Given an n × t 0,1 matrix , we deÿne the mn × t 0, 1 matrix * (m; p; t) whose rows are the coordinate-wise intersections r i ∧ ! j of the rows r i and ! j in (m; p; t) with 1 6 i 6 m and 1 6 j 6 n. We order the rows r i ∧ ! j lexicographically. We let u 1 (i; j); : : : ; u v (i; j); : : : ; u t (i; j) denote the column vectors of * (m; p; t). See Fig. 1 .
In this paper we focus exclusively on binary matrices that are complements (interchange 0s and 1s) of what we call almost disjunct matrices. Deÿnition 3. Let A be n×t 0,1 matrix and let {a v (i)}, where 1 6 i 6 n and 1 6 v 6 t, be the column vectors of A. Let E be the event that an r-set of columns {a vs (i)} . Let 0 ¡ 6 1 be a real number. Given the uniform distribution on the r-sets of columns of A, we say that A is -almost r-disjunct if Prob(E) 6 1 − .
In other words, if A is -almost r-disjunct, then for a randomly selected r-set of columns S = {a vs (i)} r s=1 , the probability that the only columns that are below the sup of S are those in S is at least . A matrix is r-disjunct [3] (or r-superimposed [4] ) if and only if it is 1-almost r-disjunct.
Suppose that is the complement of an -almost r-disjunct matrix. Suppose u v (i) ∈ {u vs (i)} r s=1 . Then 1 − is an upper bound on the probability that u v (i) ¿ r s=1 u vs (i). In other words, if is the complement of an -almost r-disjunct matrix, then the set of column vectors above the inf of a randomly selected r-set of column vectors C = {u vs (i)} r s=1 is exactly the set C itself with probability at least . Henceforth, we assume that is the complement of an -almost r-disjunct matrix. Henceforth, we assume that is an -almost r-disjunct matrix. Note that for our applications in group testing for k-complexes, we must assume that k = r. This is, we use an -almost k-disjunct matrix in our group testing for k-complexes algorithm.
Since the columns of , (m; p; t) and * (m; p; t) are in an obvious correspondence, then given a d-family of k-sets S 1 ; : : : ; S ' ; : : : ; S d of columns of , we have the corresponding d-families of sets of columns in (m; p; t) and * (m; p; t), respectively and vice versa. We use the single notation S 1 ; : : : ; S ' ; : : : ; S d to denote a family of k-sets in , (m; p; t) and/or * (m; p; t). The meaning of S ' will be clear from the context. Also, we shall assume that a family of k-sets = {S 1 ; : : : ; S ' ; : : : ; S d } has been generated by selecting each member S ' from the uniform distribution for the k-sets without replacement. Thus for 1 6 ' 6 d, ' = ' 0 , the d − 1 random variables X '; '0 = |S ' \ S '0 | are independent and identically distributed with distribution function
where 0 6 y 6 k:
Deÿnition 4. Let S 1 ; : : : ; S ' ; : : : ; S d be k-sets of columns of . We say that the random part of (m; p; t) separates S '0 from S 1 ; : : : ; S ' ; : : : ; S d with ' 0 = ' if there is a row r i with 1 6 i 6 m of (m; p; t) such that every column of S '0 in (m; p; t) has a 1 in row r i and for each S ' with ' 0 = ' there is a column of S ' in (m; p; t) with a 0 in row r i . In other words, the row vector r i covers S '0 in (m; p; t) and does not cover S ' in (m; p; t) with ' 1 = '. Note that for our applications, we assume that S '0 is one of the sets S 1 ; : : : ; S ' ; : : : ; S d .
Pooling and decoding
We identify a population of cardinality [t] with the columns u 1 (i; j); : : : ; u v (i; j); : : : ; u t (i; j) of * (m; p; t). Suppose there are d positive k-complexes = {S 1 ; : : : ; S ' ; : : : ; S d } (selected as indicated in the end of Section 2) with S ' ={u vs (i; j)} k s=1 . We use the matrix * (m; p; t) to construct our pools. A row r i ∧! j of * (m; p; t) determines a pool of the population in the obvious way. That is, an element u v (i; j) is in the pool determined by r i ∧ ! j if and only if there is a 1 in the entry where r i ∧ ! j and the column u v (i; j) intersect. This happens exactly when both r i and ! j cover u v (i) in (m; p; t). By testing each pool r i ∧ ! j , we deÿne a binary mn-vector o(i; j) called the output vector by setting the (i; j)th entry in the lexicographical order equal to 1 if the test result of pool r i ∧ ! j is positive and 0 if negative. So pool r i ∧ ! j is positive if and only if there is some S ' = {u vs (i)} k s=1 where both r i and ! j cover S ' in (m; p; t). The algorithm is quite simple. Since there is a trivial conÿrmatory phase, our algorithm is a trivial two-stage algorithm. Suppose we have an output vector o(i; j) generated by an application of the pooling strategy outlined above. Let o i (j) denote the subvector of o(i; j) where i is ÿxed. Algorithm 1. For each i with 1 6 i 6 m, consider the set of columns of * (m; p; t),
where i is ÿxed and u v (j) a column in }. Then for each C i with |C i | = k, test the set C i as a small pool. If pool C i is positive, then since it is a k-set, it must be a k-complex. Example 1. In Fig. 2 , we use a small example to demonstrate the pooling and decoding scheme.
is the complement of 4 × 4 identity matrix which is 2-disjunct (indeed, 
4-disjunct). The population has four objects and there are two positive 2-complexes. Since only C 1 has |C 1 | = 2, then only C 1 is tested and would be discovered to be a 2-complex. Here 13 tests (12 ÿrst stage, one conÿrmatory stage) are used to identify one of two positive 2-complexes.
; u 2 (i; j); u 3 (i; j); u 4 (i; j)};
Analysis of the algorithm
To analyze Algorithm 1, we need to understand the conditions that make C i a k-complex. Suppose S ' = {u vs (i; j)} k s=1 is a k-complex. Consider the corresponding subset of columns in . Let ∧S ' = k s=1 u vs (j) in with 1 6 j 6 n. Clearly S ' ⊂ C i with 1 6 i 6 m if and only if ∧S ' ¿ o i (j). Now if ∧S ' = o i (j), then S ' = C i with probability because is the complement of an -almost k-disjunct matrix. Proof. From the discussion in ÿrst paragraph of this section, if ∧S ' =o i (j), then S ' =C i with probability . Hence, the result follows immediately from Proposition 1.
Lemma 1. Let
= {S 1 ; : : : ; S ' ; : : : ; S d } be a family of k-complexes of columns of * (m; p; t). Let S '0 ∈ . We deÿne (' 0 ; d; p) to be the probability that the random part of (m; p; t) separates S '0 from S 1 ; : : : ; S ' ; : : : ; S d with ' 0 = ' in (m; p; t). Then
Proof. Suppose 1 6 i 6 m. Without loss of generality, assume ' 0 = 1. For 2 6 ' 6 d, let T ' =S ' \S 1 . Fix i and let E ' be the event that r i does not cover T ' in (m; p; t). We show that for 3
is entirely 1s in row r i , then in row r i , the probability that there is a 0 in each set T v with 2 6 v 6 '−1 is not increased. Hence, Prob(
. From here it follows that the probability that r i covers S 1 and does not cover S ' for 2 6 ' 6 d is at least p
Letting y represent the number of columns in T ' , it follows from the independence of the family
Theorem 1. Suppose = {S 1 ; : : : ; S 2 : : : ; S d } is the family of k-complexes in the set of columns of * (m; p; t). If is the complement of -almost k-disjunct matrix, then by testing mn ÿrst stage pools and performing at most m conÿrmatory tests, the expected number of positive complexes identiÿed by our algorithm is at least
Proof. This follows from Corollary 1, Lemma 1 and the additivity of expectation.
A class of -almost k-disjunct matrices
A maximal distance separable (MDS) code is a q-ary code with t = q r codewords of length N such that the Hamming distance d between any two codewords is d = N − r + 1. For any prime power q and r with 2 6 r 6 q + 1 there are q-ary linear MDS Reed-Solomon (RS) codes with parameters t = q r , N = q + 1 and d = q − r + 2. In [4] , the ideas in [5] coupled with generalized and shortened RS codes are used to construct n × t s-disjunct matrices with n = q[s( m=log 2 q − 1) + 1], 2 m 6 t 6 2 m+1 and s( m=log 2 q − 1) 6 q. A table of codes optimizing these parameters appears in [4] .
However, from a practical standpoint these codes are much stronger. That is, these s-disjunct matrices are also -almost k-disjunct matrices where ≈ 1 and k ¿ s. In general, let B be a linear MDS q-ary code with t = q r codewords of length N . We identify B with the N × t matrix whose columns {b v (i)} 
We now compute C 0 (q; d; N; k). Let A ! (N ) be the number of codewords of weight ! in an MDS q-ary code of length N and distant d. From [7] , we have that
Let D(q; d; N; k; h), where 1 6 h 6 N , be the number of k-sets S = {b v ' (i)} k '=1 for which there are h indices i with 0 = b v ' (i) for all ' with 1 6 ' 6 k. We have that
This is because:
1. Any h positions in an MDS code can be regarded as information positions when h 6 r. Thus in these h positions, every q-ary vector of length h is repeated q r−h times.
And, 2. The code that is achieved by restricting the MDS code B to h positions when h ¿ r is also an MDS code of length h and volume q r .
Now by inclusion-exclusion we have that
Proposition 2. Let B be the trivial concatenation of a linear MDS q-ary code B with t = q r codewords of length N. Let
Proof. This follows (2). 
Remarks
The methods and constructions in this paper have some things in common with those in [6] , but there are also signiÿcant di erences. The main similarity is that in both cases, pairwise intersections of rows of binary matrices are used to construct the pools in the complex pooling design. However, in [6] a completely random matrix was used, while in this paper, a randomly augmented non-random -almost k-disjunct matrix (a notion introduced in this paper) is used to construct the complex pooling design. The deterministic nature of the non-random matrix used here gives a two-stage algorithm with a less complex decoding procedure and produces fewer candidate positive complexes at the end of the ÿrst stage (at most one candidate for each o i (j)). At the end of the ÿrst stage of the algorithm in [6] , all k-infs of columns of a random must be compared to each o i (j) while in Algorithm 1 here only the columns of the non-random need to be compared to o i (j). Then in [6] all k-sets of columns of with infs equal to some o i (j) are tested. Since many distinct k-sets of columns of a random matrix can have the same k-inf, the number of candidate positives tends to be larger.
A key feature in any group testing for complexes algorithm is how well the pooling design "separates" the positive complexes. Our Lemma 1 is the best known lower bound on the probability that a random design (i.e., the random part of (m; p; t)) "separates" randomly distributed positive complexes. It is a considerable improvement over Proposition 1 in [6] . Moreover, for situations where the k-complexes are not randomly distributed, the proof of Lemma 1 can easily be modiÿed to yield a more general result and/or several corollaries. Here is a more general result.
Lemma 2. Let
= {S 1 ; : : : ; S ' ; : : : ; S d } be a family of k-complexes of columns of * (m; p; t) such that for each ' with 1 6 ' 6 d, ' = ' 0 , the d − 1 random variables X '; '0 = |S ' \ S '0 | are independent with density function f '; '0 (y) where 1 6 y 6 k. We deÿne (' 0 ; d; p) to be the probability that the random part of (m; p; t) separates S '0 from S 1 ; : : : ; S ' ; : : : ; S d with ' 0 = ' in (m; p; t). Then In a manner analogous to what is discussed in the previous sections, these results can be used to analyze the performance of our trivial-two stage method when the k-complexes are not randomly distributed.
Finally, the performance of our method discussed in this paper can be analyzed to take testing errors into account in a manner similar to that in [6] . This issue will be the topic of a forthcoming paper.
