In this paper we present a system for the exploration of video sequences. The system, GAMBAL-EVS, segments video sequences extracting an image for each shot and then clusters such images and presents them in a visualization system. The system permits to find similarities between images and to traverse along the video sequences to find the rellevant ones.
Introduction
The amount of information currently available in internet and in proprietary databases is increasing every day. While in the past most of the stored information was textual, in present days there is more and more information that have a multimedia basis. In this work we consider a particular type of such multimedia data: sequences of video images.
Databases of video sequences are currently huge due to ubiquitous video cameras and invasive television. Nevertheless, access to individual images or selection of rellevant (or interesting) shots is still an arduous task. In fact, users require to put a lot of effort into analysing the images for obtaining good results due to the sequential nature of the video sequences and due to the current limitation of computational systems.
Current research in the multimedia field is oriented towards the application of existing data mining methods and on the development of new tools for exploration and retrieval (e.g. [4] ). This is, effort is given to systems that extract 1 dynamic access to the web but a static one.
The structure of the paper is as follows. In Section 2 we give an overview of the exploration system and focus on the process of video segmentation. In Section 3 we describe in detail the clustering process. Section 4 gives some examples. The paper finishes in Section 5 with the conclusions.
GAMBAL-EVS
As said in the introduction, GAMBAL-EVS is a system for video sequence exploration. Such system has been built on the top of GAMBAL (see [10] for details), a system for clustering and visualization of textual documents based on clustering techniques.
GAMBAL-EVS stands for GAMBAL for the Exploration of Video Sequences.
The architecture of GAMBAL-EVS is given in Figure 1 . On the one hand we have a video segmentation module that decomposes a video sequence into a set of shots. For each shot a representative image and a representative histogram is given. Shot detection is done on the basis of image histograms (i.e., comparing histograms). This is detailed below in Section 2.1.
Once the sequence is decomposed into a set of shots, an extended version of the GAMBAL system is applied (denoted by GAMBAL* in the Figure) . The extension was carried out so that images can be dealt and represented. In fact, GAMBAL clusters the images so that similar images are put together (in a hierarchical structure). At this point, image histograms are used to compute similarities between images. Then, GAMBAL* uses such hierarchical structure, the image histograms and the images themselves for presenting the results to the user. In this way, the images that define the video sequence can be explored by the user.
In this section we give the details on the video segmentation process (the Video Segmentation module in Figure 1 ). Then, in Section 3 our clustering approach is described in more detail. 
Video Segmentation Module
Video segmentation and vector representation are based on color histograms. More precisely, the system builds an histogram for each image and uses such histograms as their numerical representatives. Segmentation is based on differences on the histograms.
Images are considered in terms of their RGB color representation. Then, to define the histogram of an image, each RGB color is reduced from 256 to 8 different possible values. Then, for a given image im, each pixel p ∈ im is counted in the following position:
Therefore, the histogram of image im corresponds to:
The histograms of two consecutive images (h, h ) are compared using the Kolmogorov-Smirnov test. This is:
where CDF h is the cumulative distribution function of h. This test was proposed for video segmentation by Sethi and Patel in [19] and compared positively in [6] against other approaches based on histograms as e.g. the Chi-square.
As histogram metrics produce the best results when computed for blocks rather than globally (see e.g. [6] ), our system uses block-based histograms. The implementation is parametric, but to avoid a large computational complexity we use images of 16 blocks. Accordingly, the representative of an image im, h im , is a set of histograms {h im j } j for j < 16. Note that as 8 different possible values are considered for each RGB color, this corresponds to block-histograms with a dimension equal to 512. Therefore, each image is represented by (vectors of) 512 × 16 = 8192 values.
When rellevant differences are found between the histograms of two consecutive images, they are considered to belong to two different shots. To determine when such difference is rellevant, a threshold θ, determined in an heuristic way, has been used. This process corresponds, in fact, to the detection of a shot cut.
Therefore, a shot is detected between images im and im when:
Taking into account the process just described, a sequence can be decomposed into a set of shots. The next step is to compute representatives for each shot. Such representatives take again the form of histograms. In fact, each representative is defined as the set of histograms (i.e., one histogram for each of the 16 blocks) of the last image of the shot. Histograms are normalized per block so that within a block the values add to one.
Thus, the system produces a pair (image(s), h s ) for each shot s. Here, the image that represents the shot s is the last image in s, and h s is the corresponding histogram. Naturally, such image is the one that will be displayed when the images from the video sequence are represented within the clustering system. So, while image(s) is the graphical representation of the shot, h(s) (the histogram) is the numerical one and the one used to compute similarities/distance between shots.
Therefore, and putting all together, we have that a video sequence V S defined by shots s ∈ V S is translated into a set of pairs {(image(s), h s )} s∈V S . As all images in a shot are supposed to be similar enough, these will be the only images represented in our exploration system and the only images considered in the clustering process.
Note that among the two failures of a shot detection algorithm, false negatives (not detecting a new shot that should be detected) are more relevant than false positives (detecting a shot that should not). This is so because for false positives several representatives are computed and displayed for the same shot. Nevertheless such representatives will be probably clustered together and finally visualized in near positions in the graphical interface of GAMBAL. Instead, false negatives imply that only one representation is extracted for several shots. This causes that some shots are not visualized and they will only be detected if the user displays the whole sequence. As a consequence of this fact, the threshold θ in Equation (1) has been selected in such a way that false negatives are minimized although this causes some false positives.
Implementation issues
GAMBAL-EVS (and GAMBAL*) is fully implemented using the Java programming language. All image processing elements and the video segmentation module has also been implemented in Java. We have used for this purpose the Java Media Framework 2.1.1e API provided by Sun. This permits the system to be run in different platforms and also to consider different video formats. Nevertheless, the system was developed and tested using Linux (Redhat and Fedora Core). The files considered for this paper followed the MPEG standard.
Clustering and visualization
Clustering and visualization in GAMBAL-EVS relies on the GAMBAL system. Roughly speaking, the GAMBAL system builds a dendrogram (a hierarchical structure) of the data using a clustering method and, then, such dendrogram is visualized in a graphical interface.
Here, the clustering process is applied to the images obtained from the video sequence and, thus, the dendrogram is defined with images in its leaves and clusters of images in its internal nodes. Clusters are defined putting together similar images (according to their histograms).
It has to be said that the clustering process is independent from the shot detection algorithm in what concerns to the comparison of images. As detailed in Section 3.2.1, the Euclidean distance is used in the clustering prcoess while the Kolmogorov-Smirnov is used for shot detection. Nevertheless, other methods for computing the similarities between images could be considered. From our point of view this independence is important and meaningful because one aspect is shot detection (that is application independent) and the other is the similarity between images (that is application dependent).
The graphical interface
The graphical representation of the dendrogram is done using the GAMBAL visualization system. Figure 2 gives a snapshot of the system. In such system, objects and clusters are located on the surface of a sphere. Moreover, different α-cuts of the same dendrogram (corresponding to different partitions of the elements) are represented in different concentric spheres. At user's request, the system moves from one sphere to an adjacent one, so that the user can navigate throw the hierarchy. In other words, the user can change the degree of granularity in which the objects in the hierarchy are seen. Moreover, the user can zoom or rotate the current sphere at his desire. figure) . E.g. C2 corresponds to the α-cut defined by {A, B, C, D} and C1 to the one defined by {E, F }. Although in the figure all the spheres are displayed at once, the interface only displays one at a time. With this interface, the user can navigate through the dendrogram changing from one sphere to another adjacent one and this corresponds to change from one α-cut to another one. At the surface of the sphere, only dots are represented. Clicking a particular dot, a window of the system displays the information (e.g. the file) corresponding to the clicked point as well as of the nearest objects. In the extended version of GAMBAL, the image can be displayed as well. See Figure 2 .
Although we have considered here a bottom-up description of the process (from low level clusters to higher level ones), the method implemented is topdown. This is, at first, a large cluster with all images is considered, and in successive steps the sets of images are further splitted. In this way, each splitting corresponds to a further refinement of the considered cluster. The whole process is described in the next section.
The Clustering Process
As described in the previous section, the clustering process follows a top-down design. In successive steps, clusters are splitted into new clusters. To bootstrap the process, we have considered an initial partition of the images. Each partition element defines a cluster. As such initial partition is defined taking into account the localization of the objects on the surface of the first sphere (C1 in Figure 3 ) such process is also described.
Note that following Figure 3 a C0 sphere containing a single cluster with all objects can also be defined. As such sphere is not rellevant for exploring sets of documents / images we have not implemented its visualization and in the clustering process we start directly building C1.
Localization of objects on the surface (definition of C1)
Objects are located in the surface of the C1 sphere according to their similarities. Roughly speaking, objects are located in a way that similar objects are located in near positions, while dissimilar objects are located in farther positions.
In fact, this approach corresponds to a multidimensional scaling. To implement this method we have adapted the Sammon's map (a method for multidimensional scaling) so that the distance computed between pairs of objects is compared with the distance of their localization on the sphere.
To give additional details, we need some formal definitions. Let x i denote the images, and z i their localization on the surface of the sphere, then with d o (x i , x j ) we denote the distance between the images x i and x j according to their histograms and with d s (z i , z j ) we denote the distance according to their position on the surface (i.e., the angle that define z i and z j ). Given such definitions, to locate all data x i on the surface is equivalent to find their position z i so that the following expression is minimized:
In our application we have defined the distance between two images im and im in terms of their (set of) histograms h and h using the Euclidean distance as follows:
At this point, other distances d o (h, h ) might be considered as well. Also, it might be possible to define distance taking into account the whole image but not only the histograms. As argued in Section 3, computing similarities between images in the exploration stage is application dependent, as it depends on the kind of similarities that the user is interested in detecting.
Initial clusters:
The surface of the sphere is divided into six triangular regions, all of them having the same size. Images are assigned to the corresponding cluster. Regions were defined as triangular because such shape permits an homogeneous recovering of all the sphere surface (i.e. a triangularization of the surface).
Cluster splitting and new cluster formation:
The process of splitting a cluster corresponds in our system to split a triangular region into three new (but smaller) triangular regions.
This process is achieved using a variation of the c-means [5, 13] clustering algorithm. In fact, the variation was defined so that the new partition is consistent with the triangularization of the surface. Ta   Tb   Tc  T1   T3   T2   T1   T3   T2   T0 Figure 4: Splitting a triangle into 3 new triangles Accordingly, we consider an objective function based on the one of the cmeans but that takes into account some additional elements related to the triangular shape. In particular, the objective function considers that only three new clusters are built and that the centroids of these clusters should be near the neighbouring triangles. So, if a triangular region T 0 (see Figure 4) 
This is expressed by means of the following objective function:
where x k are the elements to cluster, v i and a i are as defined above and c ik is a boolean value representing whether the x k belongs to the cluster with centroid v i . As it is assumed that a certain element can only belong to a single class, the matrix (c ik ) should belong to the set:
Here, α is assumed to be constant, and it corresponds to a selected tradeoff between the usual c-means not considering the neighbors (i.e., the result of minimizing the expression n k=1
2 ) and just putting the centers at the neighbors position (i.e., the result of minimizing
2 ). As at this point we are considering the splitting of the regions on the surface, the distance d in J(U, V ) corresponds to the distance on the surface.
The minimization problem stated above is solved using the general algorithm for c-means:
Step 1: Start with an initial setV
Step 2: Solve min U ∈M J(U,V ) and let the optimal solution beŪ
Step 3: Solve min V J(Ū , V ) and let the optimal solution beV
Step 4: Repeat steps 1-3 while (U, V ) is not convergent.
These steps are computed in the following way:
Step 1:V = (v 1 , v 2 , v 3 ) are defined as the average value between the center of the triangle we are splitting and the center of the corresponding neighbouring triangle.
Step 2: Elements are assigned to the nearest v i .
Step 3: To find theV = (v 1 ,v 2 ,v 3 ) that minimizes:
the gradient method is used.
Accordingly, an iterative process is applied where at the k-th step the values for v k are computed using the ones at the k − 1-th step (i.e. v k−1 ) and the gradient J using the following expression:
where γ is a learning rate constant.
Step 4: To detect convergence, the distance between centers at time k and k − 1 is checked. When such distance is less than a certain threshold, the algorithm is stopped.
Examples
The system has been applied to several video sequences. The examples reported here correspond to two advertisements and one fragment from a TV entertainment program. In Figure 5 we display two images of the advertisement sequences considered (color images in the original video sequence). The image on the left corresponds to a sequence that lead to 13 different images corresponding to 13 different shots. This set is used for illustration. Figure 6 gives a snapshot of the system when a particular image is selected. It can be observed (upper part in the left hand side of the image) the sphere with its triangularization and the dots corresponding to the images represented. In the left hand side of the image (lower part) a list of links can be observed. Such list are obtained clicking on the surface. In this case, the clicked object as well as nearest objects are listed. On the right hand side of the figure, the selected image is given.
In Figure 7 the two similar images of Figure 6 are displayed. It can be observed, that the similarities do not correspond to objects located in the same position (i.e. a car in the center of the image) but on color and texture. Note that a significant percentage of both figures contain the same rocky mountain. This color and texture based similarity is due to the system approach on computing similarity based on histograms. Moreover, the segmentation process will assign to all those images from the same shot (and having objects in the same position) a single image representation. Therefore, such similar images, unless they come from different shots (as in TV news), are not duplicated.
In Figure 8 , some images are displayed for the example of the entertainment program. This sequence is 4 minutes 11.12 seconds long and its segmentation took (according to linux time command) 4 minutes 13 seconds of real time, 3 minutes and 2.9 seconds of which were devoted to the user and the rest to the system. In fact, the segmentation takes place while the video is displayed (with sound) in real time on the screen. With a θ = 0.7, 102 shots have been generated. Naturally, variations of θ leads to variation of the number of shots being generated.
In Figure 8 (a) and (b), we show two images that have been located in near positions on the sphere (near the center of the sphere). They correspond to two contiguous shots in the original video. Then, in Figure 8 (c), we display another image that was considered similar but that is not contiguous to the previous ones. In Figure 8 (d) we have another image that has a larger similarity with the previous ones. Figure 8 (e) and (f) we include two images that were located on the other side of the sphere and, thus, they have a larger dissimilarity with Figure 8 (a) and (b). It can be seen that the last figures are again similar to each other.
Conclusions and Future Work
In this work we have presented a tool for image clustering and visualization to help in the exploration of video sequences. We have described the clustering and visualization system and given an example that proves its interest.
As future work we plan to extend the clustering system with fuzzy clustering techniques (following e.g. [9, 22, 12] ) and then to extend the approach to explore and visualize video sequences. This corresponds to find similarities between the Figure 6 : Example of the clustering system sequences. See e.g. [1] for an example of a similarity function on sequences.
Additionally, we plan to combine GAMBAL-EVS with filtering systems [7] so that GAMBAL-EVS permits the exploration of the results of a query or multiple query in large databases. 
