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Resumen: En este trabajo se propone un algoritmo para la comprensio´n automa´ti-
ca del habla que toma como entrada un grafo de palabras. Este grafo es procesado
en primer lugar mediante un algoritmo de programacio´n dina´mica, obteniendo como
resultado un segundo grafo enriquecido con informacio´n sema´ntica. El ca´lculo del
mejor camino sobre este segundo grafo permite obtener la secuencia de conceptos
ma´s veros´ımil de acuerdo con la evidencia acu´stica reflejada en el grafo de palabras.
Tambie´n como resultado de la decodificacio´n sema´ntica se obtiene la secuencia de
palabras asociada a dicha secuencia de conceptos, as´ı como la segmentacio´n sema´nti-
ca de la secuencia de palabras.
Palabras clave: Comprensio´n automa´tica del habla, grafos de palabras, programa-
cio´n dina´mica, algoritmos.
Abstract: In this work we propose an algorithm for automatic speech understanding
that takes a word graph as its input. First, this word graph is processed by means
of a dynamic programming algorithm which gives as a result a second graph that
includes semantic information. Computing the best path over this second graph
allows us to obtain the most likely concept sequence, given the acoustic evidence
reflected on the input word graph. As a result of the semantic decoding, the word
sequence attached to the concept sequence as well as its semantic segmentation are
also obtained.
Keywords: Spoken language understanding, word graphs, dynamic programming,
algorithms.
1. Introduccio´n
La comprensio´n automa´tica del habla es el
proceso por el que, dada una pronunciacio´n
emitida por un locutor, se extrae una inter-
pretacio´n sema´ntica de la informacio´n conte-
nida en e´sta basada en un conjunto de con-
ceptos (o etiquetas sema´nticas) definido a
priori. El a´mbito donde los sistemas de com-
prensio´n del habla tienen mayor aplicacio´n
pra´ctica es el de los sistemas de dia´logo ha-
blado, en los cuales es crucial que el sistema
pueda extraer la informacio´n asociada a la
pronunciacio´n de entrada (la “comprenda”)
para devolver una respuesta coherente con
lo que ha dicho el usuario. En la estructu-
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ra t´ıpica de un sistema de dia´logo hablado,
el mo´dulo de comprensio´n toma como entra-
da la salida del mo´dulo de reconocimiento de
voz (ASR) y pasa su salida al mo´dulo gestor
del dia´logo, el cual utilizara´ esta informacio´n
para decidir la siguiente accio´n a realizar. Por
tanto, teniendo en cuenta que al mo´dulo de
comprensio´n le llega una estructura de datos
en la que esta´ representada la informacio´n
que ha extra´ıdo el ASR, la comprensio´n del
habla consiste de dos subtareas, que son:
1. La identificacio´n de la secuencia de con-
ceptos y su asignacio´n a secuencias de
palabras.
2. La extraccio´n de la informacio´n relati-
va a estos conceptos codificada en las se-
cuencias de palabras asignadas y la cons-
truccio´n de estructuras de datos que re-
presenten dicha informacio´n.
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Atendiendo a la entrada que toma el siste-
ma de comprensio´n, podemos distinguir entre
los que trabajan con la mejor transcripcio´n
proporcionada por el ASR (1-best) y los que
toman una representacio´n de las n mejores
decodificaciones (Hakkani-Tu¨r et al., 2006;
Tur et al., 2002). Sin embargo, el hecho de
emplear algu´n tipo de grafo de palabras como
entrada al mo´dulo de comprensio´n hace esta
tarea ma´s complicada, ya que hace el espacio
de bu´squeda de la decodificacio´n sema´ntica
correcta todav´ıa ma´s grande. La ventaja, por
el contrario, es que entre las posibles frases
representadas en el grafo podr´ıa estar la co-
rrecta, lo que podr´ıa ayudar a recuperar erro-
res cometidos durante el reconocimiento.
En los u´ltimos an˜os se han propuesto va-
rias aproximaciones para la comprensio´n au-
toma´tica del habla (Hahn et al., 2010; Ray-
mond y Riccardi, 2007) basadas muchas de
ellas en me´todos ya aplicados con e´xito pa-
ra otras tareas relacionadas. Por ejemplo, en-
tre los modelos log-lineales, caben destacar
los maximum entropy Markov models (Mc-
Callum, Freitag, y Pereira, 2000) y los con-
ditional random fields (CRF) (Lafferty, Mc-
Callum, y Pereira, 2001). De hecho, en la
experimentacio´n presentada en (Hahn et al.,
2010) los mejores resultados se obtienen uti-
lizando CRFs. Otra aproximacio´n es la que
utiliza modelos similares a los t´ıpicos de la
Traduccio´n Automa´tica (Macherey, Och, y
Ney, 2001). Tambie´n las Redes Bayesianas
Dina´micas (Dynamic Bayesian Networks),
que fueron aplicadas con e´xito a tareas re-
lacionadas como el etiquetado de actos de
dia´logo (Ji y Bilmes, 2006), pueden ser apli-
cadas a la comprensio´n automa´tica del habla,
tal y como puede verse en (Hahn et al., 2010;
Lefe`vre, 2006; Lefe`vre, 2007).
Un u´ltimo enfoque es el basado en trans-
ductores estoca´sticos (Hahn et al., 2010),
donde el objetivo es maximizar la probabi-
lidad conjunta de la secuencia de palabras y
la secuencia de conceptos. Esta maximizacio´n
se lleva a cabo efectuando la composicio´n de
un cierto nu´mero de transductores, los cuales
se corresponden con diversos niveles de co-
nocimiento acu´stico, le´xico y sema´ntico. Por
u´ltimo se efectu´a una bu´squeda al estilo de
Viterbi sobre el transductor resultante. Una
forma fa´cil de llevar a cabo esta composicio´n
de transductores es utilizando la biblioteca
AT&T FSM/GRM (Mohri y Pereira Michael,
2002). Como se apunta en (Hahn et al., 2010),
para evitar la complejidad introducida por el
tratamiento de una representacio´n de las n-
best decodificaciones proporcionadas por el
ASR, suele fijarse la secuencia de palabras
a la mejor transcripcio´n proporcionada por
e´ste. Sin embargo, el modelo estad´ıstico ge-
neral no asume conocida a priori la secuencia
de palabras a analizar.
En este trabajo nuestro objetivo
sera´ abordar el problema de la decodifi-
cacio´n sema´ntica tomando como entrada
una representacio´n en forma de grafo de
palabras de la salida del mo´dulo recono-
cedor utilizando el paradigma basado en
transductores. Para ello, presentamos un
algoritmo que efectu´a la composicio´n de los
transductores a la vez que se lleva a cabo
la decodificacio´n, la cual a su vez admite la
utilizacio´n de diversos mecanismos de poda.
La u´nica restriccio´n que debera´ cumplir el
grafo de palabras que se tome como entrada
es que posea ciertas caracter´ısticas en su
topolog´ıa.
El grafo de palabras de entrada lo con-
vertiremos en primer lugar en otro grafo que
asocie segmentos de palabras del grafo ori-
ginal a unidades sema´nticas. Esta asociacio´n
se lleva a cabo mediante una modelizacio´n
de los conceptos en te´rminos de secuencias
de palabras, como puede ser el caso de mo-
delos de lenguaje locales a cada uno de los
conceptos. Al grafo resultado de la primera
etapa lo denominaremos grafo de conceptos,
dado que ya posee informacio´n sema´ntica. A
partir de este grafo puede obtenerse la mejor
secuencia de conceptos, utilizando un modelo
de lenguaje cuyas unidades ba´sicas sera´n las
propias unidades sema´nticas.
Por tanto, el resto de este documento se
estructura de la siguiente manera. En la sec-
cio´n 2 se expone brevemente el paradigma de
la comprensio´n del habla basado en transduc-
tores. Seguidamente, presentamos con detalle
el algoritmo que proponemos para la decodifi-
cacio´n sema´ntica tomando como entrada un
grafo de palabras. En la seccio´n 4 expone-
mos la experimentacio´n que se ha llevado a
cabo para comprobar la potencia del algorit-
mo. Finalmente, en la seccio´n 5 se presentan
las conclusiones a las que se ha llegado.
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2. El paradigma de la
comprensio´n del habla basado
en transductores
El paradigma de comprensio´n del habla basa-
do en transductores (Hahn et al., 2010; Ray-
mond y Riccardi, 2007) se fundamenta en la
utilizacio´n de este formalismo para calcular
la secuencia de conceptos Cˆ tal que cumple
la ecuacio´n 1, en la que A representa la pro-




Introduciendo como una variable aleatoria
ma´s la secuencia de palabras W y aplicando




W p(A|W,C) · p(W,C)
p(A)
(2)
Dado que no depende del te´rmino de
la maximizacio´n, podemos eliminar el de-
nominador de la fraccio´n de la ecuacio´n 2.
Adema´s, es posible efectuar la consideracio´n
usual de que la suma para toda secuencia
de palabrasW queda convenientemente apro-
ximada por su ma´ximo. Una u´ltima suposi-
cio´n razonable es considerar que la acu´stica
s´ı depende de la palabra, pero no de la cate-
gor´ıa sema´ntica a la que e´sta pertenezca. Es-






p(A|W ) · p(W,C) (3)
Para calcular la mejor secuencia de con-
ceptos expresada de la forma de la ecuacio´n 3
este paradigma propone buscar el mejor ca-
mino en un transductor λSLU resultado de
componer 4 transductores:
λSLU = λG ◦ λgen ◦ λW2C ◦ λSLM (4)
Donde
λG es una representacio´n de la pronun-
ciacio´n de entrada en forma de ma´qui-
na de estados finitos en la que esta´n es-
pecificadas las probabilidades acu´sticas
p(A|W ) calculadas por el mo´dulo reco-
nocedor.
λgen sustituye algunas de las palabras
por sus categor´ıas le´xicas (por ejemplo
ciudades, horas o nu´meros). Representa
el conocimiento que se tiene a priori de
la tarea a abordar y permite generalizar
a partir de los datos de entrenamiento.
λW2C convierte secuencias de palabras a
conceptos.
λSLM codifica un modelo de lenguaje de
categor´ıas sema´nticas, el cual nos per-
mite finalmente estimar la probabilidad
conjunta p(W,C).
La bu´squeda del mejor camino en el trans-
ductor permite obtener la secuencia de con-
ceptos que maximiza la ecuacio´n 3, ya que la
probabilidad p(A|W ) ya viene codificada en
λG y la composicio´n de λW2C y λSLM nos
permite calcular p(W,C).
3. Presentacio´n del algoritmo
La aproximacio´n que aqu´ı se presenta
esta´ basada en la idea de la aplicacio´n de
transformaciones sucesivas que propone el
paradigma basado en transductores para ob-
tener la secuencia de conceptos que maximi-
za la ecuacio´n 3. La entrada para nuestro
me´todo sera´ un grafo de palabras, que de-
bera´ ser suministrado por el mo´dulo de reco-
nocimiento. A partir de e´l se obtiene un grafo
de conceptos, en el que se asocia informacio´n
sema´ntica a secuencias de palabras. Decodi-
ficando este segundo grafo se obtiene como
salida la mejor secuencia de conceptos Cˆ. Co-
mo consecuencia de la bu´squeda de Cˆ tam-
bie´n se consigue la secuencia de palabras W˜ ,
la cual debe interpretarse como la secuencia
de palabras que nos permite encontrar la se-
cuencia de conceptos de mayor probabilidad.
Hay que tener en cuenta que esta secuencia
de palabras no tiene por que´ coincidir con la
decodificacio´n 1-best que proporcionar´ıa un
ASR.
A continuacio´n se expondra´ en primer lu-
gar las caracter´ısticas que debera´n tener los
grafos de palabras para poderse utilizar en el
sistema que aqu´ı se propone, junto con la ex-
plicacio´n del significado de sus nodos y arcos.
Seguidamente detallaremos el procedimiento
de construccio´n del grafo de conceptos. Por
u´ltimo, explicaremos co´mo obtener la mejor
secuencia de conceptos a partir del grafo que
se acaba de crear.
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3.1. Topolog´ıa y sema´ntica del
grafo de entrada
Los grafos de entrada al algoritmo tendra´n
las siguientes caracter´ısticas:
Sus nodos representan instantes de tiem-
po y deben estar etiquetados con ellos.
No deben existir nodos aislados, es decir,
ningu´n nodo tendra´ grados de entrada y
salida iguales a 0.
Dados dos nodos con identificadores i y
j con i < j − 1, existira´ un arco del no-
do i al nodo j etiquetado con la palabra
w si el sistema de reconocimiento ha de-
tectado que dicha palabra ha podido ser
pronunciada comenzando en el instante
de tiempo i y terminando en el j − 1.
Adema´s, el peso asignado a estos arcos se
correspondera´ con el score acu´stico que
el ASR haya dado a esta ocurrencia de
w.
Introducimos adema´s un suavizado con-
sistente en permitir la existencia de una
λ-transicio´n (debidamente penalizada)
entre cada par de nodos consecutivos.
Esta definicio´n del grafo de entrada al
algoritmo de decodificacio´n sema´ntica per-
mite modelar la distribucio´n de probabili-
dad p(A|w), siendo A el conjunto de frames
acu´sticos comprendidos entre los instantes de
tiempo inicial y final del arco y w la palabra
asociada a e´ste. Esta probabilidad es la que
en la ecuacio´n 4 viene dada por el modelo λG.
3.2. Construccio´n del grafo de
conceptos
El grafo de conceptos que obtendremos a par-
tir del grafo de palabras tiene las siguientes
caracter´ısticas:
El conjunto de nodos es el mismo que el
del grafo de palabras de entrada y man-
tienen sus identificadores.
Al igual que en el grafo de palabras, des-
de un nodo so´lo podra´n partir arcos que
alcancen nodos posteriores en el tiempo.
Cada arco entre dos nodos i y j es-
tara´ etiquetado con un par (W, c), don-
de W es una secuencia de palabras
y c es el concepto que e´stas repre-
sentan. El peso asociado a cada arco
sera´ ma´xW (p(A
j
i |W ) ·p(W |c)), donde A
j
i
es el fragmento de audio correspondiente
al intervalo temporal [i, j[. La secuencia
de palabras W que debera´ tener asigna-
do el par sera´ la que maximice dicha pro-
babilidad para el concepto c.
Dados dos nodos del grafo de segmentos
i y j con i < j, so´lo se permite que exis-
ta un arco etiquetado con el concepto c
cuyo origen sea i y su destino j.
En esta especificacio´n del grafo de concep-
tos aparece la distribucio´n de probabilidad
p(W |c), cuya estimacio´n puede efectuarse por
medio de diversos me´todos. Una opcio´n, que
es la que hemos utilizado en la experimenta-
cio´n, es la estimacio´n de un modelo de lengua-
je de n-gramas local a cada concepto. Para
que esto sea posible se necesita que las fra-
ses de entrenamiento este´n segmentadas en
fragmentos que denoten conceptos y se ha-
ya adjuntado a e´stos la etiqueta del concepto
correspondiente.
El grafo de conceptos que pretendemos ob-
tener puede generarse mediante un algoritmo
de programacio´n dina´mica que encuentre, pa-
ra cada concepto c y cada par de nodos i y
j con i < j, el mejor camino en el grafo de
palabras de entrada con origen en i y des-
tino en j. En este caso, con mejor camino en
el grafo entendemos el camino que maximi-
za la probabilidad resultado de combinar las
probabilidades acu´sticas p(Aji |w) expresadas
en el grafo de palabras y las probabilidades
p(W |c) del modelo asociado al concepto c,
donde W = w1 . . . wn es la secuencia de pa-
labras resultante de concatenar las etiquetas
wk de los arcos del grafo de palabras que for-
man el camino. Cada uno de estos “mejores
caminos” se convertira´ en un arco en el grafo
de conceptos, etiquetado con el par (W, c) y
con un peso asociado igual a la probabilidad
p(Aji |W ) · p(W |c).
El algoritmo 1 muestra el me´todo de gene-
racio´n del grafo de conceptos. En e´l denota-
mos un camino h en el grafo de palabras por
la 4-tupla h = (inicio, fin, secuencia, peso),
donde inicio es el nodo origen del camino,
fin su nodo final, secuencia la secuencia de
palabras asociada y peso el coste del camino.
Dado un camino h accederemos a su informa-
cio´n mediante las funciones b(h), e(h), W (h)
y s(h), las cuales devolvera´n respectivamen-
te los atributos inicio, fin, secuencia y peso
de h. Adema´s, en dicho algoritmo aparece la
funcio´n “iguales”, la cual determinara´, dados
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Algoritmo 1 Me´todo para la construccio´n del grafo de conceptos
Entrada: Grafo de palabras GP , conjunto de modelos M = {M(c1) . . .M(ck)} que permitan
estimar las probabilidades p(W |ci).
Salida: Grafo de conceptos GC.
1: Nodos(GC) = Nodos(GP )
2: Crear para todo nodo n ∈ GP y para cada concepto c una lista L(n, c) donde guardaremos
los caminos h que lleguen a n por medio del concepto c.
3: Para todo nodo n ∈ GP tomados en orden temporal hacer
4: Para todo concepto c hacer
5: Para todo nodo n′ < n hacer
6: h = argmaxh′∈L(n,c){s(h
′) | b(h′) = n′}
7: An˜adir a GC un arco con origen n′ y destino n etiquetado con el par (W (h), c) y con
un peso igual a s(h).
8: Fin Para
9: L(n, c) = L(n, c) ∪ {(n, n, λ, 1)}
10: Para todo camino h ∈ L(n, c) hacer
11: Para todo arco a ∈ Arcos(GP ) | origen(a) = n hacer
12: nd = destino (a)
13: wa = palabra asociada a a
14: wn = concatenar (W (h), wa)
15: pa = probabilidad p(Andn |wa) asociada a a
16: pwn = p(wa | W (h),M(c))
17: hnueva = (b(h), nd, wn, s(h) · pa · pwn)
18: Si ∃h′ ∈ L(nd, c) | iguales (h′, hnueva) entonces
19: Si s(hnueva) > s(h′) entonces
20: L(nd, c) = (L(nd, c)− {h′}) ∪ {hnueva}
21: Fin Si
22: Si no







dos caminos y de acuerdo a sus nodos inicia-
les, finales y sus secuencias de palabras (o un
fragmento de e´stas), si ambas se consideran
iguales o no.
Este algoritmo de construccio´n explota la
topolog´ıa izquierda - derecha del grafo de pa-
labras sobre el que se basa. De este modo las
hipo´tesis que el algoritmo de programacio´n
dina´mica va generando so´lo dependen de no-
dos que se han procesado ya y que no se van a
volver a considerar. Adema´s, para cada nodo
cada uno de los conceptos se considera por
separado, utilizando por tanto un modelo es-
pecifico para cada concepto.
Puede observarse que este proceso de cons-
truccio´n del grafo de conceptos tiene una co-
rrespondencia con el transductor λW2C des-
crito anteriormente, ya que nuestro objeti-
vo aqu´ı es determinar secuencias de palabras
va´lidas en el grafo de entrada que este´n aso-
ciadas a alguno de los conceptos disponibles.
De este modo obtenemos correspondencias
entre secuencias de palabras y conceptos en-
riquecidas con datos sobre sus instantes de
inicio y final, lo que nos permite seguir repre-
sentando la informacio´n en forma de grafo.
Destacar tambie´n que previamente al pro-
ceso de construccio´n del grafo de conceptos
podr´ıa utilizarse una generalizacio´n por cate-
gor´ıas le´xicas (nu´meros, meses, etc.) al estilo
de lo especificado por el transductor λgen.
3.3. Decodificacio´n sobre el grafo
de conceptos
Una vez obtenido el grafo de conceptos, el
objetivo de esta segunda etapa es buscar la
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secuencia de conceptos Cˆ que maximiza la
ecuacio´n 3. Para ello utilizaremos un algorit-
mo de programacio´n dina´mica que encuen-
tre el mejor camino en el grafo de conceptos,
combinando la informacio´n contenida en e´ste
con la de un modelo de lenguaje de concep-
tos (por ejemplo, un modelo de lenguaje de
n-gramas de conceptos). Este modelo de len-
guaje puede estimarse a partir de la segmen-
tacio´n en categor´ıas sema´nticas de las frases
de entrenamiento. El hecho de que para cada
par de nodos i y j so´lo hay un arco etiqueta-
do con cada concepto simplifica el algoritmo
de decodificacio´n.
Como resultado de la aplicacio´n del algo-
ritmo de decodificacio´n sobre el grafo de con-
ceptos, no so´lamente obtenemos Cˆ, sino tam-
bie´n la secuencia de palabras W˜ asociada a
dicha secuencia de conceptos. Adicionalmen-
te, y dado que cada arco del grafo de con-
ceptos posee informacio´n sobre un concepto
y su secuencia de palabras asociada, es po-
sible obtener una segmentacio´n de W˜ segu´n
los conceptos contenidos en Cˆ.
4. Experimentacio´n y resultados
Para realizar una experimentacio´n que nos
permita evaluar el me´todo que se ha pre-
sentado, hemos utilizado el corpus DIHANA
(Bened´ı et al., 2006). Este es un corpus de
dia´logo de habla esponta´nea en castellano en
el que todos sus dia´logos son telefo´nicos y tra-
tan sobre informacio´n sobre trenes. Los expe-
rimentos fueron llevados a cabo utilizando los
turnos de usuario de los 900 dia´logos adquiri-
dos por 225 usuarios mediante la te´cnica del
Mago de Oz. Estos turnos de usuario se han
dividido segu´n una particio´n del corpus, uti-
lizando 1 340 turnos de dia´logo para test y el
resto para entrenamiento. Algunos datos in-
teresantes al respecto de las transcripciones
de este corpus se muestran en la tabla 1.
Nu´mero de turnos 6 229
Nu´mero de palabras 47 222
Talla del vocabulario 811
Media de palabras por turno de usuario 7,6
Tabla 1: Caracter´ısticas del corpus DIHANA.
Por otro lado, las transcripciones or-
togra´ficas de DIHANA esta´n segmentadas
y etiquetadas de forma semiautoma´tica en
te´rminos de unidades sema´nticas. Esta seg-
mentacio´n es necesaria para nuestros experi-
mentos, ya que necesitamos entrenar modelos
de lenguaje locales a cada concepto. Algunas
caracter´ısticas sobre esta parte del corpus se
muestran en la tabla 2.
Nu´mero de conceptos 30
Nu´mero de segmentos sema´nticos 18 588
Nu´mero medio de palabras por segmento 2,5
Nu´mero medio de segmentos por turno 3,0
Nu´mero medio de muestras por concepto 599,6
Tabla 2: Caracter´ısticas del corpus DIHANA
(segmentacio´n sema´ntica).
La entrada al sistema de comprensio´n ha
estado constituida por tres conjuntos de gra-
fos de palabras correspondientes a las frases
de test ma´s los modelos de lenguaje de pala-
bras y conceptos necesarios para el sistema.
Los conjuntos de grafos de palabras se han
obtenido de la siguiente manera:
El conjunto de grafos G1 se ha gene-
rado utilizando las pronunciaciones de
los usuarios y aplica´ndoles una exten-
sio´n a palabras del me´todo de obten-
cio´n de grafos de fonemas expuesto en
(Go´mez Adria´n, Calvo Lance, y San-
chis Arnal, 2010). El Word Error Ra-
te (WER) del ora´culo obtenido en es-
tos grafos es del 4,10% (por ora´culo se
entiende considerar la secuencia de pala-
bras S contenida en el grafo ma´s cercana
a la de referencia).
El conjunto de grafos G2 se ha obtenido
al considerar para cada grafo de G1 la
secuencia de palabras S ma´s cercana a la
frase de referencia y construyendo para
cada una de ellas un grafo en el que so´lo
este´ contenida esa frase.
El conjunto de grafos G3 se ha calcula-
do generando un grafo por cada frase de
referencia en el que so´lo este´ contenida
ella. Todos los arcos tienen el mismo pe-
so. La experimentacio´n sobre los grafos
de este conjunto es equivalente a realizar
comprensio´n sobre texto.
Por otro lado, todos los modelos de len-
guaje que se han entrenado han sido mode-
los de bigramas, utilizando el suavizado de
Witten-Bell con interpolacio´n lineal. Desta-
car tambie´n que, aunque el modelo lo per-
mite, en este caso no se ha empleado ningu´n
tipo de categorizacio´n le´xica.
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Se han tomado dos medidas de error para
evaluar experimentalmente el algoritmo pre-
sentado. La primera de ellas ha sido el CER
(Concept Error Rate), medido sobre la se-
cuencia de conceptos proporcionada por el al-
goritmo. La definicio´n del CER es ana´loga a
la del WER pero tomando como unidad fun-
damental el concepto en lugar de la palabra.
La segunda medida es el error a nivel de valor
del concepto (EV), que es ana´logo al CER pe-
ro eliminando los segmentos sema´nticamente
no relevantes (por ejemplo las cortes´ıas) e ins-
tanciando las secuencias de palabras de cada
segmento a un valor cano´nico (por ejemplo, si
el segmento es “antes de las ocho de la tarde”,
se convertir´ıa en “HORA:<=(08.00.PM)”).
Los resultados obtenidos en los experimentos
se muestran en la tabla 3.




Tabla 3: CER y error a nivel de valor obte-
nidos en los experimentos utilizando la par-
ticio´n 1 del corpus DIHANA
De los resultados de la tabla anterior pue-
den extraerse varias conclusiones. En primer
lugar, llama la atencio´n que para el conjunto
G1 el EV sea mayor que el CER, mientras que
para los otros dos conjuntos el EV es menor.
Esto se explica considerando que los grafos
obtenidos a partir de la pronunciacio´n tienen
ma´s confusio´n le´xica, por lo que es posible
que se acierte un concepto determinado pero
que la secuencia de palabras que se le haya
asignado no sea la correcta y de ah´ı que no
pueda extraerse el valor correcto. Por otro
lado, y como parece lo´gico, puede verse que
cuanto menor es la confusio´n y el error de los
grafos de entrada, mejores resultados se ob-
tienen. En concreto los valores alcanzados pa-
ra G2 constituyen una cota inferior del error
que podemos alcanzar al decodificar sema´nti-
camente los grafos de entrada. Los resultados
mostrados en la tabla podr´ıan mejorarse uti-
lizando categor´ıas le´xicas para agrupar pala-
bras sema´nticamente similares (como meses,
nu´meros, ciudades). De este modo se genera-
lizar´ıan las secuencias de palabras del conjun-
to de entrenamiento y los modelos locales a
cada concepto podr´ıan estimar mejor la pro-
babilidad p(W |c). La utilizacio´n de modelos
categorizados, as´ı como la profundizacio´n en
el estudio de la relacio´n entre la sintaxis y
la sema´ntica (Ferna´ndez, de la Clergerie, y
Vilares, 2008), quedan como trabajo futuro.
5. Conclusiones
En este trabajo se ha expuesto un me´todo pa-
ra la comprensio´n automa´tica del habla inspi-
rado en el paradigma basado en transducto-
res. Este me´todo toma como entrada un grafo
de palabras con una topolog´ıa determinada.
A partir de este grafo se genera un grafo de
conceptos mediante un algoritmo de progra-
macio´n dina´mica. Este algoritmo consiste en
la formacio´n de secuencias de palabras corres-
pondientes a caminos en el grafo de palabras
y en la asignacio´n de informacio´n sema´ntica
a dichas secuencias. Aplicando otro algorit-
mo de programacio´n dina´mica sobre este gra-
fo es posible obtener la secuencia de concep-
tos ma´s veros´ımil dada la evidencia acu´stica
de entrada. Adema´s, es posible obtener la se-
cuencia de palabras asociada a dicha secuen-
cia de conceptos, as´ı como su segmentacio´n
sema´ntica.
Para evaluar este algoritmo, se ha lleva-
do a cabo una evaluacio´n experimental con
el corpus DIHANA, utilizando como entrada
grafos de palabras obtenidos de tres formas
distintas. Los resultados obtenidos son bas-
tante satisfactorios. Adema´s, se han identifi-
cado algunos puntos donde podr´ıan aplicarse
futuras mejoras, y se han propuesto algunas
l´ıneas de trabajo futuro que podr´ıan permitir
mejorar los resultados aqu´ı presentados.
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