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PREFACE
The ideas developed in this thesis have originated from several distinct events in my student
life at Georgia Tech. These events include some thought provoking discussions, frequent
travels and collaborations with some very intelligent researchers. The bulk of this work
concerns the study of decentralized coordination schemes in large networks of mobile agents,
using local interactions. I decided to invest my efforts into this topic after carefully realizing
the potential of its applications and the recognition that there has been a lack of a solid
mathematical foundation for studying such coordination problems. During the course of
this work, several other researchers have focused their attention on this area, and have
produced some elegant results. This thesis, however, differs from almost all other works
in many respects. The use of topological methods and an emphasis on the relationship
between the continuous and the discrete, via an interplay between geometry and graphical
constructions are the highlights of this work. It contains a lot of ideas that to my knowledge,
have not been explored anywhere else for studying networks and multi-agent systems. It
is my hope, that this work will be a good launching pad for exploring ideas further in this
direction, both for myself and for our community of research.
Personally, this thesis has given me an opportunity (as well as as excuse) to learn about
several other fascinating subjects, ranging from some deep problems in systems theory and
control to excursions into some of the most fundamental topics in mathematics. It has
opened for me a window into the abstract but beautiful world of topology, geometry and
mathematical analysis. It is my hope that the mathematical techniques learned during the
course of this thesis will help me to study many more ideas in applied mathematics and
engineering, even outside the scope of multi-agent coordination.
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Organization of the Thesis
The outline of this thesis can be understood from the following block diagram. The arrows

































A brief overview of the main contributions of this work is listed below.
• Introduction of connectivity graphs as models of local interactions.
• A systematic study of the space of connectivity graphs, from a geometric and
topological point of view.
• Some results on their realizations in their respective configuration spaces.
• A geometric encoding of the connectivity graphs, suitable for producing
triangulations.
• Complexity analysis of networks from the point of view of intrinsic structural
complexity.
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• Recognition of the various topological spaces in networks, as induced from their
connectivity graphs.
• A study of various trajectories on the space of connectivity graphs by the movement
of agents in the configuration space (the so-called connectivity graph processes).
• The use of semi-definite programming methods for computing feasible transitions in
connectivity graph processes.
• The use of cylindrical algebraic decomposition algorithm for the planning of
connectivity graph processes.
• A coordinate-free method of solving coverage problems in sensor networks.
• Use of computational topology software in network simulation.
• The application of connectivity graph processes for generating low-complexity
formations as well as for collaborative beamforming.
• Identification of several open problems in this area of research.
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The problem of coordinating multiple autonomous agents has attracted significant atten-
tion in recent years [8, 12, 38, 53, 57, 67, 71, 91, 96]. Due to advances in many enabling
technologies such as advanced communication systems, novel sensing platforms, and cheap
computation devices, the realization of large scale networks of cooperating mobile agents
has become possible. The research in this area is driven by several commercial and military
applications of mobile sensor networks and distributed robotics as well as inspiring links
to research problems in ecology, social behavior, statistical physics, bio-informatics, and
computer graphics [12, 39, 67, 58, 90, 85]. The surge of interest in this area can be appre-
ciated by the increase in the number of research articles, workshops, conferences, seminars,
and funding opportunities dedicated to this subject, and by the enthusiastic involvement of
researchers in computer science, engineering, mathematics, biology, and other disciplines.
This research is being done under the banners of networked control systems, cooperative
control, swarm systems, multi-agent control, distributed robotics, etc.
All such research efforts are focused on understanding, modelling, and employing four
basic ingredients of a networked control system : sensing, communication, computation, and
control. It is important to point out that this research area is distinguished from some of its
sister subjects, where one or more of the four ingredients are of little or no relevance. These
areas include sensor networks (sensing, communication, and computation), parallel and
distributed processing (communication and computation), multi-body dynamics (sensing
and control), distributed control (sensing, computation and control) etc. Therefore the
design and study of multi-agent robotic systems demands the attention of researchers that
are cognizant of all four ingredients. It is due to this unique confluence of different areas
that several researchers, especially in the systems and control community, have taken the
opportunity to enrich the understanding of their own subjects while making contributions
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to an area that is rapidly becoming a subject in itself.
The systems and control community in particular, has been attracted to this area. There
are many interesting theoretical problems that can be readily modelled and solved using
conventional techniques in systems theory. On the other hand, several open problems in
networked control systems are fuelling research into the development of techniques that
involve a modification of the classical techniques through interactions with other disciplines
in mathematics and applied sciences. This has resulted in a tremendous enrichment of
control theory. The interdisciplinary nature of this research has helped define several areas
inside control theory such as cooperative control, hybrid systems, and networked control;
and spawned a number of applications. A glimpse of this synergy can be seen in this work,
where ideas from graph theory and, perhaps for the first time, from algebraic topology have
been used to study network structures.
In the study of networked control systems, sensory and communication constraints limit
the effectiveness of the local interactions, whereas the absence of hierarchial structures com-
bined with scalability issues make global coordination a difficult and complex problem. One
of the main challenges in designing such systems is to provide a rigorously proven framework
of decentralized coordination that overcomes these limitations. In this chapter, we sum-
marize the state of the art in the design of multi-agent control systems with limited local
interactions. We argue that the study of geometric and topological structure of networks
is essential for the effective study and design of such systems. We also emphasize that the
results of this research is likely to benefit several areas outside robotics such as social and
biological multi-agent systems, where similar issues in decentralized coordination are poorly
understood.
1.1 From Single- to Multi-agent Robotics
The control and design of robotic systems is a well-studied subject. Due to its numerous
applications, most problems involving a single robotic system have been analyzed in great
detail by various researchers. Lately, a lot of focus has been placed on designing autonomous
systems that require minimum human intervention and can execute their tasks in uncertain
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environments. The reliability and performance of single autonomous robotic systems have
increased considerably due to advances in AI, mechatronics and control theory. On the other
hand, there has been a substantial reduction in their cost and size due to developments in
various enabling technologies. During the last decade, many researchers have realized that it
is feasible to deploy a large team of collaborating robots to execute tasks that are impossible
or difficult for a single system. The underlying driver of these research efforts is the implicit
assumption that there is strength in numbers, which can be exploited when exploring and
negotiating unknown or hostile environments.
Some of the techniques developed for single agents, interacting in both structured and
unstructured environments, such as trajectory tracking, nonlinear control, mapping and lo-
calization, are readily applicable in the multi-agent case as well. Promising applications such
as space exploration, cooperative control of unmanned aerial vehicles (UAV’s), advanced
manufacturing, mobile sensor networks, coordinated building, etc. [12, 39, 58, 67, 85, 90],
have driven researchers to develop a framework for multi-agent systems from a system the-
oretic point of view. However, a number of challenges stemming from the distributed and
hence local nature of the information available to the individual agents in the formation,
have presented themselves.
1.2 Inspiration from Nature
In order to look for inspiration when trying to model such systems, roboticists have increas-
ingly begun to look to naturally occurring systems, where distributed multi-agent systems
are abundant [28, 77]. These systems range from human societies, where each agent is an
extremely complex system in itself and the social behavior transcends beyond simple me-
chanical tasks, to lifeless physical systems made of particles, atoms or molecules [9]. The
latter carry no intelligence themselves, but interact using simple physical laws, and give rise
to complex adaptive systems as a group . Robotics finds its place somewhere in between
these two extremes. Needless to say, the comprehension of the complicated behavior of hu-
man societies may be the ultimate goal for a multi-agent system designer, but it is far too
difficult and exists only in science fiction at this point. The state of the art in multi-agent
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robotics is instead challenged by more humble objectives like terrain exploration, coordi-
nated building and manipulation, planning of team formations, etc. On the other hand,
inspiration from lifeless physical systems is inadequate, as most types of interactions (e.g.
potential fields) in physical systems can be simulated in hardware without the use of large
computing power, sensing and communication capabilities carried by modern robotic plat-
forms. The best “role-model” for multi-agent robotics can be found in biological systems
where group behavior is manifested in schools of fish, insect swarms, animal herds, bacterial
colonies, bird formations, etc . There is a remarkable similarity between the group behav-
iors found in biological systems and the ones that roboticists want their artificial systems
to exhibit. Similarly, a lot can be learnt from artificial robotic systems when modelling
behaviors for animal groups.
1.3 Centralized Vs Decentralized Multi-agent Systems
Most problems in multi-agent robotics revolve around defining formations and developing
control laws that guarantee formation stability. (See for example [12, 34, 39, 40, 62, 85, 95].)
In most cases, the underlying assumption is that each individual robot has complete knowl-
edge of the whereabouts of all other robots. This is a centralized way of approaching
coordination problems. However, several practical issues make this assumption false. In
particular, if the number of robots is large, bandwidth limitations as well as range con-
straints on the available sensing capabilities, imply that the global knowledge assumption
has to be abandoned. Hence, recent work in multi-agent robotics has emphasized decentral-
ized coordination to maintain formations [12, 34, 35, 38, 91, 97].
As the shift is made from global to local interactions, there are a number of issues that
need to be resolved, stemming from the inherent global nature of a formation. For instance,
if a number of robots have to decide which individual roles to take on in the formation
decentralized decision making mechanisms have to be employed. Similarly, different forma-
tions are potentially beneficial in different situations. For example, when exploring unknown
terrains, maximally spread formations may be preferable, but as obstacles are encountered
new formations must be used, e.g. for negotiating narrow passages [39]. As of yet, little
9
work has been done on how to choose formations in a decentralized and autonomous fashion
as a reaction to changes in the environment.
1.4 Swarming, Flocking and Formation Control
The problem of decentralized control has been most successfully addressed when investi-
gating swarm behaviors, where the individual robots are moving according to limited range
potential fields (e.g. [40, 90]), or according to some averaging orientation rules [53, 98].
However, these results are not constructive in the sense that one can not specify or change
desired formations in any direct manner. Therefore the subject of formation control should
be distinguished from studies on swarming and flocking behaviors. Although formation
control has been a favorite subject among multi-agent roboticists for many years, it has not
progressed beyond simple formations for a small number of agents. The most obvious reason
for this is the failure to recognize the importance of communication among agents. This
may have happened because until recently, researchers did not have the luxury of equipping
a large number of robots with advanced communication equipment. With the advent of
inexpensive high-speed wireless networks, today’s networked control systems are complex
communication networks that are faced with all issues of managing network traffic. Still,
little has been done so far to understand the role of information exchange in multi-agent
robotics.
1.5 Limited Communication and Sensory Capabilities
Before one can properly define what is meant by formations or distributed control, a num-
ber of modelling issues need to be resolved. Among them, a basic problem is how to
capture the local nature of the interactions due to inter-robot communication and sensory
perception, when characterizing multi-agent formations. In most applications of networked
control systems, the individual robots can collect information about their environment and
neighboring robots in the formation by either peer to peer communication or by relying on
sensory information. Since any physical sensor is limited by its range, resolution, and cali-
bration errors, the information available to each agent by either direct observation or state
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estimation is always limited and uncertain. In non-omnidirectional sensors, the limitations
may also arise due to the directivity patterns of sensors. Examples include the conic field
of view of a camera and the radiation patterns of antennas and sonars [63].
Instead, if the robots share information using peer to peer communication strategies, this
problem can be overcome as long as the number of robots in the formation is relatively small.
However, as the formation size increases, both in cardinality and spatial dimension, several
factors such as bandwidth limitations, large distances, and corruption in communication
channels due to noise and interference severely limit the possibility to convey and use global
information. A good algorithm for multi-agent coordination should be scalable in terms of
the size of the network. Therefore, no individual robot can be assumed to have complete
knowledge about the states of every other robot of the formation. This restriction leads to
the question of how local interactions should be represented.
1.6 Spatial Relationships in Formations: Graph Theoretic
Models
One natural way in which local interactions can be expressed is to let this aspect of the
formation be represented as a graph, in which nodes correspond to individual agents and the
presence of an edge between two nodes (robots) signifies that an interaction exists between
them. In other words, an edge between two nodes implies that either the corresponding
robots are within sensory range of each other, or that a communication channel is established
between them. These types of graphs have been proposed in the literature to represent
spatial or geometric relationships between agents. Examples include [38, 53, 73, 92, 98, 99,
97].
Consider, for example [92], in which Saber et. al. define a spatial adjacency matrix
for formations of agents, equipped with sensors of limited range as follows: Let x =
(x1, x2, . . . , xN ) denote the position vector of N robots in an ambient space R
k, where
11
k = 1, 2 or 3. If agent i has an omnidirectional sensor of range δi then, the spatial adja-





1 if xj ∈ Bδi(xi), j 6= i,
0 otherwise,
(1)
where Bδi(xi) is the closed ball in Rk with radius δi, centered at xi.
If the sensors are directional, or if the agents themselves have an orientation, conic





1 if ‖xj − xi‖ ≤ δi, |θj − θi| ≤ φi, j 6= i,
0 otherwise,
(2)
where θi denotes either the orientation of robot i, or the directionality of its sensor. More-
over, φi defines the conic neighborhood in which robot i can effectively acquire information
from neighboring robots. It should be noted that these models (especially in the conic case)
imply directed rather than undirected graphs. In other words, the relationships that model
the graphs need not be commutative.
These types of constructions capture the local interactions in a straight forward manner.
Recently, many researchers have explored and characterized the graph theoretic properties
associated with these graphs. Some striking results have been obtained using algebraic
graph theory [45]. In [38], the stability of a formation has been shown to be closely related
to the Laplacian L of the underlying graph. Let the number of edges incident on a node v





deg(vi), i = j,
0, i 6= j,
(3)
then the Laplacian L is defined by:
L = ∆ − A, (4)
where A is the adjacency matrix. The rank of L is related to the connectivity of the graph
[45]. In [92], similar results have been obtained for the construction of agreement protocols
between the robots. In [53, 98, 99], the Laplacian has been used for studying the alignment
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of individual robots based on nearest neighbor averaging rules. It should be emphasized
again, that none of these methods are constructive and mostly concern qualitative notions
like swarming and flocking.
1.7 Configuration Spaces: Lessons from Robotic Manipu-
lators
In the previous paragraphs, it has been shown how graph theoretic models lend them-
selves well to capturing certain aspects of spatially induced relations between robots in a
multi-agent system. Another aspect of studying multi-agent formations that obey spatial
relationships, is to obtain the configuration space of the formation. Even if the agents are
fully actuated and living in Euclidean spaces, the configuration space of formations is non-
trivial. In the multi-agent robotics literature, it is quite standard to assume that the robots
are evolving on the simplified Euclidean configuration space, namely the product space
Rk × Rk × . . . × Rk = (Rk)N . However, as pointed out by Ghrist in [41], the configuration
space of N robots, even without any inter-agent constraints is
CN (Rk) = (Rk × Rk × . . . Rk) − ∆, (5)
where ∆ = {(x1, x2, . . . , xN ) : xi = xj for some i 6= j}. For many applications it is also
required that the configuration be independent of the relative labelling of the different
agents in a formation. In such cases one should consider the space obtained by the action
of the permutation group SN on the space CN (Rk), namely the space CN (Rk)/SN . When
inter-agent constrains are present and are represented as a graph, one could ask how the
configuration evolves while the graph is preserved. Since the movements of the individual
agents make the graph a dynamic structure as well, the characterization of a fixed spatial
relationship between the robots in the form of a configuration space is useful.
The concept of configuration spaces is well-understood for robotic manipulators and
multi-body systems, where the kinematics are studied for flexible and rigid bodies obeying
certain physical laws. The configuration spaces arising in such systems are usually smooth
manifolds such as Lie groups that have nice properties [83]. Configuration spaces have also
been studied by mathematicians as algebraic varieties [48] corresponding to mechanical
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linkages. For example, in [70] and [54], the configuration space of a weighted graph corre-
sponding to the mechanical linkages between joints in the manipulator has been described
as the set of all possible realizations of the graph. Recently, some universality theorems
have also appeared in the literature [56] that answer the converse problem of whether a me-
chanical linkage exists for a given algebraic variety. For multi-agent formations defined by
spatial and geometrical relationships, this is a very narrow point of view, although it is fair
to say that many researchers have produced some good studies by following that approach.
In some works, such as [35, 85, 91], researchers have looked at formations as rigid bodies
and modelled their behavior as N -particle systems driven by artificial potential functions.
Such methods are however restrictive and do not take full advantage of the extra flexibility
in the coupling among the robots. Therefore, it is clear that this issue cannot be addressed
using graph theory or rigid-body mechanics alone.
Since many geometric constraints are polynomial, the resulting configurations spaces can
in many cases be described as semi-algebraic sets. However, the problem of determining
the configuration space of a graph defined by inequality constraints (instead of equality
constraints in rigid mechanical linkages) is considerably difficult. If such a characterization
is properly understood, this may lead to utilizing the well-established methods of designing
vector fields on configuration spaces and deriving control laws.
The conclusion to be drawn from the research efforts mentioned above is that there is
a need to develop a rigorous framework for totally decentralized coordination algorithms
with incomplete global information. Such coordination algorithm should be constructive
and not limited to studying emergent behaviors like swarming and flocking. A number of
modelling challenges have to be overcome for perception and communication limitations.
The role of information exchange is still very poorly understood. A number of researchers
have employed graph theoretic models, but there is a lack of understanding about the type
of graphs that arise in cooperative control problems. Finally, the role of configuration spaces
is little understood in this framework.
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CHAPTER II
FROM GRAPH THEORY TO ALGEBRAIC TOPOLOGY
The field of algebraic topology has a fascinating history of success in applied sciences. At
the end of the 19th century, when Henri Poincaré pioneered many of the computational
tools used in topology today, he immediately put them to use for studying dynamical
systems. Physicists were quick to utilize these tools in quantum mechanics, gravitation,
string theory, and for studying crystalline structures. Computer scientists have recently
begun using topology for analyzing distributed algorithms. In this thesis, a significant
departure has been made from the different approaches that are currently in use for the
analysis and design of networked control systems. The main highlight of this work is the
use of algebraic topology, in addition to the usual graph theoretic methods for analyzing
networks.
Although algebraic topology is a relatively lesser known branch of mathematics in the
control systems community, the application of topological tools in systems theory is not
new. Its sister subjects of differential and algebraic geometry have found wide application
in control, robotics and optimization. The theory of geometric control [83] relies heavily on
the topological properties of the underlying manifolds that form the configuration spaces
of the systems under study, although this relationship has often been overlooked or taken
for granted. Similarly the qualitative theory of dynamical systems, pioneered by Poincaré,
has many topological overtones and is widely used in the systems and control community
without an explicit reference to the underlying concepts in topology. A small community of
researchers [1, 3, 22, 36, 37, 41, 44] has emphasized this connection over the last few years.
However, the abstract nature of this subject has prevented its propagation in the controls
systems community at-large.
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Figure 1: To a topologist, both the coffee mug and the doughnut are the same.
2.1 What is Algebraic Topology?
Informally, algebraic topology is the study of spaces and maps between them using algebraic
methods [5, 49]. The shapes and spaces may represent circles, spheres, doughnut-shaped
figures, or something more exotic like Klein bottles or Mobius bands. These are all examples
of topological spaces. One of the basic objectives of algebraic topology is to find invariants
of these topological spaces. These invariants should be able to distinguish between different
shapes. The invariants are algebraic objects that can be computed from a representation of
the topological space. The most important topological invariants are the so-called homotopy
and homology groups. It turns out that these invariants distinguish between topological
spaces by essentially measuring the number of holes in a topological space.
There is an interesting saying that a topologist is a person who cannot tell a coffee mug
from a doughnut. A doughnut is a surface with one hole in it. So is a coffee mug, where the
handle is the hole. Imagine that the doughnut is made of stretchable rubber or clay. Then
one can stretch and deform the doughnut to get a coffee mug without creating or closing
any holes. (See Figure 1). This theme of distinguishing topological spaces by ’counting
holes’ will appear in several applications, later in this thesis.
2.2 Emergence of Computational Algebraic Topology
During the last few years, methods of algebraic topology have proliferated into many areas
of applied sciences. One of the main reasons for this surge of interest in topology is the
availability of computational packages that allow fast computations on large sets of data
and require minimal knowledge of the underlying abstract concepts in topology. The area
of computational topology, itself is an emerging field of applied mathematics with several
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opportunities of research. A good survey of this research can be found in [13, 55].
Some of the most difficult and least understood issues in geometric computing involve
topology. The aim of computational topology is to go beyond the state of the art in com-
putational geometry with an emphasis on provable correctness, efficiency, and robustness
to continuous domains, curved surfaces, and higher dimensions. Such an extension brings
computational geometry into contact with classical topology for shape representation, ma-
nipulation, and analysis.
Topology separates global shape properties from local geometric attributes, and provides
a precise language for discussing these properties. Such a language is essential for composing
software programs, such as connecting a mesh generator to a computational fluid dynamics
simulation. Many software packages have emerged that specifically deal with such issues.
Out of these, two packages CHomP and Plex [23, 89] have been used in this thesis.
2.3 Topology for Networked Control Systems
As emphasized in the previous chapter, an important theme in the study of such systems
is the use of graph-theoretic models for describing the local interactions in the network.
These graph-based models can serve as a bridge between the continuous and the discrete
when trying to manage the design complexity associated with formation control problems.
A recurring theme in many of these works has been the use of algebraic graph theory for
incorporating network structure into the equations of the coupled dynamical system.
In this work, it has been realized that the discrete nature of this graphical representation
can be further generalized to combinatorial objects, known as simplicial complexes, that
are extremely familiar in the field of algebraic topology. This empowers us to work at
an abstraction level which is higher than algebraic graph theory. For example, the graph
Laplacian mentioned above arises naturally from the matrix representation of the so-called
boundary operators on simplicial complexes. Based on this realization, we have at our
disposal a whole arsenal of results that have been developed in the last century for studying
these abstract objects.
The motivation for using these topological tools also stems from the need to design
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large scale multi-agent systems which achieve global objectives using local interactions in
a completely decentralized manner. Moreover, the topological abstraction of networks sim-
plifies the solution to a number of problems that are normally tackled with a geometrical
insight only. Finally, the availability of computational topology software like Plex and
CHomP [23, 89] makes it possible to explore these tools for large systems with a minimal
knowledge of abstract concepts in topology. It is the author’s belief that the emerging
area of networked control systems, along with recent advances in computational algebraic
topology have set the stage for this subject to appeal to wider audiences in systems and
control.
2.4 Why and When to Use Algebraic Topology?
A valid question that can be asked about the use of topological methods for networked
control systems is the following: What is the advantage of using the ‘language’ of algebraic
topology? Can we present the same results using the usual graph theory and some state-
ments on geometry? Surely, the language of algebraic topology is very elegant, and once
this language is learnt, the entire sophisticated machinery of topology becomes accessible
for tackling a whole range of other problems. But have we produced some results that
can not be obtained using graph theory and geometry alone? If one carefully studies the
results in Chapters 6 and 8, they are indeed statements of graph theory, combined with
some observations on geometry. But, the work presented in Chapter 11, in particular the
results based on higher homology groups and the deep statements of Čech cohomology the-
ory are too complicated to be expressed in any other way. Therefore, algebraic topology is
not merely a mechanical tool for doing proofs, rather it empowers us with some very deep
concepts. Concepts such as homology, homotopy and cohomology are very general ideas
and principles [43].
A final word of caution: It is not the intention of the author to present computational
algebraic topology as a panacea for every problem in networked control systems. Rather,
it is suggested that there is a broad class of problems in multi-agent coordination, which
can be handled in a natural way by dealing with various topological spaces associated with
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multi-agent networks. As evident from a large part of the work presented in this thesis,
there are quite a number of problems in multi-agent coordination, that can be best handled
using more familiar tools of analysis and design, such as graph theory and computational
geometry. The topological methods are only applied when necessary, and where they give
a significant advantage over traditional methods.
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PART I
Static Aspects: The Structure of
Connectivity Graphs
CHAPTER III
CONNECTIVITY GRAPHS AND THEIR REALIZATIONS
In many multi-agent coordination problems, a finite representation of the configuration
space appears naturally, namely by using graph-theoretic models for describing the local
interactions in the formation. In other words, graph-based models can serve as a bridge
between the continuous and the discrete when trying to manage the design-complexity as-
sociated with formation control problems. As explained in the previous chapter, different
types of graphs are used for modelling which neighboring robots a given robot can communi-
cate with. In this chapter, we show that the graphs that can represent formations do in fact
correspond to a proper subset of all graphs, denoted by the set of connectivity graphs. This
motivates a systematic study of the relation between graphs and their configuration spaces,
and in particular, the problem of realizability of a graph in the corresponding configuration
space.
3.1 Formations and Connectivity Graphs
Graphs can model local interactions between agents, when individual agents are constrained
by limited knowledge of other agents. In this chapter we present a graph theoretic formalism
for describing formations in which the primary limitation of perception for each agent is
the range of its sensor. Suppose we have N such agents with identical dynamics evolving
on R2. Each of the agents carries a pre-assigned unique identification tag n ∈ {1, 2, . . . , N}.
Each agent is also equipped with a range limited sensor by which it can sense the position
of other agents. All agents have identical sensor ranges δ. Let the position of each agent be
xn ∈ R2, and its dynamics be given by
ẋn = f(xn, un),
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where un ∈ Rm is the control for agent n and f : R2 × Rm → R2 is a smooth vector field.
The configuration space CN (R2) of the agent formation is made up of all ordered N -tuples
in R2, with the property that no two points coincide, i.e.
CN (R2) = (R2 × R2 × . . . R2) − ∆,
where ∆ = {(x1, x2, . . . , xN ) : xi = xj for some i 6= j}. The evolution of the forma-
tion can be represented as a trajectory F : R+ → CN (R2), usually written as F(t) =
(x1(t), x2(t), . . . xN (t)) to signify time evolution. The spatial relationship between agents
can be represented as a graph in which the vertices of the graph represent the agents, and
the pair of vertices on each edge tells us that the corresponding agents are within sensor
range δ of each other (See Figure 2). However several formations may give the same graph.
We make these ideas precise as follows.
Figure 2: Agents and their connectivity graph.
Definition 3.1.1 (Connectivity Graph of a Formation) Let GN denote the space of
all possible graphs that can be formed on N vertices V = {v1, v2, . . . , vN}. Then we can
define a function ΦN : C
N (R2) → GN , with ΦN (F(t)) = G(t), where G(t) = (V, E(t)) ∈ GN
is the connectivity graph of the formation F(t). vi ∈ V represents agent i at position xi, and
E(t) denotes the edges of the graph. eij(t) = eji(t) ∈ E(t) if and only if ‖xi(t) − xj(t)‖ ≤ δ
i 6= j. In other words,
ΦN (F(t)) =({v1, . . . vN}, {(vi, vj) | i 6= j and
‖xi(t) − xj(t)‖ ≤ δ})
(6)
Some observations about these connectivity graphs can be made already at this point.
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• The graphs are simple by construction i.e. there are no self-loops or parallel edges
between the same two nodes.
• The graphs are always undirected because the sensor ranges are identical.
• The motion of agents in a formation may result in the removal or addition of edges
in the graph. Therefore G(t) is a dynamic structure.
• Every graph in GN is not a connectivity graph.
The last observation is not as obvious as the other. While many researchers have referred
to graphs of formations as their models; [92, 53]; the issue of whether an arbitrary graph
corresponds to a proper agent formation has been mostly overlooked. We discuss this point
in detail.
3.2 Every Graph is Not a Connectivity Graph
We start with the following definition.
Definition 3.2.1 (Realization of a graph in CN (R2)) A realization of a graph G ∈ GN
is a formation F ∈ CN (R2), such that ΦN (F) = G.
An arbitrary graph G ∈ GN can therefore be realized as a connectivity graph in CN (R2)
if Φ−1N (G) is nonempty. We denote by GN,δ ⊆ GN , the space of all possible graphs on N
agents with sensor range δ, that can be realized in CN (R2). Let us start by analyzing this
space for small values of N . For N = 1, the configuration space is C1(R2) ≃ R2 and the only
possible graph on one agent is always realizable. For N = 2, the situation corresponds to
whether the two agents are within δ distance of each other or not. Therefore all formations
in the subset {(x1, x2) : ‖x1 − x2‖ ≤ δ, x1 6= x2} ⊂ C2(R2) correspond to the connected
graph of 2 vertices, while the remaining configuration space corresponds to the situation
when the graph is disconnected.
If we now move on to the case for N = 3 similar constructions can be obtained for
various connected and disconnected graphs on 3 vertices. Consider for example the situation
in Figure 3, where the 3 agents are positioned at the points marked by circles. Let each
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(x31, x32)






Figure 3: Depicted are three robots and their inter-robot distances.
position xi be given by its Cartesian coordinate pair (xi1, xi2)
T . For notational convenience
let ‖x1 − x2‖ = l12, ‖x2 − x3‖ = l23 and ‖x1 − x3‖ = l13. Also let θ and ψ123 be the angles
shown in the figure. In general, any connectivity graph on N vertices imposes various
constraints on the relative positions of individual agents in the configuration space CN (R2).
In the case of a connected graph on 3 vertices, the constraints on positions x1, x2 and x3
correspond to a single constraint on the angle ψ123, when the the agents are positioned
as shown in Figure 3. This simple observation will subsequently lead to some interesting
properties of the connectivity graphs and their realizations. Suppose we are considering the
line graph on 3 vertices in Figure 5, then the given geometrical configuration corresponds
to this graph if l12 ≤ δ, l23 ≤ δ, and l13 > δ. Moreover we can write
l213 = (l12 + l23 cos θ)
2 + (l23 sin θ)
2,
= l212 + l
2
23 + 2l23l12 cos θ.
If l13 > δ then
cos θ >
δ2 − l212 − l223
2l23l12
.
It is easy to see that the term on the right has a minimum corresponding to the maximum
values of l12 = l23 = δ. Therefore cos θ > −12 which means that θ ∈ [−2π3 , 2π3 ]. Therefore
the smaller angle between l12 and l23 satisfies ψ123 = π − θ > π3 , for all 0 < l12, l23 ≤ δ and
l13 > δ. Hence, whenever we have two edges eij and eik in a connectivity graph that share




< xj − xi, xi − xk >






Now, denote by SN the ”star graph” in GN i.e. the graph which has N − 1 vertices
v2, v3 . . . vN of degree 1 and one vertex v1 with degree N − 1. An example of such a graph
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is shown in Figure 4.a. Also denote by ♦5 and ♦6, the graphs in G5 and G6 respectively, as
drawn in Figures 4.a and 4.b.
Figure 4: Graphs ♦5, ♦6 and S7, that are not connectivity graphs
Proposition 3.2.1 The graphs ♦5 ∈ G5 and ♦6 ∈ G6 do not belong to G5,δ and G6,δ respec-
tively.
Proof: Suppose that to the contrary ♦5 ∈ G5,δ then there exists some realization
F = (x1, x2, · · ·x5) ∈ C5(R2) such that Φ5(F) = ♦5. From Equation 7 it follows that the
angles ψ415, ψ512, ψ123, ψ235, ψ534 and ψ341 are all greater than
π
3 . Therefore,





But since x1, x2, x3, x4 ∈ R2 are vertices of a polygon of 4 sides, ψ415 +ψ512 +ψ123 +ψ235 +
ψ534 + ψ341 = 2π which is a contradiction. Therefore ♦5 6∈ G5,δ.







However from the condition that x1, x2, · · · , x6 ∈ R2 are vertices of a polygon of 6 sides,
this sum should be exactly equal to 4π, which is a contradiction. Therefore ♦6 6∈ G6,δ.
Proposition 3.2.2 SN ∈ GN does not belong to GN,δ for N > 6.
Proof: Suppose to the contrary, SN ∈ GN,δ. If deg(v1) = N − 1, and (x1, · · ·xN ) ∈
CN (R2) is a realization then ψi,1,j > π3 for all 2 ≤ i, j ≤ N . We have, ψ2,1,3 + ψ3,1,4 + · · · +
ψN−2,1,N−1 + ψN−1,1,N + ψN,1,2 > (N − 1)π/3. If N > 6 then this sum is strictly greater
24
than 2π. However by the given setup, this sum should be exactly equal to 2π. Therefore,
by this contradiction SN 6∈ GN,δ for N > 6.
There are of course many other examples of realizable and non-realizable connectivity
graphs. If a graph is completely disconnected, it means that the distance between any two
agents in the formation is separated by more than δ. This can easily be achieved by placing
the vertices one by one in such a way that xi does not belong to
⋃i−1
j=1 Bδ(xj), where Bδ(x)
is the closed ball of radius δ centered at x. This observation can be further generalized as
follows.
Lemma 3.2.1 A graph G ∈ GN,δ if and only if each of its connected component Gi ∈ GMi
is realizable in some GMi,δ, Mi < N .
We omit a formal proof here for brevity but the concept is easy to understand. We saw
earlier that completely disconnected graphs are trivially realizable by placing the agents
further than δ from one another. If G ∈ GN has many disjoint connected components, say
{Gi}, we can place each connected component ’far away’ from all other components so that
none of the agents in one component can sense agents in other connected component. By
this construction we have a realization for G if and only if all Gi have realizations in their
respective spaces GMi,δ.
Theorem 3.2.1 GN,δ is a proper subspace of GN if and only if N ≥ 5.
Proof: In order to prove that GN,δ is a proper subspace of GN for some N , it is enough
to show that Φ : CN (R2) → GN is not onto. Therefore we need to provide a graph G ∈ GN
such that Φ−1(G) = ∅. From Proposition 3.2.1, we have examples of graphs that are not
realizable in G5,δ and G6,δ. For N ≥ 7 the star graphs SN of Proposition 3.2.2 provide the
examples of graphs that cannot be realized as connectivity graphs in GN,δ. This proves that
GN,δ is a proper subspace of GN if N ≥ 5.
To prove that every graph in GN , for N < 5, is realizable in GN,δ, we have to enumerate
all possible graphs for N < 5 and give realizations for each graph. Since we are dealing
with a small number N(< 5), the enumeration strategy works well. The number of possible
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graphs to check can be further reduced by noting that we need to consider only connected
graphs. The justification for this comes from Lemma 3.2.1 given above. In fact, from [19] we
know what these graphs are, and they together with their realizations are given in Figures
5 and 6, which completes the proof.
Figure 5: Possible realizations for all G ∈ GN,δ for N ≤ 3
Figure 6: Possible realizations for all connectivity graphs in G4,δ.
Corollary 3.2.1 If each connected component Gi of a graph G ∈ GN belongs to GMi, Mi < 5
then the graph has a realization in GN,δ.
Formations can produce a wide variety of graphs for N vertices. This includes graphs
that have disconnected subgraphs or totally disconnected graphs with no edges. However the
problem of switching between different formations or of finding interesting structures within
a formation of sensor range limited agents can only be tackled if no sub-formation of agents
is totally isolated from the rest of the formation [58]. This means that the connectivity
graph G(t) of the formation F(t) should always remain connected (in the sense of connected
graphs) for all time t. For notational convenience we use GcN,δ ⊆ GN,δ ⊆ GN to denote the
set of all connected graphs of N vertices that satisfy the connectivity condition of the above





Some results on the realization of connectivity graphs GN,δ ⊆ GN have been given in the
previous chapter. In the arguments for proving these results, some simple geometrical
arguments have been used. Although, these arguments give sufficient conditions for certain
graphs, they cannot be easily applied to all graphs. In fact, it will be interesting to know
the answer to the following question: Given any arbitrary graph G ∈ GN , can it be realized
as a connectivity graph in CN (R2)?
4.1 Infeasibility and the Positivstellensatz
Recall that each connectivity graph (V, E) for the formation (x1,x2, · · ·xN ) ∈ CN (R2) can
be described by N(N − 1)/2 relations of the following form:
1. ‖xi − xj‖ ≤ δ, if eij ∈ E ,
2. ‖xi − xj‖ > δ, if eij 6∈ E .
Let xi = (xi, yi) for all 1 ≤ i ≤ N , then each of these relations can be written as inequality
constraints, {fk ≥ 0}, where each fk ∈ R[x1, y1, . . . , xN , yN ] is a polynomial in 2N variables
over the real numbers. Therefore the realization problem is equivalent to asking if there
exist x1, y1, . . . , xN , yN such that the following inequality constraints are satisfied.
δ2 − (xi − xj)2 − (yi − yj)2 ≥ 0, if eij ∈ E ,
(xi − xj)2 + (yi − yj)2 − δ2 > 0, if eij /∈ E ,
where 1 ≤ i < j ≤ N .
The following is an important result in studying problems of infeasibility for semi-
algebraic sets [94].
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Positivstellensatz: Given polynomials {f1, . . . fs}, {g1, . . . , gt} and {h1, . . . , hu}, all in
R[x1, . . . xn], the following are equivalent:
1. The set {x ∈ Rn : fi(x) ≥ 0, hi(x) = 0, gi(x) 6= 0, i = 1 . . . s, j = 1 . . . t, k = 1 . . . u} is
empty.
2. There exist polynomials f ∈ P(f1, . . . fs), g ∈ M(g1, . . . gt), h ∈ I(h1, . . . hu) such that
f + g2 + h = 0,
where P(f1, . . . fs) is the Cone generated by the polynomials {fi}, M(g1, . . . gt) is the
Monoid over {gi} and I(h1, . . . hu) is the Ideal generated by {hi}. See [94, 52] for further
details on these algebraic objects.
4.2 Some Simplifications
Before using the Positivstellensatz, let us first perform the following simplifications. Note
that if a formation (x1,x2, · · ·xN ) ∈ CN (R2) is feasible, and A : R2 → R2 is an isometry,
then (Ax1, Ax2, · · ·AxN ) is also feasible. In fact, this induces an isometry of CN (R2) as
well. Let us define an isometry A by an element of the group generated by translations and
rotations in R2,






cos θ sin θ




and ψ is the angle of the vector x2 − x1 w.r.t the positive x-axis in R2. With this choice,
Ax1 = 0 and Ax2 = [‖x2 − x1‖, 0]T . The existence of such an isometry implies that
we can study the non-feasibility problem by ignoring the 3 variables x1, y1, and y2. We
therefore setup the quadratic forms in the following way. Let M = 2N − 2 and x =
[x2, x3, y3, x4, y4 . . . xN , yN , 1]
T ∈ RM . If eij ∈ E , then the inequality
δ2 − (xi − xj)2 − (yi − yj)2 ≥ 0,
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and all entries not explicitly written are zeros. It is easy to see that for terms involving x1
and x2, we have similar matrices with more zeros at the appropriate slots. In particular, if
e12 ∈ E then the relation between x1 x2 simplifies to x22 ≤ δ2, with A12diag(−1, 0, . . . , 0, δ2).
Similarly, if elm 6∈ E , then the inequality
(xl − xm)2 + (yl − ym)2 − δ2 > 0,
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We will have a total of N(N − 1)/2 such quadratic forms. The non-feasibility problem is
therefore equivalent to asking if the set X = {x ∈ RM | xT Aijx ≥ 0, 1 ≤ i < j ≤ N, eij ∈
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E ,xT Blmx > 0, 1 ≤ l < m ≤ N, elm 6∈ E} is empty. It is worthwhile to note that if the
formation is feasible, the above simplification based on the isometry A, bounds the set X
in the following way. We give the following standard definition.
The diameter D of a graph is defined as the longest graph geodesic between any two




where d(vi, vj) is the graph geodesic between vertices vi and vj , given by the minimum
length of the paths connecting them. In some sense, it is longest shortest path in a graph.




We note that ρ(G) ≤ D(G). By placing x1 at (0, 0), we therefore have ‖xi‖ ≤ ρ(G)δ for
2 ≤ i ≤ N . If x ∈ X then,
xTx ≤ (N − 1)2δ2ρ(G)2 + 1. (9)
Let D = {x ∈ RM | xTx ≤ (N − 1)2δ2ρ(G)2 +1}, then X ⊆ D. Therefore for checking non-
feasibility, we restrict our search to D. Eq. (9) gives a useful bound on x and is particularly
helpful for numerical computations. Moreover, it tells us that the search for a non-feasibility
certificate is restricted to a bounded set. Unfortunately despite being bounded, X is not
compact. We will see later that this complicates the search for the certificates.
4.3 Computations Using the S-Procedure
It should be noted that all semi-algebraic constraints on the set X are quadratic. More-




lm. For quadratic constraints, the Positivstellensatz has been
shown to be equivalent to the celebrated S-procedure [87]. The S-procedure transforms the
Positivstellensatz into a linear matrix inequality (LMI) problem.
Theorem: Given symmetric n × n matrices {Ak}mk=0, the following are equivalent:
1. The set {x ∈ Rn | xT A1x ≥ 0,xT A2x ≥ 0, · · · ,xT Amx ≥ 0,xT A0x ≥ 0,xT A0x 6= 0}
is empty.
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2. There exist non-negative scalars {λk}mk=1 such that −A0 −
∑m
k=1 λkAk ≥ 0.
If {λk}mk=1 exist then let Q = −A0 −
∑m
k1 λkAk ≥ 0, g = xT A0x and






Since g ∈ M(xT A0x) and f ∈ P(xT A0x, xT A1x, · · ·xT Amx), f + g2 = 0 as desired.
Note that any strict constraint xT Cx > 0 can be formulated as xT Cx ≥ 0,xT Cx 6= 0.
Therefore, if we ignore the strictness of all but one of the constraints given by xT Blmx > 0,
the S-procedure gives the certificates of non-feasibility for a given graph. Unfortunately, the
strictness of more than inequality makes the S-procedure lossy [17] i.e. it only becomes a
sufficient condition. Therefore, this procedure can only work for the limited case described
below.
4.4 Examples
Consider the complete graph KN . As discussed in Chapter 3, KN is always feasible. It will be
interesting to find if there is an example of an infeasible graph obtained by removing exactly
one edge e, from KN . We will denote such graph by KN − e. Without loss of generality let
e = e12. By the procedure described above, the non-feasibility question can be answered by
setting up N(N − 1)/2− 1 quadratic forms of the type xT Aijx ≥ 0, 3 ≤ i < j ≤ N and one
quadratic form of the type xT B12x ≥ 0, where B12 = diag(1, · · · ,−δ2). Clearly this can be
a candidate for testing the S-procedure described above. In fact, it can be seen that the
corresponding LMI







can never be non-negative definite for any combination of λij > 0. To prove this, note that
Q can be written as
x2 x3 y3 x4 y4 . xi yi . xN yN 1
x2 a22 a23 0 a24 . . a2i 0 . a2N 0 0
x3 a23 a33 0 a34 0 . a3i 0 . a3N 0 0
y3 0 0 a33 0 a34 . . a3i . 0 a3N 0
x4 a24 a34 0 a44 0 . a4i 0 . a4N 0 0
y4 0 0 a34 0 a44 . 0 a4i . 0 a4N 0
...
...
xi a2i a3i 0 a4i 0 . aii 0 . aiN 0 0
yi 0 0 a3i 0 a4i . 0 aii . . aiN 0
... . . . . . . . . . . .
...
xN a2N a3N 0 a4N 0 . a4i 0 . aNN 0 0
yN 0 0 a3N 0 a4N . 0 a4i . 0 aNN 0
1 0 0 0 0 0 . 0 0 . 0 0 aMM
where the non-zero off-diagonal entries are
amn = −λmn, m 6= n,
and the diagonal entries are given by
aii = −1 +
∑N









j=k+1 λkj) i = M.
Notice that the feasibility question is independent of δ. If G is feasible for δ1 > 0 then it is
feasible for all δ > 0. For simplicity let δ = 1. Since λij > 0, Q 6= 0. So we need to show
that Q ≯ 0. Note that this is not equivalent to showing that Q < 0. A necessary condition
for Q = [qij ] > 0 is that
qii > 0








Figure 7: Geometric construction of a feasible formation for KN − e.
Now consider,
a22 + aMM =−1 +
N∑
j=3















If Q > 0 then a22 + aMM > 0, but λij > 0 for all 1 ≤ i < j ≤ N , so that a22 + aMM < 0,
which is a contradiction. So Q is never non-negative definite for any choice of λij . By the
S-procedure, the non-negativity condition of Q is both necessary and sufficient. Therefore,
the set is always non-empty and we have proved the following result.
Proposition: KN − e is feasible for all N .
Motivated by this result, one can also give a geometric construction to provide feasible
formations for KN − e for all N . Consider the realization of the graph depicted in the lower
left corner of Figure 5. This is a realization K4 − e. Now consider the Figure7. The shaded
region is the intersection of discs of radius δ, centered at x3 and x4.
For the general case, where we have multiple strict inequalities, we present the following
result for odd number of strict constraints.
Proposition: Let Q ∈ N be odd. Given symmetric n × n matrices {Ak}Pk=0, the set
Y = {x ∈ Rn | xT A0x ≥ 0, · · · ,xT AQ−1x ≥ 0,xT AQx ≥ 0, · · · ,xT APx ≥ 0,xT A0x 6=
0, · · · ,xT AQ−1x 6= 0, } is empty if for all 0 ≤ q ≤ Q − 1, there exist non-negative scalars






k Ak ≥ 0.
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TQqx) + · · ·




T Ai1x) . . . (x
T AiQ−1x)
Here the details on the indexes i1, . . . , iQ−1 and j1, . . . , jQ−1 have been omitted for brevity.
Clearly, f ∈ P(xT A0, · · · ,xT APx) so that f + g2 = 0 as desired.
4.5 Open Problem I: Necessary Conditions for Infeasibility
Note that the results presented in this chapter only provide sufficient conditions for the non-
feasibility of connectivity graphs. Finding a necessary criterion is still an open problem.
With such a criterion, it will be possible to give a complete geometric characterization of
the entire class of connectivity graphs, significantly improving the results presents here.
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CHAPTER V
STRUCTURAL COMPLEXITY OF FORMATIONS
When designing control strategies for distributed, multi-agent robot systems, it is vitally
important that the number of prescribed local interactions is managed in a scalable manner.
In other words, it should be possible to add new robots to the system without causing a
significant increase in the communication and computational burdens of the individual
robots. But, one strategy that achieves this is a strategy where no interactions are present,
which is clearly unsatisfactory from a number of vantage points. Therefore, an additional
requirement when designing multi-agent coordination strategies should be that enough local
interactions are present in order to ensure the proper execution of the task at hand.
Hence, a fundamental question that arises when studying such multi-agent systems is
how to properly define the notion of “complexity”. The traditional, algorithmic notion of
the complexity of a system is related to how difficult it is to describe it. Therefore, most
of the measures of complexity are closely related to the Algorithmic Information Content
(AIC) in a system [6]. However, as noted in the physical sciences [14, 16, 88], there is
an inherent difference between descriptive complexity and structural complexity, where the
latter measures the interactions, size, and asymmetry in the physical structure. As of yet, no
universal concept of structural complexity has emerged. As an example, molecular chemists
define the complexity of molecules relative to the particular problem under investigation
[88]. A similar program can be carried out within the context of formation control. It is clear
that when talking about robot formations, any measure of the complexity of the formations
should take into account the size of the formation, the number of communication links or
interactions in the formation, and possibly also the degree of symmetry in the formation.
Molecular chemists have mainly described the structural complexity of molecules by
defining measures on their corresponding graphs [14]. Since, there is a corresponding notion
of formation graphs induced by robot formations, as described in the previous chapters, the
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structural information in the formation is indeed captured by these graphs. Therefore, it
seems appropriate to study the structural complexity of multi-agent robot formations using
connectivity graphs.
5.1 Descriptive Vs Structural Complexity
It should be emphasized that if we were to use descriptive measures of complexity, like the
AIC, a formation that has a complete connectivity graph, e.g. K5, as shown in Figure 8,
would be easier to describe than the “ring-like formation”, with corresponding connectivity
graph C5. However, this is counter intuitive to our notion of complexity in robot formations
since there are more local interactions in K5 than in C5, and therefore K5 is expected to
have greater structural complexity. A less straight forward situation is illustrated in Figure
9. Should less interactions necessarily mean less complexity in this case? One may argue
that C5 should be less complex because it has more symmetry than the star graph S4,
despite having one more link. It can moreover be noted that star graphs cease to exist as
connectivity graphs above N = 6, as shown in Chapter 3. It should be noted, however,
that when formulating a measure of complexity for robot formations, it need not produce
an absolute order on all connectivity graphs (although the order has to be observed in its
own class e.g. among all rings, all stars, all complete graphs). This means that we are more
interested in relative complexity. We should thus be able to at least differentiate between
very complex formations and very simple ones. Hence, the complexity measure need not be
unique for every graph.
There is a distinction made in molecular chemistry between intrinsic and extrinsic
complexities [14]. When studying the complexity of a molecule according to the number
of interactions in the structure (bonds), symmetry does not play a role since symmetric
structures do not necessarily imply fewer interactions. This is referred to as intrinsic com-
plexity. But, when studying problems of synthesis or fabrication, in which a process is
iterated to build a complex structure, symmetry clearly implies lesser complexity [88]. The
same approach should be taken when studying robot formations. The complexity of a robot
formation that is already in place should not be affected by the potential symmetries of its
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Figure 8: C5 vs K5
Figure 9: C5 vs S4
corresponding connectivity graph. However, when studying the problem of synthesizing
formations, it can be argued that it is easier to produce symmetric structures [58]. This
is the case since in a completely symmetric formation, the same program can be executed
by the different robots, which is not the case for asymmetric formations. However, in this
work we limit the scope to the intrinsic complexities, and leave extrinsic complexities to a
future endeavor.
5.2 Perception, Communication, and Information Flow
Individual agents in a formation can interact with each other in two distinct ways, via
perception or communication. However, both of these two types of interactions result in
a total information flow in the system, which means that they should both be taken into
account when the complexity measure is defined. The sensors are used to gain information
about other agents and the environment, while the communication channels are used to
directly relay information to other agents. The concept of information flow among agents
should thus be tied to the complexity of the formation in order to capture interactions in
terms of perception and communications respectively. However, how does information flow
due to perception differ from information flow due to communication? Are these two sides
of the same coin or should they be treated as fundamentally different?
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Given the above mentioned considerations, we will define a complexity measure of robot
formations, related to the complexity of its connectivity graphs, which has a remarkable
similarity with the complexity measures defined on graphs by molecular chemists. In [88],












where d : V × V → R+ is some distance function defined between vertices. As we will see,
this definition will help us to characterize intrinsic complexity of robot formations quite
nicely.
In the following pages, we will first discuss the equivalence between perception and com-
munication from an information theoretic point of view. Then, we will propose a definition
of the intrinsic complexity of robot formations, and explain its relation to the complexity
of graphs.
5.3 Perception Vs. Communication
Any measure of how complex a certain formation is has to capture the amount of infor-
mation that flows between the different agents in a meaningful manner. This exchange of
information between agents is due to the local interactions among agents. There are two
kinds of local interactions in multi-agent robotic systems. One is due to sensory perception
of neighboring robots and the other is due to the communication channels. When defining
complexity measures, one thus either have to unify these two types of local interactions,
or define two different complexity costs associated with them. Hence, it is natural to ask
whether these interactions differ fundamentally from each other. If we can show that there
is no fundamental difference, it will simplify our task of characterizing complexity in terms
of local interactions by not explicitly mentioning the cause of the interactions. We explore
this issue in this section.
Since we are interested in this issue from an information theoretic point of view, we
pose this problem in an information theoretic setting. If X, Y are two random variables,
we will denote by I(X; Y ), the amount of information gained about X by knowing Y . The
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entropy of each random variable will be denoted by H(X) and H(Y ) respectively, and
I(X; Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X) (see for example [24, 93]), where X|Y and
Y |X are conditional random variables. A variable Z of M components can be defined over
a quantization lattice Zk1 × Zk2 · · · × ZkM ⊂ RM , where Zn = Z/nZ. Such a variable can
be used to model the quantization effects when sampling a physical quantity by a sensor of
finite resolution, or the loss of information when encoding some quantity for transmission
over a bandlimited channel.
Problem 5.3.1 Suppose the state of a system X = [x1, x2, . . . xM ]
T ∈ RM is measured by a
sensor S, providing the measurements Z[z1, z2 . . . zM ]T ∈ Zk1 ×Zk2 · · · ×ZkM ⊂ RM , where
ki ∈ N for 1 ≤ k ≤ M . Knowledge about X is also transmitted by a remote agent over a
communication channel C as a vector Y = [y1, y2, . . . yM ]T ∈ ZN1 × ZN2 · · · × ZNM ⊂ RN ,
where Ni ∈ N for 1 ≤ i ≤ N . Here, the component yi of Y is a (possibly incomplete)
description of the component xi of X. Each component yi is encoded independently of other




we ask the following questions:
1. Does there always exist a virtual sensor S′ which provides the same information as
the communication channel C?
2. Does there always exist a virtual communication channel C′ which provides the same
information as the sensor S?
These two questions seem to be the same in the sense that they both ask for sufficient
conditions for the following to hold:
I(X; Z)= I(X; Y ) or
H(X|Z)=H(X|Y ),
but we will see, in what follows, that Question 1 is easier to answer.
5.3.1 Example
We start our investigation by studying a simplified, yet illustrative example: Suppose that
robot i is transmitting its position to robot j over a lossless communication channel. It
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is moreover assumed that robot i measures its position with respect to (0, 0), i.e. with
respect to robot j. It encodes its radial position r as r̃ using Nr symbols {r1, r2 . . . rNr},
with resolution δNr , using the probability distribution p(r̃). Similarly, if there are Nθ symbo
ls {θ1, θ2 . . . θNr} for quantizing the bearing θ̃, with resolution 2πNθ , using the distribution
p(θ̃), then the joint probability distribution of the symbol set is p(r̃, θ̃). The entropy of the






p(ri, θj) log2 p(ri, θj)
=H(r̃) + H(θ|r̃).
We now assume that r̃ is independent of θ̃, so that p(r̃, θ̃) = p(r̃)p(θ̃) and p(θ̃|r̃)p(θ̃).





H(r̃, θ̃)=H(r̃) + H(θ̃|r̃) = H(r̃) + H(θ̃)
H(r̃, θ̃)= log2(Nθ + Nr)
The assumptions made here about uniform resolutions and independence are reasonable
as they are usually true for real sensors. It is the processing (e.g. polar to Cartesian
conversion in this case), that produces non-uniform resolutions or correlations.
5.3.1.1 Communication
Suppose that position (r̃, θ̃) is transmitted to robot j from robot i. Then the amount
of information that is gained about robot i’s true position, (r, θ), is given by the mutual
information
I(r, θ; r̃, θ̃) = H(r, θ) − H(r, θ|r̃, θ̃).
Since robot i is equally likely to be in any position in Bδ(0), we may assume that










Now, the uncertainty associated with robot i’s true position can thus be calculated as
H(r, θ) = H(r) + H(θ|r) = H(r) + H(θ)
H(r, θ) = −
∫ δ
0




= log2 δ + log2(2π) = log2(2πδ).
Next we compute H(r, θ|r̃, θ̃). Observe that:
H(r, θ|r̃, θ̃) = H(r|r̃, θ̃) + H(θ|r, r̃, θ̃))








































































The amount of information gained by communication is therefore
Ic(r, θ; r̃, θ̃)=H(r, θ) − H(r, θ|r̃, θ̃)
= log2 NrNθ.
5.3.1.2 Perception
Now, consider the situation where robot j is sensing robot i’s true position by an on-board
sensor with radial resolution ∆r and angular resolution ∆θ.1 Moreover, assume that the
range of the sensor is limited to R i.e. r̂ ≤ R. The sensor then gives the position (r̂, θ̂). By
repeating this argument in the angular case, we get
H(r, θ|r̂, θ̂)=H(r|r̂, θ̂) + H(θ|r, r̂, θ̂)).
If we further assume that the sensor measurements r̂ and θ̂ are mutually independent,
then


















5.3.1.3 Equivalent Virtual Sensors
Let us now try to build an equivalent virtual sensor to the communication channel described
above. Suppose there exists a sensor with independent measurements r̂, θ̂, whose range
is limited to R = δ. Let the resolutions of the sensor measurements be ∆r = R/Nr,
1This is a reasonable assumption, since most range sensors such as ultrasonic or infra-red sensors, are
typically mounted in a ring of individual sensors with a certain, fixed range resolution [63].
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∆θ = 2π/Nθ respectively. If the errors er = r − r̂, eθ = θ − θ̂ in the sensor’s measurements





















then it can be seen directly that Ic(r, θ; r̂, θ̂) = Ip(r, θ; r̃, θ̃) = log2(NrNθ).
This thus provides us with sufficient conditions for the equality to hold between percep-
tion and communications.
5.3.2 The General Case
Theorem 5.3.1 For any communication link C that satisfies the assumptions in Problem
5.3.1, there always exist a virtual sensor S′ that provides the same information as the
communication channel.
Proof:
By the setup in Problem 5.3.1, we have




If we follow steps, similar to the previous example, we can construct a ”virtual sensor” S ′
which is equivalent to the communication channel C as follows. Let the virtual sensor give




f(z′i − xi)= f(xi|i∆z′) =
1
∆zi
Then it can be directly verified that




Now, we come to our second question, namely the problem of creating a ”virtual” com-
munication channel C′ equivalent to a given sensor. If I(X; Z) is the amount of information
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gained about X by measurement Z, and there exists a positive integer k such that
k =2I(X;Y ) ∈ Z+,
then we can build a virtual communication channel C′ using any factorization of k
k = k1.k2. . . . .kK , ki ∈ Z+.
However, it is usually the case that I(X; Y ) ∈ R \ Z+ due to the choice of continuous,
non-constant distributions, defined over intervals in the field R. Therefore it may not
always to be possible to construct the virtual channel, using this “trick”. But, by the
aforementioned argument, we assume that we can talk about sensors and communications
channels interchangeably.
5.4 Complexity of Robot Formations
We now consider the problem of describing a complexity measure of multi-agent robot
formations. As explained above, it would be appropriate to relate this measure to the
number of local interactions between agents. In the previous section, we saw that these
interactions are due to perception and communication, and that there is no fundamental
difference between the two, from an information theoretic point of view. Therefore it makes
sense to relate the complexity measure to the total amount of information flowing in the
system. It should further be noted that this information exchange among agents is a
dynamic quantity and depends on the distributed algorithm executed by the system.
A multi-agent formation is an evolving structure in both time and space. In space,
it is dynamic due to the motion of the robots, which leads to the establishment of new
interactions and the termination of old ones. This spatial relationship can be captured
by a connectivity graph as explained in Chapter 3. However, the establishment of a local
interaction, does not mean that this interaction is present for all time. The information
exchange at a particular time depends on protocols (e.g. [57, 50]), which may make the
information interchange not only non-constant, but also non-deterministic. Therefore, it
would be appropriate to refer to a quantity describing the time rate of information exchange.
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We call this quantity, the information flow, and refer to the complexity of a formation as
the total information flow in the system.
In [57], complexity measures for multi-agent, distributed algorithms were given. More-
over, explicit scaling laws were proved with respect to the number of agents. However, the
implicit assumption in that work is that all agents can communicate with all other agents
directly. Therefore, the results are limited to complete graphs only, and can be said to
measure the complexity of the communication strategies rather than the complexity of the
formations. To remedy this, we provide an account of the structural complexity of forma-
tions that is applicable to formations in which agents have limited information about other
agents.
5.4.1 States, Measurements, and Packets
It would be appropriate to say something about the nature of the information flowing be-
tween agents. In multi-agent coordination strategies, the states that are being shared need
not be physical states of a dynamical system associated with an agent or the environment.
The states, about which a remote agent gains knowledge, via perception or communication,
may moreover be discrete or continuous. However, the outputs of both sensors and com-
munication channels are discrete quantities. If a discrete quantity X ∈ Zk1 ×Zk2 · · · ×ZkN ,
is coded and transmitted as Z, without modification over a communication channel (or ac-
quired by perception without errors), and decoded reversibly, then there is no uncertainty
associated with the communication (or measurement) and it describes the true state in its
entirety. In this case I(X; Z) = H(X) = H(Z). However if the state is defined over a con-
tinuous field, or the coding and transmission process is not reversible, then there is a loss of
information in the perception and communication processes, as I(X; Z) = H(X)−H(X|Z).
Let us now suppose that an agent receives a sequence of measurements (or packets)
about an evolving state {X(1), X(2), . . . X(n)} as {Z(1), Z(2), . . . Z(n)}. The amount of
information gained at time n is I(X; Z(n), Z(n − 1), . . . Z(1)). This is because it may
be possible to predict the true state using all previous observations, using an estimator.
However, if the random process X(n) is white, i.e. previous values have no correlation with
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the latest one, then the information gained is I(X(n); Z(n)). If the process is Markovian,
then I(X(n); Z(n), Z(n − 1)), and so on [24]. Therefore, we will use I(X; Z) to denote the
information exchange, even though this quantity may actually be dependent on previous
observations. Also without loss of generality, we will refer to the flow of continuous states
X ∈ RN , only, but would not mean that only continuous quantities are being quantized
and exchanged in the system.
5.4.2 Protocols, Synchronous Algorithms, and Information Flows
Suppose Xj ∈ RN is a state associated with an agent j, which agent i wants to acquire by
perception or communication. Let Zj,i ∈ Zk1 × Zk2 · · · × ZkN ⊂ RN be the measurement
of a sensor S by agent i. Information about Xj is also transmitted by agent j over a
communication channel C as Yj,i ∈ Zp1 × Zp2 · · · × ZpN ⊂ RN , where pi ∈ N for 1 ≤ i ≤ N .
If we consider Xj , Zj,i and Yj,i as random processes, then we can define the information
flow, as the time rate of information exchange taking place at a certain agent, i.e.
Fi,j(t) =
dI(Xj ; Zj,i, Yj,i)
dt
. (13)
There are several technical difficulties associated with the definition in Equation (13).
The random processes are always discrete in time, because both the perception and commu-
nication process are discrete. In the most general case, the packets arrive (or measurements
are taken) according to some protocol, which defines the time of arrival. The situation
is further complicated by the fact that the information exchange may be completely asyn-
chronous, both among different agents as well as between measurements and communication
of the same state for one agent. The actual communication exchange takes place as a burst
after possibly long unequal intervals. But, in this paper, we assume that the information
flow for a single exchange should be considered as the information gained between two
consecutive exchanges, averaged over the time interval.
With these considerations, we assume that if the information flow is well defined ac-
cording to a particular protocol, then we can define the intrinsic structural complexity of a
formation as follows.
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Definition 5.4.1 (Intrinsic Complexity of a Formation) The intrinsic complexity of







where each Fi,j is defined according to some given communication protocol.
The asynchrony in information exchange, and the presence of a particular protocol, lead
to another interesting phenomenon. Intuitively, it seems reasonable to assume that the total
complexity of the system is the sum of all local interactions. However, due to the presence
of protocols and asynchrony, this complexity varies over time as the time averages may vary.
It is easy to see that this variation is not contributed as much by asynchrony but by complex
protocols of information exchange. We therefore assume here for simplicity that the multi-
agent algorithm executed is synchronous, and leave the issue of asynchronous algorithms for
future investigation. We will see below that this is a reasonable assumption to start with,
and the results obtained are very useful as a first analysis of structural complexity. However
the presence of protocols is not something that can be overlooked without a justification.
Since, the presence of protocols implies that every interaction is not active during a
certain time period, the intrinsic complexity is bounded above by a quantity that assumes
that all interactions are active for all time. This bound is in-fact a complexity associated
with a broadcast protocol, defined below.
Definition 5.4.2 (Synchronous Periodic Broadcast Protocol) Suppose each agent j
transmits its state Xj , j 6= i to all other agents as Yj after every ∆t seconds. The time Yj
takes to reach agent i is some integer multiple ki,j of ∆t, where ki,j is the number of ”hops”
in the communication. Also, let the measurement Zj,i of remote state X be periodically
taken every ∆t seconds. Then this protocol of communication among agents is called the
Synchronous Periodic Broadcast Protocol.
If ∆t is the minimum permissible time for information exchange in the system (due to
either bandwidth, sensor update interval, or algorithm execution cycle), then we can easily
see that protocols of synchronous information exchange that are more complicated than the
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broadcast protocol would result in a decrease of the total information flow. If we denote
the complexity of a formation, associated with the broadcast protocol as CB(F), then
CB(F) ≥ CP (F),
where CP (F) is the complexity for some arbitrary protocol. CB(F) is therefore the worst
case complexity associated with a particular formation. The information flow of a remote







bits/sec, i 6= j.
From the discussion in Section 5.3, it is clear that it is always possible to create a virtual
sensor S ′ such that I(Xj ; Yj) = I(Xj ; Zj ′). Therefore, we will refer to the information flows





where Zj,i = [Zj,i, Z ′j ], in order to emphasize that we are referring to sensors only.
5.4.3 Complexity and Connectivity Graphs
We now study the interesting relationship between the structural complexity defined above
and an alternative description of complexity based on connectivity graphs of formations.
The first interesting connection can be seen from the definition of the broadcast protocol.
The number kij defined as the number of hops in the communication between agents hints at
the network topology between the agents. But, the connectivity graphs defined in Chapter
3 are exactly these network topologies. Furthermore, it may be reasonable to ask if kij is a
unique number for any two agents, since the same information my be exchanged by different
hopping paths. This corresponds to different paths in the connectivity graph. Since the
information flow in Equation 14 depends on kij , it must be made clear what path are we
using. But, since we are interested in distributed multi-agent algorithms, it cannot be
assumed that global information about the network topology (i.e. the connectivity graph of
the formation) is available all the time to all agents, so that the hopping paths are unique2.
2Network discovery may be possible eventually, but not guaranteed for all time, specially right after the
formation graph switches to a new one.
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Instead, in the broadcast scenario, the information about Xj reaches a remote agent i via







where Pij is the total number of paths, and kp,ij is the length of an individual path, p. If kij
















We now assume that the states exchanged by all agents are of the same type and encoded
in the same way. Therefore I(Xj ;Zi,j) = γ, i.e. the mutual information is constant for all
i, j. Also, note that kij = 1 if vi, vj make an edge in the connectivity graph i.e. when agent
j can be directly sensed (or communicated with) without an additional hop. We can also


















It should further be noted that if vj ∈ star(vi), the exact path of communication is

















vj∈star(vi) 1 = deg(vi). Compare this to the complexity defined on a graph, in the






Figure 10: δ-chain and complete graph for 7 vertices.
where ΦN (F) is the connectivity graph of the formation. This relationship leads to the
following interesting observation:
The complexity of the connectivity graph of a formation is a (tight) upper bound for the
worst case complexity associated with an arbitrary protocol of communication in a multi-
agent formation.
Therefore the study of structural complexity of robot formations is closely related to
the complexity of their connectivity graphs.
5.4.4 Simple and Complex Connectivity Graphs
The complexity measure on connectivity graphs gives a good comparison between different
formations. While it is difficult to produce an absolute order on all possible connectivity
graphs, it distinguishes simple graphs from the more complex. We will prove below that the
complete graph is the most complex connectivity graph for a fixed set of vertices, whereas
a δ-chain, which is a Hamiltonian path on all vertices, is the least complex connected
connectivity graph. (See Figure 10.)
The conclusion that the complete graph is the most complex graph is not surprising
and confirms to our intuition, as it has the maximum number of local interactions between
any set of vertices. The characterization of the most simple graph is however an interesting
result and gives the justification of the δ-chaining algorithms, as described in Chapter 12.
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If we add another vertex vN+1 to GN , we get a graph on N +1 vertices GN+1. We can also
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where ∆deg(vi) is the change of degree at vertex vi caused by the addition of a new vertex,
and ∆kmj is the corresponding decrease in the shortest path between vertexes vm and vj .
It can be seen that adding a vertex always increases the complexity of the graph, as
all perturbations are additive. It is therefore straightforward to capture the minimum or
maximum perturbation that can be done by adding a vertex.
Theorem 5.4.1 If G ∈ GcN,δ, then the complexity of the connected graph G is bounded
above and below as
C(δN ) ≤ C(G) ≤ C(KN ), (17)
where δN is the δ-chain on N vertices, and KN is the complete graph.
Proof: We prove the theorem by induction. Suppose it is true that C(G) ≤ C(KN ) for
G ∈ GN,δ. Note that for any vertex vi in the graph, deg(vi) ≤ N . For KN , deg(vi) = N
for all vertices. Therefore the maximum number by which any degree can be perturbed in
KN is 1. The perturbation will be maximized if all degrees are perturbed by 1. Similarly,
in KN , kij = 1 for all pairs of vertices. The maximum perturbation will take place when
the relation kij = 1 still holds for all pairs after addition of new vertex, i.e. all vertices
are directly connected. It can be easily seen that this can only be accomplished by adding
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Figure 11: Different ways to add a new vertex to δ5
edges between all vertices in KN and the new vertex to make the graph KN+1. This proves
that C(G) ≤ C(KN ) for all N .
We repeat the induction argument for the lower bound as well. Suppose it is true that
C(δN ) ≤ C(G) and we look at the perturbation equation of δN for minimum increase. (See
Figure 11.) Since all terms in the perturbation equation are non-decreasing, it would be least
perturbed, if each individual term is minimally increased. In order to produce a connected
graph, deg(vN+1) ≥ 1. (If connectedness was not required, we would have added another
vertex with 0 degree). For minimum increase, set deg(vN+1) = 1. This would also mean
that ∆deg(vi) = 0 for all vi in δN except one. This corresponds to addition of exactly one
edge to the old graph, δN . However this edge can be added to any of the N vertices. Note
that this edge addition may disturb the shortest paths kij between node pairs vi, vj . (The
paths cannot be lengthened by edge addition). If that happens, terms of the form deg(v)/k
will get bigger. The only way to avoid this is to add the edges to either end of the chain.
Therefore ∆kij = 0 for all 1 ≤ i, j ≤ N . This also maximizes ki,N+1 for all 1 ≤ i ≤ N so
that deg(vN+1)/ki,N+1 = 1/ki,N+1 are minimized for all i ≤ N . This shows that if the edge
is added to a vertex which is not an end point, it results in an addition of degrees as well as
a decrease in kij for some vertices, again resulting in increase of complexity. Therefore, the
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optimal way to add the edge is to add the edge at its ends, which results in another delta
chain δN+1.
The consequence of this theorem is that the δ-chain can be thought of as the simplest
formation that can be formed over a fixed number of agents. This perhaps explains why
humans like to make queues and birds fly in V -formations, both of which are essentially
δ-chains and require minimum coordination among individuals. We will use this result in
the future to justify various δ-chaining algorithms that are part of our current investigations
of connectivity graphs.
5.5 Open Problem II: Symmetry and Complexity
As described in the early part of this chapter, there is a distinction between intrinsic
and extrinsic complexities [14] of structures. When studying a certain large-scale system
according to the number of interactions in it, symmetry does not play a role since symmetric
structures do not necessarily imply fewer interactions. This was the approach taken in this
thesis, where the complexity measure is essentially a measure of intrinsic complexity. But,
when studying problems of synthesis or fabrication, in which a process is iterated to build
a complex structure, symmetry clearly implies lesser complexity [88]. The same approach
should be taken when studying robot formations. The complexity of a robot formation that
is already in place should not be affected by the potential symmetries of its corresponding
connectivity graph. However, when studying the problem of synthesizing formations, it can
be argued that it is easier to produce symmetric structures [58]. This is the case because
in a completely symmetric formation, the same program can be executed by the different
robots, which does not happen in asymmetric formations. Coming up with a complexity
measure that deals with extrinsic complexity is therefore an open problem.
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CHAPTER VI
GEOMETRIC STRUCTURE OF CONNECTIVITY
GRAPHS
In this chapter we produce some results about the geometric structure of connectivity
graphs. We will see that the graphs are made up of atomic graphs which, when combined
in a certain way, produce more complex graphs. This decomposition will prove to be helpful
in order to construct a decentralized method of obtaining a simplicial structure, buried inside
the graph. This simplicial structure will consequently be used to associate a topological
characterization to the connectivity graph.
6.1 What Does the Graph “Look Like”?
We start with the concept of an image of a graph. The image is what a graph would “look
like” if drawn in the plane. Note that this is different from the concept of planar graphs
[47] or imbedding graphs in R2 where edges are not necessarily mapped to straight lines.
Definition 6.1.1 (Image of a formation in R2) If a given formation F =
(x1, x2, . . . xN ) ∈ CN (R2) has the connectivity graph G = (V, E)ΦN (F(t)), then each edge
ek = {vk1 , vk2} ∈ E can be mapped to R2 by a map fk : R → R2 given by fk(s) = sxk1 +
(1− s)xk2 for s ∈ [0, 1]. We call the image of the mapping fk, the image of the edge in R2.
The image of a formation, IF ⊂ R2 can be defined as the union of the images of all edges




fk([0, 1]) ⊂ R2. (18)
Note that the image is constructed by mapping each vertex vi of the graph to its position
xi and each edge ek = {vk1 , vk2} to a line segment sxk1 + (1− s)xk2 , for s ∈ [0, 1], in R2. If
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it is clear from the context, what formation is under consideration, we will often write IF
as IG, where G = Φ(F).
Sometimes it will be convenient to describe the image of a subgraph H = (EH ,VH) of
the connectivity graph G of formation F , where EH ⊂ E and VH ⊂ V. In this case, we refer




fk([0, 1]) ⊂ R2, H ⊆ G = ΦN (F) ∈ GN,δ. (19)
6.2 Crossing Generators and ∆-Amalgamations
Two edges ei, ej ∈ E of a graph are said to be crossing if fi(s) = fj(t) for some s, t ∈
(0, 1) and the set fi([0, 1]) ∩ fj([0, 1]) has dimension 0. According to this definition, edge
intersection at some vertex of the two edges does not count as a crossing. The condition
that the intersection set is of dimension 0, rules out edge intersections of collinear points.
For convenience denote by ei ⋉ ejtrue, if ei, ek ∈ E are crossing edges. Given a formation F
and its connectivity graph Φ(F) = G = (E ,V), let E× ⊆ E be the set of all crossing edges,
and V ⊇ V× = {v ∈ V | v ∈ e for some e ∈ E×}, then H× = (E×,V×) is the subgraph of G
made up of all crossing edges of the connectivity graph. We denote by H△ = (E \ E×,V),
the subgraph of G consisting of all non-crossing edges so that G = H× ∪ H△.
It should moreover be noted that the points in the image IG can be categorized as
smooth or non-smooth, where smoothness is defined in the setting of smooth manifolds.
Any point x in the image that is not one of the robot positions {xi}Ni=1 or the crossing
points is smooth, i.e. there always exists a small neighborhood Bǫ(x), and a homeomorphism
f : Bǫ(x) ∩ IG → R.
Proposition 6.2.1 An image of a formation of 4 vertices has a pair of crossing edges only
if its connectivity graph is isomorphic to either U1,U2,U3 as shown in Figure 12.
Proof: From the Figures in 6, we see that only those connectivity graphs that are




Figure 12: Crossing Generators.
with crossing edges. For all other graphs in Figure 6, any attempt to create an image with
crossing edges results in a violation of the constraints that define these graphs.
The three graphs U1,U2,U3 are called the crossing generators of all connectivity graphs.
If G is a connectivity graph of a formation F , and has two edges e1, e2 such that e1 ⋉ e2 =
true, then there always exists a subgraph of G that contains e1 and e2 and is isomorphic to
one of the crossing generators U1,U2 or U3. We now define the following operation.
Definition 6.2.1 (∆-Amalgamation of crossing generators) If Ui,Uj ∈ G4 are two
crossing generators, H ⊂ Ui and H ′ ⊂ Uj are subgraphs s.t. H, H ′ ≃ K3 (the complete graph
on 3 vertices), and there is an isomorphism ∆ : H → H ′ between the respective subgraphs,
then their amalgamation (as standard amalgamation of two graphs [47]) according to the
isomorphism ∆ is called a ∆-amalgamation, denoted by Ui ∗∆ Uj.
In the context of connectivity graphs of formations, ∆ - amalgamation 1 is used as a
description for unions of the type,
⋃
i IGi , where each Gi ⊆ G, each Gi is a valid connectivity
graph in G4,δ and each Gi ≃ Uj for some 1 ≤ j ≤ 3. As explained in later sections,
such amalgamations help characterize the geometrical constraints that give rise to crossing
edges and non-smooth points in the image of a connectivity graph. They are used as an
encoding method to describe the subgraph H× = (E×,V×) ⊆ G made up of crossing edges.
Therefore, we explain next, the kind of ∆-amalgamations appropriate to facilitate this
encoding process, and hence the concept of a well-defined ∆-amalgamation.
It should be emphasized that there can be several ways to obtain ∆- amalgamations
between any two crossing generators, depending on the choice of H and H ′. Examples of
such amalgamations are illustrated in the Figure 13, where the two crossing generators,
1The letter ∆ in the notation is used to emphasize that all amalgamations are done over triangular
subgraphs.
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U2 ∗∆ U2 U2 ∗∆ U2
Figure 13: Different ∆-amalgamations of U2 and U2. The subgraphs involved in the ∆-
amalgamations are shaded in gray.
both isomorphic to U2 produce two different ∆- amalgamations. The subgraphs involved in
the ∆-amalgamations are shaded for ease of visualization. It should also be emphasized that
every such ∆- amalgamation is not desirable. A sufficient condition for a ∆-amalgamation
Gi1 ∗∆ Gi2 to be well- defined is that Gi1 ∗∆ Gi2 be a valid connectivity graph in G5,δ.
Generalizing this for an arbitrary number of amalgamations, if




then the operation is well defined. Now consider the examples in the left-half of Figure 14.
The three examples can be described by U1 ∗∆ U1, U2 ∗∆ U2 and U3 ∗∆ U2 ∗∆ U3 from top to
bottom, and can nicely encode their respective subgraphs, that contain the crossing edges.
The graphs in Figures 14.a and 14.c are not valid connectivity graphs. The constraints
dictated by the respective graphs cannot result in valid formations in the configuration
space. Similarly, the ∆-amalgamation drawn in Figure 14.e may or may not be valid.
However, if we consider the graphs drawn on the right in Figures 14.b, 14.d and 14.f, the
graphs are not only valid connectivity graphs but their crossing edges can also be encoded by
the ∆-amalgamations described earlier. Based on this observation we define the following.
Definition 6.2.2 (Closure of a ∆-amalgamation) Let G1 = (V1, E1), G2 = (V2, E2)
denote two subgraphs of G. Let V̄ = V1 ∪ V2, Ē = {(vi, vj) | vi, vj ∈ V̄ } and Ḡ = (V̄ , Ē). If
G1 ∗∆ G2 is a ∆-amalgamation of G1 and G2, then the Closure of G1 ∗∆ G2 is defined as
G1 ∗∆ G2 = (G1 ∗∆ G2) ∪ Ḡ.
In Figure 14, the graphs drawn on the right are closures of the graphs drawn on the left.
If Ḡ∅ then the ∆-amalgamation is equal to its closure. The graphs shown in Figure 13 and
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Figure 14.e can be such examples. We now give the following definition of a well-defined
∆-amalgamation.
Definition 6.2.3 (Well-defined ∆-amalgamation) A ∆-amalgamation of two subgraphs
G1, G2 of a graph G = H× ∪ H△, denoted by G1 ∗∆ G2 is well defined if
G1 ∗∆ G2 = (G1 ∗∆ G2) ∪ Ḡ ∈ G5,δ,
and Ē ∩ E× = ∅.
In other words, a ∆-amalgamation is well-defined if it does not differ from its closure by
any crossing edges. The ∆-amalgamation operation can be repeated to generate a whole
family of graphs from the crossing generators, and is well-defined if the resulting graph’s
closure does not differ by any crossing edges. If we let Σ = σ1.σ2. . . . σK be a finite string
defined over {1, 2, 3}, then we denote a member of this family as:
GΣ = Uσ1 ∗∆ Uσ2 ∗∆ . . . ∗∆ UσK (21)
If we have repeated ∆-amalgamations of subgraphs of a connectivity graph, as in (20), there
always exists a finite string Σ such that
GΣ ≃ Gi1 ∗∆ Gi2 ∗∆ . . . Gik ⊆ Gi1 ∗∆ Gi2 ∗∆ . . . Gik ∈ G4+k,δ (22)
Each well-defined repeated ∆-amalgamation, as defined in (22), is called an Atomic
Crossing Graph. Let IGΣ denote the image of a atomic crossing graph by referring to its
isomorphic graph GΣ, when the details of the ∆-amalgamations is clear from context.




IGΣj ⊆ IG ⊂ R
2, (23)




\ {xk}Nk=1 for i, j ∈ J , is
smooth.
Proof: With slight abuse of notation, let e ∈ G = (E ,V) denote that e ∈ E . If ei ⋉ ej =





Figure 14: Examples of ∆-amalgamations (a,c,e) and their closures (b,d,f).
1 ≤ q ≤ 3 and ei, ej ∈ Hq(ei, ej). Also denote by EΣj the set of edges for the graph GΣj .
We now give the following algorithm to provide a constructive way of obtaining the atomic
crossing graphs.
Algorithm 6.2.1 .
A j ← 0
B E× = {e ∈ E | e ⋉ e′ = true for some e′ ∈ E}
C while E× 6= ∅
1. j ← j + 1
2. k ← 1
3. Pick em ∈ E×
4. Pick ep ∈ E× such that em ⋉ ep = true
5. E× ← E× \ {ep, em}
6. σk = arg min1≤q≤3 (Hq(em, ep))
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7. Σj ← σk
8. GΣj ← Hσk(em, ep)
9. Ej◦ = {e ∈ E× | e ∈ Hσk(em, ep)}
10. E× ← E× \ Ej◦
11. Ej× = {e ∈ E× | e ⋉ el = true for some el ∈ EΣj}
12. while Ej× 6= ∅
(a) Pick er ∈ Ej×
(b) Pick es ∈ EΣj such that er ⋉ es = true
(c) E× ← E× \ {er, es}
(d) σk+1 = arg min1≤q≤3 (Hq(er, es))
(e) Σj ← Σjσk+1 = σ1σ2 . . . σkσk+1
(f) GΣj ← GΣj ∗∆ Hσk+1(er, es)
(g) Ej◦ = {e ∈ E× | e ∈ Ej× ∧ e ∈ Hσk+1(er, es)}
(h) E× ← E× \ Ej◦
(i) Ej× = {e ∈ E× | e ⋉ el = true for some el ∈ EΣj}
(j) k ← k + 1
13. end
D end
The algorithm can be explained as follows. First get the set E× of all crossing edges of
the graph (Step B). Execute the algorithm until all crossing edges are taken care of, i.e.
removed from E×. Start by picking randomly a pair of crossing edges em and ep in E×.
Next, obtain the maximal subgraph Hσk(em, ep) of G that contains the two edges, such
that it is isomorphic to one of the crossing generators (Steps C.6 · · · C.8). This gives the
starting point for generating an atomic crossing graph. Delete all edges in E× that are also
contained in Hσk(em, ep). Next, find all edges in E× that cross with any edge in Hσk(em, ep)
(Step C.11). Now, pick an edge from this set and one of its crossing edges, say er and es.
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The pair of crossing edges will again span a maximal subgraph Hσk+1(er, es) isomorphic
to one of the crossing generators (Step C.12.d). This new subgraph will always intersect
the previously found subgraph Hσk(em, ep) over a subgraph isomorphic to K3. This lets
us glue the two subgraphs together by a ∆-amalgamation operation (Step C.12.f). Again,
remove the crossing edges that are part of the newly found edge set Ej◦ (Steps C.12.g, k).
Next, find the crossing edges that cross any edge of the resulting ∆-amalgamation. Now,
repeat once again the process of picking randomly a pair of crossing edges, finding their
crossing generator and gluing it by repeated ∆-amalgamations. This process continues until
no crossing edge remains that crosses any edge of the resulting repeated ∆-amalgamation.
Delete all crossing edges that are used in this construction. In this way we get our first
atomic crossing graph GΣ1 . Now, go back to the main loop and repeat the same process for
any remaining crossing edges to get a whole family of atomic crossing graphs GΣ1 ,GΣ2 · · · GΣj ,
until E×∅.
Since there are only finitely many crossing edges, this algorithm always terminates in
less than |E×|/2 number of ∆-amalgamations. By executing this algorithm, it is clear that
all crossing edges are eventually absorbed into one of GΣi in a finite number of steps so that
H× ⊂ ∪j∈JGΣj , and hence IH× ⊂
⋃
j∈J IGΣj ⊆ IG ⊂ R
2.
The above discussion gives a decomposition of connectivity graphs in terms of crossing
and non-crossing edges. An example of such decomposition is given in Figure 15. These
properties will become useful for obtaining a simplicial representation of connectivity graphs,
which will subsequently help in understanding the “topological shape” of formations as
discussed in the following section.
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H∆ U2 ∗∆ U2 ≃ G2,2 ⊃ H×
Figure 15: A connectivity graph and its decomposition in terms of atomic crossing graphs.
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CHAPTER VII
TOPOLOGY OF FORMATIONS I: RIPS-VIETORIS
COMPLEXES AND TOPOLOGICAL INVARIANTS
We first describe informally, as to what simplicial complexes are and how to generalize
a connectivity graph to a simplicial complex. A simplicial complex is a finite collection
of objects called simplices. Given a collection of points, a simplex is an unordered non-
repeating subset of this collection. The number of points in a simplex minus one, defines its
dimension. A simplex of dimension k is usually called a k-simplex. The faces of a k-simplex
consist of all (k−1)-simplices that can obtained from the points in the k-simplex alone. The
simplices are usually given an orientation, as depicted in Figure 17. A simplicial complex
can be made up of simplices of several dimensions. However, the simplices of various
dimensions have to satisfy this property: Whenever a simplex lies in the collection then so
does each of its faces, and whenever two simplices intersect, they do so in a common face.
See Figure 16 for some counter examples. Triangulated surfaces form a concrete example,
Figure 16: Non-examples of simplicial complexes. The discs are the 0-simplices, lines con-
necting 0-simplices represent the 1-simplices, and the shaded triangles depict the 2-simplices.
[Left] The shaded triangles do not have valid 1-simplices as their faces. Furthermore, they
do not intersect in a 1-simplex. [Right] One of the 1-simplices does not have a common face
with the 2-simplex and two other 1-simplices.
where the vertices of the triangulation correspond to 0-simplices, edges correspond to 1-
simplices, and faces correspond to 2-simplices. Graphs are also valid simplicial complexes
that are composed of 0-simplices (nodes) and 1-simplices (edges) only. The ordering of the
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vertices corresponds to an orientation. An important point to remember is that any abstract
simplicial complex on a (finite) set of points has a geometric realization in some Rd, for
large enough d. Therefore, it is important to distinguish between the abstract combinatorial
object, the simplicial complex and its realization as a set of points in a certain Euclidean
space. After this informal introduction, we provide a rigorous introduction to simplicial
complexes and simplicial homology. Since, this subject is not found in the reportage of
electrical engineering literature, a more detailed introduction to various concepts of algebraic
topology has been provided in the Appendix. See [5, 82, 55] for a thorough yet elementary
introduction to this subject. For more advanced topics, see [21, 49].
7.1 Simplicial complexes and Simplicial Homology
Given a set of points V , a k-simplex is an unordered subset {v0, v1, . . . , vk} where vi ∈ V
and vi 6= vj for all i 6= j, see Figure 17. The faces of this k-simplex consist of all (k − 1)-
0- Simplex [v0] 1- Simplex [v0, v1]









Figure 17: Oriented simplices of dimension zero through three.
simplices of the form {v0, . . . , vi−1, vi+1, . . . , vk} for 0 ≤ i ≤ k. A simplicial complex is a
collection of simplices which is closed with respect inclusion of faces.
Homology is an algebraic procedure for counting ‘holes’ of various types. There are
numerous variants of homology. The topological objects most relevant to this work are the
the simplicial complexes. For these simplicial complexes, we describe the variant called as
simplicial homology . For a more thorough introduction to simplicial and singular homology
theories, see the Appendix.
Let X denote a simplicial complex. The homology of X, denoted H∗(X), is a sequence of
vector spaces {Hk(X) : k = 0, 1, 2, 3 . . .}, where Hk(X) is called the k-dimensional homology
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of X. The dimension of Hk(X), called the k
th Betti number of X, counts the number of
different holes in the space X that can be sensed by using sub-complexes of dimension k.
Readers familiar with the Euler characteristic of a triangulated surface will not find it odd
that a certain way of counting the simplices yields a topological invariant. For simplicial





Let X denote a simplicial complex. Define for each k ≥ 0, the vector space Ck(X) to be
the vector space whose basis is the set of oriented k-simplices of X; that is, a k-simplex
{v0, . . . , vk} together with an order type denoted [v0, . . . , vk] where a change in orientation
corresponds to a change in the sign of the coefficient. More precisely,
[v0, . . . , vj , . . . , vi, . . . , vk] = −[v0, . . . , vi, . . . , vj , . . . , vk].
For k larger than the dimension of the simplicial complex X, Ck(X) = 0. The boundary
map is defined to be the linear transformations ∂k : Ck(X) → Ck−1(X) which acts on basis
elements [v0, . . . , vk] via
∂k[v0, . . . , vk] :=
k∑
i=0
(−1)i[v0, . . . , vi−1, vi+1, . . . , vk], (24)





[v0, v1, v2] [v1, v2] − [v0, v2] + [v0, v1]





∂ [v1, v2, v3] − [v0, v2, v3] + . . .
. . . + [v0, v1, v3] − [v0, v1, v2]
Figure 18: The boundary operator on a 2-simplex [top] and a 3-simplex [bottom].
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The boundary maps and the vector spaces give rise to a chain complex
· · · ∂k+2−→ Ck+1(X)
∂k+1−→ Ck(X) ∂k−→ Ck−1(X) · · · ∂2−→ C1(X) ∂1−→ C0(X) ∂0−→ 0
Now, consider the following two subspaces of Ck(X): the cycles (those sub-complexes with-
out boundary) and the boundaries (those sub-complexes which are themselves boundaries).
More precisely, the k-cycles are defined by
Zk(X) = ker (∂k : Ck(X) → Ck−1(X)), (25)
and the k-boundaries by
Bk(X) = im(∂k+1 : Ck+1(X) → Ck(X)). (26)
A simple calculation (see Appendix) demonstrates that ∂k+1 ◦ ∂k = 0. In other words, the
boundary of a chain has an empty boundary. From this , it follows that Bk(X) ⊂ Zk(X).
The k-cycles in X are the basic objects which count the presence of a ‘hole of dimension k’
in X. Two cycles α1 and α2 in Zk(X) are homologous if α1 −α2 ∈ Bk(X). In other words,
two cycles are homologous if their difference is a boundary. The k-dimensional homology of





Specifically, an element of Hk(X) is an equivalence class of homologous k-cycles. The
equivalence class of homologous cycles of α ∈ Zk(X) is denoted by [α]. This quotient
space inherits the structure of a vector space in a natural way: [β1] + [β2] = [β1 + β2] and
c[β] = [cβ] for c ∈ Z. Homology H∗(X) is a topological invariant of X. It is an invariant
of homotopy type. For a definition of homotopy type and a proof of homotopy invariance,
please see the Appendex.
Consider two simplicial complexes X and Y . Let f : X → Y be a continuous map that
takes each k-simplex of X to an n-simplex of Y , where n ≤ k. Then, the map f induces a
linear transformation f# : Ck(X) → Ck(Y ). As shown in the Appendex, f# takes cycles to
cycles and boundaries to boundaries. Therefore, there is a well-defined linear transformation
f∗ : Hk(X) → Hk(Y ) : f∗ : [ξ] 7→ [f#(ξ)].
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This is called the induced homomorphism of f on H∗(X). A detailed discussion of the
induced homomorphisms has been outlined in the Appendix.
7.2 Simplicial Complexes in Networks
So how do we go from connectivity graphs to a simplicial complexes? We construct what
is known as a Rips-Vietoris complex. This type of a simplicial complex goes back to the
early papers of Vietoris on the foundations of homology theory [102]. Similar objects were
reinvented by Rips in the 1980’s in the context of geometric group theory and have been
used extensively since. The nodes and edges of the Rips complex are precisely those in the
corresponding connectivity graph. We add simplices of higher dimension in the following
way. Any time we find a triangle in the communication graph, we fill in an abstract
2-simplex. Any time we see a complete subgraph on k + 1 vertices, we fill it in with
an abstract k-simplex. Therefore, each k-simplex in the Rips complex corresponds to to
unordered (k+1)-tuples of points in the nodes which are pairwise within the communication
range of each other. We give a precise definition below.
Definition 7.2.1 Given a set of points X = {xα} ⊂ Rn in Euclidean n-space and a fixed
radius ǫ, the Vietoris-Rips complex of X , R(X ), is the abstract simplicial complex whose
k-simplices correspond to unordered (k + 1)-tuples of points in X which are pairwise within
Euclidean distance ǫ of each other.
It is often helpful to visualize this complex as drawn in Figure 19. The bottom drawing
depicts the agents in a plane as well as their connectivity graph. The communication radii
are depicted as dotted circles for two agents for the sake of clarity. The top drawing shows
the Rips complex induced from the connectivity graph. Some of the higher dimensional
simplices are colored for distinction. The red simplex is a of dimension 4, the blue and
green simplices are of dimension 3. Intuitively, the Rips complex lifts the connectivity
graph up to a higher dimensional space that allows the study of simultaneous relationships
between more than 2 agents. In a connectivity graph, the edges allowed the study of
pairwise relations only. Therefore, the Rips complex is in some sense a more powerful way
of capturing the spatial relations between agents when compared to a connectivity graph.
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Figure 19: A visualization method for connectivity graphs and their Rips complexes.
7.3 A Network Protocol for Constructing the Rips Complex
It is also worth mentioning that in the case of a real life multi-agent system equipped
with real radios, the Rips complex can be constructed by using a very simple synchronous
broadcast protocol. The objective is that each agent needs to be aware of what simplices
it is a part of, and what other agents share those simplices. Suppose that each agent
carries a unique identification tag. Also, it is capable of communicating its identification
to its neighboring agents along with some other information of interest. Each agent also
maintains an array of lists of identification tags, each list corresponding to a simplex that
the agent is a part of. See Figure 20 for an example.
In the start, each agent is aware of its own identification alone. Therefore the first
entry is the identification tag of the agent alone. This generates the 0-simplices. Now the
agents simultaneously broadcast their identification. The agents within the communication
radius receive this information and append this the received tags paired with their own
tags in their respective arrays. This generates the 1-simplices or the edges in the simplicial
complex. Once again, the agents broadcast, but this time the list of edges that possess.
After reception, each agent compares the received list of edges to its own array of edges and
searches for a cycle. If it finds one, it appends each three cycle to its array, thus generating






















































(c) Second Broadcast: 2-simplices are discovered.
Figure 20: Discovery of the Rips complex via a broadcast protocol.
agent, thereby discovering 3-simplices. In this way, the all simplices of dimension k or lower
are discovered in k broadcasts.
7.4 Homology Groups in Networks
We now interpret the homology groups computed from the Rips-complexes corresponding
to different networks. For a Rips-complex R, the dimension of the zeroth homology group
H0(R) counts the number of connected components of the network. Clearly, H0(R) ≃ Z if
and only if the corresponding connectivity graph is connected.
The homology group H1(R) counts the number of network holes in the connectivity
69
graph. A network hole is defined as a cycle of 4 edges or more, in which there exist at least
4 nodes, that are not spanned by any combination of 2-simplices. An example of a network
hole in depicted in the network drawn in Figure 21. The Rips-complex has two network
holes, one on the top, and one in the lower left corner. Therefore H1(R) ≃ Z ⊕ Z with two
generators. The network hole at the top can be detected by one of the four homologous
cycles drawn with thick lines. We will discuss the role of minimal generators and network
hole detection in a later chapter. Finally, we study the higher homology groups in Rips
Figure 21: Four homologous cycles of H1(R), all detecting the same network hole.
complexes. An example of a connectivity graph, whose Rips-complex R2 has a non-trivial
second homology, is drawn in Figure 22. The connectivity graph is drawn on the left. At
first one might be mislead into thinking that that the first homology group, corresponding
to its Rips-complex R2, is non-trivial and the thickened 1-cycle drawn in blue is a network
hole. On more careful observation, one should observe that this cycle is in fact homologous
to the zeros 1-cycle. The second homology group of this Rips-complex is however not trivial.
The Rips-complex is a triangulated representation of a sphere S2, which can be appreciated
from the two drawings in the middle. Therefore,




Z, for k = 0, 2;
0, otherwise.
The fact that H1(R2) ≃ 0 can be understood more clearly from the right most drawing,
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where the 1-cycle at the equator, is shown to be homologous to a point. This is true for
any 1-cycle on the sphere. Similar constructions can be obtained where the other higher
Figure 22: A connectivity graph [left] having the Rips-complex [center-left]with trivial first
homology, but a non-trivial second homology group. It has the same homotopy type as that
of a sphere [right].
homology groups are non-trivial. For the applications discussed in this work, the first and
second homology groups have been found to be most useful.
71
CHAPTER VIII
TOPOLOGY OF FORMATIONS II: DECENTRALIZED
METHODS FOR PRODUCING TRIANGULATIONS
Let us now look more closely into the image of a graph as explained in a previous chapter.
Recall that we are interested in how a graph would “look like” if drawn in the plane. We
are particulary interested in the question of whether the “image” of the graph looks like
a triangulation, when drawn in the plane. If not, can we remove some edges from the
graph to make it a triangulation? And if we can do that too, is there a way of doing it in
a decentralized manner? The motivation for studying the question is that triangulations
are perhaps the simplest objects, i.e. simplicial complexes, for which topological invariants
can be computed. Therefore, a triangulation corresponding to a connectivity graph lets
us study the “shape” of a configuration from a topological perspective. In particular, one
can study if the presence of holes creates an obstacle towards achieving a global objective.
Holes in networks have a relevance to the study of coverage and routing problems in sensor
networks. Is there a relevance to coordination problems as well? We answer this question
in the affirmative by giving applications in later chapters.
Figure 23 captures the intuition behind the utility of working on this problem using
simplicial complexes. In the first step, the connectivity graph is lifted “up” into its Rips
complex. We then find a surface in this lifted complex, which when projected down on the
plane, gives a valid triangulation corresponding to the connectivity graph. This is now a
valid simplicial complex, even when realized in a plane and ready for the computation of
topological invariants using very simple methods. It is easy to see that the main hinderance
in getting a planar triangulation from a graph is the presence of edges that intersect. A
triangulation is a simplicial complex realized in R2. Therefore, the crossing edges violate
the condition described above. In this Chapter we give a detailed method of removing the
crossing edges in a decentralized manner.
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Figure 23: Obtaining triangulations from connectivity graphs. [Bottom] Agents in a plane
and their connectivity graph. [Center Bottom] The Rips complex induced from the connec-
tivity graph. [Center Top] A surface in the Rips complex corresponding to the triangulation
of the connectivity graph. [Top] The triangulation of the connectivity graph.
8.1 Simplicial Complexes as Realizations in Rk
It is a well known fact from algebraic topology [49] that the study of topological shapes of
compact closed manifolds is synonymous to the study of triangulations of manifolds. As
discussed in the previous chapter, these triangulations are examples of simplicial complexes
[5]. For the sake of clarity, we here give some background to simplicial complexes as realiza-
tion in a Euclidean space. Note that one should distinguish between the simplicial complex
as an abstract combinatorial object and its realization in some Euclidean space Rk.
As a realization in Rk, a k-simplex is the smallest convex set that contains k + 1 points
in general position A set of points are in general position if any subset of them spans a
strictly smaller hyperplane in Rk. A finite collection of simplices (of dimension less than or
equal to n) in Rn is a simplicial complex if whenever a simplex lies in the collection then
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so does each of its faces, and whenever two simplices intersect, they do so in a common
face. The dimension of a simplicial complex is equal to the largest of the dimensions of its
simplices. In line with the terminology developed in the preceding chapters, the simplicial
complex defined in this manner can be thought of as a realization of the corresponding
abstract combinatorial object. From this point onwards, we only consider realizations in
R2.
A simplicial complex of dimension 1, as a realization in R2, can be thought of as a
graph whose image has no crossing edges. The only non-smooth points in the complex
are the images of the vertices. Therefore, if some appropriate crossing edges are removed
from a connectivity graph, its image is a well-defined simplicial complex, as realized in R2.
Proposition 6.2.2 leads to some conclusions along these lines. All points in the image IH△
are smooth except the vertex points. This makes IH△ a well defined simplicial complex of
dimension 1. Therefore the problem of obtaining a simplicial representation for the graph is
reduced to finding one for IH× . If the image of each atomic crossing graph can be converted
into a simplicial complex, by removal of images of crossing edges, then the union of the
individual simplicial complexes would be a well-defined simplicial complex, as guaranteed
by Proposition 6.2.2. Therefore the problem of obtaining a simplicial complex from a
connectivity graph can be solved if each sub-problem of obtaining a simplicial complex for
each atomic crossing graph can be solved.
Definition 8.1.1 (Simplicial Subgraph) Every connectivity graph G ∈ GN,δ has at least
one subgraph Gs which induces a well defined simplicial complex KGs. We call Gs a sim-
plicial subgraph of G.
Every edge induces a 1-simplex in KGs . The subgraph of non-crossing edges H△ ⊆ G, is
also an example of a simplicial subgraph of G.
Definition 8.1.2 (Maximal Simplicial Subgraph) A subgraph G∗ ⊂ G is said to be a
maximal simplicial subgraph of G if there does not exist a simplicial subgraph of G that
properly contains G∗.
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Before developing a method to obtain this maximal simplicial subgraph, a few points
should be noted:
1. In order to preserve maximality, the removal of any non-crossing edge in the graph is
not allowed.
2. Care has to be taken during the removal of crossing edges, as the removal of one
crossing edge may result in the removal of all non-smooth points on another crossing
edge, making the later non-crossing. Therefore the order in which crossing edges are
removed is important.
3. The maximal simplicial subgraph of a connectivity graph is not unique and depends
on the order in which crossing edges are removed.
8.2 Algorithms for Creating Realizations in R2
We begin by considering the problem of obtaining maximal simplicial subgraphs of atomic
crossing graphs.
Proposition 8.2.1 There exists an algorithm to obtain a maximal simplicial subgraph of
every atomic crossing graph.
Proof: Let an atomic crossing graph G = (E ,V) be isomorphic to GΣ, as given by 22 or
obtained by executing Algorithm 6.2.1, so that the string Σ = σ1σ2 · · ·σK gives the order
of ∆-amalgamations in the atomic graph,
GΣ ≃ G = G1 ∗∆ G2 ∗∆ . . . GK ∈ Gc4+K,δ,
where Gk ≃ Uσk for 1 ≤ k ≤ K. Now execute the following algorithm.
Algorithm 8.2.1 .
1. E∗ ← E
2. G∗ ← (E∗,V)
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3. for k = K to 1
(a) E× = {e ∈ Gk | e ⋉ e′ = true for some e′ ∈ G∗ \ Gk}
(b) E∗ ← E∗ \ E×
(c) G∗ ← (E∗,V)
(d) E◦ = {e ∈ G∗ ∩ Gk | e ⋉ e′ = true for some e′ ∈ G∗ ∩ Gk}
(e) if |E◦| = 2 then
i. {e1, e2} ← E◦
ii. E∗ ← E∗ \ e1
iii. G∗ ← (E∗,V)
(f) end
4. end
The algorithm can be explained as follows. In each iteration k of the loop, first get the
edges in the Gk ≃ Uσk that intersect any edge of the remaining graph G∗ \ Gk (Step 3.a).
These are all crossing edges in Gk that need not intersect any other edge in Gk. Remove
these edges from E∗ and update G∗ (Step 3.c). Now find any remaining crossing edges in
G∗ ∩ Gk (Step 3.d). Any edges found in this step would be a subset of the crossing edges,
out of which the crossing generator was originally constructed by Algorithm 6.2.1 or by
(22). In fact, only two possibilities can occur. Either both crossing edges are removed in
Step 3.b if they both intersected with some other edges in G∗ \ Gk, so that |E◦| = 0. Or,
both edges are obtained if they only cross each other so that |E◦| = 2. The case |E◦| = 1
never happens because it needs 2 edges to obtain a crossing. When |E◦| = 2, removing
either of the two edges is equivalent and we follow the convention of removing the first edge
in the set (Step 3.e.ii). The graph G∗ is again updated. After k iterations of examining the
crossing generators in the backward direction, we obtain G∗ = (E∗,V). We will later denote
it by G∗Σ when the isomorphism GΣ is considered. By construction, the algorithm fulfills all
conditions for maximality as enumerated above. Therefore the graph G∗ = (E∗,V) obtained
at the end of the algorithm is indeed the maximal simplicial subgraph of G.
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We now give our main result.
Theorem 8.2.1 A maximal simplicial subgraph G∗ of a connectivity graph G ∈ GN,δ is








Proof: By Proposition 6.2.2 any crossing edge of a connectivity graph is contained in
some atomic crossing graph GΣi generated by repeated ∆-amalgamations. Also by the
same result, the intersection of the images of any two atomic crossing graphs GΣi and GΣj
is made up of only smooth points (except the vertices). This means that the intersection of
the two graphs has only non-crossing edges in common and the removal of crossing edges in
one atomic crossing graph does not effect the crossing edges in the other graph. If we now
obtain the maximal simplicial subgraph G∗Σi of each atomic crossing graph GΣi , it does not
result in the removal of any non-crossing edge in GΣi ∩ GΣj . Therefore, if we obtain the
maximal simplicial subgraph of each atomic crossing graph by executing Algorithm 8.2.1,
then their union ∪iG∗Σi is also maximal. Finally, the subgraph H△ contains no crossing








a maximal simplicial subgraph of G.
While the maximality condition captures the maximal simplicial structure in the con-
nectivity graph, we can further see that any 3 vertices that span a triangle in Gs, can span
a 2-simplex in the image. Therefore we have the following.
Definition 8.2.1 (Maximal Simplicial Complex) MG∗ = {V,S} is the maximal sim-
plicial complex spanned by a connectivity graph if:
• S1 ⊆ S, where {V,S1} is the 1-simplicial complex of the maximal simplicial subgraph
G∗ ⊂ G.
• If a set of any three vertices L = {vi, vj , vk} form a cycle in {V,S1} then L ∈ S
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The set of vertices S = {vi, vj , vk}, that form a cycle in G∗ induces a 2-simplex in K.
Therefore MG∗ is a 2-complex made up of:
1. 1-simplexes induced by the edges of the graph
2. 2-simplexes induced by the cycles of 3 vertices of the graph
It may happen that MG∗ has no 2-simplexes. In this case the 1-skeleton is the complex
itself case either. MG∗ is in fact the object associated with the topological shape of the
formation. Some comments are appropriate at this point to explain why we have associ-
ated the topological characterization of the formation with the maximal simplicial complex
spanned by its connectivity graph. Compare the lower connectivity graph on 3 vertices
in Figure 5 with the graph in Figure 6.b. Both have a cyclic ring-like structure, which
apparently makes them topologically equivalent. However, there is a subtle difference be-
tween the two, if we also desire that this structure is a decentralized multi-agent system. In
the former example, all nodes interact directly with each other, whereas in the latter any
node interacts directly with its two adjacent nodes only. Therefore the absence of an edge
between opposite nodes creates a “hole” in the topological shape. By the method described
in Definition 8.2.1, there would be a 2-simplex attached to the image of the graph of Figure
5 to get its maximal simplicial complex, making it a topological object of genus 0. On the
other hand the maximal simplicial complex of the graph in Figure 6.b. would still have a
hole (genus 1). Definition 8.2.1 lets us expand this point of view to more complex graphs.
For example, the graph in Figure 24.a has 3 holes, each of which is bounded by 4 nodes or
more, as seen in its maximal simplicial subgraph in Figure 24.b and its maximal simplicial
complex in Figure 24.c. Once we have the simplicial complex of a graph, it can be studied
using tools from standard algebraic topology to obtain its genus, fundamental groups, ho-
mological groups, etc. The process of ignoring the crossing edges corresponds to ignoring
simplexes of higher dimension in the connectivity graph, which simplifies the computations.
Furthermore, the characterization of the topological shape in terms of “holes” gives an in-
dication of the absence or presence of coverage in an area enclosed by a network of spatially
distributed sensors. Therefore, the connectivity graph and its maximal simplicial complex
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(a). A connectivity graph G.
(b). The maximal simplicial subgraph G∗.
(c). The maximal simplicial complex MG∗ .
Figure 24: Decentralized triangulation of a connectivity graph.
are computationally cheap tools to study the topology of the corresponding Rips-complex.
However, before we give this type of topological characterization to connectivity graphs, we
should investigate the issue of uniqueness for such characterization.
8.3 Uniqueness of Topological Characterization
It should be noted that maximal simplicial subgraph of a connectivity graph (and therefore
the maximal simplicial complex) need not be unique and depends on the order in which
crossing edges are removed, i.e. the order in which ∆-amalgamations are repeated to obtain
each atomic crossing graph. For example, consider the situation in Figure 15. Starting with
the connectivity graph G shown there, we can obtain a decomposition of the graph G using
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atomic crossing generators by executing Algorithm 6.2.1. It can be seen that A maximal
simplicial subgraph can be obtained by executing Algorithm 8.2.1. The resulting graph G∗1
is depicted in Figure 25.a. However, upon close examination we can see that the subgraph
G∗2 shown in Figure 25.b is also maximal. This should not come as a surprise, as different
maximal simplicial graphs emerge as a result of the removal of crossing edges in different
order. Now, consider the maximal simplicial complexes associated with the two maximal
simplicial subgraphs, as shown in Figures 25.c and 25.d. It is obvious from the figures
that the two simplicial complexes differ in their homology groups. The maximal simplicial
complex of the subgraph obtained as a result of executing Algorithm 8.2.1 has genus 1,
whereas the one depicted in Figure 25.d has a trivial fundamental group and hence genus
0. 1 Therefore, the choice exercised in removal of crossing edges makes a difference in the
topological characterization of the connectivity graph. As explained above, the presence or
absence of a “hole” in the simplicial complex is an indicator of presence or absence of direct
interaction between nodes of a connectivity graph. Since we are interested in obtaining a
topological characterization that truly captures the lack or presence of direct interactions,
we must modify Algorithms 6.2.1 and 8.2.1. For obtaining such a modification, we define a




Figure 25: Two maximal simplicial complexes of the same connectivity graph
We first define the following equivalence relation. Let G1 ∗∆ G2 and H1 ∗∆ H2 be two
1For details on how to calculate fundamental groups of simplicial complexes, see [5, 49].
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well-defined ∆-amalgamations, then G1 ∗∆ G2 ∼ H1 ∗∆ H2 if and only if:
1. Gi ≃ Hi ≃ Uσi for some σi ∈ {1, 2, 3}, and for i = 1, 2.
2. G1 ∗∆ G2 ≃ H1 ∗∆ H2 ≃ Uσ1 ∗∆ Uσ2 .
3. Number of non-smooth points in IG1∗∆G2 is equal to the number of non-smooth points
in IH1∗∆H2 .
The members of an equivalence class under this equivalence relation is denoted by [G1∗∆G2].
We also define a quotient map π that sends G1∗∆G2 to [G1∗∆G2]. If we denote the space of
all well-defined ∆-amalgamations between crossing generators as U ∗∆ U , then the resulting
quotient space can be denoted by U ∗∆U/∼. By enumeration techniques it can be seen that
the quotient space is composed of only 7 equivalence classes, as shown in figure Figure 26.
The details of this enumeration are omitted here for brevity.
Figure 26: Members of the quotient space U ∗∆ U/∼
Now let us define a map ϕ : U ∗∆ U/∼ −→ G5 as depicted in Figures 27. This map
is used to remove crossing edges whenever the crossing edges of a connectivity graph are
captured as atomic crossing graphs. Since, π is also a graph isomorphism, it makes sense
to consider the map π−1|ϕ(.) which translates the edge removal back to the original graph.












Thus, if G1, G2 ⊂ G, and G1 ∗∆ G2 is well-defined then, we can obtain a maximal
simplicial subgraph of G1 ∗∆ G2 using the map ϕ∗ = π−1 ◦ ϕ ◦ π, i.e. ϕ∗(G1 ∗∆ G2) is a
maximal simplicial subgraph of G1 ∗∆ G2. For repeated well-defined ∆-amalgamations, of
the type given in (22), the Algorithm 8.2.1 can be modified as follows.
Algorithm 8.3.1 .
1. G∗ ← ∅
2. for k = K to 2
(a) G∗ ← G∗ ∪ ϕ∗(Gik−1 ∗∆ Gik)
3. end





The maximal simplicial subgraph obtained in this way is free of the inconsistencies explained
earlier. One can now proceed to compute all sorts of topological invariants associated with
the simplicial complex.
The geometric structure and topological characterization of the connectivity graphs of
multi-agent formations given in this work can be used to obtain certain global properties
of formations using decentralized algorithms, suitable for implementation on scalable, to-
tally decentralized multi-agent systems. It will be appropriate to mention, that the entire
machinery presented here for decomposing connectivity graphs into simplicial complexes
becomes irrelevant, if the computations are performed in a centralized manner. The cen-









Figure 27: Results of the crossing-edge removal map ϕ on members of U ∗∆ U/∼.
have knowledge of the local geometrical structure obtained above. The maximal simplicial
subgraph G∗ of a connectivity graph G ∈ GN,δ can therefore be obtained using a decentral-
ized algorithm. The detection of genus is also implementable as a decentralized algorithm.
Since the fundamental group π1(IMG∗ ) is isomorphic to the edge group E(MG∗) of the tri-
angulation, we can base our method on the reduction of loops inside MG∗ , according to the
equivalence rules of E(MG∗) [5]. Using this approach, one can implement a decentralized
algorithm to find out if MG∗ has genus 0 or not. The role of low-complexity formations
called δ-chains (Hamiltonian paths) has moreover been studied and emphasized in a pre-
vious chapter. Decentralized algorithms for obtaining these δ-chains are of considerable
interest, and will be explained in later chapters.
8.4 Open Problem III: Decentralized Computation of Ho-
mology Groups
Perhaps the most crucial direction for this work is to develop a local criterion from which
a distributed algorithm could be developed for the computation of homology groups. This
is particularly important for the coverage criterion developed in Chapter 11. This seems
theoretically possible, since homology is a local operation. Based on some preliminary
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studies it is anticipated that this can be done using the technique of spectral sequences
from homological algebra. However, coming up with a practical algorithm for achieving






FEASIBLE AND REACHABLE SETS IN
CONNECTIVITY GRAPH PROCESSES
As mentioned in the introduction, formation switching with limited global information is an
important problem in multi-agent robotics. However, little work has been done so far that
adequately addresses the problem of formation switching under limited range constraints.
Therefore the ability to give exact certificates about what can and cannot be achieved
under these constraints is a desirable result. Recall, that the connectivity graph of the
formation evolves in time as G(t) = (V, E(t))ΦN (x(t)). Under standard assumptions on
the individual trajectories of agents, one gets a finite sequence of graphs {G0, G1, . . . , GM}
for each finite interval of evolution [0, T ], where ΦN (x(0)) = G0, Gi switches to Gi+1 at
time ti, and ΦN (x(T )) = GM . We will often write this as G0 → G1 → . . . → GM and call
such a sequence a connectivity graph process1. Such graph processes can be thought of as
trajectories on the space GN,δ. An example of such graph processes has been illustrated in
Figure 28. In what follows we discuss the role of feasible, reachable and desirable sets when
generating trajectories on this space.
9.1 Feasible Connectivity Graph Transitions
The connectivity graph processes are generated through through the movement of individual
nodes. For a connectivity graph Gj(Vj , Ej) = ΦN (x(tj)) let the nodes be partitioned as
Vj = V0j ∪ Vmj , where the movement of the nodes in V mj facilitates the transition from
Gj to the next graph Gj+1 and V
0
j is the set of nodes that are stationary. With the




j ) ⊆ GN,δ be the set of all
connected connectivity graphs that are feasible by an unconstrained placement of positions
corresponding to Vmj in R2. (We will often denote this set as Feas(Gj ,Vmj ), when the








Figure 28: A connectivity graph process as a result of movements of individual nodes.
the positions x0j are understood from context.) The set Feas(Gj ,Vmj ) of feasible graph
transitions can be computed using the semi-definite programming methods discussed above.
It will be appropriate to explain the reason for keeping track of mobile and stationary nodes
at each transition. In principle, it is possible to compute this entire set by an enumeration
procedure. However, in order to manage the combinatorial growth in the number of possible
graphs, it is desirable to let the transitions be generated by the movements of a small subset
of nodes only. In fact, we will investigate the situation where only one node is allowed to
move at a time. Let V0j = {1, . . . , k − 1, k + 1, . . . , N} and Vmj {k}. It should be noted that
the movement of node k can only result in the addition or deletion of edges that have node
k as one of its vertices. Therefore the enumeration of the possible resulting graphs should
count all possible combinations of such deletions and additions. This number can be easily
seen to be 2N−1 for N nodes. Since we are also required to keep the graph connected at all
times, this number is actually 2N−1 − 1, obtained after removing the graph in which node
k has no edge with any other node.
Now, we can use the S-procedure to evaluate whether each of the new graphs resulting
from this enumeration is feasible. Since all nodes are fixed except for xk = (x, y), the semi-
algebraic set we need to check for non-feasibility is defined by N −1 polynomial inequalities
over R[x, y]. Each of these inequalities has either of the following two forms,
δ2 − (x − xi)2 − (y − yi)2 ≥ 0, if eki ∈ E ,
(x − xi)2 + (y − yi)2 − δ2 > 0, if eki /∈ E .













































































Set of feasible transitions Feas(G0, {1}).
Infeasible transitions.
Figure 29: Feasible and infeasible graphs by movement of node 1.
for i 6= k. This computation can be repeated for all N nodes so that we have a choice of



















































































































An example of such a calculation is given in Figure 29, where V0 = {2, 3, 4, 5} and Vm{1}.
The LMI control toolbox [68] for MATLAB has been used to solve the LMI for each of these
graphs in order to get the appropriate certificates.
9.2 Reachability in Connectivity Graph Processes
Note that the set Feas(G0,Vm0 ) does not depend on the actual movement of the individual
nodes. In fact, even if G ∈ Feas(G0,Vm0 ), it does not necessarily mean that there exists a
trajectory by which G0 → G or even that G0 → Gf . . . G. The geometrical configuration of
nodes may create an obstruction in obtaining a graph process that takes G0 to G. There are
two ways by which this obstruction is created: The requirement to maintain connectivity
and conformity to a fixed set of mobile nodes. We therefore need some notion of reachability
on the space GN,δ. We say that a connectivity graph Gf is reachable from an initial graph G0
if there exists a connectivity graph process of finite length G0 → G1 → . . . Gf and a sequence
of vertex-sets {Vmk } such that each Gk+1 ∈ Feas(Gk,Vmk ). If Vmk = Vm at each transition,
then every Gk ∈ Feas(G0,Vm). (In particular, Gf ∈ Feas(G0,Vm).) Consider all such G’s
that are reachable from G0 with a fixed Vm. We will denote this set by Reach(G0,Vm). It
is easy to see that Reach(G0,Vm) ⊆ Feas(G0,Vm).
In the previous section, it was shown how to determine the membership for the set
Feas(G0,Vm). For all such graphs, determining whether they also belong Reach(G0,Vm) is
not very straightforward, specially under the restriction that the intermediate graphs have
to be connected. For the special case of a single mobile node, the situation is manageable
as discussed in the next chapter.
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CHAPTER X
CYLINDRICAL ALGEBRAIC DECOMPOSITION AND
PATH PLANNING
In this chapter we describe a method of computing reachable sets in connectivity graph
processes. We use a technique in real algebraic geometry known as the cylindrical algebraic
decomposition (CAD) [10]. This decomposition not only lets us compute the reachable
sets, but also provides an explicit planning algorithm for generating the connectivity graph
processes that take an initial graph to a final graph in the reachable set.
10.1 Cylindrical Algebraic Decomposition Algorithm
We first give some definitions. A semialgebraic set in Rd is a subset of Rd, which is a finite
Boolean combination of sets of the form {x ∈ Rd | f(x) > 0} and {x ∈ Rd | g(x) = 0},
where f, g ∈ R[x1, · · · , xd]. A Nash manifold M ∈ Rn is an analytic submanifold which is a
semialgebraic set. Let U ⊂ Rn. A Nash function f : U → R is a smooth function for which
there exists a polynomial p(x, t) = p(x1, . . . xn, t) such that p(x, f(x)) = 0 for all x ∈ U .
A Nash cell in Rn is a Nash manifold which is diffeomorphic to an open box (−1, 1)d of
dimension d. Every semialgebraic set can be decomposed into a disjoint union of Nash cells.
More precisely [10, 15];
Theorem 10.1.1 Let A1, · · · , Aq be semialgebraic subsets of Rn. Then there exists a finite
semialgebraic partition of Rn into Nash cells such that each Aj is a union of some of these
cell.
The existence of such a decomposition is given by a technique in real algebraic geometry
known as the cylindrical algebraic decomposition (CAD) [10]. A CAD of Rn is a partition
into finitely many semialgebraic subsets. The CAD of Rn is given by induction on n as
follows.
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Figure 30: A CAD of R2.
1. A CAD of R is a subdivision by finitely many points a1 < . . . < al. The cells are the
singletons {ai} and the open intervals delimited by these points.
2. For n > 1, a CAD of Rn is given by a CAD of Rn−1and for each cell C of Rn−1, the
Nash functions ζC,1 < · · · < ζC,lC : C → R.
The cells of the CAD of Rn are the graphs of ζC,j and the bands in the cylinders C ×
R determined by the graphs. Observe that the cells generated by CAD are Nash, thus
providing a partition satisfying Theorem 10.1.1. For our need, we only need a CAD of
R2. One such decomposition is shown in Figure 30. The 0-cells are marked by crosses.
The 1-cells are the curves and vertical lines joining the 0-cells. The 2-cells are the regions
bounded by the 1-cells. One 2-cell is shaded for illustration. For a more applied introduction
to CAD we refer the interested reader to [61]. For notational convenience, let us denote the
collection of Nash cells corresponding to a semialgebraic set S by CAD(S).
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10.2 Path Planning Using CAD
We now perform this decomposition for the following special case. With Vm = {k} and




{(x, y) : (x − xj)2 + (y − yj)2 ≤ δ2} ⊂ R2. (28)
The first thing to note about this set is that it is compact. This relieves us of any complicated
compactification procedures that are needed to get the CAD of non-compact sets. Let C
be a cell in CAD(X(V0)), then we call r ∈ C a configuration point in C if r 6= xj for all
j ∈ V0. We then have the following result.
Proposition 10.2.1 Let C ∈ CAD(X(V0)). If p, q are any two configuration points in C
then ΦN ((x1, . . . ,xk−1, p,xk+1, . . . ,xN )) = ΦN ((x1, . . . ,xk−1, q,xk+1, . . . ,xN )).
Proof: If C is a 0-cell we have the result trivially. We therefore assume that dim(C) >
0. For notational convenience denote (x1, . . . ,xk−1, p,xk+1, . . . ,xN ) by xp and the graph










dim(C) = 2 dim(C) = 1
Figure 31: Topological obstruction in the proof of Proposition 10.2.1.
First note that any pair of positions xi,xj , where i, j ∈ V0 are always unequal.
This is because they are the product of a valid configuration on the configuration space
CN (R2) described in Equation 5. If p is a configuration point then the N -tuple xp =
(x1, · · · ,xk−1, p,xk+1, · · · ,xN ) is a valid configuration on CN (R2), hence the name config-
uration point. The configuration point p would correspond to the k-th node in Gp. This
shows that the mapping ΦN (xp) is well defined for all configuration points in C. We now
prove the proposition by contradiction.
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Assume that there exist points p, q ∈ C such that Gp 6= Gq. The graph Gp would differ
from Gq in at least one edge incident on node k. Without loss of generality, assume that
ekm is an edge between a node m ∈ V0 and the k-th node corresponding to p in Gp, and
that there is no edge between nodes k and m in Gq. The existence of this edge in Gp means
that p is inside the closed ball Bδ(xm), while q /∈ Bδ(xm) as shown in Figure 31. From the
definition of a Nash cell, C is diffeomorphic to (−1, 1)dim(C) which is simply connected.1
This means that C, in addition to being an open set, is also simply connected. Therefore
the ball Bδ(xm) induces a partition
C = (C \ Bδ(xm)) ∪ (C ∩ Bδ(xm)),
such that ∂Bδ(xm)) ∩ C 6= ∅. From Figure 31, it is clear that each connected component
of ∂Bδ(xm)) ∩ C induces dim(C) − 1 Nash cells that are not already present in the CAD
of CAD(X(V0)). Moreover, this means that there exist lower dimensional Nash cells that
are properly contained in C. Both implications are contrary to the CAD construction
described above. Therefore, the connectedness of C creates a topological obstruction in
getting Gp 6= Gq. This proves the Proposition.
From this we get the following useful result.
Corollary 10.2.1 Let x(t) = (x1, . . . ,xk−1, γ(t),xk+1, . . . ,xN ) be a trajectory on CN (R2).
If γ(t) ∈ C for all t ∈ [t0, tf ) then the connectivity graph process has no transitions while
t ∈ (t0, tf ).
For a trajectory x(t) = (x1, . . . ,xk−1, γ(t),xk+1, . . . ,xN ) on CN (R2) that is not con-
fined to a single Nash cell, the graph may change as the trajectories goes from one cell
to another. Moreover, since the connectivity graph remains unchanged inside one cell, the
transition must take place at the boundary of Nash cells. We can now begin to appreciate
the connection between the CAD decomposition and the geometric origin of transitions in a
connectivity graph process. We further observe that the trajectory is partitioned into a finite
number of pieces, where each piece is confined to a single Nash cell. In more precise terms,





































Figure 32: A trajectory and its connectivity graph process.
for each graph process G0 → G1 . . . → GN with Vmi = {k} for 0 ≤ i ≤ N and transitions
at t1 < t2 < . . . < tN , there exist a finite number of Nash cells Cx = {C0, C1, . . . , CM} ⊆ C,
where M ≥ N , such that the trajectory x(t) intersects with a finite sub-collection Cx,i ⊆ Cx
for t ∈ (ti, ti+1). One such trajectory and the corresponding graph process has been de-
picted in Figure 32. We will construct an explicit planning algorithm to go from one point
in the CAD to another. Let us define the k-th skeleton of the CAD of a set S as
CAD(k)(S) = {C ∈ CAD(S) | dim(C) = k}.
In particular, the 1-skeleton CAD(1)(S) consists of all 1-dimensional Nash cells in CAD(S).
Recall that the set X(V0) described by Equation 28 is a union of closed disks in R2. Moreover
the boundary of of this set
∂X(V0) ⊆ CAD(0)(X(V0)) ∪ CAD(1)(X(V0)).
If C2 ∈ CAD(2)(S) and C̄2 denotes its closure in R2, then by construction of the CAD,
∂C̄2 ⊆ CAD(0)(X(V0)) ∪ CAD(1)(X(V0)). Therefore, any connected component of X(V0)
cannot be made up of cells in CAD(2)(S) alone. In fact, we get the following useful lemma.
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Lemma 10.2.1 The set CAD(X(V0)) is connected if and only if CAD(0)(X(V0))∪CAD(1)(X(V0))
is connected.
The above lemma suggests the existence of a path planning algorithm for moving the
mobile node between any two points of a connected component of X(V0). Given p, q in
the same connected component of X(V0), we construct a path γ : [0, T ] → X(V0) such
that γ(0) = p and γ(T ) = q. The placement of both points p, q in the same connected
component ensures that T < ∞. Also, each of the points p, q lie in their unique cells of












(−1, 1) × (−1, 1)
Figure 33: Path between two points p, q in a 2-cell of the CAD.
Case 1: When Cp = Cq = C, i.e. when both points lie in the same cell, consider the
diffeomorphism φ : C → (−1, 1)dim(C). Then the points φ(p) and φ(q) in the open
cube can be joined by a straight line s(t) = tφ(p) + (1 − t)φ(q). Now map this line
back to C by
γ(t) = φ−1(s(t)), t ∈ [0, 1].
This gives us the desired path. Such an explicit construction in terms of the diffeo-
morphism may only be needed when dim(C) = 2, as depicted in Figure 33. For lower
dimensions the construction of γ(t) is rather obvious.
Case 2: When Cp 6= Cq. We study various situations in this case.
(a) . When dim(Cp), dim(Cq) < 2. In this case one can construct the path γ explicitly
by building a graph G′P = (V ′P , E ′P ) in the following way. Each vi ∈ V ′p corresponds
to a 0-cell C0i in the CAD













Figure 34: Path planning via planning graph.
exists a 1-cell C1 ∈ CAD(1)(X(V0)) such that C0i , C0j ∈ ∂C1. Note that by
construction of the CAD, if such a 1-cell exists, it will be unique. Moreover, each
1-cell will be mapped to a unique edge in G′P . If dim(Cp) dim(Cq) = 0 we are
done. If not, we modify G′P as follows. We add one vertex for each of the points
p, q that belong to a 1-cell. Suppose dim(Cp)1. Then Cp corresponds to an edge




k . We add a vertex vp corresponding
to p. Now modify the graph G′P by removing the edge ejk and inserting two
edges ejp = (vj , vp) and epk = (vp, vk). A similar procedure modifies G′P if
dim(Cq) = 1. We call this modified graph our planning graph GP . An example
of this construction is shown in Figure 34. We can now convert this graph into
a weighted graph, by assigning each edge eij a real number wij . One choice of
weights can be a constant weight on all edges. We will show later how to assign
a more natural set of weights. Once we have that, we can use a standard discrete
planning algorithm such as the Dijkstra’s algorithm [30] to get a path on GP that
connects vp to vq by a sequence of edges and vertices. This graphical path can
now be mapped back to R2 to get an explicit path γ(t) that connects p to q. We
now give this mapping.
Note first that a 1-cell C1j has two 0-cells say C
0
j0
and C0j1 on its boundary. If
this 1-cell is also a subset of ∂Bδ(xk) for some k ∈ V0 then by the properties of
CAD construction, C1j has a natural parametrization as a curve in R
2 given by
cj : s 7→ (s, sgn(C1j )
√
δ2 − (s − yk)2 + xk), s ∈ (xj0 , xj1),
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where sgn(C1j ) can be determined uniquely for each such 1-cell. If wj0j1 is the
weight on the corresponding edge ej0j1 ∈ EP , then we can re-parameterize by a
linear mapping Tj : R → R that sends [0, wj0j1) 7→ [xj0 , xj1).We can therefore
define a parameterized curve γj0j1(t) = cj(Tj(t)), where t ∈ [0, wj0j1).
In case the 1-cell C1k is a vertical line segment, the parametrization is more
simple. Simply, let γk0k1(t) = Tk(t) where t ∈ [0, wk0k1) and Tk maps [0, wk0k1) 7→
[yk0 , yk1). In this way we have a method to map back an edge in the planning
graph to R2. We have omitted here details for edges that have either vp or vq
as one of the vertices. It is easy to see that the mapping for these edges is very
similar.
Now, given a path in GP as a sequence of vertices and edges, one can build explic-
itly a path in R2 as a concatenation of the curves described above. More precisely
let the path be given by a sequence vp, epk1 , vk1 , ek1k2 , vk2 , . . . , vkM , ekM q, vq, then
we define a path that connects p to q by
γ(t) = γpk1 ◦ γk1k2 ◦ . . . ◦ γkM q(t), t ∈ [0, W )
where W = wpk1 + wk1k2 + . . . wkM q and ◦ is the path concatenation operation
defined by




γ1(t), t ∈ [0, w1);
γ2(t), t ∈ [w1, w1 + w2).
Finally, note that there is a natural way of assigning weights to GP by letting







This gives us constant speed paths in R2.
(b). General Case: We now discuss the most general case. We present a strategy
for the case when either or both of p and q belong to a 2-cell. Suppose p, q
are inside C2p , C
2
q ∈ CAD(2)(X(V0)) respectively. Now consider the line segment







Figure 35: Path between two points belonging to their 2-cells in the CAD.
segment cuts at least 2 cells of dimension less than 2. Let s1 be the minimum
value of s at which the line cuts a lower dimensional cell. Also let s2 be the
corresponding maximum value. Now let p′ = γ0(s1) and q′γ0(s2). Using the
procedure described in the previous case, a planning graph can be constructed
to find a path that connects p′ to q′. Concatenating the resulting curve with
γ0(t) for t ∈ [0, s1) in the beginning and γ0(t) for t ∈ [s2, 1] at the end we get the
resulting path. One such construction is shown in Figure 35.
The above discussion makes it clear that it possible to find a path that transports the
k-th node at time t0 from any initial position x(t0) to a desired position inside the same
connected component of CAD(X(V0)) in a finite time. In order to give a meaning to this
transportation from the point of view of control, it enough to assume that the dynamics of
the nodes described by Equation 5 are globally controllable. Combining these observations,
we get our main result.
Theorem 10.2.1 Assume that the individual nodes are globally controllable. Let Vmi = {k}
be fixed. Given two connectivity graphs ΦN (x(0)) and Gf , there exists a finite connectiv-
ity graph process ΦN (x(0)) → G1 → . . . → Gf , and a corresponding trajectory x(t) ⊆
CN (R2), t ∈ [t0, tf ] such that x(tf ) ∈ Φ−1N (Gf ) if and only if there exist a finite collection
of Nash cells Cx = {C0, C1, . . . , CM} ⊆ CAD(X(V0)) such that x(0) ∈ C0, x(tf ) ∈ CM and
x(t) ∈ Cj for some Cj ∈ Cx for all t ∈ [t0, tf ]
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This gives us a way to realize trajectories on the space of connectivity graphs and a
method to characterize the reachable set with one mobile node. In fact, by construction
this node only needs two different typed of motions, namely along constant vector fields
and rotations about fixed points.
10.3 Global Objectives, Desirable Transitions and Optimal-
ity
The whole purpose of a coordinated control strategy in a multi-agent system is to evolve
towards the fulfilment of a global objective. This typically requires the minimization (or
maximization) of a cost associated with each global configuration. Viewed in this way, a
planning strategy should basically be a search process over the configuration space, evolving
towards this optimum. If the global objective is fundamentally a function of the graphical
abstraction of the formation, then it is better to perform this search over the space of graphs
instead of the full configuration space of the system. By introducing various graphical
abstractions in the context of connectivity graphs, we have the right machinery to perform
this kind of planning. In other words, we will associate a cost or score with each connectivity
graph and then work towards minimizing it.
Given Reach(G0,Vm), a decision need to be taken regarding what Gf ∈ Reach(G0,Vm)
the system should switch to. For this we define a cost function Ψ : GN,δ → R and we choose
the transition through
Gf = arg min
G∈Reach(G0,Vm)
Ψ(G)
Here Ψ is analogous to a terminal cost in optimal control. If, in addition, we also take into
account the cost associated with every transition in the graph process G0 → G1 → . . . →
GM = Gf that takes us to Gf , then we would instead consider the minimization of the cost




where L : GN,δ × GN,δ → R is the analogue of a discrete Lagrangian, β(i) are weighting
constants, and Gi+1 ∈ Reach(Gi,Vm) at each step i. The Lagrangian lets us control the
transient behavior of the system during the evolution of the graph process. As an example,
98
let Gi = (Vi, Ei) and define
L(Gi, Gi+1) = |(Ei+1 \ Ei) ∪ (Ei \ Ei+1)|,
where |.| gives the cardinality of a set. This Lagrangian is the symmetric difference of the
sets of edges in the two graphs. Here, we penalize the addition or deletion of edges at each
transition. The resulting connectivity graph process takes G0 to Gf with minimal structural
changes. As another example, if we let L(Gi, Gi+1) = |Ei| − |Ei+1|, then the desired Gf is
generated while maximizing connectivity during the graph process.
10.4 Open Problem IV: Reachability Analysis with Multiple
Dynamic Nodes
The theory developed above should be generalized to multiple interacting dynamic nodes.
From a preliminary analysis, we have found that this problem has a strong connection with
pursuit-evasion games in a discrete setting. The connection with pursuit-evasion games can
be appreciated by recognizing the need to avoid sharing of Nash cells by multiple nodes.
We are working towards extending the number of mobile nodes by a decomposition of
CAD into non-overlapping regions for each mobile node. It should also be noted that the
optimal trajectories obtained in this work are only locally minimizing. A scheme for global






COVERAGE PROBLEMS IN SENSOR NETWORKS
In this chapter, we give an application of the topological characterization of connectivity
graphs developed in Part I. Coverage problems in sensor networks are extremely important
in a wide variety of contexts, from cell-phone communications to beacon navigation to
security and defense. We restrict attention to systems with stationary nodes in Rd having
radially symmetric coverage domains. Depending on the application, these coverage balls
may denote broadcast domains, sensing regions, or visibility domains. Knowing the topology
of the union of the coverage domains, in particular the location and morphology of holes,
is of significant relevance to the coverage problem.
There are two prominent approaches to coverage problems. The first is perhaps best
described as the ‘computational geometry’ approach, in which one uses the coordinates of
the nodes and standard geometric tools (such as the Delaunay or Voronoi diagrams) to
determine coverage. For examples of such an approach, see [104, 100, 69, 64]. One feature
of this approach is that the precise geometry of the domain and the exact locations of the
nodes must be known.
To circumvent some of these difficulties, many researchers have turned to probabilistic
methods for coverage. For example, in [60], the author assumes a randomly and uniformly
distributed collection of nodes in a domain with a fixed geometry and proves expected area
coverage. Other approaches [66, 103, 51] give percolation-type results about coverage and
network integrity for randomly distributed nodes. The drawback of these methods is the
need for strong assumptions about the exact shape of the domain, as well as the need for a
uniform distribution of nodes.
In this chapter we develop a different approach based on the tools of homology theory.
Given a collection of nodes x ∈ CN (R2) covered by balls of a fixed radius, we are interesting
in knowing the topology of the union of the covering discs. Specifically, are there any holes
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in the cover? If so, where are the holes located?
11.1 Problem Formulation
We assume as little as possible about the nodes and their geometry. Consider a collection
of stationary nodes x ∈ CN (R2). We adopt the following assumptions on our system.
A1 Nodes have radially symmetric sensing domains of radius rc.
A2 Nodes broadcast their unique ID numbers. Each robot can detect the identity of
anyone within radius rs via a strong signal, and via a weak signal within a larger
radius rw.
A3 The radii of communication rs, rw and the coverage radius rc satisfy
2rc = rw ≥ rs
√
2. (29)
It is important to note what we do not assume. The coordinates of the nodes are unknown
to the individual nodes. Neither are there localization or orientation capabilities. Nodes are
completely devoid of any information apart from the identities of ‘very close’ and ‘somewhat
close’ neighbors. This ability to differentiate between strong and weak signals provides a
coarse form of distance measurement. For example, if a particular node scans its communi-


















U = {U1, U2, U3, U4, U5} N (U)
Figure 36: The nerve complex of a collection of sets.
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problem of computing the topological type of a union of sets is classical, and easily handled
using the concept of a nerve of a collection of sets. We give the following definition.
Definition 11.1.1 Given a collection of sets U = {Uα}, the nerve complex of U , N (U), is
the abstract simplicial complex whose k-simplices correspond to nonempty intersections of
k + 1 distinct elements of U .
Hence, the vertices of N correspond to the elements of U themselves. An edge in N
exists between two vertices if and only if the corresponding elements of U intersect. Higher
dimensional simplices are regulated by mutual intersections of collections of elements of U .
One such example has been drawn in Figure 36. The nerve of a collection of sets is a an
important object in algebraic topology. We state the following classical result.
Theorem 11.1.1 (The Čech Theorem) The nerve complex of a collection of convex sets
has the homotopy type of the union of the sets.
For a proof, see, e.g., [21]. Unfortunately, nerves are difficult to compute without precise
locations of the nodes and a global coordinate system. We instead turn to a different method
for obtaining a simplicial complex from a sensor network, using only pairwise communication
data. The simplicial complex of choice is the Rips-Vietoris complex, as studied in Chapter
7.
Recall that Rips complexes are completely determined by the connectivity graph of the
system: any time you see a triangle in the communication graph, you fill in an abstract
2-simplex. Any time you see a complete subgraph on k + 1 vertices, you fill it in with an
abstract k-simplex.
It would seem reasonable to conjecture that the radius R Rips complex of a set of nodes
would be topologically equivalent to the nerve complex of the balls of a particular radius at
the nodes. Unfortunately, this is not true. Figure 37 gives an example for which the Rips
complex fails to capture the nerve: the nerve is topologically a circle with a single hole in
the middle, whereas the Rips complex is an octahedron, which is simply connected. These
two complexes have different homology groups and are thus not of the same homotopy type.
Similar examples can be constructed for arbitrary choice of coverage radius.
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Figure 37: A Rips complex not homotopy equivalent to the union of cover discs.
There is a way to modify the Rips complex to resolve these issues. We define the ℓ∞
connectivity graph to be the graph whose vertices are the nodes themselves, and whose
edges are those pairs of nodes whose ℓ∞ distance is less than or equal to rs. Denote by R∞s
the Rips complex of this graph. The following result is very simple.
Lemma 11.1.1 R∞s is precisely the nerve complex of the cover of nodes in Rd by closed
d-dimensional cubes of side-length rs.
Proof: In the case where d = 1, the result is immediate. For the general case, since
distances are measured in the ℓ∞ norm (each coordinate is measured) and cover elements
are cubes, the entire problem decomposes into cross-products of the d = 1 case.
Unfortunately, it is physically unrealistic to assume that communication can be carried
out with precise ℓ∞ geometry. We therefore consider what can be done with radially sym-
metric communication and sensing. The core idea is that we can ‘squeeze’ the ℓ∞ Rips
complex (hence a nerve complex) between two standard Rips complexes of different radii.
11.2 Coordinate-free Detection of Holes
The following theorem is a criterion for hole detection in networks.
Theorem 11.2.1 A sensor network satisfying assumptions A1-A3 has a coverage hole if
there is a nonzero homology class in Rs which is also nonzero as a homology class in Rw.
That is, the homomorphism
ι∗ : Hk(Rs) → Hk(Rw) (30)
induced by the inclusion ι : Rs →֒ Rw is nonzero for some k > 0.
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Proof: We claim that there exists a chain of inclusions
Rs ⊂ Nc ⊂ Rw, (31)
where Nc is the nerve complex of the cover of X by balls of radius rc. Assume for the moment
that these inclusions hold, and denote them as j : Rs →֒ Nc and j′ : Nc →֒ Rw. Since
ι = j′ ◦ j, we conclude that the induced homomorphisms on homology satisfy ι∗ = j′∗ ◦ j∗.
Hence, if ι∗ is nonzero, then it takes a nonzero element of Hk(Rs) to a nonzero element of
Hk(Rw), which itself is in the image of j′∗. This implies that Hk(Nc) 6= 0. From the Čech
Theorem, we conclude that the cover has a hole of dimension k.
We now demonstrate that Equation (31) holds. Clearly, the inclusion j′ : Nc →֒ Rw
holds because (since rc = rw/2) both complexes have the same 1-dimensional skeleton and
the Rips complex has all possible simplices of this 1-skeleton filled in.
The inclusion j : Rs →֒ Nc is not as direct. Clearly, Rs ⊂ R∞s . From Lemma 11.1.1,
R∞s equals the nerve of the cover of X by cubes of side length rs. These cubes are contained
inside of balls of radius rc ≥ rs
√
d. (See Figure 38 for an illustration of this nesting.) Hence,





Figure 38: The nesting of sensing and covering discs with the ℓ∞ balls used in R∞s .
It should be noted that this criterion is a sufficient criterion, but not necessary. In an
extreme case, one can choose rs to be exceedingly small, in which case Hk(Rs) = 0 for all
k > 0 and the criterion automatically fails.
The proof presented here involves the ℓ∞-Rips complex. This is not the optimal way to
obtain Equation (31). A result of de Silva (see [25]) states that the optimal ratio rw/rs for
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which the equation holds is
√
2d/(d + 1) for coverage in dimensions d = 1, 2, 3. Hence, the
results of this note hold with replacing
√
2 in A3 with the aforementioned constant.
11.3 Simulations
The computation of homology groups for large networks is a nontrivial exercise. The number
of simplices in a complex increases exponentially with the dimension of that complex. To
make matters worse, the standard algorithm for computing generators in homology is of
quintic order in the number of simplices. This may discourage computation of homology in
all but very low dimensions. Fortunately, the past few years have witnessed an explosion
in algorithms and software for computing homology of simplicial complexes which make
nontrivial computations possible (see [55] and references therein).
In order to verify the theoretical results developed in the previous section, we have suc-
cessfully run several simulations using a publicly available computational homology software
known as CHomP [23]. These simulations have been written using MATLAB as the frontend
(primarily for generating the simplicial complexes from various point-data sets, data format-
ting and for visualization.) The CHomP routines have been used for simplification of the Rips
complexes, computing the homology groups and for localizing the non-trivial generators of
the homology groups.
Note that in the figures and examples which follow, we illustrate the cover using coordi-
nates. The frontend keeps track of coordinates for purposes of drawing pictures. However,
CHomP has no information about coordinates: the homology criterion uses only connectivity
data as per our assumptions.
Results of one such simulation appear in Figure 39. Figure 39.(a) illustrates the union of
sensor coverage discs in R2, each of radius rc =
1√
2
. Clearly, there is a hole inside the union
of sensor domains. Figure 39.(b) shows the Rips complex Rs generated by the detection of
a strong signal within radius rs = 1. Using CHomP, we detect two generators for the first
homology group H1(Rs) of this complex. Representative cycles for each equivalence class
of generators are depicted in the same figure in green and blue. The generator depicted in
blue envelops a non-collapsible cycle of 5 nodes in the lower part of the complex whereas
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(b) Rips Complex Rs. (c) Rips Complex Rw.
Figure 39: Simulation results with rc =
1√
2
, rs1 and rw =
√
2.
the generator colored as green envelops another non-collapsible cycle of nodes in the left
part of the complex. The Rips complex Rw generated by the detection of a weak signal
within rw = 2rc =
√
2 appears in Figure 39.(c). First, note that Rs ⊂ Rw. A greater
radius of detection adds several new edges to the complex, which in turn induce many
higher dimensional simplices. The result of the induced homomorphism of the inclusion
map ι∗ : H1(Rs) → H1(Rw) can be understood as follows. The cycle of nodes enveloped
by the blue generator in Rs no longer remains non-collapsible in Rw due to the addition of
many 2-simplices. Therefore the same blue generator when seen in Rw becomes trivial and
vanishes. However, the green generator remains non-collapsible when seen in Rw, despite the
shortening of the non-collapsible cycle it envelops. Therefore, in the language of Theorem
11.2.1, ι∗ : H1(Rs) → H1(Rw) is non-zero and indicates the presence of a 1-dimensional
hole, as clearly verified from Figure 39.(a).
Another such simulation appears in Figure 40. Again, there are two generators, colored
as purple and orange, in H1(Rs), each bounding a non-trivial cycle in Rs. However, only
one of them survives the inclusion map to H1(Rw), showing the presence of a hole. The
inclusion map picks the right generator so that the true hole is identified and the false cycle
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(c) Rips Complex Rw.
Figure 40: Simulation results for a second data set with rc
1√
2




The homology computation also indicates the location of holes in the network. As
pointed out earlier, a cycle representing a generator of a homology group actually represent
its entire equivalence class. Two cycles are equivalent if their difference is a boundary.
Therefore one can use this property to collapse the generators till they lock exactly onto
the non-collapsible cycles they envelop. We denote such cycles as minimal . For simplicial
complexes, this kind of collapsing or minimization has a nice geometrical interpretation. If
two edges of a cycle in dimension 1 belong to a 2-simplex, then one can collapse the cycle
to the third edge. This procedure can be generalized to higher dimensions as well [55].
For the purpose of demonstration, such minimization is depicted in Figure 41 for a certain
Rips complex generated in our simulations. The non-trivial generator is minimized till it
captures the nodes that surround the hole. Although, this method can be applied to all
simplicial complexes, it has one serious drawback. For more than one hole in the network,
this kind of minimization depends on the initial choice of representative cycles. Ideally, one
may wish for each generator surrounding exactly one hole. However, the homology group
can possibly be generated equivalently if one hole is enveloped by more than one generators.
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Figure 41: Minimization of generators to detect location of network holes.
Table 1: Run times for five simulations: all times listed in seconds. Here, T exp is the time
to build and export the Rips complex (weak and strong respectively) and T hom is the time
to compute the homology of the complex.
# Nodes # Edges T expw T
exp
s T homw T
hom
s
20 45 0.14 0.13 0.49 0.47
67 345 1.46 1.41 0.60 0.60
84 285 3.15 3.11 0.73 0.58
154 1059 26.2 26.1 1.25 0.63
214 1243 92.2 90.2 1.08 0.69
In that case, the minimization would at best partly detect the location of the holes in the
network.
All computations were performed on a Pentium 4, 1.60 GHz, 512 Mb RAM, Windows
2000 machine, running Matlab 6.1 as the front end for CHomP. Table 1 gives the runtimes for
a variety of systems. It is noted that the runtime is dominated by the construction of the
Rips complexes: these can have a large number of simplices as a function of the number of
nodes. It is a pleasant observation that the homology computation is relatively quick, even
though we have not optimized the homology computation code for our (rather particular)
type of systems. The number of communications required between nodes is a function of
the number of edges in the Rips complex, listed in the second column.
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11.4 Generalizations
The methods presented are novel and of potentially great use in sensor networks. The
use of topological methods allows one to dispense with assumptions about coordinates,
distances, and orientations. The results presented in this note are by no means the best
possible results, the reliance on having rc equal to exactly rw/2 is something that would
not necessarily hold in a physical setting. We have presented in this chapter, a limited
result for ease of exposition. In another recent work [25], we have developed a homological
coverage criterion which is dual to the hole-detection criterion presented here. We refer the
interested reader to a series of papers by de Silva et al. [25, 26, 27] that further elaborate
on these concepts. We briefly outline the ingredients of this more general theory.
In addition to Assumptions A1 -A3 , there are further assumptions about the domain
D ⊂ R2 in which the nodes lie. First, D is assumed to be bounded with boundary ∂D
which is not too ‘pinched’. Second, nodes can detect if they are within some radius rf of
∂D. These ‘boundary’ nodes generate sub-complexes Fs ⊂ Rs and Fw ⊂ Rw. The result
in [25] states that U contains all of D (except for possibly a neighborhood of ∂D) whenever
the induced map
ι∗ : H2(Rs,Fs) → H2(Rw,Fw)
is nonzero. Roughly, Hk(Rs,Fs) denotes the k-th relative homology group of the quotient
space Rs/Fs, i.e. the abstract simplicial complexes obtained by collapsing Fs or Fw to a
single vertex. Similarly, Hk(Rw,Fw) denotes the k-th homology group of the quotient space
Rw/Fw. (There is a subtle difference, between Hk(X, Y ) and Hk(X/Y ). We give a short
introduction to the relative homology groups in the Appendix.)
This coverage criterion has several nice features. There are no assumptions on the
geometry or topology of the domain, D; for example, it is not assumed that ∂D is connected.
In addition, the radius rc needs to satisfy only an inequality, not an equality as in this note
(since, of course, increasing rc can only improve coverage).
In order to compute homology relative to the fence sub-complexes, we use the following
procedure. To compute H2(Rs,Fs), we begin by adding an abstract vertex to Rs and then
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adding this vertex to every simplex in Fs. This places a cone over Fs, and it yields a
complex Q(Rs,Fs) whose homotopy type is that of the quotient space Rs/Fs. It follows
from the Excision Theorem [49] and homotopy invariance that H∗(Rs,Fs) ≃ H∗(Rs/Fs) ≃
H∗(Q(Rs, Fs)). An example of such a construction is drawn in Figure 43. The fence is
drawn in blue, and the additional vertex is drawn on the top, connected by the fence nodes
with blue lines. This results in a cone, by adding in higher simplices, where appropriate.
In this example, the quotient space becomes homotopic to a punctured sphere (mainly due
to the network hole in the original complex), which in turn is homotopic to a point. Hence
Hk(R,F) = 0 for k > 0.
These results have been verified using simulations, that have been written using MAT-
LAB as the frontend, primarily for generating the simplicial complexes from various point-
data sets, data formatting and for visualization. The Plex package has been used for
computing homology. CHomP has been used to return explicit generators, which gives more
precise information than Plex, at the cost of running much more slowly. An examples of
successful application of the homological criterion appears in Figure 44. The domains is not
simply-connected (in other words, it has multiple boundary components). The 172 nodes
are presented as embedded in the domain D and the cover U is illustrated. Note that the
the cover is not too redundant. There are regions which are covered by only one node.
These simulations were run on a Linux/PC 1-Gbyte Memory Dual Processor Intel Xeon
CPU 1700MHz; cache size 256 KB; MATLAB ver 6.5. The run time for Plex to compute
the existence of a nontrivial persistent homology generator is roughly 16 seconds. The vast
majority of the run time is spent constructing the simplicial complexes from the input data:
the actual persistence computation is much faster. The complex Rw contains a total of
135295 3-d simplices. An example of a system for which the homology criterion gives a
false negative has been drawn in Figure 45. Note the fragility of the cover in the upper left


























































































































































































































Figure 42: Network Hole Detection in network of 129 nodes: [top] Rs, [center] Rw, [bottom]
U .
Figure 43: An example of placing a cone over R for computing H∗(R,F). The result is a
quotient space R/F , which is homotopic to a punctured sphere.
111
Figure 44: An example of a system of 172 nodes in a domain with multiple boundary
components for which the homological criterion is satisfied: [left] Rs, [center] Rw, [right] U .
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Figure 45: An example of a system for which the homology criterion gives a false negative.
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CHAPTER XII
PRODUCTION OF LOW-COMPLEXITY FORMATIONS
12.1 δ-Chains with No Movements
The geometric structure and topological characterization of the connectivity graphs of multi-
agent formations given in Part I, can be used to obtain certain global properties of forma-
tions using decentralized algorithms, suitable for implementation on scalable, totally decen-
tralized multi-agent systems. It will be appropriate to mention, that the entire machinery
presented in Chapters 6, 7 and 8 for converting connectivity graphs into simplicial com-
plexes becomes irrelevant, if the computations are performed in a centralized manner. The
centralized method of obtaining the simplicial subgraph can be much simpler and need not
have knowledge of the local geometrical structure obtained above. We therefore have the
following corollary of the main theorem in Chapter 8.
Corollary 12.1.1 The maximal simplicial subgraph G∗ of a connectivity graph G ∈ GN,δ
can be obtained using a decentralized algorithm.
The detection of genus is also implementable as a decentralized algorithm. Since the fun-
damental group π1(IMG∗ ) is isomorphic to the edge group E(MG∗) of the triangulation (see
the Appendix for details), we can base our method on the reduction of loops inside MG∗ ,
according to the equivalence rules of E(MG∗) [5]. Using this approach, we can implement a
decentralized algorithm to find out if MG∗ has genus 0 or not. The role of low-complexity
formations called δ-chains has been studied and emphasized in Chapter 5. Decentralized
algorithms for obtaining these δ-chains are of considerable interest. It can be shown there
that the ability to obtain a simplicial representation of graphs, lets us obtain δ-chains for
an important class of connectivity graphs, namely the graphs whose maximal simplicial
complex has genus 0. Some snapshots of the algorithm have been given in the figures. The
maximal simplicial subgraph is obtained during the initial steps of the algorithm, followed
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by the determination of genus (i.e. whether it has a genus 0 or not), and finally the evolution
of the δ-chain.
Figure 46: A connectivity graph. Figure 47: Maximal simplicial subgraph of
connectivity graph of 46.
Figure 48: Boundary detection Figure 49: Resulting δ-chain.
12.2 Connectivity Graph Processes that Generate δ-Chains
We now study a particular type of multi-agent coordination problem, i.e. the production of
low-complexity formations. In a previous chapter, we have presented a complexity measure
for studying the structural complexity of robot formations. The structural complexity is
based on the number of local interactions in the system due to perception and communi-
cation. When designing control strategies for distributed, multi-agent systems, it is vitally
important that the number of prescribed local interactions is managed in a scalable man-
ner. In other words, it should be possible to add new robots to the system without causing
a significant increase in the communication and computational burdens of the individual
robots. On the other hand, an additional requirement when designing multi-agent coordi-
nation strategies should be that enough local interactions are present in order to ensure the
proper execution of the task at hand. It turns out that the notion of structural complexity
is the right measure to compare these conflicting requirements for the system. Therefore,
it would be desirable to obtain graph processes that transform a formation with a high
structural complexity to one with a lower complexity (and vice versa.) Recall that we have
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where d : V × V → R+ is some distance function defined between vertices. It was also
observed that if G is a connected connectivity graph then the complexity of G is bounded
above and below by
C(δN ) ≤ C(G) ≤ C(KN ),
where δN is the δ-chain on N vertices, and KN is the complete graph. The lowest complexity
graphs or δ-chains (which are the line graphs or the Hamiltonian paths on all vertices), are
important for formations that require minimal coordination. Therefore coming up with a
planning mechanism to produce low-complexity formations from an arbitrary initial forma-
tion is a useful result in multi-agent coordination. Using the concepts from previous sections
we define Ψ(G) = C(G) and L(Gi, Gi+1) = |(Ei+1 \ Ei)∪ (Ei \ Ei+1)|, where Gi = (Vi, Ei). In
this way we tend to produce formations that are lower in complexity by generating a graph
process that adds or deletes a small number of edges at each transition. The results of one
such simulation has been shown in Figure 50. Here, the star-like graph in the upper left
corner is the initial connectivity graph (with a higher structural complexity than a δ-chain
on 5 vertices). The graph process evolves from left to right and then continues onto the
lower rows in the same manner until it reaches the δ-chain in the lower right corner. The
process involves transitions to various intermediate graphs. In this example, the mobile
node is labelled as 1. As predicted by the CAD decomposition, it first slides up to make an
edge with node 2 and then rotates about node 2. It then passes by node 5 making various
intermediate graphs, till it comes in the vicinity of node 4. Finally it makes a rotation about
node 5 to form the δ-chain. Also note that due to the choice of the Lagrangian described
above, the mobile node makes (or breaks) only a minimum number of edges at each graph
transition. In this example, it can be seen that this number is always 1.
A more elaborate example is shown in Figure 51, where the δ-chain is achieved by a
series of maneuvers in which different nodes take the role of the mobile node at appropriate











Figure 50: A connectivity graph process that generates a δ-chain.
described in above. Simulations for a relatively large number of nodes and more complex
formations have also been done.
12.3 Open Problem IV: Motion Description Languages (MDLs)
in Graph Processes
It should be noted that the path planning algorithm developed in Chapter 10 is imple-
mentable on a team of robots that have only two modes of motions, namely the linear
motion and rotation about a fixed point. One can ask if the reachability sets can be ex-
panded using more complex modes of motion. This ties nicely with a motion description
language (MDL) framework [50] in the context of hybrid dynamical systems.
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Figure 51: Snapshots of a connectivity graph process that generates a δ-chain by choosing
different mobile nodes at appropriate intermediate transitions.
118
CHAPTER XIII
COLLABORATIVE BEAMFORMING IN SENSOR
NETWORKS
Another promising application of the framework presented in Chapter 9 is collaborative
beamforming. In ad-hoc and wireless sensor networks, long range communication between
clusters is always expensive due to limitations on power and communication channels. Col-
laborative beamforming is one way to solve this problem without dramatically increasing
the complexity compared to non-collaborative strategies [84, 2].
With this method, a cluster of sensors synchronize their phases and collaboratively
transmit or receive data in a distributed manner. By properly designing the array factor, one
can shape and steer the beam pattern in such a way that the array has either a high power
concentration in the desired direction with little leakage (when transmitting), or a high
gain in the direction of arrival (DOA) of the signal of interest with significant attenuation
in the direction of interference (when receiving). These properties enables Space-Division
Multiplex Access (SDMA) among clusters. In most beamforming applications, the array
geometry is assumed to be fixed and the optimal beam pattern is formed by optimally
weighing the signals received at individual nodes [101]. In this work, we further optimize
the beam pattern by altering the geometry of the sensor array using connectivity graph
processes.
It should be mentioned that finding an optimal geometry is a difficult design problem
in array signal processing. Most designs favor a regular equispaced geometry such as linear,
circular, spherical and rectangular grid arrays over random geometries[101]. If one follows
the design philosophy in the array processing community, one would tend to drive all nodes
to a regular geometry for obtaining better beam patterns. However, more exotic geometries
have also been designed for particular applications. Moreover, the placement of nodes in





















Figure 53: Beam pattern and HPBW.
some benefit associated with distributed sensing. Therefore, it seems beneficial to optimize
the geometries over some cumulative function of both the communication performance as
well as the sensing performance of the network. We present this approach below.
13.1 Problem Formulation
Let us first study the beamforming for an arbitrary geometry. Following the standard
notation in the array signal processing literature, we describe the positions of the individual
nodes, signal and interference in polar coordinate system. The signal is located at a distance
A and azimuthal angle φ0 while the interference is at an angle φi as shown in Figure 52. The




k and θk =
tan−1(yk/xk). Given the position of the sensor array r = [r1, r2, . . . , rN ], θ[θ1, θ2, . . . , θN ],
we adopt the beamforming algorithm presented in [84], where the gain in direction φ is
given by the norm of the array factor θ








For known signal and interference directions, the objective of beamforming is to obtain high
signal to interference ratio (SIR) and fine resolution, i.e. we would like to keep the main
lobe of the beam pattern as thin as possible while minimizing the power in the interference
direction. Let ∆φH be the half power beam width (HPBW) of the main lobe as depicted
in Figure 53. The power concentrations (accumulated gain) in the direction of signal and
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We choose the following metric to evaluate the performance of a sensor array geometry.




where x is the sensor array geometry in cartesian coordinates. We wish to maximize the
value of this metric over various geometries. To elaborate this point further, we give some
example geometries and their respective beam patterns in Figure 55. Here, we assume that
the signal direction φ0 is 0 degrees and the interference is coming at an azimuthal angle
φi = 90 degrees. For comparison, the values of the metric have also been given on top of the
beam patterns. Note that the linear array has a narrower beam but a large leakage in the
interference direction. Similarly, the circular geometry in the bottom has low interference
but a fat beam (i.e a large ∆φH) in the direction of signal. The irregular patterns in the
middle have a higher benefit, although they lie in between the two extremes of beam width
and interference nullification. Moreover, as described in the above paragraphs, the metric
to extremize may not be a function of the beamforming performance alone. Therefore
it is reasonable to search over all possible geometries, rather than driving all nodes to a
pre-determined regular geometry.
13.2 Improvement in Beamforming Using Graph Processes
Note that the metric defined above may be different for different realizations of a particular
connectivity graph. We make use of the cylindrical algebraic decomposition (CAD) algo-
rithm for computing reachability to get a representative geometry r, θ for the connectivity
graph G. In this way we let J ′(x) = J ′(G), where ΦN (x) = G. If J ′′(G) is some other
performance metric associated with the function of the sensor network, then using the no-
tation in the previous chapter, Ψ(G) = ν1J
′(G) + ν2J ′′(G). Similarly we chose L(Gi, Gi+1)
according to a desired transient behavior in the network. We give a snapshot from one
such simulation for a particular choice of cost metric in Figure 55. Here, we have purposely
chosen a small number of nodes and a relatively less relative displacement to demonstrate
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Figure 54: Beamforming performance for various geometries.
the value of the graph processes. The signal and interference directions are the same as in
Figure 54. As the graph process evolves, notice the thinning of the main lobe in the signal
direction. More pronounced is the attenuation in the interference direction, thus increasing
the value of the metric at each transition.
13.3 Further Applications
In principle, the framework developed in Chapter 9 can be used for any application that
required optimization over connectivity graphs. We have presented such several such appli-
cations in a recent work [80]. It is possible to use the connectivity graph process framework
for coverage enhancement in sensor networks, using the homological coverage criterion de-













































NOTES ON HOMOLOGY THEORY
We provide a short introduction to the various concepts of homology theory in algebraic
topology. We closely follow the presentation in [49]. Interested readers are referred to this
excellent text for a comprehensive introduction. We start with a quick review of some
frequently used concepts of elementary group theory.
A.1 Free Abelian Groups
Let (G1, +) and (G2, ∗) be two Abelian groups. A map f : G1 → G2 is said to be a
homomorphism if
f(x + y) = f(x) ∗ f(y),
for any x, y ∈ G1. A bijective homomorphism is called an isomorphism. We write this as
G1 ≃ G2. The fundamental theorem of homomorphism is stated as follows.
Theorem A.1.1 Let f : G1 → G2 be a homomorphism. Then
G1/ker ≃ imf.
Take r elements g1, · · · , gr of a group G. The elements of G of the form
n1g1 + · · · + nrgr, ni ∈ Z, 1 ≤ i ≤ r,
make a subgroup H inside G. H is said to be a subgroup generated g1, · · · , gr. If G itself
is generated by a finite number of elements, then G is said to be finitely generated. The
elements g1, · · · , gr are said to be linearly independent if n1g1 + · · · + nrgr = 0 only when
n1 = · · · = nr = 0. If G is finitely generated by r linearly independent elements, G is called
a free Abelian group of rank r.
If G is generated by one element g, G = {0, g, 2g, · · · } is called a cyclic group. If ng = 0
for some n ∈ Z − {0}, then G is a finite cyclic group. Otherwise, it is an infinite cyclic
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group. Any infinite cyclic group is isomorphic to Z, while a finite cyclic group is isomorphic
to some Zn. If G is free Abelian group of rank r and H is subgroup of G. We may choose
p generators g1, ·, gp out of r generators of G so that k1g1, · · · , kpgp generate H of rank p.
In other words
H ≃ k1Z ⊕ k2Z ⊕ · · · ⊕ kpZ.
We now give the fundamental theorem of finitely generated Abelian groups.
Theorem A.1.2 Let G be a finitely generated Abelian group (not necessarily free) with m
generators. Then G is isomorphic to the direct sum of cyclic groups,
G ≃ Z ⊕ Z ⊕ · · · ⊕ Z
︸ ︷︷ ︸
r
⊕Zk1 ⊕ · · · ⊕ Zkp ,
where m = r + p. r is called the rank of G.
Finally an exact sequence is defined as a sequence of Abelian groups and homomorphisms
between them,
· · · → An+1
αn+1−→ An αn−→ An−1 → · · ·
such that ker αn = im αn+1 for each n.
A.2 Topological spaces and Homotopy
Let X be any set and J be an index set. Let U = {Ui | i ∈ J} denote a certain collection
of open subsets of X. The pair (X,U) is a topological space of U satisfies the following:
1. ∅, X ∈ U .
2. If I is a (possibly infinite) sub-collection of J , then ∪i∈IUj ∈ U .
3. If K is any finite sub-collection of J , then ∩k∈KUk ∈ U .
A deformation retract of a topological space X onto a subspace A is a family of maps
ft : X → X, t ∈ [0, 1], such that f0 = id (the identity map), f1(X) = A and ft|A = id for all
t. The family ft, should be continuous in the sense that the associated map X × [0, 1] → X,
(x, t) 7→ ft(x) is continuous.
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A deformation retract is a special case of the general notion of homotopy. A homotopy
is simply any family of maps ft : X → Y , t ∈ [0, 1], such that the associated map F :
X × [0, 1] → Y given by F (x, t) = ft(x) is continuous. Two maps f0, f1 : X → Y are
said to be homotopic maps, if there exists a homotopy ft connecting them and once writes
f0 ≃ f1. In these terms a deformation retract of X onto a subspace A is a homotopy from
the identity map of X onto A, a map r : X → X such that r(X) = A and r|A = id.
In this work, we are mainly concerned with a special type of topological spaces, known
as simplicial complexes. For an introduction to simplicial complexes, see Chapter 7. Here,
we introduce some broader classes of topological spaces, namely the CW complexes and
∆-complexes. Simplicial complexes are special types of these spaces. We therefore present
the general theory for a more comprehensive introduction.
A cell complex is a topological space constructed by the following procedure:
1. Start with a discrete set X0, whose points are regarded as 0-cells.
2. Inductively, from the n-skeleton Xn, construct Xn−1 by attaching n-cells enα via maps
φα : S






n−1 with a collection of n-disks Dnα under the identifications x ∼




α where each e
n
α is an open n-disk.
3. Once can either stop this inductive process at a finite stage, setting X = Xn for some
n < ∞, or one can continue indefinitely, setting X = ∪nXn. In the latter case X is
give the weak topology: A set A ⊂ X is open (or closed) if and only if A∩Xn is open
(or closed) in Xn for each n.
Cell complexes are also called as CW complexes. An example of a cell complex is drawn in
Figure 56. This cell complex has one 0-cell, two 1-cells and one 2-cell. The sphere Sn has
the structure of a cell complex with just two cells, e0 and en, the n-cell being attached by
the constant map Sn−1 → e0.
Each n-cell enα in a cell complex has a characteristic map Φα : D
n
α → X which extends






































Figure 56: A cell complex representation of a torus S1 × S1.





π−→ Xn →֒ X.
where π is the quotient map defining Xn.
A sub-complex of a cell complex is a closed subspace A ⊂ X that is a union of cells of
X. A is a cell complex in its own right. A pair (X, A) consisting of a cell complex X and
a sub-complex A is called a CW pair .
A graph is a 1-dimensional cell complex. It contains vertices (0-cells) and edges (1-cells).
Similarly, simplicial complexes can also be thought of as cell complexes. It is however, more
instructive to start with a more primitive form of complexes, known as ∆-complexes.
∆-complexes are built out of simplices. An n-simplex is defined as the smallest convex
set in Rd containing n + 1 points v0, · · · , vn, that do not lie in a hyperplane of dimension
less than n. The points vi are called the vertices of the simplex, and the simplex itself is
denoted by [v0, v1, · · · , vn]. The standard n-simplex is given by
∆n = {(t0, · · · , tn) ∈ Rn+1|
∑
i
ti = 1, and ti ≥ 0 for all i}.
A face of a simplex [v0, · · · , vn] is the sub-simplex with vertices any nonempty subset of
the vi’s. By convention, a face is ordered according to their order in the larger simplex. A
∆-complex X, is a quotient space of a collection of disjoint simplices obtained by identifying
certain of their faces via the canonical linear homeomorphisms that preserve the ordering
of vertices. Hence, the identifications never result in two distinct points in the interior of
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a face, being identified in X. Therefore, X is the disjoint union of a collection of open
simplices (simplices with their proper faces deleted).
Each such open simplex enα of dimension n comes equipped with a canonical map (called
the characteristic map) σα : ∆
n → X restricting to a homeomorphism from the interior of
∆n onto enα. A key property of the characteristic map is that its restrictions to (n − 1)-
dimensional faces of ∆n are characteristic maps σβ for open simplices e
n−1
β of X. This
property can be used to define a ∆-complex as a CW complex X in which each n-cell enα
has a distinguished characteristic map σα : ∆
n → X such that the restriction of σα to each
(n − 1)-face of ∆n is the distinguished characteristic map of an (n − 1)-cell of X.
A.3 Simplicial Homology
We first define the simplicial homology of ∆-complexes. For a more gentle introduction,
see Chapter 7. Let ∆n(X) ne the free Abelian group with basis the open simplices e
n
α of
the ∆-complex X. The elements of ∆n(X) are called as n-chains. These elements can be




α with coefficients nα ∈ Z. One can also consider them as
∑
α nασα.
The boundary homomorphism ∂n : ∆n(X) → ∆n−1(X) can be defined by specifying its





Lemma A.3.1 The composition ∆n(X)
∂n−→ ∆n(X)
∂n−1−→ ∆n−2(X) is zero. In other nota-
tion ∂n ◦ ∂n−1 = 0.










(−1)i(−1)jσ|[v0,··· ,v̂j ,··· ,v̂i,··· ,vn] +
∑
j>i
(−1)i(−1)j−1σ|[v0,··· ,v̂i,··· ,v̂j ,··· ,vn]
= 0.
The chain groups ∆n(X) are generally denoted by Cn. Note that each of the chain groups
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Cn is an Abelian group. We therefore get a sequence of homomorphisms of Abelian groups
· · · ∂k+2−→ Ck+1
∂k+1−→ Ck ∂k−→ Ck−1 · · · ∂2−→ C1 ∂1−→ C0 ∂0−→ 0
with ∂k∂k+1 = 0 for each k. Such a sequence is called a chain complex . From ∂k∂k+1 = 0






The elements of H∆n (X) are the cosets of im∂n+1, and are referred to as homology classes.
Elements of ker∂n are called as cycles and those of im∂n+1 are called as boundaries. Two
cycles representing the same homology class are said to be homologous.
A.4 Example Computations of Simplical Homology
The dimension of H∆0 (X), is equal to the number of path-connected components of X. The
simplest basis for H∆0 (X) consists of a choice of vertices in X, one in each path-component of
X. Likewise, the simplest basis for H∆1 (X) consists of loops in X, each of which surrounds
a different ‘hole’ in X. For example, if X is a graph, then H∆1 (X) is a measure of the
number and types of cycles in the graph. These concepts can be understood more clearly












Figure 57: A torus [Left] and a ∆-complex [Right] corresponding to its triangulation T .
In Figure 57, a hollow doughnut-like two-dimensional surface, called a torus has been
drawn. Imagine that we cut this torus at the edges a and b, as depicted in the Figure. We
flatten the resulting surface on a plane, triangulate and label it as shown in the Figure.
The resulting triangulation is a valid ∆-complex. It is made of one 0-simplex v, three 1-
simplices a, b and c and two 2-simplices U and L. The arrows on the simplices indicate the
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orientations on the simplices. Finally, note that it is possible to assemble a torus from this
simplicial complex by the identification of the multiple edges a and b, centered at v.
Let us start with the zero-th homology group. With only one vertex v, C0(T ) ≃ Z.
Similarly, C1(T ) ≃ Z ⊕ Z ⊕ Z, indicating the free group on the three edges a, b, c. Any
c ∈ C1(T ) can be expressed as c = αa + βb + γc, where α, β, γ ∈ Z. Clearly, the boundary
map ∂1 : C1(T ) → C0(T ) is zero. To see this, note that ∂1(c) = α∂1(a) + β∂1(b) + γ∂1(c) =
α(v − v) + β(v − v) + γ(v − v) = 0. Therefore,
H∆0 (T ) ≃ ker∂0/im∂1 ≃ C0(T ) ≃ Z.
This is consistent with the observation that the space has only connected component.
Consider another basis for C1(T ) as {a, b, a + b − c}. Since ∂2(U) = ∂2(L) = a + b − c,
it follows that
H∆1 (T ) ≃ ker∂1/im∂2 ≃ Z ⊕ Z,
by modding out the component in the free group C1(T ), corresponding to a + b − c. This
leaves a and b as the representative cycles for the two non-trivial homology classes in the
first homology group.
Since there are no simplices for dimension 3 or higher, Ck(T ) ≃ 0 for k > 2. From this
it follows that
H∆2 (T ) ≃ ker∂2/im∂3 ≃ ker∂2 ≃ Z.
This is the free group generated by U −L, since for any αU + βL ∈ C2(T ), ∂2(αU + βL) =
(α + β)(a + b− c) = 0 if and only if α = −β. Finally, H∆k (T ) ≃ 0 for k > 2. To summarize,




Z ⊕ Z, for n = 1;
Z, for n = 0.2;
0, for n ≥ 0.
Note that each ∆-complex can be transformed into a simplicial complex (the likes of
which we have encountered in this work). This can be done using a technique called as
barycentric subdivision. It can be shown that the second barycentric subdivision of any ∆-
complex produces a simplicial complex, which is homeomorphic to the original ∆-complex.
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Without going into details, it is enough to understand that the simplicial complexes are
∆-complexes whose simplices are uniquely determined by their vertices. In ∆-complexes,
this restriction is not in force. This is the reason that the ∆-complex representation of the
torus drawn in Figure 57 has only two 2-simplices. A simplicial complex representation
of the torus, however, would require at least 14 triangles, 21 edges and 7 vertices. The
∆-complex representation, therefore makes the computations much easier in many cases.
A.5 Singular Homology and Homotopy Invariance
Simplicial homology is a very powerful theory. However, there is a more elegant homol-
ogy theory, known as singular homology, which lets us study many questions in a more
straightforward manner. Many of the results developed in singular homology also carry for
∆-complexes and in many cases for simplicial complexes as well. We introduce this theory
below.
A singular n-simplex in a space X is a continuous map (instead of a set) given by
σ : ∆n → X. With the set of all such singular n-simplices as a basis, one can generate
a free Abelian group Cn(X), whose elements are called the chains. Each n-chain can be
written as a finite formal sum
∑
i niσi for ni ∈ Z and σi : ∆n → X. Similarly the boundary





A similar proof to the one presented for simplicial homology shows that ∂n∂n+1 = 0. There-
fore, the singular homology groups are given by
Hn(X) = ker ∂n/im ∂n+1.
On the face of it, the singular homology theory looks very similar to simplicial homology.
However, there are many subtle differences. We briefly summarize some results from singular
homology theory which may have some analogs in simplicial homology, but are easier to
derive in the singular theory.
If of a space X has path-wise connected components Xα, then
Hn(X) ≃ ⊕αHn(Xα).
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If X is path-wise connected, then H0(X) ≃ Z. For a space with multiple components,
H0(X) is a direct sum of Z’s for each component of X. If X is homotopic to a point, then
Hn(X) = 0 for n > 0. For detailed proofs, please see [49].
We now present a result which is particularly important for this work: Spaces that are
homotopy equivalent have isomorphic homology groups.
Corresponding to each map between spaces f : X → Y , there is an induced homomor-
phism between their respective chain groups denoted by f♯ : Hn(X) → Hn(Y ) for each
n. This can be defined in the following way. Since each singular n-simplex is given by
σ : ∆n → X, we compose it with f to get
f♯(σ) = fσ : ∆
n → Y.
























This means that f♯∂ = ∂f♯. Therefore, we have the following commutative diagram:
· · · → Cn+1(X) ∂−→ Cn(X) ∂−→ Cn+1(X) → · · ·
↓ f♯ ↓ f♯ ↓ f♯
· · · → Cn+1(Y ) ∂−→ Cn(Y ) ∂−→ Cn+1(Y ) → · · ·
Consider a cycle α, i.e. ∂α = 0. Then
∂(f♯α) = f♯(∂α) = 0.
In other words, f♯ takes cycles in X to cycles in Y . Also, if ∂β is a boundary in X,
f♯(∂β) = ∂(f♯β),
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which is boundary in Y . This proves that f♯ is a chain map, i.e. it induces a homomorphism
between the respective homology groups
f∗ : Hn(X) → Hn(Y ),
which satisfies two elementary properties
1. The identity map id : X → X induces the identity map id∗ on the homology groups.
2. The composition of two maps X
g−→ Y f−→ Z induces the composition of the induced
homomorphisms: (gf)∗ = g∗f∗.
Finally, we give the following result.
Theorem A.5.1 If two maps f, g : X → Y are homotopic, then they induce the same
homomorphism f∗ = g∗ : Hn(X) → Hn(Y ).
For a detailed proof of this theorem, we refer the reader to [49]. The main ingredient of the
proof is a method of subdividing ∆n × [0, 1] into n + 1 simplices and the use of a certain
prism operator P as a chain homotopy between g♯ and f♯. First, the following relation is
derived.
∂P = g♯ − f♯ − P∂.
Then, consider a cycle α ∈ Cn(X). Since ∂α = 0, we have
g♯(α) − f♯(α) = ∂P (α) + P∂(alpha) = ∂P (α).
This means that g♯(α)− f♯(α) is a boundary, which means that both g♯(α) and f♯(α) define
the same homology class. Therefore f∗(α) = g∗(α), proving the theorem.
From these properties of f∗, g∗ we immediately get our main result.
Corollary A.5.1 The maps f∗ : Hn(X) → Hn(Y ) induced by a homotopy equivalence
f : X → Y are isomorphisms for all n.
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A.6 Relative Homology Groups and Exact Sequences
Relative homology groups are useful tools for studying quotient spaces. Let A be a sub-
space of a space X and denote by Cn(X, A) the quotient chain group Cn(X)/Cn(A).
Therefore any chain inside A is considered to be trivial in Cn(X, A). The boundary map
∂n : Cn(X) → Cn−1(X) induces a quotient boundary map ∂n : Cn(X, A) → Cn−1(X, A).
Here too, ∂n∂n+1 = 0 holds. Therefore one can define the relative homology groups,
Hn(X, A) = ker ∂n/im ∂n+1 using these boundary operators in exactly the same manner.
It should be noted that
1. Elements of Hn(X, A) are called relative cycles. They are n-chains ξ ∈ Cn(X) such
that ∂ξ ∈ Cn−1(A).
2. A cycle α in called trivial , if it is a relative boundary . In other words, α = ∂β + γ for
some β ∈ Cn+1(X) and γ ∈ Cn(A).
It can be shown that these chain groups satisfy the following commutative diagram.
0 → Cn(A) i−→ Cn(X) j−→ Cn(X, A) → 0
↓ ∂ ↓ ∂ ↓ ∂
0 → Cn−1(A) i−→ Cn−1(X) j−→ Cn−1(X, A) → 0
where i is the inclusion map and j is a quotient map with respect to A. From this, it can
be shown that relative homology groups Hn(X, A) for any pair (X, A ⊂ X) satisfy the long
exact sequence
· · · → Hn(A) i∗−→ Hn(X) j∗−→ Hn(X, A) ∂−→ Hn−1(A) i∗−→ Hn−1(X) → · · · → H0(X, A) → 0
(Recall the definition of exactness from the first section on Abelian groups). Notice, that
this sequence is defined for any pair (X, A). One might wonder, as to why not define the
homology groups for the quotient space X/A directly. It can be shown that we do have a
long exact sequence,
· · · → Hn(A) i∗−→ Hn(X) j∗−→ Hn(X/A) ∂−→ Hn−1(A) i∗−→ Hn−1(X) → · · ·
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However, the existence of such a sequence requires that (X, A) is a good pair, namely that
A is a non-empty closed subspace that is a deformation retract of some neighborhood in X.
The long exact sequence for the relative homology groups, however, holds for any pair, and
is therefore preferred over the the exact sequence for the homology of the quotient space
X/A.
Finally, it is appropriate to mention the equivalence of simplicial and singular homology
for a ∆-complex X. One can define a homomorphism θ : ∆n(X) → Cn(X) between the two
chain groups by sending each n-simplex of X to its characteristic map σ : ∆n → X. From
this one can get a canonical homomorphism between the respective homology groups. One
can prove the following general result.
Theorem A.6.1 The induced homomorphisms, H∆n (X, A) → Hn(X, A), are isomorphisms
for all n and all ∆-complex pairs (X, A).
For a detailed proof we refer the reader to [49].
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