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Lay Summary
This thesis presents the study of a theoretical model inspired by the way certain
species of bacteria swim, where they propel themselves, or run, in a reasonably
straight line and, every so often, randomly change their direction in a process
known as tumbling. They are termed run-and-tumble random walkers. The
randomness comes from the times at which they change direction, which are
not predetermined but governed by probabilistic rules.
The work in this thesis contributes to the study of particles that use their own
on-board supply of energy to propel themselves. This activity distinguishes
them from passive particles, which move only according to ambient thermal
fluctuations. For example, pollen grains on the surface of water, if looked at
closely, move in random directions with very rapid fluctuations. This movement
is due to microscopic water particles, which themselves only have energy from
the ambient environment, bombarding the grains from many different directions.
When particles are at the mercy of these thermal fluctuations, they are known
as equilibrium matter. In contrast, bacteria, although they also experience the
effects of thermal fluctuations, can move themselves in a definite direction using
their tail-like appendages called flagella. Hence they are out of equilibrium.
The focus of this thesis is the behaviour of nonequilibrium run-and-tumble
random walkers when they are subject to a simple rule known as an exclusion
interaction: they may not occupy the same region of space at the same time.
The principal finding is that the equations describing the long-time motion of
two of these particles show that they spend much of the time close together,
as if attracted to each other. This might appear surprising as the particles
only interact repulsively via exclusion. Thus this attraction emerges from the
combination of run-and-tumble motion and exclusion. These results may help
explain why, when there are large numbers of run-and-tumble particles, they tend
to congregate together in clusters, which other works have previously observed.
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Abstract
Nonequilibrium statistical physics involves the study of many-particle systems
that break time reversibility—also known as detailed balance—at some scale.
For states in thermal equilibrium, which must respect detailed balance, the
comprehensive theory of statistical mechanics was developed to explain how
their macroscopic properties arise from interactions between their microscopic
constituent particles; for nonequilibrium states no such theory exists. The study
of active matter, made up of particles that individually transduce free energy
to produce systematic movement, provides a paradigm in which to develop an
understanding of nonequilibrium behaviours. In this thesis, we are interested in
particular in the microscopic interactions that generate the clustering of active
particles that has been widely observed in simulations, and may have biological
relevance to the formation of bacterial assemblages known as biofilms, which are
an important source of human infection.
The focus of this thesis is a microscopic lattice-based model of two random walkers
interacting under mutual exclusion and undergoing the run-and-tumble dynamics
that characterise the motion of certain species of bacteria, notably Escherichia
coli. I apply perturbative and exact analytic approaches from statistical physics
to three variants of the model in order to find the probability distributions of
their nonequilibrium steady states and elucidate the emergent interactions that
manifest.
I first apply a generating function approach to the model on a one-dimensional
periodic lattice where the particles perform straight line runs randomly in-
terspersed by instantaneous velocity reversals or tumbles, and find an exact
solution to the stationary probability distribution. The distribution can be
interpreted as an effective non-equilibrium pair potential that leads to a finite-
range attraction in addition to jamming between the random walkers. The finite-
range attraction collapses to a delta function in the limit of continuous space and
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time, but the combination of this jamming and attraction is sufficiently strong
that even in this continuum limit the particles spend a finite fraction of time
next to each other. Thus, although the particles only interact directly through
repulsive hard-core exclusion, the activity of the particles causes the emergence of
attractive interactions, which do not arise between passive particles with repulsive
interactions and dynamics respecting detailed balance.
I then relax the unphysical assumption of instantaneous tumbling and extend
the interacting run-and-tumble model to incorporate a finite tumbling duration,
where a tumbling particle remains stationary on its site. Here the exact solution
for the nonequilibrium stationary state is derived using a generalisation of the
previous generating function approach. This steady state is characterised by two
lengthscales, one arising from the jamming of approaching particles, familiar from
the instant tumbling model, and the other from one particle moving when the
other is tumbling. The first of these lengthscales vanishes in a scaling limit where
continuum dynamics is recovered. However, the second, entirely new, lengthscale
remains finite. These results show that the feature of a finite tumbling duration
is relevant to the physics of run-and-tumble interactions.
Finally, I explore the effect of walls on the interacting run-and-tumble model
by applying a perturbative graph-theoretic approach to the model with reflecting
boundaries. Confining the particles in this way leads to a probability distribution
in the low tumble limit with a much richer structure than the corresponding limit
for the model on a periodic lattice. This limiting probability distribution indicates
that an interaction over a finite distance emerges not just between the particles,
but also between the particles and the reflecting boundaries.
Together, these works provide a potential pathway towards understanding the
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(1.1) (Reproduced from [14]) Two superimposed photos of Clarkia
pulchella pollen taken 1 minute apart. The scale is 2 µm per
division. 3
(1.2) (Reproduced from [23]) (A) One snapshot from a flocking event
with 1,246 birds. (B) Instantaneous vector velocities of all the
individuals in this snapshot. 6
(1.3) (Reproduced from [21]) The velocities of self-propelled particles
driven with a constant speed. At each time step the particles
assume the average direction of nearby particles subject to a
random perturbation. The figures show the system at different
densities and subject to different levels of the random perturba-
tive noise. (a) displays an initial configuration. (b) shows that
when both the density and noise are small the particles form
small groups and move collectively in different directions. In (c)
the noise and density are higher than in (b), and the particles
move randomly with some correlation. The highest density with
small noise is shown in (d), where the motion is ordered. 7
(1.4) (Reproduced from [37]) Swimming E. coli with fluorescently
labelled flagella. 9
(1.5) (Reproduced from [54]) A shows time-lapse images of an E. coli
bacterium (with position labelled with an arrow) swimming left
to right. In the first three images it moves in an 1.2µm wide
channel, before entering the chamber in image 4. In B, the
velocity of the bacterium in the images in A is shown. In C, the
average velocity < v > of bacteria in different channel widths W
is depicted. The error bars correspond to the standard deviation
of velocities in all the bacteria in a given-size channel. The solid
line shows a sigmoidal fit to the data. 12
x
(1.6) (Reproduced from [73]) Developmental model of biofilm forma-
tion. Cells begin as free swimmers, called planktonic, before
attaching to a surface. As initial attachment is often weak, they
may go through a reversible attachment phase before attaching
irreversibly. Discrete cell clusters, known as microcolonies, then
form before growing and coalescing into macrocolonies. They are
held together by an exopolysaccharide matrix that also contains
the debris from dead cells and extracellular DNA. Eventually, the
macrocolony may dissolve releasing the cells that may return to
their planktonic form. 17
(1.7) (Reproduced from [3]) A two-dimensional run-and-tumble system
undergoing motility-induced phase separation. Hops are allowed
to nearest neighbours plus diagonals. There are a maximum
number of particles allowed per site implementing a partial
exclusion interaction. The local density is colour-coded on the
scale at the right. 19
(1.8) (Reproduced from [92]) The effect of an attractive Lennard-Jones
potential βu = 4ε(r−12 − r−6) (with β inverse temperature, and
ε a parameter controlling the strength of the potential) on phase
separation in a persistent random walker model investigated using
Fox theory. (a) shows the evolution of the effective potential as a
measure of the persistence time, Pe, is increased from zero. Both
the depth and range of the effective potential reduce significantly.
In (b), increases in Pe lead to higher values of ε required for phase
separation. Thus a passively phase-separated system can go back
to a single phase when the activity (measured by Pe) is increased.
(c) shows the phase diagram for the system. Open circles
indicate points where simulations find a mixed state, and closed
circles the phase-separated state. Competition between long-
range repulsion and the attractive component of the potential
suggests clustering without coarsening to phase separation. (d)
presents a comparison of the radial distribution function g(r) as
calculated by theory (lines) and simulation (symbols). 22
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(2.1) Microscopic update schematic for separated particles: this dia-
gram shows an example configuration of the model, with right-
moving particles depicted on the upper row, and left-moving
particles on the lower row. Here, one particle is right-moving
and one is left-moving. The arrows signify which microscopic
dynamical updates are available to the particles. As both
particles are separated – not on adjacent lattice sites – they
are both able to hop or tumble. Considering the right-moving
particle explicitly, this means that it is able to hop to the next
lattice site to the right (at rate γ) or tumble (at rate ω), thereby
becoming left-moving, where it would be on the same lattice site,
but represented on the lower row. 27
(2.2) Microscopic update schematic for colliding particles: this di-
agram represents a collision between the two run-and-tumble
random walkers in the model. As they are adjacent but have
opposite velocities, they are unable to successfully execute a hop.
Therefore the configuration can only change when they tumble. 28
(2.3) Microscopic update schematic for for the one-particle system
with a right-moving particle: this diagram shows an example
configuration of the model, with the particle on site i moving to
the right and therefore depicted on the upper row. It hops to
the right with rate γ+i and tumbles with rate ω
+
i , where it would
change direction to become right-moving and then be depicted
on the lower row. 29
(2.4) Microscopic update schematic for the one-particle system with a
left-moving particle: this diagram shows an example configura-
tion of the model, with the particle on site j moving to the left
and therefore depicted on the lower row. 30
(2.5) Schematic of a loop in the original process for the one particle run-
and-tumble model with site- and direction-dependent hopping
and tumbling rates. 33
(2.6) Schematic of a loop in the reversed process for the one particle
run-and-tumble model with site- and direction-dependent hop-
ping and tumbling rates. 36
(2.7) Any loop can be broken down into loops of the type in Figure
2.5 or pure tumbling loops. For the example in this schematic,
pictured on the left, it is broken down into two loops of the type
in Figure 2.5 and one pure tumbling loop. 36
(2.8) For separated particles in the reversed process of the interacting
run-and-tumble model, condition (2.13) is satisfied by the ansätze
(2.23) and (2.24). 37
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(2.9) For colliding particles in in the reversed process of the interacting
the run-and-tumble model, condition (2.13) is not satisfied by the
ansätze (2.23) and (2.24). 38
(2.10) In the original process, the interacting run-and-tumble model
does not have the same escape rates for a configuration that
represents a collision in the reversed process (see Figure 2.9).
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(2.11) (Partly reproduced from [75]) Effective pair potentials, defined
by the logarithms of the probability distributions, P++(n) and
P+−(n), for the case of L = 100 lattice sites and velocity reversal
rate ω = 0.01. These distributions have three components:
jammed (indicated), attractive (linear piece at intermediate
separations) and extended (constant piece at large separations). 49
(2.12) (This plot appears in [75].) Simulation of Model System: A
space-time plot (time in the vertical direction) of a simulation of
two run-and-tumble random particles on a one-dimensional ring
of 100 sites in the low tumble-rate regime with particles reversing
their direction after traversing 100 lattice sites on average. The
full and dotted trajectories each represent an individual particle. 51
(2.13) (This plot appears in [75].)Space-time plots (time in the vertical
direction) of 60 hard-core particles undergoing symmetric random
walks (left) and run-and-tumble motion (right) on a lattice of 300
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(3.1) Microscopic update schematic for the finite tumbling model: this
diagram shows an example configuration of the model, with the
particle moving to the right depicted on the upper row, and the
particle tumbling shown on the middle row. The right-moving
particle hops to the right with rate γ− and tumbles with rate α̃,
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have either orientation, with rate β/2 for each one. 60
(3.2) Microscopic update schematic for a blocked tumbling configura-
tion: this diagram shows an example configuration of the model,
with one particle moving to the right depicted on the upper row,
and an adjacent particle tumbling, depicted on the middle row.
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(3.3) Spatiotemporal plot, with time on the y axis, of a simulation of
the lattice-based model with α = 0.1, β = 0.9 and L = 50. Each
line represents a trajectory of the particle, where particles in the
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(3.4) (Reproduced from [112]) Comparison of analytic calculation of
probability and simulation results for L = 30, α = 0.01, β = 0.1.
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(3.5) (Reproduced from [112]) Comparison of exact analytic results
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(3.6) (Reproduced from [112]) Comparison of exact analytic results
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the model, with a right-moving particle depicted on the upper
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velocity reversal is the only option available to it. The left-hand
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microscopic dynamical updates are available to the particles. The
right-hand particle is left-moving, and so it is not blocked by the
boundary, but as it is in a collision with the left-hand particle
velocity reversal is the only option available to it. 111
(4.12) A schematic of the hopping-only graph for ++ sector. As this is a
schematic for an arbitrary system with N lattice sites only some
of the configurations are drawn, and are indicated with circles.
Similarly, only some edges are included. The hopping subsource
(1+, 2+), denoted by a white circle, can reach any configuration
in ++. Similarly, all configuration can be connected to the
hopping subsink ([N − 1]+, N+), which is denoted by a black
circle. 112
(4.13) A schematic of the hopping-only graph for −+ sector. As this is a
schematic for an arbitrary system with N lattice sites only some
of the configurations are drawn, and are indicated with circles.
Similarly, only some edges are included. All configurations can
be connected to the hopping subsink (1+, N−), which is denoted
by a black circle. 112
(4.14) A schematic of the hopping-only graph for +− sector. As this is a
schematic for an arbitrary system with N lattice sites only some
of the configurations are drawn, and are indicated with circles.
Similarly, only some edges are included. The hopping subsource
(1−, N+), denoted by a white circle, can reach any configuration
in +−. 113
xv
(4.15) A schematic of the hopping-only graph for −− sector. As this
is a schematic for an arbitrary system with N lattice sites only
some of the configurations are drawn, and are indicated with
circles. Similarly, only some edges are included. The hopping
subsource ([N − 1]−, N−), denoted by a white circle, can reach
any configuration in ++. Similarly, all configuration can be
connected to the hopping subsink (1−, 2−), which is denoted by
a black circle. 113
(4.16) A schematic of the key configurations. The dotted lines with
arrows indicate the direction of hopping within the sectors.
Hopping subsources are coloured in white. Hopping subsinks are
depicted in black. The configurations which can tumble directly
to each other have complementary shapes. For example, the
crescent (1−, 2−) may tumble directly to the circular (1+, 2−).
(1−, 2−) may not tumble directly to (1+, 2+) - it would require
two tumbles - and therefore these states do not have a comple-
mentary shapes. 115
(4.17) A leading order tumbling diagram for ([N − 1]+, N+) as the
sink of the spanning in-tree. This schematic only shows the key
configurations as detailed in Figure 4.16 and the corresponding
edges in to them and out of them. The unconnected arrows from
(1+, 2−) and ([N − 1]+, N−) indicate that they may tumble
to either the ++ or −− sectors. This is the case for all the
remaining further N − 3 jammed configurations, which are not
explicitly shown in this diagram. As ([N−1]+, N+) is a hopping
sink for the ++ sector, it is sufficient for all states to be connected
to the ++ sector as wherever they are connected to by tumbling
in the ++ sector, they will then be connected to ([N − 1]+, N+)
by hopping within the ++ sector. 116
(4.18) A path from the ++ hopping subsource to a configuration in ++. 117
(4.19) A tumbling diagram for a sink (a+, b+), b 6= N . The sink is
coloured in cyan. Note that all the hopping sinks tumble. 118
(4.20) A tumbling scheme for leading-order spanning in-tree with a sink
(a+, b−), |b− a| > 1. All −− configurations are routed through
(1−, 2+) first, and then (1+, N+), which tumbles directly to
(1+, N−). (1+, N−) is connected by hopping edges to the sink. 119
xvi
(4.21) The i = 1 leading order tumbling diagrams for ([N−1]+, N+) as
the sink of the spanning in-tree. The unconnected arrows from
(1+, 2−) and ([N − 1]+, N−) indicate that they may tumble to
either the ++ or −− sectors. This is the case for all the N − 1
jammed configurations. As ([N − 1]+, N+) is a hopping sink for
the ++ sector, it is sufficient for all states to be connected to
the ++ sector as wherever they are connected to by tumbling in
the ++ sector, they will then be connected to ([N −1]+, N+) by
hopping within the ++ sector. This tumbling diagram therefore
contributes 2(N−1) to the prefactor of the leading order probability
of ([N − 1]+, N+). 128
(4.22) The i = 2 leading order tumbling diagrams for ([N − 1]+, N+)
as the sink of the spanning in-tree. 129
(4.23) The i = 3 leading order tumbling diagrams for ([N − 1]+, N+)
as the sink of the spanning in-tree. 129
(4.24) (a) A configuration with only one hopping option. (b) A
configuration with two hopping options. 130
(4.25) The i = 1 tumbling diagram for a sink (a+, b+), b 6= N . The
sink is coloured in cyan. Note that all the hopping sinks tumble.
This diagram has a multiplicity of 2N−2 because there are N − 2
jammed configurations that have a choice of whether to tumble
to ++ or −−, N − 3 of which are not explicitly included in this
diagram. 131
(4.26) The i = 2 tumbling diagram for a sink (a+, b+), b 6= N . The
sink is coloured in cyan. This diagram has a multiplicity of 2N−3
because there are N − 3 jammed configurations not explicitly
included in this diagram that must tumble. 132
(4.27) The i = 3 tumbling diagram for a sink (a+, b+), b 6= N . The
sink is coloured in cyan. 132
(4.28) Schematic for the backbone of the spanning in-tree connecting
(1+, 2+) to (a+, b+), which is depicted with solid a solid line.
The other possible edges are drawn with dashed lines 133
(4.29) The i = 1 tumbling diagram for a sink (a+, b−). The sink is
coloured in cyan. 134
(4.30) The i = 2 tumbling diagram for a sink (a+, b−). The sink is
coloured in cyan. 135
(4.31) The i = 3 tumbling diagram for a sink (a+, b−). The sink is
coloured in cyan. 136
(4.32) Type 3 paths where (a+, N+) has a tumbling edge out of it. 139
xvii
(4.33) Type 3 paths where (i+, N+) has a tumbling edge out, and
(1+, 2+) must be connected to (i+, N+) by hopping edges only. 140
(4.34) The configuration that has a tumbling edge from ++ to +− is
not on the N+ branch. 141
(4.35) Comparison of the analytic probability calculated numerically
using the weights in Tables 4.1 (solid line) and 4.2 and simulation
results for γ/ω = 999 and N = 50 (dots). The simulation results
are in close agreement with the leading-order probabilities as
calculated using the matrix tree theorem. For this ratio, the
leading-order approximation is therefore valid. 143
(4.36) Comparison of the analytic probability calculated numerically
using the weights in Tables 4.1 and 4.2 and simulation results
for γ/ω = 99 and N = 50. For this γ/ω there is still good
quantitative agreement between the simulation results and the
leading-order probabilities, but there are some signs that the
approximation is breaking down. 144
(4.37) Comparison of the analytic probability calculated numerically
using the weights in Tables 4.1 and 4.2 and simulation results
for γ/ω = 9 and N = 50. Although the leading-order
approximation captures the qualitative trends of the distribution
from simulations, there is quantitative disagreement for many of
the configurations. 144
(4.38) Comparison of the analytic probability calculated numerically
using the weights in Tables 4.1 and 4.2 and simulation results for
γ/ω = 999 and N = 30. 145
(4.39) Comparison of the analytic probability calculated numerically
using the weights in Tables 4.1 and 4.2 and simulation results for
γ/ω = 999 and N = 30. 145
xviii
List of Tables
(3.1) Adjugate elements in the scaling limit required to evaluate
P++(1) and P+−(1) and J++. 82
(3.2) Adjugate elements in the scaling limit for J+−. 86
(3.3) Adjugate elements in the scaling limit in J+0 . 86
(3.4) Adjugate elements in the scaling limit for J00. 86
(4.1) Table of leading order exponents of the weights of the run-and-
tumble model with reflecting boundaries. 122
(4.2) Table of leading order prefactors of the weights of the run-and-
tumble model with reflecting boundaries. 126
(4.3) Leading order weights of ([N − 1]+, N+). Each pt,i corresponds
to the number of paths due to the multiplicity of the ith tumbling
diagram in Figures 4.21—4.23. Each pw,i corresponds to the
total of the sum of all the paths within the hopping-only graphs
associated with the tumbling diagram i. 130
(4.4) Leading order steady-state weights for configurations (a+, b+), b 6=
N . 133
(4.5) List of tumbling diagrams for configurations in the +− sector. 142





The problem of bacterial dynamics sits at the crossroads of statistical mechanics
and biology. The ability of some bacteria to swim via self-propulsion, and the
interactions mediated by this motion, are the subjects of intense research in
both microbiology and biophysics [1–5]. From a physical perspective, the key
feature of bacterial self-propulsion is that it derives from the conversion of on-
board chemical energy into directed motion [3]. In biophysical communities, this
process marks bacteria as constituents of active matter [2], whose macroscopic
characteristics can differ strongly from the more traditional passive matter that
rests in thermal equilibrium with its environment [6–10]. The distinction between
active and passive matter is reflected at the scale of microscopic theory: self-
propulsion, for which there is forward motion without corresponding reversals,
necessarily breaks time-reversal symmetry, which is characteristic of systems in
equilibrium [3]. Therefore bacterial dynamics is, at the fundamental theoretical
level, also part of the family of inherently nonequilibrium processes that are the
focus of modern statistical mechanics.
A major theoretical goal in nonequilibrium statistical mechanics is to identify
how the Boltzmann distribution of particle configurations generalises beyond
equilibrium conditions. In equilibrium systems, forces derive from a potential,
energy is exchanged reversibly with the environment and the probability of a
particle configuration is entirely determined by the potential. In nonequilibrium
systems, where energy is exchanged irreversibly with the environment, there is
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no one-to-one relationship between a potential that governs interparticle forces
and the probability distribution, even in a stationary, or steady, state where
the probability does not change in time. This means that effective forces
between particles can emerge [3]. It is such nonequilibrium effective interactions,
specifically those that can manifest in models of bacterial dynamics, that are the
subject of this thesis.
In this work, I present the analytic solutions of variants of a theoretical model
inspired by the dynamics of interacting bacteria. From these analytic solutions,
we identify emergent interactions between the particles, which are qualitatively
completely different from the much simpler bare interactions that serve as inputs
to the model. In this chapter we examine the background to this model, and where
it sits within the wider context of biology, biophysics and statistical mechanics.
The model studied in this thesis is a lattice-based interacting random walk. I
trace the emerging relationship between the theory of random walks and the
study of active matter in section 1.1 of this introductory chapter. Within active
matter there has been particular interest in a type of bacterial motion known
as run-and-tumble dynamics, which has been extensively studied in experiments
as detailed in section 1.2. These observations have served as inspiration for a
prototypical model of active random walks introduced in section 1.3. Section
1.4 describes how this run-and-tumble random walk model with interactions has
been used to investigate the striking clustering phenomena collectively known
as motility-induced phase separation. Recent efforts to elucidate the form of the
effective interactions that lead to such clustering are summarised in section 1.5,
setting the stage for the investigations of interacting run-and-tumble random
walkers presented in this thesis. Finally, in section 1.6, I outline the structure of
the remaining thesis chapters.
1.1 Random walks of active particles
A random walk is generated by a sequence of displacements whose magnitude
and direction are governed by probabilistic rules [11]. The role of random walks
in systems of statistical physics has its origins in the stochastic formulation of
Brownian motion [11, 12]. Brownian motion is concerned with the irregular
movement presented by particles of colloidal size immersed in a fluid. An example
of such particles are pollen grains, which were the subject of the experiments of
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Figure 1.1 (Reproduced from [14]) Two superimposed photos of Clarkia
pulchella pollen taken 1 minute apart. The scale is 2 µm per division.
Robert Brown who would give his name to their “rapid oscillatory motion” [13].
A picture of Clarkia pulchella pollen, whose grains are of the type Brown observed
in his pioneering investigations, is shown in Figure 1.1.
The motion of a Brownian particle is maintained by fluctuations in the collisions
with molecules in the surrounding fluid. These collisions are so frequent, each
having a tiny effect on the path of the particle, that collisions can neither
be separated from each other, nor can the effect of any single collision be
resolved [15]. Thus the motion of a Brownian particle is modelled in two parts:
a systematic part relating to its instantaneous velocity, u, and second part
independent of its velocity that fluctuates extremely rapidly compared to u, and
has only statistically defined properties [11]. A description of such a statistically
defined process is known as stochastic modelling.
The most common way to describe a Brownian particle is through a stochastic
form of Newton’s second law known as a Langevin description [16]. Following [16],
the time evolution of the Brownian particle with velocity u at position r is written
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(rescaling so that mass is equal to one) as
du
dt
= −γu−∇V (r) + F (t) (1.1)
where γu is the Stokes friction, which is the drag force exerted on spherical objects
in small Reynolds number flow where viscous forces are dominant, V (r) is some
space-dependent potential (that may be zero) and F (t) is some short-correlated
random force. This force is Gaussian-distributed with independent components
and δ-correlated time dependence:
〈F (t)〉 = 0 (1.2)
〈Fi(t)Fj(t)〉 = 2D′δi,jδ(t− t′) i, j = x, y, z, (1.3)
where D′ is the intensity of the noise. In turn, a solution to (1.1) is expressed as
a distribution over all possible positions. This description transforms an initial
(intractable) deterministic description of the many interacting water and pollen
particles, and replaces it with one in terms of probability distributions. Thus this
formulation is properly in the realm of statistical physics.
When a system is in thermal equilibrium with its environment, its particles are
distributed according to the Gibbs-Boltzmann probability weight p ∼ e−βU , where
β is the inverse temperature and U is the potential of the system [16, 17]. This
enables a connection to be made between the stochastic description of a Brownian
particle (shown above in terms of a Langevin equation) and physically measurable
quantities. In the classic case of a Brownian particle undergoing diffusion in
equilibrium, the diffusion constant (a measure of its mean-squared displacement)
may be expressed in terms of physical parameters and constants. Specifically, the











where T is the temperature and kB is the Boltzmann constant [18]. Thus
the dynamics of the motion of the particle, characterised by the mean-squared
displacement, can be described without dependence on the specific forces
maintaining the equilibrium.
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The theory of Brownian motion has had enormous success in a wide range of
applications from colloidal physics to fluid mechanics [15]. However, implicit in
this description is that the Brownian particle is passive: its motion is determined
only by collisions. This passive restriction excludes the subject of this thesis,
which are particles that self-propel: a system of active matter.
Active matter are driven systems for which energy is supplied directly and
independently to the individual constituents: active particles [2, 16]. In
general, active particles will, by dissipating this energy, produce some kind of
propulsion resulting in systematic movement [2]. These self-propelled particles
may be naturally occurring, such as birds, or synthetic, such as photoactivated
colloids [19], whose propulsion can be turned on and off with a blue light.
As elucidated by Ramaswamy in his review article [2], it is not just the individual
motion of these particles which is of interest, but their collective emergent
behaviours. Birds are known to flock and it is this behaviour that has been the
subject of some of the earliest investigations in active matter [2]. Reynolds was
the first to model birds as orientationally ordered interacting particles that try
to align their velocity vectors with their neighbours in the presence of noise [20].
The work of Viscek and collaborators shows that this model presents a phase
transition from a disordered state to a flock (see Figure 1.3) with long-range
order in the velocities of the ‘birds’ as the concentration of particles is increased,
or the strength of the noise is decreased [6–8, 21]. Work by Andrea Cavagna and
collaborators, using a different but related theory to that of Viscek, has explained
data from observations of real starling flocks [22]. A picture of such a flocking
event is shown in Figure 1.2. Fascinating emergent behaviours have also been
observed in the case of photoactivated colloids, where competition between their
self-propulsion and an attractive interaction induced by phoretic effects leads
to the formation ‘living crystals’, which form, break, explode, and re-form in a
different place [19].
Active matter therefore encompasses an enormous range of natural phenomena,
and correspondingly there are diverse theoretical approaches to describing it. The
long-range order observed in the flocking models described above was explained
using coarse-grained field-theoretic methods by Toner and Tu [6, 8]. Swimming
organisms also exhibit fascinating collective motion through their interactions
with the surrounding fluid and are another focus of the study of active matter [2].
They may be understood through coupling the dynamical equations of the
swimmers and the Navier-Stokes equation describing the velocity field of the
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Figure 1.2 (Reproduced from [23]) (A) One snapshot from a flocking event with
1,246 birds. (B) Instantaneous vector velocities of all the individuals
in this snapshot.
suspension [24]. Separately, there has been much recent progress in active
matter that ignores both alignment and hydrodynamic interactions: scalar active
matter [25–27]. All these works share the common use of continuum models
for a system of many interacting constituents described at large scales by only
a few fields. They might generally be called hydrodynamic approaches to active
matter, where this use of the term “hydrodynamics” is not restricted to the study
of interactions mediated by a fluid [9].
In contrast to hydrodynamic approaches, microscopic models describe the system
at the level of the individual particles of interest without further coarse-graining
beyond a stochastic description of individual particle motion. In studies using
simulations, a microscopic formulation provides a test of coarse-grained theories,
and often presents evidence of new emergent phenomena that have not yet be
captured by existing analytic theories [28–30]. Complementing computational
work, analytic investigations of microscopic models present the opportunity to
more deeply understand the origin of behaviours predicted by coarse-grained
methods. It is here that the theory of random walks provides a natural framework
in which to study self-propelled particles [1].
There are two prototypical microscopic models of self-propelled particles: active
Brownian particles and run-and-tumble particles [16, 31]. Active Brownian
particles inherit from the Langevin description of Eq. (1.1). They self-propel at a
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Figure 1.3 (Reproduced from [21]) The velocities of self-propelled particles
driven with a constant speed. At each time step the particles
assume the average direction of nearby particles subject to a random
perturbation. The figures show the system at different densities and
subject to different levels of the random perturbative noise. (a)
displays an initial configuration. (b) shows that when both the
density and noise are small the particles form small groups and
move collectively in different directions. In (c) the noise and density
are higher than in (b), and the particles move randomly with some
correlation. The highest density with small noise is shown in (d),
where the motion is ordered.
fixed speed along a body-axis that reorients through slow angular diffusion [31].
The self-propulsion occurs through a constant external force applied to each
particle along its swim direction u. In this minimal model, the only dynamics in
addition to self-propulsion comes from continuous angular diffusion from the same
stochastic source as for passive Brownian motion. Following [16], the evolution




= −γ(r,u)u−∇V (r) + F (t) (1.6)
where the coefficient of the dissipative force, γ, is now dependent on the position
and velocity of the particle, and F (t) remains governed by the relation (1.3),
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which is now independent of the parameters in the dissipative force −γ(r,u)u.
In the case of a particle moving at a constant velocity, u0, in two dimensions with
velocity parameterised as
u = {u0 cos θ(t), u0 sin θ(t)} (1.7)








Inspired by experiments with synthetic colloids [32–34], microscopic computa-
tional models have elucidated many nonequilibrium behaviours in systems of
active Brownian particles. These include the pressure exerted by a suspension of
the particles [35], or the phase diagrams of active Brownian particles with soft
repulsive interactions that exhibit clustering [36].
The second prototypical model describes run-and-tumble particles. Their
interactions are the focus of this thesis. The dynamics of run-and-tumble
particles differ from active Brownian particles only in the details of their angular
relaxation, which involve discrete changes in direction that characterise tumbling
events [31]. Before detailing this model of run-and-tumble particles in section 1.3,
we first consider the experimental background to this model in the context of the
most well-known organism that performs run-and-tumble motion: the bacterium
Escherichia coli.
1.2 Run-and-tumble dynamics of Escherichia coli
Although we are concerned principally with the run-and-tumble model we will
meet in the next section as a way to understand features of nonequilibrium
dynamics from a theoretical perspective, the biological and experimental context
is valuable for two reasons. First, it is experimental observations that inspired
the model. Thus the background in this section will inform the extent to which
it can be relevant to understanding real behaviour in nature and, in particular, if
the model can be experimentally realised. Secondly, if the model is initially too
idealised to accurately predict experimental results, identification of the weakest
approximations will be crucial to improving it.
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Figure 1.4 (Reproduced from [37]) Swimming E. coli with fluorescently labelled
flagella.
In this section I describe some of the features of the bacterium Escherichia coli
(E. coli), which is the best known example of a living organism with run-and-
tumble dynamics [38]. In fact, it has been described as the best understood
living organism on earth today [37]. It is commonly found in the intestine of
warm-blooded organisms [39], and is of biological and medical significance [40].
However, it is the motility of E. coli that is principally of interest to us here and
will serve as the inspiration for the models of interacting run-and-tumble random
walkers studied in later chapters.
An E. coli bacterium has a rod-shaped body approximately 10−4cm in diameter
and 2 × 10−4cm long [38]. Multiple helical flagella emerge from random points
on the cell body [41], extending to approximately three body lengths into the
surrounding medium [38]. These flagella are powered by rotary motors that,
viewed from behind, can rotate clockwise or anticlockwise [42]. When the flagella
rotate anticlockwise, they bundle together to propel the bacterium forward [43]. A
picture of swimming E. coli is shown in Figure 1.4. When the motors reverse, now
rotating clockwise, they cause the flagella to turn independently and unbundle
so that the cell moves in a highly erratic manner known as tumbling [43], which
we will consider in more detail in the following subsection.
1.2.1 Distribution of run and tumble intervals
There are many genetic variants known as strains of E. coli, which can present
different motile behaviours, including ones that do not tumble [44, 45]. Here we
are concerned with those variants that retain the dynamics described above, which
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are wild-type. However, despite the apparent simplicity of this run-and-tumble
dynamics, the duration of runs and tumbles are very difficult to measure leading
to a range of different reports for their corresponding distributions [43, 46–48].
If we are to build a robust microscopic theory of their motion it is important to
understand the limitations of the necessarily highly idealised random walk model
we will build. These limitations come not just from approximations made by
omitting some experimental observations from the model, but also those aspects
for which experiments have yet to determine conclusively.
There is experimental agreement that wild-type cells run for approximately 1s
on average, and tumble for an average of about 0.1s, after which they run again
more or less in a random new direction [37, 43]. In a pioneering paper on E.
coli motility [43], Berg and collaborators reported that when swimming in a
medium of low viscosity the cells choose a mean angular deviation of 68◦ from
the initial swimming direction, and therefore the direction of swimming chosen
after tumbling is biased in favour of the initial, or ‘forward’, direction. They also
report that the distribution of run and tumble intervals is exponential and does
not depend on the lengths of the intervals that precede it [43].
However, experiments investigating the behaviour of E. coli flagella in [46]
found that the distribution for the intervals of the anticlockwise rotations of
the flagellar motors of a single cell was not exponential. In [46], Korobkova and
collaborators recorded binary time series constructed from the rotations of single
motors on an E. coli bacterium immobilised onto microscope slides. Given that
rotation anticlockwise implies running, and rotation clockwise implies tumbling,
the distribution of the intervals of a motor anticlockwise and clockwise rotations
corresponds to the distribution of the running and tumbling intervals respectively.
The findings in [46] suggested that either the intervals are not independently and
identically distributed, or not exponentially distributed (but independently and
identically distributed).
This leads to the question of the effect of flagellar correlation and variability [46,
47, 49]. The connection between flagellar dynamics, in particular the relationship
between the direction of rotor rotation and propulsion versus tumbling, as
reported by Berg and coworkers in [43] appears very straightforward: when
the rotors all turn anticlockwise the particle swims smoothly, and when they
all reverse, the particle tumbles. However, until recently, direct observation of
flagellar dynamics in swimming cells was limited to short durations of about
1s [49–51]. Thus, the natural questions arise: are the flagella rotation intervals
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uncorrelated, are there cases when individual flagellar motors rotate in different
directions to others, and, if so, what is the effect?
Work by Mears and collaborators in [49] found individual flagella on the same
wild-type cell tend to, on average, move in a coordinated way. Therefore, although
a single flagellum could sometimes “veto” swimming by rotating in the clockwise
direction while the others rotated anticlockwise, the number of flagella involved
in any tumble was typically much greater than would be expected if the flagella
were acting independently [49]. Even though these tumbles did not involve all
the flagella, they were nevertheless of canonical form [47, 49]. Furthermore, they
found the correlation persists for about 0.1s—the average duration of a tumble
[49]. Mears and collaborators also reported that “swimming is robust against
variations in flagellar number but due to inter-flagellar correlations, an ‘effective
number’ of flagella—smaller than the actual number—enters into this relation”.
Thus the evidence [47, 49] suggests that the motor rotations are correlated, and
therefore that for a single cell the distribution of the intervals for one motor will
be approximately those of the others. The run distributions have been found
to be predominately exponential [47]. The tumbling intervals are dominated by
exponential behaviour [46]. However, both Mears’ and Korobokova’s works show
there is a large amount of intercellular variability [46, 47, 49]. In [47], although the
run intervals were predominately exponential, intercelluar variability meant that
their distribution had a pronounced heavy tail corresponding to very long runs.
These very long runs were taken by a large number of cells rather than a few
anomalous ones [47]. The investigations of Korobkova and collaborators show
that a cell can also have non-exponential run-interval behaviour (they instead
found it to be well described by a power law) [46].
Moreover, higher-order effects beyond the two state run-and-tumble model have
been observed. These include reversal of the swimming direction when the
orientation of the flagellar bundle changes [52] and different cell velocities before
and after a tumble [43, 47, 49].
1.2.2 Run-and-tumble swimming in one dimension
So far in this section, I have discussed the results of experiments investigating
the motility of E. coli in a three-dimensional environment [43, 50, 52], although
the cells have sometimes been immobilised in some way to better observe their
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Figure 1.5 (Reproduced from [54]) A shows time-lapse images of an E. coli
bacterium (with position labelled with an arrow) swimming left to
right. In the first three images it moves in an 1.2µm wide channel,
before entering the chamber in image 4. In B, the velocity of the
bacterium in the images in A is shown. In C, the average velocity
< v > of bacteria in different channel widths W is depicted. The
error bars correspond to the standard deviation of velocities in all the
bacteria in a given-size channel. The solid line shows a sigmoidal
fit to the data.
flagellar behaviour [46, 47, 49, 50]. In addition to the three dimensions that
bacteria often inhabit, there is also good reason for interest in bacterial movement
in confined spaces [53, 54]. Specifically, as outlined in [54], the majority of soil
and bedrock bacteria, which make up a large percentage of the earth’s biomass
[55], live in pores of size 6 micrometer and smaller [56]. It remains, however,
largely unknown how bacteria move through pores of very small size [54].
In [54], Mannik and collaborators investigated how narrow channels can be made
such that E. coli could could still swim through them. They found that for a
sufficiently shallow and narrow (but not too narrow) channel, it was possible to
create an essentially one-dimensional environment for the bacteria where tumbling
leads to only two possible outcomes: reversing of the direction or motion in the
same direction [54]. Furthermore, they reported that E. coli present their bulk
motility pattern in these channels, swimming at the same average speed as when
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they were in chambers where they could swim in three dimensions [54]. These
results are presented in Figure 1.5.
The work summarised in this section has shown that a reasonable, although
idealised, model of E. coli’s run-and-tumble dynamics could describe the runs
and tumbles as exponentially distributed Poisson processes in a one-dimensional
environment. We will see that these features presents an opportunity for the
theorist to construct a model that is accessible to analytic methods. The minimal
variant is known as the persistent random walker model, and is discussed in the
next section.
1.3 The persistent random walker model
The key to modelling self-propelled particles is how to describe changes in their
direction. For a particle moving along a straight line at a constant velocity, the
so-called persistence effect describes how, after a time interval, the particle may
move in the same direction as the previous path or in the opposite direction,
according to some probability distribution [57, 58]. Schnitzer [59] was the first to
generalise this description to be applicable to the random walks of E. coli with
an emphasis on the application to the bacterial search for chemical attractants,
known as chemotaxis.
Schnizter began with differential equations describing the time evolution of





















where R and L are the densities of particles moving right and left respectively
at position x and time t, and α̃ is the rate of tumbling at position x, which
occurs instantaneously as a Poisson process. Note that we saw in subsection
1.2.1 that, with caveats, this leads to a reasonable approximation of the run
distribution of E. coli. This model does make a significant idealisation for the
tumbling, which occurs here in zero time. Although justified to the extent tumble
durations are much shorter than run durations, in chapter 3 we will see that
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a finite tumble duration leads to new features in the model’s behaviour when
interparticle interactions are present. Turning back to Eq. (1.9), the first term on
the right-hand side of each line comes from the spatial distribution of right-moving
particles. The remaining terms model the tumbling, which cause right-moving
particles to become left-moving particles and vice versa.
By recasting Eq. (1.9) in terms of a local density ρ = R+L and flux J = v(R−L),
Schnitzer constructed a differential equation that allowed him to express the flux











Schnizter generalises this expression for the flux into an effective Smoluchowski
equation that has tumbling rates dependent on direction and uses it to investigate
possible strategies for chemotaxis that involve modulation of the tumble rate [59].
He predicts that particles that perform temporal comparisons of the concentration
of a chemical attractant will lower their tumble rate when moving in a favourable
direction (along an increasing concentration of attractants).
In the case when attractants are not present, the tumble rate is not modulated
and so a specific case of the formulation in Eq. (1.9) is appropriate to model run-
and-tumble motion: where the tumble rate is constant. As we seek a minimal
model of interactions between walkers, rather than the effect of attractants on
them, we will consider this simpler model in more detail.
With the tumble rate constant, the expression in Eq. (1.9) is mathematically
equivalent to the dynamics of the voltage and current in power transmission lines
as modelled by the telegrapher’s equations [60]. The first step is to write Eq. (1.9)











Differentiating Eqs. (1.11) and (1.12) with respect to time gives the telegrapher’s











Two papers [61, 62] by Angelani have applied this formulation to the problem of
run-and-tumble dynamics. In [61], absorption problems for the one-dimensional
model with partially reflecting boundaries are considered. He finds the mean time
to absorption, τ , for symmetric boundaries at a and b and a reflection coefficient













so that at γ = 0, ε = 1 the boundary is perfectly absorbing, and for γ = 1, ε = 0
the boundary is perfectly reflecting. Interpreting this result, Angelani finds that
for boxes small with respect to v/α̃, the first term, which is wave-like, dominates.
The second, diffusive-like term characterises the behaviour for larger boxes. The
times to absorption for different boundary conditions are also given in [61], as
well as the survival probability that the particle has not yet been absorbed at
time t.
The case of hard walls is investigated in [62], where Angelani studies a model of
persistent random walkers confined to a one-dimensional box. Particles then
become stuck at the walls until a tumble event reverses their direction. He
finds that this interaction with the walls can result in accumulation through
an expression for the particle’s probability distribution. In [62], Angelani also
finds that the pressure induced by particle collisions with the walls is higher for
the first collisions than that in the long-time limit.
Related work on persistent random walkers was undertaken in [63], which derives
analytic expressions for the first-passage properties of persistent random walkers
under external force fields and chemotactic fields, and in [64], which considered
tumbling events governed by a non-Poissonian process. Together these works have
relatively well-characterised the single-particle dynamics of the persistent random
walker model. The work in this thesis extends the understanding of the persistent
random walker model to include the effect of interactions between particles in
chapter 2 and 3, and the effect of walls when interparticle interactions are also
present in chapter 4. The findings represent a step towards understanding the
collective behaviour of interacting persistent random walkers from a microscopic
perspective. We examine a striking example of such collective behaviour in the
next section.
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1.4 Clustering of self-propelled particles
Beyond one-particle dynamics lies the effects of interactions observed in systems
of self-propelled particles, some of which I highlighted in section 1.1. Not only
are these phenomena interesting in their own right, but at the macroscopic scale
they can lead to collective motion that dominates the behaviour of the system.
Of particular relevance to the work in this thesis is the finding that self-propelled
particles exhibit a tendency to cluster as a consequence of the particle velocity
decreasing as the local particle density increases [65]. This phenomenon is known
as motility-induced phase separation [65]. The interest in the propensity for
clusters to form is twofold: on the one hand in the implications for possible
applications to design or control real experimental systems and, on the other, to
develop a greater understanding of how the underlying nonequilibrium dynamics
of individual particles, such as the persistent random walker, can build complex
emergent structures.
In the realm of biophysics, there is speculation that this clustering may have
practical implications [3, 66]. In particular, bacteria are commonly found in
aggregates called biofilms which are important sources of human infection [67, 68]
and contamination in the food industry [69]. The development of biofilms shows
remarkable variety [70], but they are generally described as cells bound together
by extracellular polymeric substances and attached to a surface [71]. Their
formation involves both cell–surface and cell–cell interactions [70]. Figure 1.6
shows the current paradigmatic model of biofilm formation. According to this
theory of biofilm development [72], the early stages of biofilm formation involve
single freely swimming cells attaching to the surface. These then proliferate to
form small cell clusters [72]. However, it has been suggested [3] that bacteria could
down-regulate their swimming activity at high density to add to these clusters
through cell–cell communication.
There are a number of different interaction mechanisms that can generate a
density-dependent velocity, with the precise form of the density dependence
depending on microscopic considerations. Most obviously, particles can interact
by direct collisions, resulting in jamming where both particles stop moving. This
may be considered an extreme case of density dependence [29, 74, 75]. Other
possibilities are density-dependent responses induced by chemotaxis [43] or other
signalling molecules [76] (there is evidence for such cell-cell signalling molecules for
some biofilms [77]), and hydrodynamic interactions [78]. Specifically, for biofilms
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Figure 1.6 (Reproduced from [73]) Developmental model of biofilm formation.
Cells begin as free swimmers, called planktonic, before attaching
to a surface. As initial attachment is often weak, they may go
through a reversible attachment phase before attaching irreversibly.
Discrete cell clusters, known as microcolonies, then form before
growing and coalescing into macrocolonies. They are held together
by an exopolysaccharide matrix that also contains the debris from
dead cells and extracellular DNA. Eventually, the macrocolony may
dissolve releasing the cells that may return to their planktonic form.
of E. coli, where experimental results suggest that motility is relevant to biofilm
development [79], run-and-tumble dynamics under volume exclusion have been
shown in simulations to form clusters [74].
From a fundamental perspective, the propensity for clusters to form in out-
of-equilibrium systems finds its origin in the fact that there is no one-to-
one relationship between a potential that governs interparticle forces and the
probability distribution of configurations. Therefore effective forces between
particles can emerge as a consequence of the microscopic breaking of time-
reversal symmetry [3]. Previous work has shown that these forces can lead to
the clustering of self-propelled particles, such as those interacting via alignment
[80–83]. Remarkably, however, the effective attraction can be sufficiently strong
that clusters form even if the interaction potential is purely repulsive and there
is no alignment interaction. This has been observed in the computational studies
of Fily and collaborators [28], Redner and collaborators [29], and a range of
theoretical studies [84–86] of systems of active Brownian particles.
Motility-induced phase separation was first described in the context of interacting
run-and-tumble particles [87]. Now extended to other types of self-propelled
particles [31, 85], this theory derived criteria for motility-induced phase separation
to occur using a coarse-grained model. In [87], Tailleur and Cates show that
when the mean run speed of the particles decreases as a function of the local
density of the particles to a sufficient extent, then clusters form. Their theory
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was based on deriving a drift-diffusion equation for the microscopic dynamics of
a single particle at large scales, and then extending it to describe the evolution
of a system of interacting particles in terms of a coarse-grained, locally smooth
density field ρ. I briefly summarise the main results of this work following the
review [3].
In one-dimension the evolution of the coarse-grained many-body particle density
is given by
ρ̇ = (−ρV +Dρ′ + (2Dρ)1/2Λ) (1.16)





and D([ρ], x) is the one-body diffusivity
D = v2/α̃. (1.18)
Λ is unit white noise. Note that the dependence on α̃ and v of the persistent
random walker model passes to the density dependence of V and D. This many-
body equation can be mapped at large scales to a set of Brownian particles if the
following functional Fex[ρ] exists:
V/D = −[δFex/δρ]′. (1.19)
The functional exists when v and α̃ depend on ρ in a purely local way. In this
case, when v decreases sufficiently rapidly as a function of ρ the system separates
into two domains of coexisting densities, where the higher density corresponding
to clusters. Thus the work of [87] predicts this clustering phenomenon at the
macroscopic scale, which then sets the challenge of understanding how, at the
microscopic scale, individual particles interact to induce this effective attraction.
Understanding of the run-and-tumble clustering phenomenon at a more micro-
scopic level has been obtained with reference to lattice-based models [74, 88, 89].
In these models, space is discretised and particles hop between neighbouring
sites on a lattice instead of moving continuously. The simplest interaction rule
to implement is hard-core exclusion, whereby no two particles can occupy the
same site simultaneously (although softer rules that allow multiple occupancy
are sometimes implemented [88, 89]). An example of a realisation of motility-
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Figure 1.7 (Reproduced from [3]) A two-dimensional run-and-tumble system
undergoing motility-induced phase separation. Hops are allowed
to nearest neighbours plus diagonals. There are a maximum
number of particles allowed per site implementing a partial exclusion
interaction. The local density is colour-coded on the scale at the
right.
induced phase separation is shown in Figure 1.7. These lattice-based works have
shown that the coarse-grained many-body theory described above is recovered
in the appropriate limit [88] and that dependence of the particle hop rate on
the local density that is implied by hard-core exclusion does indeed lead to the
formation of particle clusters [74, 88, 89]. However, an analytic understanding of
the microscopic mechanisms leading to this cluster formation is still in the early
stages of research. We turn to this in the next section.
1.5 Effective interactions of interacting active
random walkers
For clusters to form, self-propulsion must mediate an effective attraction between
otherwise repulsive particles [90]. Because coarse-grained approaches explicitly
leave out the specific details of the microscopic mechanism that breaks the
time-reversal symmetry characteristic of equilibrium, they lack the power to
quantify the relationship between the effective attraction that arises between
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particles and the underlying microscopic dynamics. Initial progress towards an
analytic microscopic theory was based on a mean field description of self-propelled
repulsive disks [91]. The authors found that the mechanism that resulted in an
effective slowing down of the discs came from a force imbalance, which they
characterised using the discs’ approximate pair distribution function. However,
no systematic method for determining the form of this emergent attraction that
leads to clustering from the underlying microscopic dynamics yet exists. Such a
method would pave the way towards a deeper understanding of the mechanism
behind motility-induced phase separation.
A number of approaches [92–94], approximate in nature, quantify emergent
interactions by considering a minimal model for an active system composed of
overdamped interacting particles driven by persistent noise with a correlation
that decays exponentially in time. This is known as coloured noise and stands
in contrast with white noise, seen in, for example, Eq. (1.3). White noise has no
time scale and the associated process is therefore ‘memoryless’ or Markovian [95].
Coloured noise thus allows the description of non-Markovian behaviour. For
self-propelled particles this stems from their persistent motion, which has an
associated persistence time τ . In the limit of no persistence time, τ → 0, the
noise becomes white, the behaviour Markovian and the probability distribution
approaches the Boltzmann measure. The works in [92–94] consider whether an
effective Markovian description can be given in the case that τ is small but finite.
In [93, 94], the authors apply a generalisation of the unified coloured noise
approximation [96], which allows an effective Markovian description of two [93]
and then many [94] interacting persistent particles with coloured noise. Following
[95], I will now briefly outline the unified coloured noise approximation for a one-
dimensional flow. Consider the Langevin equation with additive noise
ẋ = f(x) + ξ(t), (1.20)




where D is the noise intensity. This may be recast as a two-dimensional Markov
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process as follows:







where ζ(t) has the correlation function 〈ζ(t)ζ(x)〉 = 2δ(t− s), and so is Gaussian
white noise. ξ can be eliminated from Eq. (1.22) by differentiating with respect
to time and substituting in Eq. (1.23). This yields




Differentiating with respect to s = tτ−1/2 leads to





γ(x, τ) = τ−1/2 + τ 1/2[−f ′(x)]. (1.26)
When γ(x, τ)  1, the positive damping becomes large and we may set ẍ = 0.








with this one-dimensional equation expressed only in terms of Gaussian white
noise.
Using the unified coloured noise approximation, Maggi and collaborators find an
approximate expression for the steady-state probability distribution PS for their
systems of interacting active particles. In the two particle case they can interpret
PS as an effective pair potential, φeff, using PS ∝ exp(−φeff/D) [93, 94]. For
particles with mutually repulsive interactions, the resulting effective potential is
attractive, and captures steady-state phenomena that are clearly due to activity,
such as accumulation of particles near the boundaries of their container [93, 94].
Furthermore, the universal coloured noise approximation works not only in the
steady-state but also for the dynamics [94, 97].
In [92], a different method, known as Fox theory [98, 99], is used to derive
an approximated expression for the steady-state probability distribution of the
interacting persistent random walker model with coloured noise. Similarly, to the
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Figure 1.8 (Reproduced from [92]) The effect of an attractive Lennard-Jones
potential βu = 4ε(r−12 − r−6) (with β inverse temperature, and
ε a parameter controlling the strength of the potential) on phase
separation in a persistent random walker model investigated using
Fox theory. (a) shows the evolution of the effective potential as a
measure of the persistence time, Pe, is increased from zero. Both
the depth and range of the effective potential reduce significantly.
In (b), increases in Pe lead to higher values of ε required for phase
separation. Thus a passively phase-separated system can go back
to a single phase when the activity (measured by Pe) is increased.
(c) shows the phase diagram for the system. Open circles indicate
points where simulations find a mixed state, and closed circles the
phase-separated state. Competition between long-range repulsion and
the attractive component of the potential suggests clustering without
coarsening to phase separation. (d) presents a comparison of the
radial distribution function g(r) as calculated by theory (lines) and
simulation (symbols).
unified coloured noise approximation, Fox theory transforms a non-Markovian
Langevin equation into an effective Markovian description. However, rather
than a Langevin equation that is Markovian in a large damping limit, the result
from Fox theory leads to an approximate equation for the time evolution of the
configurational probability distribution known as a Fokker-Planck equation [92],
which is implicitly Markovian. Farage and collaborators extract the pair potential
from this approximate Fokker-Planck equation. They find approximate effective
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two-body interactions that are attractive in nature, leading to the separation
into high and low density phases that is characteristic of motility-induced phase
separation [92]. Furthermore, and remarkably, when the interparticle potential is
attractive, the effective interactions can be repulsive at large distances, creating
a two-body phase diagram with phase separated, mixed and finite-cluster phases
[92], which is shown in Figure 1.8.
Both the generalisation of the universal coloured noise approximation, and Fox
theory suffer from the same limitation: they are only strictly valid in the limit
of small persistence time [96, 99]. In the limit of vanishing persistence time their
steady-state distributions approach the Boltzmann equilibrium. Furthermore,
because both theories map an active model onto an effective equilibrium one,
macroscopic steady-state fluxes are ruled out, so neither approximation could
describe a system where such behaviour does arise. Thus despite their success
in elucidating some aspects of emergent interactions in nonequilibrium systems,
further progress depends on results that do not suffer from these limitations.
In this thesis, using exact methods and an approximate approach valid in the
limit of large persistence time, I investigate the relationship between microscopic
dynamics and emergent interactions using the run-and-tumble model of bacterial
dynamics.
1.6 The structure of this thesis
The remainder of this thesis is divided into four parts: chapters 2—4 describe in
detail the methods and results of original analytic investigations into variants of a
one-dimensional lattice model of two interacting run-and-tumble random walkers,
with the conclusions in chapter 5.
In chapter 2, the minimal model of lattice-based interacting run-and-tumble parti-
cles is introduced, which applies periodic boundary conditions, and approximates
the tumbling of the walkers as instantaneous. The probability distribution for the
separation of the particles in the steady state is found exactly, and interpreted
as an effective nonequilibrium pair potential between the particles, attractive in
nature. A scaling limit is taken where motion in continuous space and time is
recovered, showing that the effective interaction persists in this case more realistic
continuous run-and-tumble dynamics.
23
The approximation of instantaneous tumbles is relaxed in chapter 3, where the
tumbling duration is instead governed by the exponential distribution. This finite
tumbling model is also solved exactly, with a generalisation of the method used
in chapter 2. A new interaction, directly related to the finite tumbling duration,
is identified, with a different lengthscale to the interaction found in the model
with instantaneous tumbling, which is also present in the finite tumbling case.
Both interactions survive in the scaling limit of the finite tumbling model.
In chapter 4, I turn back to the instantaneous tumbling approximation, but apply
reflecting, rather than periodic, boundary conditions. This reflecting boundaries
model is not directly amenable to the exact analysis of chapters 2 and 3 so a
different, perturbative approach based in graph theory is adopted allowing a
solution in the limit of a low tumbling rate. The resulting expressions for the
stationary distribution suggest a new attractive interaction, between the walls
and the particles, is present in addition to the interparticle attraction.
The conclusions of these works, as well as the outlook for further investigations
of interacting run-and-tumble random walkers, are presented in chapter 5.
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Chapter 2
A generating-function approach to
a model of interacting
run-and-tumble random walkers
In this chapter, we consider an extension of the persistent random walker model
described in section 1.3 to include volume exclusion between the particles. A
many-body version was introduced in [88], with further computational study of
it undertaken in [74]. This two particle, one-dimensional system is a minimal
model of interacting run-and-tumble particles. The simplicity of this model
makes it appropriate as a starting point for which to study the emergence of
effective interactions between run-and-tumble particles and so add to the body
of knowledge summarised in section 1.5. We will see that an emergent attraction
does indeed manifest, and the dynamical mechanisms that generate it can be
pinpointed. This attraction contributes to the understanding of the genesis of
the clustering described in section 1.4 from a microscopic perspective.
In order to solve the minimal model studied in this chapter, an approach based
in generating functions is used. We find that this standard mathematical tool is
particularly appropriate for this run-and-tumble problem, and leads to an exact
solution for the steady-state probability distribution. This work therefore adds
to the catalogue of exact steady-state solutions of nonequilibrium systems.
This chapter is organised as follows. In section 2.1, the minimal run-and-tumble
model is defined. We review time reversibility, known as detailed balance, more
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formally in section 2.2 and show that it is the interactions between particles that
determine the way detailed balance is broken in the run-and-tumble model. In
sections 2.3—2.5 the solution to the model is derived and its behaviour analysed.
In section 2.6 the limitations of the generating function method are discussed,
and simulations of the many-body model are presented. Finally, some concluding
remarks are made in section 2.7.
2.1 A microscopic run-and-tumble model
In this section, we review a minimal microscopic model of interacting run-and-
tumble particles, which is the focus of this chapter. It is based on the persistent
random walker model. We have seen in sections 1.2 and 1.3 that the persistent
random walker model is already an approximation to the swimming of real
bacteria. Idealisations are, of course, inevitable in constructing analytically
manageable systems. The specific motivation behind each of the principal
idealisations for the model studied in this chapter are described below.
The first constraint imposed is that the motion of the particles in our model
takes place on a one-dimensional lattice. We have seen in section 1.2.2 that the
one-dimensional motion of run-and-tumble E. coli is of experimental interest.
Lattice-based motion, however, does not reflect the continuous dynamics of real
run-and-tumble swimmers as seen in section 1.2. This issue is addressed through
the derivation a scaling limit of the lattice-based model in section 2.5 for which
off-lattice motion is recovered.
A second constraint is that the boundary conditions for the one-dimensional
lattice are chosen to be periodic, as they simplify the mathematics considerably.
This does imply that any experiments testing the results in this chapter would
require a ring geometry. We note that the only experiment confining bacteria
to a one-dimensional environment undertaken so far had open boundaries (as
described in subsection 1.2.2). Thus, if the results in this chapter are to be
testable, experimental innovation to a ring permitting one-dimensional bacterial
dynamics is required. We examine the complications that arise in considering
reflecting boundaries in section 2.6. These are addressed directly in Chapter 4,
where a perturbative approach based in graph theory is used to derive the leading-
order steady-state probability weights for the model with reflecting boundaries.
26
A further idealisation is that we will consider the simplest set-up allowing inter-
particle interactions: a two-particle model. The difficulties in generalising the
solution of the model to more particles is discussed in section 2.6, where the
results of many-body simulations are also presented.
Thus the model of interest in this chapter comprises two particles that occupy sites
of a periodic one-dimensional lattice of L sites. Each particle has an orientation
σi = ± indicating its direction of motion. A right-moving particle (σi = +)
hops by one site to the right with Poisson-distributed rate γ; likewise, a left-
moving particle (σi = −) hops with rate γ to the left. The exception is when
the target site is occupied by another particle, in which case hopping is not
allowed: this implements a hard-core exclusion interaction between particles.
Due to the translational invariance of the system, a microscopic configuration is
fully specified by 1 ≤ n < L, the distance between the two particles in units of
the lattice spacing, and the two particle velocities, σ1 and σ2.
This lattice-based model with hopping implies that the particles do not move
with a constant velocity — the hopping is stochastic. It may be argued that the
stochasticity of the hopping, which implies a distribution of run speeds over some
time interval, could act as a proxy description of the distribution of run speeds
observed in the density-dependent swimming of some run-and-tumble bacteria
(as was discussed in the introduction in section 1.4). However, here the principal
motivation for such a description is that it is amenable to mathematical analysis,
as we will see later. Ultimately, we will derive the off-lattice dynamics, where
this stochastic hopping becomes ballistic.
Figure 2.1 Microscopic update schematic for separated particles: this diagram
shows an example configuration of the model, with right-moving
particles depicted on the upper row, and left-moving particles on
the lower row. Here, one particle is right-moving and one is left-
moving. The arrows signify which microscopic dynamical updates
are available to the particles. As both particles are separated –
not on adjacent lattice sites – they are both able to hop or tumble.
Considering the right-moving particle explicitly, this means that it is
able to hop to the next lattice site to the right (at rate γ) or tumble
(at rate ω), thereby becoming left-moving, where it would be on the
same lattice site, but represented on the lower row.
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Figure 2.2 Microscopic update schematic for colliding particles: this diagram
represents a collision between the two run-and-tumble random
walkers in the model. As they are adjacent but have opposite
velocities, they are unable to successfully execute a hop. Therefore
the configuration can only change when they tumble.
In addition to the hopping dynamics, particles also reverse their velocity at
Poisson-distributed rate ω̃ (see [74, 88] for related models). This stochastic
modelling of particle tumbles is a reflection of the underlying randomness of
tumble times. We have seen in section 1.2 the extent to which such Poisson-
distributed run lengths are supported by experimental observations of run-and-
tumble swimmers. The instantaneous tumbling is, of course, an approximation,
motivated by the fact that run durations are much longer than tumbling
durations. In the next chapter, we relax this idealisation by including a finite
Poisson-distributed tumble duration in a more general model, with a more
complex solution. Returning to this model with instant tumbling, we take γ = 1,
which corresponds to a rescaling of time. A reversal rate rescaled by the hopping
rate ω = ω̃/γ is also introduced.
Figures 2.1 and 2.2 illustrate the microscopic update dynamics for this model. In
the next section we examine how these dynamics take the run-and-tumble model
out of equilibrium.
2.2 Breaking detailed balance: comparison to an
equilibrium model
In the introduction, we saw that macroscopic phenomena in active matter, such
as clustering, differ to those of passive, equilibrium matter. In this section,
I elucidate the difference at a microscopic level by comparing the interacting
run-and-tumble model defined in the previous section to a related one-particle
model, which can be mapped onto equilibrium. Specifically, we will find that
the dynamics of this one-particle model satisfy a condition known as dynamic
reversibility [100]. Its steady-state probability weights can therefore be written
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in the Gibbs-Boltzmann form familiar from equilibrium statistical mechanics,
without much mathematical work. In contrast, in the interacting run-and-tumble
model, we find that we are unable to satisfy this condition in the same way because
of the interparticle collisions.
The related one-particle run-and-tumble model, first suggested in [88], has one-
dimensional lattice-based model motion. The single particle is located on some
site i with velocity σ and has site- and direction-dependent hopping rates, γσi ,
and tumbling rates, ωσi . This dynamics is motivated by bacterial movement with
a bias, which might be due to external conditions such as gravity, causing an
asymmetry in the run speed (in this model, the hopping rates), or the presence
of a chemical gradient, in response to which the bacterium might vary its tumble
rate [88].
The rates are defined precisely as follows. For a right-moving particle on site i
the hopping rate is γ+i , and for a left-moving particle on site i the hopping rate
is γ−i . Similarly, a right- or left-moving particle on site i has reversal rates of ω
+
i
and ω−i respectively (see Figures 2.4 and 2.3). Reversals occur instantaneously.
To complete the model, we take reflecting boundaries, where if a particle tries to
jump outside the lattice at either end the hop fails and it is instead kept where
it is at the boundary. In this case, for the system to change configuration, the
particle must reverse its velocity as it cannot hop.
Application of what is known as the detailed balance conditions [100] will
elucidate how microscopic dynamics with interactions mark a fundamental
difference between the physics of the single particle model and interacting run-
and-tumble system. First, we review more formally the concept of a stationary
distribution, described in the introduction as a probability distribution that does
Figure 2.3 Microscopic update schematic for for the one-particle system with a
right-moving particle: this diagram shows an example configuration
of the model, with the particle on site i moving to the right and
therefore depicted on the upper row. It hops to the right with rate
γ+i and tumbles with rate ω
+
i , where it would change direction to
become right-moving and then be depicted on the lower row.
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Figure 2.4 Microscopic update schematic for the one-particle system with a left-
moving particle: this diagram shows an example configuration of the
model, with the particle on site j moving to the left and therefore
depicted on the lower row.
not change in time, which will provide the necessary context in which to apply
these conditions. In the proceeding discussion of stochastic properties of Markov
processes we follow the terminology and conceptual development of Chapter 1 of
Kelly’s book Reversibility and Stochastic Networks [100].
2.2.1 Stationary Markov processes
In both the single- and the two-particle models, the next state depends only
on the state at the time immediately preceding it. This property means that
the models are Markov processes. A Markov process can be formally defined as
follows. Let X(t) be a stochastic process in a countable statespace K for time
t ∈ T , T ∈ [0,∞), taking values X(tn) = Cn, where C ∈ K. A Markov process has
the property that for any set of n successive times (t1 < t2, ... < tn), the transition
probability, W , between states of the system is not dependent on any knowledge
of values at earlier times [101, 102]. We now note two conditions satisfied by
all the Markov processes considered in this thesis. First, the processes are time
homogeneous : for each process the probability to move from a state C at time t
to a state C ′ at a later time t+ τ does not depend upon t. Second, the processes
are irreducible: every state in each process can be reached from every other state
in the same process.
We first consider the case where both states and time are discrete. The transition
probability, W , from a state C to a state C ′ for a time homogenous discrete time
Markov process is formally expressed as [100]
W (C → C ′) = P (X(t+ 1) = C ′|X(t) = C). (2.1)
For a system that has evolved for n − 1 time steps, the Markov condition can
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then be expressed as [100]
W1|n−1(Cn|C1, C2, ..., Cn−1) = W1|0(Cn|Cn−1). (2.2)
A discrete time Markov process can also be referred to as a Markov chain [100,
102]. In this thesis, any further discussion of discrete time processes will refer to
them as Markov chains, retaining use of Markov processes exclusively for their
continuous time counterparts.
In this thesis we are concerned with continuous time Markov processes. For such
processes the transition probability is defined as [100]
W (C → C ′) = lim
τ→0
P (X(t+ τ) = C ′|X(t) = C)
τ
· (2.3)
A Markov process remains in a state C for a period that is exponentially




W (C → C ′). (2.4)
The probability to leave state C to move into C ′ is given by
p(C → C ′) = W (C → C
′)
W̄ (C) . (2.5)
A probability distribution, P (C), for the states of a continuous time Markov





W (C → C ′) =
∑
C′∈K
P (C ′)W (C ′ → C). (2.6)
Such a distribution will exist if the statespaceK is finite. When such a distribution
exists it is unique and it is also the limiting distribution, satisfying [100]
lim
t→∞
P̃ (X(t) = C|X(0) = C ′) = P (C). (2.7)
A Markov process is stationary when the distribution, P (C), is the same for
all configurations in K at any time given that the process started with that
1Note that in [100] Kelly refers to these as ‘equilibrium equations’, where they relate
to stationarity, reflecting a difference in terminology used in the physics and mathematics
literatures. We use stationarity here and keep equilibrium to mean “in thermal equilibrium”
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distribution [100]:
P̃ (X(0) = C) = P (C) = P̃ (X(t) = C), C ∈ K, ∀t ∈ T . (2.8)
This provides a complete definition of the concept of a stationary distribution,
also known as a steady-state distribution.
2.2.2 Time reversibility and detailed balance
We are now in a position to define the detailed balance conditions. I first introduce
the simple detailed balance condition, which is expressed as [15, 100, 103]:
P (C)W (C → C ′) = P (C ′)W (C ′ → C). (2.9)
An important related feature is known as reversibility. A process is reversible
if a configuration (X(t1), X(t2), ...X(tn)) has the same distribution as (X(τ −
t1), X(τ − t2), ...X(τ − tn)) [100]. A Markov process is reversible if and only if
it obeys the detailed balance condition (2.9). Time reversibility and the detailed
balance condition in (2.9) are therefore equivalent.
If a system satisfies time reversibility it is possible to write down the stationary
weight for each configuration directly in Gibbs-Boltzmann form, P (C) ∼ eV , using
only the transition rates of the system. This is because the potential difference,
∆V , is the logarithm of the ratio of the forward and backward transition rates in
the detailed balance condition:
∆V = V (C)− V (C ′) = log
[
W (C ′ → C)
W (C → C ′)
]
. (2.10)
Therefore, if a system obeys detailed balance we have the ratio of the probabilities
of any two configurations immediately.
However, in order to check directly whether a system satisfies detailed balance
using (2.9) requires a priori knowledge of the distribution P (C). It would be
useful to be able to determine whether time reversibility is satisfied purely from
the model definition i.e. when only the transition rates are known, as is the case
for the run-and-tumble models. To achieve this, the detailed balance condition
can be re-expressed as the Kolmogorov criteria, which state that a stationary
Markov process obeys detailed balance if and only if its transition rates satisfy [15,
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100, 103]
W (C1 → C2)W (C2 → C3)....W (Cn → C1) = W (C1 → Cn)...W (C2 → C1). (2.11)
Kolmogorov’s criteria re-casts the detailed balance condition in (2.9) as a path
independence condition: if the product of all the transition rates in some loop
is equal to its time-reversed path, then detailed balance is obeyed. Thus the
Kolmogorov criteria encode the uniqueness of each of the potentials, V (C): for
any set of transition rates chosen in the loop, V is single-valued.
2.2.3 Reversibility in the run-and-tumble models
We can apply Kolmogorov’s criteria (2.11) to the run-and-tumble models directly.
The single-particle and interacting models both immediately violate the criteria
due to their persistent motion: because the particles remember their velocities,
any forwarding hopping transition cannot be time-reversed. For example, for
the simple loop in Figure 2.5 for the single-particle model, the time-reversed loop
would be zero because hopping from (i,−) to (i+1,−) and from (i+1,+) to (i,+)
cannot happen. This is also true for the two-particle model. Indeed persistent
random walkers systems by definition trivially break the simple form of detailed
balance expressed by (2.11).
However, it may still be possible to make a connection to the Boltzmann weight by
considering the time-reversed process, even if it is not statistically the same as the
original process. Let us first define the concept of a reversed process more formally.
If X(t) is a stationary Markov process with transition rates W (C → C ′) and
equilibrium distribution P (C), then the reversed process is a stationary Markov
Figure 2.5 Schematic of a loop in the original process for the one particle run-
and-tumble model with site- and direction-dependent hopping and
tumbling rates.
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process with transition rates
Ŵ (C → C ′) = P (C
′)W (C ′ → C)
P (C) (2.12)
and the same stationary distribution.
For the run-and-tumble model, the transition rates of the process under time
reversal do not yield the same stationary distribution as the forward process.
The relevant question is: is it possible that the reversed process would have
the same stationary distribution if some the configurations were interchanged?
More precisely, is there for every configuration C in the reversed process a
conjugate configuration Ĉ such that the reversed process X(τ − t) is statistically
indistinguishable from the original process? If there is, the process is said to be
dynamically reversible [100].
The condition for dynamic reversibility may be stated as follows [100]: a
stationary Markov process with configurations C ∈ K, transition rates W , and
conjugate configurations Ĉ ∈ K that satisfy∑
C′∈K
W (C → C ′) =
∑
Ĉ′∈K
W (Ĉ → Ĉ ′), (2.13)
is dynamically reversible if and only if there exists a probability distribution,
P (C) that satisfies
P (C) = P (Ĉ) and (2.14)
P (C)W (C → C ′) = P (Ĉ ′)W (Ĉ ′ → Ĉ). (2.15)
When such a probability distribution exists, it is the stationary distribution of
the process.
Conditions (2.13)—(2.15) may be expressed using a generalised form of the
Kolmogorov criteria that bypasses the need to identify conjugate configurations.
These generalised Kolmogorov criteria state that if for a Markov process with
transition probabilities W , it is possible to find a set of transition probabilities,
Ŵ , that satisfy [100]
W (C1 → C2)W (C2 → C3)....W (Cn−1 → Cn)W (Cn → C1) =




W (C → C ′) =
∑
C′∈K
Ŵ (C → C ′), (2.17)
then these Ŵ are the transition probabilities of the reversed process X(τ − t).
Weights for dynamically reversible systems may then be written straightforwardly








W (C → C ′)
Ŵ (C ′ → C)
]
. (2.18)
We shall now construct a reversed process for the single particle run-and-tumble
model.








Ŵ (Ĉ → Ĉ ′) (2.20)
r(C) = r̂(Ĉ). (2.21)

































where σ̄ = −σ. A loop for the original process and its corresponding reversed
processes loop may be found in Figures 2.5 and 2.6. We see that the condition

















Figure 2.6 Schematic of a loop in the reversed process for the one particle run-
and-tumble model with site- and direction-dependent hopping and
tumbling rates.
Figure 2.7 Any loop can be broken down into loops of the type in Figure 2.5 or
pure tumbling loops. For the example in this schematic, pictured on
the left, it is broken down into two loops of the type in Figure 2.5
and one pure tumbling loop.
The symmetry of the statespace of the one particle model means that any loop
choice satisfies the condition similarly. This can be seen by noting that any
loop configuration can be broken down into loops of the type in Figure 2.5 or
pure tumbling loops, which are also reversible — see Figure 2.7. Thus dynamic
reversibility is satisfied.
We may now find the Boltzmann weight for any configuration using the relation
(2.18). For example,
W ([i,+]→ [i+ 1,+])
















W ([i,+]→ [i+ 1,+])













This agrees with the result for P (i + 1,+)/P (i,+) in Eq. (7) in [88], which was
derived by alternate means.
We now turn to the interacting run-and-tumble model. It is apparent that
satisfying (2.13) is not straightforward. The reason lies in the fact that r(C) is
now state dependent in a stronger sense than for the one particle model: certain
states do not have a finite hopping exit or entry transition probability. This is
due to the interaction between the particles. To show this more explicitly, we
attempt use of (2.23) and (2.24) as ansätze for transition rates of the reversed
process for the interacting run-and-tumble model.
Example reversed loops of the interacting run-and-tumble process are shown in
Figures 2.8 and 2.9. When the particles are separated, as in Figure 2.8, we can
see that (2.23) and (2.24) satisfy condition (2.13), as they are both special cases
of the loops in the single particle model simplified to no hopping or direction
dependence. However, by comparing Figures 2.9 and 2.10 we can immediately
see that collisions in the reversed process are not the same as they are in the
original process. In the reversed process, a collision will occur in configurations
that do not lead to collisions in the original process as exemplified by Figure 2.9.
Therefore the sum of escape rates differ, and (2.13) does not hold.
Through this detailed balance analysis, we have seen that run-and-tumble random
walkers with interactions defy a treatment where reversed process transition rates
can be straightforwardly found, and that it is the collisions specifically that are
responsible. To elucidate the physics of these nonequilibrium interactions, as well
Figure 2.8 For separated particles in the reversed process of the interacting run-
and-tumble model, condition (2.13) is satisfied by the ansätze (2.23)
and (2.24).
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Figure 2.9 For colliding particles in in the reversed process of the interacting
the run-and-tumble model, condition (2.13) is not satisfied by the
ansätze (2.23) and (2.24).
Figure 2.10 In the original process, the interacting run-and-tumble model does
not have the same escape rates for a configuration that represents
a collision in the reversed process (see Figure 2.9).
as to explore the mathematics that can provide understanding of such strongly
nonequilibrium models at a microscopic level, we turn to back to a stochastic
description as the starting point from which to solve the interacting run-and-
tumble model.
2.3 The run-and-tumble master equation
The model of two interacting run-and-tumble random walkers defined in section
2.1 is a continuous time Markov process and thus can be described by a master
equation [101]. The master equation is a probability gain-loss equation for the
states of the system. It is written in terms of the probability, P (C), of the
system being in a particular configuration, C and the transition rates, W (C → C ′),
between C and another configuration C ′. The general form of the master equation
is
Ṗ (C, t) =
∑
C′ 6=C
P (C ′, t)W (C ′ → C)−
∑
C′ 6=C
P (C, t)W (C → C ′), (2.27)
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where the first term on the right-hand side represents the ratio of probability gain,
and the second term on the right-hand side represents the ratio of probability loss.
We now write the master equation for the two-particle run-and-tumble model.
The run-and-tumble master equation may be written as a set of equations,
corresponding to probability gain-loss equations for each of the four different
pairs of particle velocities: ++, +−, −+ and −− with particle separation n
(see section 2.1 for a definition of the interacting run-and-tumble model). As an
example for how to construct these equations, the gain and loss terms for the ++
equation are explicitly built up below.
Using (2.27) as a template, we first identify positive contributions (the probability
gain) to Ṗ++(n), which come from hopping and tumbling into P++(n) from other
configurations. The hopping contributions come from configurations where two
right-moving particles are separated by one lattice site more or less than n. In
the case where the particles are separated by n − 1 sites, the particle ‘in front’
can hop one site away from the particle ‘behind’, bringing the separation to n. If,
on the other hand, the particles are separated by n+ 1 sites, the particle behind
can hop one site towards the particle in front, bringing the separation to n. Since
the hopping rate has been rescaled to γ = 1, these processes occur at rate 1. The
configurations P+−(n) and P−+(n) each tumble into P++(n) at rate ω. Bringing
these positive contributions together gives
P++(n− 1)In>1 + P++(n+ 1)IL−n>1 + ω[P+−(n) + P−+(n)], (2.28)
where the indicator Ik>1 = 1 if k > 1 and is zero otherwise. This indicator variable
is introduced to account for the adjacent states where n = 1, L − 1, where one
of the particles is blocked from hopping by the other. There is therefore no
contribution from these states.
We now consider the probability loss from Ṗ++(n). Each particle can always
tumble, which will cause a change of configuration and represent a loss to Ṗ++(n).
As long as the particles are separated by more than one site, a particle can also
always hop out of the configuration. Therefore the loss terms are given by:
P++(n)[2ω + In>1 + IL−n>1]. (2.29)
The same approach may be used to find the probability gain-loss terms for
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P+−(n). The master equation for the interacting run-and-tumble model is then:
Ṗ++(n) = P++(n− 1)In>1 + P++(n+ 1)IL−n>1
+ ω[P+−(n) + P−+(n)]
− P++(n)[2ω + In>1 + IL−n>1] (2.30)
Ṗ+−(n) = 2P+−(n+ 1)IL−n>1 + ω[P++(n) + P−−(n)]
− P+−(n)[2ω + 2In>1] (2.31)
along with counterparts for P−+(n) and P−−(n), which follow from the symmetries
P−−(n) = P++(n) and (2.32)
P−+(n) = P+−(L− n). (2.33)
As noted in the previous section, a stationary distribution will exist for any
Markov process that is irreducible and finite. This is the case for the run-and-
tumble model: there are no isolated configurations, and the number of lattice
sites, L, is finite. The stationary distribution is the limiting distribution and so
the system will inevitably evolve into it. Thus the steady state will capture all
the physics after relaxation and is therefore of particular interest. It be the focus
of the remainder of this chapter.
2.4 Derivation of the stationary distribution
The run-and-tumble master equation may be solved by transforming it into a
system of generating function equations. A generating function is a formal power
series used to study a particular sequence of numbers {a0, a1, ...}, where the
coefficients of the power series are the numbers in the sequence. As poetically
described by the combinatorialist Herbert Wilf, generating functions can be used
as “clotheslines” on which to hang the sequence without requiring any of the
properties of the functions that may be represented by the power series (if
the functions exist at all) [104]. This allows questions of convergence or other
function-theoretic issues to be dismissed without compromising the integrity of a
generating function approach.
Here the sequence of numbers we are interested in is the set of steady-state
probabilities of the run-and-tumble model. We can associate each probability
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The master equation in (2.30) and (2.31) may then be re-packaged in terms of
these generating functions.
2.4.1 Transformation of the master equation to a system of
generating functions
We consider this transformation explicitly for the equation for Ṗ++(n) as an
example for the other generating function equations that will be written down






P++(n− 1)In>1 + P++(n+ 1)IL−n>1 + ω[P−+(n) + P+−(n)]
− P++(n)[In>1 + IL−n>1 + 2ω]
)
. (2.35)
Transformation of the equation requires it to be independent of any distribution




nIn>1P++(n − 1). The only probability distribution
present is P++(n− 1). Note that each xn term should be one power higher than
the corresponding P++(n−1) term. Therefore we can pre-multiply the generating
function by x: xG++(x). However, this contains an x
LP (L−1) term, which needs
to be removed as xL−1P (L− 2) is the highest order x term:
L−1∑
n=1
xnIn>1P++(n− 1) = xG++(x)− xLP++(L− 1). (2.36)
We now turn to
∑L−1
n=1 x
nIL−n>1P++(n+1). Here each x
n term is one power lower
than the corresponding P (n+ 1) term. Therefore we pre-multiply the generating
function by x−1. However, this now contains a x−1P (1) term, where as the lowest
order term should be xP (2). Therefore we remove this extra term by subtraction:
L−1∑
n=1
xnIL−n>1P++(n+ 1) = x
−1G++(x)− x−1P++(1). (2.37)
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Writing the tumbling in terms of generating functions is straightforward as all
terms are directly transformable:
L−1∑
n=1
xnω[P−+(n) + P+−(n)] = ω[G−+(x) +G+−(x)]. (2.38)
Finally, we consider the second line of (2.35). Rewriting −∑L−1n=1 xnIn>1P++(n)
as −G++(x), introduces an extra −xP++(1) that needs to be removed. Similarly,
rewriting −∑L−1n=1 xnIL−n>1P++(n) introduces an extra −xL−1P++(L − 1). The
remaining −2ω∑L−1n=1 xnP++(n) term is directly transformable. This line becomes
L−1∑
n=1
xn [−P++(n)[In>1 + IL−n>1 + 2ω]] = xP++(1)+xL−1P++(L−1)−2ω]G++(x).
(2.39)
Drawing these pieces together gives the full ++ generating function equation:
Ġ++(x) = (x+ x
−1 − 2[1 + ω])G++(x)
− (1− x)(1− xL−1)P++(1)
+ ω[G+−(x) +G−+(x)]. (2.40)
A similar approach to transforming the probability gain-loss equation (2.31) for
Ṗ+−(n) leads to
Ġ+−(x) = 2(x
−1 − [1 + ω])G+−(x)
− 2(1− x)P+−(1)
+ ω[G++(x) +G−−(x)]. (2.41)
Here we are concerned with the stationary probability distribution: where Ṗσ1σ2 =
0, implying that Ġσ1σ2 = 0. The symmetries P++(n) = P−−(n) = P++(L − n)
and P+−(n) = P−+(L − n) from equations (2.32) and (2.33) in the stationary
probability distribution translate to the symmetries






in the stationary values of their generating functions. By exploiting these
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symmetries, we find from (2.40) and (2.41) that the stationary generating
functions must be the solution of the linear system













µ(x) = x− (1 + ω) and (2.45)
ν(x) = x−1 − (1 + ω) = µ(1/x). (2.46)
The inverse of the matrix appearing on the left-hand side of this expression is
x2
(1 + ω)(x− z)(x− 1
z
)(1− x)(x− 1)× µν −µω −νω−µω µ(µ+ ν)− ω2 ω2
−νω ω2 ν(µ+ ν)− ω2
 , (2.47)
where z and 1/z are the two roots of x2− 2(1 +ω)x+ 1 and recalling that µ and
ν are defined as in Eqs. (2.45) and (2.46).
We seek a solution of the generating functions Gσ1σ2(x) in a form where I can
read off the probabilities Pσ1σ2(n). This means writing the generating functions
in this matrix equation in the form of the power series in (2.34), but where
every probability Pσ1σ2(n) is only a function of the model parameters. These
probabilities were first derived in [75]. We follow the same method here.
2.4.2 Pole cancellation in the generating function equations
The approach we will use to solve this generating function system of equations is
a variant of what is known as the kernel method [105, 106]. The exact procedure
for using the kernel method will depend on the problem at hand. It first appeared
in the form of an exercise in a book on computer programming [106, 107], but
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more recently was formalised by Bousquet-Mélou and co-workers in [105]. It
has appeared in several mathematical works, including in the enumeration of
combinatorial problems such as the classes of column-convex polygons [108] and
two-stack sorting problems [109]. Many of the applications have been to random
walks [106]. We will see that it is key to the solution of the interacting persistent
random walk in this chapter.
We have already undertaken the first step in the kernel method, which is to use
generating functions to describe the random walk. In broad terms, the next steps
use the fact that the generating function equations in Eq. (2.44) cannot diverge as
they have a power series expansion by definition. Therefore if there are any poles
in these expressions (i.e. if the denominator vanishes) then at the corresponding
values of x the numerator must also vanish. Ultimately, this indentification will
allow inversion of the matrix equation (2.44).
We first consider the expression for G++ from the inverse matrix in Eq. (2.47).
Expanding the top line of equation (2.47) yields
G++(x) =
x2








For general values of P++(1) and P+−(1), this gives an infinite series in x.
However, due to the original definition of the generating function (2.34), it
must terminate at order xL−1. We now examine the nature of the poles of the
denominator. We known that the equation must not diverge in the limits x→ 1,
x → z or x → 1/z. Since ν(1) = µ(1), the x = 1 pole is already canceled by a
zero in the numerator. For this also to be the case at x = z, the numerator
{
µ(x)ν(x)[1− xL−1]P++(1) + ω[ν(x)xL−1 − µ(x)]P+−(1)
}
(2.49)
must also vanish. In the context of the kernel method, the numerator in Eq.
(2.49) is known as the kernel. The condition that the kernel must vanish is
equivalent to:
µ(z)ν(z)P++(1)− ωµ(z)P+−(1) =
zL−1 [µ(z)ν(z)P++(1)− ων(z)P+−(1)] . (2.50)
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As µ(x) = ν(1/x), the pole at x = 1/z is also canceled if this relation holds.
Furthermore, by making the substitutions µ(z) = −ν(z) = 1
2
(z − 1/z) and ω =







1− z2 . (2.51)
The relationship (2.51) leaves P+−(1) as the only remaining undetermined
constant. P+−(1) will be set by normalisation at the end of the derivation.
2.4.3 Inversion of the generating functions
We may now proceed to invert the generating function G++ so that it is in
the form expressed in Eq. (2.34), from which the probabilities can be read off
immediately. Recalling that by definition G++ must terminate at order x
L−1, we











J(x) = µ(x)ν(x)P++(1)− ωµ(x)P+−(1) (2.53)
is quadratic in x and H++(x) is some power series in x that absorbs the remaining
terms in G++(x). Since P++(n) is given by the coefficient of the x
n and n < L,
it follows that none of the terms in H++(x) contribute to the P++(n) of interest.
In fact, all terms of order n > L in H++(x) will necessarily cancel with terms of
order greater than L from the denominator of the first term in G++.
In order to access P++(n), we need to be able to read off the coefficient of x
n in
the first term of (2.52) (we can ignore H++(x) as it does not contribute). Since






















From (2.50) and the relation µ(x) = ν(1/x), it follows that
J(z) = zL−1J(1/z). (2.55)




































− 1)(1− z) (2.58)
=
(1− z)2(1− zL)









(1 + z2)(1− zL−1)P+−(1) . (2.61)
Here the ratio in Eq. (2.51) was used to express everything in terms of a single
unknown constant P+−(1) that will be fixed by normalisation. We can write
P+−(1) as
P+−(1) =
(1 + z)(1 + z2)(1− zL−1)
Z
, (2.62)









where the functions p(z) = Zb(z) and q(z) = Za(z) have the functional forms
z = 1 + ω −
√
ω(2 + ω) (2.64)
p(z) = 1− z2 (2.65)
q(z) = (1− z)2(1− zL) (2.66)
Z = 4[∆(z) + (L− 1)q(z)] . (2.67)
The inversion of G+−(x) proceeds similarly, with a subtlety arising from the










(1 + ω)(x− 1) +x
LH+−(x) (2.68)
where
K(x) = ω[µ(x)P++(1) + ωP+−(1)] , (2.69)
which is again quadratic in x. The term xµ(x)P+−(1)
(1+ω)(x−1) that appears in the generating
function would be cubic in x if it were brought over a common denominator: this
would not then be amenable to partial fraction decomposition. The significance
of this term is that it can ascribe an anomalously large weight to the jammed
configuration.























+ xLH+−(x) . (2.70)
An analogous symmetry to J(z) in Eq. (2.55) holds for K(z),
K(z) = −zL−1K(1/z), (2.71)
which can be established using (2.50), along with the relations µ(x) = ν(1/x)
and µ(z) = −ν(z). G+−(x) therefore has the form
G+−(x) = x
[









































p′(z)(zn − zL−n) + q(z) + δn,1∆(z)
]
, (2.76)




p(z) = (1− z)2 (2.77)
∆(z) = 2(1 + z)(z − zL). (2.78)
Note that the parameter z lies in the range 0 < z < 1, hence p(z), p′(z), q(z)
and ∆(z) are all positive. Expressions for P−−(n) and P−+(n) follow from the
symmetries P−−(n) = P++(n) and P−+(n) = P+−(L − n) stated in equations
(2.32) and (2.33).
2.4.4 Emergent interactions
Equations (2.63) and (2.76) reveal that the stationary distribution is a sum of
three distinct components, which we explicitly identify now. When the separation
between the particles is large, n, L− n 1, the particle distribution is uniform
and proportional to q(z), independent of n as for regular diffusion. This part
of the distribution fills the whole of phase space, and so can be referred to
as an extended component [75]. At intermediate separations, the probability
distribution for the separation between particles decays exponentially as zn with
a characteristic lengthscale
ξ = 1/| ln(z)| (2.79)
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Figure 2.11 (Partly reproduced from [75]) Effective pair potentials, defined by
the logarithms of the probability distributions, P++(n) and P+−(n),
for the case of L = 100 lattice sites and velocity reversal rate
ω = 0.01. These distributions have three components: jammed
(indicated), attractive (linear piece at intermediate separations)
and extended (constant piece at large separations).
Note that γ does not appear in this lengthscale because it was scaled to 1 when
the master equations were written down in section 2.3. However, the hop rate, γ
enters through the scaled reversal rate ω = ω̃/γ, where ω̃ is the bare reversal rate,
in z = 1 + ω −
√
ω(2 + ω) (see Eq. (2.64)). Note that the ratio γ/ω̃ determines
the run length. The origin of the lengthscale ξ is due to the stochastic hopping
dynamics. When particles hop together in the same direction, the stochasticity
of the hopping causes some broadening of the separation between the particles
to occur, which generates this lengthscale. The physics of this lengthscale for
limiting values of ω is considered in more detail in the next section. The final
component concerns the jammed configurations that have particles facing each
other on adjacent sites (n = 1), and hence the smallest possible separation, add
their anomalous weight to the distribution.
Although the steady state is inherently nonequilibrium, equations (2.63) and
(2.76) may be recast in the form of effective pair potentials Vσ1σ2(n) =
− lnPσ1σ2(n) by analogy with the Boltzmann distribution P ∝ e−βV (where
we measure V in terms of kBT ). The analogy to equilibrium systems holds
to the extent that a passive system with this potential would have the same
stationary distribution as the run-and-tumble one. However, the dynamics
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would be different. Therefore here we use effective interactions to mean that
the stationary probability distribution is the same for the system of interacting
run-and-tumble particles as a passive system with a corresponding interaction
potential.
The effective pair potentials are plotted for a specific choice of parameter values
in Figure 2.11. Three distinct pieces of the potentials corresponding to the three
components of the particle distribution are evident. At large separations, n, L−
n  1, the effective potentials are constant. At intermediate separations, the
potentials are linear and attractive. Finally, there is a nearest-neighbour (n =
1) delta function attractive potential. This attraction is very strong when the
reversal rate ω is small.
The work described in section 1.5 found effective potentials emerge from systems
of interacting active particles, and we have seen that such interactions may
be derived exactly for the minimal interacting run-and-tumble model in one
dimension. As other work has found, the effective potential is very different
to the bare exclusion potential that served as an input to the model, and gives
indications as to the system’s collective behaviour. In the case of the interacting
run-and-tumble model, we may postulate that the emergent attraction between
the two particles indicates the genesis of the clustering phenomenon that leads
to motility-induced phase separation as described in section 1.4.
We may also compare this relationship to the Boltzmann weight with that of the
single run-and-tumble random walker model in section 2.2, which broke the time
reversibility condition but satisfied dynamic reversibility allowing the Boltzmann
weight to be calculated directly from the transition rates. The interactions of
this model rendered it inaccessible to a detailed balance analysis but the effective
interaction that emerges still fits into our intuition of attractive potentials familiar
from equilibrium problems. However, as we shall see in the next section, this
potential is generated by a very different mechanism: the interactions between
the particles.
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2.5 Limiting behaviour of the stationary
distribution
The origin and physics of the different components of the stationary distribution,
and hence also the emergence of the effective interactions, can be understood
from limiting cases. When velocity reversal is rapid, ω →∞, standard diffusion
should be recovered, as memory of a particle’s velocity is erased between each
hop. This is the limit of zero persistence time. To express this limit, we sum over
all four velocity states to obtain the total probability that the two particles are
a distance n apart. In the limit ω  1 becomes















At leading order in 1/ω, only the extended component survives, and we therefore
identify repeated velocity reversal as the physical origin of this contribution to the
stationary distribution. The jammed component provides the leading correction,
whilst the attractive component does not enter at order O(1/ω).
For the opposite limit, ω → 0, the limiting forms of equations (2.63) and (2.76)
Figure 2.12 (This plot appears in [75].) Simulation of Model System: A space-
time plot (time in the vertical direction) of a simulation of two
run-and-tumble random particles on a one-dimensional ring of 100
sites in the low tumble-rate regime with particles reversing their
direction after traversing 100 lattice sites on average. The full and









with corrections of order Lω, implying that expressions in (2.81) are valid when
ω  1/L. In this regime, particles hop many times between velocity reversals,
and so in this limit the stationary distribution in each velocity sector should
approximate that which would be reached in the absence of any tumbling. For
the case where particles are approaching (+−), the particles quickly reach the
jammed configuration, n = 1, compared to the timescale of tumbling. When
they exit this configuration into one where both particles have the same velocity
(e.g., ++), fluctuations in the distance traveled by each particle, generated by
the stochastic particle hopping dynamics, cause the distribution of the relative
distance coordinate, n, to broaden. When this tumble rate is low, the distribution
broadens to fill the entire system, thereby generating a uniform distribution,
but one that is crucially distinct from the extended component that arises from
velocity reversals.
In Figure 2.12, we see the dynamics of the two run-and-tumble particles following
a collision where the tumble rate is small compared to the hop rate. We can see
that this snapshot does not represent the steady-state distribution because it
captures dynamics only when the particles are close together even when they
both have + or − velocities. In the steady state on average there is a equal
probability of any separation in these velocity sectors in the low tumble limit,
which is seen in the long-time limit.
At higher tumble rates, the broadening of the distribution is curtailed on the
timescale of tumbling, and is later restarted from the jammed configuration n = 1.
This process is similar to that of diffusion (here, of the particle separation)
with stochastic resetting (to the jammed configuration), which generates the
exponentially-decaying attractive component of the distribution [110].
We now turn to the scaling limit ω → 0, L → ∞ with ωL held fixed, in which
run-and-tumble dynamics in continuous space and time is recovered. This limit
is of significance because it might more closely reflect the continuous dynamics of
real run-and-tumble swimmers. To make the connection with a physical set-up,
we introduce the physical system size ` and reinstate the run rate γ which had
previously set the unit of time. Then, the mean run velocity is
v = γ`/L, (2.82)
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and the velocity reversal rate
ω = α̃/2γ = α̃`/2Lv, (2.83)
where α̃ is the physical tumble rate. This describes the general tumble events
where a velocity v or −v is immediately adopted with equal probability, rather
than just the reversal rate as described by ω, which was also rescaled by
γ. This rate was introduced in Eq. (1.9) in section 1.3 of the introduction.
Substituting these expressions (2.82) and (2.83) into equations (2.63) and (2.76),
and introducing the continuous spatial separation x = n`/L, yields
P++(x) =







in the limit L → ∞. Here, the delta functions are to be thought of as slightly





In contrast to the other two limits considered so far, all three components of the
stationary distribution survive in the scaling limit. The extended and attractive
components are present in the ++ and −− sectors. In particular, the lengthscale
ξ ' 1/(2ω)1/2 (2.86)
of the exponential decay corresponds to a microscopically large number of lattice
sites of order
√
L. This is, however, small on the macroscopic scale, where each
unit of length comprises ∼ L lattice sites: thus the attraction is confined to a
fraction ∼ 1/
√
L of the total system. At the same time, the amplitude of this
exponential decay diverges as
√
L, and hence this component is manifested as the
delta function appearing in Eq. (2.84) — this delta function thus represents an
attractive state in which particles move together with zero separation.
Turning to Eq. (2.85), we see that the extended and jammed components appear,
where here the delta function has its origins in the Kronecker delta that appears
in Eq. (2.76) and represents a jammed configuration. Eq. (2.85) shows that the
particles spend a fraction v/(α̃` + 4v) of time in each of the two symmetrically-
related jammed configurations and from (2.84) that a fraction v/(2(α̃` + 4v)) is
spent in each of the four attractive states with zero separation. Thus the total
53
fraction of time spent in a state in which particles are adjacent (x = 0 or `) is
4v/(α̃` + 4v). In addition, a first passage time calculation undertaken in [75]
showed the mean time between entering and leaving a nonadjacent state is `/v.
Intriguingly, this result is independent of the tumble rate α, despite the fact that
particles must typically tumble over this lifetime: otherwise, the time spent in
this state would be close to its minimum value `/2v. We can compare this with
the total fraction of time spent in an adjacent state, 4/α̃
(`/v+4/α̃)
, and see the mean
time spent in an adjacent state is 4/α̃.
2.6 Reflecting boundaries, two-dimensional and
many-body models
In section 2.1 it was noted that various idealisations in the interacting run-and-
tumble model were made in order to make it analytically tractable. These
included periodic rather than reflecting boundaries; motion restricted to one
dimension; and only two particles. The difficulties in relaxing these assumptions,
within the context of the generating function method that has been used, are all
related. They lie in increasing the number of variables in the generating functions
from one to two or more.
As the derivation of the probability distribution of the run-and-tumble model
above shows, the number of variables in the generating function equations (2.40),
(2.41) and their symmetric counterparts, equals the number of random variables
required to describe the system. In the case of a periodic one-dimensional lattice
with only two particles, the only variable required is the separation between
the particles, n. In contrast, in the case of reflecting boundaries, the periodic
symmetry is broken and each of the particle positions relative to the boundaries
is required. Therefore the generating functions required to describe the system are
of the form Gσ1,σ2(x, y). In turn, the requisite pole cancellation of the equivalent
of (2.48) is achieved not through identifying linear equations, as for the single-
variable case, but quadratic equations. In this way, the problem becomes one
of an obstinate kernel [108], for which a solution for this run-and-tumble model
has not been found. Instead, an approximate approach using graph-theoretic
techniques is used to tackle the model with reflecting boundaries in Chapter 4.
The number of generating function variables required also increases in more
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dimensions. In two dimensions, two random variables are required to define a
general configuration. For example, these could be the distance between the
particles, and their angle. It is worth noting that should it prove possible to
generalise the exact calculation of the pair potential to two or more dimensions,
by analogy with the one-dimensional problem here we might expect the jammed
state to be present for a finite fraction of the time, and for particles at intermediate
separations to experience an attraction. This appears likely as in two dimensions
a pair of diffusing particles (of finite size) will eventually collide with each
other [111]. However, we would anticipate that the strength of the attraction
between the particles to be significantly weaker compared to one dimension. In
two dimensions, when tumbling after a collision, there are three (out of four)
directions for a particle to become unbound from the other, compared to only
one (out of two) in the one dimensional case.
A model with more than two particles also requires at least two random variables
to define a configuration. For example, in a three-body model with periodic
boundaries, two position variables are required in order to describe the relative
distances between the particles. Many-body systems are, of course, of great
interest and have formed the principal focus of the mesoscopic work on run-and-
tumble dynamics described in the introduction. In addition to the clustering they
present as a phenomenon of active matter, many-body run-and-tumble models
are of interest as a way to elucidate the difference between equilibrium and non-
equilibrium behaviours. We examine this aspect briefly now.
2.6.1 Simulation of the many-body system
Figure 2.13 shows a comparison of simulations of hard-core particles in one
dimension that hop with equal probability to the left or the right in each timestep
(left panel) with the run-and-tumble dynamics that is the focus of this work (right
panel). The former dynamics is a diffusion process satisfying detailed balance,
which relaxes to a homogeneous steady state where all configurations are equally
likely.
The algorithm for the Monte Carlo simulation of the many-body interacting run-
and-tumble dynamics proceeds as follows. Initially, each particle is labelled with
a unique position from 1 to L so that they are uniformly distributed and have
a randomly allocated velocity of either −1 or 1 (although how the particles are
initially assigned does not affect the steady state). A hop rate γ and reversal rate
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Figure 2.13 (This plot appears in [75].)Space-time plots (time in the vertical
direction) of 60 hard-core particles undergoing symmetric random
walks (left) and run-and-tumble motion (right) on a lattice of
300 sites. The initial condition and the particle hop rate is the
same in both cases. In the run-and-tumble dynamics, ω = 0.01.
The clustering of particles induced by the nonequilibrium run-and-
tumble dynamics is clearly evident (see also [74, 88]).
ω̃ is set.
At each time step, a single particle is chosen at random. A random number
generator is then used to assign whether the particle should attempt a hop or a
tumble, with probability γ/(γ+ ω̃) for a hop and ω̃/(γ+ ω̃) for a velocity reversal.
If a tumble is selected, the chosen particle changes its velocity (note that if a
tumble is selected no time elapses as the tumbles are instantaneous, therefore the
number of time steps equals the number of hops attempted). After a particle
tumbles, the new configuration is recorded. This then marks the end of one
iteration. A new iteration begins when a particle is randomly selected (it may be
the same particle chosen previously) and its action chosen as before.
If a hop is selected, the chosen particle attempts a hop in the direction of
its velocity according to the exclusion boundary conditions. If the exclusion
interaction is triggered (another particle occupies the target site according to
periodic boundary conditions), the hop fails and the particle stays on its current
site. Whether the hop was successfully executed or not, the configuration is
recorded and a new time step then begins. The simulation is iterated until a
steady-state is reached.
Finally, we note that although the model is in continuous time this simulation
is in discrete time. In a continuous time model, the joint probability that two
events, such as hopping, occur simultaneously is zero. This is required due to
the exclusion dynamics: if two particles are approaching one another one site
apart and hopped simultaneously there would be an ambiguity in which executed
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the hop successfully as they are not allowed to occupy the same site. In this
simulation, the ambiguity is avoided by only picking one particle at each iteration
with the time defined by the total number of hops attempted. This corresponds to
hop and reversal rates that are exponentially distributed in time for each particle
as they occur at a fixed rate with an interval defined by the number of hops
between the last time that action (hop or reversal) was taken by that particle.
The results in Figure 2.13 are striking: breaking detailed balance by introducing
run-and-tumble dynamics causes an inhomogeneous steady state with multiple
clusters to appear. We see that the clusters reach a self-limiting size, but note
that this is a one-dimensional phenomenon as clusters tend to coarsen in higher
dimensions [88]. Similar simulation results have been found in [74] for the same
interacting interacting run-and-tumble model with many particles. They also
observed clustering behaviour in an extension to the model to two dimensions
[74]. The findings in this chapter suggest that, at least in one dimension, the
jamming and attraction of pairs of particles may be responsible for this clustering
effect.
2.7 Concluding remarks
Generating function methods were used to find an exact expression for the
steady-state probability distribution of this pair of run-and-tumble particles,
which can then be interpreted as an effective pair potential: an emergent
interaction deriving directly from the nonequilibrium dynamics. This interaction
comprises a jammed component in which the particles are facing each other
on neighbouring lattice sites, an attractive component characterised by an
exponential decay over a finite separation length and an extended component
in which all microscopic configurations are equally likely. The attraction between
the particles is sufficiently strong that even in the scaling limit where continuous
space is recovered, the two walkers spend a finite fraction of time in a jammed
configuration.
We can conclude that the interacting nonequilibrium dynamics generate emergent
interactions between run-and-tumble random walkers, and propose that this
is the genesis of the clustering behaviour observed in many-particle systems.
Furthermore, the exact solution of the probability distribution allows us to
identify that the emergent attraction relates directly to the collisions between
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the particles that break detailed balance.
The significance of the emergent attractions identified in this simple model can
be partly determined by investigating the effect, if any, of adding more realistic
features of bacterial dynamics on the effective interactions. In the next chapter,





approach to incorporate finite
tumbling duration
In the previous chapter, the persistent random walker model was extended to
include inter-particle exclusion, and we found that an effective attraction emerges
between these otherwise repulsive particles. However, several idealisations were
made, detailed in section 2.1. An approximation that may seem particularly
severe is the modelling of tumbling as instantaneous. Clearly this is unphysical:
the duration of tumbling must be finite. The instant tumbling idealisation was
motivated by the fact that on average E. coli spend much less time tumbling
(∼0.1s) than they spend running (∼1s), as we saw in section 1.2. Therefore it is
not immediately clear that the inclusion of finite tumbling duration would make
the behaviour of the model meaningfully closer to that of real run-and-tumble
E. coli. In this chapter we will examine whether the instantaneous tumbling
simplification is warranted by addressing the question: does the inclusion of a
finite tumbling duration change the physics of the model?
We shall see that the inclusion of a Poisson-distributed tumble duration in the
model of chapter 2 leads to a new interaction manifesting as an extra term the
steady-state distribution of the interacting run-and-tumble system. As in chapter
2, we find the steady-state distribution exactly, which enables elucidation of the
mechanisms behind this new emergent interaction.
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This chapter is structured as follows. I define the model in section 3.1, and then
summarise the exact solution in sections 3.2 and 3.3. I set out the derivation
of these results in detail in sections 3.4–3.7, beginning with a master equation
approach, similar to that of the previous chapter. After transformation to a
system of generating functions, this leads to a matrix equation for the steady-
state generating functions. I show how to solve this matrix equation and invert
the generating functions using a generalisation of the method in Chapter 2.
Finally, I determine the exact off-lattice steady state distribution in the limit
where continuous space and time is recovered.
3.1 Definition of the interacting run-and-tumble
model with finite tumbling duration
As in chapter 2, we consider two particles moving under stochastic dynamics on a
periodic one-dimensional lattice of L sites. However, now each particle has one of
three internal velocity states, σi = 0,+1,−1. A value σ = ±1 (hereafter denoted
simply + or −) indicates a direction of motion to right or left respectively; a value
σi = 0 indicates that the particle is in a tumbling state and remains stationary
on its site.
As for the model with instant tumbling, translational invariance means a
microscopic configuration is fully specified by 1 ≤ n < L, the distance between the
two particles in units of the lattice spacing, and the two particle velocities, σ1 and
Figure 3.1 Microscopic update schematic for the finite tumbling model: this
diagram shows an example configuration of the model, with the
particle moving to the right depicted on the upper row, and the
particle tumbling shown on the middle row. The right-moving
particle hops to the right with rate γ− and tumbles with rate α̃,
where it would then remain stationary on its site and be depicted
on the middle row. The tumbling particle can exit tumbling to have
either orientation, with rate β/2 for each one.
60
Figure 3.2 Microscopic update schematic for a blocked tumbling configuration:
this diagram shows an example configuration of the model, with
one particle moving to the right depicted on the upper row, and an
adjacent particle tumbling, depicted on the middle row. The right-
moving particle tries to hop to the right with rate γ−, but is unable
to do so while the tumbling particle is adjacent, The right-moving
particle can tumble, however, with rate α̃.
σ2. A right-moving particle hops one site to the right with rate γ; likewise, a left-
moving particle hops with rate γ to the left. When the target site is occupied by
another particle, hopping is not allowed: this implements the hard-core exclusion
interaction.
When a particle enters a tumbling state σi = 0, the particle stops hopping and
remains stationary on its site. The run lengths and tumble durations are both
Poisson-distributed, with rate parameters α̃ and β̃ respectively: the particle enters
the tumbling state from a running state with rate α̃ and re-enters a running state
from the tumbling state with rate β̃. As section 1.2 details, this is a current best-
guess of the real distributions for E. coli. In the following we shall consider scaled
tumbling rates defined as α = α̃/γ and β = β̃/γ, i.e., the bare rates rescaled by
the particle hopping rate γ. Figures 3.1 and 3.2 show the model dynamics.
3.2 Jamming and unjamming dynamics in the
steady state
The steady-state probability distribution of this model will be derived in the
sections 3.4—3.7 using the kernel method familiar from the derivation in
section 2.4. However, given the inclusion of finite tumbling duration in the
model in this chapter, the derivation is significantly more involved. Therefore,
following [112], I outline the results first here, where I will also describe the
physical mechanism that generates the stationary probability distribution.
The interacting run-and-tumble system with finite tumbling duration has the
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stationary probability distribution




















σ1σ2 , the factors z+ and z− are
functions of the model parameters α, β and L and δn,m is the Kronecker delta
symbol. We note that z+ and z− are implicitly defined in (3.44) and (3.45). In
stark contrast with the single parameter z in Eq. (2.64) for the instant tumbling
model, the full expressions for z+ and z− are cumbersome, and are handled using
a computational algebra engine in the derivation later in this chapter. Therefore
we leave their full written to Appendix A.
The distribution in Eq. (3.1) comprises a constant part and terms that vary
exponentially with the particle separation n with further contributions in states
where the two particles are next to each other (n = 1 or n = L − 1). Thus it
already presents strong similarities to the distribution in chapter 2, although we
have noted that there are two parameters, z+ and z−, each with associated the
exponential terms, as opposed to the single parameter z in the instant tumbling
model. Of course, there are also many more configurations than in the previous
chapter due to the tumbling state 0. Nevertheless, the similarities suggest that we
may draw on the insight of the limiting cases for the probability distribution of the
instant tumbling model in section 2.5, where we found that the behaviour of the
model was principally determined by the dynamics of jamming and unjamming
of the particles.
We first consider how particles jam. In the following description it may be of
use to refer to Figure 3.3, which shows a realisation of the model dynamics with
examples of the major dynamical events, including jamming. Jamming occurs
where neither particle can hop freely until one of them changes orientation. This
occurs when two particles with equal and opposite velocities collide so that the
two particles are on neighbouring sites in either the (+−, n = 1) configuration
or its symmetrically related counterpart (−+, n = L − 1). Furthermore, the
system cannot change its configuration until one particle starts tumbling. This
waiting time is reflected by a delta symbol in the probability of these jammed
configurations i.e. w
(0)
+− is nonzero in P+−(1), and w
(1)
−+ is nonzero in P−+(L− 1).
Thus this δ-function appears for the same reason as the δ-function in Eq. (2.76)
in subsection 2.4.3 for the model with instant tumbling.
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Figure 3.3 Spatiotemporal plot, with time on the y axis, of a simulation of the
lattice-based model with α = 0.1, β = 0.9 and L = 50. Each line
represents a trajectory of the particle, where particles in the tumbling
state are represented by dashed lines.
Eventually the system enters a jammed configuration of type (+0, n = 1) or
one of the symmetric counterparts, in which one of the two particles involved
in the collision has begun tumbling. These configurations therefore also each
contain a delta symbol in their probabilities. In addition, there is an enhanced
probability of entering the (00, n = 1) state in which both adjacent particles are
tumbling from these jammed tumbling configurations, which in turn generates




00 are non zero. As these tumbling
configurations have no counterpart in the instant tumbling model, these features




−− are each zero, as there are no
delta-symbol contributions to the probabilities in these velocity sectors.
The second part of the interaction involves unjamming. Particles unjam by
leaving a jammed tumbling configuration; that is when the tumbling particle
exits tumbling with an orientation different from the one it had on collision. At
this point both particles move in the same direction. Due to the stochasticity
of the hopping between lattice sites, some broadening of the separation between
the two particles will occur, even though they started off next to each other.
This broadening generates a spatially decaying component in the probability with
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exponential decay length scale ξ+ = 1/ ln z+(α, β) (analogous to ξ in Eq. (2.79)
in subsection 2.4.4), that is a function of the tumbling rates α and β, and is
apparent in all the velocity sectors.
Finally, we consider what happens when one of the particles enters a tumbling
state now that the particles are separated and freely moving in the same direction.
The result is a configuration where one particle is stationary and tumbling and
the other is hopping freely. The freely moving particle either hops towards or
away from the tumbling particle. This contribution to the stationary probability
distribution is characterised by an exponential decay, but with a new emergent
length scale ξ− = 1/ ln z−(α, β) for which there is no equivalent in the instant
tumbling model. Thus, by considering the dynamics of jamming and unjamming,
we have built a heuristic picture of the different microscopic mechanisms that
lead to the emergent interactions manifest in the distribution Eq. (3.1).
3.3 Lengthscales in the steady-state scaling limit
We noted in the introduction and in chapter 2 that a lattice-based model is
an approximation to the real-world swimming in continuous space and time of
run-and-tumble E. coli. In section 2.5 we took a scaling limit of the probability
distribution that recovered the continuum dynamics for the instant tumbling
model. Here we do the same for the finite tumbling model. It is of particular
interest as we already know that the crucial parameter z from the previous chapter
now has two counterparts, z+ and z−. Whether they behave differently to z in
the scaling limit will reflect on whether finite tumbling is likely to be significant
to the dynamics of real run-and-tumble bacteria, or whether the instant tumbling
approximation is sufficient to capture the physics.
In order to recover continuum dynamics, we take the lattice spacing as `/L where





invariant we also scale the hopping rate γ with system size
γ = L/` . (3.3)
Then v = 1 and the scaled tumbling rates (ratio of bare tumbling rates to hopping
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where φ = `α̃ and θ = `β̃ are dimensionless constants. Thus in this scaling limit
the particles undergo ballistic motion with velocity v = 1 interrupted by collision
events and stochastic tumbles.
In the scaling limit, the steady-state probabilities of walkers at a separation y
have the following form:
P++(y) = a++ + b++[δ(y) + δ(`− y)] + c++[e−y/κ + e−(`−y)/κ] (3.5)






−(`−y)/κ + w+−δ(y) (3.6)






−(`−y)/κ + w+0δ(y) (3.7)
P00(y) = a00 + c00[e
−y/κ + e−(`−y)/κ] + w00[δ(y) + δ(`− y)] (3.8)




(θ + φ)(θ + 2φ)
)1/2
. (3.9)
The amplitudes aσ1σ2 , bσ1σ2 and cσ1σ2 derive from the amplitudes aσ1σ2(z) that
appear in (3.1). They are functions of the dimensionless parameters θ and φ, and
are specified explicitly in section 3.7. Superscripts appear where these amplitudes
are different at separation y = 0 and y = `. Note that due to the decision to set
v = 1, the magnitude of the velocity does not appear in this equation.
In equations (3.5)—(3.8) the terms containing z+ to some power have become
delta functions. This behaviour is familiar from equations (2.84) and (2.85)
in section 2.5 for the instant tumbling model. We saw that the origin of this
vanishing lengthscale lies in the fact that the runs are no longer described by
stochastic hops, which in the lattice model leads to broadening of the particle
separation in turn generating an exponential decay. The same reasoning holds
for the vanishing of the lengthscale in the finite tumbling case here.
The second length scale 1/ ln z− is of particular interest because it is completely
new and we now see that it remains finite and present in all velocity sectors in
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To understand the persistence of this lengthscale in the scaling limit, we recall the
fact that the tumble duration—and hence, distance travelled by a moving particle
when the other particle is tumbling—remains finite in this limit compared to other
diffusive lengthscale that disappears in the scaling limit.
We now derive the results of sections 3.2 and 3.3.
3.4 Master equations and generating function
matrix equation
The derivation of the stationary probability distribution of the finite tumbling
model requires transformation of the master equation into a system of generating
function equations followed by inversion. The transformation into generating
function equations uses exactly the same procedure as in subsection 2.4.1.
However, as there are more velocity sectors this model, we will review the
additional symmetries present compared to those in equations (2.32) and (2.33)
for the instant tumbling model. We shall then see explicitly how to construct the
master equation for the ++ sector in the finite tumbling model.
The configurations of the finite tumbling model are specified in terms of the
two particle velocities, σ1σ2, where σi = {+1, 0,−1}, and the particle separation
n. There are nine velocity sectors: P++(n), P+−(n), P−+(n), P−−(n), P0+(n),
P+0(n), P0−(n), P−0(n), and P00(n). The symmetry relations between the states
due to the periodic boundary conditions and direction-inversion symmetry are as
follows:
P++(n) = P−−(n), (3.11)
P+0(n) = P0−(n), (3.12)
P0+(n) = P−0(n), (3.13)
P+−(n) = P−+(L− n), (3.14)
P+0(n) = P0+(L− n), (3.15)
P−0(n) = P0−(L− n). (3.16)
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As can be seen from these symmetry relations, only the (++), (+−), (−+), (0+),
(+0), and (00) sectors are independent.
We now explicitly construct the master equation for Ṗ++(n). The positive
contributions to Ṗ++(n) come from those configurations that can hop, at rate
γ, into P++(n) or leave a tumbling configuration (at rate β̃) with a + orientation
into P++—this will occur on average half of the time, with the other half going
into P+− or P−+. Together these contribute the terms
γ[P++(n− 1)In>1 + P++(n+ 1)IL−n>1] +
β̃
2
[P0+(n) + P+0(n)] (3.17)
where, as for the instant tumbling master equation, the indicator Ik>1 = 1 if k > 1
and is zero otherwise. This reflects the fact that the configuration (++, n = 1)
cannot have its distance reduced. Turning to the loss terms, these are made up
of hopping out of P++(n) at rate γ, or entering a tumbling configuration at rate
α for each particle. The loss terms come to
P++(n)[γIn>1 + γIL−n>1 + 2α̃] (3.18)
where Ik>1 = 1 stops extra terms from being counted where hopping out of
the configuration is blocked by the exclusion interaction. This completes the
construction of the probability gain-loss terms for Ṗ++(n), which is




− P++(n)[In>1 + IL−n>1 + 2α] (3.19)
The remaining equations for this system, which can be constructed in the same
way as Ṗ++(n) (recalling that α = α̃/γ and β = β̃/γ are scaled rates), are




− P+−(n)[2In>1 + 2α] (3.20)




− P−+(n)[2IL−n>1 + 2α] (3.21)
γ−1Ṗ0+(n) = P0+(n− 1)In>1 + α[P++(n) + P−+(n)] + (β/2)P00(n)
− P0+(n) [IL−n>1 + α + β] (3.22)
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γ−1Ṗ+0(n) = P+0(n+ 1)IL−n>1 + α[P++(n) + P+−(n)] + (β/2)P00(n)
− P+0(n) [In>1 + α + β] (3.23)
γ−1Ṗ00(n) = α[P+0(n) + P0+(n) + P−0(n) + P0−(n)]− 2βP00(n). (3.24)
Following an analogous approach to the method in the previous chapter, we





and transform the master equations (3.19)—(3.24) into a system of equations
for Gσ1σ2(x). The aim is exactly as it was in the previous chapter: to remove
from the generating function equation for G++(x) all explicit dependence on any
Pσ1σ2(n).
The generating function equations are as follows:
γ−1Ġ++(x) = [x+ x




[G0+(x) +G+0(x)] + (x− 1)(1− xL−1)P++(1) (3.26)
γ−1Ġ+−(x) = [2x










γ−1Ġ0+(x) = [x− (1 + α + β)]G0+(x)− [xLP0+(L− 1)− xL−1P0+(L− 1)]
+ α[G++(x) +G−+(x)] + (β/2)G00(x) (3.29)
γ−1Ġ+0(x) = [x
−1 − (1 + α + β)]G+0(x)− (1− x)P+0(1)
+ α[G++(x) +G+−(x)] + (β/2)G00(x) (3.30)
γ−1Ġ00(x) = α[G+0(x) +G0+(x) +G−0(x) +G0−(x)]− 2βG00(x). (3.31)
We can close the system by making use of the symmetries G0+(x) = G−0(x) and
G+0(x) = G0−(x). Similarly, the number of undetermined constants, such as
P+−(1) and P−+(L − 1), that appear on the right-hand side can be reduced to
68
just three, namely P++(1), P+−(1) and P+0(1), by using the symmetries
P++(L− 1) = P++(1), (3.32)
P−+(L− 1) = P+−(1) and (3.33)
P0+(L− 1) = P+0(1). (3.34)
As before, we can write this system of equations as a matrix equation in which
all the generating functions appear on one side, and all the boundary conditions
on the other side. This reads




µ(x) + ν(x) 0 0 β/2 β/2 0
0 ν(x) 0 0 β/2 0
0 0 µ(x) β/2 0 0
α 0 α µ(x)− β 0 β/2
α α 0 0 ν(x)− β β/2






















where, restating equations (2.45) and (2.46), µ and ν are given by
µ(x) = x− (1 + α) and ν(x) = x−1 − (1 + α) = µ(x−1). (3.38)
69
3.5 Inversion: a power counting strategy
In section 2.4 we inverted the generating functions by explicitly using the inverse
matrix describing the system of generating functions in the sense:
G(x) = (1− x)A−1(x)b(x). (3.39)
However, the inverse of matrix (3.36) is rather unwieldy due to the extra terms
involving β. Therefore we will not pursue the same approach used in chapter 2
here. Instead we will work directly with matrix (3.36), and, using linear algebra
to determine features of its inverse, solve Eq. (3.35) to find Eq. (3.1) without
explicitly introducing A−1(x). However, explicit versions of elements of A−1(x)
will be required to recover the results for the scaling limit in section 3.3. These
are detailed in Appendix B.
As before, the aim is to write the generating functions Gσ1σ2(x) in a form which
allows the probabilities to be read off as coefficients of a power series in x. Using
the results in subsection 2.4.1 as a guide, we expect the final form of these












where Mσ1σ2,ρ and wσ1σ2 are functions of the model parameters α, β and L (but
independent of x), Hσ1σ2(x) are polynomials of order greater than x
L−1, and ρ
labels the roots zρ of the determinant of the matrix A.
The stationary probabilities can be read off immediately as the coefficients of xn
by rewriting each fraction
xMσ1σ2,ρ




















since terms of order greater than xL−1 in (3.40) do not contribute to the
probability distribution: the separation n only goes up to L − 1. In fact, all
terms of degree greater than xL−1 will cancel out as the generating functions
(3.25) do not contain terms beyond that order.
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In order to obtain the form (3.40) for Gσ1σ2(x), we first re-write (3.39) in terms
of the adjugate of A (which is defined as the transpose of the cofactor matrix),
the determinant of A and the vector b as follows
Gσ1σ2(x) = (1− x)
6∑
j=1





where the σ1σ2 subscript of A
−1 indicates the row of A−1 that corresponds to
that generating function, e.g. ++ corresponds to the first row of A−1; j is the
column number of A−1, and adjA is the adjugate of A. We shall see that the
introduction of the adjugate matrix into Eq. (3.42) will allow us to write the
generating function in the form (3.40) without explicitly finding the inverse matrix
A−1. This is because the numerator in Eq. (3.42) plays the role of the kernel in
the derivation here, where as in the equivalent equation (2.48) in section 2.4 the
kernel was taken directly from the inverse matrix.
3.5.1 The determinant as a rational function
We recall that in the kernel method, the numerator must cancel poles in the
denominator. Therefore we now turn to the denominator of Eq. (3.42), which
is the determinant of the matrix A, detA(x). Although this is not easily found
by hand, it is nevertheless readily derived using a computational algebra engine
such as Mathematica. Explicitly, an expression for detA(x) is





2(1 + α + β)





2α2 + αβ + 6α + 2β
)
+ (α− 6)(10− β) + 66
]
x2
+ [αβ − 2(α + β)(3α + β)− 4(3α + 2β + 2)]x3
+ 2(1 + α + β)x4
}
.














(2 + α)(1 + α + β) (3.46)
is a constant. In expression (3.45), z+ and z− are independent roots of the
determinant, and 1/z+ and 1/z− are their inverses (note that they are written
out explicitly in Appendix A). There is also a root at z = 1. These roots are the
poles we are looking for. We can now see how this derivation is leading to the
result in Eq. (3.1): these are the five roots zρ that appear in (3.40). Explicitly:
z0 = 1, z1 = z+, z2 = 1/z+, z3 = z− and z4 = 1/z−.
That this factorisation of the determinant holds can be seen from (3.43), where
the term in braces is a symmetric quartic polynomial in which the coefficient of
the leading term is 2(1 + α+ β). The roots come in these reciprocal pairs due to
the symmetry of this polynomial.
3.5.2 The generating function as a sum of rational functions
In subsection 2.4.3 we applied pole cancellation at this stage of the calculation,
imposing that the kernel (the numerator of the generating function) in Eq. (2.49)
vanished at the poles, yielding Eq. (2.50). Here, we change the order of the
derivation slightly, and first separate out those terms that are greater than
order xL−1, which must ultimately vanish as the generating functions are only
defined up to this order. These terms vanish because they are cancelled by other
terms that will come from the inversion of the denominator after partial fraction
decomposition has taken place. This is the same in principle to the procedure
undertaken at the start of subsection 2.4.3.

























where each combination xpσ1σ2(x) is a polynomial of degree less than x
L and
H̃σ1σ2(x) is a polynomial with a lowest order term x
L. Thus xpσ1σ2(x) contains
all the terms of x3
∑
j adjAσ1σ2,j(x)bj(x) with degree less than L.
Now that we have separated out those terms that do not contribute to the
generating function, we seek to re-write the contributing terms in the form in
Eq. (3.40). This requires individual terms to be over a linear expression 1−x/zρ.
In subsection 2.4.3 this was achieved through partial fraction decomposition. We
shall do the same in this chapter. However, we must first convince ourselves that
the terms in Eq. (3.48), excepting H, are indeed amenable to partial fraction
decomposition. This will be the case if pσ1σ2(x) is of lower degree than q(x); that
is if pσ1σ2(x) lower order than x
5.
We shall now see that is not quite the case, but that the only terms in xpσ1σ2 of
order greater than x5 are of order x6 and xL−1. This is the power counting part
of the derivation strategy, and distinguishes it from the derivation in section 2.4.
To do this, we consider those terms in x3adjAσ1σ2,j(x)bj(x) that are O(x
m) where
5 < m < L− 1. Cramer’s rule [113] leads to the relation
adjAi,j(x)bj(x) = detAi , (3.49)
where Ai is the matrix formed by replacing the i-th column of A with b. Then we
see that O(x6) terms in x3 detAi must come from µ
3 terms in detAi. Likewise,
the O(xL−1) terms in x3 detAi must come from multiplying x
L−1 terms in b by
ν(x)3 terms in detAi. Since b only contains terms of order O(1) and O(x
L−1) one
can check that all other terms in x3 detAi are O(x
m) where either m > L− 1 or
m < 6 .
If pσ1σ2(x) is of lower degree than q(x) (i.e. lower order than x
5), then
pσ1σ2(x)/q(x) will be amenable to partial fraction decomposition, but we have
seen that this is not the case in general. We therefore separate each pσ1σ2(x) into


















where Jσ1σ2(x) takes terms from pσ1σ2(x) amenable to partial fraction decompo-
sition (ie. those of order less than q(x)) and is therefore a polynomial of order x4
or less, and Kσ1σ2(x) takes the higher order terms from pσ1σ2(x). However, at the
same time, we want an expression Kσ1σ2(x)/q(x) that can be cast as a polynomial
rather than a rational function so that we can read off its contribution to the
probability.
We therefore define
Kσ1σ2(x)/q(x) ≡ w(0)σ1σ2x+ w(1)σ1σ2xL−1, (3.51)
where w
(0)
σ1σ2 is equal to the ratio of the coefficient of the x
6 term in xpσ1σ2(x)
with the coefficient of the x0 term in q(x) and w
(1)
σ1σ2 is equal to the ratio of the
coefficient of the xL−1 term in xpσ1σ2(x) with the coefficient of the x
5 term in q(x).
In order to factorise Kσ1σ2(x) by q(x), we add to Kσ1σ2(x) any terms required, in
addition to the x6 and xL−1 terms in xpσ1σ2(x) already present. If these added
terms are of degree less than 5, then we subtract them from pσ1σ2(x). On the
other hand, if the added terms are of degree greater than L− 1 (recall, we have
already shown that there are no further terms between x5 and xL), we subtract




We are now analogously at the point of Eq. (2.52) in subsection 2.4.3. The next
stage is to implement partial fraction decomposition of Eq. (3.50).
3.5.3 Partial fraction decomposition using the ‘cover up’
method
We now know that the expressions Jσ1σ2(x) in Eq. (3.50) are amenable to partial
fraction decomposition. We find that we can immediately recover the form where
expressions (in terms of only the model parameters) are over linear terms of the
form (1 − x/zρ) by using Heaviside’s cover-up method for the partial-fraction




The cover-up method may be used whenever the denominator of a rational
fraction can be factorised into distinct linear factors. We have already seen that
q(x) can be written in this form, and that each Jσ1σ2(x) is a polynomial, and
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(zn − z1)...(zn − zn−1)
· 1
x− zn
where z1, ..., zn are the roots of q(x). The denominators of each fraction in the
resulting decomposition are just the linear factors, as is familiar from normal
partial fraction decomposition. The corresponding numerators, Jσ1σ2(zi), are
found by covering up the factor x − zi in Jσ1σ2 (x)q(x) , and setting x = zi in the rest
of the expression. The terms involving Jσ1σ2 are now in the form of
xMσ1σ2 (zρ)
(1−zρx)
of (3.40) and so straightforwardly invertible. We can ignore the expressions
within H̃ ′σ1σ2(x) entirely as they do not contribute. We may therefore write the













xL−1 + xLH̃ ′σ1σ2 . (3.53)



















We complete the derivation of the general form of the stationary probabilities
in Eq. (3.1) by briefly describing how to determine the weights w
(i)
σ1σ2 that are
non-zero in their corresponding velocity sectors σ1σ2. We proceed column-by-
column in A, replacing each with b (see Eq. (3.49)). Thanks to the symmetries
G+−(x) = G−+(L− x) and G+0(x) = G0+(L− x), we are only required to solve
for four generating functions G++(x), G+−(x), G+0(x) and G00(x).
For G++, as a µ is eliminated (replaced by b1), it is not possible to get a O(x
6)
term, nor a O(xL−1) term as a ν is also eliminated. Hence all the w++ are zero.
For G+−(x), we have sufficient factors of µ to get an O(x
6) term but no diagonal




For G+0(x), we get an O(x
6) term only, for similar reasons and thus a single
nonzero weight, w
(0)
+0. For G00 both µ
3 and ν3 terms are possible, and so G00(x)





Thus we have derived the general form of the steady-state probability of the
interacting run-and-tumble system with finite tumble duration. Note that we
did not require the explicit inverse matrix A−1, nor did we even implement the
condition that the kernel must vanish at the poles. This pole cancellation is
required, however, to determine the constants in Eq. (3.37).
3.5.4 Determination of the constants
We now consider how to determine these constants P++(1), P+−(1) and P+0(1).
We may find two of these as yet undetermined constants by imposing the condition
that the generating functions must not diverge at any x. As Gi has poles at each
of the roots this condition is simply the kernel condition that implies that the
numerator, adjAi,j(x)b̃j(x), has to cancel the determinant poles and thus must
equal zero at all of the roots.
Here we must turn to the explicit expressions for adjAi,j(x) (written out in
Appendix B), which we have hitherto avoided because they are unwieldy to
manipulate by hand. Instead, inputing them into a computational algebra
engine, we readily find that at x = 1, the numerator is automatically zero.
It remains to impose pole cancellation for the roots z = z+, 1/z+, z−, 1/z−.
Although there are 24 simultaneous equations following from this condition,
manipulation with a computational algebra engine leads to only two that are
linearly independent. From these two simultaneous equations we can find any





n=1 Pσ1σ2(n) = 1.
3.6 Plot of the probability distribution and
comparison with simulation
Although we have derived the general form of the steady-state probability
distribution, (3.54) and (3.55), there remain a number of expressions that
have not been presented explicitly in terms of the model parameters α and
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Figure 3.4 (Reproduced from [112]) Comparison of analytic calculation of
probability and simulation results for L = 30, α = 0.01, β = 0.1.
The crosses mark the analytic results that contain delta symbols.
β. These are the roots zρ = zρ[α, β], the weights wσ1σ2 = wσ1σ2 [α, β], the
amplitudes aσ1σ2(zρ) = aσ1σ2(zρ)[α, β], and the constants P++(1) = P++(1)[α, β],
P+−(1) = P+−(1)[α, β] and P+0(1) = P+0(1)[α, β].
It is possible to find these expressions explicitly, but due to their unwieldy
form the details are consigned to a Mathematica notebook in Appendix C. The
notebook performs an exact analytic calculation of the probability distribution
up to the normalisation of the distributions Pσ1σ2(n). Normalisation for a specific
set of model parameters is achieved numerically, calculated to arbitrary precision
limited only by machine capability.
A comparison of a simulation with the analytic solution for particular values of
the model parameters is shown in Figure 3.4, showing complete agreement. The
simulation is similar to that of the instant tumbling model described in section
2.6, but the inclusion of the tumbling configurations, mediated by rates α̃ and β̃,
slightly changes the update procedure.
As before each particle is assigned a position and a velocity, but now this velocity
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can be −1, 0 or 1. Again, at each time step a particle is chosen at random. An
action is then determined for this chosen particle. However, this process will
depend on the velocity of the particle.
If the chosen particle has a velocity of −1 or 1, then a tumble or hop action
is designated according to the ratio of the respective rates: α̃/(γ + α̃). If a
tumble is chosen, the particle enters a tumbling state with new velocity 0. Note
that a particle enters the tumbling state instantaneously, although it will take a
finite time to finish tumbling. A new particle is then chosen in the same time
step. If, instead, a hop is chosen, then the particle hops in the direction of its
velocity according to the exclusion and periodic boundary conditions. After a
hop attempt, successful or not, a new time step begins.
If the chosen particle has a velocity of 0, then the particle can only choose to
remain tumbling or exit the tumbling state according to the ratio of the respective
rates: β̃/(γ + β̃). After this action (continued tumbling, or leaving the tumbling
state) is executed, a new time step begins. The simulation is iterated until a
steady state is reached.
As in chapter 2, the results are presented in the form of effective potentials,
V (x) = − lnP (x). Recall that for equilibrium systems, we would obtain a
Boltzmann distribution P ∝ e−V (x). The effective potential for a nonequilibrium
tells us what kind of potential an equilibrium system, without internal propulsion,
would have to have in order to see the same macroscopic physics. For simplicity,
only the four sectors that do not have symmetry relations with each other are
plotted. These sectors are where the particles are approaching (+− and +0
sectors) or maintain a constant (average) separation (++ and 00 sectors). We
see there is an attraction towards low separations, n L, in the sectors where the
particles are approaching, and that the characteristic lengthscales differ between
these two approaching sectors.
3.7 Scaling limit of the probability distribution
In deriving the stationary probability distribution of the lattice-based model with
finite tumbling duration, we left the final results in equations (3.54) and (3.55) in
schematic form due to the unwieldy parameters z+ and z−. The exact expressions
in terms of the model parameters was left to a computational algebra engine as
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described in the previous section, 3.5.4. Here, however, for the scaling limit
defined by Eqs. (3.2)—(3.4), we may find tractable closed-form expressions for
the probability distributions.
The stationary probability in the scaling limit has already been presented in
equations (3.5)—(3.8) in section 3.3. In this section, the derivation of the exact
expressions for the various amplitudes aσ1σ2 , bσ1σ2 , cσ1σ2 , wσ1σ2 is presented. These
exact expressions are written out explicitly in subsection 3.7.3.
The derivation of equations (3.5)—(3.8) proceeds in three parts. We first find
the roots zρ and the constants P++(1) and P+−(1) in the scaling limit in
terms of P+0(1), φ and θ by cancelling poles in the generating functions (cf.
subsection 3.5.4). Next, using these expressions, we write the amplitudes in terms
of P+0(1), φ and θ only. Finally, we impose normalisation, which gives P+0(1)
in terms of φ and θ only. At the end of this process we arrive at the normalised
probability distribution, Pσ1σ2(y) in terms of the parameters φ, θ and ` only. This
derivation has similarities to that of the scaling limit for the instant tumbling
model presented in section 2.5, which was found directly from the exact solution
in equations (2.63) and (2.76). However, here we start from expressions (3.54)
and (3.55) where normalisation has not formally been implemented and so the
normalisation step forms a distinct step in the derivation.
3.7.1 Constants from pole cancellation
In order to implement the pole cancellation condition on equations (3.54) and
(3.55), each pole corresponding to a root zρ of detA must be cancelled by a zero
in the numerator. As described in subsection 3.5.4, each such condition leads to
a linear equation in P++(1), P+−(1) and P+0(1). We noted that it turns out that
there are only two linearly independent equations in these quantities. This means
that a further condition (namely, normalisation) is required to determine them
all.
One of the roots is zρ = 1. Through the use of a computational algebra engine,
we readily find that the numerator of (3.47) is always zero at x = 1, which
does not provide any information about P++(1), P+−(1) and P+0(1). However, at
the other roots x = z+, 1/z+, z−, 1/z−, the numerator is not automatically zero.
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Consequently, we impose the condition∑
j
adjAσ1σ2,j(zρ) bj(zρ) = 0, (3.56)
at each of the roots zρ = z+, z−, 1/z+ and 1/z−. We find the two desired linearly
independent conditions by taking z = z+ and z = z− in (3.56) with σ1σ2 = ++.
Using the expression (3.37) for bj(x), each of these conditions takes the form
Ã++,1(zρ)P++(1) + Ã++,2(zρ)P+−(1) + Ã++,5(zρ)P+0(1)
= zL−1ρ
[
Ã++,1(zρ)P++(1) + Ã++,3(zρ)P+−(1) + Ã++,4(zρ)P+0(1)
]
(3.57)
where, for convenience, we introduce the notation Ãσ1σ2,j(x) ≡ adjAσ1σ2,j.
To apply these two conditions, we need to know the location of the roots z+ and
z− of detA, as defined by (3.44). By expanding z± about 1 in powers of 1/
√
L
in the explicit expression (3.43) for the determinant, we find that












z− ∼ 1 +
√









A straightforward way to recover the results in Eqs. (3.58) and (3.59) is to make
the ansatz




and substitute it into the determinant (3.44) using a computational algebra

















4 − 4(ε(1)1/2)2φ = 0. (3.62)




2φ, which gives the coefficient
of L−1/2 in Eq. (3.58). The conjugate solution −√2φ gives the scaling of the
reciprocal root to z+, 1/z+. The second term in Eq. (3.58) may be derived by
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again using an ansatz, but this time of the form
















2φ5/2 = 0, (3.64)
where the solution is ε
(1)
1 = φ. Thus we have derived the scaling in Eq. (3.58).
The Eq. (3.62) is also solved by zero, in addition to ε
(1,+)
1/2 and its conjugate. This
implies that there is a second set of of roots solving Eq. (3.44), which we can now
deduce are z− and its reciprocal. We follow the same procedure as for z+ above,
but now make the initial ansatz














, and thus the scaling of z− described by Eq. (3.59).
























Substituting these roots into (3.57), we find that zL−1+ →∞, and so the terms in
square brackets on the right-hand side of (3.57) need to cancel at this root. At
z−, the factor z
L−1
− approaches e
λ where λ = limL→∞ L[z− − 1] is given by
λ =
(




The next step is to determine the leading large-L forms of the adjugate elements
Ãσ1σ2,j(x) appearing in (3.57) at each of the roots. All subleading terms will
vanish in the scaling limit. To identify these leading terms, we require explicit
expressions for Ãσ1σ2,j(x) in the constants α, β and the functions µ(x) = x−(1+α)
and ν(x) = x−1 − (1 + α) = µ(x−1). These can be obtained straightforwardly
using a computational algebra package, and are detailed in Appendix B.
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Table 3.1 Adjugate elements in the scaling limit required to evaluate P++(1) and
P+−(1) and J++.



















































β2(α + 2µ)(α + 2ν)− β(α + 2µ)(µ+ ν)(α + 2ν)
+ 2µν(α(µ+ ν) + 2µν)
)
(3.69)
where µ and ν, defined in (3.38), are functions of x. Substituting the L-dependent
expressions for α and β, (3.4), along with the large L form of z+, (3.59), into the









Using the same method, we can find the leading terms of each of the adjugate
elements in (3.57) at each of the roots zρ. The results are summarised in Table 3.1.
Now, solving the two equations arising from substituting x = z+ and x = 1/z−










eλ(ζ + λ)− ζ + λ
)
φ (ζ (eλ − 1) + 2 (eλ + 1)λ)P+0(1) , (3.72)
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where
ζ ≡ θ + 2φ (3.73)
η ≡ θ + φ . (3.74)
The remaining constant P+0(1) will be found by normalisation (see section 3.7.4
below).
3.7.2 Decay lengths and amplitudes
In the scaling limit, we wish to move from a discrete separation of n lattice
sites to a continuous separation y that lies between 0 and `, in which terms






under which Pσ1σ2(y) =
L
`
Pσ1σ2(n). The discrete distribution (3.53) contains a
set of terms of the form
aσ1σ2(zρ)z
−n+1




and zρ is one of the five roots, zρ ∈ {1, z+, 1/z+, z−, 1/z−}. We now establish
their behaviour in the scaling limit.
We first consider zρ = 1, where the amplitude aσ1σ2 that appears in the result for








































Note that the delta function should be thought of as being slightly displaced
from the boundary at y = 0, so that the integral
∫ `
0
dy δ(y) = 1. The scaling
of aσ1σ2(z+) in the large L limit determines whether the delta function actually
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appears in the σ1σ2 sector. In particular, if aσ1σ2(z+) decays faster than 1/
√
L, we
will not get a delta function contribution. The quantity in the square bracket can
be identified as b
(0)
σ1σ2 that appears in the probability distribution in the scaling
limit. Note that in Equations (3.5)–(3.8) the superscripts on the amplitudes in
the scaling limit were dropped where this was unambiguous.








δ(`− y) . (3.79)
Here, the term in square brackets defines the amplitude b
(1)
σ1σ2 .


































The square-bracketed term defines the amplitude c
(0)
σ1σ2 .





















which furnishes an expression for the amplitude c
(1)
σ1σ2 .
It now remains to evaluate the amplitudes. Recall that Jσ1σ2(x), defined by (3.50),





where the operator T̂4 discards terms of order x
5 and higher in a power series in












where Ã′σ1σ2,j(x) = T̂4x
2adjAσ1σ2,j(x).
In the ++ sector, the adjugate elements exhibit the symmetries
Ã++,1(x) = Ã++,1(1/x) (3.85)
Ã++,2(x) = Ã++,3(1/x) (3.86)
Ã++,5(x) = Ã++,4(1/x) (3.87)
as can be verified by inspection of the explicit expressions presented in Appendix








Meanwhile, the denominator [q(x)/(x − zρ)]|x=zρ that appears in (3.76), has
limiting expressions that are symmetric in zρ → 1/zρ. These expressions are
[q(x)/(x− 1)]|x=1 ∼
φ(θ + φ)(θ + 2φ)
L3
(3.89)




[q(x)/(x− z−)]|x=z− ∼ [q(x)/(x− 1/z−)]|x=1/z− ∼
2φ(θ + φ)(θ + 2φ)
L3
. (3.91)









++ ≡ c++, and similarly b(0)00 = b(1)00 ≡ b00, c(0)00 = c(1)00 ≡ c00.
The remaining ingredient in the amplitudes is the leading large-L behaviour of
the truncated adjugate elements Ã′σ1σ2,j(x) in the scaling limit. In the ++ sector,
these coincide with the expressions set out in Table 3.1. The expressions that are
required in the +−, +0 and 00 sectors are provided in Tables 3.2—3.4.
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Table 3.2 Adjugate elements in the scaling limit for J+−.


















θφ2ζ (4λ+ ζ + 2η)
4L5










2φζ (6λ+ 2ζ + 2η)
8L5
−θ
2φζ (−6λ+ 2ζ + 2η)
8L5
Table 3.3 Adjugate elements in the scaling limit in J+0 .












2ζ (6λ+ 2ζ + 2η)
4L5
−θφ





θ2φζ (4λ+ 2ζ + η)
4L5
θ2φζ (−4λ+ 2ζ + η)
4L5
Table 3.4 Adjugate elements in the scaling limit for J00.


















3.7.3 Explicit expressions for the amplitudes in the scaling
limit
Putting this all together, we obtain explicit expressions for the amplitudes that
appear in the scaling limit of the stationary probability distribution, Eqs. (3.5)–




eλ(η + λ)− η + λ
)











eλ(η + λ)− η + λ
)















eλ(η + λ)− η + λ
)















eλ(η + λ)− η + λ
)
η`L (ζ (eλ − 1) + 2 (eλ + 1)λ) (3.101)
c00 =
ζθeλP+0(1)φ
2`L (eλ(η + λ) + η − λ) . (3.102)
All other amplitudes are zero.
The w coefficients are more straightforward to obtain, since the Kronecker delta
symbols δn,1 and δn,L−1 in (3.41) turn into Dirac delta functions δ(y) and δ(`−y),




















eλ(ζ + λ)− ζ + λ
)
Lφ (ζ (eλ − 1) + 2 (eλ + 1)λ) (3.104)
w
(0)

















Again the other w amplitudes are all zero.
Note that although all the amplitudes have the superficial appearance of a 1/L
decay, this is in fact cancelled by the remaining constant, P+0(1), which scales
as L as will be determined by normalising the distribution. We now turn to
normalisation, from which we find this final remaining constant.
3.7.4 Normalisation
Rather than impose normalisation on the whole probability distribution, it is
sufficient (and more straightforward) to impose it on a single velocity sector in
order to determine P+0(1). The relative weight of each sector can be calculated
straightforwardly because transitions between sectors occur at rates that are
decoupled from the hopping dynamics i.e. the transitions between sectors are
independent of the particle separation n. Moreover, each particle enters a












dy Pσ1σ2(y) = Pσ1Pσ2 . (3.109)
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= α[P+ + P−]− βP0 . (3.112)





Using this result and the fact that P+ + P0 + P− = 1, I find






















ζη (η + eλ(θ + λ+ φ)− λ) (3.115)
+
eλ(η + λ)− θ + λ− φ







which completes our derivation of eqs (3.5)—(3.8).
3.7.5 Plots of the scaling limit distribution
We can directly simulate the scaling limit by having particles move ballistically
at speed v and undergo tumbling and untumbling events at times drawn from
an exponential distribution with means 1/α and 1/β respectively. In Figures 3.5
and 3.6 the distributions (in the form of effective potentials) obtained from this
simulation with the analytical calculation are compared. Once again, we find
complete agreement.
As discussed in section 3.3, and as seen explicitly above, one of the two exponential
decays collapses to a delta function in this limit. This presents the same behaviour
as the lengthscale ξ, Eq. (2.86) in section 2.5. However, the second lengthscale,
ξ− = 1/ ln z−(α, β), which is induced by the finite tumbling time, remains
physically relevant in the scaling limit, expressed by κ in Eq. (3.81). We may
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Figure 3.5 (Reproduced from [112]) Comparison of exact analytic results (solid
lines) with simulation results (dotted lines) for scaling limit. Model
with φ = θ = 1 and ` = 1.
make a formal connection to the work in chapter 2 by considering the limit where
the exit rate from tumbling β → ∞. In this limit tumbling is instantaneous,
and we recover the probability distribution in the scaling limit of Eqs. (2.84) and





δ(y) + δ(`− y)
2(4 + φ)
=













P+0(y) =P00(y) = 0. (3.119)
We now note exactly how this limit is recovered, which shows how the terms from
the scaling limit in equations (3.5)–(3.8) contribute to the β →∞ limit.
As expected, all contributions from states with a tumbling particle vanish in











































Figure 3.6 (Reproduced from [112]) Comparison of exact analytic results (solid
lines) with simulation results (dotted lines) for scaling limit. Model
with φ = 1.1, θ = 0.51 and ` = 1.











However, all of the terms in (++) (and, equivalently, its symmetric counterpart










[δ(y) + δ(`− y)] and (3.123)
c++[e









[δ(y) + δ(`− y)]. (3.124)
91
Thus we see that not all of the probability in the delta functions in (3.117) comes
from the delta-function term b++, but that there is also a contribution from the
originally finite exponential piece multiplying c++. This may be understood as
follows. After a collision, one particle may tumble and change its orientation
such that the particles are no longer jammed but instead moving in the same
direction. We are interested in the case where the particle ‘behind’ then begins
tumbling. When the average tumbling time is short (but not zero), very small
inter-particle separations are generated with a high probability. The effect of this
is seen in simulations: when β is set very large but not strictly infinite there is
a significant fraction of the probability for configurations at very marginal but
non-zero separations. Only when β is set strictly infinite does this probability
moves into the delta-function terms.
3.8 Concluding remarks
In this chapter, we have built on the study of the interacting run-and-tumble
model in chapter 2, in which particle tumbled instantaneously, by including a
finite tumbling duration. This was initially motivated by the fact that modelling
tumbling as instantaneous is intrinsically unphysical but widely used in the
literature. Thus it is of interest to determine the extent to which a more physical,
finite tumbling duration has an effect on the physics of the run-and-tumble
system.
To enable a comparison of the instantaneous and finite duration tumbling models
the exact stationary distribution of the finite tumbling duration model was found
by using a generalisation of the generating function method in chapter 2. The
results, visualised in Figs. 3.4 and 3.5 in the form of effective potentials, show
that as in the case of instantaneous tumbling, effective attractions emerge due
to particle collisions in the finite tumbling model. On collision, the particles
jam until one of them tumbles, changes direction and moves away, which
causes probability to accumulate in configurations where particles are jammed
on neighbouring sites. Mathematically, this is represented by the delta symbol
contributions in Eq. (3.1), as it was in the previous chapter. However, this type
of delta symbol contribution also appears where particles are on adjacent sites
and are both tumbling. This is due to the high probability of entering this
configuration from jamming collisions. This was our first encounter with new
physics in the model with finite tumbling duration.
92
The most significant new feature was the emergence of a lengthscale, ξ−, that
remained finite in the scaling limit, where the more realistic continuum dynamics
of the run-and-tumble random walkers is recovered. This may contribute to
the long-range attractive effects observed through the coarse-grained many-body
models that present motility-induced phase separation. This lengthscale may
therefore be relevant to macroscopic behaviours of run-and-tumble systems.
Furthermore, should the model be testable in the sense described in section 2.1,
the results in this chapter and chapter 2 present an opportunity to test the
difference in the predictions between a model with instantaneous tumbling and a
finite tumbling duration.
More generally in the context of nonequilibrium statistical mechanics, the work
of this chapter has shown that changes in the microscopic dynamics can lead
to additional structure entering the stationary distribution in a variety of ways.
We now consider this with specific reference to the generating function method.
A crucial step is the inversion of the matrix A in Eq. (3.36) that relates the
generating functions in each velocity sector to one another. The elements of this
matrix contain terms proportional to the generating function variable x or to its
reciprocal, 1/x. This is due to particles hopping one site at a time (if they could
hop two sites, one would obtain x2 and 1/x2, and so on). The consequence of this
is that the elements of the inverse matrix A−1 can be written as the ratio of two
polynomials, each related to the determinant of A or one of its submatrices. If
the numerator polynomial is of lower degree than the denominator polynomial,
the generating function has simple poles which, on inversion, translate to
exponential decays in the stationary probability distribution. On the other
hand, if the numerator polynomial has the same or higher degree than the
denominator polynomial, there are additional contributions corresponding to
particle separations that are determined by the difference in the degree of the
two polynomials. In the case of the run-and-tumble models, these additional
contributions have been of δ-function form for jammed configurations.
It is not obvious that the addition of stochastic switching between a running and
a tumbling state without changing its position, which is internal to the particle
dynamics, should be of the type that generates an extra lengthscale rather than a
δ-function contribution to the probability distribution. It would be interesting to
understand more deeply the structure of the A matrix and thereby what physical
processes tend to create effective inter-particle interactions of different types.
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Chapter 4
A graph-theoretic approach to the
run-and-tumble model with
reflecting boundaries
In section 2.6, I described how modifications to the run-and-tumble model,
such as higher dimensions, more particles and reflecting boundaries introduce
more variables into the generating function equations. Such multiple variable
generating function equations are not amenable the simple kernel method of
chapters 2 and 3 (although may be in general soluble by other kernel methods).
To make progress in the analysis of the interacting run-and-tumble system with
more variables we therefore look to other tools, which do not suffer from the
one-variable limitation.
In this chapter, we consider a brute force method based in graph theory to
finding the stationary probability of a Markov process, known as the matrix tree
theorem. We find that in the limit where the tumbling rate is low compared to
the hopping rate—the relevant limit for run-and-tumble swimmers—it is possible
to evaluate the leading order terms in the steady-state probability distribution
of the instantaneous tumbling run-and-tumble model with reflecting boundaries.
We can think of the reflecting boundaries as walls, and so the results are relevant
to studies of active particle interactions under confinement. By comparison with
limiting behaviour from the periodic boundaries model in chapter 2, we find
evidence in the reflecting boundaries model not only of an effective attraction
between the particles, but between the particles and the walls as well.
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4.1 The matrix tree theorem
The matrix tree theorem, also known as Kirchhoff’s matrix tree theorem or the
Markov tree theorem, allows a brute force solution to the steady-state master
equation [115]. It is based on the construction and enumeration of a certain
type of graph, known as a spanning in-tree, where the graph vertices represent
the configurations of the Markov process, and the edges represent transitions
between the configurations, weighted by their corresponding rates.
Before stating the matrix tree theorem, I first review a formulation of the
master equation different to that found in Eq. (2.27) in section 2.3, following
the exposition in [116]. This will allow a precise connection to be made between
the approach from linear algebra used in the previous chapters to solve the master
equation, and the graph-theoretic method adopted in this chapter.
The master equation for configurations C ∈ K in a Markov process with transition
probabilities W may be written as a set of probability gain-loss equations for each
configuration C as
Ṗ (C, t) =
∑
C′ 6=C
P (C ′, t)W (C ′ → C)−
∑
C′ 6=C
P (C, t)W (C → C ′)
(as written in Eq. (2.27) in section 2.3). In the steady state, these equations can
be drawn together into a vector equation as
d
dt
P = ΩP = 0, (4.1)
where Ω is the transition rate matrix




W (Ci → Ck), i = j (4.2)
and P is the stationary probability vector, where the ith component of P, Pi, is
the stationary probability for the configuration Ci. Eq (4.1) is undetermined as
one of the eigenvalues of Ω is zero. However, the sum of the distributions P must
be unity. By incorporating this condition, the following equation holds:
Ω̃iP = ei (4.3)
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where Ω̃i is the matrix obtained from Ω̃ = −Ω by replacing the ith row with the
vector (1, 1, ..., 1) [117]. This multiplies each probability in P by 1 in row i, and
therefore the sum resulting from the matrix multiplication must be unity. The
other elements in Ωi correspond to the steady-state equation, and therefore the
results of the matrix multiplication must cancel.
Replacing column j of Ω̃i with ej leads to Ω̃
i;j. The quantity fj = det Ω̃
j;j









We can make the identification that det Ω̃i =
∑N
k=1 fk, where N is the number
of states of the system. The cofactor fj may therefore be identified as the weight
of the steady state of configuration Cj. The weights f may be obtained through
the enumeration of graphs using the matrix tree theorem.
The elements of graph theory needed to express the matrix tree theorem are
defined below following [118].
Directed graph G = (V,E): A collection of points called vertices, V , and
directed lines called edges, E, which connect some subset of the vertices.
Path in graph G: A sequence of distinct vertices (C1, C2, ..., Cm) where each Ck+1
is related to Ck such that the edge (Ck, Ck+1) ∈ E.
Spanning in-tree, A, of G with a sink C: A subgraph of G, which contains
exactly one directed path from every vertex C ′ 6= C to C.
Figure 4.1 An example directed graph. The vertices are the black circles, and
the edges are the connecting lines with arrows.
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Figure 4.2 A spanning in-tree of the example directed graph in Figure 4.1. The
sink is the circle filled with wavy lines.
Let every distinct configuration, C, correspond to a unique vertex on a graph G.
Every possible transition between any two configurations, C → C ′, is represented
by directed edges from the vertex corresponding to C to the vertex corresponding
to C ′.
Following [119], the matrix tree theorem may be stated as follows
Let S be the set of all spanning in-trees of G rooted at Ci. For each spanning
in-tree A ∈ S let wA be the product of [Ωj;j]ij over all directed edges (j → i) in
A. Then the identity
∑
A∈S wA = fi holds.
The matrix tree theorem states that the stationary weight of a configuration
is determined by counting all of the possible transition graphs that end up at
that configuration (i.e. where it is the sink of the spanning in-tree), weighted
by the particular transition rates of the edges in each of those spanning in-trees.
Normalisation to a probability is given by dividing each weight by the sum of all
the weights in the usual way.
A number of proofs have been given for this theorem, or variants of it. Kirchhoff’s
original proof appeared in German [120], and is available in translation [121].
More recent proofs appear in [119], and in the context of solving stationary
Markov systems in [122] and [123].
In summary, the stationary probability distribution of a system may be calculated
by enumerating the (weighted) spanning in-trees of its transition graph. In
systems of even a modest size, the set of such trees becomes very large, and so
this is normally an intractable computation. However, in certain systems where
the transition rates have a sufficient separation of scales, their graph structures
can be amenable to a perturbative solution [124–126]. Given that, as we saw in
the introduction, in the run-and-tumble system the run rate is higher than the
97
reversal rate, there may be an opportunity to apply the matrix tree theorem. We
will examine the conditions for such an approach in the next section.
4.2 Timescale separation in the transition rates
The contribution of the spanning in-trees to the stationary probability depends
on two features: the number of spanning in-trees and the weights associated with
each of the spanning in-trees (the product of the weights of the edges in the
spanning in-tree). If there are edges with much greater weights (corresponding to
larger transition rates) than others, then the spanning in-trees with more of those
edges will individually contribute more to the probability than those with fewer
large-weight edges. Intuitively, if there is a set of spanning in-trees containing
each tree that has the joint-greatest number of edges with the largest weight WB
then, in the limit of WB large enough, that set of spanning in-trees will dominate
the stationary probability. This limit of WB large enough would amount to a
separation in the timescale of the transition rates of the system: the transitions
occurring at rate WB would have to be sufficiently faster than any others.
Alternatively, there may be a set of trees with the same edge weights that make
up the largest number of spanning in-trees. In this case, if all the transition
rates are small enough, then this set of spanning in-trees would dominate the
stationary probability distribution. For either of these cases, only a subset of the
spanning in-trees of the whole system would need to be enumerated to find the
stationary solution.
Several researchers have independently refined this intuition in order to find
approximate solutions to the master equation [124–128]. In [125], Basile and
collaborators find a perturbative solution to the chemical master equation, which
is a stochastic description of the reaction kinetics in mesoscopic systems, by
expanding the eigenvalues of the transition matrix and calculating approximations
for their corresponding eigenvectors using a tree-based method. Szavits-Nossan
takes a different approach in [126], where he shows that in the low-current regime
of the totally asymmetric simple exclusion process, the current is determined
solely by the current-minimising subset of equal hopping rates, regardless of other
hopping rates. Work that brings together both a tree-based method and scale
separation in the transition rates may be found in a series of papers by Maes and
co-workers [124, 127, 128]. This approach is closely related to the work in this
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chapter, and I outline it briefly in the following subsection 4.2.1. In subsection
4.2.2, I adapt this formulation so that it may be applied to our run-and-tumble
problem as formulated in chapter 2.
4.2.1 A low temperature expansion
In [124], the authors consider a Markov jump process on a finite set of states
x, y, ... ∈ K with associated energy levels E(x), E(y)..., and transition rates
W (x → y) = W (x, y) that depend on a parameter β, interpreted as inverse
temperature. Dynamic reversibility is then imposed, such that if W (x, y) > 0,
then W (y, x) > 0. Their goal is to find the stationary probability.





logW (x, y) =: φ(x, y), (4.5)
where β ≥ 0 is the inverse temperature of the environment. They prove that as
β →∞ the occupation of a state x, P ∗(x)low T, can be expressed as
P ∗(x)low T =
1
Z




∗(y)low T and A(x) is the reactivity in the Arrhenius sense.
We now consider each of the terms in Eq. (4.6) and relate them to the model
definition.




which is a measure of the lifetime of the state x. The log-asymptotic transition
probability between states x and y is given by
U(x, y) := −max
y
φ(x, y)− φ(x, y) = −Γ(x)− φ(x, y). (4.8)
The accessibility, Θ(x), is the probability of other states transitioning into x. By







There may be many spanning in-trees for a state. However, as the maximum
transition rates dominate, the accessibility of a state is determined by picking only





The set of trees which minimise U(Tx) is denoted M(x). We now define
reactivities a, which will form part of the expression for A(x):
a(x, y) = W (x, y)e−βφ(x,y), (4.11)






a(y, y′) = eo(β) (4.12)
Maes and collaborators apply this formula to a number of toy systems including
a flashing potential ratchet, and a model of an equalising process in lasers [124].
They also find the dominant states of the boundary driven Kawasaki process in
the low temperature regime [128].
The key advantage of this low temperature regime is that evaluation of the
stationary probabilities only requires enumeration of the U -minimising set of
spanning in-trees rather than the all the possible spanning in-trees. This method
also includes the dynamics by counting the number of spanning in-trees, rather
than just evaluating the product of the edges in the U -minimising spanning in-
trees. This profound reduction in computation occurs because the maximum
transition rates dominate in the low temperature regime. In the next subsection,
we show that this is not restricted to dynamically reversible systems that obey
all the conditions above, but can be extended to any Markov system exhibiting
a sufficient separation of scales.
4.2.2 A general scale-separated expansion
The run-and-tumble model does not satisfy the dynamic reversibility of the
formulation considered in [124] and so the work of Maes and collaborators cannot
be directly applied. However, their approach of finding a much smaller subset
of trees to enumerate that yields leading-order steady-state weights can serve as
100
inspiration for a more general perturbative method, which is the focus of this
subsection.
I now assume that scale-separation exists between the transition rates in a Markov
process and show that a perturbative stationary probability solution emerges.
This solution follows directly from the matrix tree theorem, and holds in the
limit that the contributions to the probability weights from the spanning in-trees
containing the greatest number of edges with the largest transition rate dominate
all other contributions from other spanning in-trees.
Consider a Markov process on a finite set of N states C1, C2, ..., CN with M
transition rates W1,W2, ...,WM . We label the transition rates of the Markov
process according to their size, such that W1 > W2 > ... > WM . The matrix tree
theorem gives the stationary probability weights as a sum of products of these
transition rates, or edge weights, with prefactors corresponding to the number
of spanning in-trees associated with each set of the same transition-rate edge









where Φi is the set of all spanning in-trees of the state Ci, φl,i is an element of
Φi, where each φl,i corresponds to one spanning in-tree of Ci with a particular
set of edges, j labels each of the transition rates (or edge weights) Wj, pj,l is
the number of edges with weight Wj in the spanning in-tree φl,i. We work in
the regime where the transition rates imply that the hierarchy of stationary
probability weights is determined only by the spanning in-trees which have the
most edges corresponding to the largest transition rate WB: the ‘leading-order’
spanning in-trees.
We may now factorise by collecting all the terms with the same powers of the
biggest edge weights in their respective spanning in-trees. Let the largest power
of the biggest edge weight WBi for any of the spanning in-trees of Ci be a1,i and
the next highest be a2,i, and so on. The stationary probability weights factorised















where ΦWk,i is the set of all spanning in-trees of the state Ci that have ak,i edges of
weight WBi , ψl,i labels each spanning in-tree in ΦWk,i (that is, a spanning in-tree
of Ci with ak,i edges of transition rate WBi), and qj,l is the number of edges with
weight Wj in the spanning in-tree labelled by ψl,i. In this way we have built up
an expansion for the stationary probability weights in terms of the leading-order
spanning in-trees.
The leading-order spanning in-trees for a state Ci are defined as the spanning in-
trees of that state with the greatest number of edges with the greatest transition
rate WBi . We now impose a condition on the transition rates such that only the
leading-order set of spanning in-trees is needed in order to establish the hierarchy
of stationary probabilities. We require that WBi be sufficiently larger than any
other transition rates such that all sub-leading order contributions (combined)
are smaller than the leading-order contribution. We may then re-write (4.14) as











The precise scale separation of the transition rates required for this expansion to
hold will depend on the contributions from sum for k > Bi in (4.14). We note
that this leading-order approximation does not capture any difference between
the sub-leading orders of these configurations
Despite this significant simplification compared with the original incarnation
of the matrix tree theorem, the resulting calculations are not necessarily
straightforward. Specifically, for the hierarchy of the stationary probabilities
to be tractable will require the structure of the leading order spanning in-trees to
be amenable to enumeration. The run-and-tumble model of bacterial dynamics
provides a natural opportunity to investigate this method as it exhibits timescale
separation in its transition rates.
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4.3 Application of the matrix tree theorem to the
instant tumbling run-and-tumble model with
periodic boundaries
We saw previously in section 2.5 for the interacting run-and-tumble model with
instantaneous tumbling that in the limit where the reversal rate, ω, goes to
infinity, the equilibrium simple exclusion process is recovered and the emergent
attraction, apparent in the full solution, disappears (see Eq. (2.80)). However, in
the opposite limit in Eq. (2.81), where the hopping rate, γ, is high, the combined
effects of mutual exclusion between the particles and persistent dynamics left the
emergent interactions intact. The limit γ  ω is therefore of particular interest
in this thesis.
Furthermore, the γ  ω limit is an expression of scale separation in the transition
rates of the model of interacting run-and-tumble random walkers. Thus it presents
an opportunity to apply Eq. (4.15) in a case where there are only two edge weights:
γ and ω. In this section I will show the leading-order probability weight can
be exactly calculated for every configuration by explicitly finding every term in
Eq. (4.15) explicitly. Of course, the physics of this limit is already understood as
it was derived from the exact solution in equations (2.63) and (2.76). However,
later in this chapter we will see that this graph-theoretic approach is also able to
provide an analytic expression for the γ  ω limit of the run-and-tumble model
with reflecting boundaries, which was not accessible with the previous generating
function approaches. Application to the model with periodic boundaries is
therefore not only a proof of principle, it will also prepare us for the more involved
work required to solve the reflecting boundaries case.
I now derive the limit Eq. (2.81) using the graph theory approach outlined by
Eq. (4.15). The leading-order stationary probability of a configuration will consist
of all the contributions of the spanning in-trees (with that configuration as the
sink) that have the most hopping edges. Equivalently, these are the spanning
in-trees with the fewest tumbles. The leading-order stationary probability weight






where hi is the number of hopping edges in the leading-order spanning in-trees for
a particular state, ti is the number of velocity reversal edges, and the sum counts
the number of spanning in-trees at this order. Furthermore, for any configuration
Ci,
hi + ti = Ω− 1, (4.17)
where Ω is the total number of states in the two particle system. Ω − 1 may
be understood as the number of edges needed to join all the configurations in a
spanning in-tree.
In the following subsection, we will see that it is straightforward to identify the
value of h and t for each of the configurations in this system.
4.3.1 Hopping-only graphs
To identify the value of hi, which then automatically gives ti through Eq. (4.17),
it is only necessary to find the number of hopping edges in the spanning in-tree
or trees with the most hopping edges. As the spanning in-trees must connect
all the configurations in the system, some tumbling edges will be necessary. For
example, there is no way to connect configurations in ++ to +− without a tumble
edge.
Intuitively, the structure of the spanning in-tree(s) with the most hopping edges
will be related to the graphs containing all possible hopping edges within each
velocity sector. Graphs with all the possible hopping edges in each velocity sector
are termed hopping-only graphs. By connecting up modifications of the hopping-
only graphs with tumbling edges, it should be possible to construct the spanning
in-trees with the most hopping edges.
In Figures 4.3 and 4.4 the hopping-only graphs are drawn for the ++ and +−
velocity sectors. We can take advantage of the symmetries with −− and −+,
and therefore do not need to draw their hopping-only graphs explicitly.
The hopping-only graphs have a straightforward structure. In order to draw full
spanning in-trees a number of observations are useful. First, in the ++ sector
every configuration is accessible from any other through hopping edges only, as
is shown in Figure 4.3. It follows that it is possible to connect a sink C in ++
to all other ++ configurations in a spanning in-tree with only hopping edges.
This is depicted in Figure 4.5. The sink, coloured in cyan, could equivalently be
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moved to any other configuration (n,++) and still be accessible from every other
++ configuration using only hopping edges. Therefore for C in ++ the task of
constructing the spanning in-trees is reduced to connecting all the configurations
in the other velocity sectors to some configuration (not necessarily C) in ++. By
symmetry, it is the same for sinks in −−.
Figure 4.3 Graphs for the ++ sector with only hopping edges with configurations
denoted by circles and hopping edges in and out of configurations by
arrows.
Figure 4.4 A graph of the +− sector with only hopping edges
Figure 4.5 A graph with all edges in ++ leading to a configuration coloured in
cyan.
The hopping-only graphs for the +− sector are different. The configurations
(1,+−) and (L − 1,+−) are special. All configurations in +− can be reached
only via hopping edges from (L−1,+−), and all configurations can be connected
to (1,+−) only along hopping edges. For −+, the symmetric configuration to
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(1,+−) is (L − 1,−+) and has the same feature. Similarly, for (L − 1,+−)
the symmetric configuration in −+ is (1,−+). These will play a key role in
constructing spanning in-trees with the fewest tumbling edges.
4.3.2 Connecting the hopping-only graphs
The fact that all configurations in +− can be connected to (1,+−) only by
hopping edges provides a way to connect all configurations in +− to a sink in a
different velocity sector without introducing many tumbling edges. They can be
first routed through (1,+−), which can then be connected by a tumbling edge to
a different velocity sector.
Similarly, (L−1,+−) provides a way to connect configurations from other velocity
sectors to a sink in +−. Both (1,+−) and (L − 1,+−) can work together to
provide access to sinks in +−. These special states are shown in Figure 4.6.
Analysis of Figure 4.6 permits evaluation of hi for every configuration Ci. We
consider each velocity sector in turn.
Calculation of h for the ++ configurations proceeds in four steps. The first step
is to consider (1,++) as a sink and connect all configurations in ++ to (1,++),
which can be achieved with only hopping edges. This is shown in Figure 4.7.
The following three steps are shown in Figure 4.8. They involve connecting the
remaining configurations in the system, which are all in other velocity sectors,
to some configuration in ++. As all ++ configurations are already connected to
the sink, once this is done, we will have a spanning in-tree.
In steps 2 and 3, all configurations in +− and −+ are connected to the sink. In
step 2, +− configurations are connected by hopping edges to (1,+−). (1,+−) is
then connected by one tumbling edge to (1,++). In step 3, all configurations in
−+ can be connected by hopping only edges to (L− 1,−+). (L− 1,−+) can be
connected by one tumbling edge to (L − 1,++), which in turn is connected by
hopping only edges to (1,++).
In the final step, we consider the −− configurations. As any configuration in
−− can be connected to any other by only hopping edges, we can pick any
configurations to act as a ‘sub-sink’ for all the configurations in −−. Then we
require only one tumbling edge to connect to any configuration in either +− or
−+, which from steps 2 and 3 will already be connected to (1,++).
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Figure 4.6 A schematic of the key configurations in the model with periodic
boundaries. Configurations that can be reached by hopping edges only
from any other configuration in their velocity sector are coloured in
black. Configurations that can reach any other configuration in their
velocity sector are coloured in white. The configurations in ++ and
−− are both, so are striped black/white. Those configurations that
can be linked by a tumbling edge to configurations in other velocity
sectors have complementary shapes. For example, the crescent
(1,++) configuration can be linked by a tumbling edge to the circular
(1,+−) configuration.
Figure 4.7 All configurations in ++ are connected to (1,++) by hopping edges
only.
This completes a spanning in-tree for (1,++), which has three tumbling edges.
We know that this is the minimum number possible, as at least one tumbling
edge is required to connect configurations in one velocity sector to a sink in a
different velocity sector. There are always three velocity sectors apart from the
one housing the sink. There are, of course, further spanning in-trees that can
be formed for (1,++), which we will address in the next subsection. Turning to
the number of tumbling edges for the other configurations in ++, we can use the
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Figure 4.8 All configurations are connected to the sink (1,++) in a spanning
in-tree.
fact than any configuration in ++ can be connected to any other without the
need for further tumbling edges. Thus all ++ sinks required the same number of
tumbling edges as (1,++). By symmetry this analysis also holds for −−. Thus
a spanning in-tree for any configuration in ++ (or −−) can be constructed with
only three tumbling edges.
The construction of spanning in-trees for the (1,+−) and (L− 1,−+) configura-
tions is similar to the above for ++. This is because every configuration in their
respective sectors can be connected to them via only hopping edges. However,
when other +− and −+ configurations are the sinks, this is not possible and will
necessitate further tumbling edges out of +− or −+.
Therefore we can determine that only (1,+−) and (L− 1,−+) will contribute at
the same order as the ++ and −− configurations. To recover Eq. (2.81), we can
then safely ignore the other configurations in +− or −+. Using the symmetry
between (1,+−) and (L− 1,−+), t for (1,+−) will be the same as (L− 1,−+).
We therefore now find t for (1,+−).
A spanning in-tree with the minimum tumbling edges for (1,+−) is shown in
Figure 4.9. It may be constructed as follows. All configurations in +− may be
connected by only hopping edges to (1,+−). Then all configurations in ++ and
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Figure 4.9 All configurations are connected to the sink (1,+−) in a spanning
in-tree.
−− may be connected by only hopping edges to (1,++) and (1,−−) respectively.
(1,++) and (1,−−) may be connected to (1,+−) by a tumbling edge each.
Lastly, all configurations in −+ may be connected to (L− 1,+−), which may be
connected to any configuration in ++ or −− as these configurations are already
connected to (1,+−).
4.3.3 Recovery of the low-tumble limit
It remains to determine how many spanning in-trees there are for each ++ (and
−−) configuration, and for (1,+−) and (L−1,−+). Here symmetry can be used
to shorten the calculation. Every configuration in ++ is equivalent in terms of
the construction of spanning in-trees because they are all mutually accessible.
Therefore they have the same number of spanning in-trees at this leading order.
Secondly, as each velocity sector must have 1/4 of the probability and there are
L− 1 configurations in ++, the leading order probability is
P++(n) =
1
4(L− 1) , (4.18)
109
which recovers the result in Eq. (2.81). The calculation is even easier for (1,+−)





recovering the second part of the result in Eq. (2.81).
4.4 A run-and-tumble model with reflecting
boundaries
I now define a new run-and-tumble model, with the same bulk dynamics as the
instant tumbling model but different boundary conditions: reflecting boundaries.
As before, we have lattice-based run-and-tumble random walkers under mutual
exclusion that hop at rate γ on a lattice of N sites (distinguishing this model
from the L-site lattice with periodic boundaries). A state is uniquely described
by (aδ, bε), where a, b = 1, ..., N are the occupied sites, and δ, ε = ± are the
directions. For example, a configuration (1+, 2+) means the first particle is right-
moving and on site 1, and the second particle is also right-moving and on site
2. Velocity reversal occurs for each particle at rate ω as for the instant tumbling
model in chapter 2. The model is depicted in Figures 4.10 and 4.11.
Figure 4.10 Microscopic update schematic for separated particles, with one at
a boundary: this diagram shows an example configuration of the
model, with a right-moving particle depicted on the upper row, and
a left-moving particle on the lower row. The arrows signify which
microscopic dynamical updates are available to the particles. The
right-hand particle is blocked by the boundary, so velocity reversal
is the only option available to it. The left-hand particle is freely
moving.
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Figure 4.11 Microscopic update schematic for particles colliding at a boundary:
this diagram shows an example configuration of the model, with a
right-moving particle depicted on the upper row, and left-moving
particle on the lower row. The arrows signify which microscopic
dynamical updates are available to the particles. The right-hand
particle is left-moving, and so it is not blocked by the boundary, but
as it is in a collision with the left-hand particle velocity reversal is
the only option available to it.
I now apply the scale-separated steady-state formula in (4.15) to the run-and-
tumble model with reflecting boundaries.
4.5 Leading-order exponents
As for the run-and-tumble model with periodic boundaries, the leading-order
probability weights for configurations in the model with reflecting boundaries
will be of the form of Eq. (4.16). Calculation of the weights also proceeds along
the same principles as the periodic boundaries case, although enumeration of
the spanning in-trees is significantly more involved. In this section, I elucidate
the structure of the hopping-only graphs of the reflecting boundaries model,
which enables identification of the leading-order exponents, h and t, for every
configuration. In the next section, I shall enumerate the corresponding spanning
in-trees for each configuration using lattice path enumeration methods.
4.5.1 Hopping-only graphs
In Figures 4.12—4.15 the hopping-only graphs of the four velocity sectors for
the run-and-tumble model with reflecting boundaries are drawn. Note that the
symmetry in +− and −+ is broken by the walls. The symmetry between ++
and −−, however, remains.
The following features of the hopping-only graphs, which formalise the role of the
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Figure 4.12 A schematic of the hopping-only graph for ++ sector. As this
is a schematic for an arbitrary system with N lattice sites only
some of the configurations are drawn, and are indicated with circles.
Similarly, only some edges are included. The hopping subsource
(1+, 2+), denoted by a white circle, can reach any configuration in
++. Similarly, all configuration can be connected to the hopping
subsink ([N − 1]+, N+), which is denoted by a black circle.
Figure 4.13 A schematic of the hopping-only graph for −+ sector. As this
is a schematic for an arbitrary system with N lattice sites only
some of the configurations are drawn, and are indicated with circles.
Similarly, only some edges are included. All configurations can be
connected to the hopping subsink (1+, N−), which is denoted by a
black circle.
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Figure 4.14 A schematic of the hopping-only graph for +− sector. As this
is a schematic for an arbitrary system with N lattice sites only
some of the configurations are drawn, and are indicated with circles.
Similarly, only some edges are included. The hopping subsource
(1−, N+), denoted by a white circle, can reach any configuration
in +−.
Figure 4.15 A schematic of the hopping-only graph for −− sector. As this
is a schematic for an arbitrary system with N lattice sites only
some of the configurations are drawn, and are indicated with
circles. Similarly, only some edges are included. The hopping
subsource ([N−1]−, N−), denoted by a white circle, can reach any
configuration in ++. Similarly, all configuration can be connected
to the hopping subsink (1−, 2−), which is denoted by a black circle.
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key configurations familiar from the periodic boundaries case, will be of use in
finding the exponents of the leading order spanning in-trees:
1. The ++, −− and +− graphs have hopping subsources (white circles):
vertices from which any other vertex within the hopping-only graph can
be reached only along hopping edges.
2. The ++, −− and −+ graphs have hopping subsinks (black circles): vertices
to which any other vertex within the hopping-only graph can reach only
along hopping edges.
As argued before for the model with periodic boundaries, the leading-order
spanning in-trees will be determined by connecting the hopping-only graphs with
the fewest tumbles. We will see how to do this using an analogous formulation to
the key configurations depicted in Figure 4.6 for the periodic boundaries model.
4.5.2 Connecting the hopping-only graphs
A schematic of the key configurations is shown in Figure 4.16. This reduced
description of the hopping-only graphs will be used to find the leading-order
exponents and, in the next section, to explicitly enumerate the leading-order
spanning in-trees. It is these key configurations, analogous to those in Figure 4.6
for the periodic boundaries model, on which all tumbling edges are dependent to
leading order regardless of the actual sink of any one spanning in-tree.
To summarise the goal briefly: a leading-order spanning in-tree connects all the
configurations in the system to the sink, either by direct tumbling/hopping to the
sink or indirectly through other configuration(s) connected directly by hopping
to the sink, with the minimum number of tumbles. In practice, this means
connecting some of the key configurations identified in Figure 4.16 with tumbling
edges. Note that each of the jammed configurations (a+, [a+ 1]−), unless acting
as the sink of the in-tree, must tumble because they cannot hop to any other
configuration. Similarly, all the hopping subsinks must tumble. Given these
constraints, and that spanning in-trees must contain no loops, the minimum
number of tumbles for in-trees of a particular state can be counted.
There are fourteen separate calculations required to find the leading-order
exponents for all the configurations. However, these can be reduced to four
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Figure 4.16 A schematic of the key configurations. The dotted lines with arrows
indicate the direction of hopping within the sectors. Hopping
subsources are coloured in white. Hopping subsinks are depicted in
black. The configurations which can tumble directly to each other
have complementary shapes. For example, the crescent (1−, 2−)
may tumble directly to the circular (1+, 2−). (1−, 2−) may not
tumble directly to (1+, 2+) - it would require two tumbles - and
therefore these states do not have a complementary shapes.
cases, which are shown in detail below. The full set of leading-order exponents
may be found in Table 4.1. All expressions have been checked explicitly using a
computational algebra engine up to N = 10.
Case 1: ([N − 1]+, N+)
We first consider the hopping subsink ([N − 1]+, N+) as the sink of the whole
spanning in-tree. An example of a leading-order tumbling diagram is shown in
Figure 4.17.
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Figure 4.17 A leading order tumbling diagram for ([N − 1]+, N+) as the
sink of the spanning in-tree. This schematic only shows the key
configurations as detailed in Figure 4.16 and the corresponding
edges in to them and out of them. The unconnected arrows from
(1+, 2−) and ([N − 1]+, N−) indicate that they may tumble to
either the ++ or −− sectors. This is the case for all the remaining
further N−3 jammed configurations, which are not explicitly shown
in this diagram. As ([N − 1]+, N+) is a hopping sink for the ++
sector, it is sufficient for all states to be connected to the ++ sector
as wherever they are connected to by tumbling in the ++ sector,
they will then be connected to ([N − 1]+, N+) by hopping within
the ++ sector.
As long as every configuration in the other sectors is connected to some state in the
++ sector, which will necessarily involve tumbling, and there are no loops, then
we have an in-tree for ([N − 1]+, N+). No further tumbling edges are required,
as all ++ sector states may be connected by hopping to ([N − 1]+, N+).
The −− and −+ sectors have hopping subsinks. We exploit these to minimise the
number of tumbles: all states in these sectors will be connected to ([N−1+], N+)
via their respective hopping subsinks. Only one tumble is then required from each
of the −− and −+ sectors. We are left to consider the +− sector. Together, all
the states in the +− sector can hop to one of the N − 1 jammed configurations
(a+, [a+1]−). We therefore require all the jammed configurations to tumble, but
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no others in the +− sector. In total, we require 2 + (N − 1) = N + 1 tumbles for
each of the leading order spanning in-trees of ([N − 1+], N+). We now have the
exponent for ([N − 1+], N+): γ2(N−1)N−N−2ωN+1.
A similar analysis holds for the other hopping subsinks (1−, 2−) and (1−, N+),
where states in ++ are connected to them via a tumbling edge from ([N −
1+], N+). (1−, 2−) and (1−, N+) therefore have the same leading-order
exponents.
Case 2: (a+, b+)
We now consider the other configurations in the ++ sector, namely (a+, b+).
Again, we take advantage of the hopping subsources and subsinks in each of
the sectors. We note that the spanning in-trees will be very similar to those for
([N−1]+, N+) with one added complication: configurations of the form (a+, b+)
are not hopping subsinks. Therefore a number of configurations within the ++
sector cannot be connected by hopping to (a+, b+) and the paths within the ++
sector will split into two.
In order to address this complication, we note that (1+, 2+), as a hopping
subsource, can always be connected by hopping to any (a+, b+). Let us impose
this condition, i.e. (1+, 2+) is connected by hopping edges to (a+, b+). A
schematic for this backbone can be found in Figure 4.18. We then note that as
long as ([N − 1]+, N+) is connected via tumbling to a configuration in another
velocity sector to (1+, 2+) we can recycle much of the analysis in Case 1. This
will produce leading-order spanning in-trees because it maximises hopping by
Figure 4.18 A path from the ++ hopping subsource to a configuration in ++.
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Figure 4.19 A tumbling diagram for a sink (a+, b+), b 6= N . The sink is
coloured in cyan. Note that all the hopping sinks tumble.
making use of the hopping subsink ([N − 1]+, N+).
Thus the leading-order spanning in-trees for (a+, b+) have one more tumble than
for ([N − 1+], N+), as the configuration ([N − 1+], N+) must tumble to some
other velocity sector, before being connected to the sink in ++ through that other
velocity sector configuration. Hence, the exponent is given by γ2(N−1)N−N−3ωN+2.
An example tumbling diagram is shown in Figure 4.19.
By symmetry, (a−, b−) spanning in-trees have the same leading-order exponents
as (a+, b+) configurations. Furthermore, this same backbone argument, where
the backbone is made by imposing the condition that the sink is connected to
the hopping subsource in same hopping-only graph, can be made for the other
configurations to derive their leading-order exponents, as well shall see with the
next example.
Case 3: (a+, b−)
For the +− sector, we first consider the configurations (a+, b−), |b− a| > 1. As
was the case for (a+, b+), (a+, b−), |b−a| > 1 is not a hopping subsink. Therefore
at least one extra tumbling edge is required compared to the configurations with
spanning in-trees with the fewest tumbles, such as ([N − 1]+, N+).
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Figure 4.20 A tumbling scheme for leading-order spanning in-tree with a sink
(a+, b−), |b − a| > 1. All −− configurations are routed through
(1−, 2+) first, and then (1+, N+), which tumbles directly to
(1+, N−). (1+, N−) is connected by hopping edges to the sink.
When building a spanning in-tree with (a+, b−), |b− a| > 1 as the sink, we can
make use of the hopping subsource (1+, N−) and impose the condition that it is
connected by hopping edges to (a+, b−), |b− a| > 1. Thus a backbone is formed
in much the same way as was done in the previous example where (1+, 2+) was
connected by hopping edges to (a+, b+).
It remains to ensure that all the other configurations in the system are somehow
connected to this backbone. Here we can make further use of the hopping subsinks
in ++, −− and −+ so the problem reduces to ensuring the key configurations
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([N − 1+], N+), (1−, 2−) and (1−, N+), as well as the remaining configurations
in +−, are connected to the backbone.
(1−, N+), through which all −+ configurations can be connected by hopping
edges, cannot be connected by a tumbling edge directly to (1+, N−). Therefore
configurations in −+ have to be routed through ++ or −− in order to be
connected to +−. This restriction will mean that an extra tumbling edge is
required for spanning in-trees of (a+, b−), |b − a| > 1 configurations compared
to (a+, b+) above.
Let us show this explicitly with an example of a leading-order spanning in-
tree. (1−, 2−), though which all −− configurations are connected, may be
connected via a tumbling edge to (1−, 2+). (1−, N+), through which all −+
configurations, and now all −− configurations, are linked may be connected to
(1+, N+). (1+, N+) may then be connected via a tumbling edge to (1+, N−),
and thus to the sink (a+, b−), |b − a| > 1. The remaining ++ configurations
not connected to (1+, N−) via (1+, N+), can hop to ([N − 1]+, N+), which
can then tumble to −+ to be connected to the sink via (1+, N−). Lastly, all
configurations in +− not connected to the sink via the backbone can hop to one
of the jammed configurations in +−, which necessarily tumble to either ++ or
−−, where all configurations have already been connected to the sink. A diagram
for this tumbling scheme is shown in Figure 4.20. The resulting leading-order
exponent is γ2(N−1)N−N−4ωN+3.
It might be expected that this analysis would also hold for the jammed
configurations (a+, [a + 1]−). However, in the above scheme for (a+, b−), |b −
a| > 1 all jammed configurations tumble, but should not when they are sinks.
Therefore for the jammed configurations one less tumbling edge is required, and
they have leading-order exponents of γ2(N−1)N−N−3ωN+2.
Case 4: (a−, b+)
It remains to derive the leading-order exponents for (a−, b+). Let us consider
(a−, b+), a, b 6= 1, N first. For −+ there is no hopping subsource within the
hopping-only graph to use as the origin for the backbone, as we did for the
previous two examples. Therefore the backbone, rather than being in the sink’s
hopping-only graph, will be in either ++ or −−. The backbone will end at
either (a+, b+) or (a−, b−). One of these configurations can collect all the
other configurations in the in-tree and then tumble directly to the sink (a−, b+).
Depending on whether (a+, b+) or (a−, b−) is chosen as the configuration to
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tumble directly to the sink, the hopping subsource in ++, (1+, 2+), or −−,
([N − 1]−, N−), respectively will be the origin of the backbone.
Let us consider an example explicitly where (a+, b+) is chosen as the configuration
at the end of the backbone, exactly as in Figure 4.18. We want all the
configurations in the system, except the sink (a−, b+), a, b 6= 1, N , to be
connected to (a+, b+) via (1+, 2+). All configurations in −− can be connected
via the hopping subsink (1−, 2−) to (1+, 2−) with a tumbling edge and then
(1+, 2+) through a further tumbling edge. If all +− jammed configurations
tumble to −− then they will also be connected to the sink. ([N − 1]+, N+)
can collect all those configurations in ++ not part of the backbone, and, via a
tumbling edge to +−, be connected to the sink.
We can then make use of the fact that all the configurations in −+ can be
connected via hopping edges to (1−, N+). (1−, N+) can be connected via a
tumbling edge to (1−, N−), which in turn we know is connected to the sink, as
all −− configurations have already been connected to the sink. Thus the leading
order exponent for the configurations (a−, b+), a, b 6= 1, N is γ2(N−1)N−N−4ωN+3.
For (a−, N+), a > 1, and its symmetric counterpart (1−, b+), b < N , one less
tumbling edge is required. This is because it is possible to construct a backbone
within −+ for such configurations. Let us consider an example explicitly.
For a sink on the N+ branch in −+, (a−, N+), a > 1, the configuration ([N −
1]−, N+) can be connected by hopping edges to it to form the backbone. We
can then make use of the hopping subsink in ++, ([N − 1]+, N+), which can
be connected by a tumbling edge to ([N − 1]−, N+), and thus connected to the
sink. By routing all the other configurations in the spanning in-tree through
([N − 1]+, N+) we eliminate the need for the tumble directly to the sink from
its conjugate configuration in ++ or −−, as required above.
4.5.3 Table of leading-order exponents
The leading-order exponents for all the configurations are brought together in the
table below. These have been checked up to N = 10 using by explicitly solving
Eq. (4.4) for this system using a computational algebra package.
From Table 4.1, a hierarchy in the weights is immediately apparent. We see
that jammed configurations by the walls are of the highest order. In contrast
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State(s) Exponent
([N − 1+], N+) γ2(N−1)N−N−2ωN+1
(a+, b+), a 6= N − 1 γ2(N−1)N−N−3ωN+2
(1−, 2−) γ2(N−1)N−N−2ωN+1
(a−, b−), b 6= 2 γ2(N−1)N−N−3ωN+2
(1+, 2−) γ2(N−1)N−N−2ωN+1
([N − 1]+, N−) γ2(N−1)N−N−2ωN+1
(a+, [a+ 1]−), γ2(N−1)N−N−3ωN+2
a, 6= 1, N − 1
(a+, b−), |b− a| > 1, γ2(N−1)N−N−4ωN+3
(1−, N+) γ2(N−1)N−N−2ωN+1
(1−, b+), b < N γ2(N−1)N−N−3ωN+2
(a−, N+), a > 1 γ2(N−1)N−N−3ωN+2
(a−, b+), a, b 6= 1, N γ2(N−1)N−N−4ωN+3
Table 4.1 Table of leading order exponents of the weights of the run-and-tumble
model with reflecting boundaries.
to the run-and-tumble model with periodic boundaries, jammed configurations
are not only those of type (a+, [a + 1]−) but also include several configurations
jammed by the walls: ([N − 1]+, N+) and its symmetric counterpart (1−, 2−),
(1+, 2−), ([N − 1]+, N−) and (1−, N+). These exponents demonstrate that
not only is there an emergent attraction between the particles, but there is also
an emergent attraction between the particles and the walls, at least in the low-
tumble limit. We note that this leading-order approximation does not capture any
difference between the sub-leading orders of these configurations. In this limit,
the particle interaction with the walls dominates the inter-particle attraction:
jammed configurations that are not jammed by the walls, of type (a+, [a+ 1]−)
where a 6= 1, N − 1, are one order lower than the highest order. However,
the jammed configuration where the particles are separated, (1−, N+), is of the
highest order.
We can understand this hierarchy of interactions by considering how the particles
preferentially explore statespace in this low-tumble limit. That configurations
([N − 1]+, N+), (1−, 2−) and (1−, N+) have the highest order exponents is
most easily explained. When the two particles have the same velocity, ++ or
−−, one of the particles will quickly hit one of the walls, and, as this particle
jammed by the wall will take a long time to reverse its velocity in the low-tumble
limit, the second particle will, on average, join it quickly. Thus the system will
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be in one of the configurations ([N − 1]+, N+) or (1−, 2−) depending on which
velocities the particles started with.
Once the particles are in one of these two configurations, after a velocity reversal
of the outer particle (a = N−1 and b = 2 for ++ and −− respectively), the outer
particle will quickly hop to the other wall leading to the configuration (1−, N+).
Then a velocity reversal from either particle will lead back to ([N − 1]+, N+) or
(1−, 2−), and so the cycle continues. (1+, 2−) and ([N − 1]+, N−) are of the
highest order because they are jammed and are also likely to be tumbled into by
the other highest-order configurations (1−, 2−) and ([N − 1]+, N+) respectively.
We can gain an understanding of the next-highest order by considering what
happens inbetween the jamming with walls. When the outer particle tumbles
out of ([N − 1]+, N+) or (1−, 2−), then either the left hand particle originally
at a = N − 1 for ++ or right-hand particle originally at b = 2 for −− will
begin the journey to the other wall, leaving the jammed particle behind. Hence,
configurations of type (a−, N+) or (1−, b+) are of the next highest order.
In the case where both particle are moving in the same direction, but neither
is at the walls, there is some small probability that the particle ‘in front’, i.e.
nearer to wall in the direction of travel, will tumble. The particles will then
quickly jam to the configurations (a+, [a + 1]). These configurations will take a
long time to unjam and hence they are of the next-highest order. When they
do unjam it will be because one of the particles has changed its velocity, and so
will return to configurations where the particles have the same velocity. Thanks
to the necessity of going into configurations with σ1 = σ2 from the jammed
configurations (a+, [a + 1]−), configurations of type (a+, b+) and (a−, b−) are,
like the collisional configurations (a+, [a+ 1]) a 6= 1, N −1, of next-highest order.
The remaining configurations are of the lowest order in the leading-order
exponents because they do not benefit from the jamming either of collisions
between the particles or with the walls.
By analogy with the results for the run-and-tumble model with periodic
boundaries, I can suggest some potential features of the full solution to the model
with reflecting boundaries. The highest-order configurations in this low-tumble
limit, which are all jammed by the walls, are likely to present δ-functions in
the full solution, by analogy the jammed configuration P+−(1) in the periodic
boundaries model Eq. (2.76). By analogy with the exponential decay in the
distance between the particles generated by the stochastic hopping with resetting,
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we might anticipate similar behaviour the configurations in this model. This
would be due to the jamming from particle collisions, which acts as the reset,
still present in this model. However, there could also be a second lengthscale,
with associated exponential decay, due to the resetting caused by the walls.
In the scaling limit, again by analogy to the periodic boundaries model, we might
expect the δ-functions from jamming to be preserved, but the lengthscale due to
resetting from interparticle collisions to vanish and be replaced by a δ-function,
as in equations (2.84) and (2.85) in section 2.5. However, by analogy with the
lengthscale in the model with finite tumbling duration associated with one particle
on its site tumbling and the other running that remains finite in the scaling limit,
it is possible that a lengthscale due to the walls, should it exist in the lattice
model, would present similar behaviour in the scaling limit.
4.6 Enumeration of the leading-order spanning
in-trees
In order to find the leading-order expressions (4.16), it remains to evaluate the
sum
∑
φl∈Φγ 1 for each configuration: to actually count all of the leading-order
spanning in-trees associated with each configuration. These are of interest for
two reasons. First, these prefactors may shed further light on the behaviour of
the run-and-tumble system with reflecting boundaries in the low-tumble limit,
complementing the picture established by the leading-order exponents. We have
already seen from the corresponding limit for the periodic boundaries case in
equations (4.18) and (4.19) that these prefactors are significant. Second, they
will enable us to establish the range of validity of the leading-order weights by
comparing the analytic results to simulations of the system for different values of
the parameter combination γ/ω. In this section, we find these prefactors for the
run-and-tumble model with reflecting boundaries.
Enumeration of the spanning in-trees requires more involved calculations than
were needed for the leading-order exponents in the previous section; no shortcuts
of the type in subsection 4.3.3 are available to us here. Following the exponents
approach in the previous section, we can calculate examples explicitly that
demonstrate all the methods necessary to enumerate the prefactors for all the
configurations. First, I present the full list of prefactors, which may be found in
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Table 4.2.
4.6.1 Table of prefactors
The number of spanning in-trees at the leading order for each configuration is
shown in Table 4.2 below. As for the leading-order exponents, the expressions in
this table have been checked explicitly using an computational algebra engine up
to N = 10.
Table 4.2 complements Table 4.1 to give us more precise information about the
relative stationary probability weights of the system’s configurations in the low-
tumble limit. We can see that the three hopping subsinks, (1−, 2−) , ([N −
1]+, N+) and (1−, N+) each have the same weight in this limit. Interestingly,
the other configurations jammed at the wall (1+, 2−) and ([N − 1]+, N−) have
half the weight of the hopping subsinks. This might be understood as deriving
from the fact that they do not benefit from having a high probability of being
hopped to: for example, if the left-hand particle is at the left boundary, a = 1, and
the right-hand particle is separated from it at b 2, it is unlikely that the right-
hand particle would hop all the way to b = 2 before the left-hand particle moves.
Thus these configurations only occur when the appropriate particle tumbles in
(1−, 2−) or ([N − 1]+, N+). The other expressions in Table 4.2 capture even
greater variation in the leading-order weights in this limit.
The sums over binomial coefficients reflect the interplay of the interactions
between the particles and between the particles and the walls. In the following
subsections I elucidate how they arise from the enumeration of the leading-order
spanning in-trees for each of the configurations. These calculations do not form
an exhaustive list of every step required to find the prefactors in 4.2, but they are
representative of all the types of calculations needed. Details of the remaining
steps are outlined at the end of this section.
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State(s) Prefactor
([N − 1+], N+) 22(N−1)N−6N+10





(a+, N+), a 6= N − 1 22(N−1)N−7N+12 + 22(N−1)N−6N+10











(1−, b−), b 6= 2 22(N−1)N−7N+12 + 22(N−1)N−6N+10








([N − 1]+, N−) 22(N−1)N−6N+9
(1+, N−) 22(N−1)N−7N+12 + 22(N−1)N−6N+10



















































































































(1−, b+), b < N 22(N−1)N−6N+10
(a−, N+), a > 1 22(N−1)N−6N+10









(a−, b+), b− a > 1 22(N−1)N−6N+11+a−b∑bj=a+1∑i=j−1i=a 2−2i(−a+b+i−j−a+i )(i+j−3i−1 )
a, b 6= 1, N +2(2(N−1)N−8N+9+a−b∑bj=a+1∑i=j−1i=a 22j(−a+b+i−j−a+i )(−i−j+2N−1−i+N−1 )
Table 4.2 Table of leading order prefactors of the weights of the run-and-tumble
model with reflecting boundaries.
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4.6.2 Example 1: ([N − 1]+, N+)
Enumeration of all the spanning in-trees for a particular sink requires generating
all the possible tumbling diagrams corresponding to them. There are three such
diagrams for ([N − 1]+, N+). They are explicitly drawn in Figures 4.21—4.23.
Let us consider Figure 4.21. From finding the leading-order exponents in section
4.5.2, we known that each jammed +− configuration must have a tumbling edge
from it to connect it to other configurations. There are, in general, two options
for each edge: one in ++ and one in −−. There are therefore 2N−1 spanning
in-trees described by the tumbling diagram in Figure 4.21. In order to show
that there are two options for the jammed configurations, I leave edges pointing
out of (1+, 2−) and ([N − 1]+, N−) unattached. Turning to Figures 4.22 and
Figure 4.21 The i = 1 leading order tumbling diagrams for ([N − 1]+, N+)
as the sink of the spanning in-tree. The unconnected arrows from
(1+, 2−) and ([N − 1]+, N−) indicate that they may tumble to
either the ++ or −− sectors. This is the case for all the N − 1
jammed configurations. As ([N − 1]+, N+) is a hopping sink for
the ++ sector, it is sufficient for all states to be connected to the
++ sector as wherever they are connected to by tumbling in the ++
sector, they will then be connected to ([N − 1]+, N+) by hopping
within the ++ sector. This tumbling diagram therefore contributes
2(N−1) to the prefactor of the leading order probability of ([N −
1]+, N+).
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4.23, we see that in these schemes the tumbling edges from one of the jammed
configurations is fixed, and so they each only have multiplicities of 2N−2.
Figure 4.22 The i = 2 leading order tumbling diagrams for ([N − 1]+, N+) as
the sink of the spanning in-tree.
Figure 4.23 The i = 3 leading order tumbling diagrams for ([N − 1]+, N+) as
the sink of the spanning in-tree.
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We now consider the paths within sectors, i.e. the number of paths in each
of the hopping-only graphs corresponding to each tumbling diagram. We can
term these intrasector paths. Each separate path will correspond to a different
spanning in-tree.
Consider the ++ sector. We require the number of ways there are of connecting
all the configurations in the ++ sector to ([N − 1]+, N+) by hopping only.
Fortunately, this is straightforward. It amounts to finding the ways of connecting
up Figure 4.12 with only one edge into and one edge out of each configuration.
Configurations which have one particle stuck at the boundary and/or have
neighbouring sites occupied can only hop in one way or not at all. These
configurations do not add to the multiplicity of the number of paths. The other
configurations have two options for hopping. As all configurations in the ++
sector are guaranteed to eventually end up hopping to ([N−1]+, N+), the number
of paths in ++ corresponds to the number of configurations with two hopping
options.
Figure 4.24 (a) A configuration with only one hopping option. (b) A
configuration with two hopping options.
We evaluate these by counting the configurations without two options for hopping




. Configurations with less than two hopping options are (i) the N − 1
configurations with one particle on stuck at site N ; and (ii) the N − 2 distinct
configurations with neighbouring particles, where ([N − 1]+, N+) is already
included by (i). Therefore the number of configurations with two hopping options
in the ++ sector is
L(+,+) = 2
((N2 )−[(N−1)+(N−2)]) = 2((
N
2 )−(2N−3)) (4.20)
Following a similar procedure for the other sectors gives
• for (+,−): L(+,−) = 2((
N
2 )−(N−1))
• for (−,+): L(−,+) = 2((
N
2 )−(2N−3))





Lall = L(+,+) × L(+,−) × L(−,+) × L(−.−). (4.21)
Kσ1σ2 is chosen to be the power of 2 appearing in each Lσ1σ2 and so,
Kall = K(+,+) +K(+,−) +K(−,+) +K(−.−), (4.22)
where
Kall = 2(N − 1)N − 7N + 10, (4.23)
and
2Kall = Lall. (4.24)
We now refer back to our tumbling diagrams, given in Figures 4.21—4.23. These
give us the constraints on the allowed paths. We can see that in the case of
these tumbling diagrams there are no constraints on the allowed paths within
each sector. This is because all configurations will inevitably end up hopping to
one of the tumbling states. Therefore each tumbling diagram has 2Kall intrasector
paths. We now draw this all together into Table 4.3.
State Exponent i pt,i pw,i
([N − 1]+, N+) γ2(N−1)N−N−2ωN+1 1 2N−1 2Kall
γ2(N−1)N−N−2ωN+1 2 2N−2 2Kall
γ2(N−1)N−N−2ωN+1 3 2N−2 2Kall
Table 4.3 Leading order weights of ([N−1]+, N+). Each pt,i corresponds to the
number of paths due to the multiplicity of the ith tumbling diagram
in Figures 4.21—4.23. Each pw,i corresponds to the total of the sum
of all the paths within the hopping-only graphs associated with the
tumbling diagram i.
By symmetry this result holds for (1−, 2−). The enumeration of the spanning
in-trees for other configurations with the highest-order exponents is similar.
For (1−, N+) instead of a tumbling edge leading out of (1−, N+), there are
choices for where to connect a tumbling edge out of ([N − 1]+, N+). Thanks
to the similarities between the tumbling diagrams of (1−, N+) and (1−, b+)
and (a−, N+), these configurations share the same number of spanning in-trees.
Counting the spanning in-trees for (1+, 2−) and ([N − 1]+, N−) also proceeds
along these lines, but there is a reduction in the multiplicity of the tumbling
diagrams by a factor of 2, as the sink in +−, which would normally have a choice
to tumble to ++ or −−, does not tumble at all.
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4.6.3 Example 2: (a+, b+), b 6= N
Enumeration of the spanning in-trees for (a+, b+), b 6= N is similar to ([N −
1]+, N+). Here, the backbone approach, familiar from calculating the leading-
order exponents, is used again. There are three tumbling diagrams. They are
presented in Figures 4.25—4.27.
Let us now consider the paths within the hopping-only graphs. For clarity, the
backbone of the spanning in-tree is presented again in Figure 4.28. The number of
paths that are allowed, given this backbone constraint, consists of two quantities:
1. the number of ways to connect (1+, 2+) to (a+, b+)
2. the number of other paths that do not conflict with 1.
The paths within the velocity sectors are calculated using lattice path enumera-
tion [129]. Specifically, the reflection method is used to evaluate the number of
Figure 4.25 The i = 1 tumbling diagram for a sink (a+, b+), b 6= N . The sink
is coloured in cyan. Note that all the hopping sinks tumble. This
diagram has a multiplicity of 2N−2 because there are N−2 jammed
configurations that have a choice of whether to tumble to ++ or
−−, N − 3 of which are not explicitly included in this diagram.
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Figure 4.26 The i = 2 tumbling diagram for a sink (a+, b+), b 6= N . The
sink is coloured in cyan. This diagram has a multiplicity of
2N−3 because there are N − 3 jammed configurations not explicitly
included in this diagram that must tumble.
Figure 4.27 The i = 3 tumbling diagram for a sink (a+, b+), b 6= N . The sink
is coloured in cyan.
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Figure 4.28 Schematic for the backbone of the spanning in-tree connecting
(1+, 2+) to (a+, b+), which is depicted with solid a solid line. The
other possible edges are drawn with dashed lines







where a+ b− 3 is the total number of steps necessary to move from (1+, 2+) to








where the factor (a + b − 2) removes the states involved in connecting (1+, 2+)
to (a+, b+) from being counted twice.
In a similar manner to Table 4.3, we bring together the various calculations for a
++ sector state (a+, b+), b 6= N in Table 4.4.
State Exponent i pt,i pw,i















Table 4.4 Leading order steady-state weights for configurations (a+, b+), b 6= N .
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There are a couple of complications with states on the N+ branch. First, there
are more tumbling diagrams. Second, g(1+,2+),(a+,b+) does not hold for b = N .
The number of paths in the ++ sector must therefore be calculated recursively.
Such recursive calculations are explored in the next example.
4.6.4 Example 3: (a+, b−), |b− a| > 1
We begin with a consideration of the tumbling diagrams for (a+, b−), |b−a| > 1.
Three such tumbling diagrams are shown in Figures 4.29—4.31.
Figure 4.29 The i = 1 tumbling diagram for a sink (a+, b−). The sink is
coloured in cyan.
These figures were constructed by assuming some general backbone in +− with an
origin that can be connected by hopping edges only to the sink. A configuration
in ++ is then used to collect all the remaining configurations outside +−. This
configuration in ++ is then connected to the origin of the +− backbone directly
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Figure 4.30 The i = 2 tumbling diagram for a sink (a+, b−). The sink is
coloured in cyan.
via a tumbling edge. There are a complementary set of tumbling diagrams that
can be generated by using a configuration in −− rather than ++ to collect the
remaining configurations outside +−.
I now discuss how to enumerate the spanning in-trees associated with these
tumbling diagrams, and hence how to derive the expressions for configurations in
+− in Table 4.2.





. A backbone is
imposed in +−, connecting the hopping subsource (1+, N−) to the sink (a+, b−).
The paths within +− have the multiplicity








using the path enumeration method from the previous section. There are no
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Figure 4.31 The i = 3 tumbling diagram for a sink (a+, b−). The sink is
coloured in cyan.
restrictions on the paths allowed within the other velocity sectors, except that
(1+, N+) cannot have a hopping edge leading outwards, as it already has a
tumbling edge to (1+, N−). Therefore the paths within those sectors are the full
L++, L−+ and L−−. This leads to
2−a+b+2(N−1)N−8N+11
(




It remains to consider the multiplicity of the tumbling diagrams. Figure 4.29
has a multiplicity of 2N−1 as all the jammed configurations in +− can tumble
to either ++ or −−. Then we should multiply by a factor of two for the








We now consider Figures 4.30 and 4.31. ([N − 1]+, N−) is constrained to have
a tumbling edge so to ([N − 1]−, N−) the multiplicity of each diagram is 2N−2.
As each diagram has a complementary −− mirror, there are four in total, with
total multiplicity 2N . There are no further constraints on these diagrams and so
the total number of spanning in-trees is
2N × 2Kall−(a−1+N−b) × g(1+,N−),(a+,b−) = 22(N−1)N−7N+11+b−a
(





recovering the second expression for the prefactor for (a+, b−), |b − a| > 1 in
Table 4.2.
Now that we have seen a number of explicit examples for constructing the
spanning in-trees, we turn to a description that provides an outline of the rest of
the enumeration of the spanning in-trees.
We have seen that the prefactor for a given configuration is calculated in 2 steps:
1. Intersector paths pt,i: Counting the ways of allowed minimum tumbling
edges between sectors (the multiplicity will come from the tumbling of the
jammed configurations in +−), with each diagram labelled i = 1, 2, ...
2. Intrasector paths pw,i: Counting the sum of all paths within each sector
corresponding to each intersector path pt,i.
There are three types of intersector sector paths for sinks in the +− sector:
• Type 1 paths connected through the hopping subsource of the approaching
sector (1+, N−)—we have seen examples of these already in Figures 4.29—
4.31.
• Type 2 paths: a backbone in the ++ or −− sectors ends in a configuration
with a tumbling edge directly to the sink in +−.
• Type 3 paths: a backbone in the ++ or −− sectors ends in a configuration
with a tumbling edge to a configuration in +− that is the origin of another
backbone connected by hopping edges to the sink.
Type 2 and 3 paths: connecting through the ++/−− sectors
In Type 2 paths, a + + / − − backbone ending in the configurations (a+, b+)
or (a−, b−) respectively is connected by a tumbling edge directly to the sink
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(a+, b−). As before, to keep the number of tumbling edges to a minimum, many
of the configurations in the spanning in-trees are connected, via their sectors’
hopping subsinks to the hopping subsource in the sector where the backbone is
imposed, i.e. (1+, 2+) or ([N − 1]−, N−). The hopping subsource becomes the
origin of the backbone and, in turn, is connected to (a+, b+) or (a−, b−).
In Type 3 paths, the first step is to identify all the configurations in the +−
sector that are connected only by hopping edges to the sink (a+, b−). Let such
configurations be denoted (i+, j−) where i = 1, ..., a and j = b, ..., N . The
leading-order intersector paths connect all other configurations in the system
through either (i+, j+) or (i−, j−) to (i+, j−) with a tumbling edge. Type 2
paths may be viewed then as a subset of Type 3 paths.
Given the structure of the +− sector, configurations (i+, j−) have i ≤ a and
j ≥ b. Note that this includes the sink itself. For each tumbling diagram where
(i+, j+) or (i−, j−) has a tumbling edge to (i+, j−), (i+, j−) must be connected
to the sink (a+, b−). For such a tumbling diagram, the number of paths within




([i− 1]− [a− 1]) + ([N − b]− [N − j])
[i− 1]− [a− 1]
)
(4.30)
Let us first consider Type 3 paths where a backbone in ++ connects to a
backbone +−, and the configuration that tumbles from ++ is on the N+ branch
i.e. (i+, N+). All sinks in +− can be connected by hopping edges to any
configuration with (i+, N−), as long as i < a. Imposing this as a backbone in
+− means that the configuration connected to +− from ++ can be any (i+, N+)
with i < a. In ++, we know that (1+, N+) is connected by hopping edges to any
(i+, N+) with i < a, so there is no need to impose a further constraint connecting
these. Thus spanning in-trees where (1+, N+) collects those configurations not
connected to the sink by the backbone in +− can be connected through (1+, N+)
to (i+, N+) i < a. A schematic for the tumbling diagram for these spanning in-
trees is shown in 4.32. Summing over all the allowed is, and pursuing this same











Note that this same method can be used to enumerate the spanning in-trees for
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Figure 4.32 Type 3 paths where (a+, N+) has a tumbling edge out of it.
(a+, N+), and their symmetric counterparts (1−, b−). Consider, for example,
Figure 4.26. If the sink is on the N+ branch, i.e. it is (a+, N+), it is only
necessary to connect the hopping subsource (1+, 2+) to some (i+, N+) i < a, as
(i+, N+) will necessarily be connected by hopping edges to (a+, N+). Therefore
there are i = 1, ..., a options for the backbone. Thus to enumerate the spanning
in-trees requires a sum of over the possible backbones. This is the origin of the
sum in the expressions for (a+, N+), and (1−, b−).
In some tumbling diagrams for (a+, b−), such as the one shown in Figure 4.33,
the hopping subsource in ++, (1+, 2+), must be connected by hopping edges to
the configuration on the N branch in ++ that has a tumbling edge out, (i+, N+).
This means that we need to another sum over the options that (1+, 2+) must be
connected to: j = 2, ..., i. For each of those there is a corresponding sum over
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Figure 4.33 Type 3 paths where (i+, N+) has a tumbling edge out, and
(1+, 2+) must be connected to (i+, N+) by hopping edges
only.































Lastly, we consider the case where the configuration that has a tumbling edge
from ++ to +− is not on the N+ branch, and as such it is labelled (i+, j+).
A schematic for this is shown Figure 4.34. Here we must sum over the possible
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Figure 4.34 The configuration that has a tumbling edge from ++ to +−
is not on the N+ branch.
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This completes our outline of the derivation of the prefactors for (a+, b−), |b −
a| > 1. The prefactors for (a+, [a+ 1−]) proceed along the same lines.
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Lastly, we consider the −+ sector. For −+ configurations, there are no intersector
paths of Type 1, as there is no hopping subsource in this sector. However,
there are Type 2 and 3 paths that can enumerated in the same way as for
the example above, although the tumbling diagrams are different. A list of the
number of tumbling diagrams, along with their associated multiplicities, pt,i, for
configurations in +− and −+ are shown in Tables 4.5 and 4.6 respectively.
Configuration(s) i pt,i











(a+, [a+ 1]−) As for (a+, b−), |a− b| > 1
Table 4.5 List of tumbling diagrams for configurations in the +− sector.
Configuration(s) i pt,i




(a−, N+), a > 1 1-4 As (1−, b+), b < N 1-4




(a−, b+), a, b 6= 1, N 1-3 As (a−, [a+ 1]+), a 6= 1, N 1-3
4-6 As (a−, [a+ 1]+), a 6= 1, N 4-6
Table 4.6 List of tumbling diagrams for configurations in the −+ sector.
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4.7 Validity of the leading-order approximation
It is not a priori possible to know the range of validity of the limit from Eq. (4.16).
Figures 4.35—4.37 compare the probabilities calculated from the leading-order
expressions in Tables 4.2 and 4.1 and the results of simulations.



























− lnP (n) − lnP (n) (sim)
Figure 4.35 Comparison of the analytic probability calculated numerically using
the weights in Tables 4.1 (solid line) and 4.2 and simulation results
for γ/ω = 999 and N = 50 (dots). The simulation results are in
close agreement with the leading-order probabilities as calculated
using the matrix tree theorem. For this ratio, the leading-order
approximation is therefore valid.
In these figures some coarse-graining of the expressions in Tables 4.1 and 4.2
occurs. Specifically, instead of plotting the probability as a function of the particle
position and velocity (aδ, bε), instead the probability is plotted as a function of
particle separation. Thus, for each n we sum over all the configurations with
b− a = n.
Figures 4.35—4.37 provide insight into the range of validity of the approximation.
We note that the configurations within the sectors do not have all the same
exponents. This may introduce errors for those separations that include leading-
order weights with the largest exponents, for which sub-leading terms have not
been calculated. Namely, they may be undervalued compared to separations that
have exponents smaller than the largest order and thus have their sub-leading
correction specified. However, in Figure 4.35, where the ratio γ/ω = 999, the
close agreement with the results of simulations shows that the ratio γ/ω = 999
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− lnP (n) − lnP (n) (sim)
Figure 4.36 Comparison of the analytic probability calculated numerically using
the weights in Tables 4.1 and 4.2 and simulation results for γ/ω =
99 and N = 50. For this γ/ω there is still good quantitative
agreement between the simulation results and the leading-order
probabilities, but there are some signs that the approximation is
breaking down.



























− lnP (n) − lnP (n) (sim)
Figure 4.37 Comparison of the analytic probability calculated numerically using
the weights in Tables 4.1 and 4.2 and simulation results for γ/ω = 9
and N = 50. Although the leading-order approximation captures
the qualitative trends of the distribution from simulations, there is
quantitative disagreement for many of the configurations.
is within the range of validity of the limit.
In Figures 4.38 and 4.39, however, we can see that this close agreement for
the coarse-grained probability hides some differences on the level of individual
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Figure 4.38 Comparison of the analytic probability calculated numerically using
the weights in Tables 4.1 and 4.2 and simulation results for γ/ω =
999 and N = 30.
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Figure 4.39 Comparison of the analytic probability calculated numerically using
the weights in Tables 4.1 and 4.2 and simulation results for γ/ω =
999 and N = 30.
configurations. Figures 4.38 and 4.39 compare the results of simulations with the
leading-order expressions for a range of configurations in ++. For configurations
where the left particle position approaches the right particle position, the leading-
order expressions give values for the probabilities under those of simulations.
This could be for two reasons. One is related to the difference between simulation
and leading-order probabilities when the particles are separated by a large
distance. Here simulations could undervalue the probability compared to the
leading-order expressions. These configurations have a very low probability
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anyway, so it is possible that simulations were not run for long enough to
capture their occupancy. In turn, this could lead to simulations overvaluing the
more likely configurations when the particles are near. However, simulations
undertaken both using smaller lattice sizes and more iterative steps showed
no appreciable improvement in the correspondence between the leading-order
approximation and the simulations.
Disagreement may also come from the leading-order expressions not properly
taking into account the interactions between adjacent particles going in the same
direction. Recall, that for the periodic boundaries case in this limit—cf. Eq.
(4.18)—there was no interaction elevated probability between adjacent particles
moving in the same direction, but in the full solution in equations (2.84) and (2.85)
there was. The discrepancy seen in Figures 4.38 and 4.39 could therefore be due
to this missing interaction. In order to capture this effect it may be necessary
to have further orders in the expansion. This corresponds to the point made
earlier in subsection 4.5.3: the leading-order weights of those configurations with
the exponents with the largest weights do not have their subleading corrections
calculated, which may be the source of the disagreement between the analytic
approximation and the simulations.
Turning to Figures 4.36 and 4.37, as the γ/ω ratio decreases, the agreement
between the leading-order expressions and simulations worsens compared to
Figure 4.35. Nevertheless some quantitative agreement persists in the ratio
γ/ω = 99, and the leading-order expressions still capture some of the more
qualitative trends present when the ratio γ/ω = 9. We might expect a ratio
of 9 to be far outside of the validity of the leading-order expressions, so this is a
remarkable result.
4.8 Concluding remarks
In the previous two chapters, we considered the effect of interparticle interactions
on the behaviour of run-and-tumble random walkers. However, the environment
may also play an important role in generating nonequilibrium phenomena in
active systems. In particular, experiments have observed the accumulation of
self-propelled particles at boundaries [130–132] and several theoretical studies
have been undertaken considering the effect of walls [62, 130, 133–135], including
the relationship between the pressure exerted on walls and accumulation near
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them [136].
In this chapter, we have seen that a graph-theoretic approach applied to the
run-and-tumble model with reflecting boundaries does enable us to understand
the effects of walls on a run-and-tumble system with interparticle interactions
in the low-tumble limit and, by comparison with the exact solution for periodic
boundaries, even suggest how the scaling limit might look. Attractive interactions
in addition to those seen with a ring geometry emerge, and so this limit is
quantitatively and qualitatively different from the corresponding limit in the
system with periodic boundaries. However, this perturbative method does not
give us rigorous access to higher tumble rate behaviour, and, considering the
complexity of the calculation here, it presents little opportunity to scale to more
particles or higher dimensions.
Nevertheless, as we have seen when comparing the analytic results to those
from simulations, the leading-order weights do give relatively strong quantitative
predictions for an intermediate ratio of run to tumble rate, and even capture some
the qualitative trends when the run and tumble rates are similar. This suggests
our analysis for the mechanism that generate the behaviour in the low tumble




In this thesis, we have seen that nonequilibrium interactions emerge from the
interparticle collisions of a simple model of run-and-tumble bacterial dynamics.
These interactions manifest as an effective attraction between otherwise purely
repulsive particles. We performed a detailed balance analysis of the minimal run-
and-tumble model with instantaneous tumbling, which showed that the breaking
of detailed balance was due to inter-particle collisions. Using the exact expressions
for the stationary probability distribution for two variants of the model with
periodic boundary conditions we saw how an emergent attraction was generated
by the dynamics of these collisions. Thus the precise relationship between the
breaking of detailed balance and the emergent interactions in the model of run-
and-tumble particles lies in their jamming and unjamming dynamics.
We have also seen calculations for the leading-order stationary weights for a third
variant of the model with reflecting boundary conditions. They gave insight into
the principal mechanisms determining the behaviour of the system when it was
confined by walls in the low-tumble limit, and suggested that effective attractions
can emerge not only between run-and-tumble particles, but also between the
particles and walls. These could be understood with reference to the exact results
for periodic boundaries, where the interaction when reflecting boundaries are
present is determined not just by interparticle collisions, but also by collisions
with the walls.
These results are of interest in three complementary ways. First, they add to
the body of work on effective potentials of systems of persistent random walkers
by Maggi, Farage and others [92–94, 97]. In particular, the methods used here
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are strictly valid in the regime of large persistence time, which was not the case
for previous theories. As such, the findings in this thesis, and especially the
exact results, provide a benchmark for which to compare perturbative theories
for the emergent interactions of nonequilibrium systems. Secondly, the steady-
state expressions are sufficiently simple that they provide precise insight into
the mechanisms that lead to the effective attraction between particles. The
results therefore provide a pathway to understanding the macroscopic clustering
characteristic of motility-induced phase separation in this canonical model of
self-propelled particles that is already well-described by coarse-grained theories.
Thirdly, the methods used to derive the probability distributions and weights
are well-understood and easily incorporated into a theorist’s toolkit. The
opportunities they present, as well as their limitations, have been elucidated
here and thus these techniques of generating functions and tree counting are
ripe for further exploitation in other nonequilibrium contexts quite apart from
run-and-tumble dynamics.
I now turn to the results in each chapter and evaluate them in the broader context
of bacterial dynamics and nonequilibrium statistical mechanics.
In chapter 2, we considered the minimal model for a microscopic interacting
run-and-tumble system: two particles acting under mutual exclusion on a one
dimensional lattice with periodic boundaries. The particles each hop at the
same Poisson rate, and reverse their direction instantaneously according to an
exponential distribution with rate ω, representing tumbling events. The simplicity
of the model yielded dividends, where a generating function method allowed an
exact solution to the steady-state probability distribution. Furthermore, it was
easily expressed in terms of a simple parameter z = 1 + ω +
√
ω(2 + ω). Each
piece of the probability distribution was related to the underlying microscopic
dynamics, which generates an effective attraction between the particles that is
not just the δ-function expected from jammed particle configurations but longer
range in nature, governed by an exponential decay with characteristic length
ξ = [ln z]−1.
The behaviour in a scaling limit, where motion in continuous space and time is
recovered, applies more directly to the dynamics of real run-and-tumble particles,
which occur off-lattice. Here, the finite-range lengthscale ξ collapses to a δ-
function. Thus, in the model with instantaneous tumbling, although an effective
attraction is present in the scaling limit, it is only short-range in nature. This
raises the question of whether the clustering observed in macroscopic theories [87]
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derives purely from this short-range attraction between pairs of particles or
whether many-body effects lead to further emergent interactions. Given that
real swimmers, such as E. coli, must spend some finite duration tumbling, it was
important to determine whether this made any difference to the findings for the
case of instantaneous tumbling.
The system studied in chapter 3 modelled tumbling with finite duration, where
particle runs and tumbles were individually governed by a Poisson process. A
generalisation of the generating function method from chapter 2 allowed an exact
solution to this model with finite tumbling duration. The stationary probability
distribution is characterised by two lengthscales ([ln z+]
−1 and [ln z−]
−1 in
comparison to the single ln z of the model with instantaneous tumbling. However,
the z+ and z− of the model in chapter 3 are not straightforwardly expressed in
terms of the model parameters as for z, but are cumbersome and long expressions.
The first of the lengthscales ([ln z+]
−1) is analogous to ξ in the chapter 2 model.
The second lengthscale ([ln z−]
−1) is unique to the finite tumbling system. This
lengthscale depends on a combination of both the tumbling entry and tumbling
exit rates, as together they determine how far the moving particle may separate
itself from the stationary particle. It furthermore appears in all the velocity
sectors. In the scaling limit for the finite tumbling model, the difference between
the two lengthscales is emphasised. As for ξ in chapter 2, [ln z+]
−1 vanishes
because the decay length is small on the scale of the system. In contrast, the
second lengthscale [ln z−]
−1 remains finite in this limit. Thus, even in a model
with only two interacting particles, finite-range interactions can be generated in
off-lattice dynamics. This may contribute to the finite-range attractive effects
observed through the coarse-grained many-body models that present motility-
induced phase separation.
The results of chapters 2 and 3 add to the body of work in exact results
in nonequilibrium interacting systems [137, 138], where the catalogue of exact
steady-states remains limited [139]. They also making a connection to emerging
investigations of effective potentials in active matter [92–94, 97]. The advantage
of this approach is that the mechanisms that generate these interactions can be
pinpointed thanks to the exact solutions. The drawback is that the mathematics
is challenging, and the method is not easily extended to more particles, higher
dimensions or even slightly different geometries such as reflecting boundaries.
These limitations led to the consideration of a different approach to solve the
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instant tumbling model with reflecting boundaries in chapter 4. A graph-
theoretic method known as the matrix tree theorem was used to find the leading-
order steady-state weights in the low-tumble limit. Their form suggested the
mechanisms generating these weights, and hence the stationary behaviour, had
their origin in the jamming-unjamming dynamics of the particles. In contrast with
the periodic boundaries case, however, jamming occurred not just between the
particles but also between particles and the walls. The expressions for leading-
order stationary weights suggests that an attraction emerges from these wall-
particle interactions, in addition to the effective attraction from interparticle
interactions. These findings add to the body of work on the interaction of
bacterial swimmers with walls [130–136], and suggest that one manifestation of
the importance of geometry could be emergent interactions due to run-and-tumble
collisions with confining walls.
Despite rendering the reflecting-boundaries case accessible to analytic investiga-
tion, the matrix tree theorem is in essence a brute force tool, which was reflected
in the length and difficulty of the calculation for the stationary weights. This
presents a significant drawback to this method as a widely applicable approach
to systems with some natural scale separation in their transition rates. However,
as we have seen in chapter 4, when used in concert with exact results for related
systems, the matrix tree theorem can yield significant quantitative insights in
the appropriate limit, that is also the limit not accessible to previous studies of
nonequilibrium effective potentials [92–94, 97].
I now consider the prospects for further work, both on further investigating the
model of interacting run-and-tumble random walkers and applying the methods
used in this thesis to other nonequilibrium systems.
The most obvious direction for further study would be in increasing the number
of particles and the dimensionality of the run-and-tumble system. In the former
case, it would be interesting to determine whether an effective interaction between
three (or more) particles can be decomposed into two-body interactions. A recent
work using generating function methods and overcoming the obstinate kernel
may offer a pathway towards solving the three-body problem [140]. In higher
dimensions it is not obvious how the short range attraction mediated by jamming
would be modified, or whether it will be of any significance at all, especially in
the limit of continuous space and time. Progress in either, and particularly both,
of these directions would allow a more direct relation to be drawn between the
coarse-grained theories of motility-induced phase separation and the results of
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simulations [84, 87, 88].
The first steps towards increased particle number need not be exact. One avenue
for the study of more particles would be to use the effective pair potential from
chapter 2 in the many-body case. For example, a many-body potential could be
obtained by treating a summation of the pair potentials as an ansatz and see what
predictions result for the physics of the many-body case. These predictions could
then be compared with the results of simulations described in subsection 2.6.1.
Turning to the graph-theoretic approach in chapter 4, we saw that enumeration
of the leading-order prefactors required long and complex calculations. Further-
more, they were only tractable because the intersector paths could be mapped to
two-dimensional lattice path enumeration problems. Extending this approach to
more particles, or higher dimensions, would change the structure of the spanning
in-trees so that they are no longer planar. The path enumeration problem
would then be in three-dimensions, and correspondingly even more challenging.
However, we saw that finding the leading-order exponents was not so involved
but still yielded much of the physics of the system with reflecting boundaries.
Therefore this method might be applicable to completely different systems that
exhibit the scale separation in their transition rates described in subsection 4.2.2.
Lastly, if the graph-theoretic method could be computerised by formulating an
appropriate algorithm using the key configurations of systems as elucidated here,
it may offer a more efficient path to solving problems with scale-separation in
their transition rates.
In this thesis, we have focused on the steady-state dynamics of the models
because they dominate its long-time behaviour. Nevertheless, it would also be
of interest to consider the dynamics: the approach to stationarity. In particular,
the relaxation time of the lattice-based systems are not necessarily of order L2
as would be expected of diffusion. For example, a single persistent random
walker which changes direction with probability 1/L at each step has relaxation
time O(L) [141]. The transient times for the interacting run-and-tumble models
presented in the preceding chapters are open problems.
Perhaps the most important question for the critical scientist is: are the results
in this thesis relevant to experiment? The micro-channel work of Mannik and
collaborators [54] does suggest that experimental realisation of the variants of
the interacting run-and-tumble model studied here could be possible. This would
require two principal modifications to the set-up described in [54]. First, the
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geometry of the effective one-dimensional channel would have to be changed.
The case of periodic and reflecting boundaries would require a ring and a channel
with closed ends respectively. These geometric constraints mean that the bacterial
sources in the experiment, namely chambers connected to the channel through its
open ends would either need to be fitted with valves (should such a component
be feasible), or the bacteria would need to be injected into the channel using
an alternative method. Should these practical obstacles be overcome, the work




Exact expressions for parameters in
chapter 3
In Eq. 3.1 in section 3.2, the parameters z+ and z− are used. In this appendix
they are written out explicitly. First, we define z+++ = 1/z−−+ ≡ z+ and z−+− =
1/z−−− ≡ 1/z−





ζ(α, β) + σ1κ(α, β) + σ2
√





β2 + β + 2
α + β + 1
+ 6α + β + 6 (A.2)
κ(α, β) =
√
4α4 + 4α3(β + 4) + α2(β(9β + 8) + 16) + 12αβ3 + 4β4
(α + β + 1)2
, (A.3)
η(α, β) = 2
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(6α2 + α(7β + 12) + 2(β + 2)2)
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ρ(α, β) = 2
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Inverse matrix in chapter 3
Here the terms
∑
j adj Aσ1σ2,j(x)bj(x) are written out explicitly. We will use the



















































J++(x) ≡ Ã++,1(x)P++(1) + Ã++,2(x)P+−(1) + Ã++,5(x)P+0(1). (B.2)
It then falls to find the symmetries of Ã++,i. The relevant symmetry relations of
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µ(x) and ν(x) are
µ(x)ν(x) = µ(1/x)ν(1/x), and (B.3)
ν(x) + µ(x) = µ(1/x) + ν(1/x) = 2[1 + α + κ(α, β)]. (B.4)
The symmetries of Ã++,i are as follows
Ã++,1(z) = Ã++,1(1/z), (B.5)
Ã++,2(z) = Ã++,3(1/z), and (B.6)
Ã++,4(z) = Ã++,5(1/z). (B.7)
We are now in a position to find the symmetries in J++(x):
J++(1/z) = Ã++,1(1/z)P++(1) + Ã++,2(1/z)P+−(1) + Ã++,5(1/z)P+0(1)
= Ã++,1(z)P++(1) + Ã++,3(z)P+−(1) + Ã++,4(z)P+0(1)
= z1−L[Ã++,1(z)P++(1) + Ã++,2(z)P+−(1) + Ã++,5(z)P+0(1)]
= z1−LJ++(z). (B.8)




















α2 + 2α(3µ+ ν) + 4µ(µ+ ν)
}




α2β2(−β + µ+ ν)
− 1
4
αβ2µ(−β + µ+ ν)
1
4


























αβν (αβ − 2µ2 + 2βµ)
1
2
αβ(µ(α + 2µ)(µ+ ν)− β(α(2µ+ ν) + 2µ(µ+ ν)))
−1
2
α2βν(−β + µ+ ν)
1
2
αβµν(−β + µ+ ν)
1
2
βν(β(α(2µ+ ν) + 2µ(µ+ ν))− µ(α + 2µ)(µ+ ν))
−1
4









































































Mathematica notebook used for
chapter 3
The Mathematica notebook over the page performs an exact analytic calculation
of the probability distribution up to the normalisation of the distributions
Pσ1σ2(n). Normalisation for a specific set of model parameters is achieved









(* �������� �� ����� ������� ����� �� �-










���������� ����� ����������� ������������ �������� ****************)
(***************************************************************************
************)
(* ��������� ��� ������ � ��(����) *)
μ[�_] �= � - (� + α)
ν[�_] �= ��(-�) - (� + α)
(* ������ � ��(����) *)
�[�_� α_� β_] �= {{ μ[�] + ν[�]� �� �� β / �� β / �� �}�
{�� ν[�]� �� �� β / �� �}�
{�� �� μ[�]� β / �� �� �}�
{α� �� α� μ[�] - β� �� β / �}�
{α� α� �� �� ν[�] - β� β / �}�
{�� �� �� α� α� -β}} �
(* ���(�) *)
����[�_� α_� β_] �= ��������[������������[���[�[�� α� β]]]]
��������[�_� α_� β_] �= ��������[������������[�������[�[�� α� β]]]]
(* ������ �(�) �� ��(����) *)
����[�_� ���_� ���_� �����_� �_] �=
(� - �) * � - ��(� - �) * ���� ���� -��(� - �) * ���� -��(� - �) * ������ ������ �
(* ��������� �� ������� ������ ��(-�)(�) *)
�������������[�_� α_� β_] �=
��������[������������[��������[�� α� β] * ����[�� α� β]]]
(* ���������� �� �� ��(����)*)
������[�_� α_� β_� ���_� ���_� �����_� �_] �= ��������[������������[���[
�������������[�� α� β][[�� �]] * ����[�� ���� ���� ������ �][[�]]� {�� �� �}]]]
����������� ������� ��������������������������
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(* ����� �� ��� ����������� �/�_{-} ��� �_{+} *)
����[�_� α_� β_] �=
�
�
� + � α + β +
� + β + β�




(� + α + β)�
� α� + �� α β� + � β� + � α� (� + β) + α� (�� + β (� + � β)) -
�  -�� - �� (� + α (� + α)) - � (� + α) β -
�� (� + α)
� + α + β
+
� α� + � (� + β)� + α (�� + � β)�
(� + α + β)�
-
�
� + α + β
� α� + � (� + β)� + α (�� + � β)

�
(� + α + β)�
� α� + �� α β� + � β� + � α� (� + β) + α� (�� + β (� + � β)) �
���[�_� α_� β_] �=
�
�
� + � α + β +
� + β + β�




(� + α + β)�
� α� + �� α β� + � β� + � α� (� + β) + α� (�� + β (� + � β)) +
�  -�� - �� (� + α (� + α)) - � (� + α) β -
�� (� + α)
� + α + β
+
� α� + � (� + β)� + α (�� + � β)�
(� + α + β)�
+
�
� + α + β
� α� + � (� + β)� + α (�� + � β)

�
(� + α + β)�
� α� + �� α β� + � β� + � α� (� + β) + α� (�� + β (� + � β)) �
(**** ++ ����������� ��� ��������� �_{++}(�) ��� �_{+-}(�) ****)
(* �_{++} - ��� ��(����) *)
�������[�_� α_� β_� ���_� ���_� �����_] �=
��������(� / �) * �������������[�� α� β][[�� �]] * ��� +
�������������[�� α� β][[�� �]] * ��� + �������������[�� α� β][[�� �]] * ����� 
(* �(�) ��(����) *)
�[�_� α_� β_] �= (� - �) * (� - ���[�� α� β]) *
� - ����[�� α� β] * (� - (� / ���[�� α� β])) * � - �  ����[�� α� β]
(* ���� �_{++}(�) ��� �_{+-}(�) - ������������� ����� *)
���������� = �����[
������[���[�� α� β]� α� β� ���� ���� ������ �] ⩵ � ��
������[����[�� α� β]� α� β� ���� ���� ������ �] ⩵ ��
{���� ���}
]�
�����[�_� α_� β_� �����_� �_] �= ��������[��� /� �������[����������]]
�����[�_� α_� β_� �����_� �_] �= ��������[��� /� �������[����������]]
���[�_� α_� β_� �����_� �_] �= ��������[
�������[�� α� β� ���� ���� �����] /� ��� → �����[���[�� α� β]� α� β� ������ �] /�
��� → �����[���[�� α� β]� α� β� ������ �] ]
(* ++ ���������� *)
�����[�_� α_� β_] �= ��������[�[�� α� β] / (� - �)]
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������[�_� α_� β_� �����_� �_] �= �����������[�� α� β� ������ �]  �����[�� α� β]
����[�_� α_� β_] �= ��������[�[�� α� β] / (� - ���[�� α� β])]
������[�_� α_� β_� �����_� �_] �= �����������[�� α� β� ������ �]  ����[�� α� β]
�������[�_� α_� β_� �����_� �_] �=
�����������[�� α� β� ������ �]  �����������[�� α� β]
�����������[�_� α_� β_] �= ��������[�[�� α� β] / (� - (� / ���[�� α� β]))]
����[�_� α_� β_] �= ���������[�� α� β]  � - ����[�� α� β]
�������[�_� α_� β_� �����_� �_] �= �����������[�� α� β� ������ �]  ����[�� α� β]
�����������[�_� α_� β_] �= ���������[�� α� β]  � - �  ����[�� α� β]
������[�_� α_� β_� �����_� �_] �=
�����������[�� α� β� ������ �]  �����������[�� α� β]
(* ��-���������� �_{++}(�) *)
������[�_� α_� β_� �����_� �_] �= ��������-������[�� α� β� ������ �] +
-������[���[�� α� β]� α� β� ������ �] * ���[�� α� β]�(� - �) +
-�������[� / ���[�� α� β]� α� β� ������ �] * ���[�� α� β]�(� - �) +
-�������[����[�� α� β]� α� β� ������ �] * ����[�� α� β]�(� - �) +
-�������  ����[�� α� β]� α� β� ������ � * ����[�� α� β]�(� - �)
(******* +- ����������� *******)
�������[�_� α_� β_� ���_� ���_� �����_] �=
����������(�) * �������������[�� α� β][[�� �]] * ��� +
�������������[�� α� β][[�� �]] * ��� + �������������[�� α� β][[�� �]] * ����� 
(* ����� �������� ��� �_{+-} *)
λ������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[�������[�� α� β� ���� ���� �����]� �][[�]]]
λ�����[α_� β_� ���_� ���_� �����_] �=
��������[���������������[�������[�� α� β� ���� ���� �����]� �][[�]]]
λ�����[α_� β_� ���_� ���_� �����_] �=
��������[���������������[�������[�� α� β� ���� ���� �����]� �][[�]]]
λ�������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[�������[�� α� β� ���� ���� �����]� �][[�]]]
λ������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[�������[�� α� β� ���� ���� �����]� �][[�]]]
λ������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[�������[�� α� β� ���� ���� �����]� �][[�]]]
�����[α_� β_] �= ��������[���������������[�[�� α� β]� �][[�]]]
����[α_� β_] �= ��������[���������������[�[�� α� β]� �][[�]]]
����[α_� β_] �= ��������[���������������[�[�� α� β]� �][[�]]]
������[α_� β_] �= ��������[���������������[�[�� α� β]� �][[�]]]
�����[α_� β_] �= ��������[���������������[�[�� α� β]� �][[�]]]
�����[α_� β_] �= ��������[���������������[�[�� α� β]� �][[�]]]
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���[α_� β_� ���_� ���_� �����_] �=
��������λ������[α� β� ���� ���� �����]  �����[α� β]
�������[α_� β_� ���_� ���_� �����_] �=
��������[λ������[α� β� ���� ���� �����] - ���[α� β� ���� ���� �����] * �����[α� β]]
��������[α_� β_� ���_� ���_� �����_] �= ��������[
λ�������[α� β� ���� ���� �����] - ���[α� β� ���� ���� �����] * ������[α� β]]
������[α_� β_� ���_� ���_� �����_] �=
��������[λ�����[α� β� ���� ���� �����] - ���[α� β� ���� ���� �����] * ����[α� β]]
������[α_� β_� ���_� ���_� �����_] �=
��������[λ�����[α� β� ���� ���� �����] - ���[α� β� ���� ���� �����] * ����[α� β]]
�������[α_� β_� ���_� ���_� �����_] �=
��������[λ������[α� β� ���� ���� �����] - ���[α� β� ���� ���� �����] * �����[α� β]]
�������[�_� α_� β_� ���_� ���_� �����_] �=
��������(�������[α� β� ���� ���� �����]) +
(������[α� β� ���� ���� �����] * �) + ������[α� β� ���� ���� �����] * ��(�) +
��������[α� β� ���� ���� �����] * ��(�) +
�������[α� β� ���� ���� �����] * ��(�)
���[�_� α_� β_� �����_� �_] �=
��������[�������[�� α� β� ���� ���� �����] /� ��� → �����[�� α� β� ������ �] /�
��� → �����[�� α� β� ������ �] ]
(* +- ���������� *)
�������[�_� α_� β_] �= ��������[�[�� α� β] / (� - (� / ���[�� α� β]))]
�������[�_� α_� β_] �= ���������[�� α� β]  � - �  ����[�� α� β]
������[�_� α_� β_� �����_� �_] �= �����������[�� α� β� ������ �]  �����[�� α� β]
������[�_� α_� β_� �����_� �_] �= �����������[�� α� β� ������ �]  ����[�� α� β]
�������[�_� α_� β_� �����_� �_] �= �����������[�� α� β� ������ �]  �������[�� α� β]
�������[�_� α_� β_� �����_� �_] �= �����������[�� α� β� ������ �]  ����[�� α� β]
������[�_� α_� β_� �����_� �_] �= �����������[�� α� β� ������ �]  �������[�� α� β]
������[α_� β_� �����_� �_] �=
��������[���[α� β� ���� ���� �����] /� ��� → �����[���[�� α� β]� α� β� ������ �] /�
��� → �����[���[�� α� β]� α� β� ������ �] ]
(* ��-���������� �_{+-}(�) *)
������[�_� α_� β_� �����_� �_] �=
��������-������[�� α� β� ������ �]
- ������[���[�� α� β]� α� β� ������ �] * ���[�� α� β]�(-�)
- (�������[� / ���[�� α� β]� α� β� ������ �]) * ���[�� α� β]�(�)
- �������[����[�� α� β]� α� β� ������ �] * ����[�� α� β]�(-�)
- �������  ����[�� α� β]� α� β� ������ � * ����[�� α� β]�(�)
+ ��������������[�� �] * ������[α� β� ������ �]
(***** +� ����������� *****)
��������[�_� α_� β_� ���_� ���_� �����_� �_] �= ��������[������������[���[
�������������[�� α� β][[�� �]] * ����[�� ���� ���� ������ �][[�]]� {�� �� �}]]]
���������[�_� α_� β_� ���_� ���_� �����_] �=
����������(�) * �������������[�� α� β][[�� �]] * ��� +
�������������[�� α� β][[�� �]] * ��� + �������������[�� α� β][[�� �]] * ����� 
(* ����� �������� ��� �_{+�} *)
λ��������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[���������[�� α� β� ���� ���� �����]� �][[�]]]
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λ�������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[���������[�� α� β� ���� ���� �����]� �][[�]]]
λ�������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[���������[�� α� β� ���� ���� �����]� �][[�]]]
λ���������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[���������[�� α� β� ���� ���� �����]� �][[�]]]
λ��������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[���������[�� α� β� ���� ���� �����]� �][[�]]]
λ��������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[���������[�� α� β� ���� ���� �����]� �][[�]]]
�����[α_� β_� ���_� ���_� �����_] �=
��������λ��������[α� β� ���� ���� �����]  �����[α� β]
���������[α_� β_� ���_� ���_� �����_] �= ��������[
λ��������[α� β� ���� ���� �����] - �����[α� β� ���� ���� �����] * �����[α� β]]
����������[α_� β_� ���_� ���_� �����_] �= ��������[
λ���������[α� β� ���� ���� �����] - �����[α� β� ���� ���� �����] * ������[α� β]]
��������[α_� β_� ���_� ���_� �����_] �= ��������[
λ�������[α� β� ���� ���� �����] - �����[α� β� ���� ���� �����] * ����[α� β]]
��������[α_� β_� ���_� ���_� �����_] �= ��������[
λ�������[α� β� ���� ���� �����] - �����[α� β� ���� ���� �����] * ����[α� β]]
���������[α_� β_� ���_� ���_� �����_] �= ��������[
λ��������[α� β� ���� ���� �����] - �����[α� β� ���� ���� �����] * �����[α� β]]
���������[�_� α_� β_� ���_� ���_� �����_] �=
��������(���������[α� β� ���� ���� �����]) +
(��������[α� β� ���� ���� �����] * �) + ��������[α� β� ���� ���� �����] * ��(�) +
����������[α� β� ���� ���� �����] * ��(�) +
���������[α� β� ���� ���� �����] * ��(�)
�����[�_� α_� β_� �����_� �_] �=
��������[���������[�� α� β� ���� ���� �����] /� ��� → �����[�� α� β� ������ �] /�
��� → �����[�� α� β� ������ �] ]
(* +� ���������� *)
��������[�_� α_� β_� �����_� �_] �=
�������������[�� α� β� ������ �]  �����[�� α� β]
��������[�_� α_� β_� �����_� �_] �= �������������[�� α� β� ������ �]  ����[�� α� β]
���������[�_� α_� β_� �����_� �_] �=
�������������[�� α� β� ������ �]  �������[�� α� β]
���������[�_� α_� β_� �����_� �_] �=
�������������[�� α� β� ������ �]  ����[�� α� β]
��������[�_� α_� β_� �����_� �_] �=
�������������[�� α� β� ������ �]  �������[�� α� β]
����������[α_� β_� �����_� �_] �= ��������[
�����[α� β� ���� ���� �����] /� ��� → �����[���[�� α� β]� α� β� ������ �] /�
��� → �����[���[�� α� β]� α� β� ������ �] ]
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��������[�_� α_� β_� �����_� �_] �=
��������-��������[�� α� β� ������ �]
- ��������[���[�� α� β]� α� β� ������ �] * ���[�� α� β]�(-�)
- (���������[� / ���[�� α� β]� α� β� ������ �]) * ���[�� α� β]�(�)
- ���������[����[�� α� β]� α� β� ������ �] * ����[�� α� β]�(-�)
- ���������  ����[�� α� β]� α� β� ������ � * ����[�� α� β]�(�)
+ ��������������[�� �] * ����������[α� β� ������ �]
(* �� ����������� *)
����������[�_� α_� β_� ���_� ���_� �����_� �_] �= ��������[������������[���[
�������������[�� α� β][[�� �]] * ����[�� ���� ���� ������ �][[�]]� {�� �� �}]]]
�����������[�_� α_� β_� ���_� ���_� �����_] �=
����������(�) * �������������[�� α� β][[�� �]] * ��� +
�������������[�� α� β][[�� �]] * ��� + �������������[�� α� β][[�� �]] * ����� 
����������������[�_� α_� β_� ���_� ���_� �����_� �_] �=
��(� - �) * -��� α� - ����� α (� + α)
(* ����� �������� ��� �_{��} *)
λ����������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[�����������[�� α� β� ���� ���� �����]� �][[�]]]
λ���������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[�����������[�� α� β� ���� ���� �����]� �][[�]]]
λ���������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[�����������[�� α� β� ���� ���� �����]� �][[�]]]
λ�����������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[�����������[�� α� β� ���� ���� �����]� �][[�]]]
λ����������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[�����������[�� α� β� ���� ���� �����]� �][[�]]]
λ����������[α_� β_� ���_� ���_� �����_] �=
��������[���������������[�����������[�� α� β� ���� ���� �����]� �][[�]]]
�������[α_� β_� ���_� ���_� �����_] �=
��������λ����������[α� β� ���� ���� �����]  �����[α� β]
�����������[α_� β_� ���_� ���_� �����_] �= ��������[
λ����������[α� β� ���� ���� �����] - �������[α� β� ���� ���� �����] * �����[α� β]]
������������[α_� β_� ���_� ���_� �����_] �=
��������[λ�����������[α� β� ���� ���� �����] -
�������[α� β� ���� ���� �����] * ������[α� β]]
����������[α_� β_� ���_� ���_� �����_] �= ��������[
λ���������[α� β� ���� ���� �����] - �������[α� β� ���� ���� �����] * ����[α� β]]
����������[α_� β_� ���_� ���_� �����_] �= ��������[
λ���������[α� β� ���� ���� �����] - �������[α� β� ���� ���� �����] * ����[α� β]]
�����������[α_� β_� ���_� ���_� �����_] �= ��������[
λ����������[α� β� ���� ���� �����] - �������[α� β� ���� ���� �����] * �����[α� β]]
�����������[�_� α_� β_� ���_� ���_� �����_] �= ��������
(�����������[α� β� ���� ���� �����]) + (����������[α� β� ���� ���� �����] * �) +
����������[α� β� ���� ���� �����] * ��(�) +
������������[α� β� ���� ���� �����] * ��(�) +
�����������[α� β� ���� ���� �����] * ��(�)
�������[�_� α_� β_� �����_� �_] �=
��������[�����������[�� α� β� ���� ���� �����] /� ��� → �����[�� α� β� ������ �] /�
��� → �����[�� α� β� ������ �] ]
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(* +� ���������� *)
����������[�_� α_� β_� �����_� �_] �=
���������������[�� α� β� ������ �]  �����[�� α� β]
����������[�_� α_� β_� �����_� �_] �=
���������������[�� α� β� ������ �]  ����[�� α� β]
�����������[�_� α_� β_� �����_� �_] �=
���������������[�� α� β� ������ �]  �������[�� α� β]
�����������[�_� α_� β_� �����_� �_] �=
���������������[�� α� β� ������ �]  ����[�� α� β]
����������[�_� α_� β_� �����_� �_] �=
���������������[�� α� β� ������ �]  �������[�� α� β]
��������������[α_� β_� �����_� �_] �= ��������[
�������[α� β� ���� ���� �����] /� ��� → �����[���[�� α� β]� α� β� ������ �] /�
��� → �����[���[�� α� β]� α� β� ������ �] ]
(* ��-���������� �_{��}(�) *)
����������[�_� α_� β_� �����_� �_] �=
��������-����������[�� α� β� ������ �]
- ����������[���[�� α� β]� α� β� ������ �] * ���[�� α� β]�(-�)
- (�����������[� / ���[�� α� β]� α� β� ������ �]) * ���[�� α� β]�(�)
- �����������[����[�� α� β]� α� β� ������ �] * ����[�� α� β]�(-�)
- �����������  ����[�� α� β]� α� β� ������ � * ����[�� α� β]�(�)
+ (��������������[�� �] + ��������������[�� � - �]) *
��������������[α� β� ������ �]
(***************************************************************************
************)
(************ ������� ����������� ���� α =�����







������[�� ������ ������ ��������� �����] +
������[�� ������ ������ ��������� �����] +
������[�� - �� ������ ������ ��������� �����] +
������[�� ������ ������ ��������� �����] +
� * ��������[�� ������ ������ ��������� �����] +
� * ��������[�� - �� ������ ������ ��������� �����] +
����������[�� ������ ������ ��������� �����]
}� {�� �� �� }]�
����������� = �����[{��
������[�� ������ ������ ��������� �����]
}� {�� �� �� }]�
���������������[��������_] �= ��������[���[�����������[[�]][[�]]� {�� �� ��}]]
������������ =
��������������������[������] ⩵ �  � * (� + (����� / �����))�(�)� ������
{{������ → ��������}}
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������������� = ������ ��� - ��� ����
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(* ������� �� ����������� -
���������� ���� �� ��������_����_���_��������������� *)
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�������� = �����[{�� ������[�� ������ ������ ��������� �����]}� {�� �� ��}]�
��������� = �������� - �� ����[[�]][[���]]  �������������� {���� �� ������}�
���������[����[��������[��������� ��������� → {����� ���������[����]}�
��������� → {���� ��++(�)�}� ��������� → {������� �����}]� ��������[
���������� ��������� → {���� ���������[�����]}]]� ��������������� → ����]
�������� = �����[{�� ������[�� ������ ������ ��������� �����]}� {�� �� ��}]�
��������� = �������� - �� ����[[�]][[���]]  �������������� {���� �� ������}�
���������[����[��������[��������� ��������� → {����� ���������[�����]}�
��������� → {���� ��+-(�)�}� ��������� → {�� ������}]� ��������[
���������� ��������� → {���� ���������[�����]}]]� ��������������� → ����]
���������� = �����[{�� ��������[�� ������ ������ ��������� �����]}� {�� �� ��}]�
����������� = �������� - �� ����[[�]][[���]]  �������������� {���� �� ������}�
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���������[����[��������[����������� ��������� → {����� ���������[����]}�
��������� → {���� ��+���(�)�}� ��������� → {������� �������}]�
��������[������������ ��������� → {���� ���������[�����]}]]�
��������������� → ����]
������������ =
�����[{�� ����������[�� ������ ������ ��������� �����]}� {�� �� ��}]�
������������� =
�������� - �� ����[[�]][[���]]  �������������� {���� �� ������}�
���������[����[��������[������������� ��������� → {����� ���������[����]}�
��������� → {���� ��������(�)�}� ��������� → ���]� ��������[��������������
��������� → {���� ���������[�����]}]]� ��������������� → ����]
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[86] Thomas Speck, Julian Bialké, Andreas M. Menzel, and Hartmut Löwen.
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