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1. Introduction.
Hyperbolic spaces play an important role in geometric group theory and in the geometry of negatively
curved spaces (see [1, 2, 3]). The concept of Gromov hyperbolicity grasps the essence of both negatively
curved spaces like the classical hyperbolic space or Riemannian manifolds of negative sectional curvature,
and of discrete spaces like trees and Cayley graphs of many finitely generated groups. It is remarkable how
a simple concept leads to such a rich general theory (see [1, 2, 3]).
The study of mathematical properties of Gromov hyperbolic spaces and its applications is a topic of recent
and increasing interest in graph theory; see, for instance [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18].
The theory of Gromov spaces was used initially for the study of finitely generated groups (see [3] and
the references therein), where it was observed to have a practical importance. This theory was applied
mainly to the study of automatic groups (see [19]), which play a role in computation science. The concept
of hyperbolicity appears also in discrete mathematics, algorithms and networking. For example, it has been
shown empirically in [20] that the internet topology embeds with better accuracy into hyperbolic space
than into Euclidean space of comparable dimension. A few algorithmic problems in hyperbolic spaces and
hyperbolic graphs have been considered in recent papers (see [21, 22, 23, 24]). Another interesting application
of these spaces is secure transmission of information on the internet (see [9, 10, 11]). In particular, the
hyperbolicity plays a key role in the spread of viruses through the network (see [10, 11]). The hyperbolicity
is also useful in the study of DNA data (see [6]).
In [25, Section 1.3] is observed that the hyperbolicity of a geodesic metric space is equivalent to the
hyperbolicity of a graph related to it (see also [14, 16, 17]). Hence, establishing hyperbolicity criteria for
graphs will be of interest to us.
Let us state some basic facts about Gromov’s spaces. If γ : [a, b] −→ X is a continuous curve in a metric
space (X, d), we say that γ is a geodesic if it is an isometry, i.e., L(γ|[s,t]) = d(γ(t), γ(s)) = |t− s| for every
s, t ∈ [a, b]. The space X is a geodesic metric space if for every x, y ∈ X there exists a geodesic joining x
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and y; denote by [xy] any of such geodesics (since uniqueness of geodesics is not required, this notation is
ambiguous, but it is convenient). It is clear that every geodesic metric space is path-connected.
By a graph G we mean a set of points called vertices connected by (undirected) edges; the set of vertices
is denoted by V (G) and the set of edges by E(G); we assume also that each edge has assigned a length. In
order to consider a graph G as a geodesic metric space, identify (by an isometry) any edge [u, v] ∈ E(G)
with the real interval [0, l] (if l := L([u, v])); therefore, any point in the interior of an edge is a point of G.
Then G is naturally equipped with a distance defined on its points, induced by taking shortest paths.
If X is a geodesic metric space and J = {J1, J2, . . . , Jn} is a polygon, with sides Jj ⊆ X, the polygon
J is δ-thin if for every x ∈ Ji one has that d(x,∪j 6=iJj) ≤ δ. Denote by δ(J) the sharp thin constant of
J , i.e., δ(J) := inf{δ : J is δ-thin } . If x1, x2, x3 ∈ X, a geodesic triangle T = {x1, x2, x3} is the union
of the three geodesics [x1x2], [x2x3] and [x3x1]. The space X is δ-hyperbolic if every geodesic triangle
in X is δ-thin. Let us denote be δ(X) the sharp hyperbolicity constant of X, i.e., δ(X) := sup{δ(T ) :
T is a geodesic triangle in X }. The space X is hyperbolic if X is δ-hyperbolic for some δ. Note that if
X is δ-hyperbolic, then every geodesic polygon with n sides is (n − 2)δ-thin; in particular, every geodesic
quadrilateral is 2δ-thin.
As a remark, the main examples of hyperbolic graphs are trees. In fact, the hyperbolicity constant of a
geodesic metric space can be viewed as a measure of how “tree-like” the space is, since those spaces X with
δ(X) = 0 are precisely the metric trees. This is an interesting subject since, in many applications, one finds
that the borderline between tractable and intractable cases may be the tree-like degree of the structure to
be dealt with (see, e.g., [26]).
It is worth pointing out that deciding whether or not a space is hyperbolic is usually extraordinarily
difficult: Note that, first of all, one needs to consider an arbitrary geodesic triangle T , and calculate the
minimum distance from an arbitrary point P of T to the union of the other two sides of the triangle to which
P does not belong to. And then, to take the supremum over all the possible choices for P and then over all
the possible choices for T . Without disregarding the difficulty of solving this minimax problem, notice that
in general the main obstacle is that the location of geodesics in the space is not usually known.
One of the main questions in the study of any mathematical property is to characterize it in a simple
way. If the property is very difficult to characterize (as in the case of hyperbolicity), a natural strategy is to
do so for a subclass of objects. In this paper a very simple characterization of the hyperbolicity of periodic
tessellation graphs of R2 is given (see Theorem 4.1 and Definitions 3.2 and 3.3).
Theorem 4.1 characterizes the hyperbolicity of any periodic tessellation graph G in terms of the hyper-
bolicity of a “period graph” G∗ (G can be obtained by pasting infinitely many copies of G∗, see Definition
3.3). As a first intuition, one might think that the hyperbolicity of G∗ guarantees the hyperbolicity of G;
however, this does not hold for the Cayley graph G of Z×Z, where one can take as G∗ the Cayley graph of
Z×Z2 (note that G∗ is hyperbolic and G is not hyperbolic). Theorem 4.1 states that G is hyperbolic if and
only if G∗ is hyperbolic and the geodesic lines bordering G∗ “diverge” (this last condition is not satisfied in
Z× Z2).
The outline of the paper is as follows. In Section 2 the needed background is collected. Section 3 contains
the technical results used in the proof of the main theorem, which appears in Section 4.
2. Background on Gromov hyperbolic spaces.
Let (X, dX) and (Y, dY ) be two metric spaces. A map f : X −→ Y is said to be an (α, β)-quasi-isometric
embedding, with constants α ≥ 1, β ≥ 0 if, for every x, y ∈ X:
α−1dX(x, y)− β ≤ dY (f(x), f(y)) ≤ αdX(x, y) + β.
The function f is ε-full if for each y ∈ Y there exists x ∈ X with dY (f(x), y) ≤ ε.
A map f : X −→ Y is said to be a quasi-isometry, if there exist constants α ≥ 1, β, ε ≥ 0 such that f is
a ε-full (α, β)-quasi-isometric embedding.
Two metric spaces X and Y are quasi-isometric if there exists a quasi-isometry f : X −→ Y .
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An (α, β)-quasigeodesic of a metric space X is an (α, β)-quasi-isometric embedding γ : I −→ X, where
I is an interval of R. A quasigeodesic is an (α, β)-quasigeodesic for some α ≥ 1, β ≥ 0. Note that a (1, 0)-
quasigeodesic is a geodesic. A geodesic line is a geodesic with domain R. A geodesic ray is a geodesic with
domain [0,∞).
Let X be a metric space, Y a non-empty subset of X and ε a positive number. The ε-neighborhood of Y
in X, denoted by Vε(Y ) is the set {x ∈ X : dX(x, Y ) ≤ ε}.
The Hausdorff distance between two non-empty subsets Y and Z of X, denoted by H(Y,Z), is the number
defined by:
inf{ε > 0 : Y ⊂ Vε(Z) and Z ⊂ Vε(Y )}.
Two of the fundamental properties of hyperbolic spaces are the following:
Theorem 2.1 (Invariance of hyperbolicity). Let f : X −→ Y be an (α, β)-quasi-isometric embedding between
the geodesic metric spaces X and Y . If Y is hyperbolic, then X is hyperbolic.
Besides, if f is ε-full for some ε ≥ 0 (a quasi-isometry), then X is hyperbolic if and only if Y is hyperbolic.
Theorem 2.2 (Geodesic stability). For given constants α ≥ 1 and β, δ ≥ 0 there exists a constant H =
H(δ, α, β) such that for every δ-hyperbolic geodesic metric space and for every pair of (α, β)-quasigeodesics
g, h with the same endpoints, H(g, h) ≤ H.
If X is a metric space, define the Gromov product of x, y ∈ X with base point w ∈ X by
(x, y)w :=
1
2
(
d(x,w) + d(y, w)− d(x, y)).
If X is a Gromov hyperbolic space, it holds
(2.1) (x, z)w ≥ min
{
(x, y)w, (y, z)w
}− δ
for every x, y, z, w ∈ X and some constant δ ≥ 0 (see, e.g., [1, Proposition 2.1] or [2, p.41]). Let us denote
by δ∗(X) the sharp constant for this inequality, i.e.,
δ∗(X) := sup
{
min
{
(x, y)w, (y, z)w
}− (x, z)w : x, y, z, w ∈ X}.
Remark 2.3. If X is a geodesic metric space, it is known that (2.1) is, in fact, equivalent to our definition
of Gromov hyperbolicity; furthermore, δ∗(X) ≤ 4 δ(X) and δ(X) ≤ 3 δ∗(X) (see, e.g., [1, Proposition 2.1] or
[2, p.41]).
If D is a closed subset of X, always consider in D the inner metric obtained by the restriction of the
metric in X, that is
dD(z, w) := inf
{
LX(γ) : γ ⊂ D is a continuous curve joining z and w
} ≥ dX(z, w) .
Consequently, LD(γ) = LX(γ) for every curve γ ⊂ D.
In an informal way, a tessellation, T , on R2 is a partition of R2 by geometric shapes (called tiles) with
no overlaps and no gaps. The tessellation graph associated to T is the union of the boundaries of the tiles.
More precisely, for n ≥ 1, an n-cell is a topological space homeomorphic to the open ball in Rn. A 0-cell is
a singleton space. A tesselation on R2 is a CW 2-complex on R2 such that every point on R2 is contained
in some n-cell of the complex for some n ∈ {0, 1, 2}. A tessellation graph is the 1-skeleton (the set of 0-cells
and 1-cells). The edges (1-cells) of a tessellation graph are just rectifiable paths (paths with finite Euclidean
length) in R2 and have the length induced by the Euclidean metric. Note that this class of graphs contains
as particular cases many planar graphs.
3. Technical lemmas.
Since the proof of our main result (Theorem 4.1) is long and technical, in order to make the arguments
more transparent, we collect some results needed along the proof in technical lemmas. Let us start with the
definition of periodic graph.
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Definition 3.1. Let G be a tessellation graph of R2. Then, G is periodic if there exists (u, v) ∈ R2 \{(0, 0)}
such that T (G) = G, where T : R2 −→ R2 is defined as T (x, y) = (x, y) + (u, v). In this case, T is a periodic
transformation of G.
Definition 3.2. A periodic tessellation graph G of R2 is normalized if T (x, y) = (x + k0, y) is a periodic
transformation of G for some positive constant k0 > 0, and σ := R× {0} is contained in G.
Note that in order to study the hyperbolicity of a periodic tessellation graph G of R2, by applying a
rotation and/or a lift, without loss of generality one can assume that T (x, y) = (x + k0, y) with k0 > 0.
Furthermore, one can assume that σ := R × {0} ⊂ G, since otherwise the tessellation graph obtained by
adding σ to G is quasi-isometric to G. Hence, in order to study the hyperbolicity, assume that every periodic
tessellation graph of R2 is normalized.
Definition 3.3. Denote by U (respectively, L) the closed upper (respectively, lower) half-plane in R2. If G
is a normalized periodic tessellation graph of R2, then γ is a fundamental ray of G in U (respectively, in
L) if it is a geodesic ray of G in U (respectively, in L) starting in (0, 0) verifying the following property:
if B is the closed connected set in U (respectively, in L) bounded by γ and T (γ), then ∪n∈ZTn(B) = U
(respectively, ∪n∈ZTn(B) = L). In this case, γ0 is said a fundamental line of G if γ0 = γ1 ∪ γ2, where γ1
is a fundamental ray of G in U and γ2 is a fundamental ray of G in L; if B is the closed connected set in
R2 bounded by γ0 and T (γ0), then ∪n∈ZTn(B) = R2. The period graph G∗ of G (with respect to γ0) is the
subgraph G∗ := G ∩B; then ∪n∈ZTn(G∗) = G.
The following result is a main tool in order to state our main result.
Lemma 3.4. For any normalized periodic tessellation graph G of R2 there exists a fundamental line.
Proof. By symmetry, it suffices to show that there exists a fundamental ray of the graph G in U .
Given s > 0, let Es be the set of geodesics starting in p = (0, 0) and finishing in some point q with
dG(p, q) ≤ s; hence, any geodesic in Es is contained in the closed ball BG(p, s) (if a geodesic in Es has length
s′ < s, and it can be considered as a map defined on [0, s] which is constant in the interval [s′, s]). Let us
consider in Es the uniform convergence topology. Since the closed ball BG(p, s) is compact, Es is compact
by Arzela`-Ascoli’s Theorem. If γ : J → G is a geodesic with J = [0, a], define Js := J ∩ [0, s] and denote by
γ(s) the restriction of γ to Js (hence, γ(s) ∈ Es).
Note that if a geodesic starts in p = (0, 0) and exits from σ, then it does not return to σ. For each natural
number n > s, choose a point rn in the open upper half-plane with dG(rn, σ) ≥ n and a geodesic [prn]. The
geodesic [prn] exits from σ in the point pn; let u be such that T−u(pn) ∈ [prn] and dG(T−u(pn), p) ≤ s.
Then γ′n := [pT
−u(pn)] ∪ T−u([pnrn]) is a geodesic; note that L(γ′n ∩ σ) ≤ s and L(γ′n) ≥ n. Iterating this
argument one can obtain a geodesic γn with the following property: for every horizontal line σ′ one gets
L(γn ∩ σ′) ≤ s and L(γn) ≥ n.
Since Es is compact, for each s > 0 there exists a subsequence {γs,m}m from {γn}n such that {γ(s)s,m}m
converges uniformly. Cantor’s diagonal argument gives a subsequence {gn}n from {γn}n such that the
sequence {g(s)n }n converges uniformly to a geodesic gs; since (gs)(s′) = gs′ if s′ < s, these geodesics gs
define a geodesic ray g starting in p. One can check that g is contained in U and that L(g ∩ σ′) ≤ s for
every horizontal line σ′. If g = (u, v), let us check that lim supt→∞ v(t) = ∞: since g does not contain an
horizontal ray, if v(t) ≤ M for some constant M and every t ≥ 0, then {T−n(g)}n≥0 accumulates, which is
a contradiction.
Let us denote by B the closed connected set in U bounded by g and T (g); since lim supt→∞ v(t) = ∞,
one obtains ∪n∈ZTn(B) = U . 
Lemma 3.5. Let G be a δ-hyperbolic graph and let γ0 be either a geodesic line or a geodesic ray in G. For
any x ∈ G, denote by x′ a point in γ0 with dG(x, γ0) = dG(x, x′). Then, for any w ∈ γ0,
dG(x, x′) + dG(x′, w)− 8δ ≤ dG(x,w) ≤ dG(x, x′) + dG(x′, w).
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Proof. The upper bound is just the triangle inequality; let us prove the lower bound. Given any geodesic tri-
angle T = {x, x′, w}, let a ∈ [x′w], b ∈ [xw], c ∈ [xx′] be the points verifying dG(x, b) = dG(x, c), dG(x′, a) =
dG(x′, c), dG(w, a) = dG(w, b). Since G is δ-hyperbolic, it is well known that dG(a, b), dG(a, c), dG(b, c) ≤ 4δ
(see, e.g., [1, Proposition 2.1]). Since dG(x, γ0) = dG(x, x′) and a ∈ γ0, it follows dG(x′, a) = dG(c, x′) ≤
dG(c, a) ≤ 4δ and one deduces dG(x,w) = dG(x, b) + dG(b, w) = dG(x, c) + dG(a,w) ≥ dG(x, c) + dG(c, x′)−
4δ + dG(x′, a)− 4δ + dG(a,w) = dG(x, x′) + dG(x′, w)− 8δ. 
A subgraph Γ of G is isometric if dΓ(x, y) = dG(x, y) for every x, y ∈ Γ. The following result appears in
[15, Lemma 5].
Lemma 3.6. If Γ is an isometric subgraph of G, then δ(Γ) ≤ δ(G).
Lemma 3.7. Let G be a graph and let γ0 be either a geodesic line or a geodesic ray in G such that γ0
disconnects G. Let G′1, G
′
2 be two connected components of G \ γ0 and define G1 := G′1 ∪ γ0 and G2 :=
G′2 ∪ γ0. Then G1, G2 are isometric subgraphs of G. For any x ∈ G, denote by x′ a point in γ0 with
dG(x, γ0) = dG(x, x′). If G1, G2 are δ-hyperbolic and x1 ∈ G1, x2 ∈ G2, then
dG(x1, x′1) + dG(x
′
1, x
′
2) + dG(x
′
2, x2)− 16δ ≤ dG(x1, x2) ≤ dG(x1, x′1) + dG(x′1, x′2) + dG(x′2, x2).
Proof. First of all, it will be shown that G1, G2 are isometric subgraphs of G. The inequality dG(x, y) ≤
dGi(x, y) for every x, y ∈ Gi is direct. In order to prove the reverse inequality, let us fix x, y ∈ Gi and a
geodesic σ in G joining them σ : [0, l]→ G. If σ is contained in Gi, then dG(x, y) = dGi(x, y). Otherwise, σ
intersects γ0. If σ′ is a subcurve of σ joining two points u, v in γ0 and g is the subcurve of γ0 joining u, v, then
L(σ′) = L(g) since γ0 is a geodesic. Consequently, dG(x, y) ≥ dGi(x, y) and conclude dGi(x, y) = dG(x, y)
for every x, y ∈ Gi.
Let w be a point in γ0 ∩ [x1x2]. Since G1, G2 are δ-hyperbolic, Lemma 3.5 implies
dG(x1, x2) = dG1(x1, w) + dG2(w, x2)
≥ dG1(x1, x′1) + dG1(x′1, w)− 8δ + dG2(w, x′2) + dG2(x′2, x2)− 8δ
= dG(x1, x′1) + dG(x
′
1, w) + dG(w, x
′
2) + dG(x
′
2, x2)− 16δ
≥ dG(x1, x′1) + dG(x′1, x′2) + dG(x′2, x2)− 16δ.

Lemma 3.8. Let G be a graph and let γ0 be either a geodesic line or a geodesic ray in G such that γ0
disconnects G. Let G′1, G
′
2 be two connected components of G \ γ0 and define G1 := G′1 ∪ γ0 and G2 :=
G′2 ∪ γ0. For any x ∈ G, denote by x′ a point in γ0 with dG(x, γ0) = dG(x, x′). If G1, G2 are δ-hyperbolic,
x1 ∈ G1, x2 ∈ G2 and w ∈ γ0, then
dG(x′2, w)− dG(x1, x′2)− 16δ ≤ dG(x2, w)− dG(x1, x2) ≤ dG(x′2, w)− dG(x1, x′2) + 16δ.
Proof. Since γ0 is a geodesic line, G1, G2 are isometric subgraphs in G. Then Lemma 3.5 (applied to G1 and
G2) and Lemma 3.7 imply
dG(x2, w)− dG(x1, x2) ≥ dG(x2, x′2) + dG(x′2, w)− 8δ − dG(x1, x′1)− dG(x′1, x′2)− dG(x′2, x2)
≥ dG(x′2, w)− dG(x1, x′2)− 16δ,
dG(x2, w)− dG(x1, x2) ≤ dG(x2, x′2) + dG(x′2, w)− dG(x1, x′1)− dG(x′1, x′2)− dG(x′2, x2) + 16δ
≤ dG(x′2, w)− dG(x1, x′2) + 16δ.

The following result appears in [3, Corollary 1.1B] and [1, Proposition 2.2].
Lemma 3.9. Let X be a metric space verifying for some fixed w0 ∈ X
(x, z)w0 ≥ min
{
(x, y)w0 , (y, z)w0
}− δ
for every x, y, z ∈ X and some constant δ ≥ 0, then (2.1) holds with constant 2δ for every x, y, z, w ∈ G.
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Lemma 3.10. Let G be a graph and let γ0 be either a geodesic line or a geodesic ray in G such that G \ γ0
has two connected components G′1, G
′
2. Define G1 := G
′
1 ∪ γ0 and G2 := G′2 ∪ γ0. If G is δ-hyperbolic, then
G1, G2 are δ-hyperbolic. If G1, G2 are δ-hyperbolic, then G is 120δ-hyperbolic.
Proof. Note that Lemma 3.7 gives that G1, G2 are isometric subgraphs of G. Therefore, if G is δ-hyperbolic,
then G1, G2 are δ-hyperbolic by Lemma 3.6.
Assume now that G1, G2 are δ-hyperbolic. We will prove that G is 120δ-hyperbolic by using Remark 2.3
and Lemmas 3.8 and 3.9.
Let us fix w ∈ γ0 and x, y, z ∈ G. Without loss of generality one can assume either that x, y, z ∈ G1, or
x, y ∈ G1 and z ∈ G2, or x, z ∈ G1 and y ∈ G2 (observe that in our argument x and z play a symmetric
role, but y play another role since it appears in a different place in the inequalities).
If x, y, z ∈ G1, since G1 is δ-hyperbolic, then Remark 2.3 gives
(x, z)w ≥ min
{
(x, y)w, (y, z)w
}− 4δ.
If x, y ∈ G1 and z ∈ G2, then Lemma 3.8 gives dG(z, w) − dG(x, z) ≥ dG(z′, w) − dG(x, z′) − 16δ and
dG(z′, w)− dG(y, z′) ≥ dG(z, w)− dG(y, z)− 16δ. Since G1 satisfies (2.1) with constant 4δ, deducing
2(x, z)w = dG(x,w) + dG(z, w)− dG(x, z) ≥ dG(x,w) + dG(z′, w)− dG(x, z′)− 16δ
= 2(x, z′)w − 16δ ≥ min
{
2(x, y)w, 2(y, z′)w
}− 8δ − 16δ
= min
{
dG(x,w) + dG(y, w)− dG(x, y), dG(y, w) + dG(z′, w)− dG(y, z′)
}− 24δ
≥ min{dG(x,w) + dG(y, w)− dG(x, y), dG(y, w) + dG(z, w)− dG(y, z)}− 16δ − 24δ
= 2 min
{
(x, y)w, (y, z)w
}− 40δ.
If x, z ∈ G1 and y ∈ G2, then Lemma 3.8 gives dG(y′, w) − dG(x, y′) ≥ dG(y, w) − dG(x, y) − 16δ and
dG(y′, w)− dG(y′, z) ≥ dG(y, w)− dG(y, z)− 16δ. Since G1 satisfies (2.1) with constant 4δ, one concludes
2(x, z)w ≥ min
{
2(x, y′)w, 2(y′, z)w
}− 8δ
= min
{
dG(x,w) + dG(y′, w)− dG(x, y′), dG(y′, w) + dG(z, w)− dG(y′, z)
}− 8δ
≥ min{dG(x,w) + dG(y, w)− dG(x, y), dG(y, w) + dG(z, w)− dG(y, z)}− 24δ
= 2 min
{
(x, y)w, (y, z)w
}− 24δ.
Hence, in any case, (x, z)w ≥ min
{
(x, y)w, (y, z)w
} − 20δ, if w ∈ γ0. Consequently, Lemma 3.9 gives that
(2.1) holds with constant 40δ, and Remark 2.3 gives that G is 120δ-hyperbolic. 
Lemma 3.11. Let G be a normalized periodic tessellation graph of R2 such that G∗ is δ∗-hyperbolic and
lim|z|→∞,z∈γ0 dG(z, T (z)) =∞ for some choice of the fundamental line γ0. Assume also that γ0 is a geodesic
line. Let x ∈ T j(G∗) and y ∈ T k(G∗) with j ≤ k. Then there exists constants M , N , which just depend on
G∗ and δ∗, verifying the following properties:
(1) For each geodesic γ joining x and y there exists another geodesic γ′ joining x and y, with γ′ contained
in ∪ki=jT i(G∗) and such that H(γ, γ′) ≤M . Furthermore, γ′ ∩ T i(G∗) is a connected set for each j ≤ i ≤ k.
(2) If j + 2 ≤ k, then for each j < i < k there exists a point zi ∈ γ′ with dT i(G∗)(zi, σ ∩ T i(G∗)) ≤ N .
Remark 3.12. The proof of Lemma 3.11 gives that the same result holds for periodic tessellation graphs of
U or L.
Proof of Lemma 3.11. Note that G∗ is an isometric subgraph, since γ0 (and T (γ0)) is a geodesic line. There-
fore, if x, y ∈ G∗ and A,B ⊂ G∗, then dG∗(x, y) = dG(x, y) and HG∗(A,B) = H(A,B).
In order to prove (1), first of all we are going to prove that there exists a constant M , which just depends
on G∗ and δ∗, with the following property: if u, v ∈ γ0, η0 is the subset of γ0 joining u and v, and η is any
geodesic joining u and v, then H(η0, η) ≤M .
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Let H be the constant H = H(δ∗, 1, 0) in Theorem 2.2. One can check that if lim|z|→∞,z∈γ0 dG(z, T (z)) =
∞, then lim|z|→∞,z∈γ0 dG(z, T (γ0)) = ∞ and lim|z|→∞,z∈γ0 dG(z, T−1(γ0)) = ∞. Then there exists a con-
stant R such that if z ∈ γ0 and dG∗(z, σ ∩G∗) > R, then dG∗(z, T (γ0)) > H and dT−1(G∗)(z, T−1(γ0)) > H.
Assume first that η is contained either in G∗ or in T−1(G∗). Without loss of generality, assume that η
is contained in G∗. Then {η0, η} is a geodesic bigon in G∗, and Theorem 2.2 gives H(η0, η) ≤ H. If η is
contained in G∗ ∪ T−1(G∗), apply the previous argument to each subset of η contained either in G∗ or in
T−1(G∗), obtaining also H(η0, η) ≤ H.
Assume now that η is not contained in G∗ ∪ T−1(G∗) and that it is contained either in ∪i<0T i(G∗) or in
∪i≥0T i(G∗). Without loss of generality one can assume that η is contained in ∪i≥0T i(G∗). If η : [0, l] →
∪i≥0T i(G∗), then define
a := max{s ∈ [0, l]/ η(t) ∈ G∗ ∀t ∈ [0, s]}, b := min{s ∈ [0, l]/ η(t) ∈ G∗ ∀t ∈ [s, l]}.
If η1 is the subset of T (γ0) joining η(a) and η(b), then define η2 := η([0, a]) ∪ η1 ∪ η([b, l]). Hence, {η0, η2}
is a geodesic bigon in G∗, and Theorem 2.2 gives H(η0, η2) ≤ H. Since dG(η0, η(a)), dG(η0, η(b)) ≤ H
and η(a), η(b) ∈ T (γ0), one has dG∗(η(a), σ ∩ G∗), dG∗(η(b), σ ∩ G∗) ≤ R; thus, conclude dG∗(η(a), η(b)) ≤
2R+ L(σ ∩G∗). Therefore, H(η1, η|[a,b]) ≤ R+ L(σ ∩G∗)/2 and H(η0, η) ≤M := H +R+ L(σ ∩G∗)/2.
In the general case, one can apply the previous argument to each subset of η contained either in ∪i<0T i(G∗)
or in ∪i≥0T i(G∗), to obtain also H(η0, η) ≤M .
Assume now that γ is contained either in ∪i≥jT i(G∗) or in ∪i≤kT i(G∗). Without loss of generality one
can assume that γ is contained in ∪i≥jT i(G∗). If γ : [0, L]→ ∪i≥jT i(G∗), then define
a := max{s ∈ [0, L]/ η(t) ∈ ∪ki=jT i(G∗) ∀t ∈ [0, s]}, b := min{s ∈ [0, L]/ η(t) ∈ ∪ki=jT i(G∗) ∀t ∈ [s, L]}.
If γ1 is the subset of T k+1(γ0) joining γ(a) and γ(b), then define γ′ := γ([0, a])∪γ1∪γ([b, L]) ⊂ ∪ki=jT i(G∗).
But H(γ1, γ|[a,b]) ≤M and, hence, H(γ, γ′) ≤M .
In the general case, apply the previous argument to each subset of γ contained either in ∪i>kT i(G∗) or
in ∪i<jT i(G∗), therefore H(γ, γ′) ≤M .
Applying again the previous argument, γ′ ∩ T i(G∗) is a connected set for each j ≤ i ≤ k.
In order to prove (2), let us consider the set W :=
{
z ∈ G∗/ dG∗(z, γ0) ≤ 2δ∗, dG∗(z, T (γ0)) ≤ 2δ∗
}
=
G∗ ∩ V2δ∗(γ0) ∩ V2δ∗(T (γ0)). Since lim|z|→∞,z∈γ0 dG(z, T (γ0)) = lim|z|→∞,z∈γ0 dG(z, T−1(γ0)) = ∞, the set
W is compact so define N0 := max
{
dG∗(z, σ ∩ G∗)/ z ∈ W
}
. Given any geodesic g : [0, `] → G∗ joining a
point in γ0 with a point in T (γ0) (and contained in G∗) define
α := max{s ∈ [0, `]/ η(t) ∈ V2δ∗(γ0) ∀t ∈ [0, s]}.
Let us consider the geodesic quadrilateral Q in G∗ with sides g =: [agbg], σ ∩ G∗ =: [aσbσ], [agaσ] ⊂ γ0
and [bgbσ] ⊂ T (γ0). Since Q is 2δ∗-thin, dG∗(g(α), σ ∩G∗) ≤ N := max{N0, 2δ∗}. (2) follows directly from
this inequality. 
4. The main result.
Theorem 4.1. Let G be a normalized periodic tessellation graph of R2. Then the following statements are
equivalent:
(1) G is hyperbolic.
(2) G∗ is hyperbolic and lim|z|→∞,z∈γ0 dG(z, T (z)) =∞ for some choice of the fundamental line γ0.
(3) G∗ is hyperbolic and lim|z|→∞,z∈γ0 dG(z, T (z)) =∞ for every choice of the fundamental line γ0.
Proof. Let us define γu := γ0 ∩ U , Gu := G ∩ U and G∗u := G∗ ∩ U . Then, by symmetry and Lemma 3.10
applied to the geodesic line σ, it suffices to show the statement of Theorem 4.1 replacing γ0, G and G∗ by
γu, Gu and G∗u, respectively.
Let us prove the implication (1) ⇒ (3). Assume that G∗u is not hyperbolic for some choice of the
fundamental ray γu. Since γu and T (γu) are geodesic rays, G∗u is an isometric subgraph of Gu. Hence,
Lemma 3.6 gives that Gu is not hyperbolic.
8 A. CANTO´N, A. GRANADOS, D. PESTANA, AND JOSE´ M. RODRI´GUEZ
Assume now that for some choice of the fundamental ray γu, there exist a constant c0 and a sequence
{zn} ⊂ γu with limn→∞ |zn| = ∞ and dG(zn, T (zn)) ≤ c0 for every n. Since ∪n∈ZTn(G∗u) = U , if zn =
(xn, yn), then the sequence {yn} goes to infinity.
Let σn be a geodesic in Gu joining zn and T (zn), and given m ∈ N let σmn be the continuous curve
in Gu joining zn and Tm(zn) given by σmn := ∪m−1j=0 T j(σn). Next, it will be shown that σmn , with its
arc-length parametrization, is a (c0/k0, 2k0)-quasigeodesic (recall that T (x, y) = (x + k0, y) and then c0 ≥
dG(zn, T (zn)) ≥ dR2(zn, T (zn)) = k0 and c0/k0 ≥ 1). If s < t, directly, dG(σmn (t), σmn (s)) ≤ L(σmn |[s,t]) =
t− s. If σmn (s) ∈ T j(σn) and σmn (t) ∈ T j+r(σn), with r ≥ 0, then
t− s ≤ (r + 1)L(σn) = (r + 1)dGu(zn, T (zn)) ≤ (r + 1)c0,
dGu(σ
m
n (t), σ
m
n (s)) ≥ dR2(σmn (t), σmn (s)) ≥ (r − 1)k0 = (r + 1)c0
k0
c0
− 2k0 ≥ k0
c0
(t− s)− 2k0,
thus concluding σmn is a (c0/k0, 2k0)-quasigeodesic (for every n,m). If γ
n
u is the subcurve of γu joining
z1 and zn, then let us choose a natural number m = m(n) with dR2(γnu , T
m(γnu )) ≥ n. Hence, Qn :=
{γnu , σmn , Tm(γnu ), σm1 } is a (c0/k0, 2k0)-quasigeodesic quadrilateral.
Seeking for a contradiction let us assume that Gu is hyperbolic. Let Q′n be a geodesic quadrilateral in Gu
with the same vertices than Qn. By Theorem 2.2, the Hausdorff distance between a quasigeodesic side in
Qn and its corresponding geodesic side in Q′n is less or equal than a constant H = H(δ(Gu), c0/k0, 2k0). Let
us show now that Qn is (2δ(Gu) + 2H)-thin. If p belongs to a side of Qn, then there exists a point p′ in its
corresponding geodesic side in Q′n at distance from p less or equal than H; since Q
′
n is a geodesic quadrilateral,
there exists a point q′ in the union of the other three geodesic sides in Q′n at distance from p
′ less or equal
than 2δ(Gu); then, there exists a point q in the union of the corresponding three quasigeodesic sides in Qn
at distance from q′ less or equal than H, and dG(p, q) ≤ 2δ(Gu) + 2H. Hence, Qn is (2δ(Gu) + 2H)-thin.
Consider a point pn := (an, bn) ∈ γnu with bn = (yn + y1)/2. Since dR2(zn, T (zn)) ≤ dG(zn, T (zn)) ≤ c0,
dGu(pn, σ
m
n ∪ σm1 ) ≥ dR2(pn, σmn ∪ σm1 ) ≥
1
2
(yn − y1)− c0,
dGu(pn, T
m(γn0 )) ≥ dR2(pn, Tm(γn0 )) ≥ n.
And therefore
min
{1
2
(yn − y1)− c0, n
}
≤ 2δ(Gu) + 2H,
for every n. This is a contradiction since {yn} goes to infinity, thus obtaining that Gu is not hyperbolic.
The implication (3)⇒ (2) is direct.
Let us prove the implication (2) ⇒ (1). Define δ∗ := δ(G∗u). Let us consider any geodesic triangle
T = {x1, x2, x3} with xi ∈ T ji(G∗u) and j1 ≤ j2 ≤ j3.
Since the constant M in Lemma 3.11 just depends on G∗ and δ∗, one can assume that [x1x2] ⊂
∪j2j=j1T j(G∗u), [x2x3] ⊂ ∪j3j=j2T j(G∗u), [x1x3] ⊂ ∪j3j=j1T j(G∗u), and that [x1x2] ∩ T i(G∗u), [x2x3] ∩ T i(G∗u),
[x1x3] ∩ T i(G∗u) are either the empty set or a connected set for each i.
Applying at most four times Lemma 3.10, one obtains that if b−a ≤ 4, then ∪bj=aT j(G∗u) is δ0-hyperbolic,
with δ0 = (120)4δ∗.
By symmetry, it suffices to deal with the following cases:
(a) j2 − j1 ≤ 2 and j3 − j2 ≤ 2.
(b) j2 − j1 ≤ 2 and j3 − j2 ≥ 3.
(c) j2 − j1 ≥ 3 and j3 − j2 ≥ 3.
Case (a). Since T ⊂ ∪j3j=j1T j(G∗u), with j3 − j1 ≤ 4, T is δ0-thin.
Case (b). Let y1 be the endpoint of [x1x3]∩
(∪j2+1j=j1T j(G∗u)) with y1 ∈ T j2+2(γu), and let y2 be the endpoint
of [x2x3] ∩
( ∪j2+1j=j1 T j(G∗u)) with y2 ∈ T j2+2(γu). Consider the geodesic quadrilateral Q = {x1, x2, y2, y1} in
∪j2+1j=j1T j(G∗u).
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Let us bound dG(y1, y2). By Lemma 3.11 and Remark 3.12, for each j2 < j < j3, there exists a constant
N , which just depends on G∗ and δ∗, and points zj1 ∈ [x1x3] ∩ T j(G∗u), zj2 ∈ [x2x3] ∩ T j(G∗u), such that
dT j(G∗u)(z
j
1, σ∩T j(G∗u)), dT j(G∗u)(z
j
2, σ∩T j(G∗u)) ≤ N . Consider z ∈ [x1x3]∩T j(G∗u) and w ∈ [x2x3]∩T j(G∗u),
with j2 + 2 ≤ j ≤ j3 − 2. By defining ` := L(σ ∩ G∗u), then dG(z, zj1) ≤ max{dG(zj−11 , zj1), dG(zj1, zj+11 )} ≤
2N + 2` and dG(w, z
j
2) ≤ max{dG(zj−12 , zj2), dG(zj2, zj+12 )} ≤ 2N + 2`; since dG(zj1, zj2) ≤ 2N + `, one obtains
dG(z, w) ≤ 6N + 5` and, in particular, dG(y1, y2) ≤ 6N + 5`.
Since ∪j2+1j=j1T j(G∗u) is δ0-hyperbolic, Q is 2δ0-thin; therefore, given any point p in any side of Q, there
exists a point q in another side of Q with dG(p, q) ≤ 2δ0. Hence, if p ∈ Q ∩ T , then there exists a point q′
in another side of T with dG(p, q) ≤ 2δ0 + 6N + 5`.
If z ∈ [x1x3]∩
(∪j3−2j=j2+2 T j(G∗u)), it was shown above dG(z, [x2x3]) ≤ 6N + 5`. The same argument gives
that if w ∈ [x2x3] ∩
( ∪j3−2j=j2+2 T j(G∗u)), then dG(w, [x1x3]) ≤ 6N + 5`.
Let y′1 be the endpoint of [x1x3] ∩
( ∪j3j=j3−1 T j(G∗u)) with y′1 ∈ T j3−1(γu), and let y′2 be the endpoint
of [x2x3] ∩
( ∪j3j=j3−1 T j(G∗u)) with y′2 ∈ T j3−1(γu). Consider the geodesic triangle T3 = {y′1, x3, y′2} in
∪j3j=j3−1T j(G∗u). Since dG(y′1, y′2) ≤ 6N + 5`.
Since ∪j3j=j3−1T j(G∗u) is δ0-hyperbolic, T3 is δ0-thin; therefore, given any point p in any side of T3, there
exists a point q in another side of T3 with dG(p, q) ≤ δ0. Hence, if p ∈ T3 ∩ T , then there exists a point q′ in
another side of T with dG(p, q) ≤ δ0 + 6N + 5`.
Case (c). Let a1 be the endpoint of [x1x2] ∩
( ∪j2+1j=j2−1 T j(G∗u)) with a1 ∈ T j2−1(γu), and let a3 be the
endpoint of [x2x3] ∩
( ∪j2+1j=j2−1 T j(G∗u)) with a3 ∈ T j2+2(γu). Let b1 and b3 be, respectively, the endpoints
of [x1x3] ∩
( ∪j2+1j=j2−1 T j(G∗u)) with b1 ∈ T j2−1(γu) and b3 ∈ T j2+2(γu). Consider the geodesic pentagon
P = {a1, x2, a3, b3, b1} in ∪j2+1j=j2−1T j(G∗u).
The previous argument in the Case (b) gives that dG(a1, b1), dG(a3, b3) ≤ 6N + 5`.
Since ∪j2+1j=j2−1T j(G∗u) is δ0-hyperbolic, P is 3δ0-thin; therefore, given any point p in any side of P, there
exists a point q in another side of P with dG(p, q) ≤ 3δ0. Hence, if p ∈ P ∩ T , then there exists a point q′
in another side of T with dG(p, q) ≤ 3δ0 + 6N + 5`.
Finally, let us deal with the other situations as in the Case (b).
Hence, δ(Gu) ≤ 3δ0 + 6N + 5`. 
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