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I. INTRODUCTION 
Associated with the partial differential equation 
(1) L(U) = Uxy + A(x, y) Ux + B(x, y) Uy + C(x, y) U = D(x, y) 
are two classical problems referred to as the Goursat problem 
and the Cauchy problem. The Goursat problem for equation (1) 
consists of finding a function U(x, y) which satisfies (1) and 
the given conditions 
(2) U(x, 0) = f (x), U( 0, y) = g(y), f(0) = g( 0). 
The Cauchy problem for equation (l) consists of obtaining a 
function which satisfies equation (1) and the conditions 
(3) U(x(t ), y(t ) ) = a(t ), Ux - Uy = (3(t ), 
where x = x(t ), y = y(t) are parametric equations of some 
curve which is nowhere tangent to a coordinate line. Various 
conditions of regularity muat be imposed on the functions A, B, 
C, D, f, g, g, (3 to insure the existence and uniqueness of 
solutions to these problems. 
The differential equation 
(I}.) M(V) = Vst - [A(s, t) V]3 - [B(s, t) V]t + C(s, t) V = 0 
is called the adjoint of equation (1) provided that Ax and By 
are continuous in the region considered. A solution of (Ij.) 
which satisfies the additional conditions 
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( 5 ) V-fc - A V = 0 when s = x 
V3 - B V = 0 when t = y 
V(x, y) = 1, 
is called a Riemann (sometimes Riemann-Green) function for 
equation (1). 
Solutions of the Goursat and Cauchy problems can be ex­
pressed in terms of the Riemann function by Riemann's method 
as is shown in Chapter III. This method was introduced by 
Riemann (7) for two special cases of (1) which arise in the 
theory of gas dynamics. The method, in the form in which it 
is given here, appeared in one of Darboux1 s Volumes (1+). E. 
T. Copson (2) gives a list of the Riemann functions for 
which explicit formulae have been obtained by one method or 
another. No general method for obtaining these functions is 
known. 
The question of dependence of the solution of the Gour­
sat problem on the functions f and g has been considered by 
C. Corduneanu (J). In that paper the following example is 
given: Consider the problem 
( 6 ) TJXy - p ( x ) Ux = 0, 
_i_ 
(7) U(x, 0) = n~ 3 sin nx, U(o, y) = 0 (n an integer). 
The solution is easily obtained in the form 
3 
z.  rx  (8 ) U (x, y ) = n 3 \ cos nt exp yp( t ) dt. 
n  J o  
At the point (2n, 1), 
o r 2ot 2. 
(9 ) Un(2ir, 1) = n3 \ exp p(t ) cos nt dt = n^" J o 
where a^ is the nth Fourier coefficient of exp p(t). It is 
known that there exist positive continuous bounded functions 
whose Fourier coefficients an are such that an ^  0(n"*z). 
(See Hobson ($)). Let q(t) denote such a function and let 
p(t) = log q(t). With p(t) chosen in this manner 
^"
r^a Un(2it, 1) does not exist. Thus, a sequence of the pre< 
n -»co 
scribed functions on the x-axis which converges uniformly to 
zero does not necessarily give rise to a convergent solution 
function. Hence, in this sense, the solution does not depend 
continuously on the functions f and g. In the same paper 
(3), sufficient conditions for continuity in this sense are 
given. The results are the same as those of Theorems I4..I 
and I4..2 in Chapter IV. 
The possibility that some of the functions A, B, C, D 
may not possess partial derivatives must also be considered. 
The existence and uniqueness of the solutions of both the 
Goursat and Cauchy problems require only the continuity of 
these functions. A difficulty appears to arise in consid­
ering the Riemann function since equation (I4.) may not make 
sense unless Ag and are assumed to exist. This difficulty 
can be resolved and the Riemann method can be retained by 
k  
replacing equation (I4.) and conditions (5) by the integral 
equation 
(10) v(s, t) = -1 + p(s) +<r(t) - C(V,7 ) d^] d% + 
^ |A(x, 7 )v(x,7 ) - A(s,7 )v(s,7 )j d>7 + 
|X[b(1T, y)v(î, y) - B(?, t)V(S, t)] dï. 
where 
(11) 0~(t) = exp j A(x, x )dc, p (s ) = exp ^ B(T, y )d?. 
If A and B possess the partial derivatives required in (Ij.), 
it is easy to show that a function V(s, t) satisfies (10) if 
and only if it satisfies (1^.) and (5). A. Wintner (9) has 
shown that the solutions of the Goursat and Cauchy problems 
can be expressed by Riemann's method using the solution of 
(10) for the Riemann function even in the case when A and B 
are assumed only continuous. 
The purpose of this thesis is to characterize the de­
pendence of the solutions of the Goursat and Cauchy problems 
on the given functions (f, g, a and (3 ) by using Riemann's 
method. It is shown that under certain restrictions on A and 
B, the solution of (10) belongs to a certain Banach space. 
The dependence of the solutions of the Goursat and Cauchy 
problems on the given functions is then determined by utili­
zing the properties of this Banach space. 
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II. DEFINITIONS AND NOTATION 
The concept of total variation of a function plays an 
important role in this thesis. Some of the results needed 
later are given in this chapter. 
Definition 2.1. Let f be defined on [a, b]. Let 
Pn = [xQ, x^, •••, xn] be a partition of [a, b] and set 
Afk = f(xk) - f(xk-1), k = 1, 2, •••, n. If there exists a 
positive number M such that 
7 |Afkl 5 M 
^-k=l 
for all partitions Pn then f is said to be of bounded varia­
tion on [a, b] . 
Definition 2.2. Let f be of bounded variation on [a, b], 
and let X(Pn) denote the sum |Afk| corresponding to 
the partition Pn of [a, b]. The number 
v£(f ) = sup[ I (Pn) | Pn e p], 
where P is the collection of all partitions of [a, b], is 
called the total variation of f on [a, b]. 
For proofs of the following theorems see Apostol (1). 
Theorem 2.1. Let f be of bounded variation on [a, b]. 
Let p(x) = V&(f). Then 
(a) p is monotone non-decreasing, 
(b) p-f is monotone non-decreasing. 
Theorem 2.2. Let f be defined on [a, b]. Then f is of 
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bounded variation if and only if f can be expressed as the 
difference of two monotone functions. 
Theorem 2.3. If f is continuous on [a, b] and f' exists 
and is bounded in (a, b ), then f is of bounded variation on 
[a, b]. 
Theorem 2.L. If f is of bounded variation on [a, b], 
then f is bounded on [a, b] and 
|f(x)| < |f(a)| + vj(f). 
When there is no danger of confusion, V^(f) is replaced 
by V(f) for the sake of simplicity. 
Theorem 2.5. If f and g are of bounded variation on 
[a, b] so are their sum, difference and product. Also we 
have 
(12) V(f ± g) < V(f) + V(g) and V(fg) < A V(f) + B V(g), 
where A > |f(x)| and B > |g(x)| for x e [a, b]. 
Theorem 2.6. Let {fn} be a sequence of functions on 
[a, b] satisfying 
(i) V(fn) exists for each integer n, 
(ii) fn(a) = 0 for all n, 
(iii) for every £ > 0 there exists an integer N 
such that for all n, m > N, V(fn - fm) < € . 
Then there exists a unique function f of bounded variation on 
[a, b] such that V(fn - f) = 0. 
Proof: Since fn(a) - fm(a) = 0, we have by Theorem 2.1|_ 
(13) lfn " fJ S V{fn - rm). 
Hence, by (ill) (fn ] converges uniformly. By Theorem 2.1, 
each f can be written in the form fn = pn - h^, where 
pn(x) = Vg(fn) and h^(x) are monotone non-decreasing func­
tions . We have 
(lit) |v?lf„) - V*(f )| < V?(f - f ) < V(f - f). 
Hence, from (iii), the sequence (p^ ] converges uniformly to 
some function, say p. Since each pr is non-decreasing, p has 
this property. It is also clear that[h^ ^ converges to a non-
decreasing function h. Therefore 
(15) ? = fn = n1^  <Pn " V = p " h 
is the difference of two non-decreasing functions and is thus 
of bounded variation. 
To show that V(fn - f) = 0, let £ > 0 be given 
and choose N so large that V(fn - f^) < |whenever n, m > N, 
Let PM be a partition of [a, b]. Now 
(16) V(fn - f) = bup{ £(PM)|?M £ ?}. 
But, 
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(17) Z(PM)  =lLli fn ! xk' " f ( xk> * fat«k.i> +  
5lLl|fn(xk' * fs(xk> " fn(xk-l' + rs(xk-i»l 
+ Ik=llfS(xk' " ^ V1 +£k=llf(xk-l' " ^ (^k-l'l 
is true for arbitrary s. Let us choose s so large that s > N 
and 
|fg(x) - f(x)| < 
for all x in [a, b]. Then, if in addition n > N, we have 
us) i<pM)  <v(in- i , )  
Therefore, we have 
v(fn  -  f)  = sup [  l"(rM) |PM  e p]  < € 
since (18) is true for all partitions. It follows that 
(19) nTco V ( fn " f )  = °-
To show that f is unique, we assume g is a function such 
that 
n1^ v<fn " 6) - 0. 
Let G > 0 be given. We have the inequality 
V(f - g) < V(f - fn + fn - g) < V(fn - f ) + V(fn - g) 
for every integer n. Let n be chosen so large that 
9 
V(f - f ) < and V(f - g) < 
n 2 n ^ 
Then V(f - g) < £ . Therefore, since £ is arbitrary, V(f - g) 
is equal to zero. Thus, f - g is constant and since f(a) -
g(a) = 0, f « g = 0. This completes the proof. 
Theorem 2.7. Let [fn ] be a sequence of functions of 
bounded variation on [a, b] and let us denote by 11 f n I la. the 
expression 
(20) || fn |L = V(fn) + |fn(a) 1 . 
If for every £ > 0 there exists an integer N such that 
|| fn - f ||i < £ for all n, m > N, then there exists a func­
tion f of bounded variation on [a, b] such that 
(a) II f 111 exista and || f ||i < sup [ || fn ||^j < oo , 
(b) n+œ » fn " f «I = 
(c) { f^] converges uniformly to f, 
(d) || fn - f ||i < 26 for n > N. 
Proof: We first prove that [f^j converges uniformly and 
then that the uniform limit f of { fn} satisfies (b), (a) and 
(d) in that order. Let us consider the sequence {gn] where 
gn(x) = fn(x) - f^(a). Clearly, gn(a) = 0 for all n and we 
have 
v(sn -  gm)  = V(fn  -  fm)  < II rn  -  fm  111.  
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Therefore, the sequence {g^ satisfies all of the hypotheses 
11m 
n -> go of Theorem 2.6, Let g = gn. From the definition ïl on ^ 
(20) it is clear that 
|fn(a) - II fn " fm 
and thus the sequence [f (a)j converges to some number, say 
A. Thus, 
n1?® fn(x) = n1?® K'*' + sn(a)] = S(x) + A 
uniformly. Further 
n^oo II fn " f Hi = n^oo 11 % + fn(a) " 6 " A Hi 
= n""1® [V(8n " «» + lfn<a> " Al } 
= 0 
by Theorem 2.6. Results (b) and (c) have now been estab­
lished. 
To show (a), we observe that 
(21) || fn Hi < || fn - f L + || f Ik. 
Let C > 0 be given and let N be an integer so large that for 
all n > N, || fn — f ||i < £ . Then for all n > N, (21) becomes 
II fn Hi < Ê + II f Hi-
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T(f) = sup ^T^(f) | s £ [o, x]^. Let us denote by B(R) the 
space of all functions f defined on R such that T(f) and S(f) 
exist. Let 
(22) || f || = max {s(f ), T(f )} + |f(x, y)|. 
Theorem 2.8. The space B(R) with the usual addition and 
real scalar multiplication together with || f || as norm is a 
Banach space. 
Proof: First we show that B(R) is a linear space. Let 
f, g £ B(R) and let a, (3 be real numbers. For fixed t, f and 
g are of bounded variation in s and therefore by Theorem 2.5 
we get 
S(af + pg) < S(af) + S(pg) = |a|S(f) + |p|S(g) 
< |a|S(f) + |p|S(g). 
Thus S(af + pg) is a bounded function of t and hence S(af + pg) 
exists. In the same way we can show that T(af + Pg) exists. 
Therefore, af + Pg £ B(R) and so B(R) is a linear space. 
To show that || f || has the properties of a norm, we must 
establish that for arbitrary f, g B(R) and for an arbitrary 
real number a the following are satisfied: 
(23) II of || = |a| 1 f 1, 
|| f || = 0 if and only if f = 0, 
Il t  + g II 5 II f II + Il g II . 
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We have for each t, S(af) = |a|S(f). Hence S(af) = |a|S(f ). 
Similarly we have that T(af) = |a|T(f). Therefore it follows 
that 
|| af || = max { S(af ), T(af ) ] + |af(x, y) | 
= max [ jajs(f ). |a|T(f)}+ |a| |f(x, y)| 
= | a| max { S(f ), T(f)j  + |a| |f(x, y)| 
= M || f ||. 
Thus the first of (23) is established. 
Clearly, j| 0 || = 0. Suppose f / 0. Then either 
f(x, y) / 0 in which case || f  /0 or there exists at least 
one point (sx, tx) other than (x. y) in S such that 
f ( s i ,  t x )  ^  0 .  I f  S ( f )  =  0  w h e n  t  =  t 1 #  t h e n  f ( x ,  t x )  =  
f ( sj_, tx). But in that case T(f ) ^  0 when s = x since 
f(x, tx) ^ f(x, y ). Thus, if f / 0 we must have either 
|f(x, y) I / 0, S(f ) ^ 0 or T(f ) ^  0. In each case || f || / 0. 
Hence, || f || = 0 if and only if f = 0» 
We next show that the inequality of (23) is valid. By 
definition we have 
|| f + g || = max f S(f + g), T(f + g)j + |f (x, y) + g(x, y)|. 
We have already established that 
(2lj.) S(f + g) < S(f) + 3(g) for all t, 
T(f + g) < T(f) + T(g) for all s. 
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Hence we have 
3(f + g) < 3(f) + 3(g),  
T(f + g) < T(f ) + T(g).  
Using these we deduce that 
( 25 ) max { 3(f + g), T ( f + g )) < max ( S ( f ) + 3(g), T(f) + 
= i [ 3(f) + 3(g) + Ï(f) + T(g) 
+ |T(f ) + T(g) - 3(f) - 3(g) I ] 
< L [ T(f) + 3(f) + IT(f ) - 3(f) I ] 
+ i  [  ^ (g) + S(g)  + Iï(g) - 3(g)| ] 
= max { 3(f ), T(f)} + max ( 3(g), T(g)j. 
It is also clear- that 
(26) I f ( x, y) + g ( x, y) I < |f (x, y ) | + |g(x, y)j. 
Combining (25) and (26) we are led to 
(27) max { 3(f + g), T(f + g)} + |f(x, y) + g(x, y)| 
< max { 3(f), T(f )} + |f (x, y) | + max {3(g), T(g)J 
+ ls(x, y)|, 
which is the same as 
Il f + g II < Il f II +11 g II-
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To complete the proof of this theorem we must show that 
B(R) is complete in this norm. Let {f J be a sequence of 
functions in B(R) with the property that for every £ > 0 
there exists an integer N such that || f - fm || < €. for all 
n, m > N. It is necessary to establish the existence of a 
unique function f £, B(R) which has the property that 
|| fn - f || = 0. This is done by showing that {fn£ is 
uniformly convergent and that f, the limit function, is in 
fact the one and only function having the property that 
n^ oo » fn " f " °-
Using Theorem 2.Ij. twice gives us for all n, m 
(28) |fn(s, t) - fm(s, t ) I < S(fn - fm) + |fn(x, t) - fr,(x, t) I 
I f n ( x, t) - fm(x, t)| < T(fn - fffi) + |fn(x, y) - f^ (x, y) | 
Combining these two inequalities we have 
(29) |fn(a, t) - fm(s, t)| < S(fn - f_) + T(fn - fm) 
+ |fn(*. 7) - fm(x, y)l < 2 II - f, m 
This inequality assures us of the uniform convergence of the 
sequence {f^ to a limit function f. It is evident that 
|| fn || is a bounded sequence. Let sup £ || f |||= M. Let 
t = tx be fixed. Then by Theorem 2.i|, we have 
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(30) S(fn - fm) + |fn(x, - fm(x, tx)| 
< S(fn - fm) + T(fn - fm) + |fn(x, y) - fm(x, y)| 
< 2II fn " ïm I • 
Each function fn(s, tx) is of bounded variation in s. The 
left side of inequality (30) is the quantity 
|| fn( s, tx) - fm(s, t^) ||i introduced in Theorem 2.7 • Inequal­
ity (30) shows that the sequence |fn(s, t%)j satisfies the 
hypotheses of Theorem 2.7. Therefore, f(s, tx) is of bounded 
variation and 
S(f) + |f(x, tx)| < sup |s(fn) + |fn(x, tx)| I nel ]< ® 
follows from (a) of Theorem 2.7. But we also have 
S(fn) + |fn(x, tj| < 2 I fn 1 < 2 M 
for all tx. Therefore, we have 
S(f) + !f(x, t x )  I < 2 M, 
and it follows that S(f) exists. Similarly we can show that 
T(f ) exists and thus f £, B(R). 
It remains to be shown that || f - fn || = 0 and 
that f is unique. From inequality (30) we conclude that if 
n, m > N then 
s(fn - fm) + |fn(x, - fm(x, ti)| < 2£. 
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Using Theorem 2.7 ( d), we have 
S(fn - f) + |fn(x, tx) - f(x, tx)| < 2(2 C) = l+£. 
Therefore it is clear that S(fn - f ) < !}.£. Similarly, we can 
establish that T(f - f ) < l+£ . In addition, since for all 
• n, m > N it is true that 
lfn(x> y) - fm(x> 7) I < II fn " fm I' < £ ' 
it follows that |fn(x, y) - f(x, y)| < £ for all n > N. 
Therefore we have 
(31) max£s(fn  -  f) ,  T(fn  -  f)]  + | fn(x, y) - f(x, y) | < 5£#  
and || fn - f || < 5£. It follows that n1^ 100 || f - fn II = 0. 
To show f is unique, let g £ B(R) be a function such 
that || fn - g || = 0. We have for all n 
(32) Il f - g || < Il f - fn II + II fn - g ||. 
Let C > 0 be given. Then n can be chosen so large that 
|| f - fn I < I and || fn - g II < f* Thus for arbitrary C > 0 
we have || f - g || < £ «, Therefore || f - g || = 0 and from the 
second of (23) we can conclude that f - g = 0 and, therefore, 
f = g. This completes the proof. 
The next theorems are of considerable importance in the 
next chapter. 
Theorem 2.9. If f(x) is of bounded variation on [a, b], 
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and if 
F(x) = ( f ( t ) dt, a < x < b, 
Ja 
then 
(33) V*(F) = \ |f(t)| dt. 
Ja 
A proof of this theorem can be found in Widder ($, p. 20 
ff ). 
Theorem 2.10. Let f(s, t) be defined on R, let S(f) 
exist and let T(f) exist for all s. If we define F(s, t) by 
ry 
F(s, t ) = j f(s, 1 ) dT, 
then S(F) exists and S(F) < S(f) y. 
Proof: By definition we have 
S(F) = sup[ E(Pn)|Pn £ p}. 
Using the definition of £(Pn), we get for an arbitrary parti­
tion Pn 
(5U) Z(Pn) = 1^1 ^f(sk,T)dT- ^ (3w,ï)dT| 
= Sl£U|fUk'T) "f(Sk-1'T)|dT 
< F S(f )d? < 3(f) y. 
Hence it follows that 8(F) < S(f) y. 
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III. BASIC EXISTENCE THEOREMS 
A function U is called a solution of the Goursat problem 
in some open region containing the origin if at every point 
in the region Ux, Uy and Uxy exist and are continuous, and 
equations (1) and (2) are satisfied. In showing that a 
unique solution exists, the procedure involves a suitable re­
striction of the functions A, B, C, D, f, g, the representa­
tion of the problem as an equivalent integral equation and 
then showing that from some specified class of functions 
there is one and only one function satisfying the integral 
equation. A fixed point theorem is used to facilitate the 
procedure. 
Let B be a metric space and T a mapping of B into itself. 
The mapping T is called a contraction mapping if there exists 
a real number a such that 0 < a < 1 and for every xx, xa e B, 
p(Txx, Txs) < a p(xx, xs) where p is the metric of B. The 
theorem which is used in the existence theorems which follow 
is given now. A proof can be found in Kolmogorov and Pomin 
(6, p. 50). 
Theorem 3.1. Let B be a complete metric space and let T 
be a continuous mapping of B into itself. If there exists a 
positive integer n such that Tn is a contraction mapping then 
there exists one and only one x e B such that x = Tx. 
Theorem 5.2. Let R be the region R = {(x, y); 0 < x < a, 
0 < y < P} and let A(x, y), B(x, y), C(x, y), D(x, y), f1 (x), 
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g' (y) be continuous in an open region H3R. Then there exists 
one and only one continuous function on R which satisfies the 
partial differential equation (1) and the conditions (2) in R. 
Proof: It is necessary to change the form of the Gour­
sat problem so that it can be formulated in the manner de­
scribed earlier. If, U(x, y) is any solution of the Goursat 
problem for (1), define W(x, y) by 
(35) W(x, y) = U(x, y) - f(x) - g(y) + ï'(û). 
It is clear that 
(36) W(0, y) = U(0, y) - f(0) - g(y) + f(0) = g(y) - g(y) = 0# 
W(x, 0) = U(x, 0) - f(x) - g(0) + f(0) = 0, 
since f(0) = g(0 ). In addition W(x, y) must satisfy 
(37) Wxy + AWX + BW + CW = Uxy + AUX + Bïïy + CU 
- Af - Bg' - Cf - Cg + Cf(0) 
= D - Af - Bg' - Cf - Cg + Cf(0 ). 
Furthermore, it is clear that if W is a solution of the Gour­
sat problem 
(38) L(W) = Wxy + vi"v/x + BWy + CW = D - Af • - Bg' - Cf - Cg 
+ Cf (0) 
W(x, 0) = W(0, y) = 0, 
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then U(x, y) = W(x, y) + f(x) + g(y) - f(0) is a solution of 
the Goursat problem for (l). Therefore, it will suffice to 
show that under the hypotheses of this theorem there exists a 
unique solution of ($8), 
Next let us consider the integro-differential system 
(39) w = - [A(s, t)p + B(s, t)q + C(s, t)W - F(s, t )] dsdt, 
ry 
p = - I [A(x, t)p + B(x, t)q + C(x, t)W - F(x, t )] dt, 
Jo 
rx 
q = - \ [A(s, y)p + B(x, y)q + G(s, y)W - F(s, y)] ds, 
Jo 
where F = D - Af' - Bg1 - Cf - Cg + Cf(0). If it is true that 
there exist continuous functions W(x, y), p(x, y), and 
q(x, y) which satisfy the three equations (39), then W(x, y) 
is also a solution of the Goursat problem (38). For, if such 
functions exist, using the continuity hypothesis of the coef­
ficients, the integrand in each of these equations is con­
tinuous . Thus, differentiation of the first of equations 
(39) yields Wx = p, Wy = q and 
(ij.0) Wxy = - A(x, y) Wx - B(x, y) Wy - C(x, y) W - F(x, y). 
In addition, it is easy to see that W(0, y) = W(x, 0) = 0, 
Hence a continuous solution of (39) is a solution of the 
Goursat problem (38). Conversely, suppose W(x, y) is a solu­
tion of (38). Then, since this implies the existence of the 
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indicated, partial derivatives, the integration of both sides 
of the equation 
(1+1) Wy~y = - A(x, y) Wx - B(x, y) - C(x, y) W - F(x, y) 
can be carried out to give the equations (39 )• Thus, W(x, y) 
is a solution of (38) if and only if it is a solution of (39)• 
It suffices, therefore, to prove that the system (39) has a 
unique solution. 
Consider the Banach space C(R) which consists of all 
continuous functions on R = {(s, t)| 0 < s < x, 0 < t < yj 
with the usual addition and real scalar multiplication and 
norm given by 
II f || = sup { |f (s, t ) I I (s, t) C R), 
The cartesian product space 
C3(R) = C(R) x C(R) x C(R) 
is a complete metric space in the following manner. Let 
(f 3., hx ), (fa, gj3, ha ) £ C3(R). Define addition and 
scalar multiplication by 
(1+2) a(fx, g1# hx ) + p(fg, ga, ha) 
= (afx + pf2, agi + Pgs, ahx + ph2). 
For a metric, use 
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(43) P [ (f%, SI, h%), (fa, ga, h8)] 
= Il ^2 ~ f i II + Il Sa ~ Si II + Il b.a - hx I* 
Completeness of Ca(R) follows from the completeness of C(R). 
To complete the proof, it is convenient to express equa­
tions (39) in the abbreviated form 
(1+W W = H1(W, p, q), p = Ha(W, p, q), q = H3(W, p, q), 
or still more concisely, 
(14-5) ( W ,  p, q) = [ E l ( W J  p, q), H#(W, p, q), Ha(W, p, q) j. 
If (f, g, h) 8 C3(R), then H1(f, g, h) £ C(R), 
Ha(f, g, h) € C ( R ), and H3(f, g, h) £, C(R) since each repre­
sents an integral of continuous functions. Hence, the right 
sides of equations (39) represent a mapping of C3(R) into it­
self . Let H denote this mapping. Then we can write the equa­
tions (39 ) in the abbreviated form 
(1+6) (W, p, q) = H[ (W, p, q) ]. 
It remains to be shewn that H is continuous and that there 
exists an integer n such that Hn is a contraction mapping. 
Under these conditions, Theorem 3*1 assures us of the exist-
ence of a unique fixed point of H, that is, there exist con­
tinuous functions W, p, q such that 
(W, p, q) = H[ (W, p, q) ] . 
2 k  
Hence, we conclude that there exists one and only one solu­
tion of (38). 
To show that H is continuous let (fx, gx, hx) and 
(fa, ga, h2 ) belong to Ca(R) and suppose that p [(f1# hx), 
(fa, ga, hs )] <5. Let x, y be fixed and let a, p be two 
variables such that 0 < a < x. 0 < p < y. Then it follows 
that 
(47) I - [A(s, t)gx + B(s, t)hx + C(s, t)fx - F(s, t )] dsdt 
Jo Jo 
+ j j [A(s, t)gs + B(s, t )h2 + C(s, t)f2 - F(s, t )] dsdt 
< M [|gx - g2| + Ihx - h2| + |fx - fa| J dsdt 
< M ap( 1 gx - gall + || h x - hs || + 1 fx - f2 fl ) 
< M dp p [(fx, gx, hx ), (f2, g2, ha)] < Mxy5 , 
where M = max jj| A ||, j| B ||, fl C |j . In addition we have 
(48) 
rp 
- 1 [A(a, t )gx + B(a, t )hx + C(a, t)fx - F(a, t )] dt 
J o 
rp 
+ I [A(a, t)gs + B(a, ^hg + C(a, t )f2 - F(a, t )] dt | 
Îp [II gi - gs II + II hx - h2 || + I fx - fg 11} dt 
< M y5 
for all a such that 0 < a < x. In the same way we have 
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(ij-9) I - [ [A(s, j)si + B(s, y)hx + C(s, y)fx - P(s, y)] ds 
J o 
+ J [A(s, y)ga + B(s, y)ha + C(s, y)fa - F(s, y)j ds I 
< M xS" 
for all (3 such that 0 < p < y. 
The Inequality (1+7 ) can be written as 
(50) gl# h]_) - Hx(fa, Sa, ha) I < MxyS . 
The left side of (50) is a function of a, p. Taking the su-
prsmuin over all (a, p ) £ R gives us 
(51) || %i(fi, gl, hx) - Hx(fs, g8, hs) || < MxyS" . 
In just the same way we have established by (lj.8) and (1+9 ) that 
(52) || Ha(fx# gl, hx) - Ha(fa, ga, ha) || < MyS", 
II Ha(fx, gx, hx ) - Ha(fa, ga, ha ) || < Mx5 • 
The inequalities (51) and (52) give us 
(55) P[(S1(f1, gx, hx ), Ha (f gi> hx), Ha(f gi, hx ) ), 
(Hx(fa, ga, ha ), Ha(fa, ga, ha ), Ha(fs, ga, ha))] 
< M 5" (xy + y + x), 
which can be written 
(5U p[H[(fx, gl, hi)], H[(fs, ga, ha)]]< M 5"(xy + y + x). 
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Thus, the continuity of H has been established for it is now 
clear that for arbitrary € > 0 there exists a S > 0 such that 
P [(fi, gi, hi), (f8, ga, ha)] < S implies p[H[(fx, gx, hx)], 
H [(fa, ga, ha)]] < £ since 5 may be chosen as 
5" =  £  .  
M(xy + x + y) 
To show that there exists an integer n such that Hn is a 
contraction mapping, it is convenient to characterize H11 in 
terms of successive approximations. Let (f, g# h) be an 
arbitrary element in Ca(R) and define 
(54) (fx, gi, hx) = H [ (f, g, h) ] 
and inductively for n > 2 
<55) Cn, 8n» bn) = H [ (fn-1, gn_v h^) ]. 
It is evident that 
(56) (fn, gn, hn) = Hn(f, g, h)e 
But, we have 
(57) (fn, gjQ, h^) = H [ (fn-1, 6n_2, ) 1» 
which gives us 
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(58) F* = EI(^_I, &N_L, BN-I), 
gn = Sn.-/ hn-l^ 
= Ha(fn-1' gn-l' hn-l)* 
To show that Hn is a contraction mapping for some integer n, 
let (f, g, h) and (f1, g', h') be arbitrary elements in C3(R) 
and let us consider 
(59) P [  i f  [If ,  g,  h)  ], H° [(f ,  gl ,  h'  ) ]  ]  
" P t(fn- 6n> hn>> (fA> SÂ' hA>I' 
where (f1, g', h') is defined analogously to (f , g , h ). 
n n n n n n 
But by definition we have 
(60) p [  (fn ,  V  hn) ,  (f^,  g^,  %) ]  
= il fn  -  f ;  #+  i l  gn -  s;  i l+  iun  -  ^  il-
It is only necessary to show that the last expression becomes 
less than p [ (f, g, h), (f1, g', h1) ] for sufficiently large 
n. This is accomplished by showing inductively that 
(6D IWAI p ) n " >  
z-n—1 i ^ ^| m Kn-X(a +p)n 
K - h. | < , 
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where M = max { || A |[, || B ||, || C ||j, L = max { || f - f1 ||, 
|| g - g' (I, || h - h' ||} and K = M(2 + x + y ). From these in­
equalities it follows that 
(te) IUn - 'À II  ^? r1(^ T y)" + 1 ' 
n n (n + 1)1 
_ , II < 3 ML Kn~1(x + y)n 
Sn ~ SA » < 
n 
from which it is easily seen that the right side of equation 
(60) becomes less than p [ (f, g, h), (f ', g', h') ] for suf­
ficiently large n. We now use equations (58) and the defini­
tion of H1# Ha, and Ha to establish (6l). We have 
(63) lfn - f-1 = I f at [° [ A(g^_i - ^  ) + b(Vi - h.^) 
J  o u o 
+ °(fn-l - ] 43 I-
With n = 1 we get 
(6lu | fa  - f  11 < M y at Ja  ( |g  -  g'  |  + |h -  h'  I + |f - f  |] ds 
< 3 LMA(S < 3 UHA* P )2 _ 
Therefore, the first of the inequalities (6l) is true for 
n = 1. In much the same way we have 
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(65) K - 8^1 = I £ - SA-l' + «Vl " hn-lJ 
+ 0(fn-l * fA-i'}dt I 
|gx - g;| < M FP [|f - f'I + |g - g'! + |h - h'|| dt 
J O 
< 3 ML (3 < 3 ML (a + p). 
In the same way we can show that 
(66) |hx - hjj < 3 ML(a + p). 
Hence, each of the inequalities (61) holds true for n = 1. 
Let us assume they hold true for n = p - 1. Then from (63) 
we get 
(67) |rp  -  f .  I -  1 «  jo° t  A(g p - 1  -  S' .^ •  -  h;.  
+ 0(fp-x - fp-l> 1 as I 
- 
M L! AT LO (LSP-i " ep-i1 + |hp-i -
+ ifP-i - as 
< M F at r /6MLKP-2(S + tp'1 + ?MLII:P-2(3 + t)? | ds 
- Jo Jo I (P - Dl Pi J 
< 5M2LKP"2 FP f2(a + t)P (g + t )p+1 _ aP gP*1 1 
- (p - DL J0 1 P p(p + 1)~ " p p(p + Dj 
K + t>p + 1fr#l « 
<*&£££ (o + t)p + at 
jo 
< ^M^LK*3"2 (2 + x + y) r (a + g)p+1 n 
- p'e L (p + 1) 
< (. • p>p + \ 
From (61j.) we get 
<68) |gp - g;i = I {A(gp„i - g;_i) + B'hp.i -
+ 0(fs-i - dt 1 
< m jp 16mK(~2!a1j,t)P~1 + + t)pj at 
< jï&CÎ r (a + tjP"1 [ 2 + S-±-t ] dt 
- Ip - D; J0 P 
< x  * 7 )  f (= + tjp-1 dt 
(a + pjp. 
P • 
In the same way we can show that 
(69)  |hj ,  -  h£l  <  1  (a  +  P) p .  
This establishes the validity of the inequalities (6l) 
which completes the proof of the theorem* 
An important corollary of this theorem is the fact that 
under suitable hypotheses there exists a unique continuous 
function satisfying the adjoint equation (Ij.) and the condi­
tions (5), 
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Corollary 3.1. Let A, B, C, As, Bt be continuous on R. 
Then there exists one and. only one function V(s, t) E C(R) 
which satisfies 
(70) M(V) = Vgt - [ A(s, t)V ]s - [ B(s, t)V ]t + C(s, t)V = 0 
and the conditions 
(71) Vj; - A(s, t)V s 0 when s = x, 
Vg - B(s, t)V = 0 when t = y, 
V(x, y) = 1. 
Proof : If we change independent variables by setting 
(72) s = x -S , t = y , 
equations (70) and (71) become 
(73) Vy7  + (AV)T + (BV)y + CV = 0 
rl +y 
V(0,7 ) = exp [ \ A(x, ? )d t  I  
J  y 
r5+x 
v ( ï ,  o )  = exp [ \ B(r, y) d r  | .  
J x 
The conclusion of this corollary now follows from the theorem. 
The existence and uniqueness of a solution of the Cauchy 
problem for (1) can be established in much the same way as 
for the Goursat problem. Since the procedure and conditions 
on the coefficients are so similar to the above it is omitted 
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here. Also, having established the existence of the Riemann 
function (solution of (70) satisfying (71))we can prove 
existence and uniqueness by considering Riemann's method for 
the solution of the Cauchy problem. 
Theorem 3.2. (Riemann's method). Let Aa, B^« C, D t 
C(R) and let f'(x) and g'(y) be continuous. Then the solu­
tion of the Goursat problem for equation (1) can be expressed 
in terms of the Riemann function V(s, t; x, y) by 
(7J+) U(x, y) = f (x) + g(y) - f (0) + j^j^Vfs, t; x, y) ^D(s,t ) 
- A(s, t) f'(s) » B(s, t) g'(t) 
- c(s, t) [ f ( s ) + g(t) - f (0) 3 | dsdt. 
Proof: Let W be the unique solution of the Goursat pro­
blem (38). The identity 
(75) V L (W) -  W M (V) = 1 [VW s-WVa  + 2BVW] t  
+ I [ V Wt - W Vt + 2 A V W ]s 
can be established by differentiation. Let us set 
P  =  V W S - W V S  +  2 B V W ,  Q  =  V W t - W V t  +  2 A V W .  
Then we have 
(76) j  J [ V L(W) -  W M(V) ] dA = i  j  | (P t  + Qg) dA. 
R R 
The use of Green's theorem gives us 
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(77) j"f (Pt + Qg) dA = <j> - P ds + Q dt, 
R 
in which the latter integral is taken around the boundary of 
R which consists of the lines s = 0, s = x, t = 0, t = y. 
Recalling that on t = 0, W = 0, Wg = 0 and on s = 0, W = 0, 
W-fc = 0 (see (38)) and also using the facts that on t = y, 
Vg = B V and on s = x, = A V, (see (71)) we can simplify 
the line integral to 
r rx (78) <b - P ds + Q, dt = \ V(Wa + B W) L ds 
J o ^ 
r 7 
+ j V(Wt + A W)|s=x dt 
= J* V W3it=7 ds + J* B V W|t=y ds 
+  T V  "t I s=x « + [7  A V W| dt .  
Jo Jo 
Of the last four integrals the first and third can be inte­
grated by parts and combined with the other two to give 
(79) <£ - P ds + Q dt = V(x, y) W(x, y) - J W(VS  -B V)|t=y ds 
ry 
+ V(x, y) W(x, y) - 1 W(Vfc - AV)|g=x dt 
J o 
= 2 W(x, y), 
since V(x, y) = 1 and Vg - B V = 0 when t = y and - AV = 0 
vxhen s = Also, we have M(V) = 0 and L(W) - D - A f ' ( s ) -
3 k  
- B g'(t) - C [ f ( s ) + g(t) - f (0) ]. Therefore (76) becomes 
But from (35) U(x, y) = W(x, y) + f(x) + g(y) - f(0), and 
(74) follows. 
The solution of the Cauchy problem for (1) can also be 
obtained by this method.- Let C denote the curve in (3) given 
by x(t) and y(t). It is convenient to let x be the parameter 
and have C be given by y(x). Let R be the region bounded by 
C and two coordinate lines as in the diagram. 
Again let us consider the identity (75) in the form 
(81)  V L (W) - W M (V) = L (Pt + Qs). 
Integration over P leads us to 
(82) 
t; x, y) [ D(s, t) - A(s, t) a'(s) 
R 
- C(s, t) a(s) ] dA. 
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Thus, U(x, y) is given explicitly in terms of the coeffi­
cients of (1), the Riemann function and. the data given in (3 ) • 
The existence of the solution of the Goursat problem was 
demonstrated under the assumption of continuity of the coef­
ficients. The use of Riemann's method, however, requires 
that Ag and B^. exist and are continuous. The question arises 
as to whether the solution of the Goursat and Cauchy problems 
can be expressed by equations (74) and (82) respectively even 
under the weaker hypotheses. This has been answered affirm­
atively in the paper by Wintner (9 ) • 
The integral equation 
(83) v(s, t) = - i + p(s) + <r(t) - ^ Xj ^  c( 1 )v(Y, 7 ) a^dï 
ry 
+ [ A(X, y j  )  v(x, >7 ) - A(s, ) v(s, >) ) *J 
+ [ B(t ,  y)  v(T,  y)  - B(t ,  t )  v(J,  t )  ]  dX 
in which 
r3 r t 
p(s) = exp i B(T, y )  dT , 0"(t) = exp \ A(x, T ) d T 
J x  J  y  
can be obtained by assuming V(s, t) satisfies the adjoint 
equation and formally integrating. By differentiating (83) 
it is easy to see that if A, B, C, Ag, B^_ are continuous then 
V(s, t) must satisfy the adjoint equation (4) and the equa­
tions (5). Therefore, under these assumptions, V(s, t) 
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satisfies (83) if and only if it satisfies equations (1+) and 
(5). For simplicity, the right side of equation (83) will be 
denoted by G(V). 
The following theorem will be stated without proof since 
the proof is much like that of Theorem 3*2. 
Theorem 5.5» Let A, B, C e C(R). Then there exists a 
unique V e C(R) such that V = G(V). That is, the integral 
equation (83) has one and only one continuous solution. 
To show that the solution of (83) in the case that A, B, 
C are only continuous still serves as a Riemann function, 
it must be shown that the solution of (83) depends continu­
ously on the coefficients A and B. It is well known that for 
arbitrary A e C(R) there exist sequences {"An| in C(R) such 
that An is differentiable for each n and || - A || = 0. 
But an examination of (71+), (82) and (83) makes it clear that 
if An -»A, Vn ->V then ->U where Vn and Un are the solu­
tions corresponding to An. Hence, the solution of the Gour­
sat and Cauchy problems in the case that A and B are assumed 
continuous can be expressed by equations (7i+) and (82) re­
spectively, the function V being the unique solution of (83). 
(See Wintner (9 ) ) • 
The theorems which follow establish the fact that under 
suitable hypothesis the integral equation (83) has a unique 
solution in B(R). 
Theorem 3.L. Let S (A) and T ( B) exist and. let A, B, C 
be continuous on R. Then G'(V) is a continuous mapping on B(R) 
into itself. 
Proof: Let V g B(R) - G(V) is defined by 
(84) G(V) = -  1 + p (s ) + cr(t) -  G(t,  7 ) v(y, y ) dy j  dy 
+ [ A(x, ) V(x, 7 ) - A(s, -rj ) V(s, 7 ) j d^ 
+ fX f B(Y, y) V(f, y) - B(T, t) V(T, t)l dî , 
Js -
where(5" (t ) and p(s) are given in (8$). With t fixed it is 
clear that S(G(V)) exists since each term of (81#.) has a 
bounded derivative with respect to s on R except the term 
£ A(x, ~yj ) V(x, v )  )  - A( a,7) ) V(s, 07 ) J d i j  
and this integral is of bounded variation in s as a conse­
quence of Theorem 2.10. using Theorems 2.5, 2.9, and 2.10 we 
get 
(85) s ( g( v ) )  <  s ( p )  +  j X  I  C ( f ,  7 )  V ( f ,  7 )  d 7  I  d T  
+ s(AV)d7 + jX|B(K, y)v(y ,  y) - B(y, t)v( r ,  t)|dt 
< s (p)  +  [X r7|C(T, 7)V(T, 7 ) I d7dr + S(AV)y 
Jo Jt 
rX _ 
+ \ T(BV)dT 
Jo 
rx py _ _ 
< S(p) + M j j^|V(T, 7 ) Id^dT + S(AV)y + T(BV)x 
< S(p) + 2 M || V 1 xy + S(AV)y + f(BV)x, 
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where M = sup •[ C(s, t) | (a, t) £, r} . Therefore S(G(V) 
exists. Similarly we can show that T(G(V)) exists. Henee, 
G(V) £, B(R). Therefore, G is a mapping on B(R) into itself, 
To show continuity, suppose V l t  Vs 6 B(R) and 
II V2 - V1 || < 5 . Then we have 
(86) || G(V2) - G(VX) || 
= II - C(t,7 ) [ Va(t,-7 ) - V4(t,-7 )]d^ldt 
ry 
+ ^ A(x, 7] ) [ V8(x, 77 ) - Vx(x,^ ) ] d>] 
- A(s,">P ) [ V2(S,">7 ) - Vx(s, ">7 ) ] DVJ 
+ ÇX BCf,  y)  L V8CT, y)  -  vx(t ,  y)  ]  dt 
J s 
- fx  B(T,  t )  [  va(T,  t )  -  Vx(t ,  t )  ]  dt | | .  
J s 
The expression on the right is equal zero when s = x and 
t = y. Therefore, 
|| G(Va) - G(VX) || = max { S(G(Va) - G(VX)), 
T(G(Va) - G(VX))} . 
Again, using Theorems 2.5, 2.9, 2.10 we get 
(87) S(G(Va) - G(vx)) 
< (X I r C(f,7 ) [ Vs(t,7 ) - V7„(t, 7 ) ] d>? I dî + 
J o J t 
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Îy S(A(s,7 ) [ V8(s, >7 ) - Vx(s, yj ) ] ) d'y 
+ 
0 
B(f,  y)  [  V8(*,  y) - Vi(r, 7) ] 
- B(S, t)  [  va(T,  t )  -  Vi(f ,  t )  % 1 d l  
< 2 M Il Va  - Vx H xy + S(A(V8 - Vx))y + T(B(Va - Vx))x 
< 2 M Il Va - Vx  H xy + M|| Va  -  Vx  Il + 23(A) H Va - Vx|| y 
+ M » Va  -  Vx  II x + 2 T(B) Il Va - Vx  H x 
< [ 2 Mxy + My + 2 S(A)y + Mx + 2 T(B)x ] 5,  
where M = max £ sup |A|, sup | B|, sup |C|} • (We have made 
use of the fact that since S(fg) < sup |f| S(g) + sup |g| S(f), 
S(fg) < sup |f| S(g) + sup |g| S(f). Also, we have used the 
fact that |f ( s, t ) | < 2 || f l|. See (29).). In the same way, 
we can show that 
(88) T(G(VS) - G(VX)) < [2Mxy + Mx+My+2 S(A)y 
+ 2 T(B)x ] 5 . 
Hence, it follows that 
(89) || G(Va) - G(VX) || < [ 2 Mxy + Mx + My + 2 S(A) y 
+ 2 T(B)x ] 5 . 
The continuity of G follows. 
Theorem 5.5. Let S(A) and T(B) exist and let A, B, C be 
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continuous. Then there exists an integer n such that Gn is a 
contraction mapping. 
Proof: Let Vx and Vs e B(R). We define V^ = G(VX), 
Va = G(V2) and inductively V? = GtV?"1) and V% = G(Va™1) for 
n > 2. It is clear that = Gn(Vx) and V§ = Gn(Vs). Thus 
we have 
(90) || V? - v2 j| = || Gn(Vx) - Gn(Vs) ||. 
Let us define 6n by 6° = Vx - V2 and for n > 1, 9n = V^ - V^. 
From (83) we get 
(91) en = - jX{]^ c(T, 7 ) e*-i(Y, 7 ) d?] dt 
+ [ A(x, y  )9n""1(x, y  ) - A(s, y  )6n""1(s, y  ) J d y  
[ B(T, y)6N~1(Î, y) - B(Y, t)eN"1(Y, t) ] di. 
s 
Note that 6n = 0 when s = x or t = y for each n. Therefore, 
I 9n || = max £ S(9n), T(8n)j • We show that there exists an 
integer n such that || 9n || < || 9° ||. This is accomplished by 
showing by induction that 
(92) 4 (*") 2 [(--.) + (7 - t) ]»-!. 
Tt I®") < U^X).K [ (x - s) + (y - t)  ]n _ 1 ,  
in which M = max £ sup |A|, sup |B|, sup |c|. S(A), T(B) } . 
la 
L = x + y + 1+, K = VQ(xy + 2y + 2x) and VQ = || Vx - V2 ||. 
From (92) we conclude 
(95) son) < >'n ^  *» + y'"'1 , 
in - 1); 
T(en) < Mn L11"1 K(x + y)n"1 
(  
'  -  (n  -  1)1  
from which it follows immediately that- || 0n || < || 6° |J if n 
is large enough. 
To establish (92) we make use of the following inequali 
ties, each of which is easily verified with the help of the 
theorems in Chapter II: 
Ok) S*(A0n) < 2 M S*(0n) 
Tj(B0n) <2 M T^(Gn). 
The first of (9i4-) can be verified by using Theorem 2.5. We 
have 
(95) Sg(A0n) < (sup |AI) Sg(0n) + (sup |0n|) S*(A) 
< M Sg(6n) + H(sup |6n|). 
The expression sup |0n| means supremum over all ï e [ s, x ] 
But by Theorem 2.1j. we have 
(96) |en(£, y  )| < |en(s, 7 )| + s*(9n) 
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of which the right side does not depend on 17 . Hence the 
first inequality of (94) follows from (95)* Similarly, the 
validity of the second inequality of (94) can be shown. 
From equation (91), making use of (94), we get 
(97) sj(en) < jX  I c(5, T? )en - 1($, |dt 
+ J^ Sg [ A(x, -Y] )en""1(x, -Ï) ) - A(s, Tj )e11~-L(s, 7 )] d 
rx 
+ j |B(y, y)en"1(ç, y) - B(y, t) |d*. 
But IB(j*, y)6n""1(T, y) - B(%, t)8^(T, t)| < T^BG11*"1) holds 
true and therefore from (97) we obtain 
(98) s>a) < ^ 1 C(:f,  7 ) 1 sx(en _ 1) as 
+ Sg(Aen-1)dTj + jX T (^Ben-1) ay 
5Mîs{ÎISX<en"1) d7îd1 
+  2  M  S g ( e n " X ) d > ;  + 2 M  j X  T [ ( 6 n - 1 )  d T  .  
Similarly, we get 
(99) T^(6n) < M jX j  T^e^id-yj dt+ 2 Sg(G^) d v? 
+ 2 M JX T^O11"1) d| . 
k3 
If we set n = 1 in (98) we get 
x 1 fx f7 f7 rx (100) Sg(0 ) < M I VQ d>7 dt + 2 M \ V d| + 2 M \ VQ dT J s J t J t ^ J s 
= VQ M [ (x - s) (y - t) + 2(y - t) + 2(x - s) ] 
< VQ M (xy + 2y + 2x) = M K. 
Hence, the first of inequalities (92) holds for n = 1. In the 
same way we can show that the second inequality holds for 
n = 1. Let us assume the inequalities are correct for 
S^G11"1) and for T^(Gn_1). Then we obtain from (98) 
S U 
-7 
(101) s*(en) < M fXJ [7 ^  [ (x - 1) + (7 -V )]n"2d7]di 
J S L J t * 
+  2 M  (X i 3Kr rix-D* (7-t)]"-2ai 
J S • 
* 2  M  \ t  ^n -  2)^  r  u  -  s )  +  (y  -1  )] n " 2 < i ^ '  
Evaluating the integrals gives us 
.jî.ïi-2. 
(102) Sg(6n) < —- I - (x - s)n - (y - t)n + [(x-s) 
+ (y-t) ]nj 
(- (y - t)n_1 + f(x-s) + (y-t)]11"1} 
a 
This can be simplified to 
(103) s*(enî < ^"if. [ (%-s) + (y-t) J11"1 
j (x-s) + (y-t ) + 
< ^ njf [ (x-s) + (y-t) D11"1! X + y + k. ] 
[(x-s)+ (y_t)]-\ 
In the same way, the second inequality of ($2) can be shown 
to hold true under the induction hypothesis. 
Therefore, the inequalities (93) have been shown to hold 
true and the proof is complete. 
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IV. DEPENDENCE TEE0REI4S 
In this chapter some theorems concerning the dependence 
on the prescribed functions of the solutions of the Goursat 
and Cauchy problems are given. 
We consider again the Goursat problem 
(104) Unxy + A(x, y)unx + B(x, y)uny + C(x, y)Un - D(x, y), 
Un(x, 0) = fn(x), U(0, y) = g(y), fn(0) = g(0), 
in which A, B, C, D, fi and g1 are continuous functions. It 
has been shown by the example in Chapter I that a uniformly 
not necessarily give rise to the convergence of Un(x, y)« As 
has been shown in Chapter III the solution of (i0j4.) can be 
written in the form 
An examination of this equation enables us to prove the next 
theorem. 
Theorem L.l. In equations (lOl#.) let A, B, C, D, f^, g1 
convergent sequence of differentiable functions {fn] does 
(105) Un(x, y) = fn(x) + g(y) - g(0) 
+ V(s, t; x, y) [ D(s, t) 
- A(s, t)fi(s) - B(s, t)g'(t) 
- C(s, t) [ fn(s) + g(t) - g( 0 ) dsdt. 
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to f(3) and let {fù(3)} converge uniformly to f'(s). Let 
TJ(x, y ) be the solution of the Goursat problem given by (i0i4.) 
with fn(x) replaced by f(x). Then Un(x, y) = U(x, y) 
Proof: Let 5 be an arbitrary positive real number and 
choose an integer N so large that for all n > N, 
|fn( s ) - f ( s ) I < S and | fi.( s ) - f'(s)| < S  for all s £ [o, x] 
Then from (105) we get 
(106) |U%(x, y) - U(x, y)| < |fn(x) - f(x)| 
+ [ Î |V(s, t; x, y)I 
J o  J o  
{|A(s, t)I |f'(s) - fn(s)I 
+ IC( s, t)I If(s ) - fn(s)I^ dsdt 
< 5 + 2  V c M x y S  =  ( 1  +  2  M V 0 x y ) S  ,  
where M = max £ sup | A|, sup | B |, sup | C j  and 
V0 = sup IV( s, t ) I. Since S" can be chosen arbitrarily near 
zero it follows that |Un(x, y) - U(x, y)| ->0 as n -v>cn . Thi 
completes the proof. 
The example given in Chapter I of non-dependence was, 
of course, not of this type. In that example fn(x) = n~3sin 
1 & 
so f n(x) = n 3 cos nx tends to infinity as n -> 00 . The 
next theorem states that the convergence of £ f^(x)j is not 
necessary condition for the convergence of Un(x, y) if A, B 
are further restricted. 
kl 
Theorem it.2» In equations (lOij.) let A, B, C, D, f^, gT 
be continuous functions and let S(A) and T(B) exist. Let 
^fa(s)] converge uniformly to f(s) for s £ [ 0, x ]. Let 
U(x, y) be the solution of (I0I4.) with fn(x) replaced by f(x)« 
Then y) = %(%, y). 
Proof: As in the previous theorem, let S > 0 be arbi­
trary and choose N so large that j r n ( s ) - f(s)j < S, for all 
s £ [ 0, x ] . Then we get from (105) 
(107) |ïïn(x, y) - ïï(x, y)I < |fn(x) - f(x)| 
+ if"7 [ V(s, t; x, y) 
Jo J o 
Ja(s, t ) [ f ' (s) - f n ( s ) ] 
+ C(s, t) [ f(s) - fn(s) ]^ dsdtI 
< 5 * t7| f V(s, t; x, y) 
Jo Jo 
A ( s, t ) [ f « ( s ) - f i ( s ) I ds I dt 
+ M S xy. 
The inner integral can be written as a Stieltjes integral and 
integrated by parts to obtain 
(108) f V(s, t; x, y) A(s, t) [ f1(s) - fn(s) ] ds 
J o 
= f V(s, t; x, y) A(s, t) dg [ f(s) - fn(s) ] 
J o 
= V(x, t: x, v) A(x, t) T f(x) - fn(x) 1 
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V(0, t; x, y) A(0, t) [ f(0) - fn(0) ] 
[ [ f(s) - fn(s) ] dg [ V(s, t ;  x, y) A (s, t}] 
Jo 
V(x, t) A(x, t) [ f(x) - fn(x) ] 
fX 
I [ f (s) - fn(s) ] ds [ V( s, t; x, y) A(s, t)] 
J o 
If we substitute this into (107) we get 
(109 ) |Un(x, y) - U(x, y) I < S + Mxy 5" 
+ j7 [ M VoS + |j* [ f(s) - fn(s) J ds 
[ V(s, t; x, y) A(s, t) ] |] dt 
py _ 
< 5" + Mxy 5 + M VQy S + J 5 S(V(s, t ; x, y ) 
A (s, t ) ) dt 
< S + Mxy5" + M V0y5 + S(V A)yg 
= I 1 + Mxy + M VQy + S(V A)y | 5" . 
It follows that n^ n^Q0 I %n(x, y) - U(x, y) | = 0. This com­
pletes the proof. 
To examine the behavior of the solution of the Cauchy 
problem let us examine the equation 
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(110) Unxy + A Unx + B Uny + C Un = D 
Un(x, y(x)) = an(x) 
Unx(x, y(x)) - Un^ (x, y(x)) y'(x) = (3(x). 
Under suitable hypothesis the solution of these equations is 
given by (82). The following theorem can be proved in just 
the same way as Theorem 4*1 • 
Theorem 4.5» Let A, B, C, p, an, be continuous and 
let {converge uniformly to a and let {} converge 
uniformly to a'. Let U(x, y) be the solution of (110) when 
an is replaced by a. Then I Un(x, y) - U(x, y) | = 0. 
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