Uniaxial nematic liquid crystals are modelled in the Oseen-Frank theory through a unit vector field n. This theory has the apparent drawback that it does not respect the head-to-tail symmetry in which n should be equivalent to -n. This symmetry is preserved in the constrained Landau -de Gennes theory that works with the tensor Q = s n ⊗ n − 1 3
Introduction
The challenge of describing nematic liquid crystals by a model that is both comprehensive and simple enough to manipulate efficiently has led to the existence of several major competing theories. One of the most simple and successful is the Oseen-Frank theory that describes nematics using relatively simple tools, namely vector fields, but has the deficiency of ignoring a physical symmetry of the material. A more complex theory was proposed by de Gennes and uses matrix-valued functions (Q-tensors). In the simplest constrained case of uniaxial Q-tensors with a constant scalar order parameter these Q-tensors can be interpreted as line fields. We study in this paper the differences between these two theories in this constrained case and establish when the more complicated, but physically more realistic, theory of de Gennes can be replaced by the simpler Oseen-Frank theory, and when this cannot be done. Of particular interest to our study are liquid crystal 'defects' and we examine the instances when one would detect fake 'defects' in the material resulting from using the more simplistic Oseen-Frank model instead of the constrained Landau -de Gennes model (we refer to such a situation as having a non-orientable line field).
In nematic liquid crystals the rod-like molecules tend to align, locally, along a preferred direction. This is modeled by assigning at each material point x in the region Ω occupied by the liquid crystal a probability measure µ(x, ·) : L(S 2 ) → [0, 1] for describing the orientation of the molecules, where L(S 2 ) denotes the family of Lebesgue measurable sets on the unit sphere. Thus µ(x, A) gives the probability that the molecules with centre of mass in a very small neighbourhood of the point x ∈ Ω are pointing in a direction contained in A ⊂ S 2 . Nematic liquid crystals are locally invariant with respect to reflection in the plane perpendicular to the preferred direction. This is commonly referred to as the 'head-to-tail' symmetry, see [10] . This means that µ(x, A) = µ(x, −A), for all x ∈ Ω, A ⊂ L(S 2 ). Note that because of this symmetry the first moment of the probability measure vanishes:
The first nontrivial information on µ comes from the tensor of second moments:
p i p j dµ(p), i, j = 1, 2, 3.
We have M = M T and tr M = S 2 dµ(p) = 1. Let e be a unit vector. Then
(e · p) 2 dµ(p) = cos 2 (θ) where θ is the angle between p and e.
If the orientation of the molecules is equally distributed in all directions we say that the distribution is isotropic and then µ = µ 0 where dµ 0 (p) = 
and measures the deviation of the second moment tensor from its isotropic value. Since Q is symmetric and tr Q = 0, Q has, by the spectral theorem, the representation: Q = λ 1ê1 ⊗ê 1 + λ 2ê2 ⊗ê 2 − (λ 1 + λ 2 )ê 3 ⊗ê 3 whereê 1 ,ê 2 ,ê 3 is an orthonormal basis of eigenvectors of Q with the corresponding eigenvalues λ 1 , λ 2 and λ 3 = −(λ 1 + λ 2 ). When two of the eigenvalues are equal (and non-zero) the order parameter Q is called uniaxial, otherwise being biaxial. The case Q = 0 is the isotropic state. Equilibrium configurations of liquid crystals are obtained, for instance, as energy minimizers, subject to suitable boundary conditions. The simplest commonly used energy functional is
where a, b, c are temperature and material dependent constants and L > 0 is the elastic constant. In the physically significant limit L → 0 (and for appropriate boundary conditions) we have that the energy minimizers are suitably approximated by minimizers of the corresponding 'Oseen-Frank energy functional'
Q ij,k Q ij,k dx in the restricted class of Q ∈ W 1,2 , with Q uniaxial a.e., so that
with s ∈ R (an explicit constant depending on a, b and c) and n(x) ∈ S 2 a.e. x ∈ Ω. This convergence, as L → 0, was studied initially in [24] and further refined in [27] . In the following we will restrict ourselves to studying tensors Q that admit a representation as in (3) and we will further refer to this as the constrained Landau -de Gennes theory.
Taking into account the definition (1) of the tensor Q we have that
where θ is the angle between p and n. Hence s = 3 2 cos 2 θ − 1 3 and so we must necessarily have − 1 2 ≤ s ≤ 1 with s = 1 when we have perfect ordering parallel to n, s = − 1 2 when all molecules are perpendicular to n and s = 0 iff Q = 0 (which occurs if µ is isotropic). Thus s is a measure of order and is called the scalar order parameter associated to the tensor Q. In the physical literature it is often assumed that s is constant almost everywhere. For experimental determinations of s see for instance [9] .
We continue working under this assumption, that s is a non-zero constant, independent of x ∈ Ω. Thus, taking into account the representation (3) of the Q-tensor we have that, for constant s, there exists a bijective correspondence between Q that have the representation (3) and pairs {n, −n} with n ∈ S 2 . Hence we can think of Q as the line joining n and −n. We can thus identify the space of Q as in (3) with the real projective space RP 2 ; see the beginning of Section 3 for more details. Traditionally in the mathematical modeling of liquid crystals the Q-tensor (3) has been replaced by an oriented line, a line with a direction, i.e. n ∈ S 2 . This is done in the Oseen-Frank theory, [13] . In this paper we analyze the consequences of this assumption, from the point of view of energy minimization. We show that taking into account the possible unorientedness of the locally preferred direction produces a theory that includes the traditional approach (an oriented vector field has an unoriented counterpart but not necessarily the other way around) and exhibits features not seen by the traditional approaches.
We analyze first the relation between line and vector fields by determining when a line field can be 'oriented' into a vector field, without changing its regularity class. We show that this depends both on the regularity of the line field and the topology of the domain. We also show that, under suitable assumptions, the orientability of a line field on a 2D bounded domain can be determined just by knowing the orientability of the line field on the boundary of the domain.
When the class of line fields is strictly larger then the class of vector fields it is possible that a global energy minimizer is a line field that is 'non-orientable' i.e. cannot be reduced to a vector field. These are precisely the instances in which the traditional, Oseen-Frank, theory would fail to recognize a global minimizer, and would indicate as a global minimizer one that is physically just a local minimizer, a minimizer in the class of orientable line fields. We analyze this situation in the case of planar line fields for a simple energy functional, and provide necessary and sufficient conditions for the global energy minimizer to be non-orientable, in terms of an integer programming problem.
The paper is organized as follows: in Section 2 we define rigorously the notions used, in particular orientability in the Sobolev space setting, and study the relation between the regularity of a line field and that of the corresponding vector field (when it exists). In Section 3 we determine the conditions under which a line field can be oriented into a vector field and show that on 2D domains orientability can be checked at the boundary. In Section 4 we provide analytic orientability criteria on 2D domains; that is we show how to reduce the topological problem of checking the orientability of the line fields to an analytic computation. In Section 5 we study the orientability of the global energy minimizers for planar line fields.
Preliminaries and notation
For the rest of the paper we fix s ∈ [− 1 2 , 1] to be a given non-zero constant and Q will denote a 3 × 3 traceless and symmetric matrix that admits the representation:
where n ∈ R 3 , |n| = 1 and s is the given non-zero constant. We denote by M 3×3 (R) the set of 3 × 3 matrices with real values. In general for an arbitrary symmetric and traceless Q ∈ M 3×3 (R) there might be no n ∈ S 2 so that Q has a representation as in (4) . The necessary and sufficient conditions for a 3 × 3 matrix to have such a representation are:
Proposition 1 For fixed s ∈ R and a matrix Q ∈ M 3×3 (R) that is symmetric with trace zero the following conditions are equivalent:
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Proof. By the spectral theorem (ii) holds if and only if
for some n ∈ S 2 , which is (i). If the eigenvalues of Q are λ 1 , λ 2 , λ 3 , so that tr Q = λ 1 + λ 2 + λ 3 = 0, the characteristic equation for Q is 
Also, let us denote
corresponding to the 'planar' unit vectors n = (n 1 , n 2 , 0). Note that the bijective identification of RP 2 with Q allows one to endow Q with a structure of a twodimensional manifold. Similarly Q 2 can be bijectively identified with RP 1 , and thus can be given a structure of a one-dimensional manifold; see the beginning of Section 3 for details.
We define the projection operator P : S 2 → Q by:
Note that one has P (n) = P (−n). Thus the operator P provides us with a way of 'unorienting' an S 2 -valued vector field.
In order to know when the study of unoriented director fields can be reduced to that of oriented ones one needs to know when the opposite is possible, that is to 'orient' a Q-valued vector field. This should be done without creating 'artificial defects', that is discontinuities of the vector field that were not present in the line field. Orienting a line field is sometimes impossible as can be seen by the example in the Figure 1 where a line field is defined outside of the circle centered at (0, 0) of radius 1 2 . Heuristically one sees that by trying to orient the line field for x 2 > 0 and then for x 2 < 0 one would get a discontinuity. A rigorous proof of the non-orientability of the line field in Figure 1 will be provided in Section 4, Lemma 11.
We define an open set in R m to be of class C k , k ≥ 0, respectively Lipschitz, if for any point x ∈ ∂Ω there exist a δ > 0 and an orthonormal coordinate system Y = (y ′ , y m ) = (y 1 , y 2 , . . . , y m ) with origin at x together with a function of class C k (respectively Lipschitz) f : R m−1 → R such that
This definition allows one to consider the open sets of class C k (respectively Lipschitz) as manifolds with boundary and ensures that the topological boundary of the set coincides with the boundary of the manifold with boundary (see the discussion in the Appendix for more details).
In the rest of the paper an open and connected set is called a domain.
Let us define, in a standard manner (see also [16] and the references there) the Sobolev spaces W 1,p (M, N ) where M is a C 0 manifold and N is a smooth manifold isometrically embedded in R l :
In the case when M is a Lipschitz manifold with non-empty boundary, we define (see also [17] ):
where Tr denotes the trace operator ( [1] ). We will also sometimes denote the Sobolev space
, when it is clear from the context what the target space is. We define now orientability for line fields in a Sobolev space:
Otherwise we call Q non-orientable.
We show first that if a line field is orientable there can be just two orientations, that differ by change of sign.
Proposition 2
Let Ω ⊂ R 3 be a domain. An orientable line field Q(x) ∈ W 1,p (Ω, Q), 1 ≤ p ≤ ∞, can have only two orientations. More precisely, if n, m ∈ W 1,p (Ω, S 2 ) with P (n) = P (m) = Q and n = m a.e. we have that m = −n a.e. in Ω.
Proof. We have that m = τ n ∈ W 1,p (Ω, S 2 ) with τ 2 (x) = 1 a.e. In order to obtain the conclusion it suffices to show that τ (x) has constant sign almost everywhere.
For a.e. x 2 , x 3 we have that τ (x)n(x) has a representative that is absolutely continuous in x 1 and also n(x) has a representative that is absolutely continuous in x 1 . Hence τ (x)n(x) · n(x) = τ (x) is absolutely continuous in x 1 . A similar statement holds for x 2 and x 3 .
For anyx = (x 1 ,x 2 ,x 3 ) ∈ Ω letε > 0 be some number so that Bε(x) ⊂ Ω. On the intersection of almost any line x 1 = const with the ball Bε(x) we have that τ (x) is absolutely continuous and, since τ 2 (x) = 1, we get that τ is constant. We take an arbitrary ϕ ∈ C ∞ 0 (Bε(x)) and using Fubini's theorem we obtain:
We obtain thus that the weak derivative τ ,1 is zero in Bε(x). Similarily τ ,2 , τ ,3 are zero in Bε(x). Thus ∇τ = 0 and τ is constant in Bε(x). The connectedness of Ω implies that τ is constant in Ω. Hence τ ≡ 1 a.e. in Ω or τ ≡ −1 a.e. in Ω.
Orientability in the open set Ω implies orientability at the boundary:
and Q is orientable on the boundary, i.e.
with Tr Q ∈ L p (∂Ω, Q).
Proof.
Choose some open ball B containingΩ. We can extend n to anñ ∈ W 1,p (B, R 3 ). Truncate each componentñ i by 1, i.e. definen
). Let us define now an extension of P to the whole R 3 , namely the functionP :
since
and, for example,n
Recalling thatn (j) are C 1 functions onΩ we have:
. Taking into account this convergence together with (12) , the continuity of the trace operator Tr and the fact thatP (n) = P (n) = Q we can pass to the limit (in L p (∂Ω)) in both sides of (13) and obtain relation (10) . In order to finish the proof we just need to check that Tr n ∈ L p (∂Ω; S 2 ). From the definition of the trace we know that Tr n ∈ L p (∂Ω; R 3 ). Hence recalling (see for instance [12] , p. 133) that we have
and since
we get that |Tr n| = 1 H 2 a.e. x ∈ ∂Ω.
Remark 2 One can easily check, by straightforward modifications of the proofs, that the results of Proposition 2 and Proposition 3 hold for domains Ω ⊂ R 2 with Q replaced by Q 2 .
Orientability is preserved by weak convergence:
, k ∈ N be a sequence of orientable maps with the corresponding
, where 1 ≤ p < ∞ (or weak* when p = ∞), then Q is orientable and Q = P (n) for some n ∈ W 1,p .
Proof. We start by proving an auxiliary result:
Conversely, assume that Q ∈ W 1,p (Ω, Q), 1 ≤ p ≤ ∞ and let n be a measurable function on Ω with values in S 2 such that P (n) = Q. Moreover assume that n is continuous along almost every line parallel to the coordinate axes and intersecting Ω. Then n ∈ W 1,p (Ω, Q). Moreover:
Proof of the lemma.
Conversely, suppose that Q ∈ W 1,p . Let x ∈ Ω with n continuous along the line (x + Re k ) ∩ Ω. Let x + te k ∈ Ω. As Q ∈ W 1,1 we can suppose that Q is differentiable at x in the direction e k . Then
Multiply both sides by
we have that
Letting t → 0 and using the assumed continuity of n we deduce that
Hence the partial derivatives of n exist almost everywhere in Ω and satisfy
and since ∇Q ∈ L p it follows that n ∈ W 1,p (Ω, S 2 ) as required.
We continue with the proof of the proposition. As the sequence Q (k) is weakly convergent in W 1,p for 1 ≤ p < ∞ ( weak* for p = ∞), using (15) we have that
e. which implies that P (n) = Q.
Remark 3 Lemma 1 shows that in order to have
2 ) since then n will have the same regularity as Q.
The previous result allows us to show that non-orientability is a stable property with respect to the metric induced by the distance d(Q 1 , Q 2 ) = Q 1 − Q 2 W 1,p (Ω,R 9 ) . More precisely we have:
Then there exists ε > 0, depending on Q, so that for allQ ∈ W 1,p (Ω, Q) with Q − Q W 1,p (M,R 9 ) < ε the line fieldQ is also non-orientable.
Taking into account the previous proposition and reasoning by contradiction the proof is straightforward.
The line-field theory we have presented represents a generalization of the Oseen-Frank theory, which uses vector fields for describing uniaxial nematic liquid crystals. The Oseen-Frank theory has been successful in predicting the equilibrium states as local or global minimizers of an energy functional:
where
and the K i are elastic constants.
We consider a special case of the Landau -de Gennes theory, in which the elastic energy density is defined by
where the L i are constants and the four elastic invariants I 1 , . . . , I 4 are given by
where we have used the summation convention with i, j, k ∈ {1, 2, 3}. It can be checked that the Oseen-Frank energy is expressible in terms of the constant s Landau -de Gennes Q-tensors (see [26] ). We have that
We let
and observe that the L i can also be expressed in terms of the K i . Then we have that
and thus the Oseen-Frank elastic energy is the same as the Landau -de Gennes elastic energy. For more information concerning the form of the Landau-de Gennes energy ψ and its relationship to the Oseen-Frank energy see [32] , [23] .
Orientability issues
The existence of an oriented, S 2 -valued, version of a Q-valued field is essentially a topological question. It amounts to checking if there exists a lifting of a map that takes values into Q to one that takes values into its covering space S 2 , so that the lifting has the same regularity as the map. Let us recall (see [19] , [21] ) that a map Q : Ω → Q is said to have a lifting ϕ Q : Ω → S 2 if P • ϕ Q = Q where P : S 2 → Q is a covering map, defined in our case as
In order to show that P is a covering map we need to endow Q with an appropriate topological structure. To this end let us first recall that RP 2 def = S 2 / ∼ is the quotient of S 2 with respect to the equivalence relation n ∼ m ⇔ n = ±m (see [11] , [30] ). We define the map b :
One can then define in a standard manner a topological structure on Q so that b is a continuous map. Moreover one can endow Q with a Riemannian structure so that b is an isometry. Therefore in the remainder of the paper we are able to use for Q-valued functions theorems that were proved for functions with values into a Riemannian manifold. The map P : S 2 → Q is then easily seen to be continuous. Also P is surjective and one can easily check that every point M ∈ Q has an evenly covered neighbourhood (that is there exists an open U ⊂ Q, with M ∈ U and each component of P −1 (U ) is mapped homeomorphically onto U by p). Thus P is a covering map (see also [21] for more details about covering maps in general).
In the case of planar line fields, that is Q 2 -valued fields, one has a similar lifting problem by identifying, analogously, Q 2 with RP 1 , and denoting (without loss of generality, regarding RP 1 as embedded in RP 2 and S 1 in S 2 ) also with P , the covering map from S 1 to RP 1 . There exists a well-developed theory, in algebraic topology, that shows when it is possible to have a lifting. Both to avoid the reader having to enter into the technical details of this theory and related topological ideas, and for its intrinsic interest, we give in the next subsection a self-contained treatment of the orientability of continuous line fields that uses only elementary point-set topology (but of course with ingredients than have counterparts in the algebraic topology approach). We use this to show that for a large class of two-dimensional domains G one can check orientability of a continuous line field Q (onḠ) just by determining the orientability of Q| ∂G .
However, we face the significant additional difficulty that these topological results are restricted to continuous functions, while functions in the Sobolev space
are not necessarily continuous for p ≤ d. Also we are interested only in liftings that preserve the Sobolev regularity class. We begin to address these questions in Section 3.2.
Continuous line fields on arbitrary domains
We first show how to lift continuous line fields along continuous paths:
and n + = −n − . (Equivalently, given either of the two possible initial orientationsn ∈ S 2 , so that Q(t 1 ) = s(n ⊗n − 1 3 Id), there exists a unique continuous lifting n :
, and that |Q(t) −Q| ≤ ε|s| for all t ∈ [t 1 , t 2 ] where 0 < ε < √ 2. Then one of the liftings, n + say, satisfies
and the other n − = −n + satisfies
Proof. Let 0 < ε < √ 2. Given n,m ∈ S 2 with |n ⊗ n −m ⊗m| ≤ ε we have that |n ⊗ n −m ⊗m| 2 = 2(1 − (n ·m)
2 ) ≤ ε 2 and so
Thus n ⊗ n = n + ⊗ n + = n − ⊗ n − , where n + ·m > 0 and
with |σ − τ | ≤ δ, and we may suppose that t 2 − t 1 = M δ for some integer M . First takem def = n(t 1 ) and for each τ ∈ [t 1 , t 1 + δ] choose n + (τ ) as above so that 
If not, by continuity there would be a first T > t 1 with n
, a contradiction. Thus there are exactly two continuous liftings.
Finally suppose that |Q(t) −Q| ≤ ε|s| for all t ∈ [t 1 , t 2 ] with 0 < ε < √ 2. Then by (24) and the continuity of the lifting one of the liftings, n + say, satisfies n
2 and so |n
2 ) ≤ ε 2 and the result follows.
Proposition 5
Let Ω ⊂ R d be a simply-connected domain, and let Q : Ω → Q be continuous. Then there exists a continuous lifting
Proof. This is standard, and follows, for example, from [19] p. 61, Prop. 1.33. To give a direct argument, fix x 0 ∈ Ω and let n 0 ∈ S 2 be one of the two possible orientations of Q(x 0 ). Given any x ∈ Ω, let γ : [0, 1] → Ω be a continuous path with γ(0) = x 0 , γ(1) = x. By Lemma 3 there is a unique continuous lifting n :
. Then the method of proof of Theorem 1 below, which for simply-connected domains does not depend on the dimension d, shows that n Q is well defined and continuous. (Note that local path connectedness holds because Ω is open, and that none of the complications concerning the ω i are needed, so that h
In the rest of this subsection we restrict ourselves to a class of topologically non-trivial domains in 2D and show that one can check orientability at the boundary.
Let Ω ⊂ R 2 be a bounded domain with ∂Ω a Jordan curve. For 1 ≤ i ≤ N let ω i ⊂ R 2 be a bounded domain with ∂ω i a Jordan curve and ω i ⊂ Ω, ω i ∩ ω j = ∅ if i = j. Note that Ω and ω i are simply connected (for example by the proof of Lemma 5 (iii)). Let
We call such a domain G a domain with holes.
Theorem 1 Let Q : G → Q 2 be continuous with Q| ∂ωi orientable as a continuous function for 1 ≤ i ≤ N . Then Q is orientable as a continuous function.
The proof of Theorem 1 requires some preparation. Let f : [0, 1] → Ω be a continuous path with f (0) and f (1) belonging to G. We define a new continuous path f
by replacing the parts of f where it lies in some ω i by corresponding paths on ∂ω i . If f (t) ∈ G we set f
, where θ denotes the polar angle of
Thus f * is continuous from [t 1 , t 2 ] → ∂ω i and traces the image under γ i of the minor (shorter) arc joining θ 1 and θ 2 (with an unimportant specific choice of the arc if θ 1 , θ 2 represent opposite points of S 1 ).
then this is obvious, since then f (σ j ) ∈ G for sufficiently large j, and so
If f (σ) ∈ ω i then, since f (0) = f (1) ∈Ḡ, there exists an interval [t 1 , t 2 ] ⊂ [0, 1] as above with t 1 < σ < t 2 , so that lim j→∞ f * (σ j ) = f * (σ) follows from (26)- (28) . Thus, arguing by contradiction, we may assume that f (σ) ∈ ∂ω i for some i. If f (σ j ) ∈ ∂ω i for all j then again we have (29) . Thus it suffices to consider the case when f (σ j ) ∈ ω i for all j and either (i)σ j > σ for all j, or (ii)σ j < σ for all j.
We assume (i) with (ii) being treated similarly. If f (t) ∈ ω i for all t > σ with t − σ sufficiently small, then we can take t 1 = σ and again lim j→∞ f * (σ j ) = f * (σ) follows from (26)- (28).
, since otherwise, for example, we would have a subsequence θ 1j k with θ 1j k S 1 →θ = θ mod (2π) and γ i (θ) = γ i (θ), contradicting that ∂ω i is a Jordan curve. Thus from (26), (27) we have
and so lim j→∞ f
Lemma 5 (i) Ω is path-connected and simply connected.
(ii) G is path-connected.
(iii)Ḡ is locally path-connected: given any x ∈ G andε > 0, there exists δ > 0 such that for any z ∈ G with |x − z| < δ there is a continuous pathγ : [0, 1] → G withγ(0) = x,γ(1) = z and |γ(t) − x| <ε for all t ∈ [0, 1].
Proof. By the Schoenflies theorem [4] there is a homeomorphism u :
Since D is path connected and simply connected this proves (i). Given x, z ∈ G there thus exists a continuous path f :
To prove (iii), note that this is obvious if x ∈ G so we may suppose that x ∈ ∂Ω. The argument in the case x ∈ ∂ω i for some i is similar. Note that u −1 (x) ∈ ∂D. Let σ > 0 be sufficiently small so that
Before starting the proof of Theorem 1 we need one more technical lemma:
Lemma 6 Let G be a domain with holes as above and let Q ∈ C(Ḡ, Q). There exists ν > 0 such that
Proof. Choose ν sufficiently small such that |Q(x) − Q(y)| ≤ |s| if x, y ∈Ḡ with |x − y| ≤ 2ν. In Lemma 3 setm = n(t 1 ). Then by (22) , (23) we have that
Also
and so by Lemma 3
Proof of Theorem 1. Let x 0 ∈ G and choose one of the two possible orientations (m 0 , 0) for Q(x 0 ), where m 0 ∈ S 1 . Let x ∈ G be arbitrary. By Lemma 5(ii) there exists a continuous path γ : [0, 1] → G with γ(0) = x 0 , γ(1) = x. By Lemma 3 there exists a unique continuous lifting n :
be the corresponding continuous lifting, and suppose for contradiction that n
The bulk of the proof will be to show that such a lifting cannot exist, so that N (x) is well defined. Assuming this, we claim that N : G → S 1 is a continuous lifting of Q, that is
for all x ∈ G and N is continuous in x. We only need to prove the continuity. Let z j ∈ G with z j → x. By Lemma 5 (iii) there exist continuous pathsγ j :
. Then we may consider the patĥ 
and n λ (0) = m 0 . We know that n 0 (1) =Ñ (1) = −m 0 . We will prove that n λ (1) is a continuous function of λ ∈ [0, 1] so that n λ (1) = −m 0 for all λ ∈ [0, 1]. In particular n 1 (1) = −m 0 contradicting h(1, t) = x 0 for all t and n 1 (0) = m 0 (since n 1 (t) ∈ {m 0 , −m 0 } is continuous). This contradiction proves the theorem. To prove the continuity of n λ (1) in λ we make use of the assumption that Q| ∂ωi is orientable for each i.
Since h(λ, t) ∈ G for all λ ∈ [0, 1] and all sufficiently small t it follows from Lemma 6 that T > 0. Suppose for contradiction that T < 1. If h(λ, T ) ∈ G ∪ ∂Ω then by the continuity of h there exists a σ > 0 such that h(λ k , t) ∈ B(h(λ, T ), δ) for all sufficiently large k and for all t with |t − T | < σ, where δ > 0 is small enough so that B(h(λ, T ), δ) ∩ Ω ⊂ G and δ < ν, where ν is as given in Lemma 6. Hence if |t − T | < σ, h(λ, t) = lim k→∞ h(λ k , t) ∈ G, and so h * (λ, t) = h(λ, t). Also by the definition of T , there exists τ ∈ (T −σ, T ) with n λ k (τ ) → n λ (τ ), and so by Lemma 6 n λ k (t) → n λ (t) for t ∈ (T, T + σ), contradicting the definition of T . Thus we may suppose that h(λ, T ) ∈ ∂ω i for some i. Let [T,T ] be the maximal closed interval, containing T , such that h(λ, t) ∈ ω i for all t ∈ [T,T ].
Proof.
Step 1. We show that given δ > 0 there exist σ > 0 and k 0 such that
whenever |t − T | < σ and k ≥ k 0 . If this were not true there would be a sequence t j → T and a subsequence k j → ∞ such that
Since lim j→∞ h(λ kj , t j ) = h(λ, T ) we may suppose that h(λ kj , t j ) ∈ ω i for all j, and thus we have t 1j < t j < t 2j with h(λ kj , t) ∈ ω i for t ∈ (t 1j , t 2j ), h(λ kj , t 1j ), h(λ kj , t 2j ) ∈ ∂ω i . By the definition of T there exists a sequence
Considering separately the cases when t 2j − t 1j → 0 and when t 2j − t 1j ≥ µ > 0 we get lim j→∞ h * (λ kj , t j ) = h(λ, T ).
This contradiction proves the claim, which by a similar argument also holds if T is replaced byT .
Step 2. We prove that n λ k (T ) → n λ (T ). In Step 1, we choose δ ∈ (0, ν), where ν is given in Lemma 6, and note that h
the result follows from Lemma 6 applied on the interval [T l , T ].
Step 3. We prove that n λ k (T ) → n λ (T ). If T =T there is nothing to prove and so we assumeT > T . First we note that
since otherwise there would exist a subsequence k j → ∞ and
Since Q| ∂ωi is orientable, there is a unique continuous liftingN :
x, y ∈Ḡ with |x − y| < 4δ implies |Q(x) − Q(y)| < ε|s|,
and
For k ≥ k 0 define
It is easily seen that S k is closed. Also T ∈ S k because we can take z = h(λ, T ) and use (40). We show that if t ∈ S k with t <T then t + s ∈ S k for s > 0 sufficiently small, so that S k = [T,T ]. Given s, by (37) there exists z(t + s) ∈ ∂ω i with
If s is chosen small enough so that |h
Thus by (38)
Also |n λ k (t) −N (z(t))| ≤ 2ε and so by Lemma 3 we have |n λ k (t + s) −N (z(t))| ≤ ε and hence, by (39),(42)
SinceT ∈ S and since h
To complete the proof of the theorem we note that by the definition ofT there exists a sequenceT r →T + with h(λ,T r ) ∈ G. By (35) forT , given δ ∈ (0, ν), ν as in Lemma 6, we have |h * (λ k , t)−h(λ,T )| < δ for k ≥ k 0 and |t−T | < σ. Let r be large enough so that |T r −T | < σ. Then for k large enough h
we deduce from Lemma 6 that n λ k (T r ) → n λ (T r ) for r sufficiently large, contradicting the definition of T . Thus T = 1, and using the same argument as just after the definition of T we deduce that n λ k (1) → n λ (1).
Remark 4 Theorem 1 could alternatively have been proved using algebraic topology notions. The orientability of a continuous line field onḠ needs to be checked only on a set of generators of the fundamental group π 1 (Ḡ) ofḠ. It seems to be well known (though tricky to find in the literature) that for a domain with holes as defined before, the boundary loops ∂ω i , i = 1, . . . , n constitute a family of generators of π 1 (Ḡ). These observations suffice to give the result of Theorem 1.
Arbitrary line fields on simply-connected domains
In this case we have that there is a lifting in W 1,p for p ≥ 2 but not for p < 2:
with c 1 , c 2 constants that depend only on p. 
Let us assume first that Ω is a domain with smooth boundary. Using the above theorem with M =Ω and N = Q we can find a sequence of smooth functions Q (k) converging weakly to Q. Each Q (k) is orientable, by Proposition 5 as the domain Ω is simply connected. Using Proposition 4 we obtain that the limit function Q is also orientable.
We obtain thus that for Q ∈ W 1,p (Ω, Q) ⊂ W 1,2 (Ω, Q), p ≥ 2 there exists n ∈ W 1,2 (Ω, S 2 ) with P (n) = Q. But then n is continuous along almost any line parallel with the axis of coordinates, hence by (15) we get n ∈ W 1,p (Ω, S 2 ). In order to extend the theorem to less smooth domains we need the following
Lemma 8 ([2])
Let Ω ⊂ R n be a bounded simply-connected domain with continuous boundary. There exists ε 0 > 0 so that for any ε > 0 with ε < ε 0 there exists a connected open set Ω ε ⊂ Ω with smooth boundary and such that d H (Ω ε , Ω) < ε where d H denotes the Hausdorff distance. Moreover Ω ε can be chosen so that it is simply connected and Ω ε ′ ⊂ Ω ε if ε < ε ′ .
Using the lemma one finds a sequence of simply-connected smooth domains Ω ε k ⊂ Ω, k ∈ N, with Ω ε k ⊂ Ω ε k+1 and ∪ k∈N Ω ε k = Ω. Then for Ω ε1 one has, by the previous arguments, that there exists n ε1 ∈ W 1,p (Ω ε1 , S 2 ) so that P (n ε1 ) = Q on Ω ε1 . On Ω ε2 one has two possibilities of orienting Q, and one chooses n ε2 ∈ W 1,p (Ω ε2 , S 2 ) so that n ε2 (x) = n ε1 (x), a.e. x ∈ Ω ε1 . One continues similarly defining inductively n ε k , k ∈ N.
We can define now n ∈ W 1,2 (Ω, S 2 ) by n(x) = n ε k (x), for all x ∈ Ω ε k . The formula (43) is straightforward by taking into account the relation between ϕ u and u as well as (15) .
An example is provided in Figure 2 
Analytic orientability criteria in 2D
In this section we restrict ourselves to planar line fields, i.e. the domain Ω is a subset of R 2 and the line field takes values only in Q 2 , not in the whole of Q.
It is important to know, from a PDE perspective, if it is possible to detect the orientability (or nonorientability) of a line field just by knowing its boundary values.
Let us first recall Remark 2 (after Proposition 3) which shows that orientability in a domain implies orientability at the boundary. Thus, in particular, if a line field in W 1,2 (Ω) is orientable then its trace on the boundary, a line field in H 1/2 (∂Ω), must be orientable as well. We will see, in the next section, in Proposition 7, that the converse is true as well, namely that orientability at the boundary implies orientability in the interior. We recall that it was already shown in Section 3.1, Theorem 1, that for continuous line fields on domains with holes G (as defined in Section 3.1) orientability can be checked at the boundary.
In order to obtain an analogue of the previous theorem for less regular functions, in W 1,2 (G), we need first to understand the relation between the orientability in the class of continuous line fields and that in W 1,2 (G). We study first this question at the boundary and consider a line field on ∂G that is in C(∂G) ∩ H 1/2 (∂G).
We claim that if the line field is non-orientable, as a continuous line field, then it is also non-orientable in H 1/2 (∂G). More precisely, for G ⊂ R 2 , a domain with holes as defined in Section 3.1, let Q ∈ C(∂G, Q 2 ) ∩ H 1/2 (∂G, Q 2 ) be a line field non-orientable in the class of continuous fields. We assume for contradiction that Q is orientable as a function in H 1/2 (∂G) i.e. that Q ij = s(n i n j − δij 3 ), i, j = 1, 2, 3 with n i ∈ H 1/2 (∂G, R), i = 1, 2, 3 and (n 1 (x), n 2 (x), n 3 (x)) ∈ S 1 a.e. x ∈ ∂G. If we can show that n i , i = 1, 2, 3 has a continuous representative, we obtain a contradiction which proves our claim. As G has a smooth boundary we can, without loss of generality, assume that there exists locally a smooth transformation that takes functions in H 1/2 (B δ (P ) ∩ ∂G) (with P ∈ ∂G) into functions in H 1/2 (I) where I is an open interval and thus we need to show that if Q ii = sn i n i ∈ C(I) and n i ∈ H 1/2 (I; R) for i = 1, 2, 3 then there exists a continuous n i , i = 1, 2, 3 such thatn i (x) = n i (x) a.e. x ∈ I.
Lemma 9 Let I ⊂ R be an open set. Take f : I → R be such that f ∈ H 1/2 (I; R) and f 2 ∈ C(I; R). Then there exists f * ∈ C(I, R) so that f * = f a.e. on I.
Proof. We claim first that if f (a) = 0 there exists aδ =δ(a) > 0 so that on (a −δ, a +δ) the function f has constant sign almost everywhere. Assuming the claim the proof is straightforward. Indeed, let Z(f ) denote the zero set of f in I. We define s : I \ Z(f ) → {1, −1} such that s(y) = 1 if there exists a δ 0 (y) > 0 so that f is positive almost everywhere on the interval (y − δ, y + δ) for any δ < δ 0 , and s(y) = −1 otherwise. One can easily check that s is constant on the connected component of y for any y ∈ I \ Z(f ).
Recalling that f 2 ∈ C(I; R) and so is defined everywhere we let
and one can easily check that f * is continuous. Indeed, if y ∈ I \ Z(f ) there exists an open interval around y, say (y − δ, y + δ) on which s(y) is constant hence on (y − δ, y + δ) we have that f * is either plus or minus f 2 , and f 2 is a continuous function. If y ∈ Z(f ) let us take (y n ) n∈N an arbitrary sequence of points so that y n → y. The continuity of f 2 implies that for any ε > 0 there exists a n(ε) such that |f 2 (y n )| < ε if n > n(ε) so that |f (y n )| = | ± f * (y n )| = |f * (y n )| ≤ √ ε, which proves the continuity of f * at y.
We continue by proving the claim and start by assuming without loss of generality that f (a) = l > 0. As f 2 ∈ C(I, R) there exists a δ 0 > 0 such that
Note that H 1/2 (I, R) ⊂ V M O(I, R) (see for instance [7] , [8] , [31] ). Recall that if f ∈ V M O(I) then for any ε > 0 there exists aδ > 0 such that:
2 (x, ∂I)}. We show that there exists a δ 1 <δ so that for any I(x) δ = (x − δ, x + δ) ⊂ (a − δ 0 , a + δ 0 ) with δ < δ 1 we have
Indeed, if (45) were false there would exist two sequences (
From the V M O characterization of f we have
for δ k small enough. However, the last inequality cannot hold simultaneously with (44) and (46). This contradiction proves (45). Let us denote
As f 2 (and thus f ) is bounded on [a − δ 0 , a + δ 0 ] one can easily check that g(x, δ) is continuous as a function of two variables on the set {(x, δ); (x, δ) ∈ (a − δ 0 + δ 1 , a + δ 0 − δ 1 ) × [0, δ 1 ]} and has no zeros on this set (because of (45)). Thus g has constant sign on {(x, δ); (x, δ) ∈ (a − δ 0 + δ 1 , a + δ 0 − δ 1 ) × [0, δ 1 ]} and then by using the Lebesgue differentiation theorem we obtain that f also has constant sign.
In order to study the orientability of planar line fields for Q a Q 2 -valued function we define the auxiliary complex-valued map A(Q):
The motivation for this definition is that if Q has the form in (6) and Z(n)
The auxiliary map allows one to associate to a planar line field an auxiliary unit-length vector field. We shall determine the orientability of the line field in terms of topological properties of this auxiliary vector field. We provide first a necessary and sufficient condition for orientability along the boundary of bounded smooth sets. This does not suffice for a line field to be orientable on the whole domain but provides a necessary condition for it.
Before stating the orientability criterion, we need to fix some notations about the degree. Let us recall [20] , pp. 120 − 130, that one can define an integer degree for a smooth function f : M → N at a regular value y = f (x) where M and N are boundaryless, compact and oriented manifolds of the same dimension. We work only with a connected target manifold (N = S 1 ), so the degree is independent of the regular value chosen [20] , Lemma 1.4, p. 124. In the case when M has several connected components
where each M i is given the orientation induced by the inclusion M i ֒→ M . In the case when M is connected and its orientation is the standard one induced from the ambient space we omit the M and simply write deg f .
However, sometimes the degree can be defined for functions that are not necessarily smooth. Let us recall Theorem A.3 in [5] that gives a formula for the degree of a complex-valued function f ∈ H 1/2 (S 1 , S 1 ), namely:
(note that the integral is defined in the sense of distributions since f
Proposition 6
Let Ω be a smooth, bounded domain in R 2 and let Q ∈ W 1,2 (Ω, Q 2 ). We denote by (∂Ω) i , i = 1, . . . , k the connected components of the boundary. For any i ∈ {1, 2, . . . , k} the function Tr Q| (∂Ω)i ∈ H 1/2 ((∂Ω) i , Q 2 ), is orientable (in the space H 1/2 ) if and only if deg(A(Tr Q), (∂Ω) i ) ∈ 2Z. Moreover if there exists a unit-length vector field n such that Z(n) = n 1 + in 2 ∈ H 1/2 ((∂Ω) i , S 1 ) and P (n) = Tr Q a.e. on (∂Ω) i then deg(n, (∂Ω) i ) = Proof. We can regardΩ as a manifold with boundary and then the topological boundary of the set coincides with the boundary as a manifold. The boundary is then again a manifold. More precisely ∂Ω is a one-dimensional closed manifold without boundary. Taking into account the classification theorem for onedimensional manifolds (see [25] ) we have that each connected component of ∂Ω is diffeomorphic to S 1 . We continue thus by assuming, without loss of generality, that for i ∈ {1, 2, . . . , k} we have (∂Ω) i = S 1 .
It is easily seen that Tr Q ∈ H 1/2 (S 1 , Q 2 ) is orientable if and only if for the function A(Tr Q) ∈ H 1/2 (S 1 , S 1 ) there exists a unit-length vector field n such that Z(n) ∈ H 1/2 (S 1 , S 1 ) and A(Tr Q) = Z 2 (n). We claim now that a necessary and sufficient condition for the existence of a unit-length vector field n that Z(n) ∈ H 1/2 (S 1 , S 1 ) and A(Tr Q| S 1 ) = Z 2 (n) is deg(A(Tr Q), S 1 ) ∈ 2Z. We prove first the necessity. It is known ( [5] , p.21) that for any function v ∈ H 1/2 (S 1 , S 1 ) there exists a number k = deg v ∈ Z and a unique (up to an integral multiple of 2π
a.e. z ∈ S 1 . If we assume that A(Tr Q| S 1 ) = Z 2 (n) for some unit-length vector field n with Z(n) ∈ H 1/2 (S 1 , S 1 ) using the quoted result we have that there exist α = deg A(Tr Q| S 1 ) ∈ Z, β = deg n ∈ Z and g, h ∈ H 1/2 (S 1 , R) so that A(Tr Q| S 1 )(z) = z α · e ig(z) and Z n(z) = z β · e ih(z) . The equality A(Tr Q)| S 1 ) = Z 2 (n) implies that, a.e. on S 1 , one has:
We claim that the last equality implies α = 2β. Indeed, we have 2h − g ∈ H 1/2 (S 1 , R) and thus (see for instance [6] , Thm. 2) e i(2h−g) ∈ H 1/2 (S 1 , S 1 ). Using formula (48) we find that the expression on the right hand side of (49) has degree 0, while the one on the left hand side has degree α − 2β ∈ Z, hence our claim. In order to prove the sufficiency let us assume that deg A(Tr Q) = 2k, k ∈ Z. Then, by the previously quoted representation formula in ( [5] , p.21) there exists a W ∈ H 1/2 (S 1 , R) so that A(TrQ)(z) = z 2k e iW (z) and thus there exists a vector field n such that
. The same representation formula immediately gives the last part of the Proposition.
We can now provide a necessary and sufficient condition for orientability on the whole domain, in the case of a planar domain with holes.
Proposition 7 Let G be a planar domain with holes as defined in (25), Section 3.1. Assume moreover that ∂G is smooth. Let Q ∈ W 1,2 (G, Q 2 ). Then Q is orientable if and only if
Proof. The necessity of the condition is a consequence of Proposition 6 together with Proposition 3. We show the sufficiency. As G ⊂ R 2 we have, from [29] , that there exists a sequence of functions
. We show that for k large enough Q k is orientable. First let us observe that we have
is orientable as a function in W 1,2 if and only if it is orientable as a continuous function.
Proof of the lemma. We assume first that Q is orientable in W 1,2 and show that it is orientable in C. Let n ∈ W 1,2 (G; S 1 ) be such that P (n) = Q. Note that this implies n 2 i ∈ W 1,2 (G; R) ∩ C(Ḡ; R), i = 1, 2, 3. We prove first that n i ∈ W 1,2 (G; R), i = 1, 2, 3 and n 2 i ∈ C(Ḡ; R) imply n i = n * i a.e. for some n * i ∈ C(Ḡ; R), i = 1, 2, 3. To prove this we claim first that:
i (x 0 ) = 0 then there is a neighbourhood of x 0 on which n i has constant sign almost everywhere Assuming (C) it is straightforward to construct n * i , in a manner nearly identical to the proof of a similar claim in the proof of Lemma 9. We continue by proving the claim (C). Let l
we have that n i is continuous along almost all lines parallel with the coordinate axes, in a suitably chosen reference frame. This suffices for concluding that n i has constant sign almost everywhere in {x ∈ G; |x − x 0 | < ε}.
Assume on the other hand that Q is orientable as a continuous function, i.e. there exists a n ∈ C(Ḡ, S 1 ) so that P (n) = v. Using Lemma 1 we have that n ∈ W 1,2 . Continuing the proof of the theorem let us recall [7] that for a unit-length vector field n ∈ H 1/2 (S 1 , S 1 ) there exists a δ > 0 (depending on n) such that for any other unit-length vector field m ∈ H 1/2 (S 1 , S 1 ) with n − m BMO < δ we have that m has the same degree as n. Taking into account the relation between the BM O(S 1 , S 1 ) and the H 1/2 (S 1 , S 1 ) norms we have that there exists δ 0 > 0 so that if n − m H 1/2 (S 1 ,R) < δ 0 then n and m have the same degree. Thus for k large enough we have that deg
. . , n are orientable in H 1/2 . Using Lemma 9 we have that Tr Q k | ∂Ω , Tr Q k | ∂ωi , i = 1, . . . , n are also orientable in the class of continuous functions. Using Theorem theorem:alternative we have that Q k is orientable in the class of continuous functions. Using Lemma 10 we obtain that for large enough k the function Q k is orientable in W 1,2 . Since strong convergence preserves orientability (see Proposition 4) we conclude that Q is orientable.
Remark 5 It is known (see for instance [1] ) that for functions with values in R d we have W 1,2 \ C = ∅. However one may ask if for functions with values in S 1 the situation is different. This is not the case, as shown by the vector field: n(x) = (n 1 (x), n 2 (x), n 3 (x)) with n 1 (x) = 1 2 sin ln ln(
The previous proposition shows that we can determine the orientability to computing certain numbers. However, in specific cases, it may be simpler to just use Lemma 10 and check the orientability at the continuous level of regularity, where topological tools can be more efficient.
As an example, consider an analytic description of the line field in Figure 1 . Let
Lemma 11 The line fieldQ as in (50), (52) on the domainΩ as in (51) is not orientable in W 1,2 (Ω; Q 2 ) or in C(Ω; Q 2 ).
Proof. Lemma 10 shows that it suffices to prove the non-orientability in the class of continuous line fields. Let us consider the following subsets ofΩ:
We assume for contradiction that the continuous line field is orientable and try to find an orientation. In Ω 1 there are only two possible orientations (see also Proposition 2) , that is all the unit vectors are (0, 1, 0) or all are (0, −1, 0). Let us assume that we pick the orientation (0, 1, 0). There are two possible orientations in Ω 2 but since Ω 1 ∩ Ω 2 = ∅ and we have already chosen an orientation in Ω 1 we can only pick the orientation ( 1, 0, 0) . Similarily, if we start with the other possible orientation in Ω 1 we also reach a contradiction.
The minimizing Q-harmonic maps versus minimizing harmonic maps in the plane
We saw in the previous sections that in order to have a geometry in which both orientable and non-orientable energy minimizers exist we need to allow for a domain that is not simply connected. Propositions 6 and 7
show that if the boundary data on all components of the boundary is orientable then any line field with that boundary data will be orientable. Moreover, if the boundary data on at least one component of the boundary is non-orientable then any line field with that boundary data will necessarily be non-orientable. Thus full knowledge of the boundary data completely determines the orientability of the line fields with that boundary data. In order to allow for a geometry with both orientable and non-orientable energy minimizers we need to fix orientable boundary data on only one part of the boundary. The simplest situation one could conceive is to consider a domain with one hole. However in such a domain putting orientable boundary data on one component of the boundary would imply that any line field with that boundary data is orientable (indeed, let G = Ω \ ω 1 and g : ∂Ω → Q 2 be orientable, so that degree of A(g) is even; for any h : ∂ω 1 → Q 2 we need to have deg(A(g)) + deg(A(h)) = 0, see for instance [20] , p. 126, and hence h is orientable). Thus we need to take at least two holes. If one puts orientable boundary data on two of the components of the boundary, leaving the third component free, a degree argument as before shows that the boundary data on the third component of the boundary must be orientable as well, hence we can only have orientable line fields.
Thus we are led to considering the case of a domain with two holes and orientable boundary data on only one connected component of the boundary. Such a situation is presented in Fig. 3 . More precisely let us consider the domains (for δ > 1):
and we define the stadium domain:
On the outer boundary we impose as boundary conditions lines tangent to the boundary, which can be oriented clockwise (as shown in B in Fig. 3 ) or anticlockwise. Thus we have a simple geometry with boundary conditions that allow both orientable and non-orientable line fields. We compare the minimizers of
, subject to the indicated line field boundary conditions on the outer boundary) with the minimizers of
, subject to tangent vector-field boundary conditions on the outer boundary). Note that I δ (n) = J δ (Q) when Q is orientable.
We have:
be any global energy minimizer of I δ (n) in W 1,2 (M δ ; S 1 ) (subject to tangent vector-field boundary conditions on the outer boundary, as in Fig. 3b ). LetQ δ ∈ W 1,2 (M δ ; Q 2 ) be any global energy minimizer of J δ (Q) in W 1,2 (M δ ; Q 2 ) (subject to tangent line-field boundary conditions on the outer boundary, as in Fig. 3a) .
There exists a δ 0 > 1 so that for any δ > δ 0 we have
Proof. Let us observe first that the sets in which we do the minimization, in either the oriented or non-oriented context, are non-empty. Indeed, let us take 00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000   11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111   00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000   11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111 Figure 3 : A situation in which the energy minimizer is non-orientablẽ
ThenQ ∈ W 1,2 and satisfies the boundary conditions. Let us observe thatQ is exactly the line field shown in Fig. 3b . It is also straightforward to see that in the case of vector-field boundary conditions there exist vector fields n δ ∈ W 1,2 (M δ ; S 1 ) on the whole M δ that match the boundary conditions. Let us observe that if n δ ∈ W 1,2 (M δ , S 1 ) satisfies the boundary conditions then for almost all
, and it is an elementary exercise to check that
Thus we have that M δ |∇n δ (x)| 2 dx ≥ δπ 2 and, noting the wayQ is defined we have that M δ |∇Q(x)| 2 dx is independent of δ. Hence there exists δ 0 > 0 so that for any δ > δ 0 we have
which proves the claim. The previous theorem shows that for δ large enough the Oseen-Frank theory fails to capture the global energy minimizer and detects just a local energy minimizer, the energy minimizer in the class of oriented line fields. In the following we completely characterize the instances in which the Oseen-Frank theory fails in this way.
We consider a smooth planar domain G = Ω \ ∪ 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 In order to encode the complexity of the domain and its relationship with the prescribed boundary data g, we need n + 1 functions h 1 , . . . , h n and h(g).The functions h i , i = 1, 2, . . . , n encode the characteristics of the holes and their relations with the set Ω. Each function h i , i = 1, . . . , n is the solution of the equation
We define the matrix D = (D ij ), i, j = 1, . . . , n depending only on the domain, by D ij
It will be important, in later calculations, to know explicitly the nullspace of the matrix D:
The last relation implies that G |∇v(x)| 2 dx = ∂G v · 
We can now state a necessary and sufficient criterion for determining the orientability of the global minimizer of the Q-harmonic maps problem:
be orientable, and assume that
Then a necessary and sufficient condition for all global minimizers to be non-orientable is
Proof. For any Q ∈ W 1,2
Observing that A is a bijective operator we have that our minimization problem reduces to
It is well known that the minimum of the energy for the last problem is attained by a function m min ∈ W
1,2
A(g) (G, S 1 ) satisfying a harmonic map equation (see [3] ).
In order to determine this function we first claim that for any m ∈ W 1,2
Indeed, by [29] there exists a sequence m k ∈ W 1,2
Taking into account that the function m k is continuous, and the properties of the degree for continuous functions, [20] , p. 126 we have
Using the continuity of the trace operator we let k → ∞ in the last relation and we obtain the claimed relation (62).
Thus we can divide the function space W
A(g) into countably many disjoint subsets corresponding to maps with given degrees d i on each ∂ω i , i = 1, . . . , n. A way of solving the minimization problem (61) is to obtain first the minimizer on each such subset as before and thus obtain countably many functions m 1 , m 2 , . . . , m l , . . . , l ∈ N. The solution of (61) is then that m k with ∇m k L 2 (G) = inf i∈N ∇m i L 2 (G) (such an m k exists because there exists a global minimizer for the problem (61)).
Thus we need to study first the minimization problem
The advantage in studying (63) rather than (61) is that the determination of the minimum for (63) can be reduced to a simpler, scalar, problem. Indeed, it is shown in [3] that for a fixed d ∈ D(g) if we denote by m * a minimizer of (63) then ∇m *
where Φ is the unique solution (up to an additive constant) of the scalar problem:
but not the c i . Taking Φ to be a solution of the above problem let us denote h = Φ − n i=1 c i h i . We have that h is a solution of the problem (58). Since (58) has a unique solution we get that h ≡ h(g), thus
Taking into account the representation (65) of Φ as well as the equation it satisfies, (64), we get
Lemma 13 shows that the last system has a one-dimensional affine space of solutions, so that the function c(d) introduced in the statement is multivalued. We claim that, however, the value of c(d) · Dc(d) is independent of the particular representative of c(d) used. Indeed observe that multiplying (59) by e we obtain Dc · e = d · e − J(g) · e and since D is symmetric and De = 0 we obtain d · e = J(g) · e, thus proving our claim. In order to finish the proof it suffices to recall the orientability criterion given by Proposition 7 and observe that from (65) we have
where we used the definitions of h(g), h i , i = 1, . . . , n and D ij , i, j = 1, . . . , n.
Remark 6
One can see, carefully following the proof, that one also has that if
then all global energy minimizers must necessarily be orientable. Moreover, if inf
then there exist both an orientable and a non-orientable global energy minimizer.
Remark 7
One can easily see that for g smooth the set W 1,2 g is non-empty by recalling [15] , [20] that a degree zero smooth mapg : ∂G → S 1 can be extended to a smooth map on G. On the other hand one can alway choose some suitable smooth vector field h : ∂G \ ∂Ω → S 1 so that
has degree zero. In general, for g not smooth, the space W 1,2 g may be empty (see [18] ).
We continue with a more in-depth analysis of the case when the domain G has only two holes, by using the tools developed in the previous Proposition.
ω i with two holes, ω 1 and ω 2 , as defined in (25), Section 3.1. We take a boundary data g ∈ W 1,2 (∂Ω, Q 2 ) that is an orientable line field and assume that the space W 1,2
) and all the global energy minimizers are non-orientable if and only if
On the other hand, if
then all the global energy minimizers are orientable.
then there exist both an orientable and a non-orientable energy minimizer.
(ii) Let M δ be the domain defined in (54).
) (subject to tangent vector-field boundary conditions on the outer boundary, as in Fig. 3b) . Let Q δ ∈ W 1,2 (M δ ; Q 2 ) be any global energy minimizer of J δ (Q) in W 1,2 (M δ ; Q 2 ) (subject to tangent line-field boundary conditions on the outer boundary, as in Fig. 3a) .
For any δ > 1 we have
= 1} → Q 2 be a smooth orientable line field and letg to be a vector field that is one of the orientations of g.
There exists a δ 0 so that for any δ < δ 0 any global energy minimizer of I δ (Q) must necessarily be orientable.
. . , 5 defined as in (53) (where we take δ = 2) we consider the domain:
We impose tangential line field boundary conditions on the outer boundary of N ρ . Then there exists a ρ ∈ (0, 1 2 ) so that there exist both an orientable and a non-orientable global energy minimizer of I Nρ (Q), subject to the imposed boundary conditions.
Proof. (i) Let d 1 , d 2 ∈ Z be some arbitrary pair such that
Relation d · e = J(g) · e (with e = (1, 1) ), shown in the proof of Theorem 3, gives that: 
So equation (59) becomes
We claim now that a = 0. Assuming for contradiction that a = 0 equation ( 
Thus Proposition 3 implies that all minimizers are non-orientable if and only if (69) holds. Relations (72) and (73) together with the assumption that g is orientable, hence deg(A(g), ∂Ω) is even means that we always have dist(J(g) 1 , 2Z) = dist(J(g) 2 , 2Z) and dist(J(g) 1 , 2Z + 1) = dist(J(g) 2 , 2Z + 1). The claimed criteria are now a consequence of Remark 6.
(ii) We claim that the symmetry of the domain and that of the boundary data imply that h(g)(x 1 , x 2 ) = h(g)(x 1 , −x 2 ). Indeed, leth(g)(x 1 , x 2 ) def = h(g)(x 1 , −x 2 ). One can check that
and thus the boundary data is symmetric with respect to the x 2 = 0 axis. Then h(g) andh(g) are both functions that solve problem (58), that has a unique solution. Thus h(g) =h(g) and our claim is proved.
Let us observe that the line-field example in the proof of Lemma 12 shows that W 1,2 g = ∅. Taking this into account, together with g ∈ W 1,2 (∂Ω), we can use the first part of the Proposition (in our case the domain in only C 1 and not smooth but one can check that C 1 regularity suffices for using the Theorem 3 and thus the first part of the Proposition). The symmetry of h(g) implies that J(g) 1 = J(g) 2 and relations (72), (73) together with deg(A(g), ∂(M 1 ∪ M 2 ∪ M 3 )) = 2 imply J(g) 1 = J(g) 2 = −1. Hence the criterion (69) holds for any δ > 1. (iii) Let us first observe that since we took the boundary data to be smooth the function space W 1,2 g (G δ , Q 2 ) is non-empty (see Remark 7) . Let Ξ δ def = {x = (x 1 , x 2 ) ∈ R 2 : x 2 1 + (x 2 − 3 4 ) 2 < δ 2 } which we regard as the hole ω 1 and denote by h δ (g) the solution of (58) for the domain G δ . We claim that
On the other hand the divergence theorem shows that (for δ < where on the third line of the system above we used polar coordinates (r, θ) ∈ [ and reasoning analogously we obtain that H − c 2 ≤ h δ (g) on G δ ⊂ B 1 (0) \ B 1/2 (0). Thus
and since the sequence of harmonic functions h δ (g) is uniformly bounded on a sequence of domains shrinking into the annulus B 1 (0) \ B 1/2 (0), we obtain [14] , p.23, by taking a diagonal sequence, that there exists a function f so that h δj (g) converges uniformly on compact subsets of B 1 (0) \ B 1/2 (0) \ {(0, ∆f (x) dx = 0 and since h(g) (δ) converges uniformly (and thus in C ∞ since h(g) (δ) are harmonic) on compact sets to f we obtain the claimed relation (75).
(iv) Let g correspond to tangential boundary conditions on the outer boundary of N ρ . The example constructed in Lemma 12 can be easily modified to show that W In the last inequality we can assume without loss of generality that C 1 is a constant independent of ρ, because ϕ =φ on ∂S and the last inequality expresses the continuity of the trace operator in H 1 (S). We denote byh(g) ρ the extension by zero of h(g) ρ to a function on S and then the last inequality implies S ∇h(g) ρ · ∇φ dx ≤ C 1 ∂h(g)
Replacingφ in the inequality byφ k withφ k →h(g) ρ in H 1 (S) as k → ∞ the last inequality implies:
We denote J(g) 
In order to prove the claim we argue by contradiction and assume that there exists aρ ∈ (0, 
First let us observe that for ρ ∈ (ρ 2 , 
for ρ ∈ (ρ 2 , 1 2 ), with C 2 depending on S andρ (see the argument in [33] , p. 177 that can be checked to hold even for p = n = 2).
Relations (80) and (83) imply that there exists a subsequence of ρ k , relabelled as the initial sequence, such thath
for some function L ∈ H 1 (S). We claim that L ≡h(g)ρ. To this end it suffices to show that for any smootĥ ϕ ∈ H 1 (Nρ) vanishing in a neighbourhood of Mρ 6 ∪ M 5 we have:
which, by the uniqueness of the weak solution for the problem (58), implies the claim. In order to prove the last equality let us take a sequence ϕ k ∈ H 1 (S) ∩ C ∞ (S), s upported in N ρ k and vanishing near ∂M ρ k 6 ∪ ∂M 5 , so that ϕ k →φ in H 1 (S). Then replacing N ρ by S, h(g) ρ byh(g) ρ k , ϕ by ϕ k in (78) and passing to the limit k → ∞ by using (84), we obtain relation (85). Using that ∇h(g) ρ ∈ H(W, div) with W ⊂ S \ (M 5 ∪ M ) an open set such that ∂M 5 ⊂ ∂W , relation (84) and the continuity of the normal part of the trace in the space H(W, div) (see [22] ) we have that 
