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We show how to find families of infima and suprema for the entanglement negativity using only
a few, low-order moments of the partially transposed density matrix ρT2 . These moments can be
measured using the multi-copy quantum circuits previously given by the author, which define a
set of multi-copy expectation values and thus can be used with the replica trick. As such, these
bounds are suitable for use with Quantum Monte Carlo methods, and the lower order versions of the
estimates may be experimentally accessible for some systems. Using more moments for higher-order
versions of these methods will produce tighter estimates, unless and until statistical noise causes the
measurement of the highest order moment to fail. Should this happen, the data from lower order
moments can still be used for lower-order estimates.
I. INTRODUCTION
It was recently shown that the replica trick [1] can be
used to measure the Re´nyi entropies for single subsys-
tems of a lattice in a globally pure state [2]. This allows
the quantification of the entanglement across the cut but
only if the state of the entire system is pure. As such, it
cannot tell us anything about the entanglement between
two subsystems, or what happens at non-zero temper-
atures. Moreover there have also been developments in
adapting this method for use in experimental systems [3],
as well as methods [4, 5] based on the circuits for mea-
suring the moments of the partially transposed density
matrix developed by the author in [6]. These expectation
values have already been studied as individual moments
using Quantum Monte Carlo in [7], and the reader is re-
ferred to that paper as well as [2, 8, 9] for the details of
sampling methods.
The problem of determining whether a state is bipar-
tite entangled is known to be NP-hard in the size of the
subsystems[10], see also [11, 12]. However, the prob-
lem of determining whether multiple copies of a state
can be “distilled” [13] into a smaller number that are
more entangled is believed to be a lot more tractable
as the subsystems involved become large. This question
can be addressed by evaluating an entanglement mea-
sure [14, 15] known as the entanglement negativity, N (ρ).
This is the sum of the moduli of the negative eigenval-
ues of ρT2 , where ρT2 is the partially transposed density
matrix. This can be written in terms of the one-norm
||X ||1, which is defined to be the sum of the moduli of
the eigenvalues of X, thus
N (ρ) =
1
2
(
||ρT2 ||1 − 1
)
(1)
or equivalently, as the log-negativity:
E(ρ) = ln(||ρT2 ||1). (2)
The entanglement negativity is believed to have a spe-
cific operational meaning: given an infinite number of
copies of the state ρ, what is the asymptotic yield of some
maximally entangled state that we extract by doing local
measurements on all the copies [14]? The entanglement
negativity gives an upper bound on the yield for bipartite
entanglement distillation protocols [14], which is conjec-
tured to be an equality.
The negativity is also a good choice of entanglement
measure because it is defined for all bipartite states, in-
cluding mixed ones, as it is relatively simple to calculate;
no convex roofs over ensemble decompositions of the den-
sity matrix are required. Thus a general method for eval-
uating the negativity would allow us to probe the entan-
glement properties of finite temperature systems without
modification. Indeed, many other natural choices of en-
tanglement and correlationmeasures including the entan-
glement cost, relative entropy of entanglement and the
quantum discord are NP-hard/NP-complete [16] in the
subsystem size. (This reference also contains a more com-
plete list of computationally hard measures; note that the
negativity is not on that list.)
The setting we have in mind is one in which we have
two subsystems of interest, as opposed to the single sub-
system of interest that is usually considered in calcula-
tions of the Re´nyi entropy. Rather than look at the be-
haviour of our entanglement measure only in the limit
as the subsystems of interest become large, instead we
would also like to explore how the entanglement be-
tween the two subsystems scales as the subsystems are
moved apart. This will allow us to detect the presence
of long range entanglement and other corrections to area
laws which cannot be detected using two-point functions
alone.
Some form of long-range entanglement is believed to
be related to topological quantum order [17, 18], though
whether or not the negativity captures the relevant type
of entanglement seems to depend on the system. Var-
ious authors have tried to use the entanglement nega-
tivity as a measure of long-range entanglement in sys-
tems that are tractable using analytic methods. Some
topologically ordered systems do not exhibit long-range
2negativity [19, 20], but some other systems do [21, 22]
and where present, there does seem to be a connection
with topological quantum order. Several other authors
have already examined the entanglement negativity us-
ing a combination of analytic and numerical methods;
small systems can be handled directly using exact diago-
nalization [23]. Larger systems have been studied using a
variety of methods. Some authors examine the moments
of ρT2 only, or the quotients
Rn(y) =
Tr((ρTBAB)
n)
Tr(ρnAB))
(3)
introduced in [24]; see also [25]. This approach was com-
bined with Quantum Monte Carlo methods in [7, 26].
More generally, several authors have aleady used the en-
tanglement negativity in numerical studies to probe the
entanglement properties of specific phenomena [27–31].
There have also been attempts to use such an ana-
lytical extrapolation, in [32], though as yet these meth-
ods are uncontrolled. If existence or non-existence proofs
are desired, such as when considering the ways in which
entanglement can be shared between multiple systems,
then the extrema are required instead of some kind of
maximum entropy estimate. (Moreover, it is known that
maximum entropy methods must be used with care when
trying to estimate the distillable entanglement [33–35].)
A note on terminology: the word “negativity” can
have two inequivalent meanings in the quantum infor-
mation literature. One of them is the entanglement neg-
ativity defined above; the other one refers to situations
where quantities that are usually interpreted as proba-
bilities can nevertheless take on negative values. (These
are sometimes called quasi-probabilities, see for example
[36, 37].) For the rest of this paper, the word “negativity”
should be interpreted as referring to the entanglement
negativity only.
II. OUTLINE OF MOMENT PROBLEMS
The negativity can be computed exactly for finite-
dimensional systems either by exact diagonalization of
ρT2 or by first obtaining a complete set of moments
µn = Tr((ρ
T2)n) and then using these in the Newton-
Girard formulae to find the eigenspectrum [6]. (This ref-
erence explains the construction in terms of quantum cir-
cuits but those can be re-interpreted as examples of the
multi-copy replica trick in a natural way, by the same
argument as given in [2].) However, in the context of
large system sizes or experimental settings, even finding
the eigenspectrum has a prohibitive overhead, whether
in terms of computational cost or the difficulty of preci-
sion control of quantum systems. A useful method can
use at most a few, low-order moments of the partially-
transposed density matrix ρT2 , which can be written
µn = Tr((ρ
T2)n) =
∑
i
|λi|
n, for n = 2m,
(4)
νn = Tr((ρ
T2)n) =
∑
λi>0
λni −
∑
λi<0
|λi|
n, for n = 2m− 1
(5)
Approximate values for these moments can be obtained
from a Quantum Monte Carlo routine [2, 7], using the
index contractions given in ref. [6]. (We use different
names for the moment sets to avoid confusion between
ν1 =Tr(ρ
T2) = 1 and µ1 = ||ρT2 ||1, which is the quantity
we are trying to estimate!)
The moments of the partially transposed density ma-
trix have two distinct analytic continuations [38]. The
analytic continuation of the even-powered moments µ˜(n)
can be obtained by allowing n to take continuous values
in (4), and it has the limiting behaviour
lim
n→1
µ˜(n) = ||ρT2 ||1. (6)
The odd powered moments νn have their own analytic
continuation, which must tend to 1 in the limit as n→ 1
since the partial transpose is a trace-preserving map. We
will not be using an analytic continuation for the odd
moments in this paper, only the odd-powered moments
νn themselves.
It can be seen by repeated differentiation with re-
spect to n that the even analytic continuation µ˜(n) is
downward convex. Furthermore, if we take the natural
logarithms of the even moments µn it can be seen by
repeated differentiation that ln(µ˜(n)) is also downward
convex. Thus if we pick any two points on µ˜(n) and
join them with a two-parameter exponential fitting curve
g1(n) = MΛ
n, where Λ is a coarse-graining of the true
eigenvalues, then the curve g1(n) will always be above
µ˜(n) when it is between the two fitting points and below
µ˜(n) outside that interval. If we choose our fitting points
to be the values of µ2 and µ4, this gives us a simple lower
bound for the negativity using only four replicas. There
are systems for which this lower bound would be exact
[39] but in general it will not be very accurate. How-
ever it is possible to use the convexity of this problem to
obtain tighter lower bounds using more moments.
In this paper we will develop methods for bounding the
set of admissable values for the unknown first moment
||ρT2 ||1 based on those for studying a class of problems
related to Laplace transform inversion, known as Haus-
dorff moment problems [40]. The moments {ck}nk=0 are
defined in terms of an integral over a finite range [41, 42]
ck =
∫ b
a
λkσ(λ)dλ. (7)
where the distribution σ(λ) must be a non-negative func-
tion. If we only know a finite number of moments, we are
3dealing with an instance of the truncated moment prob-
lem. The precise statement of the truncated moment
problem is: Given a set of moments {ck}nk=0, find (one or
more) distributions σ(λ) consistent with the given mo-
ment values. These integrals can be replaced by sums
not only for finite dimensional systems, but also for ex-
tremal solutions of continuous systems, which will allow
us to extremize integrals of the form
I =
∫ b
a
Ω(λ)σ(λ)dλ, (8)
where we have only incomplete knowledge of the distri-
bution σ(λ).
A. Properties of the set of possible solutions
It is known [43] that the extreme points of the set of
solutions (known as the canonical representations of the
moment system {ck}nk=0) are distributions with a mini-
mal number of point masses. This set of representations
have their own extrema, known as the principal repre-
sentations. We will refer to the positions of the weights
as the “roots” of the representation, following [44].
All other solutions lie in the convex hull of the bound-
ary points [45]. As this is a continuously parametrized
set infinite combinations are possible, such as those ob-
tained by maximum entropy methods. The lower bounds
found in this paper reflect the fact that the utility of a
given supply of entanglement to a set of agents is lim-
ited by their knowledge of how much entanglement they
have. If the parties to a distillation attempt are only able
to perform operations on a small number of copies of a
state at any given time, they may be unable to detect the
presence of some entanglement and therefore be unable
to distill it; there are states for which many copies are
required for any distillation to succeed [46].
It is also important to note that the positions of the
point masses in the canonical representations are not ar-
bitrary; one cannot simply pick κ roots and then tune
the weights at those positions to get a solution consis-
tent with the moment constraints. Instead, the roots of
the canonical representations are continuous functions of
each other: move one, and the others adjust their po-
sitions to maintain consistency with the moment con-
straints.
It can be shown (subject to some conditions on Ω(λ),
which include continuity and strict convexity over the
range of integration [43, 44]) that the set of distributions
giving the extrema of the integral in (8) will always in-
clude a pair of principal representations [44] unless the
solution is unique, whereupon the two principal repre-
sentations coincide. The lower principal representation
has that name because it achieves the lower bound for
the simplest versions of the extremization problem in (8)
and many other versions of this problem. (The other
principal representation is known as the upper principal
representation because it usually corresponds to the up-
per bounds in such problems.)
Some of the conditions on Ω(λ) refer to the existence
conditions for the moment problem to be soluble, so we
will return to them after we have introduced the exis-
tence conditions below. It should be noted that it is pos-
sible to relax some of the conditions on Ω(λ) in certain
special cases and still be able to find the extrema using
the principal representations, though this must be done
with care and the methods tend not to generalize. How-
ever, some of the more straightforward generalizations
that can be made have the effect of reversing the roles of
the extremal representations, so that the lower principal
representation can correspond to the upper bound, and
vice versa[44].
B. Existence conditions
The precise form of the conditions for the Hausdorff
moment problem to have a solution depend on whether
we have an odd or an even number of moments available
[41–43] because the extremal solutions are defined by an
even number of parameters. Thus if we know an even
number of moments the problem will be well-constrained,
and if not it will be ill-constrained.
For the well-constrained case when we are given an
even number of moments {ck}
2m+1
0 a necessary and suf-
ficient condition for a solution to exist is that the deter-
minants of the Hankel matrices
H1(k) =
m∑
i,j=0
(ci+j+1 − aci+j)|i〉〈j| (9)
and
H2(k) =
m∑
i,j=0
(bci+j − ci+j+1)|i〉〈j| (10)
must be greater than or equal to zero for all k ≤ m.
If at least one of these inequalites is zero, the system
is singularly positive and there is only one solution. If
all the inequalities are strict, then the system is called
strictly positive.
If instead we have an odd number of moments {ck}2mk=0
we have an ill-constrained instance. Then the determi-
nants of the set of Hankel matrices
H1(k) =
m∑
i,j=0
ci+j |i〉〈j| (11)
must be non-negative for all k ≤ m, and the determinants
of
H2(k) =
m−1∑
i,j=0
((a+b)ci+j+1−abci+j−ci+j+2)|i〉〈j| (12)
for k = 0, . . . ,m − 1 must also be greater than or equal
to zero.
4If we have a strictly positive instance, there will be in-
finitely many distributions that are consistent with the
set of known moments {ck}nk=0. If we have an even num-
ber 2κ of constraints, the canonical representations are
those which consist of no more than κ+1 roots, with the
exception of one with κ roots, which will be the lower
principal representation. If there are 2κ + 1 moments,
the canonical representations are the those with κ + 1
roots. For these systems the lower principal representa-
tion has κ + 1 roots, and occurs when one of the roots
reaches the lower integration endpoint, a. The other κ
roots occur within the interior of the integration range
[a, b]. Thus the well-constrained lower principal represen-
tations tend to collect its roots in the interior of the range
of integration, whereas the ill-constrained version tends
to push as much spectral weight as it can towards the
lower end of the range of integration.
In the event that the instance is singularly positive,
there is a loss of independence in the constraint equations
and the unique solution will have fewer point masses,
mimicking one with fewer moments. However, only in-
stances with extremely simple spectra can be singularly
positive when constrained by only a small number of
moments: the eigenvalues of such a spectrum can only
take at most κ distinct values. More typical systems, in
which the eigenvalues can take many different values or
even feature quasi-continuous bands will have true spec-
tra that are safely inside the interior of the set of all pos-
sible distributions consistent with the known moments.
Thus if a given instance outright fails to satisfy the cor-
responding existence conditions, we should interpret this
as meaning that the data from at least the highest order
moment involved is too noisy to use. If this happens we
can progressively omit the highest order moments until
we are left with a system of moments that admit a solu-
tion.
C. Characteristic equations for the roots of the
lower principal representations
For n = 2m − 1, the roots of the lower principal rep-
resentation are the values of λ which solve the equations
[43]:
det


c0 c1 . . . cm−1 1
c1 c2 . . . cm λ
...
...
. . .
...
...
cm cm+1 . . . c2m−1 λ
m

 = 0. (13)
Likewise for n = 2m, the roots for the lower principal
representation are the solutions of
(λ − a) det


c1 − ac0 . . . cm − acm−1 1
c2 − ac1 . . . cm+1 − acm λ
...
. . .
...
...
cm+1 − acm . . . c2m − ac2m−1 λm

 = 0.
(14)
We will call the multiplicities of the eigenvalues Mi.
Then we can write
cn =
∑
i
Miλ
n
i =
∫ b
a
λn−1ρT2dλ, (15)
for integer values of n. The right hand side is almost
of the form of a “classical” moment problem[42], in (7).
Since ρT2 is not positive semi-definite it cannot play the
role of the distribution σ(·), so we must choose an alter-
native. Note that we could define an alternative measure
in eqn.(15) by relabelling n by a “shift” of τ, i.e., defining
the distribution to be στ (λ) = λ
−τ (ρT2)1+τ .
D. Backwards extensions of moment systems
It turns out that choosing τ = 1 and σ(λ) := (ρT2)2
doesn’t work because choosing Ω(λ) := 1/λ leads to a
singularity at λ = 0 when we try to extremize the integral
in (8). Instead we will have to shift the zero-position of
the problem in the opposite direction (i.e., choose τ =
−1) and define σ(λ) = (ρT2)0, so that
µ0 =
∫ b
a
σ(λ)dλ. (16)
The unknown zeroth moment µ0 is the number of non-
zero eigenvalues. This means that the distribution σ(λ)
will be analogous to a state-counting function, modulo
the fact that the eigenvectors in question were produced
by the partial transpose operation, rather than being
physical states. However, we may not have any a priori
knowledge of the value of µ0, apart from the dimension
of the Hilbert space in which our problem lives. Even
if we have restricted ourselves to some variational basis,
we can’t just use the dimension of that, as the partial
transpose map may take the density matrix to something
outside the original set of states.
Therefore we will have to perform what is known as
a backwards extension (in the literature on the moment
problem) to estimate µ0, so we can then “step forward”
to estimate ||ρT2 ||1 by using Ω(λ) := λ. The existence
conditions are necessary and sufficient for the moment
problem to have at least one solution. We may there-
fore find a lower bound for µ0 by using those existence
conditions.
The need for a backwards extension is another reason
for restricting this analysis to use only the lower prin-
cipal representations, because the upper principal repre-
sentations are generally not well-defined for backwards
extensions. Finding expressions for them that appear to
have the correct form is not difficult; the hard part of the
problem is showing that they are informative estimates,
or even that they correspond to the extrema at all.
The fundamental reason why the problem of finding
upper principal representations for backwards extensions
is hard can be seen from the original intuition behind mo-
ment problems. Consider a rod on a pivot that has an
5unknown mass distribution along its length. Given only
the moments of order two or higher, find the maximum
possible mass of the rod. This is generically insoluble if
there could be a finite mass accumulation at the pivot,
because its presence cannot be detected by the other mo-
ments but it will still contribute to the total mass of the
rod. Thus finding the upper principal representation of
the mass distribution of the bar is impossible unless we
can find the right kind of additional information about
the problem. By contrast the lower principal represen-
tations require only a lower bound on µ0, which can be
obtained using the existence conditions, above.
Once we have performed the backwards extension to
lower bound µ0, we can then proceed to solve the char-
acteristic equations for the lower principal representa-
tions. Finding the weights for those roots is then a linear
Gaussian elimination problem. The resulting estimates
for ||ρT2 ||1 are indeed extremal, though it turns out that
some of them are actually upper bounds, in an example
of the role-reversal phenomenon pointed out in ref.[44].
The final step is to perform the extremization in (8),
which requires that we revisit the conditions on Ω(λ) re-
quired for this method to work. This function is continu-
ous, but it isn’t strictly convex (only convex) so we need
to check the more general conditions in [43, 44]. For our
purposes, once we have chosen to back-step the problem,
the conditions on Ω(λ) = λ will amount to ensuring that
the determinant
det


1 λ20 . . . λ
n
0 λ0
1 λ21 . . . λ
n
1 λ1
...
. . .
...
1 λ2n+1 . . . λ
n
n+1 λn+1

 (17)
does not change sign for any pairwise distinct values of
{λi}
n+1
i=0 in [a, b]. A cyclic permutation of the columns
shows that this will revert to the standard existence cri-
terion for the power moment problem, albeit with the
sign reversed for one of the cases. (This will lead to a
role-reversal between the upper and lower principal rep-
resentations.)
III. OBTAINING THE ESTIMATES
The most general range of integration [a, b] for this
problem is between a = −1/2 and b = 1, as shown in [14].
However we will continue to write the integration limits
as a and b, because there may be situations in which
the range of the eigenvalues is known to be smaller and
incorporating that information will yield tighter bounds.
Thus we can write
cn =
∑
i
Miλ
n
i
∫ b
a
λn−1ρT2dλ. (18)
In the context of an experiment when we might have
only three replicas available, the only non-trivial exis-
tence condition is that ν3−µ22 ≥ 0, since ν1 =Tr(ρ
T2) = 1.
Given that, we may proceed directly to obtaining a lower
bounds for µ0 and hence for µ1. Therefore we will exhibit
the initial safety checks for four and five replicas to show
the forms for even and odd numbers of replicas respec-
tively. For the initial existence check the problem is in
the well-constrained form if the largest number of replicas
used is even. Thus for four replicas eqn.(9) becomes
det
(
(µ2 − a) (ν3 − aµ2)
(ν3 − aν2) (µ4 − aν3)
)
≥ 0, (19)
and eqn.(10) becomes
det
(
(b− µ2) (bµ2 − ν3)
(bµ2 − ν3) (bν3 − µ4)
)
≥ 0. (20)
Conversely for five replicas we are initially dealing with
the ill-constrained version of the problem, so we must
have that eqn.(11) becomes
det

 1 µ2 ν3µ2 ν3 µ4
ν3 µ4 ν5

 ≥ 0 (21)
and eqn.(12) is now
det
(
(a+ b)µ2 − ab− ν3 (a+ b)ν3 − abµ2 − µ4
(a+ b)ν3 − abµ2 − µ4 (a+ b)µ4 + abν3 − ν5
)
≥ 0,
(22)
where we have used the fact that ν1 = 1.
We now perform the backwards extension, which has
the effect of interchanging the well-constrained instances
with the ill-constrained ones, as we have inserted an extra
moment-like parameter into the problem. Rather than
keep switching back and forth between the two types of
solution, we will work through first the well-constrained
case, and then the ill-constrained one.
A. The well-constrained lower bounds
This is the form to use if we start with data from
3, 5, 7 . . . replicas. We will use the three replica case as an
example. The constraints for five replicas work the same
way, only the matrices will be correspondingly larger.
There are two backstep constraints for the three replica
case. The first one is
det
(
(1 − aµ0) (µ2 − a)
(µ2 − a) (ν3 − aµ2)
)
(23)
and the second:
det
(
(bµ0 − 1) (b− µ2)
(b− µ2) (bµ2 − ν3)
)
. (24)
The lower bound for µ0 is whichever one of these gives the
higher value. The lower bound for µ1 can then be found
by substituting that value for µ0 in the lower principal
characteristic equations, and solving this to find the roots
6λ1, λ2 for the lower principal representation. We will fol-
low the method in ref. [43]. The relevant characteristic
equation is (13).
det

µ0 1 11 µ2 λ
µ2 ν3 λ
2

 = 0. (25)
For larger systems these will need to be solved by nu-
merical methods. Now we substitute for µ0 with the
lower bound we found above, to obtain the characteristic
equation for the lower bound, which can be solved using
standard methods. We will label the lower root λ1, which
is the only one that can be negative when we have only
three moments. If λ1 ≥ 0 then our lower bound for µ1
is zero. If λ1 is negative, we need to find its weight M1.
We can do this by Gaussian elimination, starting from
cj =
∑
i
Miλ
j
i (26)
where c2k = µ2k and c2k+1 = ν2k+1. In this lowest-order
case j = 2, 3 only. We do not need to find the weight of
the positive eigenvalue, M2, as the negativity is the sum
of the absolute values of the negative eigenvalues only.
Thus we obtain a lower bound for the negativity from
three replicas:
N3 ≥
µ2λ2 − ν3
λ1(λ1 − λ2)
, (27)
when λ1 < 0. For higher order systems where we have
more moments to work with, the number of eigenvalues
that may be less than zero is unknown; indeed it is pos-
sible for ρT2 to have more negative eigenvalues than it
does positive ones [47, 48], and still satisfy Tr(ρT2) = 1.
Nevertheless, the basic principle remains that while we
will need all of the eigenvalues to find the estimate, we
will only need to find the weights of the negative eigen-
values: the weights of the positive eigenvalues can just be
eliminated. Note that for strictly positive moment sys-
tems this estimate will almost invariably be an infimum
instead of a minimum. This is because we have not in-
voked the fact that σ(λ) is a counting function anywhere
in the calculation above, so the weights have not been
constrained to only take integer values. Therefore unless
M1 andM2 happen to take integer values by coincidence,
this lower bound cannot actually be obtained.
B. The ill-constrained lower principal
representation
This is the form required if we start with data from
4, 6, 8, . . . replicas. We will work through the four replica
case as an example. The backwards extension constraints
for µ0 are those in eqns. (11) and (12), starting from
i = j = 0, so eqn. (12) becomes
det
(
(a+ b)− abµ0 − µ2 (a+ b)µ2 − ab− ν3
(a+ b)µ2 − ab− ν3 (a+ b)ν3 − abµ2 − µ4
)
≥ 0.
(28)
Once again, the lower bound is given by the larger solu-
tion for µ0. The lower principal characteristic equation
(14) for four replicas becomes
(λ− a) det

 (1 − aµ0) (µ2 − a) 1(µ2 − a) (ν3 − aµ2) λ
(ν3 − aµ2) (µ4 − aν3) λ2

 = 0. (29)
This will have three roots, one of which will always be
at a, and the larger interior root λ2 > 0. Of the interior
roots, only λ1 may be of either sign. This type of lower
principal representation accumulates as much weight as
possible at the lower end of the range of integration. Re-
call that the negativity is the sum of the absolute values
of the negative eigenvalues only. As such, a principal rep-
resentation that tries to maximize the size and weights of
those will actually give us an upper bound for the nega-
tivity, so the principal representations will swap roles in
the ill-constrained cases.
Note that the estimate may be non-zero even if λ1 > 0
because there must be a root at a. However this does
not necessarily mean that our estimate must be greater
than or equal to a, because we have not incorporated
the constraint that the weights must take integer values.
Instead the requirement that there be a root at a even
though its weight may be less than one indicates that
our method will generally give a supremum rather than
a maximum.
We can only omit finding weights for eigenvalues that
we know are positive. Since we don’t know the sign of λ1
in general we will have to allow for both possibilities. As
before, M1 and M2 will be the weights for the eigenvalue
with the same label, and we will label the weight of root
at a as Ma. So our estimate can be written thus
N =
1
2
((|λ1| − λ1)M1 +Ma). (30)
We can now find the counting weights M1 and Ma by
Gaussian elimination, starting from
cj = Maa
j +
∑
i
Miλ
j
i (31)
where c2k = µ2k and c2k+1 = ν2k+1 as before. In this
case j = 0, . . . , 4. A little algebra gives us the following:
Maa =
λ21(λ2 − µ2)− λ2ν3 + µ4
(a− λ2)(a2 − λ21)
(32)
and
M1λ1 =
λ2ν3 − µ4 − a2(λ2 − µ2)
(λ2 − λ1)(λ21 − a
2)
(33)
and therefore
N4 ≤
λ21(λ2 − µ2)− λ2ν3 + µ4
(a− λ2)(a2 − λ21)
+
(
|λ1| − λ1
2λ1
)
λ2ν3 − µ4 − a2(λ2 − µ2)
(λ2 − λ1)(λ21 − a
2)
. (34)
7IV. SUMMARY AND OPEN QUESTIONS
In this paper we have shown how to obtain families
of infima and suprema for the entanglement negativity,
given only a few, low order moments of the partially
transposed density matrix. Estimates for the entangle-
ment negativity can be obtained even in the absence of
information about the number of non-zero eigenvalues
in the system’s partially-transposed density matrix. A
lower bound can be obtained with just three replicas,
and an upper bound with four. The methods in this pa-
per can be extended further if more replicas are available,
though the existence conditions will need to be checked
at each order because the method becomes progressively
more sensitive to statistical noise as the order of the ap-
proximation increases.
The method presented in this paper is fully model-
independent. If model-specific information can be in-
cluded in the calculation, then more structure can be
resolved within the spectrum. After the first version of
this manuscript appeared, an analytic derivation of the
distribution of the eigenvalues of the partially transposed
density matrix for one-dimensional conformal field the-
ories was presented in [49], including detailed numerical
results.
There are still some open questions regarding the in-
terpretation of the bounds. In particular, are the fam-
ilies of lower bounds in this paper entanglement mono-
tones [50–52], and can they be implemented as quantum
circuits[53] to measure entanglement, or even perform
batch-size limited entanglement distillation? If an entan-
glement distillation protocol is optimal, its yield will be
an entanglement monotone[50]. However, the converse
is not necessarily true: the entanglement of formation is
a monotone but does not correspond to the yield of any
distillation protocol, because not all entanglement can be
distilled[54].
ACKNOWLEDGMENTS
This work is supported in part by the M. Hildred
Blewett Fellowship of the American Physical Society,
www.aps.org. I would also like to thank the Depart-
ment of Physics and Astronomy at the University of Wa-
terloo, The Institute for Quantum Computing for addi-
tional support, and The Perimeter Institute for Theoret-
ical Physics for hospitality. I would also like to thank
Roger Melko, Alioscia Hamma, William Donnelly, Todd
Brun, Marco Piani and Vern Paulsen for some interesting
discussions, and Yichen Huang for informative comments
on the first version of this manuscript.
1 P. Calabrese and J. Cardy, J. Stat. Mech. 2004, P06002
(2004), arXiv:hep-th/0405152.
2 M. Hastings, I. Gonzalez, A. Kallin, and R. Melko, Phys.
Rev. Lett. 104, 157201 (2010), arXiv:1001.2335.
3 R. Islam, R. Ma, P. Preiss, M. Tai, A. Lukin, M. Rispoli,
and M. Greiner, Nature 528, 77 (2015), arXiv:1509.01160.
4 K. Bartkiewicz, P. Horodecki, K. Lemr, A. Miranowicz,
and K. Z˙yczkowski, Phys. Rev. A 91, 032315 (2015),
arXiv:1405.5560.
5 K. Bartkiewicz, J. Beran, K. Lemr, M. Norek, and
A. Miranowicz, Phys. Rev. A 91, 022323 (2015),
arXiv:1411.7977.
6 H. Carteret, Phys. Rev. Lett. 94, 040502 (2005),
arXiv:quant-ph/0309216.
7 C.-M. Chung, V. Alba, L. Bonnes, P. Chen, and
A. La¨uchli, Phys. Rev. B 90, 064401 (2014),
arXiv:1312.1168.
8 S. Humeniuk and T. Roscilde, Phys. Rev. B 86, 235116
(2012), arXiv:1203.5752.
9 C. Herdman, S. Inglis, P.-N. Roy, R. Melko, and A. D.
Maestro, Phys. Rev. E 90, 013308 (2014), arXiv:1404.7104.
10 L. Gurvits, Journal of Computer and System Sciences 69,
448 (2004), arXiv:quant-ph/0201022.
11 S. Gharibian, Quant. Inf. Comput. 10, 343 (2010),
arXiv:0810.4507.
12 L. Ioannou, Quant. Inf. Comput. 7, 335 (2007),
arXiv:quant-ph/0603199.
13 C. Bennett, G. Brassard, S. Popescu, B. Schumacher,
J. Smolin, and W. Wootters, Phys. Rev. Lett. 76, 722
(1996), arXiv:quant-ph/9511027.
14 G. Vidal and R. Werner, Phys. Rev. A 65, 032314 (2002),
arXiv:quant-ph/0102117.
15 K. Z˙yczkowski, P. Horodecki, A. Sanpera, and M. Lewen-
stein, Phys. Rev. A 58, 883 (1998), arXiv:quant-
ph/9804024.
16 Y. Huang, New J. Phys. 16, 033027 (2014),
arXiv:1305.5941.
17 X.-G. Wen, Quantum Field Theory of Many-Body Systems,
1st ed. (Oxford University Press, 2004).
18 I. Kim, Phys. Rev. Lett. 111, 080503 (2013),
arXiv:1304.3925.
19 C. Castelnovo, Phys. Rev. A 88, 042319 (2013),
arXiv:1306.4990.
20 Y. Lee and G. Vidal, Phys. Rev. A 88, 042318 (2013),
arXiv:1306.5711.
21 X. Wen, S. Matsuura, and S. Ryu, Phys. Rev. B 93,
245140 (2016), arXiv:1603.08534.
22 C. D. Nobili, A. Coser, and E. Tonni, J. Stat.
Mech: Theory and Experiment 2016, 083102 (2016),
arXiv:1604.02609.
23 R. Melko, C. Herdman, D. Iouchtchenko, P.-N. Roy, and
A. D. Maestro, “Entangling qubit registers via many-body
states of ultracold atoms,” (2015), arXiv:1512.06462.
24 P. Calabrese, J. Cardy, and E. Tonni, Phys. Rev. Lett.
109, 130502 (2012), arXiv:1206.3092.
25 P. Calabrese, J. Cardy, and E. Tonni, J. Phys. A 48,
015006 (2015), arXiv:1408.3043.
26 V. Alba, Journal of Statistical Mechanics: Theory and Ex-
periment , P05013 (2013), arXiv:1302.1110.
27 H. Wichterich, J. Molina-Vilaplana, and S. Bose, Phys.
8Rev. A 80, 010304(R) (2009), arXiv:0811.1285.
28 P. Ruggiero, V. Alba, and P. Calabrese, Phys. Rev. B 94,
035152 (2016), arXiv:1605.00674.
29 H. Wichterich, J. Vidal, and S. Bose, Phys. Rev. A 81,
032311 (2010), arXiv:0910.1011.
30 A. Bayat, P. Sodano, and S. Bose, Phys. Rev. B 81, 064429
(2010), arXiv:0904.3341.
31 V. Eisler and Z. Zimbora´s, Phys. Rev. B 93, 115148 (2016),
arXiv:1511.08819.
32 C. D. Nobili, A. Coser, and E. Tonni, J. Stat.
Mech: Theory and Experiment 2015, P06021 (2015),
arXiv:1501.04311.
33 R. Horodecki, M. Horodecki, and P. Horodecki, Phys. Rev.
A 59, 1799 (1999), arXiv:quant-ph/9709010.
34 T. Brun, C. Caves, and R. Schack, Phys. Rev. A 63,
042309 (2001), arXiv:quant-ph/0010038.
35 J. Eisert, T. Felbinger, P. Papadopoulos, M. Plenio,
and M. Wilkens, Phys. Rev. Lett. 84, 1611 (2000),
arXiv:quant-ph/9907021.
36 H. Pashayan, J. Wallman, and S. Bartlett, Phys. Rev.
Lett. 115, 070501 (2015), arXiv:1503.07525.
37 V. Veitch, C. Ferrie, D. Gross, and J. Emerson, New Jour-
nal of Physics 14, 113011 (2012), arXiv:1201.1256.
38 P. Calabrese, J. Cardy, and E. Tonni, J. Stat.
Mech: Theory and Experiment 2013, P02008 (2013),
arXiv:1210.5359.
39 S. Flammia, A. Hamma, T. Hughes, and X.-G. Wen, Phys.
Rev. Lett. 103, 261601 (2009), arXiv:0909.3305.
40 F. Hausdorff, Math. Z. 16, 220 (1923), (in German).
41 N. Akhiezer, The Classical Moment Problem (Oliver and
Boyd, 1965).
42 J. Shohat and J. Tamarkin, The Problem of Moments, 2nd
ed. (American Mathematical Society, 1950).
43 M. Kre˘ın and A. Nudel’man, The Markov Moment Prob-
lem and Extremal Problems: Ideas and problems of
P.L. Cˇebysˇev and A.A. Markov and their further develop-
ment, Translations of Mathematical Monographs, Vol. 50
(AMS, 1977).
44 S. Karlin and W. Studden, Tchebycheff systems, with ap-
plications in analysis and statistics (Interscience, 1966).
45 S. Karlin and L. Shapley, Geometry of Moment Spaces,
Memoirs of the AMS, Vol. 12 (AMS, 1953).
46 J. Watrous, Phys. Rev. Lett. 93, 010502 (2004),
arXiv:quant-ph/0312123.
47 S. Rana, Phys. Rev. A 87, 054301 (2013), arXiv:1304.6775.
48 N. Johnston, Phys. Rev. A 87, 064302 (2013),
arXiv:1305.0257.
49 P. Ruggiero, V. Alba, and P. Calabrese, Phys. Rev. B 94,
195121 (2016), arXiv:1607.02992.
50 G. Vidal, J. Mod. Opt. 47, 355 (2000),
arXiv:quant-ph/9807077.
51 M. Horodecki, Open Syst. Inf. Dyn. 12, 231 (2005),
arXiv:quant-ph/0412210.
52 O. Oreshkov and T. Brun, Phys. Rev. A 73, 042314 (2006),
arXiv:quant-ph/0506181.
53 T. Brun, Quantum Information and Computation 4, 401
(2004), arXiv:quant-ph/0401067.
54 M. Horodecki, P. Horodecki, and R. Horodecki, Phys. Rev.
Lett. 80, 5239 (1998), arXiv:quant-ph/9801069.
