An Accurate Method for Solving Higher Order Differential Equations Based On the Implicit Hybrid Method by S Almokhmari, Ahlam Mohammed
United Arab Emirates University
Scholarworks@UAEU
Mathematical Sciences Theses Mathematical Sciences
10-2018
An Accurate Method for Solving Higher Order
Differential Equations Based On the Implicit
Hybrid Method
Ahlam Mohammed S Almokhmari
Follow this and additional works at: https://scholarworks.uaeu.ac.ae/math_theses
Part of the Mathematics Commons
This Thesis is brought to you for free and open access by the Mathematical Sciences at Scholarworks@UAEU. It has been accepted for inclusion in
Mathematical Sciences Theses by an authorized administrator of Scholarworks@UAEU. For more information, please contact fadl.musa@uaeu.ac.ae.
Recommended Citation
S Almokhmari, Ahlam Mohammed, "An Accurate Method for Solving Higher Order Differential Equations Based On the Implicit



















Copyright © 2018 Ahlam Mohammed S Almokhmari 














In this thesis, we present numerical techniques to solve higher order differential 
equations based on the implicit Hybrid method. In these methods, we use the 
collocation and interpolating methods. Then, we derive the main schemes and their 
block methods. We investigate some theoretical results such as order of the method, 
consistency, convergence, and region of absolute stability. Some numerical results and 
simulations are provided to show the efficiency of the proposed methods using 
Mathematica. 
Keywords: Differential equations, Order of the method, Collocation, Interpolating, 








Title and Abstract (in Arabic) 
 
 عتماداً على طریقة التھجین الضمنیةا العلیاطریقة فعالة لحل المعادالت التفاضلیة 
 صالملخ
دالت التفاضلیة من الرتب العلیا عددیة لحل المعا طروحة، تم عرض طرقه األفي ھذ
تكمال سواال نا طریقتي التجمیعماستخد ،في ھذه الطرق ،ةتھجین الضمنیطریقة ال عتماداً علىا
نتائج  وبحثنا في بعض التابعة لھ، التراكمیة نظمةاألالرئیسیة و معادالتتقینا الشاثم  ،الداخلي
النتائج  تم عرض بعض ،ستقرار المطلقلتناسق، التقارب، ومنطقة االرتبة الطریقة، االنظریة مثل 
 المقترحة باستخدام برنامج ماثیماتیكا. قالعددیة لتوضیح مدى فعالیة الطر
 
، خليستكمال الدا، االجمیعالت، رتبة الطریقة، التفاضلیة تالمعادال: مفاھیم البحث الرئیسیة
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Chapter 1: Introduction 
 
Differential equations have several applications in physics, engineering, 
chemistry, medicine, biology, economic, and others such as Blasius equation [1], 
which describes the boundary layer flow over a moving plate with velocity zero, Lane-
Emden type singular equation [2], and cubic free undamped Duffing oscillator 
equation [3].  Several numerical methods to solve such problems can be found in [4]-
[16]. In this thesis, we derive numerical methods based on the implicit hybrid method. 
We use collocation and interpolation techniques on the power series approximate 
solution to derive them. The proposed methods have high order which are very 
accurate comparing with other methods such as the one-offstep methods. In one-
offstep methods such as Euler method or Runge-Kutta methods, we have to convert 
the higher order differential equations into system of first order differential equations. 
This makes the method is costly in terms of function evaluations. Other methods which 
can be used to solve such problems are the Adam Bashforth method and Adam Multon 
method. They need more than one initial condition which forces us to generate them 
using the one-offstep method. This will effect on the accuracy of the method. 
Implicit hybrid methods comparing with other method is cheaper and more 
efficient methods. We derive these methods for first, second, and third order 
differential equations. However, we can use the same technique to derive methods for 
higher derivatives. We investigate the consistency, zero stable, convergence, the order, 
error constant, and region of absolute stability of the proposed method. In addition, we 
study the zero stability, the order, and the error constant of the block methods which 
are generated from the proposed methods. Numerical results are presented to show the 






hybrid methods as well as some definitions related to these methods. Let {t%, t', … , t)} 
















where aB = 1, a% and b% are nonzeros, v ∉ {0,1, … , k}, u89/ = u(t8 + i	ϵ) and 
h89;<	 = h t89;<, t89;< . For more details, see [17].  
Definition 1.2: Let  
ℒ u t8 ; ϵ = a/u89/ + a89;<u89;<
=
/>%








= c%u8 + c'u8K + ⋯. 
If c% = 0, c' = 0,… , c?9' = 0, c?9' ≠ 0, then the order of the method is 𝑟 and 
the error constant is c?9', see [17]. 
Definition 1.3 [17]: A linear multistep method is said to be consistent if it has 
order at least one. 
Definition 1.4 [17]: If no zeros of the first characteristic polynomial have 
modulus greater than one and every root of modulus one has multiplicity not greater 
than one, then it is called zero stable. 
Definition 1.5 [17]: If the method is consistent and zero stable, it is convergent. 






Chapter 2: First Order Initial Value Problems 
In this chapter, we derive the one-offstep and two-offstep implicit hybrid methods to 
solve the first order initial value problems. We investigate some theoretical results that 
are related to these methods. Numerical results are presented to show the efficiency of 
the proposed methods.  
2.1 One-offstep method 
Consider the following first order initial value problem of the form 
𝑦K(𝑡) = 𝑓 𝑡, 𝑦 ,                                                                                                    (2.1.1) 
subject to 
𝑦 0 = 𝑦%                                                                                                             (2.1.2) 
where 𝑦% is constant. 
2.1.1 Method of solution 
In this section, we derive the proposed method using one-offstep hybrid method. The 
solution is approximated by  




and its derivative by  









Let {𝑡% = 0, 𝑡' = ∆,… , 𝑡[ = 𝑀∆= 𝑇} be a uniform partition of 0, 𝑇  where 𝑡T =
𝑖∆, 𝑖 = 0:𝑀 and ∆= _
[
. Interpolate Eqn. (2.1.1.1) at 𝑡`9ab
 and collocate Eqn. (2.1.1.2) 
at 𝑡`9cb
, 𝑗 = 0,1,2, to get the following linear system 


































Then, using the above change of variables and solving System (2.1.1.3), we get 
𝑎% 𝑠 = 1	, 















When 𝑡 = 𝑡`9', 𝑡`9ab













Similarly, when 𝑡 = 𝑡`, 𝑡`9ab





































−1 0 , 𝐴h =
0















Then, System (2.1.1.4) and (2.1.1.5) can be written in the matrix form as 
𝐴'𝑌',` = 𝐴h𝑌h,` + 𝐴U𝐹',` + 𝐴r𝐹h,`.																																																																			(2.1.1.6) 
Multiply both sides of Eqn. (2.1.1.6) by 𝐴'Y' to get 
𝐵'𝑌',` = 𝐵h𝑌h,` + 𝐵U𝐹',` + 𝐵r𝐹h,`																																																																			(2.1.1.7) 
where 𝐵' = 𝐼h, 
𝐵h =
1




















Then, we solve System (2.1.1.7) iteratively to find the unknowns. 
2.1.2 Analysis of the proposed method 
In this section, we investigate the consistency, zero stable, convergence, order, error 










.                                                          (2.1.2.1) 
In addition, we study the zero stability, the order, and the error constant of the block 
method (2.1.1.7). The first and second characteristic functions are given by 













Then,   
1. 𝜏' 1 = 0, 














Thus, Eqn. (2.1.2.1) is consistent and zero stable. Therefore, it is convergent. To find 




, 𝑧 = 𝑒T∅, ∅ ∈ 0,2𝜋 . 
Then, the interval of absolute stability is (0.370153, 2.73029) and the region of 
absolute stability is given in Figure 2.1.2.1. 
 
Figure 2.1.2.1: Region of absolute stability, first order IVP, one offstep-point 
Normalize 𝐵h in Eqn. (2.1.1.7) to get  
𝐵h =
0 1
0 1 . 
Thus,  
det 𝑠𝐵' − 𝐵h = 𝑠(𝑠 − 1). 
 













Since the roots of the above equation have modulus less than1 is, the block method is 












Thus, the order of Eqn. (2.1.2.1) is 3 and the error constant is − ∆
		
Ur
. Similarly, the 
Taylor expansion of System (2.1.1.7) is give as 











Thus, the block method (2.1.1.7) has the following order 
3,3 _ 








2.2 Two-offstep hybrid method 
2.2.1 Method of solution 
In this section, we derive the proposed method. Approximate the solution of Eqn. 
(2.1.1) by  









Then, the first derivative of the solution of Eqn. (2.2.1.1) is given by  




Let {𝑡% = 0, 𝑡' = ∆,… , 𝑡[ = 𝑀∆= 𝑇} be a uniform partition of 0, 𝑇  where 𝑡T =
𝑖∆, 𝑖 = 0:𝑀 and ∆= _
[
.  Interpolate Eqn. (2.2.1.1)  at 𝑡`9al
 and collocate Eqn. (2.2.1.2) 
at 𝑡`9cl
, 𝑗 = 0,… ,3 to get the following linear system 










































= 𝑡 − ∆	𝑠 + ∆
U




Then, using the above change of variables, we get 





















h + 9𝑠r). 
When 𝑡 = 𝑡`9', 𝑡`9al








Similarly, when 𝑡 = 𝑡`, 𝑡`9al
, 𝑡`9bl



















































, 𝑌h,` = 𝑦 ,  




































Then, it can be written in the matrix form as 
𝐴'𝑌',` = 𝐴h𝑌h,` + 𝐴U𝐹',` + 𝐴r𝐹h,`.																																																																					(2.1.2.4) 
Multiply both sides of Eqn. (2.1.2.4) by 𝐴'Y' to get 
𝐵'𝑌',` = 𝐵h𝑌h,` + 𝐵U𝐹',` + 𝐵r𝐹h,`																																																																				(2.1.2.5) 






























Then, we solve System (2.1.2.5) iteratively.  
2.2.2 Analysis of the proposed method 
In this section, we investigate the consistency, zero stable, convergence, order, error 






+ f89' ,																																																											(2.2.2.1) 
In addition, we study the zero stability, the order, and the error constant of the block 
method (2.1.2.5). The first and second characteristic functions are given by 





















1. 𝜏' 1 = 0, 




3. 1! 𝜏h 1 =
h
U
= 𝜏'K 1 , 
4. The roots of 𝜏'(𝑧) for which 𝑧 = 1 are simple. 
Thus, Eqn. (2.2.2.1) is consistent and zero stable. Therefore, it is convergent. To find 




, 𝑧 = 𝑒T∅, ∅ ∈ 0,2𝜋 . 
Then, the region of absolute stability is (	−3.62406, 0.317404) and the region of 








Figure 2.2.2.1: Region of absolute stability, first order IVP, two offstep-point 




















det 𝑠𝐵' − 𝐵h = 𝑠 − 1 𝑠h. 
 
Since the roots of the above equation which has modulus 1 is simple, the block 























the Taylor expansion of System (2.2.1.5) is give as 















Thus, the block method (2.2.1.5) has the following order 
















2.3 Numerical results  
In this section, we present two of our examples to show the efficiency of the 
proposed methods in the previous sections.  
Example 2.3.1 Consider the following first order initial value problem  
𝑦K 𝑡 = 𝑦h, 1 ≥ 𝑡 ≥ 0, 
𝑦 0 = −1. 
Then, the exact solution is 𝑦 𝑡 = Y'
9'
. Let ∆= 0.1. Then, the absolute error at 𝑡 =
0,0.1, … ,1 are given in Table 2.3.2. 
Table 2.3.1: The absoluter errors for Example 2.3.1 
𝑡 One-offstep method Two-offstep method 
0 0 0 
0.1 1.1×10Yx 2.2×10Y 
0.2 1.5×10Yx 2.6×10Y 
0.3 1.9×10Yx 2.9×10Y 
0.4 2.2×10Yx 3.3×10Y 
0.5 2.6×10Yx 3.4×10Y 
0.6 3.1×10Yx 3.8×10Y 
0.7 3.7×10Yx 4.4×10Y 
0.8 4.2×10Yx 4.7×10Y 
0.9 5.0×10Yx 5.1×10Y 






Example 2.3.2 Consider the following first order initial value problem  
𝑦K 𝑡 =
1
5 (𝑦 + 𝑦
h),1 ≥ 𝑡 ≥ 0, 
𝑦 0 = 1. 









. Let ∆= 0.1. Then, the absolute error at 𝑡 =
0,0.1, … ,1 are given in Table 2.3.2. 
Table 2.3.2: The absoluter errors for Example 2.3 
𝑡 One-offstep method Two-offstep method 
0 0 0 
0.1 2.1×10Yx 1.7×10Y 
0.2 2.3×10Yx 2.1×10Y 
0.3 2.5×10Yx 2.3×10Y 
0.4 2.6×10Yx 2.6×10Y 
0.5 2.8×10Yx 2.7×10Y 
0.6 3.0×10Yx 2.9×10Y 
0.7 3.1×10Yx 3.2×10Y 
0.8 3.3×10Yx 3.5×10Y 
0.9 3.4×10Yx 3.7×10Y 






Chapter 3: Second Order Initial Value Problem 
In this chapter, we derive the two-offstep and three-offstep implicit hybrid methods 
to solve the second order initial value problems. We investigate some theoretical 
results that are related to these methods. Numerical results are presented to show the 
efficiency of the proposed methods.  
3.1 Two-offstep hybrid method 
Consider 
𝑦KK 𝑡 = 𝑔 𝑡, 𝑦, 𝑦′ , 0 ≤ 𝑡 ≤ 𝑇																																																																																	 3.1.1  
subject to   
𝑦 0 = 𝛼%, 𝑦K 0 = 𝛼'.																																																																																													(3.1.2) 
3.1.1. Method of solution 
In this section, we derive the proposed method. Approximate the solution of Eqn. 
(3.1.1) by  





















 Let {𝑡% = 0, 𝑡' = ∆,… , 𝑡[ = 𝑀∆= 𝑇} be a uniform partition of 0, 𝑇  where 𝑡T =
𝑖∆, 𝑖 = 0:𝑀 and ∆= _
[
.  Interpolate Eqn. (3.1.1.1)  at 𝑡`9al
, 𝑡`9bl
 and collocate Eqn. 
(3.1.1.3) at 𝑡`9cl



















0 0 2 6𝑡` 12𝑡`h 20𝑡`U

































= 𝑡 − ∆	𝑠 − ∆
U




Then, using the above change of variables and solving System (3.1.1.4), we get 
𝑎% 𝑠 = −3𝑠, 
𝑎'(𝑠) = 1 + 3𝑠, 
















h𝑠(43 + 180𝑠 + 90𝑠h − 270𝑠U − 243𝑠r), 
𝑎s 𝑠 =
∆h𝑠(−8 + 180𝑠h + 405𝑠U + 243𝑠r)
1080 . 
When 𝑡 = 𝑡`9', 𝑡`9bl








Similarly, when 𝑡 = 𝑡`9bl
, 𝑡`9al





























Using the change of variable	𝑡`9bl
























At 𝑠 = '
U




















































































1 −2 1 0 0 0
−2 1 0 0 0 0
3 −3 0 0 0 ∆
3 −3 0 0 ∆ 0
3 −3 0 ∆ 0 0





















































































Then, Systems (3.1.1.5) and (3.1.1.7) can be written in the matrix form as 
𝐴'𝑌',` = 𝐴h𝑌h,` + 𝐴U𝐹',` + 𝐴r𝐹h,`.																																																																			(3.1.1.8) 
Multiply both sides of Eqn. (3.1.1.8) by 𝐴'Y' to get 
𝐵'𝑌',` = 𝐵h𝑌h,` + 𝐵U𝐹',` + 𝐵r𝐹h,`																																																																			(3.1.1.9) 






























































Then, we solve System (3.1.1.9) iteratively.  
3.1.2 Analysis of the proposed method 
In this section, we investigate the consistency, zero stable, convergence, order, error 














In addition, we study the zero stability, the order, and the error constant of the block 
















1. 𝜏' 1 = 0, 
2. 𝜏'K 1 = 0, 
3. 𝜏'KK 1 − 2! 𝜏h(1) = 0, 
4. The roots of 𝜏'(𝑧) for which 𝑧 = 1 are simple. 
Thus, Eqn. (3.1.2.1) is consistent and zero stable. Therefore, it is convergent. To find 




, 𝑧 = 𝑒T∅, ∅ ∈ 0,2𝜋 . 
Then, the interval of absolute stability is (0.728797, 1.42445) and the region of 






















Figure 3.1.2.1: Region of absolute stability, second order IVP, two offstep-point 
Normalize 𝐵h in Eqn. (3.1.1.9) to get  
𝐵h =
0 0 1 0 0 0
0 0 1 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
. 
Thus,  
det 𝑠𝐵' − 𝐵h = (𝑠 − 1)𝑠s. 
 
Since the roots of the above equation which has modulus 1 is simple, the block 



















Thus, the order of Eqn. (3.1.2.1) is 4 and the error constant is −0.000005715∆x. 
Similarly, the Taylor expansion of System (3.1.1.9) is give as 















Thus, the block method (3.1.1.9) has the following order 
4,4,4,4,4,4 _ 









3.2 Three-offstep hybrid method 
3.2.1 Method of solution 
In this section, we derive the proposed method. Approximate the solution of Eqn. 
(3.1.1) by  



















Let {𝑡% = 0, 𝑡' = ∆,… , 𝑡[ = 𝑀∆= 𝑇} be a uniform partition of 0, 𝑇  where 
𝑡T = 𝑖∆, 𝑖 = 0:𝑀 and ∆=
_
[
.  Interpolate Eqn. (3.2.1.1)  at 𝑡`9a
, 𝑡`9ab
 and collocate Eqn. 
(3.2.1.3) at 𝑡`9c





















0 0 2 6𝑡` 12𝑡`h 20𝑡`U 30𝑡`r














































= 𝑡 − ∆	𝑠, 𝑡`9ab




= 𝑡 − ∆	𝑠 + ∆
h
, 𝑡`9' = 𝑡 − ∆	𝑠 +
U∆
r




Then, using the above change of variables and solving System (3.2.1.4), we 
get 
𝑎% 𝑠 = 1 − 4𝑠, 





𝑎U 𝑠 = −
1
720∆




h𝑠(−55 + 960𝑠h + 320𝑠U − 3072𝑠r + 2048𝑠s), 
𝑎s 𝑠 = −
1
720∆
h𝑠 −9 + 240𝑠h − 160𝑠U − 1152𝑠r + 1024𝑠s , 
𝑎x 𝑠 =
∆h𝑠(−11 + 320𝑠h − 320𝑠U − 1536𝑠r + 2048𝑠s)
5760 . 
When 𝑡 = 𝑡`9', 𝑡`9a








Similarly, when 𝑡 = 𝑡`, 𝑡`9a
, 𝑡`9ab
, 𝑡`9l



























































Using the change of variable	𝑡`9a












































































































































2 −3 0 1 0 0 0 0
1 −2 1 0 0 0 0 0




















































































































































Then, Systems (3.2.1.5) and (3.2.1.7) can be written in the matrix form as 
𝐴'𝑌',` = 𝐴h𝑌h,` + 𝐴U𝐹',` + 𝐴r𝐹h,`.																																																																					(3.2.1.8) 
Multiply both sides of Eqn. (3.2.1.8) by 𝐴'Y' to get 
𝐵'𝑌',` = 𝐵h𝑌h,` + 𝐵U𝐹',` + 𝐵r𝐹h,`																																																																						(3.2.1.9) 






































































































Then, we solve System (3.2.1.9) iteratively.  
3.2.2 Analysis of the proposed method 
In this section, we investigate the consistency, zero stable, convergence, the order, 
error constant, and region of absolute stability of main equation 
𝑦`9' = −2y89a
+ 3y`9ab

















In addition, we study the zero stability, the order, and the error constant of the 
block method (3.2.1.9). The first and second characteristic functions are given by 
𝜏' 𝑧 = 2𝑧' r − 3 𝑧 + 𝑧 
and  


















1. 𝜏' 1 = 0, 
2. 𝜏'K 1 = 0, 
3. 𝜏'KK 1 − 2! 𝜏h(1) = 0, 
4. The roots of 𝜏'(𝑧) for which 𝑧 = 1 are simple. 
Thus, Eqn. (3.2.2.1) is consistent and zero stable. Therefore, it is convergent. To find 




, 𝑧 = 𝑒T∅, ∅ ∈ 0,2𝜋 . 
Then, the interval of absolute stability is (0.666405,2.27469) and the region of 
absolute stability is given in Figure 3.2.2.1. 
 










































































det 𝑠𝐵' − 𝐵h = (𝑠 − 1)𝑠. 
 
Since the roots of the above equation which has modulus 1 is simple, the block 











 + ⋯. 
Thus, the order of Eqn. (3.2.2.1) is 5 and the error constant is 6.478930×10Y. 
Similarly, the Taylor expansion of System (3.2.1.9) is give as 




































3.3 Numerical results 
In this section, we present some of our numerical results to show the efficiency of the 
proposed method, which is described in the previous sections.  




K 𝑡 + 𝑦 𝑡 = 𝑡U + 𝑡h + 12𝑡 + 6, 0 ≤ 𝑡 ≤ 1,	 
subject to 
𝑦 0 = 𝑦K 0 = 0. 
The exact solution is 𝑦 𝑡 = 𝑡U + 𝑡h. Let ∆= '
xr
 . Then, the absolute error using the 










Table 3.3.1: The absolute Error of Example 3.3.1 
𝑡T Abs. Error (Proposed method) Abs. Error (RKM) 
0.16 1.23124	×	10Y 5.31280	×	10Y 
0.32 2.22167	×	10Y 6.28587	×	10Y 
0.48 3.00125×	10Y 9.55642	×	10Y 
0.64 3.98747	×	10Y 1.72184	×	10Yx 
0.80 4.41836	×	10Y 3.18416	×	10Yx 
0.96 5.46519	×	10Y 5.62569	×	10Yx 




K 𝑡 + 4(2𝑒  + 𝑒
a
b  ) = 0,0 ≤ 𝑡 ≤ 1,	 
subject to 
𝑦 0 = 𝑦K 0 = 0. 
The exact solution is 𝑦 𝑡 = −2 ln(𝑡h + 1). Let ∆= '
xr
 . Then, the absolute error using 
the three-offstep method and reproducing Kernel method (RKM) [18] are given in 
Table 3.3.2. 




𝑡T Abs. Error (Proposed method) Abs. Error (RKM) 
0.16 2.22367	×	10Y'' 6.58372×	10Y 
0.32 3.98120	×	10Y'' 1.49700	×	10Y 
0.48 4.23188×	10Y'' 2.80293	×	10Y 
0.64 4.98021	×	10Y'' 3.84449	×	10Yx 
0.80 5.52472	×	10Y'' 4.22148	×	10Yx 






Chapter 4: Third Order Initial Value Problems 
In this chapter, we derive four-offstep implicit hybrid methods to solve the third 
order initial value problems. We investigate some theoretical results that are related 
to these methods. Numerical results are presented to show the efficiency of the 
proposed methods.  
4.1 Method of solution 
Consider 
𝑦KKK 𝑡 = 𝑔 𝑡, 𝑦, 𝑦K, 𝑦KK , 0 ≤ 𝑡 ≤ 𝑇																																																																											 4.1.1  
subject to   
𝑦 0 = 𝛼%, 𝑦K 0 = 𝛼', 𝑦KK 0 = 𝛼h.																																																																						(4.1.2) 
In this section, we derive the proposed method. Approximate the solution of Eqn. 
(4.1.1) by  




Then, the first, the second, and the third derivative of the solution of Eqn. (4.1.3) are 
given by 

















Let {𝑡% = 0, 𝑡' = ∆,… , 𝑡[ = 𝑀∆= 𝑇} be a uniform partition of 0, 𝑇  where 𝑡T =
𝑖∆, 𝑖 = 0:𝑀 and ∆= _
[
.  Interpolate Eqn. (4.1.3)  at	𝑡`9a
, 𝑡`9b
, 𝑡`9l
 and collocate Eqn. 
(4.1.1.6) at 𝑡`9c
, 𝑗 = 0,1, … ,5, to get the following linear system 







 Y', 𝑖 = 1: 3, 𝑗 = 1: 9,
𝑗 − 1 𝑗 − 2 (𝑗 − 3)𝑡
`9


















= 𝑡 − ∆	𝑠 − ∆
s
, 𝑡`9b




= 𝑡 − ∆	𝑠 − U∆
s

















𝑎'(𝑠) = −3 − 20𝑠 − 25𝑠h, 















U −252 + 180𝑠 + 15625𝑠h − 350000𝑠r − 525000𝑠s




U 10164 + 73640𝑠 + 100575𝑠h + 525000𝑠r + 612500𝑠s




∆U 10164 + 103700𝑠 + 300525𝑠h − 1050000𝑠r − 175000𝑠s +
3718750𝑠x + 5000000𝑠 + 1953125𝑠 , 
𝑎 𝑠 = −
'
s%r%%%%
∆U 252 − 14640𝑠 − 198575𝑠h − 840000𝑠U − 1137500𝑠r +
1312500𝑠s + 5468750𝑠x + 5625000𝑠 + 1953125𝑠 , 
𝑎 𝑠
=
∆U(2 + 5𝑠)h(21 − 160𝑠 − 1000𝑠h + 6000𝑠U + 28750𝑠r + 37500𝑠s + 15625𝑠x)
5040000 . 
When 𝑡 = 𝑡`9', 𝑡`9



























Thus, at 𝑠 = '
s
, 0, − r
s



























































Using the change of variable	𝑡`9
















































At 𝑠 = '
s
, 0, − '
s
, … ,− r
s































































































































































































































































































































































































−3 8 −6 0 1 0 0 0 0 0 0 0 0 0 0
−1 3 −3 1 0 0 0 0 0 0 0 0 0 0 0



























2 0 0 0 0 0 0 0 0 0 0 0 0
−25 50 −25 0 0 0 0 0 0 0 0 0 0 0 ∆h
−25 50 −25 0 0 0 0 0 0 0 0 0 0 ∆h 0
−25 50 −25 0 0 0 0 0 0 0 0 0 ∆h 0 0
−25 50 −25 0 0 0 0 0 0 0 0 ∆h 0 0 0
−25 50 −25 0 0 0 0 0 0 0 ∆h 0 0 0 0









































































































































































































































































Then, Systems (4.1.8) and (4.1.11) can be written in the matrix form as 
𝐴'𝑌',` = 𝐴h𝑌h,` + 𝐴U𝐹',` + 𝐴r𝐹h,`.																																																																								(4.1.12) 
Multiply both sides of Eqn. (4.1.1.12) by 𝐴'Y' to get 
𝐵'𝑌',` = 𝐵h𝑌h,` + 𝐵U𝐹',` + 𝐵r𝐹h,`																																																																									(4.1.13) 


















































































































































































































































Then, we solve System (4.1.13) iteratively.  
4.2 Analysis of the proposed method 
In this section, we investigate the consistency, zero stable, convergence, order, error 































In addition, we study the zero stability, the order, and the error constant of the block 
method (4.1.13).The first and second characteristic functions are given by 






























1. 𝜏' 1 = 0, 
2. 𝜏'K 1 = 0, 
3. 𝜏'KK 1 = 0, 
4. 𝜏'KKK 1 − 3! 𝜏h(1) = 0, 
5. The roots of 𝜏'(𝑧) for which 𝑧 = 1 are simple. 
Thus, Eqn. (4.2.1) is consistent and zero stable. Therefore, it is convergent. To find 




, 𝑧 = 𝑒T∅, ∅ ∈ 0,2𝜋 . 
Then, the region of absolute stability is (0.6665, 2.27471) and the region of absolute 







Figure 4.2.1: Region of absolute stability, four order IVP, three offstep-point 
Normalize 𝐵h in Eqn. (4.1.13) to get  
𝐵h =
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0









det 𝑠𝐵' − 𝐵h = 𝑠 − 1 𝑠'r. 
 
Since the roots of the above equation which has modulus 1 is simple, the block 






















Thus, the order of Eqn. (4.2.1) is 6 and the error constant is 1.38399×10Y. 
Similarly, the Taylor expansion of System (4.1.13) is give as 






































Thus, the block method (4.1.13) has the following order 
6,6,6,6,6,6,6,6,6,6,6,6,6,6,6 _ 























4.3 Numerical results  
In this section, we present our numerical results to show the efficiency of the 
proposed method which is described in the previous sections.  Consider the following 






𝑑𝜇h = 0 
subject to 
𝑦 0 = 𝑦K 0 = 0, 𝑦′ ∞ = 1. 
The condition at infinity is replaced by 𝑦KK 0 = 𝜃. Then, we find the value of 𝜃 by 
satisfying the condition 𝑦K ∞ = 1. We study the Blasius equation on the interval 
[0,8]. Using the procedure described in the previous Sections with ℎ = 0.25, we get 
𝜃 = 0.33206. Then, the graphs of 𝑦, 𝑦K, 𝑦′′ are given in Figures 4.3.1, 4.3.2, and 
4.3.3. 
 







Figure 4.3.2: The graph of 𝑦′ 
 
Figure 4.3.3: The graph of 𝑦′′ 






Chapter 5: Conclusions 
In this thesis, we investigate the solution of first, second, and third order initial 
value problems based on the hybrid block method. Several applications are 
investigated such as Blasius and the nonlinear Lane-Emden equations. In addition, we 
study the consistency, zero stable, convergence, order, error constant, and region of 
absolute stability of the proposed methods. We notice the following: 
• The proposed methods are consistent. 
• They are zero stable. 
• They are convergent. 
• They have high orders. 
• We found the region of absolute stability and the interval of stability for them. 
• Our numerical results show that the proposed methods are very accurate and 
compete other methods such as RKM and homotopy analysis methods. 
• We generalize this technique to solve higher order differential initial value 
problems. 
• We can combine this approach with the simple shooting method to solve 
boundary value problems as we did in Section 4.3. 
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