ABSTRACT In this paper, multi-leak identification based on a transient wave model with physical parameter uncertainties for smart water supply systems is studied. We formulate multi-leak identification under uncertain parameters (such as friction factor, wave speed, and source-end discharge oscillation) as a sparse signal recovery problem with inaccurate parameters in the measurement matrix, by using spatial sampling in leak location space. A stochastic sparse variational Bayesian inference (SSVBI) algorithm to jointly learn the spatial samples, sparse signal, and uncertain parameters is proposed for multi-leak identification. In addition, we establish the convergence of the SSVBI algorithm to an approximate minimum means squared estimate. The proposed approach can be applied to an arbitrary number of leaks, and its computational complexity is insensitive to the number of leaks. This is a significant technical improvement over existing approaches. Finally, simulations show that the SSVBI-based joint learning of uncertain parameters and sparse model can achieve a huge performance gain over existing methods.
I. INTRODUCTION
Multi-Leak identification is very important for smart water supply due to financial cost, potential environment pollution and public health risk induced by leaks [1] . A large amount up to 43% of water are waste due to pipe leaks in daily life [2] . Thus, an efficient leak identification mechanism to reduce water waste is quite desirable.
The transient wave in water distribution system is affected by pipe leaks, thus allowing us to determine leak locations [3] . So far, there are a number of research works on leak detection using time-domain or frequency-domain signals. For example, inverse transient methods were proposed in [4] - [6] , which estimate the leak location based on the relationship between leaks and transient wave characteristics (e.g., discharges and pressures). In [7] and [8] , transient damping method is used to isolate the potential leak on water pipes, based on the effect of pipe leak on the transient wave damping. In [9] - [11] , time-domain reflectometry methods were used to detect the pipeline leak by using the travel time of transient waves reflected from a pipeline leak. Frequency response-based methods are adopted in [12] - [15] , which exploit the map between the leak and the frequency-domain responses of transient waves. Most of the above works have focused on single leak detection. Recently, multi-leak detection issue attracts increasing research attentions. A linearized model is proposed in [15] for the in-pipe transient wave propagation, which largely simplifies the multi-leak estimation problem.
In spite of above efforts, there are still some open problems in multi-leak identification, e.g., optimization algorithm, computational complexity and determination of the number of leaks (the number of leaks is usually unknown in practice). An efficient algorithm for leak detection is not trivial. Besides above problems, there are several technical challenges limiting the application of transient wave-based leak detection.
• Large Number of Local Optima. Frequency-domain transient wave model involves complicated nonlinear interactions with leak locations and sizes. Brute-force maximum likelihood estimation (MLE) formulation will result in a highly non-convex optimization problem with lots of local optima as illustrated in Fig. 1 . Traditional approaches [18] , [19] with local convergence will lead to a poor solution when the resultant local optimal solution is far way from the globally optimal solution. Besides, brute force solution will lead to an unaffordable computational cost, as its computational complexity is exponentially increased with the number of leaks.
• Parameter Uncertainties. The transient wave model requires knowledge of various physical parameters such as the friction factor, in-water wave speed, the number and the sizes of leaks. However, in practice, such parameters are time-varying or unknown. Thus, we cannot have prior knowledge in most cases [2] .
• Calibration of Source-End Discharge Oscillation.
In the transient wave analysis, the measurement data also depends on the source-end discharge oscillation in the pipe [5] . This effect has been ignored in most existing works and careful calibration will be needed to improve the accuracy of the model. In this paper, we propose a different approach to address above technical issues. Unlike our previous paper [40] where the sparse modeling of multi-leak detection with fixed grid samples is explored, we consider the uncertain physical parameters of water pipe system, and we propose a stochastic sparse variational Bayesian inference (SSVBI) algorithm to estimate the multi-leak locations and sizes under such parameter uncertainties. The proposed algorithm has low complexity and can autonomously learn the uncertain parameters and source-end discharge oscillation. The following highlights the specific contributions in this paper.
• Sparse Modeling of Multi-Leak Localization with Self-Adaptive Grid Sampling. To address the challenge of multiple local optima in conventional MLE formulation, we transform the leak localization problem into a sparse leak identification problem with self-adaptive grid sampling. Specifically, our algorithm will have more dense grid samples in locations with higher probability of leaks and vice versa. Based on the transformed formulation, we can develop an efficient low-cost algorithm by exploiting the hidden sparsity in parameter space. Thus, the number of leaks is unnecessary to be known and the computational complexity is linear w.r.t. the actual number of leaks. This is superior to MLE-based direct optimization methods (which needs to know the number of leaks).
• SSVBI Learning of Physical Parameter and SourceEnd Discharge Oscillation. A novel SSVBI algorithm is proposed to address the uncertainties in physical parameters and source-end discharge oscillation, and improve the multi-leak detection performance. Compared with conventional variational Bayesian inference (VBI) methods that utilized a parameterized approximation in computing the nonlinear/non-Gaussian terms [16] - [20] , our proposed solution exploits stochastic particle samples with problem-specific update rules to track the posteriori distributions of concerned parameters. The particle ensemble is shown to be very effective to avoid being trapped in local optima.
• Convergence Analysis of the SSVBI Algorithm.
We also establish the conditions for the convergence of the proposed SSVBI algorithm. Specifically, we first establish the convergence of the mean-field variational approximation and the stochastic particle ensemble approximation. Based on that, we prove that the SSVBI converges to an approximate minimum mean squared error solution of the multi-leak detection problem.
The remainder of the paper is organized as follows. System model is presented in Section II. The outline of the proposed SSVBI algorithm is given in Section III. In Section IV, the SSVBI-based multi-leak identification is proposed. Section V gives the convergence analysis. Simulation results are presented in Section VI. Section VII concludes this paper.
Notations: The utilized notations are given in Table I .
II. SYSTEM MODEL
In this section, we will elaborate the sparse representation of transient wave model and the uncertain parameter model.
A. TRANSIENT WAVE MODEL
We consider a pipe with N leaks as shown in Fig. 2 , where the source and destination ends are at known locations s U and s D , respectively. Let x n and v n be the unknown location and size of the nth leak, respectively, ∀n = 1 : N . We assume s U < x 1 < · · · < x N < s D . A total of M pressure sensors are deployed along the pipe, which are used to collect observations (i.e., head oscillations that will be elaborated later) for leak identification. Let s m be the location of the mth sensor, where
is the left boundary of sensor deployment area. The frequency-domain transient wave model [21] , [22] is used for leaks identification. By rapidly closing and opening the valve at the downstream end of pipe, the head (pressure) observed by a certain sensor will oscillate over time, which is affected by leaks of pipe [21] , [22] . Hence, it can be used as raw observation to determine the locations and sizes of leaks, based on the associated mapping knowledge. Let h m (ω) be the head oscillation at angular frequency ω observed by the sensor s m . Let be the set of utilized frequencies for the head oscillation measurements, and let N be the size of .
Given head oscillations {h m (ω), ∀ω ∈ } observed at s m , we define a head oscillation difference z m (ω) as [15] 
where d U (ω) denotes the discharge oscillation 2 at the source end s U of the pipe, which is calibrated beforehand. Besides, Z ( , υ; ω) and µ( , υ; ω) are characteristic impedance and propagation function (at angular frequency ω), respectively, conditioned on the Darcy-Weisbach friction factor and the in-water wave speed υ, i.e., [15] , [21] , [22] 
where i = √ −1, a 0 , a 1 and a 2 are constants depending on pipe geometry, which will be detailed in Appendix A.
Writing z m (ω) in vector form z ∈ R N M , we have
where vec[· · · ] stacks all elements by using the given sequence to form a column vector. Let x and v be the vectors of leak locations and sizes, respectively, given by
where we assume
Based on transient wave model in [15] , the head oscillation difference vector z for multiple leaks can be approximately expressed as a function of leak locations and sizes as
which is linear w.r.t. leak sizes, but nonlinear w.r.t. leak locations. In addition, (x, α, d U ) ∈ R N M ×N is the measurement matrix dependent on x, which is given by,
where ϕ(x n , α, d U ) is the vector of measurement function ψ m (x n , α, d U (ω); ω), which is given by (10) (on the top of the next page) [15] , where c n is a constant associated with the nth leak, which will be introduced in Appendix A. 1 In (2), we have applied the boundary conation that the head oscillation h U (ω) = 0 (at the source end of the pipe), ∀ω ∈ [21] , [22] 2 The discharge oscillation means the oscillation state of transient water flow, when rapidly opening and closing the downstream valve [21] , [22] .
In addition, is the measurement noise, and we generally assume ∼ N ( |0, W), where W is its precision matrix (the inverse variance). This Gaussian assumption on noises is theoretically reasonable [23] due to the following reasons.
• First, Gaussian assumption renders a tractable system modeling and easy analysis for problem.
• Second, it is theoretically reasonable for large samples due to the central limit theorem.
• Third, when only finite mean and variance of noises are given, the Gaussian model gives rise to the maximum entropy (i.e., the minimum restriction on noise uncertainties) [24] , [25] . That means, the Gaussian model has the lowest risk of noise modeling mismatch, if we only have the knowledge of mean and variance of noises.
Due to above reasons, such Gaussian assumption on additive transient weave measurement noise has been adopted by a large number of papers such as [4] , [13] - [15] , [26] , and [27] , in the regime of transient weave-based leak localization.
B. SPARSE MODELING OF HEAD DIFFERENCE MEASUREMENTS
The goal is to estimate the leak locations x and sizes v from measurements z. However, due to the nonlinear dependency of z on x and the unknown number of leaks, direct estimation of x and v based on (8) is challenging. We shall transform model (8) into a sparse representation by using spatial sampling, so as to simplify the associated signal processing.
Generate K random samples {χ k |∀k = 1 : K } along the pipeline, 3 
If the actual leak locations {x 1 , · · · , x N } is contained by spatial samples {χ 1 , · · · , χ K }, i.e., there exists N spatial samples which perfectly match the actual leak locations, the measurement z in (8) can be written as
where is the measurement error, and u is the sparse vector of true leak sizes whose nonzero elements will be actual 3 We assume there is at least one sensor behind all spatial samples. leak sizes and supports will correspond to the spatial samples equal to actual leak locations, as illustrated in Fig. 3 .
To avoid getting stuck in a ''bad'' local optimum of the non-convex leak detection problem (elaborated later), K is usually chosen to be much larger than N . Thus, u is sparse.
C. UNCERTAINTIES OF SYSTEM PARAMETERS
In practice, the value of d U (ω), ω ∈ , is obtained through a beforehand calibration. Thus, it is commonly inaccurate due to the inevitable calibration error. In addition, the friction factor and the wave speed υ are variant with pipe characters or water temperature. Besides, the precision matrix W of measurement error is difficult to evaluate in practice, since arises from complex sources, e.g., original observation noises and transient wave modeling errors. Thus, we assume the following Wishart hyperprior for W to characterize its uncertainty,
where τ is the degree of freedom (DoF), and V is the scale matrix. The Wishart density is usually used as the hyperprior of precision matrix of a Gaussian distribution, since it is a conjugate priori for the Gaussian-form likelihood [28] - [30] . For and υ, we assume a Gaussian distribution around their nominal values¯ andῡ, i.e., ∼ N ( |¯ , ρ A ) and υ ∼ N (υ|ῡ, γ A ), where ρ A and γ A are their precision parameters. Besides, we also assume a Gaussian priori for the source-end discharge oscillation d U (ω) around its cali-
We use β j to denote an individual variable in {β}, e.g., χ . Let H = {j|∀β j ∈ β} be the index set of individuals.
III. MMSE-BASED PROBLEM FORMULATION
We will formulate the multi-leak detection problem, elaborate its technical challenges and explain how to address these challenges.
A. PROBLEM FORMULATION IN A VIEW OF MMSE
The proposed multi-leak detection approach is to estimate leak locations x, sizes v and simultaneously learn uncertain parameters α, W and d U , without the knowledge of the number of leaks, from measurements z based on an minimum mean squared error (MMSE) criterion.
Using the sparse representation in (13), the knowledge of v and x can be fully retained by the sparse signal u and spatial samples χ , as illustrated in Fig. 3 . Hence, we shall focus on estimating u and χ as well as uncertain parameters α, W and d U (i.e., β) from z. To be specific, we aim to find an estimatê β MMSE of joint parameter β that minimizes the mean squared error w.r.t. p(β|z) (elaborated later), as formulated below,
whereβ denotes a possible guess of β, and equivalently the MMSE-based estimator is given by
where (16) and p(u) is the priori distribution used to promote a sparse signal u, that is given by (17) where • a is the a -quasi-norm, λ > 0 is a regularization parameter weighting the sparsity. 4 
1) CHALLENGE
There is no closed-form expression ofβ MMSE , since [29] .
(û,χ) = arg min
which is known to be able to promote a sparse solutionû that minimizes the mismatch with measurements.
B. VBI-BASED APPROXIMATE MMSE
To address above challenge, we adopt the mean-field VBI method [34] and [35] to find a (simple) approximate distribution q(β) to approach the (complex) posteriori p(β|z), via minimizing the Kullback-Leibler divergence between meanfield joint density q(β) and true posteriori p(β|z),
where p(β|z) ∝ p(β, z) (given by (16)), q(β j ) is an approximation of the marginal posteriori p(β j |z), and in (20) we assume a factorisation form for q(β). Problem A VBI is non-convex and thus we aim at finding a stationary solution (denoted by q * (β)) of A VBI (elaborated later). Once q * (β) is found, an approximate problem of P MMSE for multi-leak identification with uncertain parameters is obtained as
which is much easier than the original problem P MMSE , since q * (χ ) and q * (u) are computationally tractable due to the SSVBI algorithm proposed later. Moreover, the VBIbased multi-leak identification (LI) and uncertain-parameter learning (UPL) can be given, respectively, by
Therefore, once the ''best'' mean-field approximate posterior q * (β) is found, an approximate MMSE estimator of β is given by (23)- (24) . In the following, we shall focus on finding the best approximation q * (β j ) for each β j ∈ {β}.
C. CHALLENGE TO FIND MEAN-FIELD-APPROXIMATE POSTERIORI
A stationary solution q * (β) to A VBI can be obtained via alternately optimizing each individual density q(β j ), j ∈ H, as proved in Lemma 2. To be specific, at the iteration of optimizing q(β j ), other approximations q(β i ), ∀i = j, are fixed, and the optimal update of q(β j ) (dependent on other approximations q(β i ), ∀i = j) is given by 5 [34] , [35] 
where g(β) β j w.r.t. a general function g(β) is given by
set of β j , e.g.,
Combining (16) with (25), the approximations for all variables are given by the solutions of update equations (26)- (31) (on the top of this page), where β j β j is simplified as β j for brevity, and z k is the measurement of χ k and u k , given by
Given initial states of {q(β j )|∀j ∈ H} (will be elaborated in Section IV-D), each individual q(β j ) is updated according to alternating iterations (26)- (31) till it converges to its stationary state q * (β j ). As such, the best approximation
CHALLENGE
It is difficult to derive a closed-form update equation
To handle the nonlinear function φ(•), traditional methods [16] - [20] usually leverage a local linear approximation of nonlinear functions to render a closed-form update. However, these methods are prone to be trapped into a bad locally optimal solution. For the choice of sparse priori p(u), traditional sparse Bayesian learning (SBL) approaches [18] - [20] commonly assume a conjugate Gamma prior on the sparse signal u (with hierarchical hyper-prior distributions) to yield a successive parameterized update. However, the conjugate priori assumption will impose somewhat restriction on the degree-of-freedom of sparse prior function. Thus, there will be some performance loss in promoting a sparse signal.
Unlike above approaches, the proposed SSVBI algorithm preserves the Laplacian prior for u, which is equivalent to an n -quasi-norm regularization with n ∈ (0, 1] (as shown in (17) and (18)) and thus is effective to promote a sparse solution. In addition, we exploits a stochastic particle set with problem-specific update rules to track p(β|z). As such, the leak localization and uncertain-parameter learning can be achieved by particle average (corresponding to an approximate MMSE as shown in (22)- (24)), rather than optimizing the non-convex posteriori distribution function p(β|z).
Thus, the risk of being trapped in local optima is reduced, and the leak location error is up to the approximation performance of particle ensemble. The stochastic particle ensemble with a carefully-designed proposal distribution can theoretically approximate an arbitrary distribution with sufficient particle samples and it does not require the conjugate condition of sparse priori. Thus, the leak localization performance is enhanced, as elaborated in the following.
IV. SSVBI-BASED MULTI-LEAK DETECTION
In the following, we will first outline the proposed SSVBI algorithm and then elaborate its parameter update rule.
A. OUTLINE OF SSVBI
To facilitate the update of q(χ k ), q(u k ), q( ) and q(υ), we use an importance sampling method [36] - [38] to yield a SSVBI algorithm for leak identification. Specifically, we use a particle set {β j 
where note that w
This equation provides a generalform update rule for particle beliefs associated with q(χ k ),
q(u k ), q( ) and q(υ). The update for all q(β j )'s is elaborated in the following.
At each iteration, we use a particle set
is the belief of the ıth particle χ k [ı] of spatial sample χ k . When updating χ k , we assume q(W), q(d U ) and the following particle sets determined at the previous iteration are fixed,
where 
where (χ k ) is set to be a Gaussian distribution around the previous estimation χ k with precision k (will be given by (45) and (46), respectively), i.e., (χ k ) = N (χ k |χ k , k ). 7 As such, the belief 
and the joint belief w χ  , ,
The derivation of (42)-(44) follows from the general update equation (36) . 7 The proposal distribution should be simple for easily drawing particles, attain as more posterior knowledge of variable as possible, and its support should cover the variable domain. Hence, we leverage the previous result to extract the most knowledge so far for (χ k ). In addition, when the mean and variance are assumed, the Gaussian proposal distribution attains the largest sample diversity, and thus it has the least risk of mismatch.
Once the posteriori particle set {χ k [ı], ℘ k [ı]|∀ı = 1 : N S } is updated, the estimate of χ k at current iteration is given by,
and the associated precision (used for (χ k )) is given by 
where the proposal distribution (u k ) is chosen based on the knowledge from measurement z k of u k to promote particles in the large-probability area as far as possible, i.e.,
where u k is the proposal expectation given by
denotes the (normalized) joint belief, and z k is given by (44). In addition, in (48), k is the proposal precision given by (49) (on the top of next page), where d U and W will be given by (65) and (70), respectively. Then, based on (27), the particle belief ϑ k [s] of sparse element u k is updated as 
(52)
C. SSVBI-BASED UNCERTAIN-PARAMETER LEARNING 1) UPDATE OF FRICTION FACTOR
Since there is no close-form update for q( ), the particle set 
wherew [s] is the knowledge from z, that is given by (54) (on the top of the next page) in which u is given by (52), d U will be given by (65), and the joint belief w χ ,υ [ı] is given by
and the associated precision is given by
2) UPDATE OF WAVE SPEED υ AND q(υ)
Since there is also no closed-form expression of q(υ), we use importance sampling to yield a computationally tractable update of q(υ). 
where (υ|υ , γ R ) is a Gaussian proposal distribution around the previous estimate υ with precision γ R (given by (59) and (60), respectively), andw υ [s] is the belief knowledge from z, given by (58) (on the top of next page), and
. At each iteration, its estimate is given by
and the associated precision γ R is given by
where its posteriori expectation d U (ω) is given by
< s m , and zero otherwise. Besides, in (62), ε o m (ω) is the estimation precision associated with z m (ω), given by (63) (on the top of next page), where W m (ω) is the diagonal element of expectation W associated with m and ω, and W will be given by (70). 8 w
Hence, in (61) and (62), ε (ω) denotes the overall estimate precision of d U (ω) at each iteration, that is given by,
Then, the posteriori expectation d U is given by
4) UPDATE OF MEASUREMENT PRECISION MATRIX W AND q(W)
Again, we assume the approximate densities q(χ ), q(u), q(α) and q(d U ) have been determined at the previous iteration, and will keep fixed at the current iteration. Since Wishart distribution is the conjugate prior of precision matrix of a Gaussian distribution, based on (31), the optimal approximation q(W) of p(W|z) can be updated in a closed-form as
where τ and V are the corresponding variational posteriori DoF and scale matrix, respectively, which are given by
and is given by (69), where
for the derivation of (66).
Hence, at the current iteration, its expectation is given by
where the posteriori DoF τ and posteriori scale matrix V are given by (67) and (68), respectively. As such, its minimum mean square estimate is given byŴ = W .
D. SUMMARY OF THE SSVBI ALGORITHM
At the first iteration, initial particle sets • [Initialization of q(u)]. To improve the efficiency, we use a modified orthogonal match pursuit (OMP) method [39] , [40] to acquire a good initialization of u k , ∀k = 1 : K . 9 Then, its initial particle set
given by a uniform distribution around the obtained initial state of u k with a range u k /2.
• [Initialization of q(χ )]. The initial posteriori particle set •
given by (14) . Thus, at the first iteration, W = τ V. Given initialization for all variables, {q(β j )|∀j ∈ H} are updated in an alternating way via either stochastic approximation (i.e., using {β j [s], w β j [s]|∀s} to represent q(β j )) or closed-form update, as elaborated in Section IV-B and C. The pseudo-codes of SSVBI algorithm for simultaneous learning of sparse signal u, spatial samples χ and uncertain parameters α, W and d U are given in Algorithm 1. Using Algorithm 1, q(β) will converge to the best approximation to p β|z under constraint (20) , and thusβ j (in (22)), j ∈ H, will converge to an approximate MMSE estimate (proved in Section V).
Unlike the traditional VBI framework [34] , [35] , an importance sampling-based leak identification and uncertain physical parameter learning with closed-form update rule are designed in the proposed algorithm. In addition, compared with VBI variations that utilized a parameterized
Algorithm 1 SSVBI-Based Simultaneous Learning
Input : z,¯ ,ῡ, and the previous calibration result d c U . 1 Generate spatial samples {χ k |∀k = 1 : K }. 2 Determine the priori sparsity parameters λ and a. 3 Initialize posteriori particle set 4 Compute χ k , u k , ∀k = 1 : K , and υ based on the above initialization.
U and W = τ V. 6 While not converge do Update χ k based on (45). 
11
Update u k and u k based on (52). 
15
Update υ based on (59).
16
Update d U and W based on (62) and (70).
17

End 18 End
Output:
approximation in computing the nonlinear/non-Gaussian terms [16] - [20] , our proposed solution exploits stochastic particle samples to track the posteriori distributions of the concerned parameters, which is very effective to avoid being trapped in local optima. The computational complexity of SSVBI is O(MN KN 2 S ), which is linear w.r.t. K . Besides, since most sparse elements {u k |∀k = 1 : K } are zero-valued, only the spatial samples with non-zero coefficients need to be updated. Therefore, the practical complexity is O (MN NN 2  S ) , which is linear with N (the number of leaks) and much lower than O (MN KN 2  S ). This allows a scalable solution for multi-leak problem.
V. CONVERGENCE ANALYSIS
In this section, we establish the convergence of the SSVBI algorithm. In a nutshell, the SSVBI's estimatorβ converges to an approximate posteriori solution β = q (β)β ∂β, where q (β) is a stationary solution to problem A VBI regarding the inference of actual posteriori distribution p(β|z).
A. DEFINITION AND ASSUMPTIONS
Firstly, we introduce the definition of stationary solution to a variational inference problem and then the assumptions for the convergence of the proposed SSVBI algorithm.
Definition 1 (Stationary Solution q * (β)): The stationary solution q * (β) to A VBI is defined as the solution to the following coupled fixed-point equations,
where note that q * (β) = i∈H q * (β i ), and c 1 , · · · , c 5 are normalizing constants. Unlike traditional parameter optimization problem, A VBI is a variational problem, i.e., the argument is a function q(β), rather than a variable. The fixed-point equations (71)- (75) are the necessary optimality conditions for the variational inference problem A VBI , 10 which is a counterpart of KarushKuhn-Tucker (KKT) conditions of the optimal solution for parameter optimization problem.
We need the following conditions of convergence.
(C1) For the proposal distribution function (β j ) of each
Lipschitz continuous in domain(β).
These conditions are quite standard, and the SSVBI algorithm and its proposal function satisfy these conditions. 10 This statement can be easily proved by using the fact that A VBI is convex w.r.t. each q(β i ) (i ∈ H) when fixing the other functions q(β j ), ∀j = i, as shown in (85)- (86) in Appendix D.
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B. CONVERGENCE OF THE SSVBI ALGORITHM
We will establish the convergence by two-fold, (i) at each iteration t, the particle set {β
verge to the desired approximation q (t) (β j ), 11 and (ii) q (t) (β j ) converges to a stationary solution to A VBI as t → ∞. The first-fold convergence associated with {β
Lemma 1 (Convergence of Stochastic Approximation): At each iteration, the sample average of stochastic particle set
[s]|∀s = 1 : N S } converges to the expectation over q (t) (β j ), as N S → ∞, i.e.,
where q (t) (β j ) and w (t) β j
[s] are given by (25) and (36) at iteration t, respectively.
Proof: The proof is given by Appendix C.
C. DETERMINATION OF LEAK LOCATIONS AND SIZES
Givenû andχ based on Algorithm 1, leak locations x and sizes v will be determined as follows. First, determine the index set K(û; u th ) of viable spatial samples as
where {•} is the real part of a complex number,û k is the kth element ofû, and u th is a threshold elaborated later. Then, thê x andv are given bŷ
where u th = ζ u √ ς max and ζ u > 1 is the tradeoff param-
is the variance matrix of measurement error projection onto basis matrix F(x,α,d U ), and eig(•) yields the eigenvalues of a matrix. This means, u th should be larger than the strength of measurement error projection to achieve a good tradeoff between the false alarm and the missed detection of leaks. As such, ifû k < u th ,û k will be viewed as the error projection, rather than a true leak size. The second-fold convergence of q (t) (β j ) to the stationary solution to A VBI is addressed in the following Lemma 2.
Lemma 2 (Convergence of Variational Iterations):
The approximation q (t) (β j ) in (25) converges to a stationary solution q * (β j ) to A VBI (i.e., the mean-field approximation to p(β j |z) under constraint (20) ), as t → ∞, ∀j ∈ H.
Proof: The proof is given by Appendix D. Hence, the overall convergence is established as follows.
Theorem 1 (Convergence of SSVBI):
Given sufficient particles, the sample average of {β
[s]|∀s = 1 : N S } will 11 For clarity, we introduce the iteration index t for q (t) (β j ) in (25) at the tth iteration, as well as the particle set {β
where β * j denotes the mean-field VBI-based approximate MMSE solution to P MMSE in (15) , that is given by
and q * (β j ) is the stationary solution to A VBI (mean-field approximation to the actual posteriori p(β|z)). Proof: It follows directly from Lemma 1 and 2.
VI. SIMULATIONS RESULTS
In this section, we present simulation results to show the performance of SSVBI-based multi-leak detection. (2) and (11) can be determined based on equations in Appendix A. The leak elevation relative to the horizontal pipe is E n = 0[m], ∀n = 1 : N . In addition, we consider the following baseline algorithms with diverse models or approaches to compare the achieved leak localization performance with the proposed SSVBI algorithm.
• (Baseline 1) A peak sequencing (PS) algorithm in [13] that uses the patrial order relationships of head measurements at resonance frequencies as leak location fingerprint to infer leak locations (so its performance is highly fragile to uncertainties of physical parameters).
• (Baseline 2) A parameterized SBL algorithm [18] based on sparse model (13) and (18), which uses a parameterized model to approximate the nonlinear/nonGaussian functions to solve a non-convex maximization problem. However, it is prone to be trapped into a local optimal solution of the problem with lots of local optima. • (Baseline 3) An orthogonal match pursuit (OMP) algorithm [39] based on sparse model (8), 13 which estimates the sparse signalû based on (18) but without learning of uncertain parameters and spatial samples (i.e., the spatial samples are fixed).
• (Baseline 4) A brute force search-aided maximum likelihood estimate (BFS-MLE) based on model (8) with the knowledge of the number of leaks.
• (Baseline 5) A structure-aware SBL algorithm [41] based on sparse model (13) and (18), which attempts to explore the cluster-pattern sparse structure of leak size.
• (Baseline CRLB) The Cramer-Rao lower bound (CRLB) on leak detection errors obtained in [40] , used as performance benchmark. This CRLB is based on the transient wave model without parameter uncertainties, and it is applicable to P
MMSE . For algorithm parameter settings, we set K = 200 and N S = 10. We set the prior DoF and scale matrix of measurement precision W to be τ = 4 and V = 2.5 * 10 −3 I, respectively, which correspond to a measurement noise variance 10 2 I. Moreover, we choose ζ u = 2, λ = 10 and a = 0.1.
B. SIMULATION RESULTS
1) THE GAIN FROM SPARSE MODEL AND PARAMETER LEARNING
The gain from sparse model and uncertain parameter learning is first simulated. The associated results are presented in Figs. 4 and 5, respectively. As shown, the leak parameter estimation errors converge to a level near their CRLBs, yielding a quite satisfactory performance. In addition, the proposed approach can achieve a huge gain of the leak identification performance from spare model and parameter learning.
2) COMPUTATIONAL COMPLEXITY
Theoretical computational complexities and practically consumed CPU time of various leak detection methods are 13 Please refer to the pseudo-codes of the utilized OMP algorithm in [40] . summarized in Table 2 . It is shown that the SSVBI algorithm is slightly larger in consumed CPU time than baseline method 2 (parameterized SBL), 3 (OMP) and 5 (structureaware SBL) in an affordable level. Yet, it is much lower than baseline method 1 (PS algorithm) and 4 (brute force search-aided MLE algorithm). Overall, the proposed SSVBI algorithm can provide a high-accurate leak detection solution with a computationally affordable cost.
3) THE ACHIEVED OVERALL PERFORMANCE
We simulate the case of two leaks to examine the performance of the proposed approach, and we assume the number of leaks is unknown for the algorithm. The statistical cumulative distribution functions (CDF) of leak location estimate errors are presented in Fig. 6 . As shown, the proposed SSVBI approach can achieve a satisfactory performance comparable to the BFS-MLE algorithm and near its CRLB, but with much less computational overhead. In addition, benefiting from the proposed stochastic approximation, the SSVBI algorithm outperforms the parameterized SBL algorithm. Also, since there is no structured sparseness in leak detection problem, thus the structure-aware SBL algorithm does not provide additional performance gain. The parameterized SBL and structure-aware SBL algorithm are prone to be trapped into a local optimal solution of the multi-leak detection problem, thus yielding a relative poor performance. Moreover, thanks to the learning of sparse model and uncertain parameters, the SSVBI algorithm outperforms PS and OMP methods. The PS method needs a pre-established taring database of leak location grids that depends on resonance frequencies, and thus its performance is fragile to the variation of wave speed.
4) THE EFFECT OF K (THE NUMBER OF SPATIAL SAMPLES)
The SSVBI-based leak localization performance associated with various numbers of spatial samples are given in Fig. 7 . As shown, the leak localization error is reduced with K , and can almost reach its CRLB when more than 400 particles are used. In addition, K = 400 spatial samples are enough for the proposed approach. That means, when K > 400, the measurement error and stochastic approximation error, rather than spatial sampling mismatch, become dominant factors.
5) THE EFFECT OF N S (THE NUMBER OF PARTICLES)
The leak localization performance associated with various numbers of stochastic particles are are presented in Fig. 8 . It is shown that about N S = 10 particles are enough for realizing a satisfactory performance in practice.
VII. CONCLUSIONS
In this paper, we propose a novel SSVBI algorithm for the multi-leak identification in water supply systems with physical parameter uncertainties, to address the following challenges, (i) the identification of multiple leaks is a nonconvex problem with lots of local optima, (ii) the physical parameters (e.g., friction, source-end discharge oscillation and wave speed) are uncertain, and (iii) the computational complexity is usually exponential w.r.t. the number of leaks.
Firstly, the SSVBI algorithm provides a scalable solution (with linear complexity w.r.t. the number of leaks) for multileak problem, via exploring the sparseness nature of transient wave model. Secondly, by learning the sparse model and uncertain parameters, its robustness against physical parameter uncertainties is enhanced. In particular, rather than optimizing the non-convex posteriori function, the SSVBI algorithm uses a set of stochastic particles to track the posteriori distribution of parameters. Thus, it avoids being trapped into the local optima and hence improves the estimation performance.
We have established the convergence of the SSVBI algorithm to provide theoretical justification. Thanks to above features, the SSVBI-based multi-leak identification can achieve a huge performance gain over existing approaches. 
APPENDIX A INTRODUCTION OF PHYSICAL CONSTANTS
Based on the transient wave model [15] , [21] , [22] , the constants a 0 , a 1 and a 2 involved in (3) and (4) [15] , where H n and E n are the steady-state head and the relative elevation of the nth leak, respectively. For a horizontal pipe, E n = 0[m].
APPENDIX B THE DERIVATION OF (66)
Based on (31), q(W) follows (82) 
Thus, (66)-(68) are obtained, and can be approximated as (69) based on importance sampling.
APPENDIX C PROOF OF LEMMA 1
As per large number law, at iteration t, the proposal particles β) ) holds for all q 1 (β) and q 2 (β), for ζ 1 , ζ 2 > 0 and ζ 1 + ζ 2 = 1. However, the constraint (20) is non-convex w.r.t. the collection of multiple functions {q(β j ) : ∀j ∈ H}. Thus, A VBI in (19) - (21) 
which is strictly convex w.r.t. each q(β j ). Hence, A VBI can be solved by alternating optimization among {q(β j )|∀j ∈ H}, and the optimal update equation for each q(β j ) is given by (25) [34] , [35] . Since alternating optimization w.r.t. each q(β j ) is strictly convex and have a unique solution as given in (25) , the sequence {q (t) (β j )|t = 1, 2, · · · } generated by (25) must converge to a stationary solution to A VBI .
