SUMMARY In recent decades, there has been a great deal of research into the problem of bilingual speech recognition -to develop a recognizer that can handle inter-and intea-sentential language switching between two languages. This paper presents our recent work on the development of a grammar-constrained, Mandarin-English bilingual Speech Recognition System (MESRS) for real world music retrieval. Two of the main difficult issues in handling the bilingual speech recognition systems for real world applications are tackled in this paper. One is to balance the performance and the complexity of the bilingual speech recognition system; the other is to effectively deal with the matrix language accents in embedded language**. In order to process the intra-sentential language switching and reduce the amount of data required to robustly estimate statistical models, a compact single set of bilingual acoustic models derived by phone set merging and clustering is developed instead of using two separate monolingual models for each language. In our study, a novel Two-pass phone clustering method based on Confusion Matrix (TCM) is presented and compared with the log-likelihood measure method. Experiments testify that TCM can achieve better performance. Since potential system users' native language is Mandarin which is regarded as a matrix language in our application, their pronunciations of English as the embedded language usually contain Mandarin accents. In order to deal with the matrix language accents in embedded language, different non-native adaptation approaches are investigated. Experiments show that model retraining method outperforms the other common adaptation methods such as Maximum A Posteriori (MAP). With the effective incorporation of approaches on phone clustering and non-native adaptation, the Phrase Error Rate (PER) of MESRS for English utterances was reduced by 24.47% relatively compared to the baseline monolingual English system while the PER on Mandarin utterances was comparable to that of the baseline monolingual Mandarin system. The performance for bilingual utterances achieved 22.37% relative PER reduction.
Introduction
With the globalization in modern society, bilingual or multilingual communication becomes a common phenomenon. This presents a new challenge to the real world applications of speech recognition technology. In recent years, research on bilingual speech recognition has made significant progress.
[2] focused on English-German bilingual recognition and [3] described a Slovenian-Croatian weather forecast system. Similarly, [4] investigated Chinese-English speech recognition. One of the commonalities among these studies is that those test corpora used in their experiments consist of monolingual utterances spoken by corresponding native speakers. Although these bilingual systems achieved respectable performances for native monolingual speakers, their performances could degrade badly on non-native utterances. For some applications, a bilingual system has to face the fact that many users who take their native language as matrix language are not native to the embedded language. Therefore, improving performance on the nonnative embedded language is needed before these systems can be put into practical use [5] . Studies on the non-native speech recognition have focused on two basic approaches, one based on pronunciation modeling and the other based on acoustic modeling.
In pronunciation modeling approach, Livescu and Glass [6] proposed a lexical modeling technique to improve non-native speech recognition. Similarly, Amdal and Korkmazskiy [7] used joint pronunciation modeling to incorporate non-native pronunciations into the lexicon. Both methods used data driven techniques to derive a multiple pronunciation lexicon, and only achieved modest reduction in word error rate.
For acoustic modeling approach, Chan et al. [8] , [9] and Marino et al. [10] developed Cantonese-English and Spanish-Catalan bilingual speech corpora respectively. In these corpora, utterances for the embedded language were collected in regions where the matrix language was spoken, and were directly used to train the acoustic models of the embedded language. Compared to the monolingual models originally trained with native speakers' utterances, these acoustic models greatly improved the recognition performances on the embedded language. However, to obtain sufficient non-native training data is very difficult. When training data is limited, the performances of these non-native acoustic models can degrade significantly due to insufficient training.
Thus, how to improve system performance with only limited amount of data becomes an important issue. Speaker adaptation techniques such as Maximum A Pos- [12] compared the effectiveness of several adaptation techniques on non-native speech, and consistent improvements were confirmed. These activities mainly focused on solving the accent issue, and their improvements, however, were generally accompanied by the degradation of the recognition on native speech.
With globalization, China is more and more closely connected to the world. Foreign languages (particularly English) are being used more and more frequently, especially among young generations in cities. It is very common that English words are being embedded in Chinese sentences during conversations among the well-educated. This makes the Mandarin-English bilingual speech recognition a necessity for many speech recognition applications. In this paper, we will present our efforts in developing a MandarinEnglish bilingual speech recognition system for a real world application.
Our goal is to develop a system that can yield decent performance on non-native English with only limited amount of non-native English data while maintaining highest possible recognition rate on Mandarin. The novelties of our work include: (1) a single set of acoustic models that can handle both inter-and intra-sentence language switching, (2) a two-pass cross languages phone clustering approach based on confusion matrix, and (3) optimal way of merging the phone sets of English and Mandarin via extensive experiments. Although the task is domain specific, the methodologies presented in this paper can be applied to general recognition task as well.
The task domain of our MESRS is music retrieval. The system enables a user to find a song by simply saying the singer's name and the title of the song through a phone call. Since many songs are English songs (and sometimes performed by Chinese singers), thus the incoming calls may consist of songs and singers' names uttered either monolingually (Mandarin or English) or bilingually. So the system has to deal with input with inter-and intra-sentential language switching. The following are typical examples (intra-sentential language switching).
In order to process language , switching and reduce computing resource requirements for practical reasons, only one set of Mandarin-English bilingual acoustic models is developed in our study. By merging and clustering the phone sets of these two languages, a new set of monophones covering both languages are determined. Different sizes of Mandarin-English bilingual phone sets are experimented and compared. In order to deal with the accent issue with limited amount of non-native training data, different approaches are explored as well. Comparative studies were conducted, and only the most effective methods were selected. Experiment results show that encouraging advances are made compared to the baseline system.
Bilingual Corpus
This section briefly describes the data resources and feature analysis that were used for all the experiments presented in this paper. These speech corpora are divided into three categories: the native Mandarin corpus, the native English corpus and the Mandarin accented English corpus. All the speech data were recorded through telephone lines and digitized at 8KHz sampling rate with 16-bit resolutions. The speech feature vector used throughout this paper consists of 36 components (12 MFCC parameters, and their first and second order time derivatives), which is analyzed at a 10 msec frame rate with a 25 msec window size. Cepstral Mean Subtraction (CMS) was employed.
Training Corpus
The native Mandarin training corpus consists of native Chinese speech corpus of National 863 Hi-Tech Project (DB863). It is a standard corpus published by governmental research program 863 for read speech in Mandarin. The English training corpus is Wall Street Journal (WSJ). These corpora were recorded in higher sampling rate and were band limited to 4KHz by down sampling. The Mandarin accented English corpus was collected in house (labeled as GTC (General Telephone Conversation) corpus). It includes speech data from 60 male and 60 female speakers. Each speaker contributed same 200 English utterances from everyday conversations. Table 1 summarizes the main information about these three corpora.
Testing Corpus
The test data contains utterances of names of singers and titles of songs. There are 10179 utterances in total, which consist of 8183 mono-Mandarin utterances, 1650 monoEnglish utterances and 346 bilingual utterances respectively. The examples of these three types of test utterances can be found in Table 2 .
Compared with the quiet lab environment, the environment of real world applications can be extremely variable. The test utterances were collected under realistic conditions such as in restaurants, streets and other noisy places, which cover variations in background noise, microphones, volumes, speaker fluency and accents. Table 1 Summary of three training corpora. Table  3 . Table 3 shows that the PER of the Model_ME bilingual acoustic model on TestB is 16.76%, which is taken as the baseline result for test set TestB. However on the monolingual test corpora, the performance of this bilingual baseline system degrades significantly, especially on the Mandarin test corpus, which gives a 20% relative increase in PER over the baseline Mandrin acoustic model (Model_M). How to reduce this large performance gap is one of the original motivations of the work presented in this paper.
Attempts Made to Improve the Baseline System
As shown above, even though the baseline bilingual acoustic model (Model_ME) can deal with the bilingual utterances (TestB), the performances on Mandarin and English utterances decrease drastically when compared to baseline monolingual models. On the other hand, because of the direct combination of Mandarin and English phone set, the number of model parameters of Model_ME expands rapidly. This leads to a large, insufficiently trained acoustic model and slows down the recognition speed. Another noticeable point is the large performance gap between TestM and TestE since the English test utterances are Mandarin accented while the Mandarin ones are native. In order to deal with these problems, cross-lingual phone clusterings and adaptations were investigated. The findings will be discussed in the following sections.
Phone Clustering
For bilingual speech recognition, especially for intrasentential switching, it is very important to determine a global phone set for different languages involved in the system. Since for inter-sentential switching, instead of using one recognizer, a system can first use language identification technology [17] to determine which language is being used, then uses recognizer for that language to conduct the recognition. For intra-sentential switching, using language identification first is at least computationally not feasible for real world applications. Adopting a global phone set can also reduce the amount of data required to robustly estimate statistical models. In our case, English words involved are Mandarin accented, which have non-native pronunciation variations. Flege et al. [14] argues that non-native speakers may produce speech sounds which are either part of their own native language or which are established via merging characteristics of a native sound with a non-native speech sound. Based on this, one can speculate that a suitable phone set resulting of merging and clustering of phones in these two languages may efficiently handle the Mandarin accents in English words, since the combination merges the characteristics of the two languages. In this section, different approaches to phone clustering are compared and evaluated, and the approach with the best performance on the development set was selected for our final system.
Clustering Algorithm
Recent approaches to phonetic clustering can be roughly divided into two categories: knowledge-based approaches and data-driven approaches. Since knowledge-based approaches do not consider the statistical similarities between phones while the data-driven ones do, [2] and [4] demonstrated that data-driven methods outperformed knowledge-based ones consistently. Thus only the data-driven approaches are explored in our study.
Several phone clustering algorithms based on datadriven approaches have been investigated [16] , [18] , [20] . In [4], the clustering approach based on log-likelihood measure (LL) is explored between Chinese and English phones. In our research, a novel phone clustering algorithm, which is a Two-pass process based on Confusion Matrix (TCM) is proposed. Previous work has used this method for cross language phone mapping, i.e., to map a phone (or an HMM state) in one language to a phone (or an HMM state) in another language. In our work, the confusion matrix has been used as a basis for cross language phone clustering (instead of simply mapping). These two different approaches of phone clustering are investigated and compared in this paper.
(1) Log-Likelihood measurement
When the measure between phones is determined, the clustering algorithm can be described as follows: After the clustering, the single bilingual phone set is obtained.
(2) TCM TCM is a phone clustering approach similar to automatic phone mapping method using confusion matrix [19] usually used in fast acoustic modeling for a new target language. We proposed a new bilingual phone clustering algorithm based on this method. TCM is a two-pass approach. In each pass, Mandarin and English take turns as the source language and the target language. The detailed algorithm is described as follow:
1. Target reference: Force-align target language speech utterances using target language acoustic model to get the time-label information. The resulting time-aligned phone strings are considered as the target phone references. 2. Source hypothesis: The source language phone recognizer is applied to these utterances to obtain the phonetic transcriptions. This yields parallel phonetic segmentations of the target language acoustic data in the source language phone inventories. This source phonetic representation is considered as the source phone hypothesis. 3. Co-occurrence criterion: Define a criterion for cooccurrence between two phonetic labels of the reference and hypothesis. In our implementation, when the number of overlapping frames between the reference and hypothesis is more than half of the reference phone duration, we arrange the phones of the target and source language into a matrix that contains the counts of co-occurrences between the ith and jth phones of the source and target languages. This matrix of co-occurrences is the confusion matrix [18] . Figure 1 shows an example of the co-occurrence between phone to the three phone class number. Considering the similarity based on TCM clustering approach ranges from 0 to 1, setting the stop threshold as 1 means the direct combination of all the 89 phones without clustering while setting it as 0 means mapping all the 42 English phones into conesponding Mandarin phones since the English phone set is smaller than the Mandarin one in our study, and phone set of 70 clustered classes is a compromise of the above two.
As can be seen, Model_TCM70 outperforms the other two models on both of TestM and TestE, even though the other two models have slight improvement on TestB. Especially on TestE, the Model_TCM70 yields a 2.6% absolute PER reduction compared to Model_TCM89 and almost 2.4% absolute reduction compared to Model_TCM50. These results highlight the effectiveness of our proposed work.
Adaptation for Non-native Speech.
By clustering phones from Mandarin and English into 70 classes, a bilingual acoustic model (Model_TCM70) was trained with native speech from each language. The nonnative speakers' pronunciations, however, different from those native speakers' pronunciation observed during system training, drastically decreases the recognition performance. This difference can be distinctly found in our experimental results in Table 3 and Table 7 . How to transform the native model set into a model set tuned for non-native speakers is another important problem that has to be taken into account. With the native bilingual acoustic model in hand, the challenge for non-native speech recognition is to maximize the recognition performance with the available small amount of non-native data. For this study, we investigate how speaker adaptation, such as MAP and model retraining method (by appending the non-native data to the training corpus to form the new training set), affects the recognition performance with the limited non-native (TrainA) adaptation data. Even though adaptation method such as MAP is commonly used in most non-native adaptation system, experiment shows that model retraining method is more appropriate for our application. In MAP adaptation, the native model parameters are re-estimated individually, using held-out non-native adaptation data. An updated mean is then formed by shifting the original native value toward the non-native sample value. If there is insufficient adaptation data to reliably estimate the sample mean of a phone, no adaptation is performed.
Model retraining method is a compromise settlement. Since the bilingual acoustic models consist of clustered phones which are language-independent, sharpening the acoustic models on non-native training data may move further away from the native speakers. Therefore, compared to MAP, appending the pool of non-native adaptation data in training process is implemented as a compromise. We compare their impacts on the performances of native Mandarin and accented English test corpora respectively in Table 7 . Results from these experiments justified our speculation. Table 7 presents the recognition results of different adaptation methods. The clustered baseline bilingual model used for comparison is Model_TCM70 which is trained by native training data (TrainM and TrainE). With 24,000 adaptation utterances of TrainA, MAP transforms were conducted. The results show that with a pool of non-native adaptation data collected in advance, MAP can substantially improve the performance on new non-native speakers (TestE). However, the performance on native Mandarin test set (TestM) degrades seriously, which gives a 14.36% relative increase in PER compared to Model_TCM70. Finally, the model retraining method achieved 18.61% and 10% relative reduction in PER on TestE and TestB respectively while little degradation was observed for TestM corpus.
Finally, the optimal approaches mentioned in each section are integrated to form our final MESRS. Figure 2 presents the performances of our MESRS compared to those of the baseline monolingual and bilingual systems. Table 6 Performances of different numbers of terminate phones classes
Based on TCM clustering approach. Table 7 Recognition results of non-native adaptation using the GTC data set. 
Conclusion
This paper presents our recent work in developing a Mandarin-English bilingual speech recognition prototype system for real world music retrieval. In addition to the requirement of handling inter-and intra-sentential language switching at the same time, the challenge also includes that only limited amount of out-of-domain accented English data is available. Since this type of recognition task has not been reported before, various cross language phone clustering methods and adaptation techniques have been investigated. A novel method named TCM is proposed. Experiment results showed that the proposed TCM outperforms existing approaches favorably. It is also shown that with limited availability of non-native adaptation data, model retraining method outperforms MAP adaptation method in our study.
The final phrase error rates of our MESRS are reduced by 24.47% and 22.37% relatively for non-native English test set (TestE) and bilingual test set (TestB) compared to the corresponding baseline single language only system, and the performance on native Mandarin test set (TestM) is comparable to the performance of the baseline Mandarin only acoustic model (Model_M). These results show the effectiveness of these proposed methods in improving bilingual recognition performance. Although the task is specific for music retrieval, we believe the research findings presented in this paper can be applicable to other multi-lingual recognition tasks as well.
