The existence of real solutions to polynomial systems of implicit dierential equations, dierential inequations and dierential inequalities is considered. A transformation to a standard form is achieved using methods of dierential algebra. The problem then reduces to a problem in real (non-dierential) algebra.
Introduction
When modeling physical systems one often arrives at a mixture of equations in a numb e r o f p h ysical variables and their derivatives, see e. g. [7] and [8] . The model might only be valid for certain values of the physical variables or one might w ant to study it only in a certain range. This could be expressed by inequalities or inequations. An obvious question is then whether there exists a solution that satises all equations, inequations and inequalities. Also one would like to transform the system to some standard form which facilitates the computation of such a solution.
For the case of a system of polynomial equations and inequations f 1 = 0 ; : : : ; f n = 0 ; g 1 6 = 0 ; : : : ; g m 6 = 0 in a numberofvariables and their derivatives, there is an algorithm by Seidenberg, [13] to decide solvability using successive elimination of variables. The algorithm does not allow the restriction to real-valued solutions that one would want in most physical models, however.
In the work by Ritt, [12] , a standard form, the so called characteristic set is introduced, which permits investigation of solvability but gives no direct information about This work was supported by the Swedish Research Council for Engineering Sciences TFR, which is gratefully acknowledged. real solutions. Also the Ritt algorithm requires factorizations of high complexity. A further investigation of algorithmic aspects is given in [5] .
For polynomial systems of equations, inequations and inequalities without any derivatives, the theory of real algebra, [10] , [3] , gives algorithmic methods for deciding the existence of real solutions. A possible algorithm is cylindrical algebraic decomposition., [1] , [2] .
In this paper we will look at systems of equations, inequations and strict inequalities: f 1 = 0 ; : : : ; f n = 0 ; g 1 6 = 0 ; : : : ; g m 6 = 0 h 1 < 0 ; : : : ; h q < 0
The f i , g i and h i are dierential polynomials in some variables y 1 ; : : : ; y N , i . e. they are polynomials in those variables and a nite number of their derivatives. The coecients will typically be rational numbers, but may in principle come from any real eld.
Basic dierential algebraic concepts
We will use concepts from dierential algebra to construct an algorithm. An introduction to dierential algebra is given in [6] . The basic references are [12] , [11] . Algorithmic aspects are discussed in [9] and in [4] , [5] .
As discussed above w e will be interested in systems described by dierential polynomials, i.e. polynomials in certain variables and their derivatives. The derivatives will be denoted by dots or the derivative order in parenthesis: u; _ u; u; u 3 ; : : :
A fundamental concept for the algorithmic aspects of differential algebra is ranking. This is a total ordering of all variables and their derivatives. Examples involving two variables are u < y < _ u < _ y < u < y < Auto-reduced sets are ranked as follows. Let A = A 1 ; : : : ; A r and B = B 1 ; : : : ; B s be two ordered autoreduced sets. A is ranked lower if either there is an integer k, 0 k min(s; r) such that rankA j = rankB j ; j = 0 ; : : : ; k 1 rankA k < rankB k or else if r > s and rankA j = rankB j ; j = 0 ; : : : ; s A characteristic set for a given set of dierential polynomials is an auto-reduced subset such that no other autoreduced subset is ranked lower.
The separant S A of a dierential polynomial A is the partial derivative of A with respect to the leader, while the initial I A is the coecient of the highest power of the leader in A.
If a dierential polynomial f is not reduced with respect to another dierential polynomial g, then either f contains some derivative of the leader u g of g or else f contains u g to a higher power. In the former case one could dierentiate g a suitable number (say ) of times and perform a pseudo-division to remove that derivative, giving a relation S f = Qg + R (2) where S is the separant o f g and R does not contain the highest derivative o f u g which is present i n f .
In the latter case one could perform a pseudo-division of f by g getting I f = Qg + R (3) where I is the initial of g and R is reduced with respect to g.
The following property is important for the niteness of the algorithms that we are going to present. Proof. The set F is changed at either step 6 or step 7. If are then equivalent. At the splittings at step 4 or step 8 the equivalence is obvious. If the algorithm FG splits the pair (F;G) into two pairs (F 1 ; G 1 ) and (F 2 ; G 2 ), then the algorithm can again be used on each pair. If there is a new split, the algorithm can again be used on each pair. In this way a tree structure is generated where each node corresponds to a split generated by the algorithm. If the algorithm reaches \Finished" at step 3, then that branch of the tree is terminated.
Proposition 5 The tree generated by the algorithm FG in the manner described above is nite and each branch terminates with a pair (F;G) such that F is an autoreduced set and each separant and initial of F belongs to G.
Proof. Consider a pair (F 1 ; G 1 ) generated at one node of the tree and a pair (F 2 ; G 2 ) generated at a lower node. Then, either the lowest auto-reduced set of F 2 is strictly lower then the one of F 1 , or else F 1 = F 2 . In the latter case G 2 has been obtained from G 1 by adding one or more elements. Since only a nite number of elements can be added to G for a xed F, an innite number of nodes in the tree can only be generated by a violation of Proposition 2. The remainder of the proposition follows from the fact that a branch of the tree can only be terminated by algorithm FG reaching \Finished" at step 3.
A reduced form
Now consider a system which also includes strict inequalities: f 1 = 0 ; : : : ; f n = 0 ; g 1 6 = 0 ; : : : ; g m 6 = 0 h 1 < 0 ; : : : ; h q < 0 (5) We assume that algorithm FG has been used for the equations and inequations so that f 1 ,..,f n form an autoreduced set whose separants and initials are among 
Solvability
From the previous sections it follows that to determine the existence of a real solution to (1) one has to solve that problem for a number of systems f 1 = 0 ; : : : ; f n = 0 ; g 1 6 = 0 ; : : : ; g m 6 = 0 h 1 < 0 ; : : : ; h q < 0
where f 1 ,..,f n is an auto-reduced set whose separants and initials are among the g i , and where all g i and h i are reduced with respect to f 1 ,..,f n .
To analyze the problem, the original physical variables are replaced by v ariables z 1 ,..,z n and u 1 ,..,u p (p = N n) in such a w a y that the leader of f i is the derivative z (9) where i is the highest derivative o f u i . The system (7) can then be written f 1 : : : ; Z n n ; U ) < 0 (10) We n o w i n troduce the following sets of variables in two indices: Z i; = fz i;0 ; z i;1 ; : : : ; z i; 1 ; z i; g (11) V = fu 1;0 ; : : : ; u 1 ;1 ; : : : ; u p;p g (12) Together with (10) we can then consider the purely algebraic system of equations, inequations and inequalities. f 1 (Z 1;1 ; Z 2 ;2 1 ; Z 3 ;3 1 ; : : : ; Z n;n 1 ; V ) = 0 f 2 ( Z 1 ;1 ; Z 2 ;2 ; Z 3 ;3 1 ; : : : ; Z n;n 1 ; V ) = 0 . . . f n ( Z 1 ;1 ; Z 2 ;2 ; Z 3 ;3 ; : : : ; Z n;n ; V ) = 0 g 1 ( Z 1 ;1 ; Z 2 ;2 ; Z 3 ;3 ; : : : ; Z n;n ; V ) 6 = 0 . . . g m ( Z 1 ;1 ; Z 2 ;2 ; Z 3 ;3 ; : : : ; Z n;n ; V ) 6 = 0 h 1 ( Z 1 ;1 ; Z 2 ;2 ; Z 3 ;3 ; : : : ; Z n;n ; V ) < 0 . . . h q ( Z 1 ;1 ; Z 2 ;2 ; Z 3 ;3 ; : : : ; Z n;n ; V ) < 0 (13) To determine if this system has a real solution can be done using for instance the methods of [1] , [2] . . . . z n;n = n (Z 1;1 1 ; : : : ; Z n;n 1 ; V ) (15) Proof. The Jacobian @ f i =@z j;j is a lower triangular matrix from the structure of (13) . Its diagonal elements are the separants, which are among the g i and thus nonzero at the point (14) . The non-singularity of the Jacobian ensures (15) via the implicit function theorem. The main result can now be formulated. 
The existence of a local solution to (17) then follows from standard results on ordinary dierential equations, see e. g. [14] . Since the inequations and inequalities are satised at t 0 they are satised on a small enough interval.
6 A simple example 
Conclusions
We have shown how one can decide algorithmically if a system (1) has a real solution. First algorithm FG is used to reduce the problem to the checking of a number of systems of the form (1) but where the equalities form an autoreduced set whose separants and initials are among the g i and where the g i and h i are reduced. Since the equations are then equivalent to a set of explicit dierential equations (17), it is enough to nd an initial condition satisfying the equations, inequations and inequalities. This a problem of real algebra, which can be solved by known methods.
A natural generalization would be to allow also inequality constraints of the form h i 0. This would introduce new aspects into the problem, such as the possibility of choosing the u to make the solution remain in the feasible region.
