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We propose a scheme that enables the deterministic generation of single phonons at GHz fre-
quencies triggered by single photons in the near infrared. This process is mediated by a quantum
dot embedded on-chip in an opto-mechanical circuit, which allows for the simultaneous control of
the relevant photonic and phononic frequencies. We devise new opto-mechanical circuit elements
that constitute the necessary building blocks for the proposed scheme and are readily implementable
within the current state-of-the-art of nano-fabrication. This will open new avenues for implementing
quantum functionalities based on phonons as an on-chip quantum bus.
Engineering of periodic nanostructures has proven to
be an immensely powerful tool to shape the properties
of a material. Most notably are photonic crystals, which
are created by the periodic modulation of the refractive
index. Their photonic bandgaps and defect modes have
been widely studied [1] and have found a number of ap-
plications in nano-photonics. For example, in solid-state
quantum optics, they are commonly used to control light–
matter interaction [2]. Similarly, the periodic modula-
tion of mechanical properties leads to the formation of
phononic crystals [3]. Chip-scale devices that allow engi-
neering of both the photonic and the phononic density of
states simultaneously have recently been proposed [4–7].
This has lead to a range of theoretical [8–10] and experi-
mental [11–13] breakthroughs in opto-mechanics. In par-
allel there has been significant progress on coupling single
solid-state emitters, in the form of nitrogen-vacancy cen-
ters or self assembled quantum dots(QDs), to mechanical
resonators either via magnetic gradient coupling [14, 15]
or strain coupling [16–22]. Additionally, the potential of
using phononic crystals to control single-phonon medi-
ated processes in solid-state systems has recently been
alluded to [23, 24].
In optics, the reliable generation and detection of
single-photon and entangled-photon states has important
applications within quantum information science. Simi-
lar goals are being pursued in opto-mechanics where the
generation [9, 13, 25] and detection [12] of non-classical
phononic states are opening new avenues of research.
These schemes are typically probabilistic and rely on the
direct radiation-pressure interaction between co-localized
optical and mechanical modes where the coupling rate be-
tween the modes is proportional to the square root of the
intra-cavity photon number [26]. However, parasitic ab-
sorption is a problem for large intra-cavity photon num-
bers when operating at milikelvin temperatures [13, 27],
which becomes necessary when performing experiments
on single phonons with frequencies in the few GHz
regime. In this paper we propose an alternative approach
based on a hybrid opto-mechanical(OM)-crystal where
we engineer the coupling of a three-level emitter to both
the photonic and the phononic reservoirs. We demon-
strate how the internal spin state of the emitter can be
used to mediate strong photon-phonon interaction for an
emitter embedded in the OM-crystal. In contrast to the
standard approach in opto-mechanics [9, 12, 25, 26], our
proposal does not rely on radiation-pressure coupling,
which is strong for large intra-cavity photon numbers. In-
stead the deterministic single-photon–single-phonon cas-
cade triggered by a single narrow-bandwidth photon is
operated at an average intra-cavity photon numbers sig-
nificantly below one [28], thus offering a route to cir-
cumvent the problem of parasitic heating. We propose a
readily implementable device that can be used with QD
emitters.
Our protocol is based on the two optical transitions of
a lambda-system, given by a singly-charged QD (trion)
in an in-plane magnetic field (Voigt-configuration), c.f.
Fig. 1(a). In this configuration there are two allowed
linearly-polarized optical transitions that decay at the
same rate [29], while the two optical ground states are
coupled by a spin-flip rate. Experiments have shown
that it is possible to operate in a regime (depending on
the Zeeman-splitting, sample temperature, and the co-
tunnelling rates) where the spin-flip process is dominated
by single-acoustic-phonon mediated transitions [30, 31],
which is in good agreement with theoretical predictions
[32–34]. We note that the coherence properties of the
emitted phonons are inherited from the coherence of the
spin. In many QD experiments the spin coherence is
not limited by phonon mediated relaxation processes [35],
leading to emission of incoherent phonons. However, re-
cently progress has been made towards increasing the
spin-coherence times [36] and the ultimately limiting pro-
cess remains to be determined, especially when operat-
ing at mK-temperatures. The emitter is embedded in
an OM-circuit shown schematically in Fig. 1(b). A pho-
tonic (phononic) waveguide couples the single photons
(phonons) in-to and out-of the OM-circuit. The photonic
and phononic waveguides each couple to their respective
mode of the OM-cavity at the rates denoted κe,o and
κe,m. All relevant rates are indicated in Fig. 1(b) and
controlling their relative magnitudes offer a wide range
of design possibilities. For the remainder of this paper
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2we will focus on just one of these different realizations,
which is well suited for the deterministic generation of
single phonons. We consider the case where both cavity
modes are in the over-coupled regime, meaning that the
resonator loss is dominated by the coupling to the waveg-
uide mode, κe,o(κe,m) κi,o(κi,m) [9]. Thus the intrinsic
cavity loss rates, κi,o and κi,m, can be neglected in the
following. The emitter–resonator coupling is in the bad
cavity but large cooperativity regime, i.e., κe,o  g13, g23
and κe,m  g12 but 4(g213 + g223)/(κe,oγ3)  1 and
2g212/(κe,mγ2) 1 [37]. In the bad cavity regime the in-
fluence of the cavity on an emitter close to resonance can
be captured by a cavity-enhanced effective decay rate of
the excited state into the cavity mode: Γ12 = 2g
2
12/κe,m,
Γ13 = 2g
2
13/κe,o, and Γ23 = 2g
2
23/κe,o [37]. Thus the
schematic in Fig. 1(b) simplifies to the effective circuit
shown in Fig. 1(c) for the implementation we are con-
sidering here. This is best described as an emitter cou-
pled to unidirectional photonic and phononic reservoirs
[38, 39]. The single-frequency scattering coefficient for
the elastic scattering of a trigger photon, ωtr, incident on
the |3〉 → |1〉 transition is given by
ttr =
∆− i(Γ13 − Γ23 − γ3)/2
∆ + i(Γ13 + Γ23 + γ3)/2
. (1)
For the case of Γ13 = Γ23 + γ3 and ∆ = 0, i.e., when the
two optical transitions are enhanced by the same amount
and the incident photon is on resonance and is narrow-
band compared to the QD transition, we see complete
destructive interference of the scattered light at the res-
onance frequency ω13. Thus, the photon has to be scat-
tered along one of the remaining available decay chan-
nels [40, 41]. Consequently, the scattering coefficient for
a trigger photon incident on the |3〉 → |1〉 transition to
Raman-scatter along the |3〉 → |2〉 transition is,
tcas =
−i√Γ13Γ23
∆ + i(Γ13 + Γ23 + γ3)/2
. (2)
From Eq.( 2) we calculate the success probability of
initializing the single photon – single phonon cascade
process, c.f. Fig. 1(d), which approaches unity for
large coupling-efficiencies of the optical transitions. It is
promising to note that recent experiments in photonic-
crystal waveguides have shown that even for moder-
ate enhancements of the waveguide mode, spontaneous-
emission coupling-efficiencies βwg > 98% can be readily
achieved [42]. This is largely the result of the strongly
suppressed coupling to optical loss modes for QDs em-
bedded in photonic-crystal membranes [43]. The incident
and outgoing wavepackets for the successful generation of
a photon–phonon cascade from a single incident trigger
photon is illustrated in Fig. 1(c).
Implementing the circuit in Fig. 1(b) requires an OM-
crystal that supports photonic and phononic band gaps
at frequencies relevant to the optical transitions [2] and
FIG. 1. Operational principle of the deterministic single-
photon–single-phonon cascade. a) Level structure of a singly
charged exciton in a magnetic field in Voigt-configuration.
The optical transitions between states |1〉 and |3〉 and states
|2〉 and |3〉 form a lambda system, indicated by the solid ar-
rows. Furthermore, the two ground-states, |1〉 and |2〉, are
coupled to each other via a single-phonon-mediated transi-
tion, indicated by the dashed arrow. b) Schematic of the
desired OM-circuit functioning as a heralded single-phonon
source, which is deterministically triggered by a single pho-
ton. The photonic (phononic) waveguide, shown in purple
on the bottom (green at the top), couples the single pho-
tons (phonons) in-to and out-of the OM-cavity modes (mid-
dle) at the rate κe,o (κe,m). The QD couples to the photonic
and the co-localized phononic mode of the OM-cavity with
the rates g13, g23, and g12 and to the loss modes in the pho-
tonic and phononic environments with rates γ3 and γ2. c)
The schematic of the effective OM-circuit for the parameter
regime discussed in the text and with the relevant rates in-
dicated. The incident photon (blue wavepackets) triggers the
outgoing photon-phonon cascade (red wavepacket and green
wavepacket). d) The success probability of initializing the
photon–phonon pair by a single photon incident on the trig-
ger transition as a function of detuning of the trigger pho-
ton, ∆ = ωtr − ω13, for several values of the cavity-β-factors,
βcav = (Γ13 + Γ23)/(Γ13 + Γ23 + γ3).
the Zeeman-splitting [35] obtainable for the considered
emitter, i.e., InGaAs QDs. The OM-crystal we propose
(shown in Fig. 2(a)) consists of a hexagonal array of holes,
separated by the lattice constant a = 300 nm etched into
a GaAs membrane of thickness d=0.65a. Each hole is
made up by three overlapping ellipses rotated by 2pi/3
with respect to one another. The minor and major axes
of the ellipse are given by A=0.45a and B=0.6a, respec-
tively. The center of each ellipse is shifted outwards along
3FIG. 2. Design of the OM-crystal membrane. a) Illustration of the OM-crystal with a single unit-cell highlighted. The holes
in the membrane consist of three overlapping ellipsoids, indicated by the three shaded regions, rotated by 2pi/3 with respect to
one another. The lattice constant of the crystal is denoted by a and the minor and major axis of the ellipsoids are denoted by
A and B. b) The photonic band-structure of the shamrock-crystal with parameters (a, A, B, L, d)=(300nm, 0.45a, 0.6a, 0.17a,
0.65a). The symmetries and the irreducible Brillouin zone of this crystal are discussed in the SM. For the parameters used
here we find a band gap for the TE-like slab modes in the frequency range 305 THz to 383 THz. c) Phononic band-structure
for the same crystal parameters displaying a complete phononic bandgap in the range 4.7 GHz to 7.1 GHz. The horizontal
dashed lines in b) and c) indicate the photonic and phononic resonance frequencies of the cavity modes shown in Fig. 1(b).
The photonic resonance frequency was chosen to fall within the range of optical transitions of standard InGaAs QDs and the
phononic resonance frequency corresponds to a Zeeman energy-splitting achievable in standard cryomagnet systems.
its major axis by L=0.17a resulting in a final shape that
is reminiscent of a shamrock, c.f. Fig. 2(a). This leads to
a reduction of the crystal symmetry compared to conven-
tional photonic [2] and previous OM-crystals [6] (c.f. the
Supplementary Material (SM) for more information [44]).
A similar structure has been investigate for its photonic
properties [45].
The photonic band-diagram for modes with TE-like
symmetry is shown in Fig. 2(b). The lightly shaded re-
gion in the center indicates the in-plane band-gap and
the dashed line marks the position of the optical transi-
tions within the band-gap. The dark shaded region at the
sides and the top of Fig. 2(b) indicates the continuum of
leaky radiation modes, i.e., modes that are not confined
to the membrane. For simulations of the phononic bands
(see SM for details) we consider the modes of all symme-
tries, c.f. Fig. 2(c), taking into account the anisotropy of
the elastic constants of gallium arsenide. In the phononic
band structure there are no leaky modes, as all modes are
confined to the membrane. Thus, contrary to the pho-
tonic case, the phononic band-diagrams exhibit a com-
plete band-gap. This has promising implications for the
control of single-phonon mediated transitions as they can
be completely suppressed within the band-gap, where the
phononic density of states drops to zero. For our proposal
this means that the coupling efficiency of the |2〉 → |1〉
transition to the phononic cavity mode is only limited
by the probability to decay through a single-phonon pro-
cess, as opposed to other spin-relaxation processes such
as co-tunneling [31] and multi-phonon effects [32, 33, 46].
This differs from the coupling efficiencies in photonic sys-
tems, where in addition to the probability of the emitter
decaying through a single photon process, the coupling
efficiency is limited by the coupling to non-guided radi-
ation modes [42]. Nonetheless, completely analogous to
optical emitters in photonic crystals, the coupling rate to
the target mode can be enhanced by increasing the local
density of mechanical states through the use of defect
modes.
We now demonstrate some of the different types of de-
fect modes employed for the realization of the proposal.
In Fig. 3(a) we show a phononic waveguide formed by
replacing a row of shamrock holes by circular holes. This
waveguide exhibits a gap at the relevant photonic fre-
quencies, and corresponds to the waveguide at the top of
Fig. 1(b). It allows introducing a large κe,m, by bring-
ing it close to the cavity, while leaving the optical cavity
modes largely unaffected. A different waveguide design is
obtained by removing a row of shamrock holes and scal-
ing the spacing between the remaining adjacent rows of
holes to
√
3a W. The modes for a waveguide width of
W=0.58 are shown in Fig.3(b). This waveguide supports
both a photonic and a phononic mode with band edges
close to the respective transition frequencies of the emit-
ter. The band edges of both modes shift up in frequency
when reducing the width of the waveguide, eventually,
leading to a dual band gap at the frequencies relevant
for the emitter for W=0.52. This makes the waveguide
in Fig.3(b) well suited for the design of hetero-structure
cavities, that simultaneously support modes at the de-
sired photonic and phononic frequencies [6, 8], which cor-
responds to the OM-cavity drawn in Fig. 1(b). One real-
ization of such a cavity and the mode-profiles of the opti-
cal and the mechanical modes are shown in Fig. 3(c) and
4FIG. 3. Waveguides and cavities in OM-crystal membrane structure. a) A phonon waveguide formed by replacing a row
of shamrock holes by circular holes (left). This waveguide supports a mode at the relevant phonon frequency (middle) while
exhibiting a gap at the relevant photonic frequencies (right). b) A different waveguide design, where a row of shamrock holes
is removed and not replaced by anything. The gap between the two sides of the crystal is reduced to 0.58 a
√
3, referred to as
a W=0.58 waveguide (right). This waveguide supports both a photonic (middle) and a phononic (left) mode. The band edges
of the waveguide modes (green and purple solid lines) shift up in frequency when reducing the width of the waveguide leaving
the transition in a band gap for W=0.52. Combining sections of W=0.52 with a 2-period long section of W=0.58 a hetero-
structure cavity is formed. c) The modulus squared, |E|2, profile of an optical resonance at 337 THz. d) The displacement
of a mechanical resonance at 5.9 GHz. e) The three opto-mechanical circuit elements needed to implement the schematic in
Fig. 1(b). The QD is positioned in the OM-cavity coupling to the two modes shown in c) and d).
(d). In Fig. 3(e) the circuit elements needed to assemble
the circuit sketched in Fig. 1(b) are collected. The two
types of waveguides discussed suffice to realize the OM-
circuit sketched in Fig. 1(b) and (c) by ensuring that the
cavities dominant mechanical loss rate, κe,m, is to the
phononic waveguide in Fig. 3(a). However, similar de-
sign ideas have been used to realize photonic waveguide
defects in the same OM-crystal (not shown). Thus, this
new type of OM-crystal is a versatile platform for on-chip
opto-mechanics.
In this work we have demonstrated a scheme for single-
phonon generation in an opto-mechanical crystal. The
scheme is based on QD embedded in a membrane GaAs
nanostructure whose periodic properties lead to simul-
taneous photonic and phononic band-gaps, allowing to
control optical and acoustical interaction processes in
the emitter. We have designed waveguides and cavities
for both photons and phonons by introducing different
types of crystal defects. Throughout the work the focus
has been on designing structures that can be experimen-
tally realized within the current scope of gallium arsenide
nano-fabrication.
Finally we note that other solid-state systems, such as
silicon-vacancy centers in diamond, appear to have spin-
coherence times limited by single-phonon mediated relax-
ation processes [47, 48]. In addition to enhancing the spin
coherence of such a system it also becomes possible for
the phonons to act as a coherent on-chip quantum-bus,
which can couple several emitters [17] or act as a trans-
ducer from the optical to the microwave regime [49, 50].
When exploiting the type of three-level system discussed
here the resulting photon–phonon cascade can be used to
implement the DLCZ-protocol (Duan, Lukin, Cirac, and
Zoller)[51]. Other possible applications include the cre-
ation of vibration amplification by stimulated emission
of radiation [52].
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SUPPLEMENTARY MATERIAL FOR
“DETERMINISTIC SINGLE-PHONON SOURCE
TRIGGERED BY A SINGLE PHOTON”
The Irreducible Brillouin Zone of the
Shamrock-crystal
Most work to date on photonic-crystals uses circularly
symmetric holes (C∞), typically in a hexagonal lattice
(C6v) [1], leading to a crystal that belongs to the pla-
nar space-group (also called wallpaper group) p6mm [2].
Recent studies investigating novel opto-mechanical crys-
tals, known as snowflake-crystals [3], the symmetry of
the hole has been reduced to match the symmetry of
the lattice (C6v). This again leads to a crystal that be-
longs to the planar space-group p6mm. However, for
the shamrock-crystal, c.f. Fig. 4a), the symmetry of the
hole is reduced further by removing three of the mir-
ror planes which results in a C3v symmetry of the hole.
For the orientation of the hole with respect to the lat-
tice shown in Fig. 4a) the total structure belongs to the
planar space-group p3m1 [2]. The symmetries of the pho-
tonic and phononic modes are inherited from the symme-
tries of the structure as is the irreducible Brillouin zone
(IRBZ), c.f. Fig. 4b)[4]. In addition, the photonic and
phononic modes must be eigenstates of the inversion op-
erator, which is not one of the symmetry operators of the
planar space-group p3m1. This arises because all modes
fulfilling time-reversal symmetry must be eigenstates of
the inversion operator. Since inversion was not a symme-
try operator of the initial crystal structure this changes
the IRBZ shown in Fig. 4b) to an effective IRBZ, Fig. 4c)
[5, 6]. This is the IRBZ of a crystal that belongs to the
standard planar space-group p6mm [4] and is used for all
simulations presented in this work.
The photonic-bands were calculated using the freely
available software package MIT Photonic Bands [7]. For
the calculations of the photonic modes a refractive index
of 3.48 is used, which corresponds to GaAs at 4 K. The
photonic cavity modes were calculated in a commercially
available finite-element solver. This software was also
used for the calculation of the phononic-bands and the
phononic cavity modes. The large degree of anisotropy in
GaAs is taken into account in the phononic simulations,
where we have used the three elastic constants relevant
for GaAs [8].
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7FIG. 4. The symmetry of the shamrock-crystal. a) Three solid blue lines indicate the mirror planes of the C3v symmetry of
the shamrock-hole. The red rhombus indicates the primitive cell of the crystal. The particular orientation bewteen the mirror
planes an the vectors forming the primitive basis leads to a crystal structure that belongs to the p3m1 planar space group.
Thus, distinctly different then the p6mm planar space group, which can be obtained for holes that have at least as high a degree
of symmetry as the hexagonal lattice. b) In general both the photonic and the phononic eigenmodes inherit the symmetries of
the crystal-structure and hence the irreducible Brillouin zone can be found from the planar space group of the structure. Here
the irreducible Brillouin zone for p3m1 is shown [4]. However, this planar space group does not include the inversion operator
while the optical and the mechanical modes must both be eigenstates of the inversion operator, due to time-reversal symmetry
(ω(k) = ω(−k)) [5, 6], leading to a smaller effective irreducible Brillouin zone. c) The effective irreducible Brillouin zone for
the optical and mechanical modes in a crystal belonging to the p3m1 planar space group.
