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Zusammenfassung
Eisbohrkerne aus den Polargebieten stellen ein einzigartiges Archiv des Klima-
systems der Erde dar. Allerdings kann die Repräsentativität dieser Eiskerne auf-
grund der komplexen logistischen Rahmenbedingungen nicht auf direktem Wege
untersucht werden. Möglich ist allerdings die Analyse der räumlichen Variabilität
in polarem Schnee und Firn. In Kombination mit einem verbesserten Verständnis
der Bildung paläoklimatischer Signale in Eiskernen mit zunehmender Tiefe, kön-
nen diese Ergebnisse zu einer Abschätzung der Repräsentativität herangezogen
werden. In der vorliegenden Arbeit werden röntgentomographische Messungen
genutzt um Stratigraphie und Mikrostruktur von polarem Schnee und Firn zer-
störungsfrei zu untersuchen. So werden Beiträge zu beiden Teilgebieten dieses
indirekten Ansatzes geliefert.
Neue Methoden zur Beprobung der SchneeauĆage und der IdentiĄkation ko-
härenter Signale in räumlich verteilten Datensätzen werden vorgestellt. Diese
werden angewandt um die räumliche Variabilität auf der lokalen (Schachtstudi-
en in Grönland und der Ostantarktis, bis zu 100 m Entfernung) ebenso wie der
regionalen Skala (Traverse durch Nordgrönland, 450 km) zu untersuchen. Der
Algorithmus zur Ähnlichkeitsbestimmung wird anhand zufällig erzeugter ProĄle
mit den statistischen Eigenschaften der Originaldaten validiert. Zweidimensiona-
le Röntgentomographie dient als Indikator für die Schnee- und Firnstratigraphie,
die Datierung erfolgt anhand des δ18O-Signals.
Die Ergebnisse belegen eine signiĄkante regionale Komponente der Dichte-
schichtung, welche über hunderte Kilometer nachweisbar ist. Lokal zeigt sich ein
starker richtungsabhängiger EinĆuss des Windes mit erhöhter Homogenität ent-
lang der vorherrschenden Windrichtung. Da Dichte ein wichtiger Eingangspara-
meter für die Fernerkundung und Abschätzungen der Massenbilanz der OberĆä-
che ist, besteht Bedarf an repräsentativen ProĄlen und Mittelwerten der Dichte.
Ein solches ProĄl wird für die obersten zwei Meter der SchneeauĆage in Nord-
grönland bereitgestellt. Für Ćächige Signale auf der lokalen Skala (z. B. altimetri-
sche Messungen) werden derartige Abschätzungen durch die richtungsabhängigen
EinĆüsse auf die Variabilität deutlich erschwert.
Da die Dichteschichtung massiv durch Schmelzen der SchneeoberĆäche beein-
Ćusst wird, werden Schmelzlagen aus dem warmen grönländischen Sommer des
Jahres 2012 gesondert betrachtet. Die ausgeprägte Heterogenität dieses Schmel-
zens hat nicht nur großen EinĆuss auf die Fernerkundung (da sie als ReĆektoren
für elektromagnetische Wellen agieren), sondern verkompliziert auch die Inter-
pretation von Schmelzlagen in einzelnen Eiskernen.
Methodische Fortschritte in der dreidimensionalen Computertomographie er-
möglichen die Erstellung eines ersten umfassenden Datensatzes direkter Mikro-
strukturmessungen im Firn. Drei Eiskerne, die verschiedene Extreme der auftre-
tenden Temperaturen und Akkumulationsraten abdecken, werden für den gesam-
ten Bereich des Lufteinschlusses analysiert. Der zugrundeliegende Einschlusspro-
zess ist ein bestimmender Faktor für den Altersunterschied zwischen eingeschlos-
sener Luft und umliegendem Eis, der bis zu mehreren 1.000 Jahren betragen
kann. Die exakte Bestimmung dieses Werts ist daher von besonderer Bedeutung
für die Untersuchung von paläoklimatischen Phasenzusammenhängen.
Mit Hilfe des Datensatzes wird nachgewiesen, dass es sich bei der kritischen
Porosität des Porenabschlusses um eine klimaunabhängige Konstante handelt.
Diese Erkenntnis wird durch Perkolationstheorie gestützt. Die Berücksichtigung
der Ergebnisse hat nennenswerten EinĆuss auf die Datierung der Gasphase Ű
Abweichungen von anderen Klimaproxies reduzieren sich um bis zu mehr als 1.000
Jahre. Ergänzend wird gezeigt, warum vorherige Studien irreführende Resultate
lieferten.
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Abstract
Polar ice cores act as a unique archive of the EarthŠs climate system. However,
due to logistic constraints, the representativity of these ice-core records cannot
be estimated directly. One possible remedy is to analyze the spatial variability
in polar snow and Ąrn and combine the results with an improved understanding
of the formation of paleoclimatic ice-core signals and their evolution with depth.
Here, X-ray computed tomography is applied as a non-destructive method that
yields information on stratigraphy and microstructure in polar snow and Ąrn.
The results are used to contribute to both subtopics of this indirect approach for
estimating representativity.
New methods for sampling the snowpack as well as the detection and ali-
gnment of coherent signals in spatially-distributed datasets are presented. They
are applied to analyze spatial variability in the snowpack both on the local (trench
studies in Greenland and East Antarctica, distances up to 100 m) and the regio-
nal scale (450 km traverse through North Greenland). The matching algorithm is
validated using randomly generated proĄles with the same statistical properties
as the original data. Snow and Ąrn density as markers of stratigraphy are deter-
mined by two-dimensional radioscopic imaging, the water-isotopic δ18O signal is
used for age dating.
The results show that regionally a signiĄcant share of the stratigraphic density
signal persists over hundreds of kilometers. Locally, there is a strong directional
inĆuence of the wind with a much larger homogeneity of the snowpack along the
main wind direction. As density is an important input parameter for remote sen-
sing and surface-mass-balance estimates, representative proĄles or mean values
of snow and Ąrn density are required. Such a proĄle is provided for the upper
two meters of the North Greenland snowpack. On the local scale, the estimation
of representative densities for certain areas of interest (such as the footprint of
an altimeter) is complicated by the directional dependence of the stratigraphic
variability.
As the density layering is signiĄcantly impacted by melting of the snow sur-
face, melt features dating to the warm Greenlandic summer of 2012 are analyzed
in detail. A large heterogeneity of these features is quantiĄed, which does not
only affect remote measurements (where ice layers act as reĆectors for electro-
magnetic waves) but also strongly inĆuences the ability to interpret single-core
melt records.
Methodological advances in the three-dimensional computed tomography of
polar Ąrn allow the creation of a Ąrst extensive dataset of direct Ąrn-micro-
structure measurements. Three ice cores that represent different extremes of the
temperature and accumulation ranges are analyzed throughout the lock-in zone,
the depth range where pores are sealed from the atmosphere. The fundamental
lock-in process is a determining factor for the gas-ageŰice-age difference, which
can be on the order of several 1,000 years. Thus, accurate estimates of this value
are of particular importance for the interpretation of phase relationships between
ice and gas records.
The dataset is used to show that the critical porosity of pore enclosure is
a climate-independent constant, a Ąnding that is corroborated by percolation
theory. Incorporation of this result signiĄcantly inĆuences the dating of trace-
gas records, reducing mismatches with other climate proxies by up to more than
1,000 years. Furthermore, it is demonstrated why previous measurements yielded
misleading results.
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reviews from all coauthors.
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2 Motivation
Climate change is no longer only of interest to scientists and politicians – it has become
an omnipresent topic in daily life and the media. In the context of global warming, the
prediction of potential consequences (such as a rise in sea level) and their impact on
economy, environment and society is of particular importance. The Intergovernmental
Panel on Climate Change (IPCC) acts as an expert group to regularly provide policy-
makers with assessment reports of the related scientific advances, inter alia presenting
possible future scenarios [IPCC , 2014].
Both, the decay of the West Antarctic ice sheet (WAIS) and the Greenland ice sheet
(GrIS) were named "tipping points" in the Earth system and may cause sea level rises
of up to 5 and 7 m within the next 300 years [Lenton et al., 2008]. Worryingly, only one
of the ten warmest years recorded for Greenland since 1961 occurred before 2000 and
the extent of surface melting is steadily growing in the recent years [McGrath et al.,
2013]. The trend culminated in the extreme summer of 2012 when melt was recorded
for 98.6% of the ice sheet’s extent [Nghiem et al., 2012]. As also the Arctic sea ice is
rapidly declining in extent and thickness [Stroeve et al., 2014], the Arctic climate can
no longer be considered to be in a steady state [Bhatt et al., 2014].
While ice dating to the previous warm period, the Eemian interglacial (126,000 to
115,000 years ago), was found at multiple locations in Greenland [e.g. NEEM commu-
nity members, 2013], the oldest dated ice at the WAIS divide is only as old as 67,800
years [Buizert et al., 2015] and thus originates from the last glacial. In combination with
other indicators, such as biological evidence for a trans-Antarctic seaway [Barnes and
Hillenbrand, 2010] and sediment samples recovered from underneath the WAIS [Sche-
rer et al., 1998], this suggests a collapse of the (vast majority of the) WAIS during the
Eemian interglacial [Steig et al., 2015]. As a consequence, the retreat and mass loss of
both ice sheets are carefully monitored [Rignot et al., 2014; Doyle et al., 2015].
In order to interpret present-day observations, accurate reconstruction of the climatic
evolution in the past is necessary. Ice cores act as a unique source of paleoclimatic
information as the ice and the enclosed air provide various continuous records of past
atmospheric conditions [Legrand and Mayewski, 1997]. As a consequence, one of the
main goals of the International Partnerships in Ice Core Sciences (IPICS) is the recovery
of the "Oldest-Ice" core, providing a climatic record of the last 1.5 million years [Fischer
et al., 2013]. In comparison, the oldest existing ice-core, drilled in the scope of the
European Project for Ice Coring in Antarctica (EPICA), spans 800,000 years [EPICA
community members, 2004].
The storage of paleoclimatic information in polar ice and the enclosed air is largely
influenced by the transformation of snow to ice ("firnification"). The transport of air
within the porous snow and firn [Colbeck, 1989; Severinghaus et al., 2001] as well as
the trapping of gas bubbles [Schwander and Stauffer , 1984] are controlled by firn den-
sification [Herron and Langway, 1980; Freitag et al., 2013a]. In this context, a quantity
of particular interest is the age difference between enclosed air and surrounding ice (up
to 7,000 years within the existing records [Bender et al., 2006]). Accurate estimates
of this value are required to relate the gas- and ice-records [Parrenin et al., 2012].
At the same time, snow and firn stratigraphy strongly affect remote measurements in
the polar regions [Rutter et al., 2014; Nilsson et al., 2015] and the conversion of volu-
me to mass is the largest source of uncertainty for altimetry-based estimates of mass
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order to estimate the ∆age for past and present conditions using models of firn densi-
fication [Herron and Langway, 1980; Freitag et al., 2013a] and firn-air transport [Seve-
ringhaus and Battle, 2006; Mitchell et al., 2015].
While such modeled chronologies show good agreement with δ15N of N2 (as a proxy for
firn height [Sowers et al., 1992]) for high accumulation sites [Schwander et al., 1997],
there is a mismatch of up to 2,000 years in ∆age for the East Antarctic plateau [Bender
et al., 2006; Parrenin et al., 2012]. Several possible explanations, such as impurity
effects on firn densification [Breant et al., 2017], a larger convective zone under glacial
conditions [ruled out by Capron et al., 2013] or inaccuracies in the reconstructions of
past temperatures and accumulation rates from the water isotopic composition [Landais
et al., 2006] were discussed in previous studies.
3.3 Density stratigraphy of polar snow and firn
Figure 3: Example of
snow stratigraphy at Koh-
nen station, East Antarc-
tica. Picture courtesy of
S. Kipfstuhl.
The vertical density variability in the firn was observed to
be depth-dependent [Hoerhold et al., 2011]. A seasonal cy-
cle in density develops with depth, which was attributed
to the influence of impurity concentrations (particularly
Ca2+) on the densification [Hoerhold et al., 2012; Freitag
et al., 2013a]. Knowledge of the density stratigraphy is re-
quired for remote-sensing applications [e.g. Picard et al.,
2013], where it is a large source of uncertainty. For ex-
ample, the error in retrieved snow height approaches 50%
when stratigraphy is neglected [Durand et al., 2011].
The spatial variability of the snowpack is strongly affected
by wind-driven redistribution of snow [Libois et al., 2014].
The resulting stratigraphic noise has a particularly strong
influence for low accumulation sites, overprinting a seasonal
density cycle in the snow [Laepple et al., 2016]. Polar snow surfaces are often characteri-
zed by horizontal undulations as dunes formed along the main wind direction separate
individual snow fields [Birnbaum et al., 2010]. Burial of surface features increases the
spatial variability of the density stratigraphy [Proksch et al., 2015].
3.4 The influence of melting
Warm conditions (particularly temperatures above the freezing point) can cause polar
snowpacks and ice sheets to heat up until the surface begins to melt. The wetting
decreases the albedo of the snow, which triggers a positive feedback [Box et al., 2012].
Depending on the surrounding conditions, the melt water can either run off or be
retained or refrozen in the snow and firn below. Different mechanisms for melt wa-
ter percolating through snow and firn were identified. While homogeneous wetting
front migration is dominant in snow and firn near the freezing point, heterogeneous
infiltration (often along pipe structures [Pfeffer and Humphrey, 1996]) is prevalent in
subfreezing firn [Parry et al., 2007]. Melt experiments in West Antarctica have shown
that lateral flow along crust layers and subsequent refreezing of melt water leads to the
formation of near-surface melt layers [Das and Alley, 2005]. Several modeling studies
have worked towards a quantification of refreezing based on energy balance [Colbeck,
1975; Pfeffer et al., 1990]. However, these models lack verification with in-situ data [as
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reviewed by Reijmer et al., 2012]. Furthermore, they are not able to represent the com-
plex three-dimensional percolation patterns observed in the field [e.g. Humphrey et al.,
2012]. Regional climate models suggest that approximately 50% of annual melt water
is refrozen in Greenland [Ettema et al., 2009].
Figure 4: Melt layers in
the NEEM ice core [North
Greenland, Orsi et al.,
2015].
In the summer of 2012, advection of warm air from the
south [Fettweis et al., 2013] in combination with low-level
liquid clouds [Bennartz et al., 2013] caused the surface of
the Greenland ice sheet to melt across 98.6% of its ex-
tent [Nghiem et al., 2012]. As such events recur, a frequency
record of melt layers (indicating extremely warm summers)
is created in the ice [Langway and Shoji, 1990; Alley and
Anandakrishnan, 1995]. These days, remote-sensing allows
the detection of surface melting using passive microwave
data [Tedesco, 2007; Hall et al., 2013]. While for regions
of high melt frequency (e.g. South Greenland) satellite-
derived melting was linked to shallow-core data [Rowe
et al., 1995], the effects of single melt events on snowpack
stratigraphy at cold sites are less well-known. For example, the (presumably) last "ex-
treme" melt event in 1889 is observed in most Greenlandic ice cores [Clausen et al.,
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CT Tool Feature Previous solution
GUI-accessible database structure for all
AWI-Ice-CT measurements
Unspecified folder structure
Printable protocols from within the tool,
metafiles assigned to each measurement
Handwritten protocols
2-D Image reconstruction from a stack
of raw detector images
ImageJ macro
Automated creation of density profiles
for each scan
Semi-automated creation of gray value
profiles in ImageJ
Automated calibration for every single
measurement (incl. calibration sample
detection and curve fitting)
Calibration curve based on scan of
pure-ice samples, verified with one ice
cube in every measurement
Automated compounding of density
profiles (incl. correction for cutting
effects at the transitions)
Manual compounding of gray value
profiles, collective conversion to density
Semi-automated break correction based
on 2-D images
Manual break correction of density
profile
Automated tube correction based on
empty tube being part of the scan (if
feasible, otherwise using a prescribed
empty tube profile)
Constant correction factor
Fully parallelized analysis -
Manageable queue for analysis tasks to
be performed
-
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Distinguishing between closed and open pores in the vicinity of the firn-ice transition
requires both a sufficiently high resolution (<30 µm) and a certain sample size (to
eliminate the effect of cut pores at the sample surface [Martinerie et al., 1990] and
have a statistically representative number of pores left). As standard microCTs and
indirect air-content measurements are unable to meet both requirements at the same
time, Publication II features the first extensive dataset of direct firn-microstructure
measurements throughout the lock-in zone. It was obtained using the AWI-Ice-CT.
As the measurement campaign conducted in the scope of Publication II was unprece-
dented in size amongst users of the AWI-Ice-CT, the author created a semi-automated
chain for data acquisition, processing and archiving. Approximately 400 sections of
interest (mostly homogeneous layers) were scanned at the chosen resolution of 25 µm
with each measurement consisting of 3,000 radioscopic images (40 GB of raw data).
These are used to reconstruct a single three-dimensional gray value image (25 GB),
which subsequently has to be segmented into ice and air. As simple approaches (such
as using a fixed threshold) are unable to account for small changes in illumination or
scattering (e.g. induced by fluctuations in ice-core geometry), a more sophisticated yet
efficient segmentation algorithm was adapted for the specific application (detection of
the pore space within the firn down to the smallest channels) [Nguyen et al., 2011].
In addition to the plain segmentation, the algorithm also differentiates between closed
and open pores and yields multiple parameters of interest such as pore volumes, ani-
sotropies and pore coordination numbers. The scripts for queuing CT measurements
(otherwise these have to be started individually), data processing and archival were
made available to other users of the AWI-Ice-CT.
4.2 Results
4.2.1 Spatial variability of the snowpack
The liner method was applied both regionally (along a 450 km traverse in North Green-
land, Publication I, 2 m profiles) and locally (for one site in Greenland and one site in
East Antarctica, Publication III, up to 5 m depth) to learn about the representativity
and spatial variability of density stratigraphy in the snowpack. Regionally, tracing of
individual layers using the adapted DTW algorithm shows that a significant part of
the shared variability persists over hundreds of kilometers. This allows the construc-
tion of a representative density profile for the North Greenland snowpack. Dating of
the δ18O signal enables the deduction of annual accumulation rates and the investiga-
tion of interannual variabilities. Finally, the relations of δ18O with both density and
accumulation rate are analyzed.
Locally, a strong directional influence of the wind on the small-scale variability of the
snowpack is quantified. While along the main wind direction a larger homogeneity
of the snowpack is measurable for up to 100 m (depending on the site conditions),
imprints and burial of surface features dominate the signal in the orthogonal direction.
For the vertical variability of the density signal in the top 5 m, the results indicate the
evolution of a seasonal cycle with depth.
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4.2.2 Melt layers
All analyzed snow cores from Greenland contain signs of melting dating to the summer
of 2012 [Nghiem et al., 2012], providing the opportunity to analyze both the regional
(Publication I) and local (Publication III) variability of these melt features. Their
positioning agrees very well with the DTW-based depth alignment of the traverse
snow cores. Locally, a mapping of the melt features along two orthogonal trench walls
reveals a considerable spatial variability on the small scale. The existence of distinct
melt pipes, penetrating several years of accumulation with no significant horizontal
redistribution, indicates deep infiltration of melt (and potentially rain) water in cold
Greenlandic plateau firn.
4.2.3 Firn microstructure
In Publication II, firn microstructure throughout the lock-in zone is analyzed for three
ice cores representing different extremes of the temperature and accumulation ranges.
It is shown that the critical porosity of pore enclosure is a climate-independent con-
stant. This is in agreement with percolation theory as a framework for bubble trapping
in porous media. The results are solidified by showing why previous measurements
suggested a climatic dependence [Martinerie et al., 1992; Gregory et al., 2014].
4.3 Implications
4.3.1 Signal formation in the snowpack
The successful matching of density and isotope profiles along a 450 km-traverse (Pu-
blication I) shows that signal formation over North Greenland seems to be governed
by non-local processes. An important factor may be the dominance of a certain at-
mospheric configuration where air masses (and thus precipitation) move in from the
West [Chen et al., 1997]. However, the local component in the density layering (e.g.
layer thickness, average density) is not to be underestimated and has to be accounted
for to achieve such alignment.
The strong local influence of surface structure and wind-driven redistribution of snow
(Publication III) shows the importance of understanding the dominant deposition me-
chanisms under very low-accumulation conditions, where the height of surface features
can easily exceed the annual accumulation. While today such conditions are mainly
observed on the East Antarctic plateau, they were far more widespread during glaci-
als [e.g. in Greenland, Schwander et al., 1997].
4.3.2 Paleoclimatic interpretations
For the different sites along the traverse (Publication I), a positive linear relation of
annual accumulation rate and average δ18O was deduced. However, there seems to be
a (presumably temperature-dependent) offset between the years. This may indicate
that the simple relations between δ18O and accumulation rate and temperature, that
are commonly used in paleoclimatic reconstructions from deep ice cores [e.g. Parre-
nin et al., 2012], may not hold for different climatic conditions, particularly glacials.
Deviations of these relations were previously discussed as potential reasons for dating
mismatches [Landais et al., 2006].
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Incorporation of a constant critical porosity (Publication II) in firn-air models can be
used to explain more than 1,000 years of the 2,000-year mismatch between modeled
∆age and δ15N for the Vostok ice core [Bender et al., 2006]. Furthermore, the density
layering of the firn in the lock-in zone was identified as an important factor for pore
enclosure, in particular for the air content (e.g. due to sealing effects). Layering is
known to change with climatic conditions, but is not well-represented in current firn
models. Accounting for a stronger layering during glacials [Bendel et al., 2013] may
further reduce the remaining mismatch. It will also benefit the understanding of the
air-content signal, which seems to be anti-correlated with insolation [Raynaud et al.,
2007]. However, the underlying physical mechanisms are unknown [Eicher et al., 2016].
4.3.3 Remote measurements and surface melting
The directional dependence of the stratigraphic variability on the local scale (Publica-
tion III) also affects the interpretation of areal signals (e.g. from altimetry). However,
the conversion of volume to mass requires representative density profiles, which are
the largest source of uncertainty for surface mass balance estimates to date [Shepherd
et al., 2012]. A regionally representative profile for the upper two meters of the North
Greenland snowpack (including estimates of uncertainty) is provided in Publication I.
An improved understanding of spatial density variability and its evolution with depth
will further benefit the creation and accuracy of these profiles.
Melt features are a second source of uncertainty for remote-sensing signals – they act
as reflectors for electromagnetic waves and increase the amount of volume scattering.
However, their large spatial heterogeneity (Publication III) complicates the necessary
corrections. Furthermore, it raises strong doubts about the representativity of single ice-
core melt records, in particular for sites where melt is scarce. The effect can be reduced
by stacking multiple melt records, still individual events may either be overestimated
or missed completely.
Refreezing, retention and runoff of the resulting melt water are important factors for
mass-balance estimates and the frequency of widespread surface melting is expected
to increase in a warming climate [McGrath et al., 2013]. Rainfall was observed on the
Greenlandic plateau in the summer of 2012 [Nilsson et al., 2015]. However, rain at
higher altitudes of the polar ice sheets is currently not represented in regional climate
models or reanalysis data [Tedesco et al., 2013]. Its influence on the surface energy
budget is unclear [Fausto et al., 2016].
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5 Outlook
5.1 2.5-D – a new AWI-Ice-CT method?
Figure 8: A laye-
red firn core – sample
output of the 2.5-D
algorithm.
At the moment, 2-D radioscopic measurements with the AWI-
Ice-CT are only using about 1% of the available raw informati-
on. Single projections are recorded as X-ray source and detector
move along the ice core in parallel, with the detector covering
an angle of ±7.5◦. However, solely up to six rows in the center
of each projection (compared to a total number of 500 rows)
are compounded to obtain the final 2-D image. Even though a
significant share of the information may be redundant (as ba-
sically the same ice is penetrated at a different angle), tilted
crusts and transitions between layers are blurred in the hori-
zontal 2-D image while being clearly visible at angles closer to
their own orientation. Thus, the raw data may be used to obtain
a better impression of the three-dimensional layering in snow
and firn. The basic idea was tested for selected core segments
(with distinct layering) and is described in Algorithm 1. Under
the assumption of homogeneous layers separated by sufficient-
ly sharp transitions, the output of Algorithm 1 can be used
to generate images of layered snow and firn cores (e.g. Fig. 8)
and improved density profiles with sharper transitions between
individual layers.
Algorithm 1 2.5-D CT – Basic algorithm
1. Generate 2-D images for a fixed set of penetration angles (e.g. −7.5◦ to 7.5◦ at
steps of 0.5◦).
2. For each angle:
2.1. Apply an edge detection filter (e.g. Scharr operator).
2.2. Determine the gradients in gray value orthogonal to the detected edge pixels
(as a measure of edge "strength").
2.3. Use non-maximum-suppression to uniquely determine the strongest (1 pixel
thick) path in the vicinity of each detected transition.
3. Order all detected edges by strength.
4. Starting with the strongest edge, add edges that do not intersect with another
edge in the set of final edges to the set, until there is no edge with a strength
above a certain threshold.
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5.4 Gas enclosure and firn sintering
Following up on Publication II, it might be interesting to conduct sintering experiments
for (natural as well as artificial) firn samples at different temperatures and pressures
(representing different depths and thus accumulation rates). Such controlled conditions
in combination with regular X-CT scans would provide a unique opportunity to study
the influence of the surrounding conditions on firn sintering and gas enclosure in more
detail. This way, both the existence of a universal critical porosity of gas enclosure
could be verified and the slope of the relation of closed and total porosity might be
parametrized.
A second interesting continuation would be a quantification of closed bubbles and mi-
crobubbles in shallow firn. Recent air-content measurements suggest that there already
is a significant amount of enclosed air way above the lock-in zone [Kobashi et al., 2015].
In case these bubbles do not open up again due to firn densification, their incorporation
in firn air models would significantly broaden the resulting gas-age distribution.
Finally, there is a joint German-French proposal for a new firn model in order to
determine the impact of layering on air entrapment and the gas record. A combination
of recent advances regarding the influence of firn microstructure (Publication II) and
impurities [Freitag et al., 2013a; Breant et al., 2017] on firn densification may not only
allow for further reduction of existing mismatches (such as ∆age versus δ15N [Bender
et al., 2006]), but also for a better understanding of signal formation in the gas phase.
Here, estimates of the gas-age distribution and the effects of physical properties of the
firn on the gas record (e.g. air content and diffusion) will be of particular importance.
5.5 Snowpack modeling
Figure 10: CoFi traverse 2016/17.
Snow cores were retrieved from all si-
tes, Firn cores were drilled at sites 12,
14 and 15, a trench study was conduc-
ted at site 12. Map courtesy of A. Wein-
hart.
Most candidate sites for the IPICS "Oldest-
Ice" core [Fischer et al., 2013] lie far up on the
East Antarctic plateau, where accumulation
rates are lower than 10 cm snow per year. At
the same time the surface roughness can easily
exceed 20 cm and there is a strong influence of
wind, snow drift and erosion. The formation
of signals in the snowpack and their evolution
with depth under these conditions is not well-
understood. As commonly used snowpack mo-
dels [e.g. Lehning et al., 1999; Vionnet et al.,
2012] originate from alpine applications (such
as avalanche forecasting), they are focused on
other processes and do not represent all re-
levant quantities. Instead of adjusting these
models to polar conditions, it may be wor-
thwhile to develop and establish a stand-alone
snowpack model for polar low-accumulation
sites. Existing datasets, in particular traverse
and trench studies as conducted within the
Coldest Firn (CoFi) project (e.g. Fig. 10),
should allow the determination and (empiri-
cal) quantification of the dominant processes.
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5.6 Data and code availability
The scripts and algorithms presented here as well as in the listed publications were made
available to Dr. Johannes Freitag as the person responsible for the AWI-Ice-CT. All
datasets generated by the author were transferred to the AWI-Ice-CT storage system
(that automatically runs an weekly backup on tape) and all raw data were archived on
hssrv2, a central storage system at AWI. Data related to the listed publications was
made available via PANGAEA®:
Schaller, C. F.; Freitag, J.; Kipfstuhl, S.; Laepple, T.; Steen-Larsen, H. C.; Eisen, O.
(2016): NEEM to EGRIP traverse – density and d18O of the surface snow (2 m profiles).
PANGAEA, https://doi.org/10.1594/PANGAEA.867875
Schaller, C. F.; Freitag, J.; Eisen, O. (2017): Firn microstructure in the lock-in zone
for three polar ice cores. PANGAEA, https://doi.org/10.1594/PANGAEA.879577
Schaller, C. F.; Kipfstuhl, S.; Steen-Larsen, H. C.; Freitag, J.; Eisen, O. (2017): Spatial
variability of density stratigraphy and melt features for two polar snowpacks in Green-
land and East Antarctica. PANGAEA, https://doi.org/10.1594/PANGAEA.884003
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Abstract. Along a traverse through North Greenland in
May 2015 we collected snow cores up to 2m depth and an-
alyzed their density and water isotopic composition. A new
sampling technique and an adapted algorithm for compar-
ing data sets from different sites and aligning stratigraphic
features are presented. We find good agreement of the den-
sity layering in the snowpack over hundreds of kilometers,
which allows the construction of a representative density pro-
file. The results are supported by an empirical statistical den-
sity model, which is used to generate sets of random profiles
and validate the applied methods. Furthermore we are able
to calculate annual accumulation rates, align melt layers and
observe isotopic temperatures in the area back to 2010. Dis-
tinct relations of δ18O with both accumulation rate and den-
sity are deduced. Inter alia the depths of the 2012 melt layers
and high-resolution densities are provided for applications in
remote sensing.
1 Introduction
In the context of global warming, the Greenland ice sheet
has been identified as a so-called “tipping point” of climate
change (Lenton et al., 2008). The sea level rise caused by
its decay may have a severe impact on human society as
well as ecological systems. Thus the difference in accumu-
lation across the interior of the ice sheet and seasonal melt-
ing, runoff and calving at its borders, the so-called mass bal-
ance, has been in the focus of recent scientific activities in
the Arctic region. The applied methods for its determination
range from satellite remote sensing (e.g., Zwally et al., 2011)
to regional climate modeling (e.g., Fettweis, 2007) and to
large-scale climate simulations constrained by weather sta-
tion data and ice core records (e.g., Hanna et al., 2011).
Even though first accumulation and density measurements
had already been carried out in 1952–1954 (Bull, 1958) us-
ing accumulation stakes and Rammsonde measurements at a
few points alongside the gravity survey of the British North
Greenland Expedition, large-scale studies such as Benson
(1962) are still very rare. To obtain accumulation maps of
Greenland such as Bales et al. (2009), diverse data sets from
ice cores, snow pits and weather stations have to be collected
over several years. Recently Hawley et al. (2014) conducted
a ground-penetrating radar survey alongside a traverse of
about 1000 km length, supported by a few snow pits and shal-
low cores for bulk densities and chemical profiling. Koenig
et al. (2016) used airborne snow radar to determine accumu-
lation rates from 2009 to 2012 along flight paths of more than
10 000 km.
In summer 2012, there were 2 very warm days with tem-
peratures above 0 ◦C almost all over Greenland, causing sub-
stantial melt layers (Nghiem et al., 2012). Although this was
a very rare event induced by a special weather situation (Ben-
nartz et al., 2013), the newly formed ice layers strongly influ-
enced the physical properties of snow and firn (Nilsson et al.,
2015).
We introduce a new and efficient technique for sampling
the snowpack along traverses, which allows for additional
lab-based measurements to gain high-resolution profiles of
physical snow properties such as density. Furthermore we
adapt an algorithm from speech recognition to align these
spatially distributed data sets and provide further insight into
Published by Copernicus Publications on behalf of the European Geosciences Union.
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Table 1. Measurement sites along the traverse, see also Fig. 1. The
missing liner numbers (e.g., N2E_01) result from multiple samples
being taken at some locations. Nonetheless, only one profile per
location was used for this study.
Site Longitude Latitude Traverse
kilometer
NEEM (N2E_02) 51.06914◦W 77.444337◦ N 0.00
N2E_03 50.11◦W 77.3669◦ N 24.80
N2E_04 49.23077◦W 77.25429◦ N 49.66
N2E_05 48.170872◦W 77.120098◦ N 79.76
N2E_06 47.13806◦W 76.98195◦ N 109.73
N2E_07 46.14227◦W 76.84788◦ N 138.90
N2E_08 45.27375◦W 76.71337◦ N 165.57
N2E_09 44.78786◦W 76.52426◦ N 190.03
N2E_10 44.09225◦W 76.40034◦ N 212.78
N2E_11 43.06116◦W 76.32535◦ N 241.07
N2E_12 42.051636◦W 76.248888◦ N 269.01
N2E_14 41.16026◦W 76.1777◦ N 293.92
N2E_15 40.29929◦W 76.10455◦ N 318.25
N2E_16 39.31873◦W 76.01559◦ N 346.32
N2E_17 38.46937◦W 75.93539◦ N 370.88
N2E_19 37.69747◦W 75.85845◦ N 393.48
N2E_20 36.54374◦W 75.70614◦ N 429.25
EGRIP (N2E_22) 35.985618◦W 75.629343◦ N 446.83
their development with changing surrounding conditions.
The method is tested with randomly generated sets of den-
sity profiles with the same statistical properties as the origi-
nal measurements. As an application we present data gained
along a 450 km traverse in North Greenland, deduce relations
of the individual parameters (density, δ18O and accumulation
rate) and show additional values of interest such as the depths
of the 2012 melt layers.
2 Data acquisition and processing
In preparation for the upcoming East GReenland Ice core
Project (EGRIP), the Danish Centre for Ice and Climate’s
dome and equipment had to be moved about 450 km from
the previous drilling site, NEEM. Alongside this so-called
“N2E” traverse in May 2015, several measurements of the
upper part of the firn and the snow surface were taken.
Amongst others, the upper 2m of the snowpack was sam-
pled using the “liner technique” described in detail below.
Snow cores were taken approximately every 25 km at the
sites shown in Fig. 1; detailed coordinates can be found in
Table 1.
2.1 Liner technique
The sampling was done using carbon fiber tubes with sharp
edges of 1m length, 10 cm diameter and 1mm wall thick-
ness (called “liners”). To start off, the first liner was care-
fully pushed and hammered into the ground until its top was
parallel to the snow surface. Nonetheless in a few cases the
Figure 1. The N2E traverse route with the measurement sites ac-
cording to Table 1.
snow core was slightly compacted by up to 2 cm in the ver-
tical direction, visible as a reduction of the snow level inside
the tube compared to the surroundings. Subsequently a snow
pit of 1m depth was dug next to the tube and the snow was
cut off at its bottom using a metal plate or small saw. The
tube was removed and its openings were sealed using match-
ing plastic bags. Then the cutting surface was cleaned and
the second liner was inserted right below the first one. Fi-
nally the pit had to be deepened to 2m to once again cut off
the snow and take the second liner. Theoretically the process
described can be iterated up to an arbitrary depth. However,
the area of the snow pit required increases significantly with
every meter of depth gained. Sampling the upper 2m took
approximately 2 h per site.
2.2 X-ray tomography
The cores were transported to the Alfred Wegener Institute,
Bremerhaven, in a frozen condition. All samples were an-
alyzed in the AWI-Ice-CT (described in detail in Freitag
et al., 2013), a unique X-ray computer tomograph (CT) in
a cold lab, which allows micrometer-resolution density mea-
surements of whole 1m core segments in 2-D and 3-D. As
part of the measurement procedure a sample holder for liners
was constructed, which contains several pieces of pure ice
of known geometry for calibration purposes. Amongst oth-
ers, the effect of the carbon fiber tube being part of the scan
was corrected for using empty tube measurements. Thus, the
fragile snow cores do not have to be removed from the liners.
As the required measurement time increases with resolu-
tion, we chose to do 2-D scans with a pixel size of approx-
imately 0.128mm. Each of these scans takes about 3min.
However, 15minm−1 are more realistic when including sam-
ple preparation and accurate documentation. Then, the raw
measurement data are automatically processed by detecting
the calibration unit and directly calculating densities from
the CT images. Additionally, for each liner, the mean density
is determined from the mass and geometry of the snow as an
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independent comparison value. Figure 2 displays an example
CT image with a zoomed section showing two melt layers in
the snowpack aligned with the respective densities derived
from 2-D analysis.
2.3 Isotope measurements
Finally, the snow was gently pushed out of the tubes and cut
in samples with a vertical height of 1 cm for the 30 cm right
below the surface and 2 cm otherwise. These samples were
crushed and sealed in plastic bags. Finally water isotopes
were measured using a Picarro L2130-i with a precision of
σ = 0.1‰ for δ18O.
The snowwas dated by determining and counting the max-
ima (summer) and minima (winter) in the seasonal δ18O sig-
nal. Using the density data, accumulation rates at the dif-
ferent sites were calculated from the snow mass for the 3–
5 years worth of accumulation contained in the top 2m of
the snowpack. In the present study, we only use winter-to-
winter rates (separating years at the δ18Ominima) – summer-
to-summer values were computed as a reference but do not
show different behavior.
3 Mathematical methods
3.1 Automatic alignment of stratigraphic features
In order to efficiently analyze the data sets generated along
the traverse, we investigated several ways to automatically
detect coherent signals at the different sites. A well-known
matching method is maximizing the cross-correlation. How-
ever, determining a constant shift in depth between two pro-
files is not suitable for our case as the accumulation rate, and
thus the vertical spacing of layers, is subject to change go-
ing eastwards. Under the assumption of constant accumula-
tion over time and no significant compaction in the top 2m,
one would expect a shift which linearly increases with depth
and has a slope equal to the ratio of accumulation rates. Then
again, local environmental conditions such as wind speed and
direction influence the mass accumulated by a certain depo-
sition event (Fisher et al., 1985). Therefore we aimed to align
snow of the same origin and its properties with continuously
changing shifts, a problem that has already been worked on
at a lower vertical resolution for alpine snow (e.g., Hagen-
muller and Pilloix, 2016).
The dynamic time warping (DTW) method, which was in-
troduced in speech recognition in the 1970s (Itakura, 1975),
provides an efficient algorithm for that purpose. It has al-
ready been applied in numerous fields, e.g., for the tracking
of ice floes in synthetic aperture radar images (McConnell
et al., 1991). For a detailed review of DTW, see Senin (2008).
The basic idea is to discretize the two data sets to be com-
pared with the same step size l (resulting in two vectors S
and T of length n and m) and then consecutively assign the
values of one to another, whereby each value can be matched
Figure 2. Example 2-D CT image of a 1m liner (1–2m depth)
and a zoomed section showing two melt layers aligned with the
respective densities. In the left image a distinct density layering
(e.g., blue triangle), several melt layers (e.g., blue circle) and wind
crusts (e.g., blue square) are visible. Above the lower zoomed melt
layer a clear percolation pattern (blue arrow) can be seen on the
right-hand side of the snow core.
with multiple values of the other data set. To find the best fit,
one calculates a matrix D, where D[i, j ] indicates the error
of the best path that leads to the ith element of the first data
set being connected to the j th element of the second one.
The original algorithm starts by calculating the matrix in
the upper left corner, fixing the first elements of both data
sets to be linked with each other. Then it proceeds through
the matrix by taking the path with the minimal error leading
to the respective cell and adding the local error, i.e.,
D[i,j ] ={
∞ for i < 0 or j < 0
‖S[0] −T [0]‖ for i = 0 and j = 0
‖S[i] −T [j ]‖+min
(




Finally, on arrival at cell D[n, m] it backtraces the path of
minimal errors to D[0, 0], obtaining the best fit of the com-
plete data sets in the given norm ‖ · ‖.
For our application – matching measurements of the up-
per 2m of the snowpack – we do not aim to fit complete data
sets, but rather allow for different offsets at the top and bot-
tom. The former may be caused by variations of the snow
surface due to current conditions, the latter by different ac-
cumulation rates, leading to data at the bottom of the liners
not having any physical relation apart from being the deepest
snow analyzed at the given location. To accomplish that, we
expand the idea of Sakurai et al. (2007), introducing maxi-
mal surface and bottom index offsets s and b. Then we ini-
tialize D by
D[0,j ] =‖ S[0] −T [j ] ‖ for 0≤ j ≤ s (2)
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Figure 3. (a) Basic and (b) constrained stepping patterns for the
DTW algorithm. Usage of cell [i, j ] indicates that the ith element
of the first and the j th element of the second data set were matched.
The basic pattern allows for a single value to be assigned to arbi-
trarily many values of the other data set, while for the constrained
stepping, each value can only be identified with one or two others.
and
D[i,0] =‖ S[i] −T [0] ‖ for 0< i ≤ s (3)
before proceeding through the matrix. Finally instead of
backtracing simply from D[n, m], we end our fitting path at
min
{
D[i,j ]| (i = n and m− b ≤ j ≤m) or
(j =m and n− b ≤ i ≤ n)} (4)
and search a trace back to any of the initialized elements.
Thereby we find the best matching of subsets of S and T
with a maximal shift of s · l at the top and b · l at the bottom.
In between, we verify that a linearly increasing maximal shift
is not exceeded.
The simple way we proceed through the matrix so far, of-
ten referred to as “stepping pattern”, is unrealistic for our
case as a single value of one data set could be fit to arbi-
trarily many values of the other. Along the traverse we find
the maximal ratio of the respective accumulation rates be-
tween two sites to be a little smaller than 2. Therefore, we
apply constrained stepping as presented by Sakoe and Chiba
(1978) such that each value of one data set can be fit to at
most two values of the other. This is obtained by
D[i,j ] =

‖S[i] −T [j ]‖+min(D[i,j − 1],D[i− 1,j − 1],D[i− 1,j ]) for i = 1 or j = 1
‖S[i] −T [j ]‖+min

‖S[i− 1] −T [j ]‖+D[i− 2,j − 1]D[i− 1,j − 1]
‖S[i] −T [j − 1]‖+D[i− 1,j − 2]

 else . (5)
Figure 3 illustrates the different patterns for proceeding
through the matrix. Here, usage of cell [i, j ] refers to S[i]
being assigned to T [j ]. In the aftermath, the backtracing has
to occur according to the implemented stepping.
Finally, we do not only want to fit one type of data
(e.g., densities) but combine the available information in the
profiles to gain a robust picture of the developing stratigra-
phy along the traverse. In a first step, we match the δ18O
signal, which shows a clear seasonal behavior but almost no
small-scale variations, as the high-frequency component is
Table 2. Fitting parameters for our adaption of the DTW algorithm.
Property (step) Step Maximum Maximum
size (l) surface bottom
offset (s) offset (b)
δ18O (coarse) 3 cm 15 cm 75 cm
Density (fine) 0.1 cm 10 cm 10 cm
lost by diffusion. Then, we use the obtained depth assign-
ment of the two different sites to resample the measured den-
sities to a common depth scale. In a second step, we apply
the algorithm to these densities at a much higher resolution to
fine-tune our depth alignment according to small-scale strati-
graphic features. As a norm we use the Euclidean distance
divided by the path length (i.e., the root mean square error),
which means that we have to keep track of the path lengths
in a second matrix. Table 2 summarizes the final set of pa-
rameters. The maximum allowed offsets for the coarse fitting
have been chosen according to the measured height of varia-
tions in the snow surface (e.g., dunes) and the maximum ratio
of estimated accumulation rates. In the second step we allow
for fine-tuning up to the maximum remaining shift, which
was manually identified by aligning the vertical centers of
the 2012 melt layers.
This method does not only allow us to compare data from
two sites, but also to obtain a moving depth alignment by fit-
ting the profiles to the first data set one by one. The result,
a continuous image of the snow layering, can be compared
with other indicators such as the melt layer positions. In ad-
dition, being able to align densities and stratigraphic features
all along the traverse enables us to provide a representative
density profile for the region. For its construction, we first
use the continuous layering to transform all density curves to
the first depth scale (NEEM) and average them. This, how-
ever, is not yet a representative density profile as all profiles
now replicate the layering at NEEM; e.g., a layer that is very
thin there but thicker at most sites would be considered thin.
To overcome this, we calculate the mean shifts applied to the
values that were aligned and thus averaged. On average, i.e.,
for constant accumulation rates, we would expect these shifts
to go linear with depth for the layering to be representative.
Thus we calculate a linear least squares regression and cor-
rect the depth accordingly.
Nonetheless, the depth scale still represents the accumu-
lation rate at NEEM. To transfer the average profile to any
location X in the sampling area of known accumulation (not
necessarily one of the N2E sites), we need to calculate a lin-
ear rescaling factor fX for the depth dX that fulfills
dNEEM = dX · fX. (6)
We expect fX to be determined by the accumulation rate, or
rather its ratio to the one at NEEM.
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3.2 Significance testing and surrogate density profiles
Any alignment method will increase the covariance between
records even if they are not related (Haam and Huybers,
2010). Therefore, to test the statistical significance of our
density alignment, we generate sets of surrogate density pro-
files with similar statistical properties independently for each
site and process them the same way as the original data.
Alongside the artificial density profiles, the real δ18O signals
are used for the coarse fitting step.
The complexity of the density signal consisting of slow
variations, sharp property changes as well as strong melt
layer and wind-crust-related density spikes, inhibits the use
of simple surrogate construction methods such as autoregres-
sive processes. Instead we propose the following algorithm.
For each site, as a base curve, we identify the δ18O compo-
nent of the density signal by linear regression, using the same
step size llow as for the coarse (δ
18O-based) fitting step. This
can be done because we rely on δ18O to follow a seasonal
cycle – otherwise water isotope dating would be impossible.
Let ρbase be the base density from δ
18O, rlow the autocorrela-
tion and σbase the standard deviation of the fluctuations of the
measured density (averaged to resolution llow) around ρbase
for lag llow. We start generating an artificial low-resolution
density profile ρlow by
ρlow (zi)= ρbase (zi)+ εi (7)
εi =
{
ν0 for i = 0
rlow · εi−1+ νi else
(8)
ν ∼N (0,σbase) , (9)
where
zi = z0+ i · llow. (10)
Here ν∼N (0, σbase) implies that the νi are distributed
normally with mean zero and standard deviation σbase. In
the following, U (0, 1) will represent a continuous uniform
distribution for the interval [0, 1]. The inclusion of higher
autocorrelation lengths is straightforward. rlow has to be re-
placed by the autocorrelation matrix, which is multiplied by
a vector of the preceding εi . Second, on the fine scale (step
size lhigh), we have a look at the differences between the
interpolated low-resolution density and the high-resolution
density values from the measurements. As we find the dis-
tribution to be trimodal, we split the differences into three
components – low amplitude variations within snow of sim-
ilar properties (henceforth denoted “noise” even though they
might partly have physical origin), fast and moderate ampli-
tude changes in the density due to layering or wind crusts
(“shocks”) and rapid high amplitude changes at melt layers
(“melt”). Again, we compute the autocorrelation factor rhigh
for lag lhigh. Nonetheless, this time, the standard deviations
σnoise, σshocks and σmelt and the means µshocks and µmelt have
to be calculated separately. Furthermore we need to estimate
the probabilities Pshocks and Pmelt of beginning a shock or a
melt layer at a specific position. For this purpose, we deter-
mine the number of melt layers Nmelt, the number of shocks
Nshocks and the average distance to the previous shock davg.
In addition, we denote the total number of data points by N
and the distance to the last shock at a given position i by di .
Finally, the basic model to generate a random density profile
ρhigh is




φi for i = 0 or P > Pmelt+Pshocks
N (µshocks,σshocks) for i 6= 0 and Pmelt < P ≤ Pmelt+Pshocks













P ∼ U(0,1) (15)
φi =
{
ν0 for i = 0
rhigh ·φi−1+ νi else
(16)
ν ∼N (0,σbase) , (17)
where
zi = z0+ i · lhigh. (18)
The same approach as before can be used to expand to
higher autocorrelation lengths. However, we use the model




As an example of the matching process, we present a fit of
data from N2E_11 to the first site (NEEM) in Fig. 4. The
distance between the two locations is about 240 km, i.e., a lit-
tle more than half of the total traverse length. First the δ18O
profiles are matched, yielding an approximately linearly in-
creasing coarse shift. In the second step the densities are fine-
tuned, which results in small shifts fluctuating around zero
and never reaching the allowed maximum of 0.1m. To pro-
vide an overview of the changing snow structure, we fitted
all combinations of profiles from two sites and plotted the
matrix of the root mean square errors (RMSEs) in Fig. 5. A
remarkable change in the pattern of the fitting errors occurs
between the fourth and fifth site along the traverse.
Figure 6 shows the continuous depth alignment obtained
by fitting all liners along the traverse to the first site (NEEM).
There were no notable differences when another location
(e.g., EGRIP) was chosen as the reference or the fitting
was done consecutively. For comparison, the melt layer po-
sitions detected during the CT measurements (cf. Table 3)
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Table 3. Melt layers, the water isotopic season of origin for the surrounding snow and mean annual accumulation rates for each site. The
given depths indicate the vertical center of the respective melt layer. The upper two melt layers are always located in snow from summer
2012. For the lower ones, the season of origin for the surrounding snow is given, where S indicates summer and W winter. The accumulation
rates are annual mean values for all available years at the particular location.
Site Depth 1 Depth 2 Depth 3 Snow Depth 4 Snow Accumulation
[m] [m] [m] origin [m] origin [kgm−2 a−1]
NEEM 1.76 1.84 224.69
N2E_03 1.61 1.68 1.76 S2012 193.8
N2E_04 1.47 1.60 1.77 W11/12 1.87 W11/12 205.04
N2E_05 1.35 1.54 1.67 W11/12 171.55
N2E_06 1.48 1.67 193.46
N2E_07 1.37 1.50 165.38
N2E_08 1.37 1.41 162.67
N2E_09 1.33 1.42 155.85
N2E_10 1.31 1.39 135.01
N2E_11 1.21 1.36 1.50 W11/12 137.58
N2E_12 1.15 1.21 124.73
N2E_14 1.12 1.18 117.30
N2E_15 1.10 1.20 126.78
N2E_16 1.13 1.16 1.33 W11/12 115.06
N2E_17 1.19 1.23 1.50 W11/12 129.88
N2E_19 1.13 1.17 1.42 S2011 132.16
N2E_20 1.35 1.41 1.48 W11/12 1.61 S2011 145.93
EGRIP 1.22 1.32 1.57 W11/12 139.57
Figure 7. Representative density profile for the traverse region. The
gray area indicates a 1 standard deviation error band in both x and
y directions as there are uncertainties in the depth alignment as well
as the averaged densities of all sites. Here, the depth scale was ad-
justed to the NEEM accumulation rate and has to be rescaled ac-
cording to the accumulation rate for different sites.
the measured profiles within the distribution; i.e., the high
shared variance of the measured profiles is statistically sig-
nificant.
4.2 Raw densities, isotope extrema and accumulation
rates
For all sites we find at least two melt layers in the snow iso-
topically dating back to the summer of 2012. In addition,
some liners show melt layers which are surrounded by snow
dating to winter 2011/2012 or summer 2011. For an overview
of all melt layers, see Table 3 or Fig. 6. From the raw density
profiles, we obtain Fig. 9, which shows the average densi-
ties of the top meter and decimeter, which do not contain any
prominent melt layers. The density in the top meter tends to
decrease from the maximum of 332 kgm−3 at NEEM down
to a minimum of 297 kgm−3 roughly 150 km from EGRIP
before slightly increasing again. For 15 out of 18 sites the
surface density is higher; nonetheless both parameters evolve
similarly along the traverse.
Table 3 displays the mean annual accumulation rates along
the traverse. Starting with a maximum of 225 kgm−2 a−1
at NEEM, the values steadily decrease down to the mini-
mum of 115 kgm−2 a−1 about 100 km from EGRIP before
increasing again to 140 kgm−2 a−1 at EGRIP. Comparing av-
erage values for the different years, there is neither a trend
nor considerable variations in the accumulation rate (cf. Ta-
ble 4). However, we observe much higher differences be-
tween successive years within the same core (average change
34.67 kgm−2 a−1), where we mainly see alternating behav-
ior of high- and low-accumulation years.
Of the 5 years contained in our data, 2012 had the isotopi-
cally warmest summer for 83% of the sites. At the three re-
maining locations (N2E_11, N2E_16 and EGRIP), the high-
est δ18O values occur in 2014. For the winters, 2014/2015
was isotopically coldest in 51% of the cases, 2011/2012 in
19% and 2010/2011 in 30%. Regarding annual δ18O aver-
ages of all available sites (Table 4), we also find the highest
δ18O values for 2012.
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high fluctuations in the local annual values, a feature consis-
tent with the strong influence of stratigraphic noise in sin-
gle profiles (Münch et al., 2016). These can be explained by
the accumulation of every year compensating previous local
variations in the snow surface before new structures are in-
troduced by wind-induced drift and dunes. Nonetheless, they
also might partly originate from the uncertainty of separating
the years only according to the δ18O extrema.
In the majority of cases we find the highest isotopic sum-
mer temperatures and average δ18O values for 2012, un-
derlining the exceptional warmth of this year. The values
for 2014 indicate that it was still warmer than the other con-
tained years, in particular 2010, which was formerly regarded
as very warm (Harper et al., 2012). The picture for the win-
ters is less clear. Indeed, we assume that the isotopic signal
of the fresh snow from winter 2014/2015 might still change.
5.3 Relations of density, δ18O and accumulation rate
We find a positive linear relationship of annual mean δ18O
and accumulation rate (Fig. 10) with similar slopes for 2012
and 2014. This relation might partly originate from the
changing surrounding conditions (e.g., elevation) along the
traverse. The offset between the years could potentially be
caused by the very high temperatures and the consequential
surface melting in 2012 as we find the relation for 2013 to
be a lot closer to 2014 than 2012. The dependence of the
offset on the annual mean temperature (which is quite simi-
lar along the traverse) could explain why previous attempts
to link both parameters by averaging data from several years
(e.g., Weißbach et al., 2016) show results that are less clear.
We observe a clear anticorrelation of low-resolution den-
sity and δ18O in Fig. 11. This agrees with the widely accepted
conceptual model of Shimizu (1964), which states that snow
has lower densities in summer and higher ones in winter. The
main causes given are the increased packing due to stronger
winds in winter and the larger size of precipitation particles
in summer. For the summer of 2012, the high average densi-
ties are caused by the prominent melt layers, superimposing
the original signal of the snow.
6 Summary and conclusions
We introduced the liner technique, which allows the very effi-
cient retrieval of high-quality samples from the upper meters
of the snowpack. To support this new sampling technique,
we adapted a robust fitting algorithm from acoustic signal
processing for the diverse data sets produced by such stud-
ies. This enables us to identify characteristic changes in the
snowpack according to surrounding conditions as well as to
generate continuous depth alignment using features from all
available records.
To demonstrate their feasibility we applied the described
methods to the upper 2m of snow along a traverse in North
Greenland. We obtain a record up to May 2015 of the depths
of the 2012 melt layers and submillimeter-resolution densi-
ties. By combining these with δ18Omeasurements, which in-
dicate temperature, we are able to reconstruct accurate accu-
mulation rates for the years 2010–2014 along a distance of
about 400 km.
We combine isotope and density data as inputs for the
matching algorithm. Thereby we are able to identify the dif-
ferent accumulation regimes along the traverse and resolve
the continuous stratigraphy of the snow over the whole dis-
tance. This allows us to create a representative density profile
for the study area, whose quality is proven by comparison
with randomly generated data based on a statistical density
model. The profile is available at a resolution of 0.1 cm and
only has to be rescaled according to accumulation rate. Thus
it is ready to act as a benchmark for snowpack models or
be applied for the conversion of volume to mass and the de-
tection of strong density gradients as potential reflectors in
remote sensing (compare e.g., Hurkmans et al., 2014).
The success of fitting density and isotope profiles over
hundreds of kilometers shows that even though there is a
local component in the snow stratigraphy (e.g., layer thick-
ness, average density), the general pattern is dominated by
non-local processes in North Greenland. We assume that an
important factor for that is the origin of weather and precipi-
tation as air masses dominantly move in from the west to the
east (Chen et al., 1997).
We observe large interannual accumulation variations lo-
cally but almost none on average, which can be explained
by the smoothing of the surface by accumulation before new
surface structures are caused by dunes and drift. The excep-
tionally warm summer of 2012 is clearly visible in the wa-
ter isotope data; additionally 2014 shows the second highest
summer values of δ18O within the study period.
Relating the various snow properties, we find a distinct
anticorrelation of smoothened density and δ18O in accor-
dance with previous literature. Furthermore we deduce a pos-
itive linear relation between δ18O and accumulation rate,
whose slope seems to be constant for the period considered,
while the offset varies between the years, and thus might be
temperature-dependent. This, however, poses the question as
to whether models commonly used in the dating of deep ice
cores (e.g., Parrenin et al., 2007, for the EPICA Dome C ice
core) do correctly reconstruct accumulation rates from the
δ18O values, especially for times with significantly differing
annual mean temperatures such as glacials.
Future work should include the automatic recognition of
wind crusts and layering from CT images and the application
of the described methods on different scales for both Antarc-
tica and Greenland to gain further insight into the variability
of physical properties in the snowpack.
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7 Data and code availability
All measurement data will be uploaded to the open-access
library PANGAEA®. If you are interested in using our im-
plementation of the described algorithms, please contact the
main author.
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Abstract. In order to interpret the paleoclimatic record
stored in the air enclosed in polar ice cores, it is crucial
to understand the fundamental lock-in process. Within the
porous firn, bubbles are sealed continuously until the re-
spective horizontal layer reaches a critical porosity. Present-
day firn air models use a postulated temperature depen-
dence of this value as the only parameter to adjust to the
surrounding conditions of individual sites. However, no di-
rect measurements of the firn microstructure could confirm
these assumptions. Here we show that the critical porosity
is a climate-independent constant by providing an extensive
data set of micrometer-resolution 3-D X-ray computer to-
mographic measurements for ice cores representing differ-
ent extremes of the temperature and accumulation ranges.
We demonstrate why indirect measurements suggest a cli-
matic dependence and substantiate our observations by ap-
plying percolation theory as a theoretical framework for bub-
ble trapping. The incorporation of our results significantly
influences the dating of trace gas records, changing gas-age–
ice-age differences by up to more than 1000 years. This may
further help resolve inconsistencies, such as differences be-
tween East Antarctic δ15N records (as a proxy for firn height)
and model results. We expect our findings to be the basis
for improved firn air and densification models, leading to
lower dating uncertainties. The reduced coupling of prox-
ies and surrounding conditions may allow for more sophis-
ticated reinterpretations of trace gas records in terms of pa-
leoclimatic changes and will benefit the development of new
proxies, such as the air content as a marker of local insola-
tion.
1 Introduction
Air trapped in polar ice cores provides a unique opportunity
for paleoclimatic studies (Legrand and Mayewski, 1997). In
particular, it allows the reconstruction of the past chemi-
cal and isotopic composition of the atmosphere for up to
800 000 years (Jouzel et al., 2007; Loulergue et al., 2008).
However, as bubbles are only isolated from the atmosphere
at certain depth (the firn–ice transition – 50–120m depending
on the local conditions), the enclosed air is always younger
than the surrounding ice. An accurate estimation of this
gas-age–ice-age difference (1age, up to 7000 years during
glacial periods; Bender et al., 2006) is essential for the inter-
pretation of ice-core records as otherwise phase relationships
between ice and gas records cannot be determined correctly.
Thus, it is crucial to understand the fundamental processes
in the porous firn (Schwander and Stauffer, 1984) – diffu-
sion of air through the open pore space (Trudinger et al.,
1997; Fabre et al., 2000) and the entrapment of air by pore
closure due to firn densification, which is the main focus of
this study. In a depth range referred to as the “lock-in zone”,
gas enclosure within individual horizontal layers occurs at
a critical porosity (Schwander et al., 1993). It is the only
parameter in empirical relations of closed and total poros-
ity (Schwander, 1989; Goujon et al., 2003) that are com-
monly used in present-day firn air models (Severinghaus
and Battle, 2006; Mitchell et al., 2015). A temperature de-
pendence of this value has been postulated (Raynaud and
Lebel, 1979) and parametrized using air-content measure-
ments (Martinerie et al., 1992). Nonetheless, the underlying
microstructural processes are not well-understood and there
is no confirmation of these assumptions by direct measure-
ments of firn microstructure.
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Figure 1. (a) A structure consisting of three packed tetrakaidecahedra. The white bodies represent ice crystals, the gray edges the pore
network. (b) Example of a 3-D scan; the pore network is shown in white. (c) Coordination number versus total porosity for our measurements.
The threshold for gas enclosure within a single layer as predicted by percolation theory has been marked.
Table 1. Details on the analyzed cores. Mean annual temperature is denoted by T and an estimate of yearly accumulation by a˙.
Drill site Year Elevation T a˙ Depth interval No. of
(m) (◦C) (kgm−2 a−1) (m) data points
RECAP_S2 (Renland, Greenland)1 2015 2296 −18 460 49–73 246
B49 (Kohnen station, East Antarctica)2 2012/13 2881 −44 65 73–90 303
B53 (Dome Fuji, East Antarctica)2 2012/13 3726 −55 30 76–106 614
1 Johnsen et al. (1992). 2 Unpublished data, the accumulation rates are based on a preliminary volcanic layer dating.
The δ15N of N2 has been established as a proxy for firn
height and thus an indirect constraint on1age (Sowers et al.,
1992). This relation has successfully been tested for high-
accumulation sites, e.g., the last 40 000 years at Summit,
Greenland (Schwander et al., 1997). On the contrary, there
is a mismatch of up to 2000 years with model results for the
East Antarctic plateau (Bender et al., 2006; Parrenin et al.,
2012). These modeled chronologies are based on the current
knowledge of bubble trapping in polar firn and are particu-
larly sensitive to the critical porosity via the assumed temper-
ature dependence. Deviations from the simple relationships
used to reconstruct past temperatures and accumulation rates
from the water isotopic composition have been suggested as
a possible explanation (Landais et al., 2006), while the hy-
pothesis of a large glacial convective zone as an important
factor has been ruled out (Capron et al., 2013). Recently,
the inclusion of impurity effects has reduced the mismatch
for East Antarctic sites; however, it reduces the agreement
between modeled and measured δ15N for high-accumulation
sites (Breant et al., 2017).
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Table 2. Results of least squares fitting our parametrization to the
obtained data.
Data set 8crit λ1 λ2 b R
2
RECAP_S2 0.1005 62.45 47.34 0.4816 0.9744
B49 0.0985 169.57 51.55 0.5797 0.9801
B53 0. 1000 206.36 48.06 0.7072 0.9603
In this paper, we present the first extensive data set of di-
rect firn microstructure measurements throughout the lock-in
zone. We start off by using it to scrutinize the current knowl-
edge of gas enclosure in polar firn and show why previous
indirect measurements yielded different results. Then, we ap-
ply bond percolation theory (Enting, 1993) as a theoretical
framework for our conclusions and demonstrate their agree-
ment with other methods. Finally, we discuss changes in the
dating and interpretation of trace-gas records that incorpora-
tion of our results in current firn air models will imply. The
reduced coupling of proxies and surrounding conditions may
allow for more sophisticated reinterpretations in terms of pa-
leoclimatic changes and will benefit the development of new
proxies, such as the air content as a marker of local insola-
tion (Raynaud et al., 2007; Eicher et al., 2016).
2 Materials and methods
Firn microstructure throughout the lock-in zone has been de-
duced for ice cores from three locations (cf. Table 1) using a
specifically designed X-ray microfocus computer tomograph
in a cold lab (Freitag et al., 2013). For each 1m core segment,
we scanned a minimum number of five sections of approxi-
mately 4 cm height and the full core diameter (8–10 cm) with
a focus on homogenous layers. One measurement consists of
3000 radioscopic images, which are used to tomographically
reconstruct the 3-D microstructure at a resolution of approxi-
mately 25 µm (e.g., Fig. 1b). Consecutively, these reconstruc-
tions are segmented into ice and air using a two-step proce-
dure consisting of a two-level Otsu’s method (Otsu, 1979)
followed by simple region growing for the ambiguous vox-
els. We adapted an existing algorithm (Nguyen et al., 2011)
to determine the pore coordination number during the seg-
mentation process. To eliminate the effect of cut pores at
the surface of the sample (Martinerie et al., 1990), each data
point (as referred to, e.g., in Table 1) corresponds to a layer
of approximately 1 cm height and 6 cm diameter. Having the
microstructure of the surrounding material in all directions at
hand allows us to safely determine whether a pore is open or
closed. For all measurements, the remaining cut pores were
less than 0.1% of the pore volume. For 10 repeat measure-
ments of the same sample, both standard and maximum de-
viation of the total porosity are less than 1%. Furthermore,
the total porosities agree with those from bulk measurements
and 2-D radioscopy with a maximum deviation of 3%.
A well-known framework to model porous media is bond
percolation theory (Broadbent and Hammersley, 1957). It en-
ables us to predict the point at which a material becomes im-
permeable. The Kelvin structure (packed tetrakaidecahedra;
see Fig. 1a) is space-filling with one of the lowest surface-
area-to-volume ratios. It is well-studied and has for exam-
ple been applied as a model for foam (Koehler et al., 1999).
We use it to represent sintered ice grains. When packed, the
grains align along a body-centered cubic lattice. Therefore,
the air network corresponds to its dual lattice, which has a co-
ordination number (average number of neighbors) of 4 when
fully occupied. For this lattice, the fraction of channels occu-
pied by air at gas enclosure, the so-called percolation thresh-
old, is known to be 0.4031 (van der Marck, 1997). Thus, the
predicted coordination number at the percolation threshold
is 4 · 0.4031= 1.6124. Notably, the influence of the chosen
lattice is rather small (Wierman and Naor, 2003).
3 Results
Gas enclosure within a single layer occurs at the same critical
porosity 8crit of about 0.1 for all cores (Fig. 2a). However,
as indicated by the much steeper slope of the closed poros-
ity, enclosure takes place in a significantly smaller porosity
range for the East Antarctic cores compared to the coastal
Greenland site. To fit our data, we derived a new local re-
lation (Eq. 1) of closed porosity 8cl and total porosity 8,
where b, λ1, λ2 ∈ IR≥0 and b ≤ 1. The parameters of least











Within the microstructure analysis for the B53 core, we also
mimicked the sample properties (cylindrical shape, 5 cm di-
ameter, 5 cm height) and the method (melting the sample
under vacuum conditions, thus counting cut closed pores as
part of the open pore space) as applied for Summit, Green-
land (Schwander et al., 1993). This significantly changes the
shape of the closed versus total porosity curve and yields re-
sults similar to previous studies (Fig. 2b). Then, by compar-
ing with our original data (where cut pores are traced within a
larger volume to determine whether they are open or closed),
we determined the necessary correction factors for the effect
of cut pores (Fig. 4).
For the coordination number (Fig. 1c) we observe a linear
increase with total porosity for all three sites. At the criti-
cal porosity of about 0.1, we obtain very similar values of
1.65± 0.17 for B53, 1.7± 0.18 for B49 and 1.64± 0.24 for
RECAP_S2 from linear regression.
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certain depth no longer changes (definition according to gas
transport) at the “close-off depth” (Buizert et al., 2012). It
is defined as the depth at which all pores are closed (Witrant
et al., 2012) and thereby also coincides with the bottom of the
lock-in zone according to firn microstructure. Thus, the three
definitions for the lock-in zone (according to firn microstruc-
ture, firn air transport and firn air pumpings) are equivalent.
Furthermore, the limits of the lock-in zone are solely deter-
mined by the existence of significant layers above and below
the critical porosity and thereby the (centimeter-scale) poros-
ity variability.
While concepts such as gas enclosure (both in single layers
and as a bulk property) occurring at a critical closed (Goujon
et al., 2003) or open (Gregory et al., 2014) porosity have be-
come widely accepted, they do not seem to agree with the
results of our firn microstructure analysis and the previously
discussed (conceptual) definitions of the lock-in zone. As a
consequence, the refinement of these theories may greatly
benefit the understanding of gas enclosure in polar firn. No-
tably, the critical closed porosity value of 37% identified
by Jean-Marc Barnola using porosity measurements of sev-
eral ice cores from Greenland and Antarctica (Goujon et al.,
2003) corresponds to a total porosity of approximately 0.1
for the two data sets (Summit and B53) that are affected by
the cut-pore effect (displayed in Fig. 2b).
Even though gas enclosure for a single layer occurs at
the same critical porosity, sealed layers may have variable
air contents. Above the close-off depth, we determine aver-
age coefficients of variation for the total porosity of 1.3%
for B53, 1.8% for B49 and 2.5% for RECAP_S2. Higher
porosity variability will lead to a larger amount of shallowly
trapped pores, thereby increasing the air content V (Stauffer
et al., 1985). In our case, the effect of shallow trapping can
be estimated from the different slopes of the lock-in curves
given in Fig. 2a, yielding possible increases in air content
of about 2% for B49 and 8% for RECAP_S2 in compari-
son with B53. This implicitly assumes that closed and open
porosity undergo the same compaction as the firn densifies
and thus has to be interpreted as the maximum possible in-
fluence of shallow trapping. In addition, the lock-in zone ex-
tends over a depth range of approximately 7m for B53, 9m
for B49 and 15m for RECAP_S2. Larger lock-in zones are
expected to cause enhanced sealing effects (i.e., permeable
layers being sealed by impermeable ones above). This fur-
ther increases the air content (Stauffer et al., 1985). How-
ever, the effect is hard to quantify as our measurements do
not yield information about the spatial extent of horizon-
tal layers, and it does not take into account pressure adjust-
ment within the lock-in zone, which is happening on a much
shorter timescale compared to diffusion (Buizert and Sever-
inghaus, 2016). Nonetheless, it may explain the 8 and 27%
larger air contents for B49 and RECAP_S2 (compared to
B53), respectively, that V measurements for deep ice cores
would predict according to the observed temperature depen-
dence (Martinerie et al., 1992). In return, even though we do
not observe this temperature dependence for the gas enclo-
sure within single layers, it is a signal that seems to originate
from the lock-in zone, presumably as a consequence of a dis-
tinct density layering.
We conclude that V measurements may yield multiple-
layer averages of pore volumes at gas enclosure. They should
only be interpreted with great caution in regard to the sealing
of single layers. The post-coring loss of enclosed air is an er-
ror source we can neither quantify nor rule out. For the Camp
Century core, about 10% lower air contents were observed
after 35 years of storage (Vinther et al., 2009), although a
systematic error due to the different measurement setups is
possible.
5 Implications
For the EDC core (East Antarctica), 86% of the variance in V
cannot be explained by air pressure or temperature changes.
An anticorrelation with local insolation was found and sug-
gested as a new proxy (Raynaud et al., 2007). The same in-
solation signature was found for the V record of the NGRIP
core (Greenland), but the underlying physical mechanisms
are not yet resolved (Eicher et al., 2016). Based on our re-
sults, we rule out the idea of other properties influencing the
porosity at gas enclosure for single layers as we do not even
observe a temperature dependence. Instead, we suggest in-
creased sealing effects and shallow trapping due to larger
porosity variability of the layered snowpack as an explana-
tion. Reasons for the enhanced layering may be changes in
the atmospheric conditions, accumulation rate or impurity
content, similar to the observed increase in layering during
glacials (Augustin et al., 2004).
As indicated by δ15N measurements as a proxy for firn
height (Sowers et al., 1992), up-to-date firn air models
seem to have difficulties to estimate past lock-in depths for
the East Antarctic plateau (Landais et al., 2006; Capron
et al., 2013) and to synchronize age dating of individual ice
cores (Parrenin et al., 2012). We suggest that incorporation
of our results will help to overcome these problems, as cur-
rent approaches are based on temperature-dependent lock-
in (Martinerie et al., 1992) and the Barnola model (Gou-
jon et al., 2003). Exemplarily, we estimate the gas-age–ice-
age difference for the Vostok ice core from the tempera-
ture (Jouzel et al., 1987) and accumulation rate (Parrenin et
al., 2004) records using the Herron–Langway model (Her-
ron and Langway, 1980). On average, excluding the tem-
perature dependence of the critical porosity reduces the gas-
age–ice-age difference by well over 10%. For the last glacial
more than 1000 years of the 2000-year mismatch with δ15N
data (Bender et al., 2006) can be explained this way. We sug-
gest a combination with the effect of impurities on firn densi-
fication (Freitag et al., 2013; Breant et al., 2017) as a promis-
ing approach to resolve the remaining mismatch. Other ef-
fects that are currently not well represented, such as stronger
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layering during the glacials (Bendel et al., 2013), may further
influence these values. We see this study as a catalyst for im-
proved firn air and densification models, which will reduce
dating uncertainties and allow for more sophisticated reinter-
pretations of the available trace gas records, in particular due
to the reduced coupling to temperature.
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Key Points:8
• a single ice-core melt record is not necessarily representative due to the large spatial9
heterogeneity of melt features10
• stratigraphic variability is directionally dependent which complicates the interpretation11
of spatial signals (e.g. from remote sensing)12
• melt pipes indicate deep penetration of water in cold Greenlandic plateau firn (through13
six years of accumulation)14
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Abstract15
Density is a fundamental property of polar snowpacks and of particular importance for var-16
ious applications such as remote sensing, surface-mass-balance estimates and paleoclimatic17
ice-core studies. As a result, there is growing interest in quantifying and understanding the18
stratigraphy of the snowpack and its spatial variability. Melting and refreezing significantly19
impact the density layering. Melt frequencies observed in polar ice cores are commonly used20
as markers for extreme summer temperatures. Moreover, the evolution of a seasonal cycle in21
density with depth is not well-understood as all of these aspects require extensive field data.22
To provide a larger sample size, we analyzed snow cores up to 5 m depth from two sampling23
sites on the Greenlandic and East Antarctic plateaus and determined the spatial distribution of24
melt features along two orthogonal trench walls of 60 m length and 4 m depth for the Green-25
land site. We quantify how the observed variability of melt features is strongly influencing26
the ability to interpret single-core melt records. In particular, prominent vertical melt pipes27
indicate deep penetration of water in cold Greenlandic plateau firn. For the spatial variability28
in density, we find a much larger homogeneity of the snowpack along the main wind direction29
and an imprint of surface features orthogonal to it. Thus, within a certain area (such as the30
footprint of an altimeter) the stratigraphic variability is directionally dependent and estimation31
of a representative profile (e.g. from snow cores or modeling) is not straightforward.32
1 Introduction33
For altimetry-based estimates of ice-sheet mass changes, the largest uncertainty lies in34
the conversion of volume to mass [Shepherd et al., 2012]. On the other hand, density as a phys-35
ical parameter of the porous snow and firn influences air transport in the pore space [Colbeck,36
1989; Severinghaus et al., 2001] and its evolution with depth affects the storage of paleocli-37
matic information as the firn densifies [Herron and Langway, 1980; Breant et al., 2017] and38
bubbles are sealed [Schwander and Stauffer, 1984; Schaller et al., 2017a]. As a consequence,39
the density layering of the snow surface and, in particular, its spatial variability has been a40
focus of recent studies [Proksch et al., 2015; Laepple et al., 2016].41
Stratigraphy is an important parameter for microwave transfer models and active remote42
sensing [Picard et al., 2013; Rutter et al., 2014] with the root mean square error in retrieved43
snow height approaching 50% when neglecting stratigraphy [Durand et al., 2011]. Vertical44
density variability and firn stratigraphy have been observed to change with depth [Hoerhold45
et al., 2011]. At the same time a correlation with impurity concentrations (particularly Ca2+)46
develops as they imprint their seasonal cycle on the density in the firn [Hoerhold et al., 2012;47
Freitag et al., 2013a]. However, a seasonal cycle in density is present even in the first meter of48
snow in low accumulation regions but overprinted by strong stratigraphic noise [Laepple et al.,49
2016]. The redistribution of surface snow due to wind-driven snow drift is known to strongly50
influence the spatial variability of the snowpack [Libois et al., 2014]. In particular, the forma-51
tion of dunes along the main wind direction, separating snowfields with lengths of the order of52
meters induces horizontal undulations of the snow surface [Birnbaum et al., 2010]. Burial of53
these features has been identified as a main cause of lateral density variability [Proksch et al.,54
2015; Laepple et al., 2016].55
As ice sheets are exposed to very warm conditions, particularly temperatures above the56
freezing point, the snowpack heats up and its surface can start to melt. This decreases the57
albedo of the surface and triggers a positive feedback [Box et al., 2012]. The meltwater either58
runs off or is retained or refrozen in the snow and firn below. While between 2000 and 200859
the mass loss of the Greenland ice sheet (GrIS) was equally split between surface processes60
(mainly runoff) and calving [van den Broeke et al., 2009], surface mass balance (SMB) has61
become the dominant component in the recent years [Enderlin et al., 2014]. Regional climate62
models estimate that about half of the annual meltwater is refrozen in Greenland [Ettema63
et al., 2009], nonetheless it is a big source of uncertainty for remote-sensing-based estimates64
of SMB. As a consequence, there have been several attempts to quantify refreezing by energy-65
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balance-based models [Colbeck, 1975; Pfeffer et al., 1990] but they both lack verification with66
in-situ data [for a review see Reijmer et al., 2012] and the complexity to represent the three-67
dimensional percolation patterns observed in the field [e.g. Humphrey et al., 2012].68
In July and August 2012, a special weather pattern with low-level liquid clouds [Ben-69
nartz et al., 2013] and advection of warm air from the south [Fettweis et al., 2013] resulted70
in temperatures above the freezing point for 98.6% of the GrIS [Nghiem et al., 2012]. Subse-71
quent refreezing of meltwater caused the formation of substantial ice layers in the snowpack,72
acting as reflectors for electromagnetic waves and thus strongly affecting remote measure-73
ments such as radar altimetry [Nilsson et al., 2015]. According to ice-core records, such74
widespread melting last occurred in 1889 [Clausen et al., 1988]. The influence of rain (as75
observed at the NEEM field site in summer 2012 [Nghiem et al., 2012]) on the surface energy76
budget at higher elevations of the GrIS is unclear [Fausto et al., 2016]. Moreover, 2012 holds77
the record for the highest mass loss in the satellite era [McMillan et al., 2016]. The likelihood78
of such extreme melt events is expected to increase in the context of climate change [McGrath79
et al., 2013; Collins et al., 2013].80
With the recurrence of melt events over longer periods of time (decades to millenia), a81
frequency record of extremely warm summers is created [Langway and Shoji, 1990; Alley and82
Anandakrishnan, 1995]. Field observations have shown that depending on the temperature83
and structure of the snowpack, not only continuous melt layers, but also features such as ice84
lenses [Das and Alley, 2005] and melt pipes [Pfeffer and Humphrey, 1996] can form in differ-85
ent depths. Analysis of melt records can indicate single events or changing regime conditions,86
such as the warming of West Antarctica [Das and Alley, 2008] and the Canadian Arctic ice87
caps [Fisher et al., 2012]. For Southern Greenland, shallow-core data have been linked to88
satellite-derived melt [Rowe et al., 1995]. Several methods have been established to detect89
snow melt on the GrIS from space-borne passive microwave data [Tedesco, 2007; Hall et al.,90
2013]. Nevertheless, a robust interpretation requires further understanding of signal formation91
in snow and firn.92
In this study, we present the results of two extensive snowpack studies conducted at93
Kohnen station, East Antarctica, and in the scope of the East Greenland ice core project94
(EGRIP). Analyzing snow cores of 2 – 5 m depth, we investigate the small-scale spatial vari-95
ability of the snowpack with a focus on the influence of the main wind direction and the96
evolution of the density signal with depth. For EGRIP, a mapping of the melt features dating97
to the summer of 2012 provides us with the rare opportunity to learn about the impact of such98
extreme events in general.99
2 Materials and Methods100
In May 2016, two trenches of 4 m depth were excavated in the proximity of the EGRIP101
field site (75.63◦N, 35.98◦W, 2663 m above sea level) using a Westa rotary plow mounted in102
front of a Pistenbully. Both trenches (collectively referred to as LTX trenches) had a length of103
about 60 m at full depth. The LTW trench followed the main wind direction as indicated by104
dune orientation (232◦, i.e. SW) while the LTO trench lied orthogonal to it. Between 19 and105
27 May 2016, 22 five-meter snow cores were extracted from the outer walls of both trenches106
(by manually excavating the fifth meter) at a sampling interval of 5 m starting about 15 m from107
the common origin. Each core was named according to the respective trench and numbered108
with increasing distance (starting from zero) as can be seen in Fig. 1a. As the top meter was109
sampled within the first 24 hours after excavation, there was no significant alteration of the110
surface snow. For the outer trench walls, the areal melt fraction was determined visually – a111
reference horizon was marked using wooden sticks and the relative depth and extent of melt112
features measured with a caliper and a tape.113
In order to convert the areal melt fractions (visible on the wall surface) to a mass distribu-114
tion of refrozen meltwater versus depth, we averaged the vertical profiles along both trenches.115
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This implicitely assumes that the density of melt features (which is not necessarily the den-116
sity of pure ice due to enclosed snow and air) is independent of depth. In addition, vertically117
summing up the melt layer thicknesses at a horizontal resolution of 0.1 m along both trenches118
yields the probability distribution of finding a certain total melt layer thickness in an ice core119
(diameter 0.1 m) drilled at the study site. We then conducted simple Monte Carlo simulations120
(by repeatedly drawing from this distrubtion) to determine the number of cores that would be121
necessary for their average total melt layer thickness to be within a certain range of the true122
value with a confidence level of 95%.123
Hourly automatic weather station (AWS) data for field sites NASA-E (75.00◦N, 30.00◦W,124
182 km from EGRIP, 2584 m above sea level) and NEEM (77.44◦N, 51.07◦W, 438 km from125
EGRIP, 2450 m above sea level) covering the complete 2012 melt event were obtained from126
the Greenland Climate Network [Steffen et al., 1996]. The AWS are equipped with four near-127
surface air temperature sensors in passively ventilated solar radiation shields (two Type-E128
Thermocouples and two Campbell Scientific CS-500), two surface height sensors (Campbell129
Scientific SR-50) and one upward- and one downward-facing pyranometer (LI-COR 200 SZ).130
As one of the CS-500 was partially non-operational at the NASA-E site, we averaged only131
the other three sensors for both sites. Comparison of a similar dataset with satellite-derived132
surface temperatures yielded a root mean square error of 2.1 K for temperatures ranging from133
−40 to 0◦C [Hall et al., 2008]. For the change in surface height, we calculated daily mean134
values from both available sensors. Surface albedo is computed automatically from the up-135
ward and downward solar irradiance. An albedo accuracy of 0.035 for the daily mean values136
has been determined by comparison with MODIS data [Stroeve et al., 2006].137
Between 23 and 27 January 2016, sixteen two-meter snow cores were taken in the prox-138
imity of Kohnen station, East Antarctica (75.01◦S, 0.08◦E, 2885 m above sea level) within the139
CoFi Liner Project (CLP). Sampling was conducted along three lines (parallel, diagonal and140
orthogonal to the main wind direction of 57◦, i.e. NE to ENE [Reijmer and van den Broeke,141
2003]) at distances of 1, 5, 15, 35 and 75 m from the origin (see Fig. 1b and c). There was no142
observation of significant alterations of the snow surface within the five days of sampling.143
All snow cores were sampled using the liner technique [Schaller et al., 2016], trans-144
ported to the Alfred Wegener Institute in frozen condition and analyzed in the AWI-Ice-CT145
for mm-resolution density [Freitag et al., 2013b]. The results were matched using an adapted146
version of the dynamic time warping (DTW) algorithm [Schaller et al., 2016]. It yields the147
shared variance R2 between two density profiles, independent of the current surface height148
and thickness variations of the same layer and allows stacking of the aligned signals. Spectral149
analysis of the stacked profiles was conducted using the Cooley–Tukey fast Fourier transform150
(FFT) algorithm [Cooley and Tukey, 1965]. Significance checking compared to white noise151
has been carried out using Fisher’s g-statistic [Wichert et al., 2004].152
3 Results153
3.1 Spatial melt record154
As an example of the observed melt features dating to summer 2012, the affected section155
of a snow core from the LTW trench is shown in Fig. 2. Throughout the analyzed trench walls156
we find the uppermost occurrence of refrozen meltwater to be a very thin crust (less than 3 mm157
for 88% of the trench lengths) at a mean depth of 1.62±0.03m (95% confidence). It is the only158
spatially continuous melt feature. We use its upper edge as a reference horizon to determine the159
percolation depths of the other observed melt features in the outer walls of the LTO and LTW160
trenches (Fig. 3). Other prevalent features are a second thin crust (up to 5 mm thick) within161
the first 0.05 m of the top crust and several distinct ice lenses 0.3–0.4 m below the reference162
horizon (e.g. Fig. 2). Figure 4 shows the mass distribution of refrozen melt versus percolation163
depth. The main fractions are found in the two uppermost ice crusts (top 0.05 m, 26%) and the164
aforementioned ice lenses (0.3–0.4 m, 31%). The latter are present along 42% of the length of165
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the two trench walls. Other ice lenses and crusts can appear anywhere up to 0.6 m below the166
reference layer. In both trenches we find prominent vertical melt pipes (average diameter up167
to 0.2 m), occasionally forming small ice lenses when penetrating horizontal crusts and thus168
having cascade-like shapes (58% of a total of 36 melt pipes). Within the first meter, these pipe169
features contain a mass fraction of approximately 25%. Below the percolation depth of 1 m170
displayed in Fig. 3 only some of the pipes continue, three of them (two for LTW, one for LTO)171
do exceed the bottom of the trench (about 4 m below the surface and thus 2.4 m below the172
reference horizon).173
The AWS data show three periods with temperatures at or above freezing point, around174
11 July, 29 July and 5 August 2012 (Fig. 5). In all three cases the warming comes along with175
a significant decrease in snow albedo compared to the conventional (i.e. non-melt) values of176
0.82–0.86 [Box et al., 2012]. A decrease of the snow surface height can be observed for both177
sites, in particular a lowering of about 0.15 m at the NEEM site between 11 July and 21 July.178
Based on our spatial melt record, we calculated the probability of finding a certain total179
2012 melt layer thickness for an ice core drilled in the study area, shown in Fig. 6. We180
find an average ice-equivalent melt layer thickness of 29 mm, corresponding to 20% of the181
mean annual accumulation rate of about 140 kg m−2 a−1 for the recent years [Schaller et al.,182
2016]. By Monte Carlo sampling the probability distribution of total melt layer thicknesses at183
a confidence level of 95%, we find the necessary number of ice cores to be 15 and 60 in order184
to be within ±10 mm or ±5 mm of the mean value.185
3.2 Snow cores186
For the CLP cores, a decrease in shared variability R2 of the two-meter density profiles187
with distance can be observed along each line in Fig. 7. Here, distance is given with respect188
to CLP 00 and the profiles along each line were compared to a stacked density profile of189
the four profiles within the first 1 m by 1 m square (CLP 00 ... CLP 03). Orthogonal and190
diagonal to the main wind direction, the shared variability strongly decreases within the first191
15–20 m before staying rather constant at around 0.67. Parallel to the main wind direction,192
however, a similar decline in shared variability within the first 5 m is followed by a much193
slower (approximately linear) decrease from 0.81 at 5 m to 0.73 at 75 m.194
For the LTX cores, we first determined the shared variance after DTW matching of five-195
meter cores from the same trench with a certain distance (Fig. 8). Using linear regression,196
we find the average R2 to be decreasing parallel to the main wind direction (i.e. the LTW197
trench) from about 0.79 at a distance of 5 m to 0.72 at 35 m. In contrast, for the orthogonal198
LTO trench the values vary around a constant level of 0.71 ± 0.01 for distances between 5199
and 35 m. At distances larger than 35 m, we find similar R2 values of about 0.71 for both200
trenches. In a second step, we compared the decrease in R2 along the LTW trench for three201
consecutive depth intervals of 1.5 m each (omitting the last 0.5 m). As can be observed in202
Fig. 9, all three intervals show the same trend but there are offsets with the highest correlations203
occuring for 3–4.5 m. In order to further investigate this, we conducted spectral analyses of204
stacked density profiles for the three depth intervals along the LTW trench (Fig. 10). We find205
a significant (p < 0.05) peak in the spectrum of the 3–4.5 m interval for wavelengths around206
0.6 m, while no such peak is present for the other intervals. Finally, we calculated the shared207
variance between density profiles of cores from the different trenches (Fig. 11). Along the208
LTO trench, we observe a significant decrease inR2 with all LTW snow cores for positions 3–209
5. Subsequently, it increases back to the original values for LTO positions 6–8 and decreases210
again.211
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4 Interpretation and Discussion212
4.1 Melt at EGRIP213
For the EGRIP melt record, we interpret the continuous thin melt crust (e.g. Fig. 2) as a214
July or August 2012 near-surface or surface crust. Thus, we will use it as a reference horizon215
to determine percolation depths for the other melt features (Fig. 3). The frequent appearance216
of a second melt layer 0.05 m below is in accordance with melt experiments conducted for the217
snow surface at Siple Dome, West Antarctica [Das and Alley, 2005], where comparable accu-218
mulation rates and temperatures occur. About half of the total meltwater from summer 2012219
refroze above the next prevalent melt feature, the ice lenses 0.3–0.4 m below the reference220
horizon (Fig. 4). As the depth difference corresponds to the accumulation of one year [Valle-221
longa et al., 2014], approximately one third of the meltwater refroze in the summer snow of222
2011 after percolating through the winter snow of 2011/12. This agrees with melt observa-223
tions in West Greenland [Pfeffer and Humphrey, 1998] showing that ice layers preferentially224
form along the previous summer surface, which acts as a strong boundary for the meltwater to225
penetrate through.226
The remaining meltwater (at least 15%) percolated through more than one year of pre-227
viously deposited material, predominantly along vertical melt pipes. We observed several228
prominent melt pipes (Fig. 3), three of them with percolation depths of more than 2.4 m (and229
thus spanning at least six years of accumulation in depth). For the GrIS, heterogeneous in-230
filtration of meltwater to several meters depth along such pipe structures has already been231
documented in snow pits [Pfeffer and Humphrey, 1996], tracked thermally and observed in232
dye tracing experiments [Humphrey et al., 2012]. In a new study, an upward-looking radar233
deployed in the firn allowed the first quasi-continuous observation of melt-water infiltration234
along similar patterns indicating a much larger fraction of liquid water percolating through235
the previous summer surface in 2016 [Heilig et al., personnel communication, 2017]. While236
homogenous wetting front migration is prevalent in snow and firn near the freezing point, het-237
erogenous infiltration has been identified as dominant in subfreezing firn [Parry et al., 2007].238
However, all of these studies focussed on the percolation zone of the GrIS, while our site is239
located further up within the accumulation zone of the plateau where mean annual (and thus240
snow and firn) temperatures are significantly lower and melt is scarce. Thus, even though241
the snow and firn are initially subfreezing for the different sites, the interplay and transitions242
between the two mechanisms are not necessarily similar.243
Apart from small plate-like ice lenses around the melt pipes we found no signs of hori-244
zontal meltwater redistribution (i.e. lateral flow) for percolation depths larger than 0.6 m. Even245
strong crusts (such as previous summer surfaces) that correspond to ice layers in the first 0.6 m246
are not significantly affecting the melt pipes deeper in the firn. Interestingly, snow pit observa-247
tions at NEEM, an ice-coring site 438 km north-west of EGRIP with very comparable surface248
conditions [Schaller et al., 2016] (see also Fig. 5a for air temperatures north-west and south-249
east of EGRIP), showed that the top 0.6 m were around melting point in July 2012 with the250
deepest melt feature being an ice layer in a depth of 0.7 m [Nilsson et al., 2015]. We suggest251
a similar warming of the snowpack at EGRIP (causing a homogenously advancing wetting252
front) to explain the presence of melt features only in the top 0.6 m. Vertical water flow in the253
firn was impeded by spatially extensive (newly formed) ice layers or strong crusts until break-254
through events occured, draining the accumulated water at certain ”weak” points [as observed255
in dye tracing experiments by Humphrey et al., 2012]. As the water percolated through the256
underlying subfreezing firn, it refroze in the observed pipe structures.257
Percolating water will be around freezing point within millimeters from the surface as258
thermal equilibrium between sub-freezing snow or firn and inflowing water occurs on time259
scales of seconds [Pfeffer et al., 1990]. The temperature of the inflowing water is expected260
to be very close to freezing point (see Fig. 5a for air temperatures), so there is no significant261
additional surface melting due to sensible heat transfer. As additional melting due to latent heat262
release cannot exceed the amount of freezing inflowing water, the extent of the pipe structures263
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corresponds to an equivalent water inflow of at least 10.5 mm of the total mapped 26.5 mm of264
water-equivalent melt. There are two possible sources for this water inflow – rain or surface265
melting. Rain on the Greenlandic plateau in summer 2012 is currently not represented in266
regional climate models or reanalysis data [Tedesco et al., 2013], but was observed at NEEM267
on 11 July 2012 [Nghiem et al., 2012]. As meltwater and (potential) rain will mix, we do not268
terminologically distinguish between melt features and refrozen rainwater.269
4.2 Insights from AWS data270
At NEEM, temperatures were already around the freezing point on 10 July, but only271
the rainfall on 11 July and the subsequent wetting of the snowpack caused the main decrease272
of the snow albedo for this site (Fig. 5). On 13 July, sleet was recorded at NEEM [Nilsson273
et al., 2015], which caused the snow albedo to partially recover. Melt conditions prevailed274
until 16 July and the snow albedo stayed below the pre-melt values (indicating the snowpack275
was still wet) until there was new snow after 21 July. For the snow height (Fig. 5c), a steady276
decrease was observed between 11 July and 21 July, which we interpret as a combination of277
surface melting and settling of the snowpack after rain and meltwater percolated through it.278
We consider the latter to be predominant as the decay in snow height continues even though279
the temperatures stayed below freezing point after 16 July. For the second warm phase (around280
29 July) there was only a two-day decrease in snow albedo and no change in snow height. As281
there are no reports of rain we conclude that only minor surface melting was present. Then282
again, after temperatures above freezing point on 5 and 6 August, snow albedo was lowered283
for several days along with a significant decrease in snow height. This may potentially indicate284
another minor rain event.285
In the light of the observations at NEEM (438 km north-west of EGRIP) and due to286
their similarity, the AWS data from the NASA-E site (180 km south-east of EGRIP) can be287
interpreted as an indicator for the conditions at EGRIP in July and August 2012 (Fig. 5). While288
the first warm period (10–16 July) had much less of an impact there and the snow albedo had289
mostly recovered by 18 July, the decrease in albedo was much more persistent in late July290
and prevailed until after 6 August. Throughout the whole period (11 July to 11 August) the291
snow surface lowered slowly for a total loss of about 0.08–0.1 m. In agreement with our292
field observations, we conclude that there was some melting and maybe minor rainfall during293
the first warm period when the first melt crusts and ice lenses were formed. Then, after the294
snowpack had refrozen, further melting or rainfall occurred during the second or third warm295
period, leading to the formation of distinctive melt pipes.296
4.3 Implications for single-core melt records297
The probability distribution of finding a certain total 2012 melt layer thickness when298
drilling an ice core in the EGRIP area (Fig. 6) shows more variability than desirable for the299
interpretion of single ice-core melt records. This is due to the documented large heterogeneity300
of melt features that was already suggested by ground-penetrating radar measurements [e.g.301
Brown et al., 2011]. Even though the absolute thickness values will decrease due to com-302
paction and thinning (and thus only refer to drillings in the near future), the variability will303
persist. 3% of cores drilled in the study area would contain more than 100 mm of refrozen wa-304
ter. In order to obtain a value within±10mm of the average total melt layer thickness (29 mm)305
with a 95% confidence, it would be necessary to drill fifteen ice cores in the study area. For a306
precision of ±5 mm one would already need to drill 60 ice cores. Thus melt records from sin-307
gle ice cores [e.g. Alley and Koci, 1988; Langway and Shoji, 1990] have to be interpreted with308
great caution. Exemplarily, for an ice core drilled in the study area, there are significant proba-309
bilities to find the 2012 event represented by only thin crusts as well as melt features covering310
several years of accumulation. Thin melt crusts can no longer be detected with reasonable cer-311
tainty in deep ice cores [Alley and Anandakrishnan, 1995; Orsi et al., 2015], leading to melt312
events being missed in single cores. Melt features that span several years may be interpreted as313
multiple events. For sites with high melt frequencies, this uncertainty may be compensated by314
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averaging over a sufficient amount of years (and thereby melt events) [e.g. Fisher et al., 2012],315
but for cold sites, i.e. where melt is scarce, the representativity of single-core melt records is316
doubtful.317
4.4 Directional influence of the wind318
Even though previous studies did focus on the variability of the snowpack along a fixed319
direction [e.g. Laepple et al., 2016], a strong directional influence of the wind due to dune320
formation and horizontal undulations was already suggested [Proksch et al., 2015]. We can321
confirm these assumptions for both study sites, Kohnen (East Antarctica) and EGRIP (Green-322
land). For the shared variance of the two-meter density profiles at Kohnen station (Fig. 7), a323
significantly higher R2 is preserved with distance along the main wind direction (and thereby324
parallel to the dunes), while for the other two (orthogonal and diagonal) the values decrease325
to a constant level of about 0.68 within the first 10–15 m. For the five-meter density profiles326
from EGRIP, R2 is linearly decreasing along the main wind direction, i.e. the LTW trench,327
until a constant level is reached at 35–40 m distance (Fig. 8). In contrast, theR2 values for the328
orthogonal trench have already decreased to the same constant level at 5–10 m. As we apply a329
matching algorithm for the density layering, this proves that individual stratigraphic features330
are more persistent parallel to the dunes for both study sites. Thus, wind-driven redistribu-331
tion of snow causes the snowpack to be significantly more homogenous along the main wind332
direction.333
We observed (summer) surface roughnesses (i.e. dune heights) of 0.2–0.3 m at both334
sites and there are no significant differences in density (similar ranges and standard devia-335
tions), while the accumulation rates differ by a factor of approximately two (62 kg m−2 a−1336
at Kohnen [Oerter et al., 2000] compared to 120 kg m−2 a−1 at EGRIP [Vallelonga et al.,337
2014]). This may be the reason that we observe an even larger influence of wind-driven redis-338
tribution at Kohnen, in the sense that even at a distance of 75 m an increased shared variability339
prevails along the main wind direction, while the constant ”local” level is reached after 35–340
40 m at EGRIP. In turn, a higher local level in shared variability at EGRIP may result from a341
larger fraction of snow being deposited evenly (without significant redistribution) due to the342
higher accumulation rate while erosion (and the resulting decrease in the local shared variabil-343
ity) plays a bigger role at Kohnen.344
The shared variance values seem to oscillate at a wavelength of 15–20 m for the LTO345
trench (Fig. 8). This corresponds to the observed snowfield sizes between dunes formed by346
strong wind events in East Antarctica [Birnbaum et al., 2010]. In order to quantiy this ob-347
servation, we determined the shared variance between snow cores from the different trenches348
(Fig. 11). Our interpretation of the distinct wave pattern along the LTO direction is an imprint349
of the average distance of surface dunes that are formed along the main wind direction [Birn-350
baum et al., 2010] and the snowfields between them. This further confirms the strong influence351
of wind and its direction on the density stratigraphy of the snowpack.352
4.5 Density evolution with depth353
We then analyzed the influence of depth on the decrease in shared variance for the LTW354
trench and do observe the same general trend, but significant offsets (Fig. 9). The lowest values355
occur for the interval 1.5–3 m, which is a consequence of the various percolation features from356
the 2012 melt event that are mostly limited to these depths. However, while the values for 0–357
1.5 m are only slightly higher, we observe a positive offset of about 0.1 in R2 for 3–4.5 m358
depth. Thus, within the snowpack the shared variance seems to increase with depth. Notably,359
for the majority of cases we also observe higher R2 for the second meter in depth at Kohnen.360
However, the picture is much less clear as there we only have one pair of snow cores for a361
certain distance. In comparison, for EGRIP, Greenland, each data point is based on several362
combinations due to the evenly spaced sampling.363
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To investigate at which wavelength this increase in shared variance with depth occurs,364
we conducted a FFT-based spectral analysis of the stacked 1.5 m density profiles (Fig. 10).365
While most of the signals are indistinguishable from white noise, a significant (p<0.05) peak366
is present in the 3–4.5 m interval at a wavelength of about 0.6 m, which corresponds to the367
accumulation of two years. The fact that we observe a bi-annual peak is probably caused by368
interannual variations in the local deposition rates, that are often compensated in consecutive369
years as the surface partially levels out [Muench et al., 2016]. Thus, the seasonal cycle in370
density [Schaller et al., 2016; Laepple et al., 2016] builds up within the snowpack while the371
high variability at the surface due to roughness and wind-driven redistribution of snow is372
steadily abating.373
5 Conclusions374
A trench study of the snowpack at EGRIP, Greenland of high spatial resolution and and375
large horizontal and vertical extent allowed the first accurate determination of the local spatial376
distribution of refrozen meltwater that resulted from the extremely high temperatures all over377
Greenland in July and August 2012. We observe large variations in the spatial distribution of378
total ice layer thickness that an ice core from the EGRIP area may contain. One would need379
to drill fifteen ice cores in order for the average total melt thickness to be within ±10 mm380
of the average of 29 mm. The effect can be reduced for sites with large melt frequencies by381
averaging multiple events, but there is no such remedy for low-melt sites. There, single melt382
events will be significantly overestimated, while others will be missed completely. This raises383
strong doubts about the representativity of single ice-core melt records from regions with low384
melt frequencies. Furthermore, distinct melt pipes indicate deep heterogenous infiltration of385
water in cold Greenlandic plateau firn through several years of accumulation with no signifi-386
cant horizontal redistribution. One possible explanation is rainfall at the EGRIP field site (as387
observed on other plateau sites in July 2012), a finding that is supported by AWS data. Neither388
regional climate models nor reanalysis data do represent rainfall on the Greenlandic plateau389
so far [Tedesco et al., 2013]. Incorporation of our results in both climate and percolation390
modeling may benefit the understanding of extreme summer melt events, whose frequency391
is expected to increase in the context of climate change [McGrath et al., 2013; Collins et al.,392
2013].393
By analyzing snow-core arrays from Greenland and East Antarctica, we showed a sig-394
nificantly higher homogeneity of the snow density along the main wind direction, proving that395
wind-driven snow redistribution causes stratigraphic features to be more persistent. Orthogo-396
nal to the main wind direction, we find an oscillating behavior of the shared variance, strongly397
suggesting that buried surface structures (i.e. dunes and the interjacent snowfields) dominate398
the local variability of the snow stratigraphy. These findings are of particular importance for399
very low-accumulation sites, today as well as under glacial conditions, where the height of400
surface features can easily exceed the net annual accumulation and thus the interplay of the401
underlying deposition mechanisms is not well-understood. Furthermore, the directional de-402
pendence of the stratigraphic variability complicates the interpretation of areal signals (e.g.403
from remote sensing). Estimation of representative profiles for such areas is not straightfor-404
ward, but may require ground-based sampling.405
For the EGRIP site, we find clear evidence of an increasing shared variability of snow406
density with depth due to the developing seasonal cycle. Our data from East Antarctica indi-407
cate the same behavior, but does not provide the statistical basis for a detailed investigation.408
However, the observation of seasonal cycles evolving in East Antarctic firn [Hoerhold et al.,409
2012; Laepple et al., 2016] suggests a similar effect. As a consequence we plan further inves-410
tigations of the stratigraphic variability and its directional dependence on the East Antarctic411
plateau with a focus on regions with very low accumulation rates.412
All of these aspects are of particular importance for altimetry-based SMB estimations.413
The conversion of volume to mass requires representative density profiles of the snow and414
–9–
Signal formation in polar snow, firn and ice Christoph Schaller
58
Submitted for publication in JGR-Earth Surface. Not subject to U.S. copyright.
firn, which are the largest source of uncertainty to date [Shepherd et al., 2012]. Improving415
these profiles requires understanding both, the spatial variability of the density signal and its416
evolution with depth (densification). Melt features act as reflectors for electromagnetic waves417
and thus strongly affect remote-sensing signals by increasing the amount of volume scattering.418
However, the necessary corrections cannot take into account their large spatial heterogeneity,419
introducing an additional source of uncertainty.420
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Figure 1. a) Map of the LTX trenches, sampled at EGRIP, Greenland, in May 2016. b) Zoomed section and
c) overview of the CLP liners taken at Kohnen station, East Antarctica, in January 2016.
447
448
Figure 2. Example of the 2012 melt features in a snow core from the LTW trench. The density profile in
the left panel has been aligned with the radioscopic image in the center, where ice is represented in white.
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Figure 3. Areal melt fraction along the a) LTO and b) LTW trench walls. Percolation depths have been
determined with respect to the upper edge of a reference horizon that we interpreted as a July or August 2012
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Figure 5. AWS data for the NEEM and NASA-E sites in summer 2012. Potential melt or rain conditions
are indicated by gray boxes. a) Maximum hourly air temperature per day, b) daily average snow albedo and c)




Figure 6. Probability (y-axis) to find a certain total melt layer thickness (x-axis) when drilling an ice core
(diameter 0.1 m) in the EGRIP area. Notably, it is not possible to find no 2012 melt layer as the uppermost
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Figure 7. R2 after matching the density profiles of two-meter CLP snow cores along the same direction
using the Dynamic Time Warping algorithm. The respective core was compared with a stack of the four cores




Figure 8. R2 after DTW matching the density profiles of five-meter snow cores with a certain distance
from the same LTX trench. The displayed values are averages of all combinations of two snow cores with the
respective distance. The decrease for the LTW trench was fit by a linear regression with R2 = 0.93 while the





Figure 9. Average R2 after DTW matching of 1.5 m density profiles versus distance for three consecutive
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Figure 10. Spectral analysis of stacked 1.5 m density profiles from the LTW trench for three consecutive
depth intervals. The spectral powers (cross-correlations with a complex sinusoid of the wavelength given on
the x-axis) were normalized with respect to the absolute maximum. The eleven density profiles (LTW 0 to
LTW 10) were cut in the given intervals and stacked using the DTW algorithm as described in [Schaller et al.,
2016]. For the values within the gray box statistic significance (p < 0.05) has been checked by comparison to







Figure 11. R2 after DTW matching density profiles of five-meter snow cores from the LTX trenches. For a
map of the positions see Fig. 1. Please note the first liners (LTW 0 and LTO 0) were both taken 15 m from the
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