Let L be an algebraic function field in k ≥ 0 parameters t1, . . . , t k . Let f1, f2 be non-zero polynomials in L [x]. We give two algorithms for computing their gcd. The first, a modular GCD algorithm, is an extension of the modular GCD algorithm of Brown for Z[x1, . . . , xn] and Encarnacion for Q(α)[x] to function fields. The second, a fraction-free algorithm, is a modification of the Moreno Maza and Rioboo algorithm for computing gcds over triangular sets. The modification reduces coefficient growth in L to be linear. We give an empirical comparison of the two algorithms using implementations in Maple.
INTRODUCTION
L is an algebraic function field of degree d in k parameters t1, . . . , t k . In our examples, if k = 1 we use t without subscript to denote the parameter. Our problem is to compute the gcd of two non-zero polynomials in L [x] . We denote the input polynomials by f1 and f2 and their monic gcd by g.
Our first algorithm, presented in section 2, is a modular GCD algorithm. It uses rational number and rational function reconstruction to recover the coefficients of the gcd and trial division to prove the correctness of the result. Like Encarnacion's algorithm [3] , our algorithm is output sensitive, that is, the number of primes and evaluation points it uses depends on the size of the gcd and not on bounds based on the size of the inputs. As in [5] , our algorithm does not compute discriminants. We show also how to use our algorithm to compute gcd's in L[x1, . . . , xn] by moving the variables x2, . . . , xn into F .
We may also compute g using the Euclidean algorithm. But, there is a linear growth in the degrees and heights of the coefficients in F in the Euclidean algorithm which causes it to bog down doing arithmetic in F. Arithmetic with fractions in F and hence gcd computation in D can be eliminated using a fraction-free approach. In [6] Moreno Maza and Rioboo show how to do this for univariate gcd computation modulo a triangular set for which our setting, L [x] , is a special case. In section 3 we demonstrate that their algorithm has a serious coefficient swell in D. We modify their algorithm to have linear growth by doing O(δ) gcd computations in D where δ = max(deg x f1, deg x f2) − deg x g + 1.
In section 4 we compare Maple implementations for the two algorithms to demonstrate their effectiveness.
Both of our algorithms work with associates (scalar multiples) of f1, f2 and g. We make some definitions. A non-zero polynomial in D [z, x] is said to be primitive wrt (z, x) if the gcd of its coefficients in D is 1. Let f be nonzero in L [x] . The denominator of f is the polynomial den(f ) ∈ D of least (total) degree in (t1, . . . , t k ) and with smallest integer content such that den(f )f is in D [z, x] . The primitive associatef of f is the associate of den(f )f which is primitive in D [z, x] . These definitions for den(f ) andf are unique up to sign; we impose uniqueness by requiring them to have positive leading coefficient in a term ordering. The monic associatef of f is defined asf =ȟ where h = monic(f ). Here monic(f ) is defined as lcx(f ) −1 f where lcx(f ) ∈ L is the leading coefficient of f wrt x. Notice that deg z (lcxf ) = 0.
To provide the reader with an overview of the two algorithms, we first work through an example. Let z = √ t. Consider the input polynomials
Since f1 = (x + z)(x − 2tz/3 + 5/t) and f2 = (zx + 1)(x − 2tz/3 + 5/t) the monic gcd g of f1 and f2 is the polynomial x − 2tz/3 + 5/t. Both algorithms outputǧ = 3tx − 2t 2 z + 15. On input of f1 and f2 they first computě
The Fraction-Free Algorithm
Let r1, r2, r3, . . . , rn, rn+1 = 0 be the remainder sequence for the Euclidean algorithm with input r1 :=f1, r2 :=f2. Our fraction-free algorithm computes the remainder sequenceř1, r2,r3, . . . ,rn =ǧ,rn+1 = 0 without introducing fractions in Q(t). We multiplyf2 by z, a quasi-inverse (see section 3) of lcxf2, to eliminate z from the leading coefficient off2.
Since p2 is primitive, p2 =f2 =r2. Using pseudo-division to avoid fractions in Q(t), we compute the remainder of µf1 divided by p2 in x where µ = lcxp2 = 3t 2 is an element of D, all working modulo m(z) = z 2 − t. We obtain
To minimize coefficient growth in Z[t] we make p3 primitive wrt (z, x); we compute and divide out by gcd(3t(t−1), 15(t− 1), −2t
Now we compute p3 :=r3 by first multiplying p3 by z and then making the result primitive. We obtain
Now we divide p2 by p3 using pseudo-division modulo m(z).
The pseudo-remainder is 0, thus,ǧ = p3 and we are done.
The Modular GCD Algorithm
We compute the gcd off1 andf2 modulo a sequence of primes. Unlike the fraction-free algorithm, we do not computef2, because inverting lcx(f2) may lead to a blowup. Suppose we start with the prime p = 11. We will obtain gp = tx + 3t 2 z + 5 mod 11.
We apply Wang's rational reconstruction (see [7, 3] ) to the coefficients of gp modulo p. It fails so we compute the gcd modulo a second prime, q = 13. We will obtain gq = tx − 5t 2 z + 5 mod 13.
Note that we normalized the leading coefficient (of tx) to be 1 for both images. We apply the Chinese remainder theorem to obtain gm mod m = pq such that gm ≡ gp mod p and gm ≡ gq mod q. We obtain gm = tx + 47t 2 z + 5 mod 143.
We apply rational reconstruction to the coefficients of gm modulo m = 143. This time we succeed. We obtain (2, z) . We obtain
which has lower degree than g1. This tells us (see section 2.1) that t = 1 is unlucky and thus g1 cannot be an associate of g(1, x) mod 11. We discard g1. Continuing, we apply rational function reconstruction to g2 and obtain h = g2. We test if h|f1(t, x) mod 11 and h|f2(t, x) mod 11. It doesn't so we take a new evaluation point t = 3 and compute
We apply the Chinese remainder theorem to obtain the gcd modulo (t − 2)(t − 3). We obtain
We apply rational function reconstruction to the coefficients of c to reconstruct numerators of degree 1 in t and denominators of degree 0 in t. This succeeds with h = c. We test if h|f1(t, x) mod 11 and h|f2(t, x) mod 11. It doesn't so we take a new evaluation point t = 4 and compute
Apply the Chinese remainder theorem to c and g4 to obtain
. We apply rational function reconstruction to the coefficients of c to reconstruct numerators of degree 1 and denominators of degree 1 in t.
It succeeds with output
Now we clear the denominators in t. We obtain h := th = tx + 3t 2 z + 5
Since h|f1(t, x) mod 11 and h|f2(t, x) mod 11 we are done with p = 11. In this example all prime numbers used were good. However, we did encounter an lc-bad evaluation t = 0 and an unlucky evaluation t = 1. It is also possible to hit a zero divisor in the middle of the Euclidean algorithm but such a fail prime/evaluation did not occur in the example.
In section 2.1 we study the different problem cases that can occur before describing the algorithm in section 2.2 which we can prove (using Theorem 1 and 2) is correct.
THE MODULAR GCD ALGORITHM

lc-bad, fail, unlucky, and good primes
be their monic gcd. Our algorithm in section 2.2 replaces f1, f2, m by their primitive associates, so we can assume that m =m
. If I is a prime ideal in D, and if lm ∈ I or l1 ∈ I, m or l2 ∈ I, m then I is called an lc-bad prime. Such I will be avoided.
Let
. Note that lm, l1 and l2 are not zero because we avoid lc-bad I. The maximal ideals I used in our algorithm are of the form I = p, t1 − α1, . . . , t k − α k , with p a prime number and αi ∈ Z. For such I we can identify D resp. R with Zp resp.
In general, a monic gcd need not exist, but if it does then it is unique. The Euclidean algorithm applied to
fails if it tries to invert a leading coefficient in the polynomial remainder sequence that happens to be a zero-divisor (for more details see section 2 in [5] ). In this case I is called a fail prime. This can happen even if the monic gcd of f1, f2 exists. As an example, take f1 = f2 + 1, f2 = (z + 1)x + t, m = z 2 + 7tz − 1. Then 7, t − α resp. p, t − 0 is a fail prime for any integer α resp. prime number p.
We may assume (if not, interchange f1, f2) that the Euclidean algorithm applied to f 1 , f 2 first inverts the leading coefficient of f 2 in order to divide f 1 by f 2 . So if I is not lc-bad nor fail then l2 is a unit in R, which is important in the proof of the theorem below. Note that if the implementation (without first interchanging) always inverts l2 like in [5] then we may use the asymmetric definition of lc-bad: I is lc-bad when lm = 0 or l2 = 0.
Assume now that the Euclidean algorithm applied to f1, f2 does not fail. Then the monic gcd gI ∈ R[x] exists and will be the output. Let dI := deg x gI and dg := deg x g.
Theorem 1. With the above notations, if I is not lc-bad nor fail, then it is either unlucky or good.
We will prove a more general statement: Let Consider the free RI -modules:
-modules H, H0, S and G, as well as the map
The same BG resp. BS is also a basis for G resp. S.
Counting BS and BG one sees that S and G are free RI -modules of rank n0 := d1 + d2 − 2dI . Viewed as free DI -modules, their ranks are n := deg z (m)n0, so φ can be represented by an n by n matrix M with entries in DI . In the same way, we can view S and G as D-vector spaces of dimension n, and φ is given by an n by n matrix M which equals M mod I .
We will show that φ is one to one. The extended Euclidean algorithm produces (sI , tI ) ∈ S with sI f 1 + tI f 2 = gI . Now suppose that φ(s, t) = 0, i.e. sf 1 + tf 2 ∈ H0. Now f 1 , f 2 , and hence sf 1 + tf 2 are divisible by gI (divisions by gI work because gI is monic). But gI has higher degree than any element of H0. Hence sf 1 + tf 2 = 0. Then sf 1 and thus also ssI f 1 are divisible by f 2 (divisions by f 2 work because l2 is a unit). Then 0 ≡ ssI f 1 ≡ s(sI f 1 + tI f 2 ) ≡ sgI mod f 2 . So sgI vanishes mod f 2 , yet it has lower degree than f 2 , so sgI must be 0, which implies s = 0 because gI is monic. Now tf 2 = sf 1 + tf 2 = 0, which implies t = 0 because l2 is a unit. This proves that φ is one to one, so det(M ) ∈ D is not zero. So the image of det(M ) in D is not zero. Then det(M ) is a unit in DI . This implies that φ is invertible. Now take w = x d I + H0 ∈ G and w = x d I + H0 ∈ G. Note that w = gI + H0 and hence φ −1 (w) = (sI , tI ). Now consider φ −1 (w), which is in S, and hence can be written as (s, t) where s, t ∈ RI [x] . By definition of φ, we see that
is a monic polynomial of degree dI .
Since M is M mod I we see that sI = s, tI = t and gI = h. Here s, t, h are the images of s, t, h in R [x] . Now g ∈ L[x] was assumed to be a monic common factor of f1, f2, so it must be a monic factor in L[x] of h as well. This shows dg ≤ deg x h = dI . If dg = dI then the monic polynomial h is divisible by the monic polynomial g of the same degree, and hence g = h. Then g ∈ RI [x] so g is defined and equals h = gI . Since g is assumed to be a monic common factor of f1, f2, and g = sf1 + tf2 we see that g is the monic gcd of f1, f2. This completes the proof.
Algorithm MODGCD
. Our modular GCD algorithm calls subroutine M which calls recursive subroutine P which in turn calls the Euclidean algorithm over a finite ring. If we often encounter "failed", or if we run out of evaluation points in step 2 in subroutine P, then we should increase the size of the primes used (this will not be necessary in practice if one uses 30 bit primes). Since lc-bad and fail prime/evaluations are discarded in steps 2 and 4, of subroutines M and P, the prime/evaluations remaining are either unlucky or good by Theorem 2. The gi combined in step 6 have the same leading term, thus the same degree in x, and hence they are either all unlucky or all good.
The images gi in step 6 must be scaled in a consistent way before applying Chinese remaindering, see also Remark 2 below. The rational reconstruction in step 7 in subroutine M is accomplished with Wang's algorithm [7, 2, 4] . Suppose this succeeds and step 7 finds h. If h|f1 and h|f2 thenȟ =ǧ and M terminates. If either trial division fails then Theorem 1 implies either mc is not yet large enough to recover the coefficients in Q or all primes dividing mc were unlucky.
Zero divisors in subroutine P
Subroutine P attempts to compute (if it exists) the gcd of f1, f2 in characteristic p by choosing points α = (α1, . . . , α k ) in Z k p and computing gcd(f1(α), f2(α)) with the Euclidean algorithm (in step 0). This is a gcd computation over a finite ring which may fail if a zero divisor is encountered. If we use sufficiently large prime numbers and random evaluation points then the probability of such failure is small, so our modular GCD algorithm will terminate.
We explain the role of the variable d in subroutine P. Suppose m(z) = z 2 + 7t − 1 and f1 = x 2 + t and f2 = (z + 1)x + t. If subroutine M chose the prime p = 7 then when the Euclidean algorithm is called by algorithm P (in step 0) with inputs f1(α) and f2(α), the first division would fail when it attempts to invert lcx(f2) = z + 1 which is a zero-divisor for any choice of α ∈ Z7. So when p = 7 then step 0 fails with probability 1. Suppose subroutine M chose a prime p = 7. This time only one evaluation point (α = 0 for t) results in a zero divisor being encountered, so step 0 fails with probability 1/p. When most evaluations fail (in the example when p = 7) then d > n will soon hold in step 4, so subroutine P wastes little time on p and gives up quickly. If most evaluations are good, and if subroutine P has already computed many good gn, then the test d > n prevents, with high probability, that a few unlucky choices in step 2 could cause a lot of useful work to be lost.
Remark 1:
It is essential that the evaluation point αn ∈ Zp be chosen at random in step 2. Consider m(z) = z 2 + (t − 1)z − 1 and f2 = (z + 1)x + t. If subroutine P were to always start with α1 = 1, then on this example, for any p it would always start with hitting a zero divisor and then give up in step 4. This would cause subroutine M to loop.
Reconstruction of the parameters in subroutine P
We explain the choice of representation used by subroutine P for the coefficients of g and how they are reconstructed.
is the gcd of the inputs of subroutine P. Three possible choices for canonical representations are:
. It is obtained from (1) (2) to (1) because we avoid arithmetic with fractions in s, t and can compute it using only univariate rational function reconstruction and univariate gcd computation. Although form (3) may be smaller than (2), computing it requires recursive gcd computations with one less variable which could be expensive. A precise definition of form (2) is now given. We require that is a gcd of f1, f2 (in characteristic p) .
(iv) lcx(g) is in Dp, i.e., deg z (lcx g) = 0, and (v) (for uniqueness) lct 1 ,...,t k (lcx g) = 1 under a term ordering.
We show how subroutine P outputs form (2) using univariate rational function reconstruction. For p = 11, t = 1, suppose we computed the gcd at s = 2, 3, 4 with the Euclidean algorithm and have
In step 7 subroutine P applies rational function reconstruction to the coefficients of z i x j to find rational functions in Zp(s) of the form (as + b)/(cs + d). We obtain
Now clear denominators to obtain form (2) at t = 1.
We repeat this for t = 2, 3, 4 so that we can reconstruct rational functions in t of the form (at
There are no denominators in t to clear in our example.
Thus we obtain (s − t 2 )x + z − t. Since the leading term, in lexicographical order with x > s > t, is 1sx, condition (v) already holds so no rescaling needs to be done.
Remark 2:
In step 6 in subroutines M and P, there are two reasons we only combine images with the same leading term. First, this way we Chinese remainder only images that are scaled by condition (v) in a consistent way. Second, it prevents reconstruction problems arising from an unlucky content. Suppose that p1 is a good prime,ǧ = tx + t + p1z and that subroutine M chooses prime p1. Thenǧ mod p1 = tx + t has an unlucky content t, and g1 will be the monic associate of tx + t which is g1 = x + 1. Hence g1 is not equal toǧ mod p1. Therefore, we must not Chinese remainder it with images gi that are equal toǧ mod pi. The easiest way to prevent this is to Chinese remainder only those gi together that have the same leading term. This way g1 will not contribute to the reconstruction ofǧ. Note that if lct 1 ,...,t k (lcx(ǧ)) vanishes mod a good prime p2, then the image mod p2 will end up not being used even if there is no unlucky content. So our algorithm may compute images like these g 1 or g2 that end up not being used. The reason we make no effort to avoid (as in Brown's algorithm) such images before they have been computed is because that would require additional computations and slow down our algorithm (a simple check on lct(lcx(fi)) without computing some resultant (mod p) is not sufficient, take for example f1 = f2 = (t 2 + p2 z)x + 1 where z = √ t 7 ).
Remark 3:
The algorithm as stated assumes m(z) is irreducible so L is a field. Our implementation does not check this assumption because that would be expensive, and in many applications where L is known to be a field, unnecessary. There are applications for gcds in L[x] when L is not a field. In this case it is possible that our algorithm as stated will loop. Take for example m(z) = z 2 − t 2 and f1 = f2 = (z − t)x + 1. The algorithm can be modified to handle this case. The basic idea is to reconstruct the zero divisor from some of its images while we reconstruct the gcd, and terminate when trial division confirms either a zero divisor or a gcd.
The Trial Divisions
In step 9 in subroutine P the trial divisions g|f1 and g|f2 take place in characteristic p. Since g, f1 and f2 are in
where we divide by m(z) also using pseudo-division. Thus we can do the trial divisions without any gcd computation in Dp. However, this results in a linear growth in size of the coefficients in Dp. In [5] we presented an algorithm for doing trial divisions of polynomials in
which uses pseudo-division and some gcds in Z to minimize growth of the integer coefficients. The same algorithm can be applied here; the only difference is the coefficient ring, Dp instead of Z. Our algorithm in [5] can also be used for the trial divisions in subroutine M. There f1, f2 and h
Because we have effective algorithms for gcd computation in D and Dp, this approach is effective in practice. To prevent the algorithm from doing many trial divisions, we build into the rational reconstruction algorithm some redundancy so that if it succeeds with output h thenȟ =ǧ with high probability. 
Rational Function Reconstruction
Set q to be the quotient of r0 divided r1.
In each loop of subroutine P, the degree of mc(t k ) increases by 1. In step 7 in P, algorithm RR is applied to each coefficient of c until it fails. Thus algorithm RR will be applied many times to many coefficients before it succeeds. Suppose c has T terms in t1, . . . , t k−1 , z, x and suppose subroutine P requires S points to succeed. Then the expected number of calls to algorithm RR is ST. Moreover, the trial divisions in subroutine P will be attempted many times with h =ǧ.
We force algorithm RR to output FAIL with high probability when M = deg t (m) is not large enough for RR to reconstruct a coefficient of h by setting N = (M − 1)/2 and
In the Euclidean algorithm, since deg t (q) + deg t (r1) + deg t (s1) = deg t (m) the new settings of N and D mean we are forcing the q in algorithm RR that corresponds to the output to be of degree 2 or more. For u chosen at random in Zp[t] of degree less than M , the probability of getting any q of degree 2 or more is O(M/p). Thus, by requiring one evaluation point more than the minimum needed, with high probability, we attempt the trial divisions once, and secondly, we reduce the expected number of calls to algorithm RR from O(ST ) to O(S + T ).
Multivariate Inputs
Let f1, f2 ∈ L[x1, ..., xn] with n > 1. To compute the gcd g of f1 and f2 using our modular GCD algorithm do the following: write f1 = aix G = Q(t1, . . . , t k , x2, . . . , xn) . Now we computeǧ, the monic associate of their gcd, using our modular GCD algorithm. When x2, . . . , xn are regarded as polynomial variables,ǧ may have a non-trivial content in x1 which needs to be computed and divided out to obtain b. Thatǧ could have a non-trivial content is illustrated by the example (s − t 2 )x + √ s − t given in section 2.2.
FRACTION-FREE ALGORITHMS
In this section we develop a fraction-free GCD algorithm for L[x] based on the ideas of Moreno Maza and Rioboo in [6] . Their algorithm, a modification of the subresultant GCD algorithm, computes an associate of the gcd of two univariate polynomials modulo a triangular set of polynomials over an integral domain D. Our problem setting is a special case of theirs where we have a triangular set of one polynomial, m(z) =m(z), which is irreducible over Z[t1, . . . , t k ]. We recall the idea of pseudo-division in D [x] . The point of pseudo-division is thatr andq are in D [x] and no fractions appear in the division algorithm when dividing µa by b. The subresultant GCD algorithm on input of non-zero f1 and f2 in D [x] , uses pseudo-division to compute an associate of the gcd of f1 and f2 in D [x] . It does this without introducing fractions and without gcd computation in D. Moreover, one can show that if D = Z[t1, . . . , t k ] the size of the integer coefficients and degree in each parameter of the coefficients of the pseudo-remainder sequence (PRS) grows linearly which is is optimal to within a constant factor. This is achieved by dividing pseudo-remainders by known exact divisors in D.
In [6] , Moreno Maza and Rioboo modify the subresultant PRS to work for R [x] where R = D[z]/ m(z) . The main idea is to multiply a pseudo-remainder p(x) ∈ R[x] by a scalar i ∈ R, a quasi-inverse of lcx(p), so that after multiplication, lcx(ip) ∈ D and not D [z] . Now pseudo-division does not introduce fractions and the exact divisions (Moreno Maza and Rioboo prove that they remain exact) in the subresultant PRS are by elements of D not R. We recall the definition for quasi-inverse for our commutative ring R.
Definition: Let u ∈ R. Then v ∈ R is a quasi-inverse of u if uv = r for some r ∈ D.
Remark 4:
The definition is unique up to multiplication by a non-zero element of D. To reduce coefficient growth we will want to use a quasi-inverse which is smallest. Let g = gcd(r, t). Now t ∈ Z[z] and so g is the gcd of r and the coefficients of t. Then t/g is also a quasi-inverse of u; it is a minimal quasi-inverse.
To compute a quasi-inverse of u ∈ R = D[z]/ m(z) we can use either Collin's reduced PRS, or the subresultant PRS, or the primitive PRS to compute elements s, t ∈ D [z] such that sm + tu = r for some r ∈ D and output t/g where g = gcd(r, t). Here is Maple code to accomplish this using the reduced PRS for D = Z[t1, . . . , t k ].
QuasiInv := proc(x,m,z) local u,r0,r1,t0,t1,pr,pq,mu,beta; u := primpart(x,z); r0,r1,t0,t1 := m,u,0,1; beta := 1; while degree(r1,z)>0 do r0,r1 := r1,prem(r0,r1,z,'mu','pq'); t0,t1 := t1,expand(mu*t0-pq*t1); if r1=0 then ERROR("hit zero divisor",r0) fi; divide(r1,beta,'r1'); divide(t1,beta,'t1'); beta := mu; od; divide(t1,gcd(r1,t1),'t1');
IMPLEMENTATION
