Hidden Markov Model (HMM) combined with Gaussian Process (GP) emission can be effectively used to estimate the hidden state with a sequence of complex input-output relational observations. Especially when the spectral mixture (SM) kernel is used for GP emission, we call this model as a hybrid HMM-GPSM. This model can effectively model the sequence of time-series data. However, because of a large number of parameters for the SM kernel, this model can not effectively be trained with a large volume of data having (1) long sequence for state transition and 2) a large number of time-series dataset in each sequence. This paper proposes a scalable learning method for HMM-GPSM. To effectively train the model with a long sequence, the proposed method employs a Stochastic Variational Inference (SVI) approach. Also, to effectively process a large number of data point each timeseries data, we approximate the SM kernel using Reparametrized Random Fourier Feature (R-RFF). The combination of these two techniques significantly reduces the training time. We validate the proposed learning method in terms of its hidden-sate estimation accuracy and computation time using large-scale synthetic and real data sets with missing values.
Introduction
A sequence of time-series data is ubiquitous. Such a sequence of time-series data can often describe the evolution of the hidden state of a target system. For example, a sequence of blood pressure or heartbeat time-series can represent the health condition of a patient. Therefore, infer-Preliminary work. Under review by AISTATS 2020. Do not distribute.
ring the hidden state of a target system using a sequence of time-series has long been an important research topic in engineering and science. HMM is a model designed to specify the varying hidden states for sequential data. HMM has been mainly applied to classifying human action, speech, and DNA sequence [1, 2, 3, 4, 5] , which are all related to understanding the evolution of target system characteristics over time. In general, HMM consists of two-part; The transition model considers Markov's dynamic of discrete hidden state, and the emission model considers the likelihood of the observed data in a given hidden state. Since the emission model of vanilla HMM has a limitation in expressing complex observations because of its simple assumption, Hybrid HMM whose emission considers a nonlinear function such as neural net (NN), has been devised [6, 7, 8, 9, 10] . However, even though Hybrid HMM shows better performance with improved modeling power, it still has limitations in applying to incomplete data with missing values [11] .
To address this problem, HMM using GP as the emission has been considered because GP has excellent expressive power as well as a nonparametric characteristic of GP enables the combined model applicable to the data containing missing values. As examples of these attempts, Nakamura uses Semi-HMM with GP emission to classify dynamic motion [12] . Zitao also conducts a study that leads to improved clinical time-series data prediction by combining GP with the emission of the Kalman filter, a continuous hidden state version of HMM [13] . Regarding time-series data, Hensman proposes a hierarchical model that combines the Dirichlet process with a GP mixture model, which clustered gene expression time-series data with missing values [14] . However, these studies consider the commonly used RBF kernel, the Periodic kernel, and the combination of them. Since choosing a kernel is what determines the covariance structure of the GP that describes the data, choosing the kernel should be considered more carefully.
One way to solve the mentioned issue is to employ a Spectral Mixture (SM) kernel that can approximate any stationary kernel [15] . It has also shown excellent performance when modeling time series data sets. Ulrich et al. [16, 17] propose an Infinite HMM whose emission consists of the arXiv:2001.01917v1 [cs.LG] 7 Jan 2020 Mixture of Experts model using Multi-output GP with each output being modeled by a spectral mixture kernel. Then, the proposed model is used to analyze human brain signals that change over time. Their approach classifies human brain signals over time into distinct hidden states, which could be described by different covariances characterized in the spectral domain. However, this model can not be scalably trained with large scale time-series dataset because many parameters of SM kernel tend to require extensive training time and induce over-fitting.
In this paper, we first introduce the hybrid HMM with GP Emission using spectral mixture kernel, which is a simplified version of Ulrich's model for sequential single output time-series data. Then, we propose a scalable learning method of the introduced model for large sequential time series data. Specifically, we employ Stochastic Variational Inference (SVI) based on [18, 19, 20] to efficiently process the long sequence of state-transition if long sequence dataset is given. Also, we develop Spectral Kernel Approximation by Reparameterized Random Fourier Feature (R-RFF) to efficiently process a large number of observations (≥ 1000) observed at each state. This approximation can reduce computational cost to optimize kernel hyperparameters for GP emission. As a result, the combination of these two methods enables our introduced model to train a large volume of the dataset.
Also, we validate the classification performance of the model trained by our proposed method on large-scale data containing missing values.
Background
We first discuss the model structures for HMM and GP. In addition, we discuss the background on the SM kernel and Random Fourier Feature (RFF) technique for approximating the SM kernel.
Hidden Markov Model (HMM)
HMM is a probabilistic model to depict the sequential observations obtained under the varying hidden state of a target system. HMM consists of a transition model describing the transition of the hidden state over time and an emission model depicting the probability distribution of the observations given the hidden state. For the transition of the hidden state, the Markov assumption is used.
Let Y = {y t } T t=1 be observations measured at each t time and Z = {z t } T t=0 be the corresponding the discrete hidden states where z t ∈ {1, .., K}. Then, the joint distribution of hidden state and observation of HMM is expressed as :
where A is the transition matrix of hidden states that A i,j represents the probability of the transition from z t−1 = i to z t = j, i.e P r(z t = j|z t−1 = i) = A i,j . The θ denotes the parameter of emission. The initial parameter π 0 plays role in setting where the hidden state occurs at the first time. For the emission p(y t |z t ), Gaussian or Mixture of Gaussian distribution is usually used in case of continuous observations. To relax the over-fitting problem in training HMM, Bayesian HMM considers the parameters {π, A, θ} as random variable and aims to infer these variables using observations. Typically, Dirichlet distribution (Dir) and Normal-inverse-Wishart distribution (NIW) are assumed as the prior distribution for the parameters π, A and θ, respectively.
To train HMM, the Expectation Maximization (EM) is applied, which alternatively optimizes the parameters of distributions for the hidden state and the emission model. This alternation respectively corresponds to updating local variables and global variables. For the Bayesian HMM, Variational Bayes EM (VBEM) and Markov Chain Monte Carlo (MCMC) are used for training [21, 22] .
Gaussian Process (GP)
GP is a stochastic process which assumes that any finite random variables of the stochastic process follow Gaussian distribution. GP can be used as a prior for a function that explains the relation between input and output [23] . Let x and y be the pair of inputs and outputs and let f be target function with GP prior assumption to consider the relation between x and y.
where m(x) denotes the mean function of f . The kernel function k(x, x ; θ) defines cov(f (x), f (x )) by the inputs x, x and the hyperparameter θ.
The kernel hyperparameter θ is trained by maximizing the log marginal likelihood log p(Y |X) for the given inputs X = {x n } N n=1 and outputs Y = {y n } N n=1 with the number of dataset N .
where K X,X is the evaluation of kernel function over X, i.e. [K X,X ] ij = k(x i , x j ).
Spectral Mixture Kernel (SM)
For the stationary kernel which assumes that covariance between f (x 1 ) and f (x 2 ) for any inputs x 1 , x 2 ∈ R P is invariant to translation of the inputs, i.e.
By Bochner's theorem, stationary kernel k(τ ) can be obtained by taking the Fourier transform to spectral density of S(s) for target function f where τ = |x 1 − x 2 | between two inputs x 1 and x 2 .
This theorem implies that if S(s) approximates well the empirical spectral density of observations {y t } T t=1 of f , the corresponding kernel of target function f can be obtained by applying Fourier transform to the S(s). Wilson [15] implements this idea to generate a new kernel known as the spectral mixture kernel (SM kernel).
This approach first represents the spectral density S(s) = 
where µ q = (µ
. Putting S(s) into the equation (5) leads the SM kernel defined as
where τ p is the p th components in the τ ∈ R P .
Sparse Spectrum GP Approximation by Random
Fourier Feature (RFF)
Random Fourier Feature (RFF)
Random Fourier Features method has been proposed to reduce the computation cost in the kernel learning domain [25] . This method approximates the kernel function k(x − y) by applying the Monte Carlo integration [26] to the Bochner's theorem (5) .
be the sampled M spectral points from the spectral density S(s). Then, the approximated kernel k(x − y) is obtained by the equation :
This can also be defined by the inner product of feature map. Let
be the feature map. Then the approximated kernelk(x − y) can also expressed as φ S (x)φ S (y) T based on (8) . Then, the corresponding Gram matrix K X,X can be computed as
Sparse Spectrum Approximation in Gaussian Process
Approximated kernel by RFF can reduce the training and inference time compared with original GP [27] .
When the approximate kernel by (8) replace K X,X , then the log marginal likelihood (4) is differently computed with the sampled spectral points
by matrix inversion lemma [28] . We can reduce the computation time when M n.
3 Methodology
Hybrid HMM with GP Emission

Figure 2: Hybrid HMM with GP Emission
We introduce a hybrid HMM with GP emission using SM kernel designed to classify the hidden state for a sequence of single-output time-series data.
We assume that the output time-series data {y t,j } nt j=1 corresponding to time-series inputs {x t,j } nt j=1 are obtained every time step t. Here, x t,j and y t,j are the j th input and output given at time t, respectively. {y t,: , x t,: } denote the full observations at time t. z t denotes the corresponding discrete hidden state over {y t,: , x t,: } where z t ∈ {1, .., K}.
Hybrid HMM with GP emission follows the same structure of vanilla HMM with equation (1) except the emission function. The emission of this model introduces the GP prior on the f t,: to explain the relation between y t,: and x t,:
under the hidden state z t and SM kernel k zt as f t,: |x t,: , z t ∼ GP (m zt (x t,: ), k zt (x t,: , x t,: ; θ zt )) (10) where θ zt denotes the hyperparameters of the SM kernel k zt having Q zt mixture components. In addition, each point in time series is measured with independent and identically distributed (i.i.d.) Gaussian noise as
Then, the log likelihood of the observation p(y t,: |x t,: , z t ) is computed as the marginalization over the prior f t,: given k zt as:
Additionally, we assume the prior distribution for transition matrix A and initial distribution π where the Dirichlet distribution is assigned to each row of A and π.
Variational Bayes Expected Maximisation (VBEM)
HMM with GP emission can be trained by Variational Bayes Expected Maximisation (VBEM). Given the model assumptions for HMM with GP, the log joint likelihood of Z, Y given X is expressed as
In VBEM approach, variational distribution q(π, A, Z) are introduced to approximate the posterior p(π, A, Z|Y, X). Mean field assumption for q(π, A, Z) leads to independent relation for each variable, i.e q(π, A, Z) = q(π)q(A)q(Z). After we apply the Jensen's inequality to the log marginal likelihood log p(Z, Y |X)p(π)p(A)dπdAdZ, we get the following Evidence Lower Bound L (ELBO) :
Maximizing the L is equivalent to minimize the KL divergence between q(π, A, Z) and p(π, A, Z|Y, X), which results in updating the variational parameters {w π , w A } of global variable {π, A} and local variable Z alternatively.
The update of local variable q(Z) is induced as follows:
log p(y t,: |z t , x t,: )
To evaluate the updated local variable q * (Z), the following auxiliary variables π, A j,i should be computed.
Then, forward-backward algorithm using p(y t,: |z t , x t,: ), π and A generates q * (z i ), q * (z i−1 , z i ) to be used for the update of global variable parameters.
Updating the global variable parameters is conducted as follows:
where w πj and w Aj,i denote variational parameter for j-th element of π and (j, i) element of A. The α π j and α A j,i denote Dirichlet prior for π j and Dirichlet prior for A j,i . The 1 z0=j , 1 zt−1=j,zt=i denote the sufficient statistic for q(π) and q(A), respectively.
The hyperparameters of SM kernel θ = {θ 1 , .., θ K } are trained by maximizing the following objective :
This optimization applies the gradient method such as nonlinear conjugate gradients and L-BFGS.
Scalable Learning
The VBEM method is difficult to employ for training HMM-GP with the SM kernel using the data having 1) long sequence of state transition (T is large), 2) a large number of observations in each time-series (n t is large), mainly due to a large number of the SM kernel parameters.
To tackle the mentioned issue, we apply Stochastic Variational Inference (SVI) for 1) based on [19, 20] , which intend to approximate the ELBO for long sequence data by linear approximation through the sampled short sequence data. For 2), we develop Spectral Kernel Approximation by Reparameterized Random Fourier Feature (R-RFF) that optimizes SM kernel hyperparameters in a stochastic manner.
SVI Approach
In the SVI approach, we approximate the log likelihood of the total T sequence of time-series data as the log likelihood of uniformly sampled short L sequence of time-series data called by batch data with the single batch sampling.
Given the T sequence of time series observations, we randomly sample L time series observations Y s L = {y i,: , ..., y i+L−1,: } corresponding the inputs X s L and the hidden states Z s L , where the index i is sampled uniformly
By the equation (22), the batch factor c A s , c θ s to coordinate
Applying stochastic natural gradient descent to the natural parameter of variational distribution q(A), q(π) iteratively leads to the update rule for the global variable as follows :
where w π , w A are the natural parameter of Dirichlet distribution and p n is n-th learning rate of stochastic optimization. SM kernel hyperparameters θ are trained by maximizing expected log marginal likelihood λ s with the batch factor c θ s .
For multiple M batch data {Y sm L , X sm L , Z sm L } M m=1 , varia-tional parameters are similarly updated as follows:
SM kernel hyperparameters are updated by maximizing the following objective:
where m i is first sampled index of m batch data.
Updating the parameters of the local variable is similarly updated as VBEM except that full dataset {Y, X} are replaced with sampled {Y s L , X s L }.
SM Kernel Approximation for GP Emission
To scale up the GP emission, we approximate the SM kernel by Reparameterized Random Fourier Feature (R-RFF). Then, the approximated SM kernel is employed to regularized sparse spectrum GP approximation for the reduction of computation cost.
Given the parameters of SM kernel {w q , µ q , σ q } Q q=1 , we sample spectral points from Gaussian distribution N (S; µ q , σ q ) by reparametrization trick.
where i ∼ N ( ; 0, I) for i = 1, .., m q . The sampled spectral points
where φ q (x) is the feature map defined by the sampled spectral points {s q,i } mq i=1 from N (S; u q , σ 2 q ) by (8) . Based on Stochastic Gradient Variational Bayes (SGVB) [29] , we derive the regularized lower bound of log marginal likelihood with Reparametrized kernel approximation (31) . 
where s (k) is repetitive k-th sampled spectral points from q(S) = Q q=1 N (S; µ q , σ q ) for robust lower bound approximation. p(S) is the prior distribution of spectral density, whose parameter can be tuned by using empirical spectral density. The second term −KL(q(S)||p(S)) of this lower bound (32) acts as a regularizer to prevent the spectral density distribution from collapsing in training.
The obtained (32) can be employed as the alternative to log p(y t,: |z t , x t,: ) with less computation.
Computation Complexity
To analyze the computation complexity of our learning algorithm, we split the algorithm mainly into three parts; computation of log marginal likelihood for observations by GP emission, local update, and global update. We proceed with the analysis of our computation under a single batch assumption because the repetitive sampling for robust SVI and lower bound of log marginal likelihood (32) increases the total computation linearly.
For computing the log marginal likelihood of T × n observations with K hidden state, the conventional VBEM approach costs O(KT n 3 ). Our approach costs O(KLnm 2 ), where the length of the sampled sequence is L sequence, and the total m sampled spectral points are used for SM kernel approximation. This is because SVI approach reduces to O(L) from O(T ) and SM kernel approximation reduces to O(nm 2 ) from O(n 3 ). For the update of local variables, VBEM and SVI take O(K 2 T ) and O(K 2 L) for the forward-backward algorithm, respectively. Updating the global variable is dominated by updating kernel hyperparameters. Computing the derivative of log marginal likelihood for each parameter costs O(n 3 ) [23] . Thus, in the case of spectral mixture kernel, VBEM costs O((3Q+1)n 3 KT ) where All spectral mixture kernels take Q Gaussian mixture components. However, our scalable approach takes O((3Q + 1)nm 2 KL).
In summary, our scalable learning method scalably trains the large dataset when we control m and L such that nm 2 n 3 and L T .
Experiments
We conduct two experiments for validation. In the experiments, the following performance metrics are used to evaluate the performance of the trained models.
•Accuracy : how correct the estimated hidden states match to the true label after reordering the estimated clusters by Munkres algorithm [30] •Time : training time (seconds) for given dataset •#Cluster : the number of the estimated hidden states
Scalable Learning (Q1)
We conduct the first experiment to validate how the proposed learning strategies (SVI and R-RFF) expedite the training of HMM-GPSM with a large volume of data, i.e., 1) long sequence (T is large) and 2) a large number of observations in each time-series (n t is large).
We use the synthetic sinusoidal dataset for the first experiment. We consider 8 states whose state transition follows a Markov assumption. Specifically, there are two groups of states whose state dynamics are different: (1 → 2 → 3 → 4) and (5 → 6 → 7 → 8). Each state except state 4 in the first group follows the stay probability 0.7 and the move probability 0.3. Similarly, each state except state 8 in the second group has stay probability 0.3 and the move probability 0.7. The special states {4, 8} connect the two group with probability 1, i.e., (4 → 5) and (8 → 1).
Given a hidden state s ∈ {1, .., 8}, we assume that the dis-
where Q is the number of spectral components for sinusoidal. The frequency components ω s,q is uniformly sampled from the interval [0, 20]. The weight factors { α s,1 , .., α s,Q } are normalized version of {α s,1 , .., α s,Q } where α s,q is uniformly sampled from the [0, 1]. This normalization intends to make sure that the statistics such as the mean and standard deviation of each time-series observations are not be a determinant factor to classify the sinusoidal generated in different state.
To investigate the complexity of the spectral pattern, we consider Q = 3, 6. In addition, to investigate the impact of the number of time-series measurements, we consider two sampling frequency 200Hz and 1000Hz. For every combination of Q and sampling frequency Hz, we generate a time-series for 2T seconds using (33), i.e, 2T × 200(Hz) and 2T × 1000(Hz). Then, we use the first half of them for training (T ×Hz) and the left half of them for test (T ×Hz).
For the comparison of the proposed training methods, we take HMM-GPSM introduced in Figure 2 as the modeling baseline. Then, we compare mainly the following three learning strategies: To provide the information of how difficult the distinct sinusoidal data is classified, we also takes following benchmarks models based on HMM: Table 1 reports the statistics of the mean and standard deviation for the accuracy and the number of estimated hidden states computed by 10 repetitive experiments. In terms of accuracy for the state estimation, the HMM-based on GPSM has comparable results with a vanilla version of HMM when Q = 3 (data pattern is simple); however, the HMM-based on GPSM has the highest accuracy when Q = 6 (data pattern is complex). Figure 3, (a) shows clearly how the proposed training strategy (SVI+R-RFF) reduces the computational time without sacrificing accuracy. The reduction is especially significant when the number of data points in the time series is large. Figures 3, (b) , (c), and (d) shows the results of clustering for a different model, showing that the proposed method matches the true labels quite well.
Robust State Estimation (Q2)
In HMM research, handling the incomplete dataset containing missing values has been recognized as an important research topic because missing values induces the difficulty of training HMM and estimating the hidden state. To tackle this problem, YEH et al. have investigated how missing data affect the estimation of the HMM parameters in a clinical dataset where missing values are commonly found in the dataset [33] . Popov et al. propose the algorithms of training HMM on sequence data set with missing values by marginalizing the likelihood of missing values for emission [34] . Uvarov et al. develop the modified Viterbi algorithms of HMM for the imputation of incomplete motion data [11] .
In this experiment, we aim to evaluate how the HMM-GPSM trained by our proposed learning methods is robust with missing values in the large scale time-series dataset.
We use the PigArtPressure dataset from The UCR time series archive [35] . This data set contains 312 Arterial-bloodpressure time-series data measured at different conditions. This dataset consists of 52 classes, and one time-series of each class has 2000 data points. For the experiment, we randomly chose the 10 class as the hidden state, and sample the observations from the bags of each class. To introduce state transition, we assign Markov assumption over each class. The probability of move and stay over each class is 0.5, respectively. This setting intends to reflect the interesting topic of recognizing the difference between stay and move for dynamic object [36, 37] . Then, we downsample the timestamps into a half and then use the training set (100 × 1000) and test set (50 × 1000).
For comparison, we take GPSM(RSS)-SVI for our approach. Also, KNNDTW, HMM-S, BHMM-T, and BHMM-S which are used in previous experiment 4.1, are compared again. Additionally, we consider the IOHMM [38, 39] that has a different structure of HMM to specifically consider the relation between the inputs and outputs in emission:
•IOHMM : Input and Output HMM with Autoregressive Gaussian emission which assigns the inputs and outputs as spectral density observations and time-series observations
To make missing values in the dataset, we consider two different scenarios; 1) Randomly Missing (RM) that missing values are on randomly chosen timestamps, 2) Interval Missing (IM) that missing values consists of the intervals. We consider the two types of missing percentage {25, 50} over each 1000 time-series observations.
To process missing values for other benchmark models, we 
Conclusion
We propose the scalable learning method for HMM-GPSM by combining SVI for a long sequence of state transition and R-RFF for a large number of time-series for GP emission. In experiments, we validate that the proposed learning method reduces learning time and estimates the state even though the dataset includes missing values.
In future research, we consider two research directions. First, we will extend the kernel's expressive power from stationary to non-stationary to overcome the limitation in modeling real data with a stationary kernel [40, 41, 42] . Second, we will relax the Markovian assumption over the transition of the hidden state by considering the complex sequence model such as RNN to figure out the complicated sequential relationship [43, 44, 45] .
6 Supplementary Material 6.1 Derivation
SVI application to Bayesian HMM with GP emission
We derive (1) The transition term in expectation in ( * ) can be approximated as log p(y t,: |z t , x t,: )
Reparameterized RFF SM kernel approximation
Given the parameters of SM kernel {w q , µ q , σ q } Q q=1 , we sample spectral points from Gaussian distribution p (q) (S) = N (S; µ q , σ q ) by reparametrization trick.
that is the inducted kernel from Gaussian Spectral density p (q) (S) by Bochner's theorem.
Using the above derivation, we define sampled spectral points
Regularized Lower bound for GP emission
We consider the lower bound of log marginal likelihood with the candidate distribution q(S). We can derive the lower bound L as follows:
Applying the Stochastic Gradient Variational Bayes (SGVB) [29] to L with the reparametrizable distribution q(S), leads to the following unbiased estimatorL K .
where s (i) is i-th sampled spectral points from q(S). 
