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A theory of stability via Lyapunov functionals is developed for a general 
class of autonomous delay differential equation whose values lie in a Hilbert 
space. 
In this paper we develop a Lyapunov-like theory for a class of linear auto- 
nomous delay differential equation whose values are taken in a real Hilbert 
space. The corresponding theory for linear differential equations in Rn of the 
form 
z?(t) - Ax (0.1) 
can be developed by defining 
B=: 5s eA’teAt dt (0.2) 0 
and then showing that (0.2) satisfies the matrix equation 
A*B f  BA = -I. (0.3) 
Conversely, if (0.3) is solvable for some positive definite B then (0.1) is uniformly 
exponentially stable (see, e.g., [7]). 
Our treatment of the system 
i(t) = Ax(t) + c Aj.r(t - h,) (0.4) 
,=l 
described in Section 1 is similar in spirit. However, it is complicated by at least 
two factors. One is that the setting for (0.4) is an infinite-dimensional space, and 
the second is that the delay terms force us to consider bilinear functionals 
defined not in the phase space but on a function space. This is true even if the 
Hilbert space is finite dimensional (see, e.g., [S]). Nevertheless a Lyapunov 
theory completely analogous to that for systems of the form (0.1) is developed 
for (0.4) when x(t) has values in a Hilbert space. 
37 
0022-247X/80/070037-21$02.00/0 
Copyright 0 1980 by Academic Press, Inc. 
AU rights of reproduction in any form reserved. 
38 RICHARD DATKO 
The paper has the following format. Section 1 consists of preliminaries, 
the most important being the representation of solutions of (0.4) in terms of a 
family of linear mappings, s(t), f  rom [0, co) into H. Section 2 contains the 
essential part of the paper. Theorem 2.1 states a necessary and sufficient condi- 
tion for a system of the type (0.4) to be uniformly exponentially stable. This 
condition is in essence a bilinear functional which must be positive on a function 
space &? constructed from the original Hilbert space H. Explicit properties of 
this functional are then developed in a sequence of lemmas and a further 
characterization of it is given in Theorem 2.2. Theorem 2.3 states conditions 
under which a bilinear functional on J? may exist satisfying all the properties 
of Theorem 2.2 and its corollary, except positivity, without assuming system 
(0.4) is uniformly exponentially stable. The corollary to Theorem 2.3 proves that 
if the functional described in that theorem is positive on 3Ec then (0.4) is 
uniformly exponentially stable. 
Section 3 contains specific results for systems of the type 
g (t) = Ax(t) + A1x(t - II), (O-5) 
i.e., systems with a single delay. Theorem 3.1 develops a second-order ordinary 
differential equation for the main component of the bilinear functional of 
Section 2. This equation is linear but has unusual boundary values in that they 
are determined by two linear operator delay differential equations. The treatment 
in this section is somewhat along the lines developed by Castelan and Infante [2]. 
Section 3 concludes with a theorem which indicates a shortcut for the deter- 
mination of uniform exponential stability of certain systems with one delay and 
gives two examples of this procedure. 
The proofs of many results in Section 2 depend on interchanging the order of 
integration and differentiation under an integral. Whenever these occur they 
are legitimate but it was not felt necessary to explicitly justify them. Another 
procedure which recurs with some frequency and is justified in the text, but 
which is crucial to the treatment of Sections 2 and 3, is the determination that a 
point in a Hilbert space, H, is in the domain of the adjoint of the infinitesimal 
generator of a C, semigroup. Thus suppose iz is the infinitesimal generator of a 
C,, semigroup and it is known that (z, Ax,,) is a bounded linear operator on the 
domain of -4. Then z is in the domain of the adjoint to A, A* (see, e.g., [9]). 
I. PRELIMINARIES 
R will denote the real line, Rn Euclidean n-space, and H a real Hilbert space 
with inner product (., .) and norm 1 1 . [H] will denote the bounded linear 
mappings from H into itself and Z will denote the identity mapping. The adjoint 
of any linear operator Q will be denoted by Q*. If  h > 0, L,[[---h, 01, H] will 
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denote the equivalence classes of Bochner integrable mappings from [--h, 0] into 
H whose norms are square integrable. The norm on this space is given by 
! 4 I2 = J-Th / +(u)l” da. The space SF = H + L,[[--h, 01, H] is a Hilbert space 
with the inner product 
where 
4 = (4(O), 4) and 4 = (W), $1. 
The space of continuous linear mappings from s’? into itself is denoted by [Xl. 
A mapping B E [H] is called positive, denoted by B > 0, if B = B* and 
(Bx, X) > 0 for 1 s 1 f  0. B is positive definite if there exists m :> 0 such that B 
is positive and (Bx, X) > m ~ s I2 for all x in H. In some circumstances we write 
B > m. 
d: H - N is a closed linear operator which is the infinitesimal generator of a 
semigroup, T(t), of class C, The domain of -4, Q(d), is dense in H (see, e.g., 
[9]). {Aj), 1 <j < m, are operators in [H] and 0 < h, < h, ... < t2,,, = h are 
fixed positive numbers. 
Consider the linear autonomous differential-difference svstem on H which is 
formally described by the equations 
;(s(f,J)) = A.Y(f,qq + f rlj.r(t - hj ,J) 
j=1 
if t 3 0, 
.+, $, = 4(t) 
(l.la) 
(l.lb) 
if t E [--II, 0), and 
(l.lc) 
where4 =(~(O),#)E#. 
The integrated form of (1.1) may be given in the form 
.v(t, 4) = T(t) d(O) + 1 [ T(t - U) ,gl ajx(u - hj 7 J)] da 
if t 2 0 and 
.$t, 4, = 4(f) 
if f E [-A, 0). 
(1.2a) 
(1.2b) 
A discussion of (1.1) and (1.2) in a general Banach space setting is given in [5]. 
In that paper it is shown that solutions of (1.2) exist for all 4 E S and that there 
exists a dense set G? in 2 such that solutions of (1.1) are well defined. Moreover 
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there exists a family of mappings S: (- co, 00) -+ [Hj which is strongly continu- 
ous on [O,CO) and for all q, in H satisfies the properties 
S(t) x0 = T(t) x0 + i 1’ T(t - u) i4jS(o - hj) x0 da it t 20, 
j=1 0 
(1.3a) 
S(O) x0 = x0 , (1.3b) 
and 
I WI = 0 (1.3c) 
if t < 0, such that (I .2a) may be described by 
x(t,J) = S(t)4(0) + f  Jo S(t - u - hj) AA(U) do (1.4) 
+=I -hi 
(see, e.g., Theorem 2.8) in [5]). 
DEFINITION 1.1. For t > 0 and C$ E .8 we define 
*%($J, = {(.r(t, J,, x(t + u,&,: u E [--h, 0] and x(t, 4) satisfies 1.2). 
For all t >, 0, q(g) E X (see, e.g., Theorem 2.7 in [5]). 
II. THE STRUCTURE OF LYAPUNOV FUNCTIONALS FOR SYSTEM (1.2) 
DEFINITION 2.1. System (1.2) is said to be uniformly exponentially stable if 
there exists M > I and 01 > 0 such that for all C$ in 2 and t > 0 
I+@ <Me-Jjl+l. (2.1) 
We shall abbreviate the property of Definition 2.1 to say system (2.1) is u.e. 
stable. 
LEMMA 2.1 [5, Theorem 3.41. System (2.1) ‘. q 1~ e uivalent to the statement that 
for each 4 E X there exists a$nite number M(4) such that 
s 
= ( x(t,$)12 dt < M(c$). (2.2) 
” 
This condition is termed uniform L, stability. 
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If system (2.1) is u.e. stable, then clearly S(t) and S*(t) satisfy 
j S(t)1 = / s*(t)1 = ll!k~f 
and hence if WE [H] is positive definite we can define for each t E R and 4 E &’ 
the expression 
&, $1 = jx S*(CY) w~((Y + & 4) dor. 
0 
(2.3) 
It is easily seen that if system (1.2) is ue. stable there exists Ml > 0 such that for 
all t 2 0 and all C$ E A“ 
I q(f, d,l < w+ I$ I . (2.4) 
lLIoreover q(r, .) defines a strongly continuous linear mapping from s in H. 
If  (2.1) is u.e. stable we can use (2.3) and (1.4) to obtain 
(40,4)* 46 $1) 
= r = ( W’x(a + t, c$), S(a) x(t, 4)) da ‘0 
*= = J [ 0 (Wi+ + t,c$), .x+x + t,&) - f  j’ j-1 t--h, S(LY - u - hj) Ap(u,$) do)] da 
= lx (bVx(a+ t&,x@+ t,$))da 
‘0 
= jm (w+ + t,&, + + t,&) da = jm (w+,$), .+,&) dol < co. 
0 t (2.6) 
Equation (2.6) is reminiscent of the pseudo inner product associated with the 
adjoint system 
4(t) = -Wx(t) - a*q(t) - f  A’q(t - hi) (2.7) 
j=l 
when H = R1” (see, e.g., [I] or [S]). 
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Relationship (2.6) was obtained by assuming (1.2) was ue. stable. However, if 
IV is positive definite and 
for alI4 in 2, then by Theorem 3.4 in [5], (1.2). IS u.e. stable. Thus the following 
theorem holds. 
THEOREM 2.1. ,4 necessary and Qicient condition for system (1.2) to be u.e. 
stable is the existence for any positive dejinite Win [H’j of a family of bounded lineal 
mappings q(t, .) from S into H. which is strong& continuous in t, such that (2.6) is 
satisfied for all 6 in 2. 
(i) Assume (1.2) is u.e. stable; then by the preceding discussion q(t, .) 
as defined by (2.3) satisfies (2.6) and is clearly linear and strongly continuous. 
(ii) I f  q(t, .) exists, satisfying the hypotheses of the theorem, then by (2.6) 
and the definiteness of W-there exists m > 0 such that for all 4 in # 
1X 1.+,$)I dt < ; 1 z (Wx(t, $), x(t, 4)) dt < so, 
‘0 ‘0 
which by Theorem 3.4 in [5] guarantees (I .2) is u.e. stable. 
Some Fldnctional Relations for q(t, I$) 
We shall now show that for u.e. stable systems q(t,d) is defined by relations 
which do not explicitly depend on x(t, 4) and S(t) but on the mappings --I, {-Jji- 
and W and the initial value 4. For this purpose we define for each (J E R the 
linear mapping L(a) E [H] b! 
(2.9) 
Using (2.9) we rewrite (2.3) in the form 
q(t,$) = j-” S*(a) W 
0 
S(a) .$t, 4) -+ f so 
j=l -hi 
S(a - u - hi) ,4,x(u + t,rj) du] da 
= --L(O) .r(t, 4) - f  co L(u + hi) A,x(u + t, 4) do = .B(.a$+)). 
j-1 “-hi 
(2.10) 
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Equation (2.10) defines for each t > 0 a linear mapping from &‘d H given 
explicitly by the equation 
W(c$) = -L(O)4(0) - ‘f j-” L(u + hj) dj+(u) do. 
j=l 4, 
(2.11) 
LEMMA 2.2. Sssume (1.2) is u.e. stable. Ij T 3 0 and t > 0, q(t, 4) satis@ 
q(t + T,$) = --L(-T) x(t,rj) - f 1” L(-T + o + hj) A,.r(t + 0, c$) da. 
j=I * -/I j 
(2.12) 
Proof. Using first (2.3) and then (2.9) we write 
q(t + 7, I$) = /= S’(a) wx(a + t -+ 7, r$) da 
=; s*(a) w[qa + T) x(t,c$) 
, 
da 
= --L(-T) x(t, 4) - I:1 rhjL(-7 + 0 + hj) Ajx(u + t, 4) da, . 
which establishes the lemma. 
LEMh,lA 2.3. dss~nte (1.2) is u.e. stable, then for all u E R, L(U) = I,*(-u). 
Proof. Let .vo and y. be in H. Then by (2.9) 
(L(u) %J 9 yo) = - Se (%J , S*(a - u) WY?(a) yo) da 
= (~0 :- j-m S*(B) WS(P + u)yodP) = (+ ,L(--CT)yo) 
= (% 9 L*(u;;,). 
From Lemma 2.2 and 2.3 we obtain the following theorem. 
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THEOREM 2.2. Let (1.2) be u.e. stable. Then for all+ in &’ 
I 
m (WT(o1, J), x(a, $8)) da 
0 
= -(L(O) NJ), W)) - 2 f so Mu +4 &W, 4(O)) du j-1 -hj 
Remark 2.1. For (1.2) with one delay and H = Rn Theorem 2.2 we 
postulated by Repin [lo]; i.e., he postulated the structure of the right side of 
(2.13). Conditions which L(0) and L( u must satisfy were derived in [3]. These ) 
conditions resulted in reducing the problem to solving a peculiar boundary 
value problem involving linear ordinary differential equations. Also see [2] 
for more on this problem R”. 
Proof of Theorem 2.2. Since (1.2) is u.e. stable, q(t, 4) exists. Thus by Lemma 
2.2 
= (dOt6h 4(O)) + $I /:hj (A,*q(u + hj 9 b), +(u)) da 
Z!ZZ (--L(O) 4(O) - f Jo L(u + hj) AA(u) do, B(O)) 
j=~ -hj 
= -(L(o)+(o), 4(O)) - ;I ci(L(u + hj) &wJ), d(O)) du 
_ :I c, (A,*L(- u - hj)4(o)9 4b)) d” 
4pplying Lemma 2.3 to (2.14) completes the proof of the theorem. 
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LEMMA 2.4. I f  x0 EB(A) then S(t) x0 is dzjj%rentiabZe a.e. on [0, cc) and 
satisfies, wherever the derivative exists, the equation 
; (s(t) x0) = S(t) Ax, + 5 S(t - hJ Ajx, 
j-1 
(2.15) 
= AS(t) x0 + f  AJ(t - hi) x0. 
j=l 
Proof. Let x0 EQ(A). Then using Proposition 4 in [4] (where Bj = 0, 
j = I,..., m, and 1 $(o)I = 0 a.e. on [-h, 01) and denoting by s(s) the Laplace 
transform of 5’(t), we can write for Re s sufficiently large 
sS(s) x0 - x0 
= s 
( 
I- ($I- A)-lf AiedSAi -’ (sl - A)-l x0 - x0 
61 1 
= 
( 
1 _ (~1 _ A)-l f  -l Jie-Shi 
i=l 1 i 
S(S~ - A)-’ - I - (d - A)-lf ePhi x0 
i=l I 
= I- (sl- -4)-l ‘$ Aiepshj A - f  AieeShj x,, 
i=l i=l 
= S(s) A - f AiemShj x0 = f(s). 
i=l 
(2.16) 
Since x0 ELM, (2.16) is the Laplace transform of 
S(t) A - f  S(t - hj) Aj 1 x0 =‘f(t) j=l 
which is piecewise continuous and Bochner integrable over finite intervals of 
[0, CO). On the other hand if we solvz s(s) x0 from (2.16), using only the extreme 
left- and right-hand sides, we obtain 
i.e., 
As(t) x0 = x0 -t S(a) A - f  S(u - hj) Aj 
1 
xo da, (2.17) 
j=l 
which proves part of (2.15). To complete the proof we observe that by Eq. (16) 
in [4] if x0 EL@(A), 
s(s) (d - A - zl A,e-‘“i) x0 = x0 . 
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LEMMA 2.5. If system (1.2) is u.e. stable and x(t, 4) is difjrerentiable, then so is 
q(t,&, and its derivative satisjk the equation 
; (q(t,$)) = -Wx(t,$) - A*q(t,$) - f  A;q(t + hi ,c$). (2.18) 
j=l 
Proof. I f  w(t, 4) . d’ff 1s I erentiable then from (2.3) it follows that q(t, $) is also. 
Let x,, E Q(A). Then using Lemma 2.3 
= $ ltrn ( WX(CL, I$), S(a - t) x0) dor 
= -( Wx(t, $), x0) - Jtffi (Wx(ar, r$), AC!+ - t) x0) dci 
(2.19) 
= -VWtdb xc,) - (dt, 6),&J - f (&W + hi ,$), xc,>. 
j=l 
Since (dq/dt) (t, 4) exists and 
(g (t, $1, x0) and (wx(t, 9) + il %%t + 4 3 &> xo) 
represent bounded linear functionals on B(A), and since 6@(A) is dense in H, 
they can be extended to all of H. Thus it follows from (2.19) that (q(t, q5), Ax,) 
can be extended to a bounded linear functional from 5??(A) to H. That is, q(t, 4) E 
5?(A*) (see, e.g., [9]) and hence for all x,, in H 
($ (dt, $11, XO) = - (WX(t, $1 + A,*(t, 6) + zl q(t + hj > $)t ~0) , 
which proves the lemma. 
LEMMA 2.6. If (1.2) is u.e. stable and x0 E L&4), then if u < 0 
$ (L(u) x0) = ---L(o) Ax, - 5 L(u + hj) AjXO 
j=l 
(2.20) 
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and 
41 
d(L*(u) x0) 
do 
= --,Lz*L*(cT) x0 - m Fl *4TL*(0 + hj) x0 7 
andifa>O 
$(L(U) X0) = S*(U) R’X, - L(O) AX0 - f L(U + hj) ajxO 
j=l 
and 
g (L*(u) x0) = WS(a) x0 - A*L*(u) x0 - g1 A,*L*(u + hi) x0 
Proof. (i) Proof of (2.20). Observe that 
& (W x0> 
=- [eS*(a)W$(S(a-u)x,,)da 
'0 
(2.21) 
(2.22) 
(2.23) 
= Irn S*(a) WS(a - a) Ax, dor + 2 j-= S*(a) WS(cx - u - hj) &, dor 
0 j-0 0 
= --L(U) -4X0 - 2 L(U + hj) ifjX0 . 
j=l 
(ii) Proof of (2.22). I f  u > 0 we make the integrand in (2.9) continuous 
and then differentiate. Thus 
-&(u) x0) = $ [- I= s*(a) WS(a - u) s, da] 
n 
= S*(u) Wx,, - L(u) Ax, - f L(u + hi) Ajxo da, 
i=l 
which proves (2.22). 
To prove (2.21) and (2.23) we let x,, EQ(A) and y,, EB(A). We know by 
Lemma 2.3 that L*(o) = L(-u). Thus (d/da) (L(U) x,,)) and (d/da) (L*(u) x0) 
exist. Hence if u < 0 
2 Mu) ql , Yo) = ($ (40) %), Yo) = so , 
&L*(u) yo) = -(L(u) Ax, , ‘“) - 2 (L(u) Aj.q, ) J,,) 
j=l 
= --(-4x, ) LY(u)yO) - c (x0 , &5CL*(u)y,,). 
j=l 
409/76/w 
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Since x0 is arbitrary in 9(,4), which is dense in H, the above equation implies 
that (Ax, , L*(U) y,,) is a bounded linear mapping on 9(A), i.e., that 
(Ax, ,L*(a)yo) = (X”, A*L*(a)yo) 
for all x,, E H. Hence for (T < 0 and all x0 in H 
( x0 , ; (L*(u) y,,) = -(x0 , A*L*(u) yo) - f  (x0 , ,4,*L*(u + hj) yo), 1=1 
which proves (2.21). The proof of (2.23) IS o b tgined in a similar manner. 
COROLLARY. I f  (1.2) is u.e. stable, then z” x0 t 9(A) and u < 0 
$ (L(u) x0) = - WS( -u) x0 + rZ*L(u) x0 + ; Ai*l,(u - hj) 
j=l 
and 
g (L*(u) X”) = -S’(-a) x0 + L*(a) d o + f  L*(n - hj) t2jx, , 
j=l 
and if u > 0 
$(yu) x0) = A*L(u) x0 + f kcL(u - hj) 
j=l 
and 
&L*(u) x0) = L*(u) Ax, + f  L*(a - hj) Ap, . 
i=l 
(2.20)’ 
(2.21)’ 
(2.22)’ 
(2.23)’ 
Proof. The proof is obtained by observing that L*(u) =L(--a) and using 
Lemma 2.6. 
LEMMA 2.7. Let L(u) and L*(u) be strongly continuous on (-co, co) and 
satisfy Eqs. (2.21)-(2.23). I f  f :  [-h, 0] . IS continuously d$ferentiable, then for each 
j, 1 <j < m, the function 
1” L*(t - (3 - hi) f  (u) da = ri(t) 
* 4, 
(2.24) 
is difjerentiable and satisfies 
$ (rj(t)) = Wj-1, S(t - u - hi) f(u) do - -4*rj(t) - f  A;rj(t + hi). 
2 i-1 
(2.25) 
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Proof. Clearly rj(t) is differentiable since f is continuously differentiable. Let 
.r, ES. Then if t < hj 
trjCt>, %> = s_“,. (f(O), L(t - u - hj) x0) du 
= j-;ijhj (f (4, Qt - 0 - 4.) .T,) do + s,;, (f(u), L(t - 0 - hj) .qJ du 
I 
(2.26) 
and if t > hj 
(rj(t), ~0) = /oh, (f(u), L(t - 0 - hj) ~0) du. 
, 
(2.27) 
I f  (2.25) holds then 
= (f (t - hj),L(O) ~0) $ ~~~~’ (f(u), S*(t - u - hj) W.X") do 
, 
(f(u), L(t - u - 4) AX”) du 
L(t - u - hj + hi)Ai~") du 
- (f (t - hi), L(O) ~~0) - S,:, (f(u), L(t - 0 - hj) -4~0) da 
i 
= lo 
* 4, 
(f(u),S*(t - u - hi) Wxo) do - .cu, ;f(u),L(t - u - hj)Ax,du 
- El sr,, (f (4 L(t - u - hj + hi) Aixo) do. 
Since ((d/dt) (rj(t), x0) is a bounded linear operator on @A) we can argue as in 
the proof of (2.21) that 
s 
O L*(t - u - hi) f(u) da 
-hj 
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is in the domain of A* and hence (2.25) holds for t < hj . For t > hi the proof is 
simpler in that we differentiate (2.27) d irectly under the integral sign and apply 
(2.22). 
The next theorem gives conditions, which do not depend on the assumption 
that (1.2) is u.e. stable, such that q(t, 4) andL(o) may be defined to satisfy (2.12) 
and such that the left-hand side of (2.6) is differentiable and with a derivative 
equal to -( Wx(t, J), x(t, 4)). 
THEOREhl 2.3. -Assume L: (-03, a) 4 [H] exists such that: 
(i) L is strongly continuous, 
(ii) L(o) = L*(--a) for all (T E R, 
(iii) fey ull x,, E S(A) Eqs. (2.20)-(2.23) are satisfied, and 
(iv) q(t, 4) satisfies (2.12) for ally3 in 2. 
Then if 4: [--k, 0] is continuoustv diflerentiuble q(t,$) satisfies Eq. (2.18) and 
(dt, Q), x(t, 4)) + f 1 t (q(u + hj 7 J), A&U, 4)) da 
j-1 t-hi 
= W’d), 4(O)) + i j” Mu + h ,$,, -+W) du 
j=l -h, 
(2.28) 
- 
s 
t (bVx(u, $), x(u,c$)) da 
0 
for all Q in SC. 
Proof. Since L(--t) = L*(t) Eq. (2.12) may be written in the form 
q(tJ) = -L*(t)+(O) - f  L*(t - U - hj) atIj$(O) da. 
i=l 
I f  4 = (4(O), 4) is continuously differentiable on [-II, 0] then by Lemma 2.7 
$ (q(c 6)) = - w [S(t) 4(O) + il c, W - u - hj) -G&4 do] 
which establishes (2.18). 
Equation (2.28) is obtained by observing that if $ = (4(O), 4) is continuously 
differentiable on [--h, 01, then (2.28) holds by direct verification through dif- 
ferentiation. On the other hand, the points, 4, in Z for which 4 is continuously 
differentiable are dense in X (see, e.g., [5, Theorem 2.111) and x~(c$) is uniformly 
continuous in 4 over finite intervals (see, e.g., [5, Theorem 2.7 and Definition 
I .6]). Thus (2.28) holds for all 4 in 8 by continuity. 
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COROLLARY. llssume the hypotheses of Theorem 2.3 hold. If  
(do), B) + 5 J:h. (da + hi 9 B)v Ad(u)) da > 0 (2.29) 
j=l I 
for all 4 E SC, then system (1.2) is we. stable. 
Proof. Observe that by (2.12) and Definition 1.1 if t 2 0 and T -2 0 
q(t + T>J) = --L(O) ~(t + T>$) - ,g’ l‘_o, ;L(u + hj) AjN(t + T, 4) du 
= 4(T, ~t(~,,. 
Thus the left-hand side of (2.28) may be written for t > 0 as 
(2.30) 
= (do, &h +$)) + jg cj (dt + 0 + hj ,&, -Jp(t + u,&) du 
Thus if (2.29) is positive for all 6 in SP it is positive in particular for ~~(4). We 
then deduce from (2.28) that for all t 3 0 and all r$ the inequality 
is valid. But by Theorem 3.4 in [5] this condition implies u.e. stability. 
III. SOME SYSTEMS WITH ONE DELAY 
THEOREM 3.1. Let L: (-co, co) satisf), the hypotheses of Theorem 2.3 and 
system (1.2) have one delay (i.e., nz = 1). Then if .x0 and y0 are in 9(A), 
(d*/dS) (L(o) x,, , yO) exists and satisjesfor u E [-h, 0) 
g (L(u) x0 v  YJ = - (A% 7 2 (L*(u) J’J) 
+ (f (L(u) ql) + L(o) AX” , A?,) - (X” , $L(u) A,?‘,). 
(3.1) 
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Hence if A E [HI, L(o) satisjes fog u E L--h, 0) 
2 (u) = - 2 (u) A + A* 4 (u) + A*L(u) A - AZL(u) A,. (3.2) 
Proof. By Lemma 2.6 
2 (L(u) x0 ! Yo) = ($ (L(o) Xo)r Yo) 
= -(L(u) Ax, + L(u + q A,% , yo) 
(3.3) 
= -w-o > L*(o) Yo) - (x0 , ATL*(u + 4 Yo). 
Since y,, E g(A) we may differentiate (3.3) using Lemma 2.6 and its corollary to 
obtain 
=z- 
(As, 9 &*bJYo)) - (x0 ? -CL*@ + h) AYO) - (x0, A,*L(u) A,y,) 
z- 
( 
Ax, , $ (L*(u) Yo) 
=- 
( 
Ax, , $ (L*(u) ~0)) + ($ M4 ~0) + Lb) Ax, > 40) 
4x0 9 &WJ) A,Y,)- 
This proves (3.1). I f  A E [Hj then (3.2) follows immediately from the fact that 
(AC./&) (u) exists in [HI. 
Recipe for Using Theorem 3.1 when A E [H] 
(i) Solve Eq. (3.2) for L( ) u with arbitrary initial conditions. This will 
lead to an analytic family of solutions which depend on two operators L, and L, 
in [KJ. 
(ii) We then use Lemma 2.6 and its corollary, in particular Eqs. (2.20) and 
(2.20)‘, to determine L, and L, . We define (dL/du) (0) = lim,,o-(dL/du) (u), 
which is possible since for A E [H] the one-sided limit exists if Eqs. (3.2), (2.20), 
and (2.20)’ are satisfied on [-h, 01. We evaluate (2.20) at u = -h and (2.20)’ at 
u = 0, thus obtaining two linear equations involving L, and L, . I f  these are 
linearly independent we form q(f, 6) using (2.12). I f  the bilinear form (2.29) is 
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positive for all 4 E .?Y the system is u.e. stable by the corollary to Theorem 2.3. 
If  it is indefinite or negative system (1.2) is unstable since if it were u.e. stable 
we would have 
s 
io (Wx(t, c$), x(t, c$) dt < cc) 
0 
and system (1.2) cannot contain a nontrivial periodic solution since the bilinear 
form (2.29) is decreasing for all t > 0 and c$, which is impossible for a nontrivial 
periodic solution. 
Remark 3.1. In applying the above recipe we make the observations that (i) 
if for t >, 0 
q(td) = --L(O) 4td) + j-, (Jg (a) + L(u) 8) x(t + u, 4) &, (3.4) 
(ii) for (r E [--h, 01, L(a) satisfies (3.2) (iii) 
$(O) = --w+ A*L(O) + AFL(-h), 
and (iv) 
2 (-h) = -L(-h) A -L(O) A,. 
Thus for 7 > 0 and t > 0 q(t + T, 4) satisfies (2.12) and 
2 b$) = -LWt,$) - A*q(t,$) - ATq(t + h, 4). 
(3.5) 
(3.6) 
(3.7) 
These statements may be verified by direct computation. We then define La) = 
L*(--0) by --L(--a) .X~ = q(a, x0) and show that L satisfies (2.20)-(2.23). 
A major problem in using the above theory to determine u.e. stability, after 
the solution of Eqs. (3.2) (3.5), and (3.6) ( f  i so u ions indeed exist), is verifying 1 t 
whether the bilinear form (2.20) is positive on X. This difficulty exists even in 
the simplext cases. There is, however, a situation in which L(0) negative definite 
is sufficient to assert that system (1.2) is u.e. stable. This is the content of the 
next theorem, which is a special case of Theorem 3.1 in [6]. 
THEOREM 3.2. Assume (1.2) has one delay and H = R”. I f  (1.2) is u.e. stable 
for h = 0, i.e., in the case 
2 = (A + A,) x(t), 
then there exists Z, 0 < I < co, such that system (1.2) for h E [0, l), is u.e. 
stable. If  I < co, then, when h = I, Eq. (3.5) and (3.6) cannot be satisfied, and 
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system (1.2) has a nontrivial periodic solution. The interval [0, I) is called an 
interval of u.e. stability. 
COROLLARY. Assume the hJ?potheses of Theorem 3.2 hold. Then the first value, 
h, , on (0, &) for which (3.5) and (3.6) cannot be satisjied is the number 1 mentioned 
in the conclusion of the theorem. Moreover, orz [0, I), L(0) is negative dejinite. 
Proof. Ey Theorem 3.1 in [6] there exists I > 0 such that for h in [0, I), 
(1.2) is u.e. stable and if 1 < CT there exists a nontrivial periodic solution of (1.2). 
Hence L(a) defined by (2.9) exists on [0, I) and L(0) must be negative 
definite since 
-(L(O) x0 ) x0) = ‘.= j, ( WS(a) x,, , S(a) x0) da 
for all x,, E H. On the other hand, at h = 1, L(a) satisfying (3.2), (3.5) and (3.6) 
does not exist. For if it did the system would be u.e. stable or unstable, but, as 
explained above, could have no nontrivial periodic solution. Thus the first value 
h, on (0, co) for which L(u) satisfying (3.2), (3.5) and (3.6) fails to exist deter- 
mines the interval [0, h,) of u.e. stability of system (1.2). 
Remark 3.2. If  H is an infinite-dimensional Hilbert space and d in (1.1) 
generates a holomorphic semigroup, T(t), which is compact for t > 0, then if 
(1.2) has one delay and is u.e. stable for h = 0 the conclusions of Theorem 3.2 
and its corollary hold. This result is not included in this paper because the 
equivalent of Theorem 3.1 in [6] for infinite dimensions has not appeared in 
print. However, in Example 2 below we shall indicate, using alternative methods, 
how this property may be used in infinite dimensions. 
EXAMPLE 1. Consider on R the system 
i(t) = -x(t - r). (3.8) 
If  h = 0, (3.8) is u.e. stable. Using the corollary to Theorem 3.2 we only need 
to find is u.e. stable. Using the corollary to Theorem 3.2 we only need to find 
the first value, r, on (0, a) for which (3.5) and (3.6) cannot be satisfied. For 
system (3.8) the solution on [-r, 0] of L(a) satisfying (3.2) with W = 1, is 
L(u) = l1 cos u + Z2 sin 0, (3.9) 
$ff (u) = -II sid u + lz cos u, (3.10) 
where 1, and Zs are to be determined. Matching (3.10) to (3.5) and (3.6) we obtain 
the equations 
Z,cosr+Z,(l-sinr)=-1, 
Zi(1 - sin r) - I, cos r = 0. 
(3.11) 
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The first value of r on (0, co) for which (3.11) has no solution is r = 7r/2. Thus 
(3.8) is u.e. stable if 0 < I’ < z-/2 and has a nontrivial periodic solution at 
Y = n/2. 
EXAMPLE 2. Consider the partial differential equations 
2+(x, t) = u&, t) - u(x, t - r), O<r<l, t>o, (3.12a) 
u(0, t) = U(1, t) =- 0, -r < t < ‘~0, (3.12b) 
u(x, a) = 95(x, u) - f  &(a) sin nz-x, (3.12~) 
n=1 
and 
u(x, 0) = 1 &(O) sid MX, (3.12d) 
where &: [-Y, 0] -+ R are L, integrable and 
f I Cn(u)12 + 1” [f I ~.(u)l]2du < co. 
?I=1 -r n=1 
(3.13) 
Applying the method used in the examples in [5] we may consider (3.12) as the 
following system in Za (the Hilbert space of real sequences the sum of whose 
squares is finite). 
T,(t) = -nWTn(t) - T,(t - Y), (3.19 
T,(u) = A(u), (3.14b) 
-r <a <0, and 
T,(O) = MO), (3.14c) 
n = I,.... Let IV’ = I and set 
L(u) = f L(o), (3.15) 
j=l 
where L, acts only on the nth coordinate in I, . Since the effect of (3.14) is to 
map the nth coordinate of Za into itself, for each n, L, must satisfy for u < 0 the 
equations 
g (u) = ( ?z42 - 1) L,(a) = hn2Ln(u), (3.16a) 
2(u) = -S,(-a) - nWL(a) -L(u - h), (3.16b) 
and 
d*(u) = -L,(u)?z"n" +L,(u + h), (3.16~) 
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where S, in (3.16b) is the effect of S on the nth coordinate. Applying our recipe 
to (3.16) we obtain for each n the equations 
L,(a) = cln cash X,o + cgn sinh &,a, 
$ (L,(a)) = hla[cln sinh X,O + can cash X,0], 
‘2 (0) = - 1 - n2r2c1” - cm cash h,r + cc sinh A=Y, 
and 
d* (4) = n2r2(cln cash X,Y - c2 sinh A,Y) + cl”, 
where cIn and can are constants. 
(3.17a) 
(3.17b) 
(3.17c) 
(3.17d) 
From (3.17b), (3.17~) and (3.17d) we obtain the following equations for cm 
and Cam: 
and 
XncZn = - 1 - n27r2cln - c en cash h,r + can sinh h,r 
hs-cln sinh A,Y + c2n cash XJ] 
= (n%r2 cash h,r) cItl + cln - (n2r2 sinh X,Y) cZn. 
The solution of these equations is 
(3.18a) Cl *= 
-(n2rr2 sinh h,r + X, cash h,r) 
2n4?r4 sinh h,r + 2n2n2h, cash h,r + h, ’ 
c2 
11 = -(n2n2 cash h,r + X, sinh h,r + 1) 
2n4n4 sinh h,r + 2n2r2h,, cash X,r + h, ’ 
(3.18b) 
Note that cln =L,(O) < 0 for each n and all Y  > 0. Thus each member of 
(3.14) is u.e. stable. The results of Travis and Webb [l I] imply that the stability 
of (3.12) or its equivalent (3.14) is determined by the point spectrum of the sys- 
tem and that only a finite number of eigenvalues of (3.12) can lie in any right 
half plane. But if some h, with Re h > 0, is in the point spectrum of (3.14) this 
would imply that at least one of the delay equations in (3.14) satisfies the char- 
acteristic equation 
(A + n29r2 + e&r) = 0, 
which is imposible if every member of (3.14) is u.e. stable. Hence the point 
spectrum of (3.14) lies strictly in some half plane to the left of Re h = 0 and 
(3.14) and its equivalent (3.12) are u.e. stable for all Y  3 0. 
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