Local SVM is a classification method that combines instance-based learning and statistical machine learning. It builds an SVM on the feature space neighborhood of the query point in the training set and uses it to predict its class. There is both empirical and theoretical evidence that Local SVM can improve over SVM and kNN in terms of classification accuracy, but the computational cost of the method permits the application only on small datasets. Here we propose FastLSVM, a classifier based on Local SVM that decreases the number of SVMs that must be built in order to be suitable for large datasets. FastLSVM precomputes a set of local SVMs in the training set and assigns to each model all the points lying in the central neighborhood of the k points on which it is trained. The prediction is performed applying to the query point the model corresponding to its nearest neighbor in the training set. The empirical evaluation we provide points out that FastLSVM is a good approximation of Local SVM and its computational performances on big datasets (a large artificial problem with 100000 samples and on a very large real problem with more than 500000 samples) dramatically ameliorate SVM ones improving also the generalization accuracies.
Introduction
The direct integration of k-nearest neighbors (kNN) with support vector machines (SVM) has been proposed in [1] . The algorithm is called kNNSVM, and it builds a maximal margin classifier on the neighborhood of a test sample in the feature space induced by a kernel function. Theoretically, it permits better generalization power since it can have, for some values of k, a lower radius/margin bound with respect to SVM as shown in [2] . It has been successfully applied for remote sensing tasks in [1] and on 13 small benchmark datasets [3] , confirming the potentialities of this approach. kNNSVM can be seen as a method of integrating locality in kernel methods (compatible with the traditional strategy of using local kernel functions [4] ) and as a modification of the SVM approach in order to obtain a local learning algorithm [5] able to locally adjust the capacity of the training systems.
The main drawback of the original idea of Local SVM concerns the computational performances. The prediction phase is in fact very slow since for each query point it is necessary to train a specific SVM before performing the classification, in addition to the selection of its k-nearest neighbors on which the local SVM is trained. In [6] it has been independently proposed a similar method in which however the distance function for the kNN operations is performed in the input space and it is approximated with a "crude" distance metric in order to improve the computational performances.
In this work we developed a fast local support vector machine classifier, called FastLSVM, introducing various modifications to the Local SVM approach in order to make it scalable and thus suitable for large datasets. Differently from [6] we maintain the feature space metric for the nearest neighbor operations and we do not adopt any approximation on the distance function and thus on the neighborhood selection. We aim, in fact, to be as close as possible to the original formulation of kNNSVM in order to maintain its theoretical and empirical advantages over SVM. Moreover, our intuition is that, in general, as the number of samples in the training size increases, also the positive effect of locality on classification accuracy increases. Roughly speaking, the idea is to precompute a set of local SVMs covering (with redundancy) all the training set and to apply to a query point the model to which its nearest neighbor in the training set has been assigned. The training time complexity analysis reveals that the approach is asymptotically faster than the state-of-theart accurate SVM solvers and the training of the local models can be very easily paralyzed. Notice that the issue of scalability for the local SVM approach is particularly appealing also because our intuition is that locality can play a more crucial role as the problem becomes larger and larger and the ideal decision function is complex and highly non-linear.
Multiple approaches have been proposed in order to overcome SVM computational limitation for large and very large datasets approximating the traditional approach; some of the more recent are those based on minimum enclosing ball approximated algorithms [7] , on using editing or clustering techniques to select the more informative samples [8] , on training SVM between clusters of different class nearest to the query point [9] and on parallel algorithms for training phase [10, 11] . It is important to underline, however, that what we are proposing here is not a method to approximate SVM in order to enhance performances. Our main purpose is to make kNNSVM, which has been shown to be more accurate of SVM for small datasets, suitable for large scale problems. Indirectly, since the method is asymptotically faster than SVM, it can be seen as an alternative to SVM for large datasets on which traditional SVM algorithms cannot be applied.
An attempt to computationally unburden the Local SVM approach of [6] has been proposed in [12] where the idea is to train multiple SVMs on clusters retrieved with a k-means based algorithm; however, differently from this work the method does not follow directly the idea of kNNSVM, it can build only linear models, the clustering considers together training and testing sets, the neighborhood is retrieved only in input space and the testing point can lie in very peripheral regions of the local models. Moreover the clusters have problems of class balancing and their dimensions cannot be controlled thus not assuring the SVM optimization to be small enough. The computational performances (only empirically tested on a small dataset) are in fact much worse than SVM (although better than their local approach) and seems to decrease asymptotically much faster than SVM.
The present paper discusses a subset of the topics of a more general and empirically tested work 1 . In the rest of the introduction we briefly review the main topics necessary to understand the FastLSVM approach discussed in Section 2. Section 3 details the experiments we conducted before drawing some conclusions and discussing further extensions in Section 4. 1 The larger work is going to be submitted to a machine learning journal.
The k-nearest neighbors classifier
Let assume to have a classification problem with samples (x i , y i ) with i = 1, . . . , n, x i ∈ R p and y i ∈ {+1, −1}. Given a point x , it is possible to order the entire set of training samples X with respect to x . This corresponds to define a function r x : {1, . . . , n} → {1, . . . , n} that reorders the indexes of the n training points as follows:
In this way, x r x (j) is the point of the set X in the j-th position in terms of distance from x , namely the jth nearest neighbor, x r x (j) − x is its distance from x and y r x (j) is its class with y r x (j) ∈ {−1, 1}. In other terms:
With this definition, the majority decision rule of kNN for binary classification is defined by kN N (x) = sign( k i=1 y r x (i) ).
Support vector machines
SVMs [13] are classifiers based on statistical learning theory [14] . The decision rule is SV M ( 
+1} is the class label of the i -th nearest training sample. The presence of the slack variables ξ i 's allows some misclassification on the training set. Reformulating such an optimization problem with Lagrange multipliers α i (i = 1, . . . , n), and introducing a positive definite kernel (PD) function 2 K(·, ·) that substitutes the scalar product in the
. PD kernels avoids the explicit definition of H and Φ [15] ; the most popular are the linear (LIN) kernel x, x , the radial basis function (RBF) kernel exp x − x 2 /σ, and the inhomogeneous polynomial (IPOL) kernel ( x, x + 1) d . SVM has been shown to have important generalization properties and nice bounds on the VC dimension [14] . In particular we refer to the following theorem. 
where n is the cardinality of the training set, sv is the number of support vectors, R is the radius of the sphere containing all the samples, ∆ = 1/|w| is the margin, and p is the dimensionality of the input space.
Theorem 1 states that the maximal separating hyperplane can generalize well as the expectation on the margin is large, since a large margin minimizes R 2 /∆ 2 . Computationally, SVM takes O(n 2 ) time for computing the kernel values, O(n 3 ) time for solving the problem and O(n 2 ) space for storing the kernel values as discussed in [7, 16] . Some implementation adopting decomposition techniques have a scaling time factor approaching f n ·n 2 where f n is the number of features.
The kNNSVM classifier
The method [1] combines locality and searches for a large margin separating surface by partitioning the entire Hilbert feature space through a set of local maximal margin hyperplanes. In order to classify a given point x , we need first to find its k nearest neighbors in the feature space H and, then, to search for an optimal separating hyperplane only over these k neighbors. In practice, this means that an SVM is built over the neighborhood of each test point x . Accordingly, the constraints become:
. . , n} is a function that reorders the indexes of the training points:
In this way, x r x (j) is the point of the set X in the j-th position in terms of distance from x and the thus
If the kernel is the RBF kernel or any polynomial kernels with degree 1, the ordering function can be built using the Euclidean metric. For non-linear kernels (other than the RBF kernel) the ordering function can be quite different to that produced using the Euclidean metric.
The decision rule of this method is:
(1) For k = n, kNNSVM becomes the usual SVM whereas, for k = 2 with LIN or RBF kernels, corresponds to the NN classifier. The method is computationally expensive because, for each test point, it computes the kNN in H, train an SVM and finally perform SVM prediction. Implementing kNN simply sorting the distances, takes O(n log n · k 3 · m) time for m testing samples.
The bound on the expectation of the probability of test error for kNNSVM becomes EP error ≤
Whereas SVM has the same bound with k = n, apparently the three quantities increase due to k < n. However, in the case of kNNSVM R 2 /∆ 2 decreases because: R (in the local case) is smaller than the radius of the sphere that contains all the training points and the margin ∆ increases or at least remains unchanged. The former point is easy to show, while the second point (limited to the case of linear separability) is stated in the following theorem.
, over which is defined a maximal margin separating hyperplane with margin ∆ X , if for an arbitrary subset X ⊂ X there exists a maximal margin hyperplane with margin ∆ X then the inequality ∆ X ≥ ∆ X holds.
Proof 1 (Sketch of the proof.) Observe that for X ⊂ X the convex hull of each class is contained in the convex hull of the same class in X. Since the margin can be seen as the minimum distance between the convex hulls of different classes and since given two convex hulls H 1 , H 2 the minimum distance between them cannot be lower than the minimum distance between H 1 and H 2 with H 1 ⊆ H 1 , we have the thesis. For and alternative and rigourous proof see [2] .
As a consequence of Theorem 2, kNNSVM has the potential of improving over both 1NN and SVM for some 2 < k ≤ n as empirically confirmed in [3] on 13 small-size classification problems.
FastLSVM: a Local SVM approach for large datasets
In this section we present FastLSVM, a modified version of Local SVM that allows for the use on large datasets. As a first step, we can generalize the decision rule of Local SVM considering the case in which the local model is trained on a set of points that are the k-nearest neighbors of a point that, in general, is different from the query point. The modified decision function for a query point x and another (possibly different) point t is:
where r t (i) is the kNNSVM ordering function (see above) and α r t (i) and b come from the training of an SVM on the k-nearest neighbors of t in the feature space. In the following we will refer to kNNSVM t (x) as being centered in t and to t as the center of the model. The original decision function of kNNSVM corresponds to the case in which t = x, and thus kNNSVM x (x) = kNNSVM(x).
A first approximation of Local SVM.
In the original formulation of kNNSVM, the training of an SVM on the k-nearest neighbors of the query point must be performed in the prediction step. Although this approach is convenient when we have a rather large training set and very few points to classify, it introduces a considerable overhead in the prediction step which is not acceptable in the great majority of classification problems. As a first approximation of Local SVM, we propose to compute and maintain in memory a set of Local SVMs centered on each point of the training set. This unburdens the prediction step in which it is sufficient to select a model for the query point and use it to perform the classification. In particular, we chose to select the precomputed model to classify a point x with the model centered on its nearest point in the training. Formally the classification of a point x with this method is kNNSVM t (x) with t = x r x (1) . The set of precomputed local SVMs in the training set with corresponding central points is S = {(t, kNNSVM t ) t ∈ X}. Notice that in situations where the neighbourhood contains only one class the local model does not find any separation and so considers all the neighbourhood to belong to the predominant class thus simulating the behaviour of the majority rule.
Introducing the assignment neighborhood
With the previous modification of kNNSVM we made the prediction step much more computationally efficient, but a considerable overhead is added to the training phase. In fact, the training of an SVM for every point of the training set can be slower than the training of a unique global SVM (especially for non small k values), so we introduce another modification of the method which aims to drastically reduce the number of SVMs that need to be precomputed. Theoretically, this can cause a loss in classification accuracy, so we must take care of not reducing too much the number of SVMs and to maintain the more representative ones. The modification is based on assigning to the local model centered in a point c not only c itself but also the first k (with k < k) nearest neighbors of c. In this way we aim to make a compromise (controlled by k ) between the kNNSVM approach, in which the test point is surrounded by the samples used to build the model, and the need of decreasing the total number of SVM trained. The set of points used to select the k-nearest neighbors for the models is defined as follows.
Definition 1 Given k ∈ N, a k -neighborhood covering set of centers C k ⊆ X is a subset of the training set such that the following holds:
Definition 1 means that the union of the sets of the k -nearest neighbors of C k corresponds to the whole training set. Theoretically, for a fixed k , the minimization of the number of local SVMs that we need to train can be obtained computing the SVMs centered on the points contained in the minimal kneighborhood covering set of centers 3 C. However, since the computing of the minimal C is not a simple and computationally easy task, we choose to select each c i ∈ C as follows:
The idea of this definition is to recursively take as centers those points which are not k -neighbors of any point that has already been taken as center. So c 1 = x 1 corresponds to the first point of X since, being c 1 the first center, the union of the neighbors of the other centers is empty; c 2 , instead, is the point with the minimum index taken from the set obtained eliminating from X all the k -neighbors of c 1 . The procedure is repeated until all the training points are removed from X. X must be thought here as a random reordering of the training set. This is done in order to avoid the possibility that a training set in which the points are inserted with a particular spatial strategy affects the spatial distribution of the k -neighborhood covering centers. The reason why we adopt this non standard clustering method is twofold: from one side we want each cluster to contain exactly k samples in order to be able to derive rigourous complexity bounds, from the other side in this way we are able to select a variable number of samples that are in the central region (at least form a neighborhood viewpoint) of each cluster. Moreover the proposed clustering strategy follows quite naturally from kNNSVM approach.
Differently from the first approximation in which a local SVM is trained for each training sample, in this case we need to train only |C| SVMs centered on each c ∈ C obtaining the following models:
Now we have to link the points of the training set with the precomputed SVM models. This is necessary because a point can lie in the k neighborhood of more than one center. In particular we want to consider the assignments of each training point to a unique model such that it is in the k neighborhood of the center on which the model is built. Formally this is done with the function cnt(t) : X → C that assigns each point in the training set to a center:
(3) With the cnt function, each training point is assigned to the first center whose k -nearest neighbors set includes the training point itself. The order of the c i points derives from the randomization of X used for defining C. In this way each training point is univocally assigned to a center and so the decision function of this approximation of Local SVM, called FastLSVM, is simply: Although not deeply discussed and experimented here, notice that it is not required that all local models share the same hyperparameters. In fact, it is possible to set different parameters for different local models, being able of better capturing local properties of the data. This can be done with local model selection, e.g. performing cross validation (CV) on the local models or estimating the parameters using local data statistics (as proposed in [7] for RBF kernel, based on distance distribution). In particular setting the σ parameter of RBF kernel locally, leads to a very similar goal of traditional RBF-SVM with variable width that demonstrated good potentialities for classification as shown for example in [17] .
Complexity bounds
FastLSVM requires O(|C| · n log n + |C| · k 3 ) for training, thus overcoming SVM performance O(n 3 end if 20: end for 21: return models, modelP trs tice that for k = k = n we have a global SVM computable, as expected, in O(n log n + n 3 ) = O(n 3 ) since |C| = 1. kNNSVM testing is instead slightly slower than SVM: O(n · k · m) against O(n · m). Although not considered in the implemented version, FastLSVM can take great advantages from data-structures supporting nearest neighbors searches [18] . For example, using the recently developed cover tree data-structure [19] allowing kNN searches in k log(n) with n log n construction time, FastLSVM can further decrease its training computational complexity to O(n log n+|C|·log n·k+|C|·k 3 ) which is much lower than SVM complexity for fixed and non-high values of k. Similarly, for testing, the required time becomes O(log n · k · m). Another not implemented modification able to reduce computational complexity consists in avoiding the training of local SVMs with samples of one class only. Moreover, FastLSVM can be very easily parallelized differently from SVM for which parallelization, although possible [10, 11] , is a rather critical aspect; for FastLSVM is sufficient that, every time the points for a model are retrieved, the training of the local SVM is performed on a different processor. In this way the time complexity of FastLSVM can be further lowered to O(|C| · n log n + |C| · k 3 /n procs ).
It can be argued that some modern SVM solvers, mainly based on decomposition strategies, scales better than O(n 3 ); in particular, in [16] the authors state that, generally, the dual problem can be solved accurately in Ω(n f ·n 2 ) where n f is the number of features.
However, asymptomatically, FastLSVM is faster than every SVM solver taking more than |C| · n log n for training (n log n using cover trees).
Another advantage of FastLSVM over SVM is the space complexity. Since FastLSVM performs SVM training on small subregions (assuming a reasonable low k), there are no problems of fitting the kernel matrix into main memory. The overall required space is O(n + k 2 ), i.e. linear in n, that is much lower than SVM space complexity of O(n 2 ) which forces, for large datasets, the discarding of some kernel values thus increasing SVM time complexity due to the need of recomputing them.
Empirical evaluation
In this work we used LibSVM (version 2.85) [20] for SVM enabling shrinking and caching, and our implementation of FastLSVM that uses LibSVM for training and prediction of the local SVMs and a simple brute-force implementation of kNN. The experiments are carried out on an AMD Athlon TM 64 X2 Dual Core Processor 5000+, 2600MHz, with 3.56Gb of RAM.
kNNSVM -FastLSVM comparison
In order to understand if FastLSVM is a good approximation of kNNSVM, we compared the two methods on the 13 small datasets of [3] using the SVM results as references.
We present the 10-fold cross validation (CV) accuracies obtained with the three methods using the LIN, RBF, HPOL and IPOL kernels.
The model selection is performed internally to each fold minimizing the empirical risk with 10-fold CV choosing C ∈ {1, 5, 10, 25, 50, 75, 100, 150, 300, 500}, the σ parameter of the RBF kernel among {2 −10 , 2 −9 , . . . , 2 9 , 2 10 } and the degree of the polynomial kernels is bounded to 5. The dimension of the neighborhood for the kNNSVM classifier, i.e. k, is chosen among the first 5 odd natural numbers followed by the ones obtained with a base-2 exponential increment from 9 and the cardinality of the training set, namely in {1, 3, 5, 7, 9, 11, 15, 23, 39, 71, 135, 263, 519 , |training set|}. The k parameter of FastLSVM is fixed to 1/4 · k. To assess the statistical significance of the differences between the 10-fold CV of kNNSVM and FastLSVM with respect to SVM we use the two-tailed paired t-test (α = 0.05) on the two sets of fold accuracies.
The results are reported in Table 1 . We can notice that the generalization accuracies are generally a little worse for FastLSVM than kNNSVM, but the overall advantage over SVM is maintained. In fact FastLSVM demonstrates 12 cases in which the classification accuracies are significantly different (according to the t-test) to the SVM ones, and all 12 cases are in favour of FastLSVM without cases in which it is significantly worse than SVM. In total, there are 7 cases in which the significant improvements of kNNSVM over SVM are not maintained by the FastLSVM algorithm; this can be due to the choice of k , in fact, a lower value of k guaranties much lower differences between FastLSVM and kNNSVM. However, since our final objective is the application of the approach to large and very large problems on which it is reasonable to hypothesize that locality can assume an even more important role, and since FastLSVM is still better than SVM, the empirical comparison between FastLSVM and kNNSVM on small datasets let us to conclude that FastLSVM is a good approximation of kNNSVM. 
The 2SPIRAL dataset
The two classes of the 2SPIRAL artificial dataset are defined as follows:
using c = 1/500 for the first class (y i = +1) and c = −1/500 for the second class (y i = −1).
The points are sampled with intervals of π/5000 on the τ parameter obtaining 50000 points for each class. A Gaussian noise with zero mean and variance proportional to the distance between the point and the nearest internal twist is added on both dimensions. We this procedure we generated three different datasets of 100000 points each for training, validation and testing.
We compare FastLSVM and SVM using LIN, RBF and IPOL (with degree 2) kernels. Since LIN and IPOL kernels can only build linear and quadratic decision functions in the input space, they cannot give satisfactory results for global SVM and thus we do not loose generality in presenting SVM results with the RBF kernel only. For model selection we adopt grid search with 5-fold CV. For both methods, C and σ of RBF kernel are chosen in {2 −10 , 2 −9 , . . . , 2 9 , 2 10 }. It is possible that values higher than 2 10 for C and lower than 2 −10 for σ could give higher validation accuracy results, but the computational overhead of SVM becomes too high to be suitable in practice (e.g. RBF-SVM with C = 2 11 , σ = 2 −11 requires more than 24 hours). For FastLSVM we fix k = k/4 (intuitively a good compromise between accuracy and performance), while k is chosen among {0.25%, 0.5%, 1%, 2%, 4%, 8%, 16%, 32%} of training set size. 
The CoverType dataset
The binary CoverType dataset (retrieved from Lib-SVM homepage [20] ) has 581012 samples with 54 features. We randomly chose 25000 samples for testing, the others for training. Smaller training sets (from 1000 to 500000 samples) are obtained randomly sub-sampling the training data. We apply SVM and FastLSVM with RBF kernel using the same model selection strategy of the 2SPIRAL problem stopping it without giving the best parameters, and thus without performing the classification, if at least one fold of 5 fold CV does not terminate within 6 hours. SVM accuracies are lower than FastLSVM ones for every training set size. From a computational viewpoint, FastLSVM can train the model on the whole training set faster than SVM on 100000 samples (less than 1/5 of the data); moreover, starting from n = 30000 FastLSVM training is at least one order of magnitude faster than SVM, and the difference is more and more relevant as n increases. It is important to underline that the whole dataset permits a much higher classification accuracy than the random sub-sampled sets, so it is highly desirable to consider all the data. Since we implemented FastLSVM without supporting datastructures for nearest neighbors, we must compute, for all test points, the distances with all the training points, leading to a rather high testing time.
Conclusions
Starting from the kNNSVM classifier, we presented FastLSVM, which is scalable for large datasets and maintains the advantages in terms of classification accuracy of the original formulation of Local SVM. Differently from Local SVM, FastLSVM precomputes the local models in the training set trying to minimize the number of SVM that needs to be built assigning the models not only to the central point but to the k most central samples. Furthermore training of the local model can be very easily parallelized. The prediction is performed applying to the query point the SVM model to which its nearest neighbor in the training set has been assigned. The method demonstrated empirically to be a good approximation of kNNSVM and to substantially overcome SVM both in terms of classification accuracy and training time performance on an artificial large dataset and a real very large dataset. Moreover we discussed some improvements to the method such as kNN supporting data-structures, which can further sensibly increase the training and testing performances of FastLSVM.
