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14.1 Introduction
Signal processing may broadly be considered to involve the recovery of
information from physical observations. The received signal is usually dis-
turbed by thermal, electrical, atmospheric or intentional interferences. The
received signal can not be predicted deterministically, so statistical meth-
ods are needed to describe the signals. The problem of detecting the signal
in the midst of noise arises in a wide variety of areas such as communi-
cations, radio location of objects, seismic signal processing and computer
assisted medical diagnosis. Statistical signal processing is also used in many
physical science applications, such as geophysics, acoustics, texture classi¯-
cations, voice recognition and meteorology among many others. During the
past ¯fteen years, tremendous advances have been achieved in the area of
digital technology in general and in statistical signal processing in particu-
lar. Several sophisticated statistical tools have been used quite e®ectively
in solving various important signal processing problems. Various problem
speci¯c algorithms have evolved in analyzing di®erent type of signals and
they are found to be quite e®ective in practice.
The main purpose of this chapter is to familiarize the statistical com-
munity with some of the signal processing problems where statisticians can
play a very important role to provide satisfactory solutions. We provide
examples of the di®erent statistical signal processing models and describe
in detail the computational issues involved in estimating the parameters of
one of the most important models, namely the undamped exponential mod-
els. The undamped exponential model plays a signi¯cant role in statistical
signal processing and related areas.372 Statistical Computing
We also would like to mention that statistical signal processing is a huge
area and it is not possible to cover all the topics in a limited space. We
provide several important references for further reading.
To begin with we give several examples to motivate the readers and to
have a feeling for the subject.
Example 1: In speech signal processing, the accurate determination of
the resonant frequencies of the vocal tract (i.e. the formant frequencies) in
various articulatory con¯guration is of interest, both in synthesis and in the
analysis of speech. In particular for vowel sounds, the formant frequencies
play a dominant role in determining which vowel is produced by a speaker
and which vowel is perceived by a listener. If it is assumed that the vocal
tract is represented by a tube of varying cross sectional area and the con-
¯guration of the vocal tract varies little during a time interval of one pitch
period then the pressure variation p(t) at the acoustic pick up at the time
point t can be written as
p(t) =
K X
i=1
ciesit
(see Fant 1960; Pinson 1963). Here ci and si are complex parameters. Thus
for a given sample of an individual pitch frame it is important to estimate
the amplitudes ci's and the poles si's.
Example 2: In radioactive tracer studies the analysis of the data ob-
tained from di®erent biological experiments is of increasing importance.
The tracer material may be simultaneously undergoing di®usion, excretion
or interaction in any biological systems. In order to analyze such a complex
biological system it is often assumed that the biological system is a simple
compartment model. Such a model is valid to the extent that the results
calculated on the basis of this model agree with those actually obtained
in a real system. Further simpli¯cation can be done by assuming that the
system is in a steady state, that is the in°ow of the stable material is equal
to the out°ow. It has been observed by Sheppard and Householder (1951)
that under above assumptions, speci¯c activity at the time point t can be
well approximated by
f(t) =
p X
i=0
Nie¸it;
where f(t) is the speci¯c density of the material at the time point t, Ni's
are the amplitudes, ¸i's are the rate constants and p represents the number
of components. It is important to have a method of estimation of Ni, ¸i
as well as p.
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or undamped sinusoidal signals , closely spaced in frequency, i:e:,
y(t) =
M X
k=1
Ake¡±kt+j2¼!kt;
where Ak's are amplitudes, ±k(> 0)'s are the damping factors, !k's are
the frequencies and j =
p
¡1. For a given signal y(t) at ¯nite time points,
the problem is to estimate the signal parameters, namely Ak's, ±k's, !k's
and M. This problem is called the spectral resolution problem and is very
important in digital signal processing.
Example 4: In texture analysis it is observed that certain metal textures
can be modeled by the following two dimensional model
y(m;n) =
P X
k=1
(Ak cos(m¸k + n¹k) + Bk sin(m¸k + n¹k));
here y(m;n) represents the gray level at the (m;n)-th location, (¹k, ¸k)
are the unknown two dimensional frequencies and Ak and Bk are unknown
amplitudes. Given the two dimensional noise corrupted images it is often
required to estimate the unknown parameters Ak, Bk, ¹k, ¸k and P. For
di®erent forms of textures, the readers are referred to the recent articles of
Zhang and Mandrekar (2002) or Kundu and Nandi (2003).
Example 5: Consider a linear array of P sensors which receives signals,
say x(t) = (x1(t);:::;xM(t)), from M sources at the time point t. The
signals arrive at the array at angles µ1;:::;µM with respect to the line of
array. One of the sensors is taken to be the reference element. The signals
are assumed to travel through a medium that only introduces propagation
delay. In this situation, the output at any of the sensors can be represented
as a time advanced or time delayed version of the signals at the reference
element. The output vector y(t) can be written in this case
y(t) = Ax(t) + ²(t); t = 1;:::;N;
where A is a P £M matrix of parameters which represents the time delay.
The matrix A can be represented as
A = [a(!1);:::;a(!M)];
where
!k = ¼ cos(µk) and a(!k) = [1;e¡j!k;:::;e¡j(P¡1)!k]T:
With suitable assumptions on the distributions of x(:) and ²(.), given a
sample at N time points, the problem is to estimate the number of sources
and also the directions of arrival µ1;:::;µM.374 Statistical Computing
14.2 Notation and Preliminaries
Throughout this chapter, scalar quantities are denoted by regular lower or
upper case letters, lower and upper case bold type faces are used for vectors
and matrices. For real matrix, AT denotes the transpose of the matrix A
and for complex matrix A, AH denotes the complex conjugate transpose.
An n £ n diagonal matrix with diagonal entries ¸1;:::¸n is denoted by
diagf¸1;:::;¸ng. Suppose A is a m£m real matrix, then the projection
matrix on the column space of A is denoted by PA = A(ATA)¡1AT.
We need the following de¯nition and one matrix theory result. For a
detailed discussions of matrix theory the readers are referred to Rao (1973),
Marple (1987) and Davis (1979).
Definition 1: An n £ n matrix J is called a re°ection (or exchange)
matrix if
J =
2
6 6 6 6
4
0 0 ::: 0 1
0 0 ::: 1 0
. . .
. . .
...
. . .
. . .
0 1 ::: 0 0
1 0 ::: 0 0
3
7 7 7 7
5
:
Result 1: (Spectral Decomposition) If an n £ n matrix A is Hermitian,
then all its eigenvalues are real and it is possible to ¯nd n normalized
eigenvectors v1;:::;vn corresponding to n eigenvalues ¸1 :::;¸n such
that
A =
n X
i=1
¸ivivH
i :
If all the ¸i's are non-zero then from Result 1, it is immediate that
A¡1 =
n X
i=1
1
¸i
vivH
i :
Now we provide one important result used in statistical signal pro-
cessing known as Prony's method. It was originally proposed more than
two hundred years back by Prony (1795), a Chemical engineer. It is de-
scribed in several numerical analysis text books and papers, see for ex-
ample Froberg (1969), Hildebrand (1956), Lanczos (1964) and Barrodale
and Oleski (1981). Prony ¯rst observed that for arbitrary real constants
®1;:::;®M and for distinct constants ¯1;:::;¯M, if
¹i = ®1e¯1i + ::: + ®Me¯Mi; i = 1;:::;n; (14.1)
then there exists (M + 1) constants, fg0;:::;gMg, such that
2
6
4
¹1 ::: ¹M+1
. . .
. . .
. . .
¹n¡M ::: ¹n
3
7
5
2
6
4
g0
. . .
gM
3
7
5 =
2
4
0
. . .
0
3
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Note that without loss of generality we can always put a restriction on gi's
such that
PM
i=0 g2
i = 1. The above n ¡ M equations are called Prony's
equations. Moreover, the roots of the following polynomial equation
g0 + g1z + ::: + gMzM = 0 (14.3)
are e¯1;:::;e¯M. Therefore, there is a one to one correspondence between
fg0;:::;gMg, such that
M X
i=0
g2
i = 1; g0 > 0 (14.4)
and the nonlinear parameters f¯1;:::;¯Mg as given above. It is also
interesting to note that g0;:::;gM are independent of the linear parame-
ters ®1;:::;®M. One interesting question is how to recover ®1;:::;®M
and ¯1;:::;¯M, if ¹1;:::;¹n are given. It is clear that for a given
¹1;:::;¹n, g0;:::;gM are such that, (14.2) is satis¯ed and they can be
easily recovered by solving the linear equations (14.2). From g0;:::;gM,
by solving (14.3), ¯1;:::;¯M can be obtained. Now to recover ®1;:::;®M,
we write (14.1) as
¹ = X®; (14.5)
where ¹ = (¹1;:::;¹n)T, and ® = (®1;:::;®M)T are n £ 1 and
M £ 1 vectors respectively. The n £ M matrix X is as follows:
X =
2
4
e¯1 ::: e¯M
. . .
. . .
. . .
en¯1 ::: en¯M:
3
5:
Therefore, ® = (XTX)¡1XT ¹. Since ¯i's are distinct and M < n, note
that XTX is a full rank matrix.
14.3 Undamped Exponential Signal Parame-
ters Estimation
The estimation of the frequencies of the sinusoidal components embedded
in additive white noise is a fundamental problem in signal processing. It
arises in many areas of signal detection. The problem can be written math-
ematically as follows:
y(n) =
M X
i=1
Aiej!in + z(n); (14.6)
where A1;:::;An are unknown complex amplitudes, !1;:::;!n are un-
known frequencies, !i 2 (0;2¼), and z(n)s are independent and identi-
cally distributed random variables with mean zero and ¯nite variance
¾
2
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for both the real and imaginary parts. Given a sample of size N, namely
y(1);:::;y(N), the problem is to estimate the unknown amplitudes, the
unknown frequencies and sometimes the order M also. For a single si-
nusoid or for multiple sinusoids, where frequencies are well separated, the
periodogram function can be used as a frequency estimator and it provides
a optimal solution. But for unresolvable frequencies, the periodogram can
not be used and also in this case the optimal solution is not very practical.
The optimal solutions, namely the maximum likelihood estimators or the
least squares estimators involve huge computations and usually the general
purpose algorithms like Gauss-Newton algorithm or Newton-Raphson algo-
rithm do not work. This has led to the introduction of several sub-optimal
solutions based on the eigenspace approach. But interestingly most pro-
posed methods use the idea of Prony's algorithm (as discussed in the pre-
vious section) some way or the other. In the complex model, it is observed
that the Prony's equations work and in case of undamped exponential model
(14.6), there exists a symmetry relations between the Prony's coe±cients.
These symmetry relations can be used quite e®ectively to develop some
e±cient numerical algorithms.
14.3.1 Symmetry Relation
If we denote ¹n = E(y(n)) =
PM
i=1 Aiej!in, then it is clear that there
exists constants g0;:::;gM, with
PM
i=0 jgij2 = 1, such that
2
6
4
¹1 ::: ¹M+1
. . .
. . .
. . .
¹n¡M ::: ¹n
3
7
5
2
6
4
g0
. . .
gM
3
7
5 =
2
4
0
. . .
0
3
5: (14.7)
Moreover, z1 = ej!1;:::;zn = ej!n are the roots of the polynomial
equation
P(z) = g0 + g1z + ::: + gMzM = 0:
Note that
jz1j = ::: = jzMj = 1; ¹ zi = z
¡1
i ; i = 1;:::;M: (14.8)
De¯ne the polynomial Q(z) by
Q(z) = z¡M ¹ P(z) = ¹ g0z¡M + ::: + ¹ gM:
Using (14.8), it is clear that P(z) and Q(z) have the same roots. Com-
paring coe±cients of the two polynomials yields
gk
gM
=
¹ gM¡k
¹ g0
; k = 0;:::;M:Computational Aspects in Statistical Signal Processing 377
De¯ne
bk = gk
µ
¹ g0
gM
¶¡ 1
2
; k = 0;:::;M;
thus
bk = ¹ bM¡k; k = 0;:::;M: (14.9)
The condition (14.9) is the conjugate symmetric property and can be writ-
ten compactly as
b = J¹ b;
here b = (b0;:::;bM)T and J is an exchange matrix as de¯ned be-
fore. Therefore, without loss of generality it is possible to say the vector
g = (g0;:::;gM)T, such that
PM
i=0 jgij2 = 1 which satis¯es (14.7) also
satis¯es
g = J¹ g:
It will be used later on to develop e±cient numerical algorithm to obtain
estimates of the unknown parameters of the model (14.6).
14.3.2 Least Squares Estimators and Their Properties
In this subsection, we consider the least squares estimators and provide
their asymptotic properties. It is observed that the model (14.6) is a non-
linear model and therefore it is di±cult to obtain theoretically any small
sample properties of the estimators. The asymptotic variances of the least
squares estimators attain the Cramer-Rao lower bound under the assump-
tions that the errors are independently and identically distributed normal
random variables. Therefore, it is reasonable to compare the variances of
the di®erent estimators with the asymptotic variances of the least squares
estimators.
The least squares estimators of the unknown parameters of the model
(14.6) can be obtained by minimizing
Q(A;!) =
N X
n=1
¯ ¯
¯ ¯ ¯
y(n) ¡
M X
i=1
Aiej!in
¯ ¯
¯ ¯ ¯
2
(14.10)
with respect to A = (A1;:::;AM) = (A1R + jA1C;:::;AMR +
jAMC) and ! = (!1;:::;!M), AkR and AkC denote the real and
imaginary parts of Ak respectively. The least squares estimator of µ =
(A1R;A1C;!1;:::;AMR, AMC;!M) will be denoted by ^ µ = ( ^ A1R;
^ A1C; ^ !1;:::; ^ AMR; ^ AMC; ^ !M). We use ^ ¾2 =
1
NQ(^ A; ^ !) an estimator
of ¾2 Unfortunately, the least squares estimators can not be obtained very
easily in this case. Most of the general purpose algorithms, for example the
Gauss-Newton algorithm or the Newton-Raphson algorithm do not work
well in this case. The main reason is that the function Q(A, !) has many
local minima and therefore most of the general purpose algorithms have the
tendency to terminate at an early stage to a local minimum rather than378 Statistical Computing
the global minimum even if the initial estimates are very good. We provide
some special purpose algorithms to obtain the least squares estimators, but
before that we state some properties of the least squares estimators. We
introduce the following notations. Consider the following 3M £3M block
diagonal matrices
D =
2
6 6
4
D1 0 0 ::: 0
0 D2 0 ::: 0
. . .
. . .
. . .
...
. . .
0 0 0 ::: DM
3
7 7
5;
where each Dk is a 3 £ 3 diagonal matrix and
Dk = diag
n
N
1
2;N
1
2;N
3
2
o
:
Also
§ =
2
6 6
4
§1 0 0 ::: 0
0 §2 0 ::: 0
. . .
. . .
. . .
...
. . .
0 0 0 ::: §M
3
7 7
5
where each §k is a 3 £ 3 matrix as
§k =
2
6 6
4
1
2 +
3
2
A
2
kC
jAkj2 ¡
3
2
AkRAkC
jAkj2 3
A
2
kC
jAkj2
¡
3
2
AkRAkC
jAkj2
1
2 +
3
2
A
2
kR
jAkj2 ¡3
A
2
kR
jAkj2
3
A
2
kC
jAkj2 ¡3
A
2
kR
jAkj2
6
jAkj2
3
7 7
5:
Now we can state the main result from Rao and Zhao (1993) or Kundu and
Mitra (1997).
Result 2: Under very minor assumptions, it can be shown that ^ A; ^ !
and ^ ¾2 are strongly consistent estimators of A, ! and ¾2 respectively.
Moreover, (^ µ ¡ µ)D converges in distribution to a 3M £ 3M-variate
normal distribution with mean vector zero and covariance matrix ¾2 §,
where D and § are as de¯ned above.
14.4 Di®erent Iterative Methods
In this subsection we discuss di®erent iterative methods to compute the
least squares estimators. The least squares estimators of the unknown
parameters can be obtained by minimizing (14.10) with respect to A and
!. The expression Q(A;!) as de¯ned in (14.10) can be written as
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Here the vector A is same as de¯ned in the subsection (14.3.2). The vector
Y = (y(1);:::;y(N))T and C(!) is an N £ M matrix as follows
C(!) =
2
4
ej!1 ::: ej!M
. . .
...
. . .
ejN!1 ::: ejN!M
3
5:
Observe that here the linear parameters Ais are separable from the non-
linear parameters !is. For a ¯xed !, the minimization of Q(A;!) with
respect to A is a simple linear regression problem. For a given !, the value
of A, say ^ A(!), which minimizes (14.11) is
^ A(!) = (C(!)HC(!))¡1C(!)HY:
Substituting back ^ A(!) in (14.11), we obtain
R(!) = Q(^ A(!);!) = YH(I ¡ PC)Y; (14.12)
where PC = C(!)(C(!)HC(!))¡1C(!)H is the projection matrix on
the column space spanned by the columns of the matrix C(!). Therefore,
the least squares estimators of ! can be obtained by minimizing R(!) with
respect to !. Since minimizing R(!) is a lower dimensional optimization
problem than minimizing Q(A;!), therefore minimizing R(!) is more
economical from the computational point of view. If ^ ! minimizes R(!),
then ^ A(^ !), say ^ A, is the least squares estimator of !. Once (^ A; ^ !) is
obtained, the estimator of ¾2, say ^ ¾2, becomes
^ ¾2 =
1
N
Q(^ A; ^ !):
Now we discuss how to minimize (14.12) with respect to !. It is clearly
a nonlinear problem and one expects to use some standard nonlinear min-
imization algorithm like Gauss-Newton algorithm, Newton-Raphson algo-
rithm or any of their variants to obtain the required solution. Unfortu-
nately, it is well known that most of the standard algorithms do not work
well in this situation. Usually, they take long time to converge even from
good starting values and sometimes they converge to a local minimum. For
this reason, several special purpose algorithms have been proposed to solve
this optimization problem and we discuss them in the subsequent subsec-
tions.
14.4.1 Iterative Quadratic Maximum Likelihood Esti-
mators
The Iterative Quadratic Maximum Likelihood (IQML) method was pro-
posed by Bresler and Macovski (1986). This algorithm mainly suggests
how to minimize R(!) with respect to !. Let us write R(!) as follows;
R(!) = YH(I ¡ PC)Y = YHPGY; (14.13)380 Statistical Computing
where PG = G(GHG)¡1GH and
G =
2
6 6 6 6 6
6 6 6 6 6
4
¹ g0 ::: 0
. . . ::: 0
¹ gM ::: 0
. . .
. . .
. . .
0 ::: ¹ g0
. . .
. . .
. . .
0 ::: ¹ gM
3
7 7 7 7 7
7 7 7 7 7
5
: (14.14)
Here G is an N£(N¡M) matrix and GHC(!) = 0, therefore I ¡ PC =
PG and that implies the second equality of (14.13). Moreover, because of
the structure of the matrix G, R(!) can be written as
R(!) = YHPGY = gHYD
H(GHG)¡1YDg:
Here the vector g is same as de¯ned before and YD is an (N ¡ M) £
(M + 1) data matrix as follows
YD =
2
6
4
y(1) ::: y(M + 1)
. . .
. . .
. . .
y(N ¡ M) ::: y(N)
3
7
5:
The minimization of (14.13) can be performed by using the following algo-
rithm.
Algorithm IQML
[1] Suppose at the k-th step the value of the vector g is g(k).
[2] Compute the matrix C(k) = YH
D (GH
(k)G(k))¡1YD; here G(k) is the
matrix G in (14.14) obtained by replacing g with g(k).
[3] Solve the quadratic minimization problem
min
x:jjxjj=1
xHC(k)x
and suppose the solution is g(k+1).
[4] Check the convergence condition jg(k+1) ¡ g(k)j < ² (some pre as-
signed value). If the convergence condition is met, go to step [5]
otherwise k = k + 1 and go to step [1].
[5] Put ^ g = (^ g0;:::; ^ gM) = g(k+1), solve the polynomial equation
^ g0 + ^ g1z + ::: + ^ gMzM = 0: (14.15)
Obtain the M roots of (14.15) as ^ ½1ej^ !1 :::; ^ ½Mej^ !M. Consider
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14.4.2 Constrained Maximum Likelihood Method
In the IQML method the symmetric structure of the vector g is not used.
The Constrained Maximum Likelihood (CML) method was proposed by
Kannan and Kundu (1994). The basic idea of the CML method is to mini-
mize YHPGY with respect to the vector g when it satis¯es the symmetric
structure (14.9). It is clear that R(!) can also be written as
R(!) = YH(I ¡ PC)Y = YHPBY; (14.16)
where PB = B(BHB)¡1BH and
B =
2
6 6 6 6
6 6 6 6 6
6
4
¹ b0 ::: 0
. . . ::: 0
¹ bM ::: 0
. . .
. . .
. . .
0 ::: ¹ b0
. . .
. . .
. . .
0 ::: ¹ bM
3
7 7 7 7
7 7 7 7 7
7
5
:
Moreover bi's satisfy the symmetric relation (14.9). Therefore the problem
reduces to minimize YHPBY with respect to b = (b0;:::;bM) such
that bHb = 1 and bk = ¹ bM¡k for k = 0;:::;M. The constrained
minimization can be done in the following way. Let us write b = c + j d,
where
cT = (c0;c1;:::;c M
2 ;:::;c1;c0);
dT = (d0;d1;:::;d M
2 ¡1;0;¡d M
2 ¡1;:::;¡d1;¡d0);
if M is even and
cT = (c0;c1;:::;c M¡1
2
;c M¡1
2
;:::;c1;c0);
dT = (d0;d1;:::;d M¡1
2
;¡d M¡1
2
;¡d M¡1
2 ¡1;:::;¡d1;¡d0);
if M is odd. The matrix B can be written as B =
£¹ b1;:::; ¹ bN¡M¤
, where
(¹ bi)T is of the form [0; ¹ b;0]. Let U and V denote the real and imaginary
parts of the matrix B. Assuming that M is odd, B can be written as
B =
M¡1
2 X
®=0
(c®U® + jd®V®);
where U®, V®, ® = 0;1;:::;
M¡1
2 are N £ (N ¡ M) matrices with
entries 0 and 1 only. The minimization of YHPBY (as given in (14.16))
can be obtained by di®erentiating YHPBY with respect to c® and d®;382 Statistical Computing
for ® = 0;1;:::;
M¡1
2 , which is equivalent to solving a matrix equation
of the form
D(~ c; ~ d)
·
~ c
~ d
¸
= 0;
where D is an (M + 1) £ (M + 1) matrix. Here ~ cT = (c0;:::;c M¡1
2
)
and ~ dT = (d0;:::;d M¡1
2
). The matrix D can be written in a partitioned
form as
D =
· ~ A ~ B
~ BH ~ C
¸
; (14.17)
where ~ A; ~ B; ~ C are all
M+1
2 £
M+1
2 matrices. The (i;k)-th elements of
the matrices ~ A; ~ B; ~ C are as follows;
~ Aik = YHUi(BHB)¡1UH
k Y ¡ YHB(BHB)¡1(UT
i Uk + UT
kUi)
(BHB)¡1BHY + YHUk(BHB)¡1UT
i Y
~ Bik = ¡jYHUi(BHB)¡1VH
k Y ¡ jYHB(BHB)¡1(UT
i Vk ¡ VT
k Ui)
(BHB)¡1BHY + jYHVk(BHB)¡1UT
i Y
~ Cik = YHVi(BHB)¡1VH
k Y ¡ YHB(BHB)¡1(VT
i Vk + VT
k Vi)
(BHB)¡1BHY + YHVk(BHB)¡1VT
i Y
for i;k = 0;1;:::;
M¡1
2 . Similarly, when M is even, let us de¯ne ~ cT =
(c0;:::;c M
2 ) and ~ dT = (d0;:::;d M
2 ). In this case also the matrix D
can be partitioned as (14.17), but here ~ A; ~ B; ~ C are
¡M
2 + 1
¢
£
¡M
2 + 1
¢
, ¡M
2 + 1
¢
£
¡M
2
¢
and
¡M
2
¢
£
¡M
2
¢
matrices respectively. The (i;k)-th
elements of ~ A; ~ B; ~ C are the same as before with appropriate ranges of i
and k. The matrix D is a real symmetric matrix in both cases and we need
to solve a matrix equation of the form
D(x)x = 0; such that jjxjj = 1: (14.18)
The constrained minimization problem is transformed to a real valued non-
linear eigenvalue problem. If ^ x satis¯es (14.18), then ^ x should be an eigen-
vector of the matrix D(^ x). The CML method suggests the following itera-
tive technique to solve (14.18)
³
D(x(k)) ¡ ¸(k+1)I
´
x(k+1) = 0; jjx(k+1)jj = 1;
where ¸(k+1) is the eigenvalue which is closest to zero of the matrix D(^ x)
and x(k+1) is the corresponding eigenvector. The iterative process should
be stopped when ¸(k+1) is small compared to jjDjj, the largest eigenvalue
of the matrix D. The CML estimators can be obtained using the following
algorithm:Computational Aspects in Statistical Signal Processing 383
CML Algorithm:
[1] Suppose at the i-th step the value of the vector x is x(i). Normalize
x, i:e: x(i) =
x
(i)
jjx(i)jj.
[2] Calculate the matrix D(x(i)).
[3] Find the eigenvalue ¸(i+1) of D(x(i)) closest to zero and normalize
the corresponding eigenvector x(i+1).
[4] Test the convergence by checking whether j¸(i+1)j < ²jjDjj:
[5] If the convergence condition in step 4 is not met, then i := i+1 and
go to step 2.
14.4.3 Expectation Maximization Algorithm
The expectation maximization (EM) algorithm, developed by Dempster,
Laird and Rubin (1977) is a general method for solving the maximum like-
lihood estimation problem when the data are incomplete. The details on
the EM algorithm can be found in Chapter 4. Although the EM algorithm
has been originally used for incomplete data, it can be used also when the
data is complete. The EM algorithm can be used quite e®ectively in es-
timating the unknown amplitudes and the frequencies of the model (14.6)
and the method was proposed by Feder and Weinstein (1988). In devel-
oping the EM algorithm it is assumed that the errors are i:i:d Gaussian
random variables, although it can be relaxed and it is not pursued here.
But in formulating the EM algorithm one needs to know the distribution
of the error random variables.
For better understanding we explain the EM algorithm brie°y over
here. Let Y denote the observed (may be incomplete) data possessing
the probability density function fY(y; µ) indexed by the parameter vector
µ 2 £ ½ Rk and let X denote the `complete' data vector related to Y by
H(X) = Y;
where H(:) is a many to one non-invertible function. Therefore, the density
function of X, say fX(x; µ) can be written as
fX(x;µ) = fXjY=y(x;µ)fY(y;µ) 8H(x) = y; (14.19)
where fXjY=y(x; µ) is the conditional probability density function of X
given Y = y. Taking the logarithm on both sides of (14.19)
lnfY(y;µ) = lnfX(x;µ) ¡ lnfXjY=y(x;µ):384 Statistical Computing
Taking the conditional expectation given Y = y at the parameter value µ0
gives,
lnfY(y;µ) = EflnfX(x;µ)jY = y;µ0g¡EflnfXjY=y(x;µ)jY = y;µ0g:
(14.20)
If we de¯ne
L(µ) = lnfY(y;µ);
U(µ;µ
0) = EflnfX(x;µ)jY = y;µ0g; and
V (µ;µ0) = EflnfXjY=y(x;µ)jY = y;µ0g;
then (14.20) becomes
L(µ) = U(µ;µ0) ¡ V (µ;µ0):
Here L(µ) is the log-likelihood function of the observed data and that
needs to be maximized to obtain the maximum likelihood estimators of µ.
Since V (µ, µ0) · V (µ0, µ0) (Jensen's inequality), therefore, if
U(µ;µ0) > U(µ0;µ0)
then
L(µ) > L(µ0): (14.21)
The relation (14.21) forms the basis of the EM algorithm. The algorithm
starts with an initial guess and let us denote by ^ µ(m) the current estimate
of µ after m iterations. Then ^ µ(m+1) can be obtained as follows
E Step : Compute U(µ; ^ µ
(m)
)
M Step : ^ µ
(m+1)
= argmax
µ
U(µ; ^ µ
(m)
):
It is possible to use the EM algorithm to obtain the estimates of the
unknown parameters of the model (14.6) under the assumption that the
errors are Gaussian random variables. Under these assumptions, the log-
likelihood function takes the form;
L(µ) = c ¡
1
2¾2
N X
n=1
¯
¯ ¯ ¯ ¯
y(n) ¡
M X
i=1
Aiej!in
¯
¯ ¯ ¯ ¯
2
:
To use the EM algorithm, let us write
x(n) = [x1(n);:::;xM(n)]
T ;
here
xk(n) = Akej!kn + zk(n):Computational Aspects in Statistical Signal Processing 385
Here zk(n)'s are obtained by arbitrarily decomposing the total noise z(n)
into M components, so that
M X
k=1
zk(n) = z(n):
Therefore, the model (3.1) can be written as
y(n) =
M X
k=1
xk(n) = Hx(n)
and H = [1;:::;1]. Let us choose zk(n) to be independent zero mean
Gaussian random variables with variance ¯k such that
M X
k=1
¯k = 1 ¯k ¸ 0:
With the above notation, the EM algorithm takes the following form. If
^ A
(m)
k and ^ !
(m)
k denote the estimates of Ak and !k respectively after m
iterations, then
E Step : ^ x
(m)
k (n) = ^ A
(m)
k ej^ !
(m)
k n + ¯k
"
y(n) ¡
M X
i=1
^ A
(m)
i ej^ !
(m)
i n
#
M Step : ( ^ A
(m+1)
k ; ^ !
(m+1)
k ) = arg max
Ak;!k
¯ ¯ ¯^ x
(m)
k (n) ¡ Akej!kn
¯ ¯ ¯
2
:
It is interesting to note that ^ A
(m+1)
k and ^ !
(m+1)
k are the maximum likeli-
hood estimators based on ^ x
(m)
k (n). The most important feature of this al-
gorithm is that it decomposes the complicated multiparameter optimization
problem into M separate simple one dimensional optimization problems.
This particular method can be used for on line implementation purposes.
M di®erent processors can be used to obtain the estimates of the unknown
parameters very e±ciently.
There are several other iterative algorithms like the Iterative Inverse
Filtering method of Matausek, Stankovic and Radovic (1983), Dynamic
Programming method of Yau and Bresler (1993) or 7-step e±cient algo-
rithm by Bai, Rao, Chow and Kundu (2003) available in the literature but
they are not pursued here. Now we present some important non-iterative
algorithms which are used in practice.
14.5 Di®erent Non-Iterative Methods
14.5.1 Modi¯ed Forward Backward Linear Prediction
Method
The modi¯ed Forward Backward Linear Prediction (MFBLP) method was
proposed by Tufts and Kumaresan (1982). Assuming that the data are386 Statistical Computing
noiseless in the model (14.6), it can be easily seen that for any M < L <
N ¡ M, there exists b1;:::;bL, such that
2
6 6 6 6 6
6 6 6
4
y(L) y(L ¡ 1) ::: y(2) y(1)
. . .
. . .
. . .
. . .
y(N ¡ 1) y(N ¡ 2) ::: y(N ¡ L + 1) y(N ¡ L)
¹ y(2) ¹ y(3) ::: ¹ y(L) ¹ y(L + 1)
. . .
. . .
. . .
. . .
¹ y(N ¡ L + 1) ¹ y(N ¡ L + 2) ::: ¹ y(N ¡ 1) ¹ y(N)
3
7 7 7 7 7
7 7 7
5
2
4
b1
. . .
bL
3
5
= ¡
2
6 6 6 6 6 6
6 6
4
y(L + 1)
. . .
y(N)
¹ y(1)
. . .
¹ y(N ¡ L)
3
7 7 7 7 7 7
7 7
5
or YTKb = ¡h (say):
Unlike Prony's equations, here the constants b = (b1;:::;bL) may not
be unique. The vector b should be chosen such that jjbjj2 =
PL
i=1 jbij2
is minimum (minimum norm solution). In this case it has been shown by
Kumaresan (1982) that out of the L roots of the polynomial equation
xL + b1xL¡1 + :::bL = 0; (14.22)
M of them are of the form ej!k, for k = 1;:::;M and the polynomial
equation (14.22) has L¡M other roots and they have magnitudes strictly
less than one. The above ¯nding helps to distinguish the M signal zeros
from the L ¡ M noise zeros. Since in practice the data are noisy, the
following procedure can be obtained to estimate the vector b as
^ b = ¡
M X
k=1
¾
¡1
k [uH
k ]vk:
Here ¾k's are the singular values of the matrix YTK, vk for k = 1;:::L
and uk for k = 1;:::;N ¡ L are the eigenvectors of YH
TKYTK and
YTKYH
TK respectively. The main reason to use the truncated singular
value decomposition is to increase the signal to noise ratio in the data prior
to obtaining the solution vector b. Once ^ b is obtained using (14.22), the
estimates of the frequencies can be obtained very easily.
14.5.2 Estimation of the Signal Parameters via Rota-
tion Invariant Technique
The Estimation of the Signal Parameters via Rotation Invariant Technique
(ESPRIT) was proposed by Roy (1987) and it was used to estimate theComputational Aspects in Statistical Signal Processing 387
parameters of the Direction of Arrival (DOA) model. Although ESPRIT
method was originally proposed to estimate the parameters of the DOA
model but it can be used quite e®ectively to estimate the frequencies of
the sinusoidal model (14.6) also. The method can be brie°y described as
follows.
For a given L, M < L < N ¡ M construct two data matrices
YR1 =
2
6
4
y(1) ::: y(L)
. . .
. . .
. . .
y(N ¡ L) ::: y(N ¡ 1)
3
7
5 and
YR2 =
2
6
4
y(2) ::: y(L + 1)
. . .
. . .
. . .
y(N ¡ L + 1) ::: y(N)
3
7
5:
Suppose C11 =
£
YH
R1YR1 ¡ ¾2I
¤
and C12 =
£
YH
R2YR1 ¡ ¾2J
¤
, where
I and J are the identity matrix and exchange matrix respectively, each of
order L £ L. Consider the singular values of the matrix pencil (see Pillai
1989)
C11 ¡ °C12: (14.23)
It can be shown (Pillai 1989) that the M non-zero eigenvalues of the matrix
pencil (14.23) will be of the form ej!k for k = 1;:::;M. But since ¾2 is
unknown, in practice, therefore ¾2 needs to be estimated to construct C11
and C12 by replacing ¾2 with ^ ¾2. To avoid this situation Roy and Kailath
(1989) proposed the Total Least Squares Estimation of Signal Parameters
via Rotation Invariant Technique (TLS-ESPRIT), which does not require
the estimation of ¾2.
14.5.3 TLS-ESPRIT
Under the same set up as in the previous case, consider two 2L £ 2L
matrices R and § as follows;
R =
2
4
YH
R1
YH
R2
3
5[YR1 : YR2]; and § =
·
I J
JT I
¸
:
Let e1;:::;eM be the generalized eigenvectors (Rao 1973), corresponding
to the largest M generalized eigenvalues of R with respect to the known
matrix §. Construct the two L£M matrices E1 and E2 from e1;:::;eM
as
[e1 : ::: : eM] =
2
4
E1
E2
3
5;388 Statistical Computing
and then obtain the unique 2M £ M matrix W and the two M £ M
matrices W1 and W2 as
[E1 : E2]W = 0; W =
2
4
W1
W2
3
5:
Finally obtain the M eigenvalues of -W1W
¡1
2 . In the noise less situation
M eigenvalues will be of the form ej!k, for k = 1;:::;M (Pillai 1989).
Therefore, the frequencies can be estimated form the eigenvalues of the
matrix -W1W
¡1
2 .
It is known that TLS-ESPRIT works better than ESPRIT. The main
computation in the TLS-ESPRIT is the computation of the eigenvectors of
an L £ L matrix. It does not require any root ¯nding computation like
MFBLP. The consistency property of the ESPRIT or the TLS-ESPRIT is
not yet known.
14.5.4 Quinn's Method
Quinn (1994) proposed a method of estimating the frequencies of the model
(14.6) by interpolation using the Fourier coe±cients. Although, it has been
proposed originally for single frequency model (i:e for M = 1), but it
can be extended easily for the multiple frequencies also (Kundu and Mitra
1998). First we describe the Quinn's method for single frequency only.
Suppose,
X(i) =
N X
n=1
y(n)e¡
j2¼in
N :
Then Quinn's algorithm becomes:
[1] Let jX(¿T)j2 ¸ jX(i)j2, for 1 · i ·
£N¡1
2
¤
.
[2] Let ^ ®1 = Real
X(¿T ¡1)
X(¿T ) , ^ ®2 = Real
X(¿T +1)
X(¿T ) and ^ ±1 =
^ ®1
(1¡^ ®1) and
^ ±2 = -
^ ®2
(1¡^ ®2). If ^ ±1 and ^ ±2 are both > 0, put ^ ± = ^ ±2, otherwise
^ ± = ^ ±1.
[3] Estimate ! by ^ ! =
2¼(¿T +^ ±)
N .
If more than one frequency is present continue with the second largest
jX(i)j2 and so on. Computationally Quinn's method is very easy to im-
plement and it is observed that the estimates are consistent and the asymp-
totic mean squared errors of the estimates are of the order N¡3, the best
possible convergence rate in this case.Computational Aspects in Statistical Signal Processing 389
14.5.5 Noise Space Decomposition Method
The Noise Space Decomposition (NSD) method was proposed by Kundu
and Mitra (1995). The method can be brie°y described as follows. Consider
the N ¡ L £ L + 1 data matrix ANSD as
ANSD =
2
4
y(1) ::: y(L + 1)
::: ::: :::
y(N ¡ L) ::: y(N)
3
5;
for any integer L, such that M · L · N¡M. Construct the L+1£L+1
matrix T =
1
N
£
AH
NSDANSD
¤
. Let the spectral decomposition of the
matrix T be as
T =
L+1 X
i=1
^ ¾2
i uiuH
i ;
where ^ ¾2
1 > ::: > ^ ¾2
L+1 are the ordered eigenvalues of the matrix T
and ui's are orthogonal eigenvectors corresponding to ^ ¾2
i . Construct the
L + 1 £ L + 1 ¡ M matrix BNSD as
BNSD = [uM+1 : ::: : uL+1]:
Partition the matrix BNSD as
BH
NSD =
£
BH
1k : BH
2k : BH
3k
¤
for k = 0;:::;L¡M where BH
1k, BH
2k, and BH
3k are of the orders L+1¡
M £k, L+1¡M £M +1 and L+1¡M £L¡k ¡M respectively.
Find a vector Xk such that
2
4
B1k
B3k
3
5Xk = 0:
Let us denote the vector ck = B2kXk for k = 0;:::;L ¡ M. Now
consider the average of the vectors ck's as the vector c, i:e:
c =
1
L ¡ M + 1
L¡M X
k=0
ck = (c1;:::;cM+1):
Construct the polynomial equation
c1 + c2x + ::: + cM+1xM = 0: (14.24)
From (14.24) obtain the M roots and estimate the frequencies from there.
It is observed that the estimated frequencies are strongly consistent. The
main computation involved in the NSD method is the spectral decomposi-
tion of the L + 1 £ L + 1 matrix and the root ¯nding of an M degree
polynomial.390 Statistical Computing
It is well known that (Harvey 1981, Chapter 4.5) when a regular likeli-
hood is maximized through any iterative procedure, the estimators obtained
after one single round of iteration already have the same asymptotic prop-
erties as the least squares estimators. This holds, if the starting values are
chosen
p
N consistently. Now since NSD estimators are strongly consis-
tent, the NSD estimators can be combined with one single round of scoring
algorithm. The modi¯ed method is called Modi¯ed Noise Space Decom-
position Method (MNSD). As expected, MNSD works much better than
NSD.
14.6 Conclusions
In this chapter we have provided a brief introduction to one of the most
important signal processing models, namely the sum of exponential or sinu-
soidal model. We provide di®erent computational aspects of this particular
model. In most algorithms described in this chapter it is assumed that
the number of signals M is known. In practical applications however, es-
timation of M is an important problem. The estimation of the number of
components is essentially a model selection problem. This has been studied
quite extensively in the context of variable selection in linear and nonlinear
regressions and multivariate analysis. Standard model selection techniques
may be used to estimate the number of signals of the multiple sinusoids
model. It is usually assumed that the maximum number of signals can be
at most a ¯xed number, say K. Since, model (14.6) is a nonlinear regres-
sion model, the K competing models are nested. The estimation of M is
obtained by selecting the model that best ¯ts the data. Several techniques
have been used to estimate M and all of them are quite involved computa-
tionally. Two most popular ones are by information theoretic criteria and
by cross validation method. Information theoretic criteria like Akaike In-
formation Criteria, Minimum Description Length Criterion have been used
quite e®ectively to estimate M by Wax and Kailath (1985), Reddy and
Biradar (1993) and Kundu and Mitra (2001). Cross validation technique
has been proposed by Rao (1988) and it has been implemented by Kundu
and Mitra (2000). Cross validation technique works very well in this case,
but it is quite time consuming and not suitable for on line implementation
purposes.
We have discussed quite extensively about the one-dimensional fre-
quency estimation problem, but recently some signi¯cant results have been
obtained for two dimensional sinusoidal model as described in Example
4, see for example Rao, Zhao and Zhou (1994) or Bai, Kundu and Mitra
(1996). Several computational issues have not yet been resolved. Interested
readers are referred to the following books for further reading; Dudgeon and
Merseresau (1984), Kay (1988), Haykin (1985), Pillai (1989), Bose and Rao
(1993) and Srinath, Rajasekaran and Viswanathan (1996).Computational Aspects in Statistical Signal Processing 391
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