Introduction
More traditional optimization methods, like mathematical programming and optimal control methods, are very efficient in some contexts, but for large classes of complex (realistic) stochastic models, they are no longer practical. For such models, simulation is often the only viable tool. Developing efficient ways of optimizing stochastic discrete event systems by simulation is not easy but is extremely important in practice. Current approaches include, among others, ranking and selection procedures (for finite parameter spaces), response surface methodology, gradient-based stochastic approximation, and the stochastic counterpart method (the latter methods are for continuous parameter spaces). See Fu (1994) for a recent survey. Recent advances in gradient estimation methodology have increased interest in stochastic approximation (SA) algorithms for simulation optimization. Different variants of SA, combined with a variety of derivative estimation techniques (DETs), have been proposed and studied. See, e.g., Andradottir (1990, 1991 a, b), Chong and Ramadge (1990 , 1992a , b, 1993 , Dupuis and Simha (1991) , Fu (1990) , Gaivoronski (1992), Glynn (1986 Glynn ( , 1987 Glynn ( , 1989 , Pflug (1990) , and Suri and Leung (1989) . Convergence proofs have been given for many of them. There were also some numerical results in a few cases, but no extensive numerical investigation involving all (or most) of those methods. This paper reports the results of such a numerical investigation. It is a companion paper to L'Ecuyer and Glynn (1993) , which contains most of the theory.
Suri and Leung (1989) have performed preliminary numerical experiments with an M/M/ 1 queue. The objective was to find the value of the average service time 0 that would minimize a given function of the average sojourn time per customer, in steady-state. That problem is easy to solve analytically, and they wanted to use it as a "benchmark" to compare two SA-DET combinations, one of them based on infinitesimal perturbation analysis (IPA) and the other one on finite differences (FD). These two methods were presented as heuristics, and they observed empirically that the one based on IPA converged much faster. We show in this paper that their second method, based on FD, ac-So, the service time has distribution B6(v) = 1 -e-t10I with density bo(v) = ( 1 /0)e -/0 . Let w(0) be the average sojourn time in the system per customer, in steady-state, at parameter level 0. The objective function is defined by a(0) = w(0) + C1/0, (if this value is not in 0, the optimum is at the nearest boundary point). We will compare our empirical results to this theoretical value using the empirical mean-square error. In Appendix II, we verify that this example satisfies the assumptions of L'Ecuyer and Glynn (1994b).
SA and Some of Its Variants
The classical SA algorithm has the form 011+ 1 := 70( 071-11YY1),
where 0,, is the parameter value at the beginning of iteration n, Y,, is an estimate of a' ( 0,) obtained at iteration n, { y, , n 2 1 } is a deterministic sequence of gains decreasing to 0, and wre is a projection operator on the set 0. Typically, one takes ^Y,, = yoni -for some constant yo > 0. Conditions under which 0,, converges almost surely (a.s.) to the optimizer are given in many places, including Kushner and Clark (1978) Polyak (1990) , and Yin (1992). Unfortunately, the conditions under which the above convergence rate" results have been proved do not hold for the problem considered here, for most of our DET variants. Indeed, typically, each Y,, is a biased derivative estimator and, when Y,, is based on a simulation of length t,, which increases with n, the variance and computational cost of Y,, vary with n. The convergence rates and optimal sequence y11 might then be quite different. Finding the optimal sequence and convergence rate for each SA-DET combination would be a demanding task that goes beyond the scope of this paper and will be the subject of further research. Nevertheless, our numerical exploration will show that for some DET's, the above convergence rate results appear to hold for our problem. They also hold for some regenerative DET variants, for which the above conditions are satisfied. For instance, as explained in L'Ecuyer and Glynn (1994b) (see also equations (12) Choosing the right sequence of gains 1y,, turns out to be rather important in practice. For example, if oYO is too large, 0,, will bounce around too much while if yo is too small, 0, will move too slowly towards the optimum (see (3)). Unfortunately, in practical applications, one often has little idea of the right yo. This is why people have introduced various "adaptive" approaches, whose aim is to speed up convergence by (roughly speaking) reajusting dynamically the sequence of gains. Some variants also rescale the derivative estimators, which is formally different, but practically similar. These methods are often very helpful. But unfortunately, some of them do not always work well and might even slow down the algorithm, as will be illustrated by our experiments. We will now describe a few of those adaptive approaches.
Kesten (1952) has proposed a rule under which instead of diminishing y, at each iteration, one diminishes it only when the sign of the gradient estimate (for one parameter) is different from the one of the previous iteration (i.e., when the change on the parameter changes direction). The heuristic idea is that if the parameter keeps moving in the same direction, it should be because we are still far away from the optimum, and so we let it move faster. That heuristic might help in situations where we start really far away from the optimum, and where the change on the parameter at each iteration tends to be very small. Andradottir (1990 Andradottir ( , 1991a has proposed a variant of SA whose aim is to insure convergence even if 0 is unbounded, or to reduce the "bouncing around" behavior when the function a (0) where e > 0 is a predetermined constant (a parameter of the algorithm). That Y,, is then used in SA as usual (see equation (2)). Assuming that Y 1 and Y 2 are both unbiased derivative estimators, and under a few additional conditions, Andradottir proves the convergence of her algorithm to the optimizer. Since each Y,, requires two independent estimates, SA will have less iterations available for a given computer budget with this method than with the regular one. The motivation for this method is to reduce the step size when the function is too steep. Its behavior will depend on the choice of e. If e is near zero, the derivative estimates are more or less "normalized." That is, if the two independent estimators are not too noisy, Y,, should be near ?2. On the other hand, if e is large, the algorithm becomes equivalent to the regular one by rescaling the sequence { 'y, n ? 0 } appropriately (multiply y,, by e / 2 ), except that an average of two estimators is taken instead of just taking one estimator at each SA iteration. Further, in the case of a steady-state model as we have here, if we simulate for a fixed number of customers to obtain Y ,, and then continue the simulation for a fixed number of customers to obtain y 2, then Y 1 and y 2 typically will be correlated, introducing a bias in (4).
Azadivar and Talavage (1980) had previously proposed a somewhat related (heuristic) normalization scheme, based on only one derivative estimator. They implemented their method in a package called SAMOPT. More specifically, they obtain at each iteration a FD estimator Y 1 and replace it by its sign, that is Y,: Y / Y 1 l Of course, the same can be done with FDC, LR, or IPA. One difficulty with that estimator is that it could remain too noisy near the optimizer. For example, if Y 1 has low variance and E [Y 1 ] -0 near the optimum, then Y 1 should be near zero, which is fine if we use it directly in (2). Replacing it by its sign is really not a good idea in this case. In their SAMOPT algorithm, Azadivar and Talavage also implemented some heuristics, with specially tuned parameters, to define the sequences y,, and c,, adaptively. These heuristics seem to work well for the examples given in their paper, but we are skeptical concerning their general robustness.
Perron ( 1992 ) suggested the following heuristic: start with a very large yo and, each time the parameter value wants to bounce from one boundary of O to the opposite boundary in one iteration, divide yo by 2 and reset the parameter value to the midway point between the boundaries. This rule can be easily adapted to the multidimensional case if the admissible region 0 is a rectangular box and if each component of 0 has its own y,: just apply it to each component individually. Wardi (1988) proposed a SA variant which takes bigger stepsizes by taking -y,, = yoyn-for some y < 1, and t,, increasing with n. Under some assumptions, he showed convergence in zero upper density to the optimizer. Dupuis and Simha (1991) went further; they advocated using a constant stepsize, namely -y,, = yo for all n, with an increasing t,. They proved a.s. convergence under some conditions, but did not obtain convergence rates or numerical results.
Some adaptive approaches attempt estimating a'(0*) along with the estimation of Q* (Fabian 1968 , Venter 1967 . A major drawback of those adaptive approaches is high computational costs, especially in the multidimensional case.
Recently, Polyak (1990) has introduced the interesting idea of taking the average of the values of 0,, over all the iterations, instead of just taking the value of 0, from the last iteration, as an estimator of the optimizer. Roughly speaking, he showed under some conditions that for 2 < y < 1, the average converges to 0* at the optimal rate for whatever yo. Kushner and Yang (1993) and Yin (1992) 
Derivative Estimation and Implementation Issues
At iteration n of SA, to obtain a derivative estimator Y, we simulate the system for one or more "subrun(s)" of finite duration t,, starting from some initial state s,. When the queue is not empty at the end of an iteration, we must be careful to generate the new service time only at the beginning of the next iteration, i.e., after modifying the parameter. For some of the DET variants, t,, is a deterministic truncated horizon, representing the number of customers in the subrun. Other variants exploit the regenerative structure (the system regenerates whenever a customer arrives into an empty system), and for those, t, represents (here) the number of regenerative cycles in the subrun at iteration n. In our implementations, we insisted on using exactly the same simulation program for all of the DET variants. The simulation model and the variants were in fact implemented in two different "modules," the latter being model independent. We now summarize the DET's described in L'Ecuyer and Glynn ( 
The FDC estimator is the same, except that one takes Another approach is to take the same initial state for each subrun: s7-= s + = s, but this is more costly to implement (we shall discuss that in a moment) and there are still different possibilities for the selection of s71+. What we did in our experiments is to take, as initial state s,,+1, the final state of the subrun at iteration n which had been performed with parameter value the closest to the parameter value 0+1 used at iteration n + 1. In general, if 0 is a d -dimensional vector, the same heuristic can be applied for each component of 0 to choose the new parameter value among the 2 d terminal states of the previous iteration. We also made experiments for which we took s,, = 0 for all n (all subruns starting from an empty system).
For FDC, one can take s,, = so E S for all n, for some fixed so (e.g., so = 0), or s,1,+ can be one of the two terminal states of iteration n (projecting on S if necessary). Implementing this method for complex simulations is not without pain. Saving the simulation state means saving the states of the random number generators, the event list, all the objects in the model, etc. In practice, many objects in the model are pointers to data structures that can be created, modified or destroyed dynamically, and whose types have been defined by the programmer. When saving the state of the system, one cannot only save the pointer values, but must make an explicit "backup" copy of all these structures. When restoring the system to a given state, these must be recopied again. This is different than saving and restoring the state of the program, because some variables associated with the SA and FD or FDC algorithms (e.g., the index of the current subrun for FD(C)) should not be saved and restored. Usually, the simulation package cannot do that and specific code must be written. In fact, it would be very difficult to implement "state saving" facilities in a general simulation package, because typically the package has no way of knowing with certainty the structures of all the dynamic objects created by the user. All this implies overhead not only for the computer, but also for the programmer. Another source of programming overhead in FDC comes from the need to insure synchronization of the random numbers across the subruns.
Another FD approach is to estimate 12(6,)da'(6,,), instead of a'(6,), using finite differences with a regenerative approach. This is adapted from Glynn (1986), without the arctan transformation. At iteration n, simulate for 2t,, independent regenerative cycles, using parameter value 0,, for the odd numbered cycles and 0' = min (6,, + CI, I,max) for the even numbered cycles. Let rj be the number of customers during the jth cycle and hj be the total sojourn time for those rj customers. The suggested by Fu (1990) , is unbiased for 1(0,,)a'(0,,), even for tn, = 1.
When c,, is very small, FDC becomes (in principle) essentially the same as IPA. But beware of implementation details; they can make a big difference. For example, it is shown in L'Ecuyer and Glynn (1994b) that SA with IPA, with a fixed number of customers per iteration, converges weakly to the optimizer, provided that the IPA accumulators are kept (no reset) between iterations. In Appendix I, we show that SA with FDC, with a fixed number of customers per iteration, converges to a different value than the optimizer 0*. Our numerical results also illustrate that. The intuitive explanation is that if the parameter converges, its change eventually becomes negligible and keeping the IPA accumulator across iterations yields a derivative estimator whose bias eventually becomes negligible even with constant (and small) t,. With FDC, on the other hand, there is no similar transfer of information between iterations, so that with constant t,, the bias of the derivative estimator does not vanish. Note that exactly the same problem occurs with IPA if the IPA accumulator is reset to zero between iterations. The latter case really corresponds to the limit of FDC as c, -* 0. 
Likelihood Ratio

The Experimental Setup
In these experiments, we have tried many SA-GET combinations, or variants. For each variant, we made N simulation runs, each yielding an estimation of 0*. The N initial parameter values were randomly chosen, uniformly in 0, and the initial state was s = 0 (an empty system). Across the variants, we used common random numbers and the same set of initial parameter values. This means that the different entries of Table 1 Tables  In the tables giving the numerical results, the Table 1 summarizes the results of an experiment we made with T = 106, N = 10, 0 = [0.01, 0.95] and Cl = 1. The optimal solution is 6* = 0.5. We computed 99% confidence intervals Io as described in ?5, and the entries for which I does not contain 6* are marked by the symbol "<" in the tables. This could be the symptom of a parameter that converges to the wrong value, but not necessarily so. In most cases, the convergence intervals do not contain the optimizer because over a finite simulation length, the retained parameter value at the end of the SA procedure is a biased estimator of the optimizer, and the squared bias converges to zero slowly compared to the variance.
Numerical Results
The Acronyms Used in the
Results for the First Example
For all the methods whose results are given in the table, with a few exceptions, the algorithm has been proved to converge to the optimizer (L'Ecuyer and Glynn 1994b). The exceptions are IPAR and FDC with constant t,, (which converge to the wrong value), FD-S, SAMOPT, and the methods which use Kesten's or Perron's rules. For most of the methods, however, the convergence rate is unknown (although this is the subject of ongoing research). Exceptions are the regenerative methods IPARFU and LRR86 with constant t,,, for which SA converges at the canonical rate when 'y0 is large enough. Indeed, since ( 12) and ( 17) The idea of taking -y,, = yon -for some y < 1, with increasing t, as discussed in Wardi (1988) and Dupuis and Simha (1991) (for y = 0), does not bring any improvement here. The best 'yo is smaller for smaller -y, but even with the best 'yo, the results are not quite as good as when using the standard sequence (,y = 1).
The performance of IPA also deteriorates when the IPA accumulator is reset to zero between iterations (IPA-Z or IPA-0). This resetting introduces a bias, which forces one to increase t, with n, otherwise 06, converges to the wrong value. For example, with t,l = 10, 0,, converges to somewhere around 0.575 instead of 0.5, and this is why se is much larger than Sd. For IPA-Z with t, = n, 0, converges to 6* (see Proposition 5 of L'Ecuyer and Glynn 1994b), but the numerical results suggest that the best value of 'yo here is much larger than 0.03. When 'yo is too small, 0, still converges to the optimum, but very slowly, and (apparently) in such a way that the variance of the noise converges significantly faster than the squared bias. As a result, the confidence interval Io, based on the N final values of 0,, is very likely not to cover 6*. This is what happens, for instance, for IPA-Z with yo < 0.1. So, the results are very sensitive to the choice of 'yo. In ?3, we have described a few "adaptive" approaches designed for the (usual) case where the optimal 'yo is unknown. We now look at how well they perform here. Kesten's rule helps somewhat when Pyo has been chosen slightly too small, but it does not prevent disaster when ,yo is much too small. Combining the heuristics of Perron and Kesten appears effective; it gives reasonable results even with a much too large initial 'yo. It is not clear whether this observation can be extrapolated to more general systems, but if so, a suggested practical strategy could be to start with a large value of 'yo and use both Perron and Kesten rules. Andradottir's algorithm does not help here. With the "optimal" choice of e and t, = n, its performance is the same as the standard algorithm, but for other values of 6, it is much worse. Note that the optimal e depends on -yo. For example, with t, = n, e = 1 with yo = .03 behaves pretty much the same as e = 33 with 'yo = 1.0. With  constant t,, (like t,, = 10) , it fails completely. The reason is that here, Y h and Y 2 are correlated, and therefore the combined estimator (4) is biased. That bias goes to zero if t,, increases with n, but not if t,, is held constant.
With IPAR, the number of ends of service during the t,, regenerative cycles is now random, and the derivative estimator is biased because it is a ratio with that number in the denominator. So, with t,, held constant, SA with IPAR converges quickly, but to the wrong value. However, the bias goes to zero as t,, goes to infinity, and as proved in the companion paper, SA-IPAR converges towards the optimum with t,, = n. For small -yo, though, se is much larger than Sd, which indicates that the squared bias converges more slowly than the variance.
The The averaging method gives no significant improvement over standard SA with a well chosen sequence 'y, but good improvement when yo is larger than the optimum and the window is wide enough. If 'yo is much too large (e.g., yo = 100), averaging still reduces the variance but there is a highly significant bias, except if we combine averaging with Kesten and Perron's rules, in which case we obtain very good results. Convergence is not speeded up significantly by averaging when 'yo is much too small (e.g., yo 0.001 ). If we take y,, = -yon -Y for y < 1 (instead of y 1), with averaging, we still obtain fair results, but not quite as good as with y = 1. Further, the best Pyo is smaller for smaller y, and convergence is still very slow when 'yo is too small or much too large. This is the same kind of behavior that we have observed for IPA with oy < 1, without averaging.
All of this suggests takingoyO on the "large" side when its optimal value is unknown, and averaging with a wide window, perhaps combined with the heuristics of Kesten and Perron.
Finite Differences
In general, FD without the common random numbers gives a rather large MSE. We see, however, that if the sequences -y,, and c,, are chosen in the best possible way, the performance could still be acceptable. FD-S is sometimes better than FD, but not always. FDR86 resembles LRR86 to some extent: at each iteration, it computes an estimator of a'(6,,) 12(6,,) . So, the optimal yo in this case should be For both FD and FDC, when t,, is fixed to a constant, convergence is to the wrong value, as for IPA-Z, and as discussed in the Appendix. The results of FDC with t, = 5 illustrate that: convergence is quick, but the large value of se indicates that the limit is not 6*. Even for t, = 100, the bias is still quite apparent. In general, FDC behaves pretty much the same as IPA-Z. This is to be expected, since IPA-Z is the limiting case of FDC as c,, -? 0. The only significant difference is that the number of customers per iteration required by FDC is twice that of IPA-Z. Therefore, for a fixed "budget" of T customers, fewer SA iterations will be performed with FDC, and this explains its slightly larger MSE. For FDC and IPA-Z, we see that the best value of yo is larger than 0.03. Convergence is slow when '0 is too large; while when -y0 is too small, not only is the convergence excruciatingly slow, but trusting the confidence intervals is also misleading. Using FDC-KP with an initially large yo looks like a good heuristic.
Likelihood Ratio Derivative Estimators
The LR methods in general have trouble due to their large associated variance. They give the worst numerical results here. For the nonregenerative variants, when t,, grows more slowly, the variance is usually smaller; but the bias then goes down much too slowly compared to the variance, and we get the same problem as for IPA-Z and FDC: we cannot trust the confidence intervals. This is what happens, for instance, with t, = n/3. Among the truncated-horizon (nonregenerative) variants, CTLR is a significant improvement over LR but falls far behind IPA and FDC with good parameter choices.
The regenerative LR variants perform better. The best are CTLRR with t, = n and LRR86 with t, = 5. For the latter, the optimal -yo is around PyO 0.008. With t, -n2 /3, for both LRR and CTLRR, the bias goes down too slowly and Io does not contain 6*. Nevertheless, the MSE of all the LR variants given in this table converges (slowly) to zero, as proved in L'Ecuyer and Glynn (1994b).
Shorter and Longer Runs
We made other experiments with T = 104, 105, and 1o 7, for some of the variants, to see how Se evolves with the computer budget T. We took N = min (10, 107/ T). The results are given in Table 2 . The fact that FDC with t, = 5 converges to the wrong value is obvious from this table: se clearly fails to converge to zero. For all other variants, the results indicate that the Se converges to zero, in accordance with the theory. Further, for many of the variants, the confidence intervals appear to become increasingly reliable as T increases.
Other Traffic Intensities
We also made other sets of experiments with C1 =25 (for which 0* -6) and C1 = 25 (for which 0* =-) The results appear in Tables 3 and 4 . For C1 = 2g, the traffic intensity for 0 near 0* is low, and we get a much lower variance than for C1 = 1. The opposite is true for C1 = 25. The relative "rankings" of the algorithms are about the same. One exception is LRR86, which becomes much less competitive in higher traffic. Table 2 Values 
Conclusion
Using a simple M/M/ 1 queuing example, we have illustrated the numerical behavior of different variants of SA, combined with various derivative estimation methods, to optimize a steady-state stochastic system with respect to a continuous parameter. We observed that the results are quite sensitive to the choice of the sequence of gains in the SA algorithm. That kind of Table 3 Experimental As always, since our experiments were done on a specific example, one should be careful in making any generalizations. The primary goal of this example is not really to compare performance, but to illustrate convergence properties and possible dangers. We also recall that in many cases IPA and/or LR do not apply (L'Ecuyer 1990). Numerical results for other kinds of examples are given in Giroux (1989) , which has been the starting point of this paper.
The performance of the derivative estimators and of the optimization algorithms could be further improved by incorporating variance reduction techniques. For instance, for our M/M/ 1 example, one can simulate at a parameter value different than the one at which the derivative must be estimated. This is importance sampling (Bratley, Fox, and Schrage 1987). Asmussen and Rubinstein (1991) and Rubinstein and Shapiro (1993) argue that a queueing system should in general be simulated at heavier traffic than the one at which we want the estimation. Exploring the impact of such variance reduction techniques on the performance of stochastic optimization methods is the subject of ongoing research. 
Appendix I
In this appendix, we look at what could happen with the combination of SA with FDC when the number t, of customers per iteration is kept constant. We will examine the simplest case, namely t, = 1 for each ui, and prove that the algorithm converges to the wrong value. It will be clear from the proof that with t, = t for any larger constant t, the algorithm will also display a similar kind of biased behavior, although the bias should be expected to decrease with t. Here, C(0) + 0 has its minimum at 0o = 1. Therefore, 0,, converges to 0max with probability one. The problem here is that with a different 0, the time spent in the queue by the customers already there at the beginning of the iteration would have been different and the method does not take that into account. This flaw also exists for any fixed t,, = t. The difference 60 -06k I should decrease with t. In our numerical results, for t as large as 100, the effect is still significant. 
Appendix II
