By choosing an appropriate method for partitioning and linearizing the system equations that describe a time-domain finite-element model of a reluctance mass accelerator, it is possible to reduce the computation time considerably over a traditional material reluctance model. In this work, we have constructed an axisymmetric magnetic field finite-element solver based on the induced magnetization of the saturable materials, instead of the more common field-dependent reluctance model. Eddy currents and driving circuit elements are also included in the model. Using this platform, we demonstrate how a well-conditioned set of field equations is produced and how a simple nonlinear iteration scheme can produce reliable results without repeated factorization of the finite-element matrix. Some comparisons with an established simplified model and experimental results help to verify the model.
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I. INTRODUCTION
F INITE-ELEMENT methods (FEMs) have become a staple method for engineers and scientists to resolve geometrically complex problems in electromagnetism. When treating saturable materials in magnetics, there is the added complexity of needing to solve a set of simultaneous nonlinear equations. The approach of choice in magnetic field finite-element solvers is the application of a field-dependent reluctance model [1] - [5] . This yields a straightforward formulation. However, there is the need to recompute at least some of the matrix elements during the nonlinear solution stage [2] , which means a new matrix factorization is then needed for each iteration (assuming the use of a direct method for solving the resulting linear system). Even where solution schemes such as conjugate gradient might be appropriate, the benefits of amortizing the factorization of the finite-element matrix over many iterations (or even time steps) may outweigh the benefits of iterative methods when many repeated solutions are needed for the same system. Of course, this will depend on the specific problem being solved. It turns out that the solenoidal reluctance mass accelerator is well modeled with the approach that we propose here.
Here, instead of treating a reluctance "parameter" in the field equations and doing a traditional Newton-method linearization, we consider magnetic materials in the armature and sheath as contributing to the total field by means of their induced polarization density (or magnetization) (as is often done with integral-equation based field solvers [6] , [7] and is used within the FEM framework by [8] and others for modeling permanent magnets). This approach permits a structuring of the discrete finite-element equations such that the nonlinear contribution from saturable materials is treated as a "source term" in the linearized set of equations. This permits reuse of the factorized FE system over many iterations. Whereas we focus on the use of a direct solution method, similar improvements may be possible for FEM solvers based on preconditioned conjugate gradient algorithms, particularly those which use incomplete factorizations [9] . We test the feasibility of using the magnetization approach to modeling saturable materials in a reluctance mass accelerator as a continuation to our work in [10] . A solenoidal inductor with a saturable sheath and a movable core (Fig. 1) is treated using an axisymmetric FE formulation based on that found in [7] . We review how the coupling to the external circuit is carried out such that a symmetric, positive definite direct solver (Cholesky decomposition [11] ) can be conveniently used to solve the resulting system. Note that although we solve a two-dimensional axisymmetric problem, the method can be readily applied to three-dimensional problems. Our previously developed simplified model [10] is used to produce benchmark solutions in conjunction with a series of experimental results for verifying the results of this work produced using practical coils.
II. THE SOLVER

A. Review of Theoretical Basis
The solenoidal mass accelerator in Fig. 1 and its driving circuit represent an interesting mix of lumped circuit quantities as well as field quantities like magnetic vector potential, magnetization, and stress. The governing system equations are relatively 0018-9464/$20.00 © 2006 IEEE straightforward. For example, we can write Maxwell's magnetic field equation within the moving armature as (1) where is the conductivity of the armature material and is the armature velocity (assuming a stationary observer). The parameter H/m is the vacuum permeability. The scalar electric potential can be shown to take an arbitrary constant value and plays no role in the overall solution (given that the solution region contains no net charge distributions, displacement currents are ignored and the the Coulomb gauge is used) [12] . Hence, the scalar potential shall be assumed to vanish.
Within the stationary ferromagnetic sheath we have (2) given , the sheath material conductivity.
In the region where the coil windings are found, we assume that the field obeys (3) where is the number of turns in the coil, is the coil current, and are the coil dimensions shown in Fig. 1 , and is the azimuthal unit vector in circular cylindrical coordinates.
Finally, in the free space regions, there is
The magnetic flux density is given in terms of the vector potential as
Like our work in [10] and similar to the model in [13] , we choose a computationally convenient hyperbolic tangent model for ferromagnetic materials. By defining an initial material permeability and a maximum allowed magnetization , the hyperbolic tangent provides a reasonable saturation model, viz. (6) Note that there is no hysteresis provided in this model. There is nothing that prohibits the introduction of a hysteresis model (such as the Preisach model [14] or Jiles-Atherton Model [5] , [15] ) or other user-defined empirical models for . The simple model used here is chosen out of convenience, since the aim of this work was to study the feasibility of implementing a FE solution based on a material magnetization model instead of the more usual reluctance models.
The driving circuit topology used in our software tests is based on a variation of a simple resistor-capacitor-inductor ( ) circuit seen in Fig. 2 .
Kirchhof's voltage law is written in terms of capacitor voltage, coil current, and vector potential as (7) where the integral is evaluated along a path following the windings of the coil.
Capacitor voltage and coil current are related to each other through (8) The notation is used here as a shorthand representation for the time derivative of capacitor voltage.
Moving on to the mechanical part of the problem, the Maxwell stress tensor is instrumental to calculating the force on the armature. In the "air-region" between the armature and stator, we can write the stress as (9) This stress is integrated over a cylindrical surface enclosing the armature to yield the total force as a function of (10) For our problem, only the longitudinal force needs to be computed, since it alone is responsible for generating movement in the armature. Radial force may well be of interest, though, if the full reaction force on the coils is desired.
It now remains to write out the kinematic equations that describe the motion of the armature, viz. (11) (12) where is the mass of the armature, is the -directed (longitudinal) velocity, and is the position of the armature with respect to the start of the coil.
is the -directed force acting on the armature. Again, the dot notation indicates a time derivative.
B. The Structure of the System Solver
Because the finite-element mesh adapts after each time step, it seems a reasonable approach to split the problem along electrical/mechanical lines. This is seen in the flowchart in Fig. 3 which schematically describes the algorithm.
The initial stages are quite straightforward. We first initialize the time and the system state variables (including the finite-element mesh). The finite-element equations of the linear part (i.e., excluding the nonlinear material magnetization) as well as the circuit equations are constructed, using an implicit (backward Euler) time-stepping scheme. It is important to note that when the finite-element equations are augmented with the circuit equations, the total electrical system matrix is nonsymmetric. Partitioning the electrical system equations into symmetric field equations and nonsymmetric circuit equations allows us to apply static condensation [7] , which separates the circuit solution from the field solution. This permits the use of sparse symmetric methods (e.g., Cholesky factorization [11] ) for the field solution, which save time and memory space, while maintaining the strong coupling to the circuit equations.
The factorization of the FE equations needs only to be carried out once at the beginning of the simulation, if there is no motion (the mesh does not need to adapt to a new armature position). In cases where there is motion, a factorization is performed once per time step. Each iteration of the inner (nonlinear solver) loop entails only sparse matrix-vector multiplies and back substitutions. This is where we incur a significant time saving over reluctance models, where some part of the matrix equation must be reconstructed and refactored for each nonlinear iteration.
Given the speed of each nonlinear iteration, we use a simple fixed-point (successive approximation) iteration. Note that the application of Newton's method would entail slightly more bookkeeping, but nothing prevents its use in this context. Fixed-point iteration was chosen merely for its simplicity and robustness. Most computations presented in this paper required between 10 and 20 nonlinear successive approximations to converge to under 0.4% error for each time step.
After the field/circuit equations have converged to within the user-supplied tolerance, the force is calculated and the armature velocity and position are updated using a semi-explicit timestepping scheme. The mesh is then adapted to the new position of the armature and the whole process repeats until the armature leaves the coil (or the coil current falls below a certain value).
C. Mesh Adaptation
In order to update the mesh, the new position of the armature is used to define a new set of mesh boundaries. These boundaries are used as input to a function call to the Triangle mesh generator [16] , whose output mesh is used for generating the field solution over the next time step. Since time-derivatives of the vector potential are needed for computing losses within the armature and the new mesh does not geometrically correspond to the old mesh, the previous vector potential solution needs to be evaluated on the new mesh. Hence, we need to use interpolation to obtain the values of the previous vector potential on the new grid.
In this model, the mesh is assumed "stationary" (i.e., Eulerian) at each time step. In effect, the armature "moves through" the grid by a small amount during the time step. Only after the field and kinematic solutions are computed is the mesh allowed to "catch up" to the movement of the armature. This approach is similar to the "volume of fluid" method discussed in [17] and cuts down on the bookkeeping over so-called "Lagrangian" (i.e., moving-mesh) [18] methods, but requires the inclusion of an extra "convective" term in the field equations within moving components (the term that appears in the equations of the next section).
D. Formulation of the Axisymmetric FEM
For solenoidal coils like that in Fig. 1 , it is relatively straightforward to construct a finite-element field solver in terms of the azimuthal component of . For example, within the moving armature, we can rewrite (1) as (13) where we have grouped all terms that will be treated as "sources" in the linearized equations on the right-hand side. The current represents the sum of induced currents within the armature (moving with velocity ):
The "weak form" of (13) is (15) Since we are treating an azimuthally symmetric geometry, we assume that and . Hence, following Silvester [7] , we use a modified form of the azimuthal component of the vector potential given by (16) where is the radial coordinate. Therefore, the functional we wish to treat is (17) Subject to the choice of suitable boundary conditions, minimizing (17) has the benefit of generating a symmetric, positive definite, well-posed system of linear equations. Effects of the exciting coil currents as well as eddy currents can be lumped into the right-hand-side current term . The material magnetization is given by .
E. Note on Boundary Conditions
On a perfect electric conductor, we must enforce the essential boundary condition that forces the tangential electric field to vanish. It is enough to set (18) to satisfy this. Perfect magnetic walls are represented by leaving the values of floating. The magnetic wall forms a natural boundary condition of the functional in (17) . Along the center line, the modified vector potential is constrained to zero.
In order to establish that the magnetic field exhibits the proper continuity behavior along interfaces between magnetic materials, it is necessary to show that the tangential magnetic field is continuous (at least in some average sense) across material boundaries. This is tantamount to showing the existence of a natural boundary condition on tangential in the context of (15) .
By considering a thin annular volume that includes the material interface that lies along the boundary between two triangular finite elements (as in Fig. 4) , we allow the inner and outer surfaces approach each other on the boundary. Given that the continuity of (and, hence ) is enforced by default as a consequence of the FE discretization, we can compute the contributions from the (slightly rearranged) boundary integrals in (15) applied on the inner and outer regions. If there are no surface currents, we are left with (19) where "ext" refers to the part of the surface outside of the material and "int" refers to the surface inside of the material. These integrals are recognized as (20) By excluding them from the functional, we implicitly enforce the constraint in (20) . In short, this is a weak form of the continuity condition for the tangential -field across the interface. The jump in (and hence, ) satisfies, in an average sense, the expected interface conditions implicitly (as a natural boundary condition). Note that this weaker form of the boundary condition introduces some error, but should yield good results as long as the elements along the interface are "small" [19] and the interpolation basis allows discontinuities in normal derivatives (as the Lagrange basis does).
F. The FE Matrix Elements
The modified vector potential is expanded in terms of a known set of basis nodal functions and the Ritz method applied to arrive at the linear system It is important to realize that and are generally not continuous across element interfaces. This means that the nodal values for these quantities are valid only within the element being considered. The matrix products are formed on an element-by-element basis and the resulting product is assembled to form part of the global right-hand-side vector. Specific global FE vectors for and do not exist. The element integrals are carried out using 19-point Gauss-Legendre integration on the triangle. The various fractional powers of are treated as weighting functions and form part of the integrand, instead of using an average over the element. As a result, errors in the matrix elements for triangles near the axis of rotation are kept to a minimum, particularly if the elements are large.
G. Circuit Model
For a practical simulation, we assume a circuit like that in Fig. 5 . When the transistor switch is on, Kirchhof's voltage law is written as (27) where is the volume occupied by the densely packed coil windings. Notice that we have substituted a volume integral for the line integral in (7) . This simplifies the calculation of the line integral by averaging the vector potential within the coil region. The line integral is given by the product of the length of the winding and the time derivative of the average vector potential in the coil region [5] .
When the transistor is switched off, we have
is the external "quenching" resistance. Using implicit time stepping, we can write the update equation for the case where the transistor switch is "on" as
The values of material magnetization and in (29) are computed from the th estimate for at each node within an element using the hyperbolic tangent expression in (6) .
This augmented matrix equation is clearly no longer symmetric. However, by partitioning it like this (30) 
where the terms correspond to the right-hand-side matrixvector product terms in (29) and ( is a vector whose elements are set to unity if the element being computed lies within the magnetic material and set to zero otherwise). A column "zero" vector is denoted by . The dimensions of the submatrices are shown for clarity. is the number of degrees of freedom in the FEM solution.
During each nonlinear iteration, the next guess for the solution for and is carried out by solving the following condensed 2 2 system of equations:
The updated estimate for the vector potential is recovered from (36) We then iterate around the inner loop which includes (29), (6) until changes in the vector potential vector, current, and voltage are less than the desired tolerance. It should be clear that the factorization of only needs to be computed once for each time step, thereby reducing the computational effort.
H. Kinematic Model
After convergence of the electrical system, the next step is to update the kinematic state of the movable armature. The kinematic equations for the core motion are written in first-order form as (37) (38) After this point, the mesh is updated as described in Section II-C and we progress to the next time step.
III. NUMERICAL EXPERIMENTS
A. Simple Inductor (No Motion)
In order to test for correct field behavior, a simple solenoidal inductor was modeled at low fields (linear material behavior far from saturation) and at high fields (where core saturation effects are observed) in the absence of core motion. These results are then easily compared with experimental measurements. The coil geometry is shown in Fig. 6 .
The coil has 136 densely packed turns in four layers. The enclosing ferrite sheath has a low field permeability of about and a saturation magnetization estimated to be T. The finite-element mesh consists of 3701 second-order triangles (9318 degrees of freedom, shown in Fig. 7 ) and the tolerance for convergence is set to 0.4%. Note that Fig. 7 depicts a partial mesh (only the central part of the mesh is shown, to highlight the coil region; the air-filled ends are not shown).
The vector potential appears to be well represented with secondorder triangles on this mesh. As long as the mesh remains fairly dense in the vicinity of material corners, results tend to be reliable. A full study of error behavior is certainly needed in this regard, but is beyond the scope of this introduction.
Varying mesh densities were tried to ensure that reasonable convergence was achieved.
By modeling the transient response of an LC circuit using the FEM with low fields (maximum A), we could compute inductance from the analytic solution of the LC circuit as 178 H. The measured inductance of the empty coil was 160 H. For the coil filled with a ferrite core T , the measured inductance was 5.1 mH whereas the calculated inductance was 4.9 mH.
Factorization of the finite-element matrix equation takes about 90 s on a 800 MHz personal computer. Each time step requires about a minute. Time stepping is carried out such that 40 time steps are evaluated for one-quarter of the sinusoidal period of the solution. Each time step requires an average of 23 (23-32) iterations. Full solution time is about 41 min. Of course, results will vary depending on the computer resources and factorization method. It should be clear that if a matrix rebuild and factorization were carried out each iteration, we would incur more than a 30-fold increase in total computation time.
The high-field performance is tested by modeling a mild steel core ( T and cm ) that has been fully inserted into the coil. The winding resistance . Four 1.0-ms time-domain simulations are presented in Fig. 9 . The lowest trace in the plot depicts the the current through a linear inductor (low current, 0.2 A at its peak). The inductor is connected to a constant voltage source and the core losses set to zero. The current axis (vertical) is magnified 100 times in this plot. The slope corresponds to the aforementioned 4.9 mH inductor, i.e., the low-field behavior is exhibited correctly in the initial stages of the simulation. The middle line is the same inductor where the maximum current of 4 A is permitted to flow (vertical axis magnified 10 times). Weak saturation causes the current curve to deviate from the expected linear behavior. The top two curves represent the current build-up where strong saturation of both the core and the sheath is encountered. The peak current here is of the order 200 A. When no core losses are present, the expected linear inductor behavior is observed at low currents. However, when cm , the initial slope of the current is steeper as a result of field expulsion by the "skin-effect" (illustrated in Fig. 8 ) causing a reduction of the initial inductance. As time progresses, the lossless and lossy curves almost coincide. After about 600 s, the current in the lossy cored coil drops below that of the lossless core as a result of a slightly larger equivalent series coil resistance caused by the conductive core.
The computer time savings are similar to the low-field simulations. Generally, when the materials begin to saturate, fewer nonlinear iterations (average of 10-13) are needed to achieve the desired tolerance. It appears that the presence of sharp corners along material interfaces at low fields causes wide variations in field (singularities) that are difficult to accurately model with the polynomial-based finite-element basis. When the materials become saturated, the apparent reduction in permeability near sharp corners reduces the field concentration at those points [20] . Moreover, error tends to accumulate in the vicinity of sharp material corners over long time simulations.
This error tends to manifest itself as a small (a few percent of saturation magnetization value) residual magnetization that accumulates near material corners when the materials are in their "linear" region. This effect can be greatly reduced by resetting the initial guess for to zero after each time step during the portion of the simulation where materials behave almost linearly (at low fields). The experimental results confirm the trend for a lossy core well. The early-time slope indicates significant skin-effect (from induced surface currents on the solid mild steel core) reduce the inductance. Later, the current begins to level off as a result of the winding/circuit resistance.
B. Reluctance Mass Accelerator (Core Motion)
A single stage launching coil similar to that in [10] was modeled using the following parameters in Table I .
We can view the evolution of the flux lines during the firing cycle in Fig. 10 At s, the external sheath is apparently beginning to saturate and by 2.0 ms (coil current A), we see a significant number of flux lines escaping the sheath. At 5.0 ms, the coil current has decayed to 13.1 A and the sheath material is exhibiting nearly linear behavior. Little flux is seen to escape.
The results for the coil current versus time are shown in Fig. 11 .
In the initial stages, the simple model from [10] and the FEM solution almost coincide. The experimental data shows a somewhat steeper attack. This is possibly because our simple magnetization model is slower to saturate than the actual saturation property of the sheath. Other factors, like winding density and internal gaps, can also have an effect. Nevertheless, the trend is clear.
In the late stages of the firing cycle, both the FEM solution and the experimental data indicate a leveling off of the current as the armature nearly fills the coil. This is because the armature force is dropping off (and extracting less power from the magnetic field), hence motional resistance decreases and the current begins to rise again. Note that the simple physical model does not exhibit this effect as a result of the simple force versus armature position model.
When the transistor switch opens (as the armature begins to exit the coil) and the current begins to decay, all three sets of data show a steep slope. The experimental data and the model from [10] show a slight "hump" as a result of armature energy loss as a result of residual field within the coil as the armature exits. The FEM solution also exhibits this small current hump, although it is delayed somewhat with respect to the simple model and experimental results. It is not clear at this point why this is, but it is possible it is a result of the chosen saturation model.
When modeling the mass accelerator, i.e., where armature motion is present, we must refactor a matrix once every time step instead of just once at the beginning of the simulation (for the stationary core inductor). The CPU time reduction in the mass accelerator case are clearly less than for the stationary inductor. However, depending on the solution method used, 10-20 fold time savings can be achieved over full factorization at each nonlinear iteration. Fig. 11 . Current versus time for the launcher coil circuit. The solid line computed with the FE model. The circle marked curve is computed with the model described in [10] , whereas the rectangular points are experimentally measured current.
IV. CONCLUSION
With the aim of testing a newly developed time-efficient magnetization-based finite-element formulation, we revisited the single-stage mass accelerator presented in [10] . The results indicate that the FEM yields a richer picture of the system dynamics than the simple model, particularly when the armature nearly fills the coil. This is because the magnetic field is better represented in the end regions than is possible with the simple model. Like the simple model, the finite-element model displays the slight current "hump" as the armature exits the coil (where residual coil current is present). Although the current profile produced by the finite-element method during this final stage differs from the experimental and simple model results somewhat, the overall system dynamics seem well represented.
In general, the magnetization-based formulation as well as the method of partitioning the problem has provided a method of speeding up the long duration time-domain solution of problems where mechanical motion is present. By implementing a nonlinear solution method which requires only a single matrix factorization per time step (instead of a factorization every nonlinear iteration, i.e., inner loop), computation time is drastically reduced (10-or 20-fold for the successive approximation method) over reluctance-based formulations.
By comparing our FEM results with experimentally measured values, we are confident that the field model produces a realistic approximation of reality. At low fields, some anomalies are observed near sharp corners of permeable materials. This is expected, since linear materials tend to exhibit field singularities near material corners. This effect is reduced by saturation effects at high fields or by the use of dense meshes near corners at low fields. A closer study of this effect represents one of the possibilities for future work, especially in the context of a three-dimensional field solver.
