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a b s t r a c t
We study the effect of frustration between nearest and next-nearest neighbors of the
quantum S = 1 anisotropic Heisenberg model on a square lattice using the bond operator
technique. A single-site anisotropy term induces a quantumphase transition in the system.
We calculate the effect of zero-temperature quantum fluctuations on themagnetization for
the Néel and collinear antiferromagnetic phases.
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1. Introduction
In the last decade, there has been great interest in the physics of the two-dimensional frustrated spin-1/2 Heisenberg
antiferromagnet, commonly referred to as the J1–J2 model. Frustration and competition between interactions are highly
debated issues in the field of quantum magnetism. A good review paper in this topic is [1].
This model has been studied extensively by various analytical and numerical techniques [2]. For J2 = 0, it is known
that the ground state is antiferromagnetically ordered at zero temperature. One method of enhancing fluctuations is to add
diagonal bond frustration.
The next-nearest-neighbor interactions induce frustration and break the antiferromagnetic order. For small η = J2/J1,
the ground state is Néel ordered. It has been found [3] that the system undergoes a second-order quantum phase transition
at a certain η = η1c from the Néel state to a spin-liquid state. For η larger than a critical value η2c , one has a collinear ordered
state, in which the neighboring spins align ferromagnetically along one axis of the square lattice and antiferromagnetically
along the other. There is substantial evidence (see [2] and the references within) that the ground state of the quantum
disordered phase has no long-range magnetic order for 0.4 < η < 0.6 for S = 1/2.
Treating the spins as classical vectors and thenminimizing the ground state energy, it has been found [4] that the classical
ground state is either the antiferromagnetic Néel state for η < 0.5 or the collinear antiferromagnetic stripe state for η > 0.5.
The spin orientations, at zero temperature, of the three types of classical ground state configuration exhibited by the model
are shown in Fig. 1. It is standard procedure to show the classical ground state configurations, since the quantum ground
state is very complicated to be obtained, but it is believed that the classical ground state is a reasonable approximation
to start with. In the bond operator formalism used in this paper, we assume that part of the excitations are condensed at
k⃗ = (π, π) in the Néel phase, and at k⃗ = (0, π) or k⃗ = (π, 0) in the collinear phase.
Recent interest in this model comes from the discovery of superconductivity in the pnictides, and a two-dimensional
Heisenberg antiferromagnet with spin S = 1 and next-nearest-neighbor interaction has been used recently to study the
magnetic excitations in pnictides [5]. New physical features, such as quantum phase transitions, due to additional terms,
such as for instance single-ion anisotropy, are possible when S = 1. A very interesting model, in this context, is an
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Fig. 1. Classical ground states for the model studied in this paper: (a) Néel (π, π ), (b) collinear (π, 0), (c) collinear (0, π ).
antiferromagnet with exchange and single-ion anisotropies. This model, with J2 = 0, has been studied theoretically and
experimentally in two and three dimensions in connection with the Bose–Einstein condensation of magnons in the large-D
phase [6–8], where D is the single-ion anisotropy parameter.
In this paper, we will be interested in an S = 1 two-dimensional antiferromagnet with exchange and single-ion
anisotropy described by the Heisenberg Hamiltonian:
H = J1
2
−
r⃗,δ⃗
(Sxr S
x
r+δ + Syr Syr+δ + RSzr Szr+δ)+
J2
2
−
r,d
(Sxr S
x
r+d + Syr Syr+d + RSzr Szr+d)+ D
−
r
(Szr )
2, (1)
where
∑
r,δ sums over the nearest neighbors and
∑
r,d over the next-nearest neighbors, which are along the diagonals.
The spectrum of Hamiltonian (1), for J2 = 0, changes drastically as D varies from very small to very large values [6,9]. For
D larger than a critical value DC (where a quantum phase transition takes place [10]), the phase consists of a unique ground
state with total magnetization SZtotal = 0 separated by a gap from the first excited states, which lie in the sectors Sztotal = ±1.
The primary excitation in this phase is a gapped S = 1 exciton with an infinite lifetime at zero temperature. For D ≤ DC and
positive, Hamiltonian (1) is in a gapless phase, which is ordered at T = 0.
In this paper, we use the bond operator formalism to study quantum phase transitions in the model described by
Hamiltonian (1). In Section 2, we describe the formalism used. In Section 3, we present our numerical results. A summary is
given in Section 4.
2. Bond operator technique
An adequate method, which has been applied successfully to several models, is the bond operator formalism [6,11–15],
proposed by Sachdev and Bhatt [15] for spin S = 1/2 and extended byWang andWang [6] to spin S = 1. In this formalism,
three boson operators are introduced to denote the three eigenstates of Sz :
|1⟩ = u+|v⟩, |0⟩ = t+z |v⟩, | − 1⟩ = d+|v⟩, (2)
where |v⟩ is the vacuum state. The spin operators are written as
S+ = √2(t+z d+ u+tz), S− =
√
2(d+tz + t+z u), Sz = u+u− d+d. (3)
These operators have bosonic statistics, but they must obey the hard-core constraint u+u + d+d + t+z tz = 1. The starting
point in the bond operator formalism is the large-D limit, and for this reason themethod is more appropriate to describe the
strong-coupling region. The correlation length calculated using this method for D < DC is finite for T > 0 and, therefore,
the theory cannot predict the Kosterlitz–Thouless transition.
Substituting (3) into Hamiltonian (1), and supposing that the tz bosons are condensed, i.e., ⟨tz⟩ = ⟨t+z ⟩ = t , we obtain
H = J1
2
−
r,δ
[t2(d+r dr+δ + u+r+δur + urdr+δ + d+r u+r+δ + H.c.)+ R(u+r ur − d+r dr)(u+r+δur+δ − d+r+δdr+δ)]
+ J2
2
−
r,d
[t2(d+r dr+d + u+r+dur + urdr+d + d+r u+r+d + H.c.)+ R(u+r ur − d+r dr)(u+r+dur+d − d+r+ddr+d)]
+D
−
r
(u+r ur + d+r dr)−
−
r
µr(u+r ur + d+r dr + t2 − 1). (4)
A temperature-dependent chemical potential µr is introduced to impose the constraint condition of single occupancy. The
translation invariance of the problem implies that we may assume that µr = µ. For those remaining terms, we effect a
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mean-field decoupling, taking ⟨d+r u+r+δ⟩ = ⟨drur+δ⟩ = p, ⟨d+r u+r+d⟩ = ⟨drur+d⟩ = p˜. After a Fourier transformation followed
by a Bogoliubov transformation, and following [6], we obtain
H =
−
k
ωk(α
+
k αk + β+k βk)+
−
k
(ωk −Λk)+ C, (5)
with
ωk =

Λ2k −∆2k, (6)
Λk = −µ+ D+ 2R(1+ η)(1− t2)+ 4t2(γk + ηγ˜k), (7)
∆k = 4t2(γk + ηγ˜k)− 4R(pγk + ηp˜γ˜k), (8)
γk = 12 (cos qx + cos qy), γ˜k = cos qx cos qy, (9)
C = µN(1− t2)− NR(1+ η)(1− t2)2 + 4NR(p2 + p˜2). (10)
Here, we have taken the number of nearest and next-nearest neighbors equal to 4. The ground state energy per site is
Eg = 1N
−
k
(ωk −Λk)+ 1N C . (11)
The parameters t2, µ, p, and p˜ can be obtained from the saddle-point equations:
t2 = 2− 1
N
−
k
Λk
ωk
coth

βωk
2

, (12)
µ = 4
N
−
k

Λk −∆k
ωk

(γk + ηγ˜k) coth

βωk
2

, (13)
p = − 1
2N
−
k
∆kγk
ωk
coth

βωk
2

, (14)
p˜ = − 1
2N
−
k
∆kγ˜k
ωk
coth

βωk
2

. (15)
The above equations should be solved by iteration. At zero temperature, p and p˜ are very small, and can be neglected.
Eqs. (12) and (13) can then be written as
µ = 4
y
[I2(y)− I1(y)], t2 = 2− 12 [I1(y)+ I2(y)], (16)
with y = 8t2/A,
A = −µ+ D+ 2R(1+ η)(1− t2), (17)
I1(y) = 1
π2
∫ π
0
∫ π
0
d2k√
1+ yg(k) , I2(y) =
1
π2
∫ π
0
∫ π
0
d2k

1+ yg(k), (18)
and g(k) = γk + ηγ˜k.
Using Eq. (16), we can derive the following equation:
D = 16
y
+ 2R(1+ η)− R(1+ η)I2(y)−
[
8
y
+ R(1+ η)
]
I1(y). (19)
The critical parameter is therefore given by
DC = 16(1− η)+ 2R(1+ η)− R(1+ η)I2(yC )− [8(1− η)+ R(1+ η)]I1(yC ). (20)
The excitation gap, for small η, is located at k = (π, π), and is given by∆ = ωπ (y) = A√1+ y(−1+ η). It goes to zero
when y → yC = (1 − η)−1. At this point, we have a quantum phase transition from the disordered large-D phase to the
small-D ordered Néel phase.
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Fig. 2. Ground state energy per site as a function of the anisotropy parameter D with R = 1, for different values of the frustration η : η = 0 (solid line),
η = 0.2 (dashed line), and η = 0.3 (red line). Color on line. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
When D < DC , the system enters into the ordered state. Following [6], we assume that part of the excitations are
condensed at k = (π, π). Keepingωπ = 0, we solve the self-consistent Eqs. (12)–(14) with the Bose–Einstein condensation
(BEC) n0(T ) extracted:
t2 = 2− n0(T )− 1N
−
k
Λk
ωk
coth

βωk
2

, (21)
µ = −4

1− ∆π
Λπ

n0(T )+ 4N
−
k

Λk −∆k
ωk

(γk + ηγ˜k) coth

βωk
2

, (22)
p = 1
2
∆π
Λπ
n0(T )− 12N
−
k
∆kγk
ωk
coth

βωk
2

, (23)
p˜ = 1
2
∆π
Λπ
n0(T )− 12N
−
k
∆kγ˜k
ωk
coth

βωk
2

. (24)
In the absence of a magnetic field, the net magnetization of the antiferromagnet is zero. The quantity of interest is the
staggered magnetization, which is the magnetization on each sublattice. The staggered magnetization M induced by the
condensation of magnons can be obtained by calculating ⟨Sxr ⟩ and ⟨Syr ⟩ directly (the magnetization is located in the xy-plane,
since ⟨Szr ⟩ = 0). We have [6]M =

⟨Sxr ⟩2 + ⟨Syr ⟩2 = 2

t2n0(0). At T = 0, and neglecting p and p˜, we have
n0(0) = (DC − D)2[4+ R(1+ η)+ 4(1− η)] . (25)
For large values of η, the system becomes collinear, with the gap at k = (π, 0) or (0, π). Now, we have yC = 1/η. The
critical anisotropy parameter is
DC = 16η + 2R(1+ η)− R(1+ η)I2(yC )− [R(1+ η)+ 8η]I1(yC ) (26)
and the BEC amount is
n0(0) = (DC − D)2(1+ η)(4+ R) . (27)
3. Results
Fig. 2 shows the ground state energy per site as a function of the anisotropy parameter D, for R = 1, for three values of
the frustration η. As we can see, the effect of the frustration is reduced at large values of D. In Fig. 3, we show the critical
parameter DC as a function of η, for R = 1. The parameter DC vanishes at the points η1C = 0.42 and η2C = 0.564. There are
two ordered phases, separated by the magnetically disordered phase. In Fig. 4, we show the critical anisotropy parameter
DC as a function of η, for R = 0, in the collinear antiferromagnetic phase.
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Fig. 3. The critical anisotropy parameter DC as a function of η, for R = 1. For η < 0.42 and below the solid line, the system is in the Néel phase. For
η > 0.564 and below the solid line, the system is in the collinear phase. Otherwise, it is in the disordered paramagnetic phase.
. . . . . . . . . .
Fig. 4. The critical anisotropy parameter DC as a function of η, for R = 0. For η > 0.564 and below the solid line, the system is in the collinear
antiferromagnetic phase.
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Fig. 5. The staggered magnetizationM at T = 0, D = 0, and R = 1 is shown for the antiferromagnetic ordered Néel phase as a function of the frustration
η. For η < 0.42, the system is in the Néel phase.
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Fig. 6. The staggered magnetizationM at T = 0, D = 0, and R = 0 as a function of the frustration η. For η < 0.445, the system is in the Néel phase.
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Fig. 7. The staggered magnetizationM (in the ordered collinear phase) at T = 0, D = 0, and R = 1 as a function of η. For η > 0.564, the system is in the
collinear phase.
In Figs. 5 and 6, we show the staggered magnetization per site, M , at D = 0 and T = 0, as a function of η, for small η,
for R = 1 and R = 0, respectively. The magnetization decreases steadily at first and then drops to zero. For R = 1,M starts
fromM = 0.836 and becomes zero at the critical point η1C = 0.42 (for R = 0, η1C = 0.445). The magnetization at η = 0 is
reduced from its classical value S = 1 by zero-point quantum fluctuations. In Fig. 7, we show the staggered magnetization
per site, M , at D = 0 and T = 0, as a function of η, for large η, for R = 1. M sharply drops to zero at the critical point
η2C = 0.564. The magnetization plot is similar to the one obtained in [2] for S = 1/2.
Majumdar [2], using an expansion to second order in 1/S, obtained η1C = 0.41 and η2C = 0.55 (for an isotropic S = 1/2
Heisenberg antiferromagnet). For S = 1, Uhrig et al. [5], using self-consistent spin wave theory, found η2C = 0.504 (for
S = 1/2 their result was η2C = 0.554).
4. Conclusions
To conclude,wehave studied aHeisenberg antiferromagnetwith exchange and single-ion anisotropies on a square lattice,
with nearest-neighbor and next-nearest-neighbor interactions at zero temperature. In the isotropic limit (R = 0,D = 0),
our calculation for the staggered magnetization at T = 0 is consistent with previous results. It is expected that the bond
operator formalismworks better for D > 0. The staggered magnetization becomes zero in both phases at the critical values,
η1C = 0.42, η2C = 0.564.
The results for the isotropic XY model (R = 0,D = 0) are new; they have not been calculated before. We have calculated
the phase diagramDC (η) at T = 0 showing the orderedNéel phase, the collinear phase, and the gapped (large-D) disordered
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phase. Calculating the energy gap numerically as a function of D, we have found that it decreases linearly with D until DC ,
in all the disordered phases; i.e.,∆ = a(D− DC ), where a ≈ 1.
As pointed out by Dotsenko and Sushkov [3], in a typical quantumphase transition, as the coupling parameter g (g = D/J ,
in our case) approaches gc , the gap is expected to vanish as (g − gc)zν , where zν is a critical exponent. The value of zν is
usually universal; that is, it is independent of most of the microscopic details of the system. In the so-called large-N limit it
is found that zν = (d− 1)− 1, where d is the dimension of the system. Since here d = 2, our result is consistent with the
theory presented in [3].
The disordered ground state is most likely the dimer state, and it can be studied using the bond operator formalism.
Kumar [13] has studied the spin-S dimer antiferromagnets for general spin S. When S = 1, there are singlet, triplet, and
quintet states. For the isotropic model, the quintet states can be ignored to a first approximation. However, if we take
into account the single-ion anisotropy term (Szr )
2, the singlet state will mix with quintets, and the calculation is quite
complicated. This will be the subject of future work.
Althoughwehavenot found experimental data on this system to comparewith our calculations,wehope that compounds
with different values of η and Dwill be found in the future to test our theory.
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