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Abstract
This paper deals with the multivalued non-autonomous random dynamical system gener-
ated by the non-autonomous stochastic wave equations on unbounded domains, which has a
non-Lipschitz nonlinearity with critical exponent in the three dimensional case. We introduce
the concept of weak upper semicontinuity of multivalued functions and use such continuity to
prove the measurability of multivalued functions from a metric space to a separable Banach
space. By this approach, we show the measurability of pullback attractors of the multivalued
random dynamical system of the wave equations regardless of the completeness of the underlying
probability space. The asymptotic compactness of solutions is proved by the method of energy
equations, and the difficulty caused by the non-compactness of Sobolev embeddings on Rn is
overcome by the uniform estimates on the tails of solutions.
Key words. Multivalued dynamical system; non-uniqueness; random attractor; critical expo-
nent; stochastic wave equation.
MSC 2000. Primary 35B40. Secondary 35B41, 37L30.
1 Introduction
In this paper, we study the existence and measurability of random attractors of non-autonomous
stochastic wave equations with critical non-Lipschitz nonlinearity on Rn (1 ≤ n ≤ 3):
utt + αut −∆u+ λu+ f(x, u) = g(t, x) + εu ◦ dw
dt
, t > τ, (1.1)
with initial conditions
u(τ, x) = u0(x), ut(τ, x) = u1(x), (1.2)
where α, λ and ε are positive constants, g is a non-autonomous deterministic external term in
L2loc(R, L
2(Rn)), f is a nonlinear function which has critical growth rate and is not Lipschitz con-
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tinuous, and w is a standard real-valued Wiener process. The symbol ◦ indicates that the stochastic
term in (1.1) is understood in the sense of Stratonovich’s integration.
The main assumption of this paper is that the nonlinearity f is continuous but not Lipschitz
continuous, which leads to the non-uniqueness of solutions of (1.1)-(1.2). Consequently, the dy-
namical system associated with (1.1)-(1.2) becomes a multivalued (or set-valued) function. This
introduces many difficulties for proving the measurability of solutions as well as the measurabil-
ity of attractors because the measurability of set-valued functions are much more involved than
single-valued functions. For instance, under general conditions, the measurability of attractors for
stochastic equations without uniqueness still remains open in [7, 10, 12, 14, 47] when the underlying
probability space is not complete. Indeed, the measurability of attractors in these cases requires
either the probability space be complete [7, 10, 14, 47] or the equation satisfy a very restrictive
condition [7]. In the present paper, we will solve this problem and prove an abstract result on the
measurability of set-valued functions from a metric space to a separable Banach space. Then we
apply the abstract result to further prove the measurability of attractors for set-valued random
dynamical systems when the underlying probability space is not complete. To derive our result,
we introduce the concept of weak upper semicontinuity and prove such continuity is sufficient to
ensure the measurability of set-valued maps (see Definition 2.2 and Theorem 2.3). In the end,
we will prove the measurability of attractors of the non-autonomous set-valued random dynamical
system associated with the stochastic wave equations (1.1)-(1.2) regardless of the completeness of
the underlying probability space. It is worth noticing that our approach can be applied to a wide
class of stochastic equations without uniqueness, including those considered in [7, 10, 12, 14, 47].
In addition to the non-Lipschitz continuity, in this paper, the nonlinearity f is also allowed to
have a growth order γ = 3 when n = 3, which is referred to as the critical exponent in the literature.
In this case, f maps H1(Rn) to L2(Rn) as a continuous function but not compact. This introduces
another difficulty for proving the asymptotic compactness of solutions. The problem caused by the
critical nonlinearity will be solved by the method of energy equations, which was developed by Ball
in [4] for the deterministic wave equations. Of course, for the non-autonomous stochastic equation
(1.1), the energy equation is much more involved because it contains deterministic non-autonomous
terms as well as random terms (see (3.13)). We will use the ergodicity of the Ornstein-Uhlenbeck
process to deal with the random terms and then employ the energy equation (3.13) to derive the
pullback asymptotic compactness of solutions in H1(Rn)× L2(Rn).
The equation (1.1) is defined on the whole of Rn, which introduces extra obstacle to prove
the asymptotic compactness of solutions since Sobolev embeddings are not compact on Rn. This
difficulty will be overcome by the uniform estimates on the tails of solutions as in [42, 46].
The concept of pullback attractor for autonomous stochastic equations was developed in [19,
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24, 36], and then extensively studied in [1, 5, 6, 7, 8, 9, 10, 11, 16, 17, 18, 19, 24, 25, 26, 27, 29,
31, 32, 36, 38, 43, 44]. This concept was extended to autonomous stochastic equations without
uniqueness in [7, 10, 12, 13, 14], to single-valued non-autonomous random systems in [20, 45, 46],
and to set-valued non-autonomous equations in [12, 47]. In the present paper, we investigate
pullback attractors for the non-autonomous stochastic wave equations without uniqueness. The
reader is referred to [2, 3, 4, 15, 21, 22, 23, 28, 30, 33, 34, 35, 37, 39, 40, 41] for global attractors
of deterministic wave equations.
In the next section, we prove a measurability result for set-valued functions from a metric space
to a separable Banach space which can be used to derive the measurability of solutions of stochastic
equations without uniqueness and the measurability of pullback attractor even if the underlying
probability space is not complete. In Section 3, we define a non-autonomous set-valued random
dynamical system for (1.1)-(1.2), and prove the weak and strong continuity of solutions. Section
4 is devoted to the pullback asymptotic compactness of solutions which is proved by the method
of energy equations. In the last section, we present the existence and uniqueness of D-pullback
attractors for (1.1)-(1.2).
In the sequel, we write the norm and inner product of L2(Rn) as ‖ · ‖ and (·, ·), respectively. The
norm of a Banach space X is denoted by ‖ · ‖X .
2 Multivalued non-autonomous random dynamical systems
The main purpose of this section is to prove a general measurability result for multivalued func-
tions from a metric space to a separable Banach space. This result can be used to establish
the measurability of random attractors for multivalued random dynamical systems generated by
a wide class of stochastic differential equations without uniqueness, which will be demonstrated
by the non-autonomous stochastic wave equations in this paper. We will also review basic con-
cepts of multivalued non-autonomous random dynamical systems including definition and existence
of random attractors, see e.g. [12, 47]. These concepts are natural extensions of single-valued
non-autonomous random dynamical systems [20, 45, 46] and multivalued autonomous cocycles
[7, 10, 13, 14]. The details on attractors of single-valued autonomous random dynamical systems
can be found in [5, 19, 24, 36] and the references therein.
In this section, we assume X and Z are metric spaces, and their Borel σ-algebras are written
as B(X) and B(Z), respectively. The collection of all subsets of Z is denoted by 2Z . Recall
that a mapping G : X → 2Z is measurable with respect to B(X) if the inverse image of any
open subset of Z under G is a Borel subset of X; that is, for every open set O of Z, the set
G−1(O) = {x ∈ X : G(x)⋂O 6= ∅} belongs to B(X). A mapping G : X → 2Z is said to be
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upper semicontinuous at x ∈ X if for every neighborhood U of G(x) there exists δ > 0 such that
G(x′) ⊆ U whenever d(x′, x) < δ. An obvious sufficient criterion for upper semicontinuity of such
multivalued functions is stated below.
Lemma 2.1. Suppose X and Z are metric spaces. Let G : X → 2Z be a multivalued function and
x0 ∈ X. If for any xn → x0 in X and zn ∈ G(xn), there exist z0 ∈ G(x0) and a subsequence {znk}
of {zn} such that znk → z0 in Z, then G is upper semicontinuous at x0.
Proof. If G is not upper semicontinuous at x0, then there exist a neighborhood U of G(x0), a
sequence xn → x0 and zn ∈ G(xn) such that zn /∈ U . However, by assumption, there exist
z0 ∈ G(x0) and a subsequence {znk} of {zn} such that znk → z0. Since z0 ∈ G(x0) and U is a
neighborhood of G(x0), we infer that znk ∈ U for large k, which is in contradiction with znk /∈ U
for all k ∈ N.
Based on Lemma 2.1, we introduce the following weak upper semicontinuity of multivalued
functions, which will be needed in this paper when proving measurability of pullback random
attractors.
Definition 2.2. Let X be a metric space and Z a Banach space. A multivalued function G :
X → 2Z is said to be weakly upper semicontinuous at x0 ∈ X if for any xn → x0 in X and
zn ∈ G(xn), there exist z0 ∈ G(x0) and a subsequence {znk} of {zn} such that znk ⇀ z0 weakly in
Z. If G is weakly upper semicontinuous at every x ∈ X, then we say G : X → 2Z is weakly upper
semicontinuous.
We now prove a measurability result for weakly upper semicontinuous multivalued functions.
Theorem 2.3. Let X be a metric space and Z a separable Banach space. If G : X → 2Z is weakly
upper semicontinuous, then G is measurable with respect to B(X).
Proof. Given r > 0 and z0 ∈ Z, let B = {z ∈ Z : ‖z− z0‖Z ≤ r} be the closed ball in Z with radius
r and center z0. Then we claim that the inverse image of B under G, G
−1(B), is a closed subset of
X. Let xn ∈ G−1(B) and x ∈ X such that xn → x. We will show x ∈ G−1(B). Since xn ∈ G−1(B),
we have G(xn)
⋂
B 6= ∅ and thus there exists zn ∈ G(xn)
⋂
B for each n ∈ N. Since xn → x and
G is weakly upper semicontinuous, we find that there exist z ∈ G(x) and a subsequence {znk} of
{zn} such that znk ⇀ z in Z, which implies znk − z0 ⇀ z − z0 and thus
lim inf
k→∞
‖znk − z0‖Z ≥ ‖z − z0‖Z . (2.1)
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Since znk ∈ B, by (2.1) we get ‖z − z0‖Z ≤ r and hence z ∈ B. On the other hand, we know
z ∈ G(x) and thus z ∈ G(x)⋂B, which means x ∈ G−1(B) as desired. So we have proved that the
inverse image of every closed ball in Z under G is a closed set of X.
Let B = {z ∈ Z : ‖z− z˜‖Z < r˜} be the open ball in Z with radius r˜ and center z˜. Then we have
B =
∞⋃
m=1
Bm with Bm = {z ∈ Z : ‖z − z˜‖Z ≤ r˜ − 1m} and hence
G−1(B) =
∞⋃
m=1
G−1(Bm). (2.2)
As proved in the above, for each m ∈ N, G−1(Bm) is closed in X and thus G−1(Bm) ∈ B(X). This
along with (2.2) shows that
G−1(B) ∈ B(X) for every open ball B in Z. (2.3)
Note that Z is separable and hence there exists M = {zm : m ∈ N } such that M is dense in Z.
Thus, for every open set O in Z, there exist M0 = {zmp : p ∈ N} ⊆ M and a sequence of rational
numbers {rmp}∞p=1 such that O =
∞⋃
p=1
Bp where Bp = {z ∈ Z : ‖z − zmp‖Z < rmp} is the open
ball with radius rmp and center zmp . Therefore, G
−1(O) =
∞⋃
p=1
G−1(Bp), which together with (2.3)
implies G−1(O) ∈ B(X) for every open set O in Z.
In what follows, we introduce the concept of multivalued non-autonomous cocycles (random
dynamical systems). As in the single-valued case, we need to use two distinct parametric spaces,
say Ω1 and Ω2, to deal with the non-autonomous perturbations of systems: Ω1 is for the non-
autonomous deterministic perturbation and Ω2 for the non-autonomous stochastic perturbation.
Usually, we may take Ω1 either as the collection of all translations of deterministic external terms
or as the collection of all initial times. In this paper, we will use the latter and hence take Ω1 = R.
However, we emphasize that all results can be carried over in an obvious way to the case when Ω1 is
the collection of translations of external terms. For stochastic perturbation, we take Ω2 as a metric
dynamical system (Ω,F , P, {θt}t∈R) where (Ω,F , P ) is a probability space and θ : R× Ω→ Ω is a
measure-preserving group of translations on Ω.
Again, we assume that (X, d) is a metric space and the Hausdorff semi-distance between subsets
A and B is written as d(A,B).
Definition 2.4. A multivalued mapping Φ: R+ ×R×Ω×X → 2X with nonempty closed images
is called a multivalued non-autonomous cocycle on X over (Ω,F , P, {θt}t∈R) if for all τ ∈ R, ω ∈ Ω
and t, s ∈ R+, the following conditions (i)-(iii) are satisfied:
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(i) Φ(·, τ, ·, ·) : R+×Ω×X → 2X is B(R+)×F ×B(X)-measurable; that is, for every open set O
of X, the set {(t, ω, x) ∈ R+ × Ω×X : Φ(t, τ, ω, x)⋂O 6= ∅} belongs to B(R+)×F × B(X).
(ii) Φ(0, τ, ω, ·) is the identity on X;
(iii) Φ(t+ s, τ, ω, ·) = Φ(t, τ + s, θsω, ·) ◦Φ(s, τ, ω, ·).
If there exists a positive number T such that for every t ∈ R+, τ ∈ R and ω ∈ Ω,
Φ(t, τ + T, ω, ·) = Φ(t, τ, ω, ·),
then Φ is said to be a periodic cocycle with period T .
As mentioned earlier, it is much more difficult to obtain measurability of multivalued functions
than singled-valued ones. Theorem 2.3 provides an avenue to establish the measurability of multi-
valued cocycles under certain conditions. More precisely, we have
Lemma 2.5. Let Φ: R+×R×Ω×X → 2X be a multivalued function. Suppose Ω is a metric space
and X a separable Banach space. If for every τ ∈ R, the mapping Φ(·, τ, ·, ·) : R+ × Ω ×X → 2X
is weakly upper semicontinuous in the sense of Definition 2.2, then Φ(·, τ, ·, ·) : R+ × Ω×X → 2X
is B(R+)× B(Ω)× B(X)-measurable.
Proof. This result follows from Theorem 2.3 immediately since R+ × Ω × X is a metric space in
the present case.
From now on, we assume Φ: R+ × R × Ω ×X → 2X is a multivalued non-autonomous cocycle
on X over (Ω,F , P, {θt}t∈R).
Definition 2.6. Let B = {B(τ, ω) : τ ∈ R, ω ∈ Ω} be a family of nonempty subsets of X. Then
the Ω-limit set of B under Φ, Ω(B), is given by
Ω(B)(τ, ω) =
⋂
r≥0
⋃
t≥r
Φ(t, τ − t, θ−tω,B(τ − t, θ−tω))
for every τ ∈ R and ω ∈ Ω.
Definition 2.7. Let D be a collection of families of nonempty subsets of X. Φ is said to be
D-pullback asymptotically compact in X if for all τ ∈ R, ω ∈ Ω and D ∈ D, every sequence
xn ∈ Φ(tn, τ − tn, θ−tnω,D(τ − tn, θ−tnω)) has a convergent subsequence in X whenever tn →∞.
Definition 2.8. Let D be a collection of families of nonempty subsets of X and A = {A(τ, ω) : τ ∈
R, ω ∈ Ω} ∈ D. Such A is called a D-pullback attractor for Φ if the following conditions (i)-(iii)
are satisfied: for every τ ∈ R and ω ∈ Ω,
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(i) A(τ, ·) : Ω→ 2X is measurable with respect to F and A(τ, ω) is compact.
(ii) A is invariant: Φ(t, τ, ω,A(τ, ω)) = A(τ + t, θtω), ∀ t ≥ 0.
(iii) A attracts every member of D: for every D = {D(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D,
lim
t→∞ d(Φ(t, τ − t, θ−tω,D(τ − t, θ−tω)),A(τ, ω)) = 0.
If, in addition, there exists T > 0 such that
A(τ + T, ω) = A(τ, ω), ∀ τ ∈ R,∀ ω ∈ Ω,
then A is said to be periodic with period T .
We remark that the D-pullback attractor A in Definition 2.8 for a multivalued cocycle is required
to be measurable with respect to F rather than its completion, which is the same as for single-
valued cocycles. In the literature, the attractors for multivalued stochastic equations are often
assumed to be measurable with respect to the completion of F (not F itself), due to the difficulty
to obtain the F-measurability. In this paper, we ill demonstrate how to employ Theorem 2.3 to
establish the measurability of attractors with respect to F .
As for single-valued cocycles, a family K = {K(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D is called a D-pullback
absorbing set for Φ if for all τ ∈ R, ω ∈ Ω and for every D ∈ D, there exists T = T (D, τ, ω) > 0
such that
Φ(t, τ − t, θ−tω,D(τ − t, θ−tω)) ⊆ K(τ, ω) for all t ≥ T.
For Ω-limit sets of closed D-pullback absorbing sets of Φ, we have the following result which is
an extension of single-valued non-autonomous cocycles and multivalued autonomous cocycles.
Lemma 2.9. Let D be an inclusion-closed collection of families of nonempty subsets of X, and Φ
be a multivalued non-autonomous cocycle on X over (Ω,F , P, {θt}t∈R). Suppose Φ is D-pullback
asymptotically compact in X and the mapping Φ(t, τ, ω, ·) : X → 2X is upper semicontinuous for
each t ∈ R+, τ ∈ R and ω ∈ Ω. If K ∈ D is a closed D-pullback absorbing set of Φ, then the
Ω-limit set Ω(K) has the properties: for every τ ∈ R and ω ∈ Ω,
(i) Ω(K) ∈ D and Ω(K)(τ, ω) is compact.
(ii) Ω(K) is invariant: Φ(t, τ, ω,Ω(K)(τ, ω)) = Ω(K)(τ + t, θtω), ∀ t ≥ 0.
(iii) Ω(K) attracts every member of D: for every D ∈ D,
lim
t→∞ d(Φ(t, τ − t, θ−tω,D(τ − t, θ−tω)),Ω(K)(τ, ω)) = 0.
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If, in addition, both Φ and K are periodic with period T , then so is Ω(K); that is, Ω(K)(τ+T, ω) =
Ω(K)(τ, ω) for all τ ∈ R and ω ∈ Ω.
Proof. The proof is just an obvious combination of [7] for multivalued autonomous cocycles and
[45] for single-valued non-autonomous cocycles. The details will not be repeated here again.
Next, we prove the measurability of Ω-limit sets of D-pullback absorbing sets. To that end, we
need the following lemma.
Lemma 2.10. If En : Ω → 2X is an F-measurable set-valued mapping for every n ∈ N, then the
mapping ω →
∞⋃
n=1
En(ω) is F-measurable, and so is the mapping ω →
∞⋃
n=1
En(ω).
Proof. For every open set O in X, we have{
ω ∈ Ω : (
∞⋃
n=1
En(ω)
⋂
O) 6= ∅
}
=
{
ω ∈ Ω : (
∞⋃
n=1
En(ω)
⋂
O) 6= ∅
}
=
∞⋃
n=1
{
ω ∈ Ω : (En(ω)
⋂
O) 6= ∅
}
=
∞⋃
n=1
E−1n (O). (2.4)
By assumption, for all n ∈ N, E−1n (O) is measurable for every open set O, which along with (2.4)
completes the proof.
The following lemma can be found in [7] and [46].
Lemma 2.11. Given n ∈ N, let En : Ω → 2X be an F-measurable set-valued mapping with
nonempty closed images. Suppose for each fixed ω ∈ Ω, every sequence {xn}∞n=1 with xn ∈ En(ω)
is precompact in X. If, in addition, {En(ω)}∞n=1 is a decreasing sequence, then the map: ω ∈ Ω→⋂
n∈N
En(ω) is F-measurable with nonempty closed images.
The next is a result for the F-measurability of Ω-limit sets of absorbing sets of Φ (see also [7]).
Lemma 2.12. Let D be an inclusion-closed collection of families of nonempty subsets of X, and
Φ be a multivalued non-autonomous cocycle on X over (Ω,F , P, {θt}t∈R). Suppose Φ is D-pullback
asymptotically compact in X and the mapping Φ(t, τ, ω, ·) : X → 2X is upper semicontinuous for
each t ∈ R+, τ ∈ R and ω ∈ Ω. If K ∈ D is a closed D-pullback absorbing set of Φ and the
mapping ω → Φ(t, τ, ω,K(τ, ω)) is measurable with respect to F for every t ∈ R+ and τ ∈ R, then
the Ω-limit set Ω(K) is also measurable with respect to F .
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Proof. By Definition 2.6 and Lemma 2.9, one can check that for every τ ∈ R and ω ∈ Ω,
Ω(K)(τ, ω) =
∞⋂
n=1
∞⋃
m=n
Φ(m, τ −m, θ−mω,K(τ −m, θ−mω)) =
∞⋂
n=1
En(ω), (2.5)
where
En(ω) =
∞⋃
m=n
Φ(m, τ −m, θ−mω,K(τ −m, θ−mω)). (2.6)
By the measurability of θ−m : Ω→ Ω and the assumption, we find that for every m ∈ N, Φ(m, τ −
m, θ−mω,K(τ − m, θ−mω)) is measurable in ω with respect to F , which together with (2.6) and
Lemma 2.10 implies the F-measurability of En.
On the other hand, since Φ is D-pullback asymptotically compact, we find that any sequence
xn ∈ En(ω) is precompact. It is clear that En(ω) is nonempty and closed and {En(ω)}∞n=1 is
decreasing. Therefore, by Lemma 2.11, the mapping ω →
∞⋂
n=1
En(ω) is measurable, which along
with (2.5) completes the proof.
By Theorem 2.3 and Lemma 2.12 we obtain the following measurability of Ω-limit sets of Φ which
is convenient in many applications where Φ is generated by solutions of non-autonomous stochastic
equations.
Lemma 2.13. Suppose X is a separable Banach space and Ω a metric space with Ω =
∞⋃
m=1
Ωm and
Ωm ∈ B(Ω). Let D be an inclusion-closed collection of families of nonempty subsets of X and Φ be
a multivalued non-autonomous cocycle on X over (Ω,B(Ω), P, {θt}t∈R). Assume Φ is D-pullback
asymptotically compact in X and the mapping Φ(t, τ, ω, ·) : X → 2X is upper semicontinuous for
each t ∈ R+, τ ∈ R and ω ∈ Ω. If K ∈ D is a closed D-pullback absorbing set of Φ and the mapping
Φ(t, τ, ·,K(τ, ·)): Ωm → 2X is weakly upper semicontinuous in the sense of Definition 2.2 for every
m ∈ N, t ∈ R+ and τ ∈ R, then the Ω-limit set Ω(K) is measurable with respect to F .
Proof. Since for every m ∈ N, t ∈ R+ and τ ∈ R, the mapping ω → Φ(t, τ, ω,K(τ, ω)) is weakly
upper semicontinuous from Ωm to 2
X , by Theorem 2.3, we find that the mapping Φ(t, τ, ·,K(τ, ·)):
Ωm → 2X is measurable with respect to B(Ωm). Since Ω =
∞⋃
m=1
Ωm and Ωm ∈ B(Ω) we infer that
the mapping Φ(t, τ, ·,K(τ, ·)): Ω → 2X is measurable with respect to F = B(Ω), which together
with Lemma 2.12 yields the desired result.
As an immediate consequence of Lemmas 2.9 and 2.13 we have the following existence and
uniqueness of non-autonomous random attractors.
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Theorem 2.14. Suppose X is a separable Banach space and Ω a metric space with Ω =
∞⋃
m=1
Ωm
and Ωm ∈ B(Ω). Let D be an inclusion-closed collection of families of nonempty subsets of X and
Φ be a multivalued non-autonomous cocycle on X over (Ω,B(Ω), P, {θt}t∈R). Suppose further:
(i) Φ is D-pullback asymptotically compact in X.
(ii) Φ(t, τ, ω, ·) : X → 2X is upper semicontinuous for each t ∈ R+, τ ∈ R and ω ∈ Ω.
(iii) Φ has a closed D-pullback absorbing set K ∈ D.
(iv) Φ(t, τ, ·,K(τ, ·)): Ωm → 2X is weakly upper semicontinuous in the sense of Definition 2.2
for every m ∈ N, t ∈ R+ and τ ∈ R.
Then Φ has a unique D-pullback attractor A = Ω(K) in D. If, in addition, both Φ and K are
T -periodic, then so is the attractor A.
3 Multivalued non-autonomous cocycles for wave equations
We will define a multi-valued non-autonomous cocycle in this section for problem (1.1)-(1.2), and
then investigate the continuity properties of the solutions.
Let z = ut + δu where δ is a nonnegative number to be determined later. By (1.1) we get
du
dt
+ δu = z, (3.1)
dz
dt
+ (α− δ)z + (λ+ δ2 − αδ)u −∆u+ f(x, u) = g(t, x) + εu ◦ dw
dt
, (3.2)
with initial conditions
u(x, τ) = u0(x), z(x, τ) = z0(x), (3.3)
where z0(x) = u1(x) + δu0(x). Throughout the rest of the paper, we assume g ∈ L2loc(R, L2(Rn)),
f : Rn × R→ R is a continuous function which along with its antiderivative F (x, s) = ∫ s0 f(x, s)ds
satisfies: for every x ∈ Rn and s ∈ R,
|f(x, s)| ≤ c1|s|γ + φ1(x), φ1 ∈ L2(Rn), (3.4)
f(x, s)s− c2F (x, s) ≥ φ2(x), φ2 ∈ L1(Rn), (3.5)
F (x, s) ≥ c3|s|γ+1 − φ3(x), φ3 ∈ L1(Rn), (3.6)
where c1, c2 and c3 are positive constants, γ ∈ [1,∞) for n = 1, 2, and γ ∈ [1, 3] for n = 3. In the
three-dimensional case, γ = 3 is called the critical exponent.
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Let (Ω,F , P, {θt}t∈R) be the standard metric dynamical system where Ω = {ω ∈ C(R,R) :
ω(0) = 0} endowed with compact-open topology, F is the Borel σ-algebra, P is the Wiener measure
on (Ω,F), and θt : Ω→ Ω is given by θtω(·) = ω(·+ t)− ω(t) for all ω ∈ Ω and t ∈ R.
Consider the random variable y : Ω→ R given by
y(ω) = −α
∫ 0
−∞
eατω(τ)dτ, ω ∈ Ω. (3.7)
Then the process y(θtω) satisfies
dy(θtω) + αy(θtω)dt = dw. (3.8)
It follows from [1] that there exists a θt-invariant subset of full measure (which is still denoted by
Ω) such that y(θtω) is continuous in t and y(ω) is tempered in ω ∈ Ω.
Let v be a new variable given by v(t, τ, ω) = z(t, τ, ω) − εy(θtω)u(t, τ, ω). By (3.1)-(3.3) we get
du
dt
+ δu− v = εy(θtω)u, (3.9)
dv
dt
+ (α− δ)v + (λ+ δ2 − αδ)u −∆u+ f(x, u) = g − εy(θtω)v − ε (εy(θtω)− 2δ) y(θtω)u, (3.10)
with initial conditions
u(τ, x) = u0(x), v(τ, x) = v0(x), (3.11)
where v0 = z0 − εy(θτω)u0.
Note that problem (3.9)-(3.11) is a pathwise deterministic system parametrized by ω ∈ Ω. Then
by the deterministic approach of [4], one can show that under conditions (3.4)-(3.6), for every ω ∈ Ω,
τ ∈ R and (u0, v0) ∈ H1(Rn) × L2(Rn), system (3.9)-(3.11) has at least one solution, in the sense
of [4], (u(·, τ, ω, u0), v(·, τ, ω, v0)) ∈ C([τ,∞),H1(Rn)×L2(Rn)) with (u(τ, τ, ω, u0), v(τ, τ, ω, v0)) =
(u0, v0). This implies that (u(·, τ, ω, u0), z(·, τ, ω, z0)) ∈ C([τ,∞),H1(Rn)× L2(Rn)) satisfies (3.1)-
(3.3) with
z(t, τ, ω, z0) = v(t, τ, ω, v0) + εy(θtω)u(t, τ, ω, u0). (3.12)
Note that any solution (u, v) of (3.9)-(3.11) satisfies the energy equation:
d
dt
(
‖v‖2 + (λ+ δ2 − αδ)‖u‖2 + ‖∇u‖2 + 2
∫
Rn
F (x, u)dx
)
+2(α− δ)‖v‖2 + 2δ(λ + δ2 − αδ)‖u‖2 + 2δ‖∇u‖2 + 2δ(f(x, u), u)
= 2(g, v) − 2εy(θtω)‖v‖2 − 2ε(εy(θtω)− 2δ)y(θtω)(u, v)
+ 2ε(λ+ δ2 − αδ)y(θtω)‖u‖2 + 2εy(θtω)‖∇u‖2 + 2εy(θtω)(f(x, u), u). (3.13)
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Formally, equation (3.13) can be obtained by taking the inner product of (3.10) with v in L2(Rn),
and then using (3.9) to substitute for v in (u, v), (∆u, v) and (f(x, u), v) (see, e.g., [46]). This
process can be justified by a limiting approach as in [4].
We will prove the weak and strong upper semicontinuity of the solutions of (3.9)-(3.11). To this
end, for every positive integer m ∈ N, we introduce a subset of Ω:
Ωm = {ω ∈ Ω : |ω(t)| ≤ |t| and |
∫ t
0
|y(θrω)|2dr| ≤ 1
α
|t| for all |t| ≥ m}. (3.14)
These subsets Ωm with m ∈ N have the following properties:
Lemma 3.1. Let y be the random variable given by (3.7), and Ωm be the subset of Ω given by
(3.14) for m ∈ N.
(i) If ωn → ω with ωn, ω ∈ Ωm for a fixed m ∈ N, then y(θtωn)→ y(θtω) uniformly for t in any
compact interval of R. Particularly, if tn → t and ωn → ω with ωn, ω ∈ Ωm for a fixed m, then
y(θtnωn)→ y(θtω).
(ii) For every m ∈ N, Ωm is a closed subset of Ω and Ω =
∞⋃
m=1
Ωm.
(iii) Given m ∈ N, we have, for all t ≤ −m and ω ∈ Ωm,
|y(θtω)| ≤ 2|t|+ α
∫ 0
−∞
eατ |τ |dτ. (3.15)
Proof. (i). Let [a, b] be a compact interval of R and ωn → ω with ωn, ω ∈ Ωm. By (3.7) we get
y(θtω) = −α
∫ 0
−∞
eατω(t+ τ)dτ + ω(t) = −αe−αt
∫ t
−∞
eατω(τ)dτ + ω(t). (3.16)
Therefore we have
|y(θtωn)− y(θtω)| ≤ αe−αt
∣∣∣∣∫ t−∞ eατ (ωn(τ)− ω(τ)dτ
∣∣∣∣ + |ωn(t)− ω(t)|. (3.17)
Since
∫ 0
−∞ e
ατ |τ |dτ <∞, given ε > 0, there exists T1 = T1(ε) > 0 such that∫ −T1
−∞
eατ |τ |dτ < ε. (3.18)
Let T = max{T1,m,−a}. By (3.17)-(3.18) and the fact that ωn, ω ∈ Ωm, we obtain, for all t ∈ [a, b],
|y(θtωn)− y(θtω)| ≤ αe−αt
∫ t
−∞
eατ |ωn(τ)− ω(τ)|dτ + |ωn(t)− ω(t)|
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≤ αe−αt
∫ −T
−∞
eατ |ωn(τ)− ω(τ)|dτ + αe−αt
∫ t
−T
eατ |ωn(τ)− ω(τ)|dτ + |ωn(t)− ω(t)|
≤ 2αe−αt
∫ −T
−∞
eατ |τ |dτ + αe−αt
∫ b
−T
eατ |ωn(τ)− ω(τ)|dτ + |ωn(t)− ω(t)|
≤ 2αe−αaε+ αe−αa
∫ b
−T
eατ |ωn(τ)− ω(τ)|dτ + |ωn(t)− ω(t)|. (3.19)
Since ωn → ω with respect to the compact-open topology of Ω, there exists N = N(ε) ≥ 1 such
that for all n ≥ N and t ∈ [a, b],
αe−αa
∫ b
−T
eατ |ωn(τ)− ω(τ)|dτ ≤ ε and |ωn(t)− ω(t)| ≤ ε,
which together with (3.19) shows that for all n ≥ N and t ∈ [a, b],
|y(θtωn)− y(θtω)| ≤ 2αe−αaε+ 2ε.
In other words, we get
y(θtωn)→ y(θtω) uniformly in t ∈ [a, b]. (3.20)
Now suppose tn → t and ωn → ω with ωn, ω ∈ Ωm. Then we have
|y(θtnωn)− y(θtω)| ≤ |y(θtnωn)− y(θtnω)|+ |y(θtnω)− y(θtω)|
from which, (3.20) and the continuity of y(θtω) in t, we obtain
y(θtnωn)→ y(θtω), as n→∞.
(ii). Let ωn → ω with ωn ∈ Ωm and ω ∈ Ω. We will show ω ∈ Ωm. Since ωn ∈ Ωm, we have for
all |t| ≥ m and n ∈ N,
|ωn(t)| ≤ |t| and |
∫ t
0
|y(θrωn)|2dr| ≤ 1
α
|t|.
Taking the limit as n→∞, by (i) we obtain for all |t| ≥ m,
|ω(t)| ≤ |t| and |
∫ t
0
|y(θrω)|2dr| ≤ 1
α
|t|.
This indicates ω ∈ Ωm and hence Ωm is a closed subset of Ω for all m ∈ N.
Given ω ∈ Ω, since |ω(t)
t
| → 0 as |t| → ∞, there exists T1 > 0 such that for all |t| ≥ T1,
|ω(t)| ≤ |t|. (3.21)
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On the other hand, by the ergodicity theorem,
lim
|t|→∞
1
t
∫ t
0
|y(θrω)|2dr = 1
2α
,
which shows that there exists T2 ≥ T1 such that for all |t| ≥ T2,
|
∫ t
0
|y(θrω)|2dr| ≤ 1
α
|t|. (3.22)
By (3.21)-(3.22) we find ω ∈ Ωm for m > T2 and thus Ω ⊆
∞⋃
m=1
Ωm. It is evident that
∞⋃
m=1
Ωm ⊆ Ω,
and hence Ω =
∞⋃
m=1
Ωm.
(iii). By (3.16) we have, for all ω ∈ Ωm, t ≤ −m and τ ≤ 0,
|y(θtω)| ≤ α
∫ 0
−∞
eατ |ω(t+ τ)|dτ + |ω(t)|
≤ α
∫ 0
−∞
eατ (|t|+ |τ |)dτ + |t| ≤ 2|t|+ α
∫ 0
−∞
eατ |τ |dτ
which yields (3.15).
We mention that a similar subset of Ω was introduced in [7] to deal with the measurability of
solutions of stochastic equations without uniqueness, which works for many equations perturbed
by additive noise, but does not work for equations with multiplicative noise like (1.1). That is why,
in the present paper, we consider the subset Ωm given by (3.14) and show this subset can be used
to establish the measurability of the solutions of (1.1).
From now on, we write FΩm for the trace σ-algebra of F with respect to Ωm, and PΩm for the re-
striction of P to FΩm . Sometimes, it is convenient to consider the measurable space (Ωm,FΩm , PΩm)
instead of the original space (Ω,F , P ). Since Ωm is a closed subset of Ω by Lemma 3.1, we find
that FΩm ⊂ F .
It is convenient to reformulate system (3.9)-(3.10)as
dξ
dt
= Aξ +G(x, t, ω, ξ), (3.23)
where
ξ =
(
u
v
)
, A =
(
0 1
∆ δ − α
)
,
and
G(x, t, ω, ξ) =
( −δu+ εy(θtω)u
g − (λ+ δ2 − αδ)u − f(x, u)− εy(θtω)v − ε (εy(θtω)− 2δ) y(θtω)u
)
. (3.24)
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As proved in [4], if ξ ∈ C([τ,∞),H1(Rn)×L2(Rn)) is a weak solution of (3.9)-(3.11), then ξ satisfies
ξ(t, τ, ω, ξ0) = e
A(t−τ)ξ0 +
∫ t
τ
eA(t−s)G(·, s, ω, ξ(s, τ, ω, ξ0))ds. (3.25)
The mapping G given by(3.24) has the following property which proves useful later.
Lemma 3.2. Suppose (3.4)-(3.6) hold. Then we have
(i) if ξn ⇀ ξ in H
1(Rn)×L2(Rn) and ωn → ω with ωn, ω ∈ Ωm, then G(·, t, ωn, ξn)⇀ G(·, t, ω, ξ)
in H1(Rn)× L2(Rn) uniformly for t in compact intervals of R.
(ii) if ξn → ξ strongly in H1(Rn)× L2(Rn) and ωn → ω with ωn, ω ∈ Ωm, then G(·, t, ωn, ξn)→
G(·, t, ω, ξ) strongly in H1(Rn)× L2(Rn) uniformly for t in compact intervals of R.
Proof. (i). Suppose ξn =
(
un
vn
)
, ξ =
(
u
v
)
and ξn ⇀ ξ in H
1(Rn) × L2(Rn). By (3.4) we find
that f(·, un) is bounded in L2(Rn) and hence there is φ ∈ L2(Rn) such that, up to a subsequence,
f(·, un)⇀ φ in L2(Rn). (3.26)
Let Bk = {x ∈ Rn : ‖x‖ < k} for each positive integer k. By the compactness of embedding
H1(Bk) →֒ L2(Bk), for every fixed k ∈ N, there exists a subsequence (depending on k) of {un}∞n=1
that is convergent in L2(Bk) and almost everywhere on Bk. Then by a diagonal process, we can
extract a further subsequence (which is still denoted by {un}∞n=1) such that
un → u a.e. on Rn, (3.27)
which implies that
f(x, un(x))→ f(u(x)) for a.e. x ∈ Rn. (3.28)
By (3.26), (3.28) and the Mazur’s theorem, we get φ = f(u) and thus the entire sequence f(·, un)⇀
φ in L2(Rn). This together with (3.24) and Lemma 3.1 (i) implies G(·, t, ωn, ξn) ⇀ G(·, t, ω, ξ) in
H1(Rn)× L2(Rn) uniformly for t in a compact interval.
(ii). By (3.4) we have
f2(x, un(x)) ≤ gn(x) for all x ∈ Rn, (3.29)
where gn(x) = 2c
2
1|un(x)|2γ + φ21(x). If un → u in H1(Rn), then gn → g in L1(Rn), which along
with (3.27), (3.29) and the dominated convergence theorem yields∫
Rn
f2(x, un(x))dx→
∫
Rn
f2(x, u(x))dx. (3.30)
By (3.30) and the weak convergence of f(·, un) we get f(·, un) → f(·, u) in L2(Rn). Then using
(3.24) and Lemma 3.1 (i) we infer that G(·, t, ωn, ξn)→ G(·, t, ω, ξ) in H1(Rn)×L2(Rn) uniformly
for t in a compact interval.
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The following lemma provides estimates of solutions of (3.9)-(3.11) which are uniform in time
and initial data on a bounded set.
Lemma 3.3. Suppose (3.4)-(3.6) hold. Let ε ≥ 0, τ ∈ R, T > 0, M > 0 and ωn → ω with
ωn, ω ∈ Ωm. Then there exists C = C(ε, τ, T,M,m,ω) > 0 such that the solutions of (3.9)-(3.11)
satisfy
‖u(t, τ, ωn, u0)‖H1 + ‖v(t, τ, ωn, v0)‖L2 ≤ C
for all n ∈ N, t ∈ [τ, τ + T ] and (u0, v0) ∈ H1(Rn)× L2(Rn) with ‖(u0, v0)‖H1×L2 ≤M .
Proof. By (3.13) with δ = 0 we get
d
dt
(
‖v‖2 + λ‖u‖2 + ‖∇u‖2 + 2
∫
Rn
F (x, u)dx
)
≤ 2(g, v) − 2εy(θtω)‖v‖2 − 2ε2|y(θtω)|2(u, v)
+ 2ελy(θtω)‖u‖2 + 2εy(θtω)‖∇u‖2 + 2εy(θtω)(f(x, u), u). (3.31)
By (3.4) and (3.6), we have
2εy(θtω)(f(x, u), u) ≤ 2εc1|y(θtω)|
∫
Rn
|u|γ+1dx+ ε|y(θtω)|‖φ1‖2 + ε|y(θtω)|‖u‖2
≤ εc|y(θtω)|
∫
Rn
F (x, u)dx + εc|y(θtω)|+ ε|y(θtω)|‖u‖2. (3.32)
It follows from (3.31)-(3.32) that
d
dt
(
‖v‖2 + λ‖u‖2 + ‖∇u‖2 + 2
∫
Rn
F (x, u)dx
)
≤ ‖g‖2 + (1 + 2ε|y(θtω)|+ ε2|y(θtω)|2)‖v‖2 + ε|y(θtω)|(1 + 2λ+ ε|y(θtω)|)‖u‖2
+2ε|y(θtω)|‖∇u‖2 + εc|y(θtω)|
∫
Rn
F (x, u)dx + εc|y(θtω)|.
Integrating the above over (τ, t) and replacing ω by ωn we obtain
‖v(t, τ, ωn, v0)‖2 + λ‖u(t, τ, ωn, u0)‖2
+‖∇u(t, τ, ωn, u0)‖2 + 2
∫
Rn
F (x, u(t, τ, ωn, u0))dx
≤ ‖v0‖2 + λ‖u0‖2 + ‖∇u0‖2 + 2
∫
Rn
F (x, u0)dx
+
∫ t
τ
‖g(s)‖2ds+
∫ t
τ
(1 + 2ε|y(θsωn)|+ ε2|y(θsωn)|2)‖v(s, τ, ωn, v0)‖2ds
16
+ε
∫ t
τ
|y(θsωn)|(1 + 2λ+ ε|y(θsωn)|)‖u(s, τ, ωn, u0)‖2ds
+2ε
∫ t
τ
|y(θsωn)|‖∇u(s, τ, ωn, u0)‖2ds
+ εc
∫ t
τ
∫
Rn
|y(θsωn)|F (x, u)dxds + εc
∫ t
τ
|y(θsωn)|ds. (3.33)
Since ωn → ω and ωn, ω ∈ Ωm, by Lemma 3.1 we know that y(θrωn) → y(θrω) uniformly for
r ∈ [τ, τ + T ] as n → ∞. Therefore, there exists N = N(T, τ, ω) ≥ 1 such that for all n ≥ N and
r ∈ [τ, τ + T ],
|y(θrωn)| ≤ 1 + |y(θrω)|,
which together with the continuity of y(θrω) in r implies that there exists C1 = C1(T, τ, ω) > 0
such that for all n ≥ N and r ∈ [τ, τ + T ],
|y(θrω)| ≤ C1 and |y(θrωn)| ≤ 1 + C1. (3.34)
It follows from (3.33)-(3.34) that there exists C2 = C2(T, τ, ω) > 0 such that for all n ≥ N and
t ∈ [τ, τ + T ],
‖v(t, τ, ωn, v0)‖2 + λ‖u(t, τ, ωn, u0)‖2
+‖∇u(t, τ, ωn, u0)‖2 + 2
∫
Rn
F (x, u(t, τ, ωn, u0))dx
≤ ‖v0‖2 + λ‖u0‖2 + ‖∇u0‖2 + 2
∫
Rn
F (x, u0)dx
+
∫ t
τ
‖g(s)‖2ds + (1 + ε+ ε2)C2
∫ t
τ
‖v(s, τ, ωn, v0)‖2ds
+ε(1 + ε)C2
∫ t
τ
‖u(s, τ, ωn, u0)‖2ds+ εC2
∫ t
τ
‖∇u(s, τ, ωn, u0)‖2ds
+ εc
∫ t
τ
∫
Rn
|y(θsωn)|F (x, u)dxds + εC2. (3.35)
By (3.6) we have F (x, u) + φ3(x) ≥ 0 for all x ∈ Rn, from which and (3.34) we find that there
exists C3 = C3(T, τ, ω) > 0 such that for all n ≥ N and t ∈ [τ, τ + T ],
εc
∫ t
τ
∫
Rn
|y(θsωn)|F (x, u)dxds ≤ εC3
∫ t
τ
∫
Rn
F (x, u(s))dxds + εC3. (3.36)
Let C4 = max{(1+ε+ε2)C2, ε(1+ε)C2λ−1, εC2, 12εC3}. By (3.35) and (3.36) we get, for all n ≥ N
and t ∈ [τ, τ + T ],
‖v(t, τ, ωn, v0)‖2 + λ‖u(t, τ, ωn, u0)‖2
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+‖∇u(t, τ, ωn, u0)‖2 + 2
∫
Rn
F (x, u(t, τ, ωn, u0))dx
≤ ‖v0‖2 + λ‖u0‖2 + ‖∇u0‖2 + 2
∫
Rn
F (x, u0)dx
+
∫ t
τ
‖g(s)‖2ds+ C4
∫ t
τ
‖v(s, τ, ωn, v0)‖2ds
+C4λ
∫ t
τ
‖u(s, τ, ωn, u0)‖2ds+ C4
∫ t
τ
‖∇u(s, τ, ωn, u0)‖2ds
+ εC3
∫ t
τ
∫
Rn
F (x, u(s))dxds + ε(C2 + C3). (3.37)
Since C4 ≥ 12εC3, by (3.6) we see that there exists C5 > 0 such that
εC3
∫ t
τ
∫
Rn
F (x, u(s))dxds ≤ 2C4
∫ t
τ
∫
Rn
F (x, u(s))dxds + C5(1 + ε). (3.38)
It follows from (3.37)-(3.38) that for all n ≥ N and t ∈ [τ, τ + T ],
‖v(t, τ, ωn, v0)‖2 + λ‖u(t, τ, ωn, u0)‖2
+‖∇u(t, τ, ωn, u0)‖2 + 2
∫
Rn
F (x, u(t, τ, ωn, u0))dx
≤ ‖v0‖2 + λ‖u0‖2 + ‖∇u0‖2 + 2
∫
Rn
F (x, u0)dx+ C4
∫ t
τ
‖v(s, τ, ωn, v0)‖2ds
+C4λ
∫ t
τ
‖u(s, τ, ωn, u0)‖2ds+ C4
∫ t
τ
‖∇u(s, τ, ωn, u0)‖2ds
+ 2C4
∫ t
τ
∫
Rn
F (x, u(s))dxds + (1 + ε)C6 +
∫ t
τ
‖g(s)‖2ds. (3.39)
By Gronwall’s inequality, we get from (3.39) that for all n ≥ N and t ∈ [τ, τ + T ],
‖v(t, τ, ωn, v0)‖2 + λ‖u(t, τ, ωn, u0)‖2
+‖∇u(t, τ, ωn, u0)‖2 + 2
∫
Rn
F (x, u(t, τ, ωn, u0))dx
≤ eC4T
(
‖v0‖2 + λ‖u0‖2 + ‖∇u0‖2 + 2
∫
Rn
F (x, u0)dx+ (1 + ε)C6
)
+
∫ t
τ
e−C4(s−t)g(s)ds,
which along with (3.4) and (3.6) yields the desired estimates.
Next, we prove the solutions of (3.9)-(3.11) are uniformly small outside a large bounded domain
under certain conditions.
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Lemma 3.4. Suppose (3.4)-(3.6) hold, ε ≥ 0, τ ∈ R, T > 0, and ωn → ω with ωn, ω ∈ Ωm. Let
(u(·, τ, ωn, u0,n), v(·, τ, ωn, v0,n)) be a solution of (3.9)-(3.11) with initial data (u0,n, v0,n) at initial
time τ . If (u0,n, v0,n) → (u0, v0) in H1(Rn) × L2(Rn), then for every η > 0, there exist N =
N(ε, τ, T,m, ω, η) ≥ 1 and K = K(ε, τ, T,m, ω, η) ≥ 1 such that for all n ≥ N and t ∈ [τ, τ + T ],∫
|x|≥K
(|u(t, τ, ωn, u0,n)|2 + |∇u(t, τ, ωn, u0,n)|2 + |v(t, τ, ωn, v0,n)|2) dx ≤ η. (3.40)
Proof. We here formally derive the estimate of (3.40) which can be justified by a limiting method
as in [4]. Let ρ : R→ R be a smooth function such that 0 ≤ ρ ≤ 1 and
ρ(s) = 0 for |s| < 1 and ρ(s) = 1 for |s| > 2. (3.41)
Setting δ = 0 and taking the inner product of (3.10) with ρ
( |x|2
k2
)
v in L2(Rn), we get
1
2
d
dt
∫
Rn
ρ
( |x|2
k2
)
|v|2dx+ α
∫
Rn
ρ
( |x|2
k2
)
|v|2dx
+λ
∫
Rn
ρ
( |x|2
k2
)
uvdx−
∫
Rn
ρ
( |x|2
k2
)
v∆udx
+
∫
Rn
ρ
( |x|2
k2
)
f(x, u)vdx =
∫
Rn
ρ
( |x|2
k2
)
gvdx
−εy(θtω)
∫
Rn
ρ
( |x|2
k2
)
|v|2dx− ε2y2(θtω)
∫
Rn
ρ
( |x|2
k2
)
uvdx,
which along with (3.9) implies
d
dt
∫
Rn
ρ
( |x|2
k2
)(|v|2 + λ|u|2 + |∇u|2 + 2F (x, u)) dx+ 2α ∫
Rn
ρ
( |x|2
k2
)
|v|2dx
= 2
∫
Rn
ρ
( |x|2
k2
)
gvdx− 2εy(θtω)
∫
Rn
ρ
( |x|2
k2
)
|v|2dx
−2ε2y2(θtω)
∫
Rn
ρ
( |x|2
k2
)
uvdx+ 2ελy(θtω)
∫
Rn
ρ
( |x|2
k2
)
|u|2dx
+2εy(θtω)
∫
Rn
ρ
( |x|2
k2
)
|∇u|2dx+ 2εy(θtω)
∫
Rn
ρ
( |x|2
k2
)
f(x, u)udx
− 4
∫
k≤|x|≤√2k
ρ′
( |x|2
k2
)
v∇u x
k2
dx. (3.42)
By (3.4) and (3.6) we have
2ε|y(θtω)|
∫
Rn
ρ
( |x|2
k2
)
f(x, u)udx ≤ εC|y(θtω)|
∫
Rn
ρ
( |x|2
k2
)
F (x, u)dx
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+ εC|y(θtω)|
∫
Rn
ρ
( |x|2
k2
)
|u|2dx+ εC|y(θtω)|
∫
Rn
ρ
( |x|2
k2
)
(|φ1|2 + |φ3|)dx. (3.43)
By (3.42)-(3.43) and Young’s inequality, we obtain (after replacing ω by ωn),
d
dt
∫
Rn
ρ
( |x|2
k2
)(|v(t, τ, ωn, v0,n)|2 + λ|u(t, τ, ωn, u0,n)|2 + |∇u|2 + 2F (x, u)) dx
≤
∫
Rn
ρ
( |x|2
k2
)
|v(t, τ, ωn, v0,n)|2
(
1 + 2ε|y(θtωn)|+ ε2|y(θtωn)|2
)
dx
+
∫
Rn
ρ
( |x|2
k2
)
|u(t, τ, ωn, u0,n)|2
(
ε2|y(θtωn)|2 + 2ελ|y(θtωn)|+ εC|y(θtωn)|
)
dx
+2ε|y(θtωn)|
∫
Rn
ρ
( |x|2
k2
)
|∇u|2dx+ εC|y(θtωn)|
∫
Rn
ρ
( |x|2
k2
)
F (x, u)dx
+εC|y(θtωn)|
∫
Rn
ρ
( |x|2
k2
)
(|φ1|2 + |φ3|)dx+
∫
Rn
ρ
( |x|2
k2
)
|g|2dx
+
C
k
(‖∇u(t, τ, ωn, u0,n)‖2 + ‖v(t, τ, ωn, v0,n)‖2) . (3.44)
Since (u0,n, v0,n) → (u0, v0) in H1(Rn) × L2(Rn) and ωn → ω, by Lemma 3.3 we find that
(u(t, τ, ωn, u0,n), v(t, τ, ωn, v0,n)) is uniformly bounded in [τ, τ + T ] for n ∈ N, Therefore, there
exists K1 ≥ 1 such that for all k ≥ K1, t ∈ [τ, τ + T ] and n ∈ N,
C
k
(‖∇u(t, τ, ωn, u0,n)‖2 + ‖v(t, τ, ωn, v0,n)‖2) ≤ η. (3.45)
On the other hand, by Lemma 3.1 (i) we know y(θtωn) → y(θtω) uniformly for t ∈ [τ, τ + T ] as
n→∞, and thus there exists C1 > 0 and N1 ≥ 1 such that for all n ≥ N1 and t ∈ [τ, τ + T ],
|y(θtω)| ≤ C1 and |y(θtωn)| ≤ C1. (3.46)
By (3.6) and (3.46) we get, for n ≥ N1,
εC|y(θtωn)|
∫
Rn
ρ
( |x|2
k2
)
F (x, u)dx
≤ εCC1
∫
Rn
ρ
( |x|2
k2
)
F (x, u)dx + 2εCC1
∫
Rn
ρ
( |x|2
k2
)
|φ3(x)|dx. (3.47)
If follows from (3.6) and (3.44)-(3) that there exists C2 > 0 such that for all n ≥ N1, k ≥ K1 and
t ∈ [τ, τ + T ],
d
dt
∫
Rn
ρ
( |x|2
k2
)(|v(t, τ, ωn, v0,n)|2 + λ|u(t, τ, ωn, u0,n)|2 + |∇u|2 + 2F (x, u)) dx
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≤ C2
∫
Rn
ρ
( |x|2
k2
)(|v(t, τ, ωn, v0,n)|2 + λ|u(t, τ, ωn, u0,n)|2 + |∇u|2 + 2F (x, u)) dx
+ C2
∫
|x|≥k
ρ
( |x|2
k2
)
(|φ1|2 + |g|2 + |φ3|)dx+ η. (3.48)
Note that there exists K2 ≥ K1 such that for all k ≥ K2,
C2
∫
|x|≥k
ρ
( |x|2
k2
)
(|φ1(x)|2 + |g(x)|2 + |φ3(x)|)dx ≤ η. (3.49)
By (3.48)-(3.49) and Gronwall’s lemma, we obtain, for all n ≥ N1, k ≥ K2 and t ∈ [τ, τ + T ],∫
Rn
ρ
( |x|2
k2
)(|v(t, τ, ωn, v0,n)|2 + λ|u(t, τ, ωn, u0,n)|2 + |∇u|2 + 2F (x, u)) dx
≤ eC2T
∫
Rn
ρ
( |x|2
k2
)(|v0,n|2 + λ|u0,n|2 + |∇u0,n|2 + 2F (x, u0,n)) dx+ 2ηC−12 eC2T . (3.50)
Since (u0, v0) ∈ H1(Rn)× L2(Rn), there exists K3 ≥ K2 such that for all k ≥ K3,∫
|x|≥k
(|u0(x)|2 + |∇u0(x)|2 + |v0(x)|2)dx ≤ η
4
. (3.51)
Since (u0,n, v0,n)→ (u0, v0) in H1(Rn)× L2(Rn), there exists N2 ≥ N1 such that for all n ≥ N2,∫
|x|≥k
(|u0,n(x)− u0(x)|2 + |∇u0,n(x)−∇u0(x)|2 + |v0,n(x)− v0(x)|2)dx
≤
∫
Rn
(|u0,n(x)− u0(x)|2 + |∇u0,n(x)−∇u0(x)|2 + |v0,n(x)− v0(x)|2)dx ≤ η
4
which together with (3.51) implies that for all n ≥ N2 and k ≥ K3,∫
|x|≥k
(|u0,n(x)|2 + |∇u0,n(x)|2 + |v0,n(x)|2)dx ≤ η. (3.52)
By (3.4) and (3.52) we find that there exists C3 > 0 such that for all n ≥ N2 and k ≥ K3,
eC2T
∫
Rn
ρ
( |x|2
k2
)(|v0,n|2 + λ|u0,n|2 + |∇u0,n|2 + 2F (x, u0,n)) dx
≤ eC2T
∫
|x|≥k
(|v0,n|2 + λ|u0,n|2 + |∇u0,n|2)dx
+ 2eC2T
∫
|x|≥k
ρ
( |x|2
k2
)
F (x, u0,n)dx ≤ C3η. (3.53)
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By (3.6), (3.50) and (3.53) we get, for all n ≥ N2, k ≥ K3 and t ∈ [τ, τ + T ],∫
|x|≥√2k
(|v(t, τ, ωn, v0,n)|2 + λ|u(t, τ, ωn, u0,n)|2 + |∇u|2) dx
≤
∫
Rn
ρ
( |x|2
k2
)(|v(t, τ, ωn, v0,n)|2 + λ|u(t, τ, ωn, u0,n)|2 + |∇u|2) dx ≤ C4η.
This completes the proof.
Next, we discuss the weak and strong continuity of solutions of system (3.9)-(3.11).
Lemma 3.5. Suppose (3.4)-(3.6) hold, τ ∈ R, tn → t with tn ≥ τ and ωn → ω with ωn, ω ∈ Ωm. Let
(u(·, τ, ωn, u0,n), v(·, τ, ωn, v0,n)) be a solution of (3.9)-(3.11) with initial data (u0,n, v0,n) at initial
time τ .
(i) If (u0,n, v0,n)⇀ (u0, v0) in H
1(Rn)×L2(Rn), then system (3.9)-(3.11) has a solution (u, v) =
(u(·, τ, ω, u0), v(·, τ, ω, v0)) with initial condition (u0, v0) at initial time τ such that, up to a subse-
quence,
u(tn, τ, ωn, u0,n)⇀ u(t, τ, ω, u0) in H
1(Rn)
and
v(tn, τ, ωn, v0,n)⇀ v(t, τ, ω, v0) in L
2(Rn).
(ii) If (u0,n, v0,n) → (u0, v0) in H1(Rn) × L2(Rn), then system (3.9)-(3.11) has a solution
(u, v) = (u(·, τ, ω, u0), v(·, τ, ω, v0)) with initial condition (u0, v0) at initial time τ such that, up
to a subsequence,
u(tn, τ, ωn, u0,n)→ u(t, τ, ω, u0) in H1(Rn)
and
v(tn, τ, ωn, v0,n)→ v(t, τ, ω, v0) in L2(Rn).
Proof. (i). Since tn → t with tn ≥ τ and (u0,n, v0,n) ⇀ (u0, v0) in H1(Rn) × L2(Rn), there exist
T > 0 and M > 0 such that for all n ∈ N,
tn, t ∈ [τ, τ + T ] and ‖(u0,n, v0,n)‖H1×L2 ≤M. (3.54)
Since ωn → ω with ωn, ω ∈ Ωm, by (3.54) and Lemma 3.3 there exists a constant C > 0 such that
for all n ∈ N and r ∈ [τ, τ + T ],
‖u(r, τ, ωn, u0,n)‖H1 + ‖v(r, τ, ωn, v0,n)‖L2 ≤ C. (3.55)
22
Let ξ0,n =
(
u0,n
v0,n
)
and ξn(r, τ, ωn, ξ0,n) =
(
u(r, τ, ωn, u0,n)
v(r, τ, ωn, v0,n)
)
. By (3.25) we get for all r ≥ τ
and ψ ∈ H1(Rn)× L2(Rn),
< ξn(r, τ, ωn, ξ0,n), ψ >=< e
A(r−τ)ξ0,n, ψ >
+
∫ r
τ
< eA(r−s)G(·, s, ωn, ξn(s, τ, ωn, ξ0,n)), ψ > ds, (3.56)
where< ·, · > is the inner product ofH1(Rn)×L2(Rn). LetG1(s) =
(
0
g(s)
)
andG2(x, s, ωn, ξn) =
G(x, s, ωn, ξn)−G1(s). Then by (3.24), (3.55) and Lemma 3.1 (i), we find that there exists C1 > 0
such that for all n ∈ N and s ∈ [τ, τ + T ],
‖G2(·, s, ωn, ξn(s, τ, ωn, ξ0,n)‖H1×L2 ≤ C1. (3.57)
We now prove the equicontinuity of < ξn(r, τ, ωn, ξ0,n), ψ > by the approach of [4]. By (3) we have
for r, r + p ∈ [τ, τ + T ] with p ≥ 0,
< ξn(r + p, τ, ωn, ξ0,n)− ξn(r, τ, ωn, ξ0,n), ψ >
=< (eA(r+p−τ) − eA(r−τ))ξ0,n, ψ >
+
∫ r
τ
< (eA(r+p−s) − eA(r−s))G(·, s, ωn, ξn(s, τ, ωn, ξ0,n)), ψ > ds
+
∫ r+p
r
< eA(r+p−s)G(·, s, ωn, ξn(s, τ, ωn, ξ0,n)), ψ > ds. (3.58)
Given η1 > 0 and M > 0, it follows from [4] that there exists η2 > 0 such that
| < (eA(r+p) − eAr)φ,ψ > | ≤ η1 (3.59)
for all ‖φ‖H1×L2 ≤ M and r, r + p ∈ [0, T ] with 0 ≤ p ≤ η2. By (3.57)-(3.59) we obtain the
equicontinuity of < ξn(r, τ, ωn, ξ0,n), ψ >. Therefore, as in [4], we find that there exist a subsequence
ξn′(r, τ, ωn′ , ξ0,n′) and a weakly continuous mapping ξ : [τ, τ + T ]→ H1(Rn)× L2(Rn) with ξ(τ) =(
u0
v0
)
such that
ξn′(r, τ, ωn′ , ξ0,n′)⇀ ξ(r), uniformly for r ∈ [τ, τ + T ]. (3.60)
Note that the subsequence ξn′(r, τ, ωn′ , ξ0,n′) satisfies (3). By taking the limit as n
′ → ∞, using
(3), (3.57), (3.60), the weak continuity of eAr and Lemma 3.2 (i), we can get for r ∈ [τ, τ + T ],
< ξ(r), ψ >=< eA(r−τ)ξ(τ), ψ > +
∫ r
τ
< eA(r−s)G(·, s, ω, ξ(s)), ψ > ds. (3.61)
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Thus ξ is a weak solution of (3.9)-(3.10) with initial condition ξ0 = ξ(τ) at initial time τ , that is,
ξ = ξ(r, τ, ω, ξ0) for r ∈ [τ, τ +T ]. By a diagonal process, we can choose a further subsequence (not
relabeled) such that
ξn′(r, τ, ωn′ , ξ0,n′)⇀ ξ(r, τ, ω, ξ0), uniformly for r in any compact interval of R. (3.62)
Since tn → t, by (3.62) we obtain
ξn′(tn′ , τ, ωn′ , ξ0,n′)⇀ ξ(t, τ, ω, ξ0), (3.63)
as desired.
(ii). We now suppose (u0,n, v0,n)→ (u0, v0) strongly in H1(Rn)× L2(Rn) and tn → t. Next, we
show the weak convergence of (3.63) is actually a strong convergence under the current conditions.
For convenience, in the sequel, we will write the subsequence ξn′(r, τ, ωn′ , ξ0,n′) as ξn(r, τ, ωn, ξ0,n).
Choose a positive number T such that tn, t ∈ [τ, τ + T ]. Let E1 : H1(Rn) × L2(Rn) → R be a
functional given by, for (u, v) ∈ H1(Rn)× L2(Rn),
E1(u, v) = ‖v‖2 + λ‖u‖2 + ‖∇u‖2 + 2
∫
Rn
F (x, u)dx. (3.64)
It follows from (3.13) with δ = 0 that
dE1
dt
= −2α‖v‖2 + 2(g, v) − 2εy(θtω)‖v‖2 − 2ε2y2(θtω)(u, v)
+ 2ελy(θtω)‖u‖2 + 2εy(θtω)‖∇u‖2 + 2εy(θtω)(f(x, u), u). (3.65)
Since the sign of y(θtω) is indefinite, so are the coefficients of ‖v‖2, ‖u‖2 and ‖∇u‖2 in (3.65). This
prevents us from applying Fatou’s Theorem to estimate the integrals of these terms in time. To
solve the problem, we add −2ε|y(θtω)|E1 to both sides of (3.65) to make these terms negative. By
doing so, we obtain
dE1
dt
− 2ε|y(θtω)|E1 = −2(α+ ε(|y(θtω)|+ y(θtω)))‖v‖2
−2ελ(|y(θtω)| − y(θtω))‖u‖2 − 2ε(|y(θtω)| − y(θtω))‖∇u‖2
+ 2εy(θtω)(f(x, u), u) − 4ε|y(θtω)|
∫
Rn
F (x, u)dx − 2ε2y2(θtω)(u, v) + 2(g, v). (3.66)
Solving for E1 from (3.66) on [τ, t] we obtain
E1(u(t, τ, ω, u0), v(t, τ, ω, v0)) = e
−2ε ∫ τ
t
|y(θrω)|drE1(u0, v0)
−2
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(α+ ε(|y(θsω)|+ y(θsω)))‖v(s, τ, ω, v0)‖2ds
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−2ελ
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(|y(θsω)| − y(θsω))‖u(s, τ, ω, u0)‖2ds
−2ε
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(|y(θsω)| − y(θsω))‖∇u(s, τ, ω, u0)‖2ds
+2ε
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dry(θsω)(f(x, u(s, τ, ω, u0)), u(s, τ, ω, u0))ds
−4ε
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr|y(θsω)|
∫
Rn
F (x, u(s, τ, ω, u0))dxds
−2ε2
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dry2(θsω)(u(s, τ, ω, u0), v(s, τ, ω, v0))ds
+ 2
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(g, v(s, τ, ω, v0))ds. (3.67)
By (3.64) and (3.67) we obtain
‖v(t, τ, ω, v0)‖2 + λ‖u(t, τ, ω, u0)‖2 + ‖∇u(t, τ, ω, u0)‖2
= −2
∫
Rn
F (x, u(t, τ, ω, u0))dx
+e−2ε
∫ τ
t
|y(θrω)|dr(‖v0‖2 + λ‖u0‖2 + ‖∇u0‖2 + 2
∫
Rn
F (x, u0)dx)
−2
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(α+ ε(|y(θsω)|+ y(θsω)))‖v(s, τ, ω, v0)‖2ds
−2ελ
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(|y(θsω)| − y(θsω))‖u(s, τ, ω, u0)‖2ds
−2ε
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(|y(θsω)| − y(θsω))‖∇u(s, τ, ω, u0)‖2ds
+2ε
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dry(θsω)(f(x, u(s, τ, ω, u0)), u(s, τ, ω, u0))ds
−4ε
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr|y(θsω)|
∫
Rn
F (x, u(s, τ, ω, u0))dxds
−2ε2
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dry2(θsω)(u(s, τ, ω, u0), v(s, τ, ω, v0))ds
+ 2
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(g, v(s, τ, ω, v0))ds. (3.68)
Replacing t by tn, ω by ωn, u0,n by u0, v0,n by v0 in (3.68), we get
‖v(tn, τ, ωn, v0,n)‖2 + λ‖u(tn, τ, ωn, u0,n)‖2 + ‖∇u(tn, τ, ωn, u0,n)‖2
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= −2
∫
Rn
F (x, u(tn, τ, ωn, u0,n))dx
+e−2ε
∫ τ
tn
|y(θrωn)|dr(‖v0,n‖2 + λ‖u0,n‖2 + ‖∇u0,n‖2 + 2
∫
Rn
F (x, u0,n)dx)
−2
∫ tn
τ
e−2ε
∫ s
tn
|y(θrωn)|dr(α+ ε(|y(θsωn)|+ y(θsωn)))‖v(s, τ, ωn, v0,n)‖2ds
−2ελ
∫ tn
τ
e−2ε
∫ s
tn
|y(θrωn)|dr(|y(θsωn)| − y(θsωn))‖u(s, τ, ωn, u0,n)‖2ds
−2ε
∫ tn
τ
e−2ε
∫ s
tn
|y(θrωn)|dr(|y(θsωn)| − y(θsωn))‖∇u(s, τ, ωn, u0,n)‖2ds
+2ε
∫ tn
τ
e−2ε
∫ s
tn
|y(θrωn)|dry(θsωn)(f(x, u(s, τ, ωn, u0,n)), u(s, τ, ωn, u0,n))ds
−4ε
∫ tn
τ
e−2ε
∫ s
tn
|y(θrωn)|dr|y(θsωn)|
∫
Rn
F (x, u(s, τ, ωn, u0,n))dxds
−2ε2
∫ tn
τ
e−2ε
∫ s
tn
|y(θrωn)|dry2(θsωn)(u(s, τ, ωn, u0,n), v(s, τ, ωn, v0,n))ds
+ 2
∫ tn
τ
e−2ε
∫ s
tn
|y(θrωn)|dr(g, v(s, τ, ωn, v0,n))ds. (3.69)
We need to examine the limit of each term in (3.69). By (3.62) we have for each r ∈ [τ, τ + T ],
u(r, τ, ωn, u0,n)⇀ u(r, τ, ω, u0) in H
1(Rn), (3.70)
and
v(r, τ, ωn, v0,n)⇀ v(r, τ, ω, v0) in L
2(Rn). (3.71)
We claim that for every r ∈ [τ, τ + T ],
u(r, τ, ωn, u0,n)→ u(r, τ, ω, u0) strongly in L2(Rn). (3.72)
Since (u0,n, v0,n) → (u0, v0) in H1(Rn) × L2(Rn) and ωn → ω with ωn, ω ∈ Ωm, by Lemma 3.4 we
find that for every η > 0, there exist N1 ≥ 1 and K ≥ 1 such that for all n ≥ N1 and r ∈ [τ, τ +T ],∫
|x|≥K
|u(r, τ, ωn, u0,n)|2dx ≤ η
8
and
∫
|x|≥K
|u(r, τ, ω, u0)|2dx ≤ η
8
. (3.73)
On the other hand, by the compactness of embedding H1(BK) →֒ L2(BK) with BK = {x ∈ Rn :
|x| < K}, we get from (3.70) that
u(r, τ, ωn, u0,n)→ u(r, τ, ω, u0) strongly in L2(BK). (3.74)
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By (3.74), there exists N2 ≥ N1 such that for all n ≥ N2,∫
|x|<K
|u(r, τ, ωn, u0,n)− u(r, τ, ω, u0)|2dx ≤ η
2
. (3.75)
It follows from (3.73) and (3.75) that for all n ≥ N2,∫
Rn
|u(r, τ, ωn, u0,n)− u(r, τ, ω, u0)|2dx ≤ η,
which implies (3.72). Similarly, we also have
u(tn, τ, ωn, u0,n)→ u(t, τ, ω, u0) strongly in L2(Rn), (3.76)
which follows from (3.63), (3.73) and the arguments of (3.72). By (3.4) and (3.55) we get∫
Rn
|F (x, u(tn, τ, ωn, u0,n))− F (x, u(t, τ, ω, u0))|dx
≤ C(‖u(tn, τ, ωn, u0,n)‖γH1 + ‖u(t, τ, ω, u0)‖γH1 + ‖φ1‖2)‖u(tn, τ, ωn, u0,n)− u(t, τ, ω, u0)‖
≤ C1‖u(tn, τ, ωn, u0,n)− u(t, τ, ω, u0)‖,
which together with (3.76) yields∫
Rn
F (x, u(tn, τ, ωn, u0,n))dx→
∫
Rn
F (x, u(t, τ, ω, u0))dx. (3.77)
Analogously, by u0,n → u0 we can get∫
Rn
F (x, u0,n)dx→
∫
Rn
F (x, u0)dx. (3.78)
By (3.55), (3.72), Lemma 3.1 (i), the arguments of (3.77) and the Lebesgue dominated convergence
theorem, we obtain
lim
n→∞
∫ tn
τ
e−2ε
∫ s
tn
|y(θrωn)|dry(θsωn)
∫
Rn
F (x, u(s, τ, ωn, u0,n))dxds
=
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dry(θsω)
∫
Rn
F (x, u(s, τ, ω, u0))dxds. (3.79)
By (3.4) we have for all s ∈ [τ, τ + T ],
|f(x, u(s, τ, ωn, u0,n))u(s, τ, ωn, u0,n)| ≤ c1|u(s, τ, ωn, u0,n)|γ+1 + |φ1||u(s, τ, ωn, u0,n)|. (3.80)
By (3.55) and (3.72) we see that the right-hand side of (3.80) is convergent in L1(Rn). Thus by a
dominated convergence theorem in [4] we obtain
lim
n→∞
∫
Rn
f(x, u(s, τ, ωn, u0,n))u(s, τ, ωn, u0,n)dx =
∫
Rn
f(x, u(s, τ, ω, u0))u(s, τ, ω, u0)dx. (3.81)
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By (3.55), Lemma 3.1 (i) and the Lebesgue dominated convergence theorem, we obtain from (3.81)
that
lim
n→∞
∫ tn
τ
e−2ε
∫ s
tn
|y(θrωn)|dry(θsωn)(f(x, u(s, τ, ωn, u0,n)), u(s, τ, ωn, u0,n))ds
=
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dry(θsω)(f(x, u(s, τ, ω, u0)), u(s, τ, ω, u0))ds. (3.82)
We now deal with the third term on the right-hand side of (3.69). Note that∫ tn
τ
e−2ε
∫ s
tn
|y(θrωn)|dr(α+ ε(|y(θsωn)|+ y(θsωn)))‖v(s, τ, ωn, v0,n)‖2ds
= e−2ε
∫ t
tn
|y(θrωn)|dr
∫ t
τ
e−2ε
∫ s
t
|y(θrωn)|dr(α+ ε(|y(θsωn)|+ y(θsωn)))‖v(s, τ, ωn, v0,n)‖2ds
+ e−2ε
∫ t
tn
|y(θrωn)|dr
∫ tn
t
e−2ε
∫ s
t
|y(θrωn)|dr(α+ ε(|y(θsωn)|+ y(θsωn)))‖v(s, τ, ωn, v0,n)‖2ds. (3.83)
Since ωn → ω and tn → t, by (3.34) and (3.55) we get
lim
n→∞ e
−2ε ∫ t
tn
|y(θrωn)|dr = 1, (3.84)
and
lim
n→∞
∫ tn
t
e−2ε
∫ s
t
|y(θrωn)|dr(α+ ε(|y(θsωn)|+ y(θsωn)))‖v(s, τ, ωn, v0,n)‖2ds = 0. (3.85)
On the other hand, by Fatou’s Theorem and Lemma 3.1 (i), we have
lim inf
n→∞
∫ t
τ
e−2ε
∫ s
t
|y(θrωn)|dr(α+ ε(|y(θsωn)|+ y(θsωn)))‖v(s, τ, ωn, v0,n)‖2ds
≥
∫ t
τ
lim inf
n→∞ (e
−2ε ∫ s
t
|y(θrωn)|dr(α+ ε(|y(θsωn)|+ y(θsωn)))‖v(s, τ, ωn, v0,n)‖2)ds
≥
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(α+ ε(|y(θsω)|+ y(θsω))) lim inf
n→∞ ‖v(s, τ, ωn, v0,n)‖
2ds. (3.86)
Since v(s, τ, ωn, v0,n)⇀ v(s, τ, ω, v0) by (3.71), we get from (3.86) that
lim inf
n→∞
∫ t
τ
e−2ε
∫ s
t
|y(θrωn)|dr(α+ ε(|y(θsωn)|+ y(θsωn)))‖v(s, τ, ωn, v0,n)‖2ds
≥
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(α+ ε(|y(θsω)|+ y(θsω)))‖v(s, τ, ω, v0)‖2ds. (3.87)
It follows from (3.83)-(3.85) and (3.87) that
lim inf
n→∞
∫ tn
τ
e−2ε
∫ s
tn
|y(θrωn)|dr(α+ ε(|y(θsωn)|+ y(θsωn)))‖v(s, τ, ωn, v0,n)‖2ds
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≥
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(α+ ε(|y(θsω)|+ y(θsω)))‖v(s, τ, ω, v0)‖2ds. (3.88)
By similar arguments, we can also obtain
lim inf
n→∞
∫ tn
τ
e−2ε
∫ s
tn
|y(θrωn)|dr(|y(θsωn)|+ y(θsωn))‖∇u(s, τ, ωn, u0,n)‖2ds
≥
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(|y(θsω)|+ y(θsω))‖∇u(s, τ, ω, u0)‖2ds. (3.89)
Now taking the limit superior of (3.69) as n→∞, since (u0,n, v0,n)→ (u0, v0) in H1(Rn)×L2(Rn),
by Lemma 3.1 (i), (3.55), (3.71)-(3.72), (3.77)-(3), (3) and (3.88)-(3.89), we get
lim sup
n→∞
(‖v(tn, τ, ωn, v0,n)‖2 + λ‖u(tn, τ, ωn, u0,n)‖2 + ‖∇u(tn, τ, ωn, u0,n)‖2)
≤ −2
∫
Rn
F (x, u(t, τ, ω, u0))dx
+e−2ε
∫ τ
t
|y(θrω)|dr(‖v0‖2 + λ‖u0‖2 + ‖∇u0‖2 + 2
∫
Rn
F (x, u0)dx)
−2
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(α+ ε(|y(θsω)|+ y(θsω)))‖v(s, τ, ω, v0)‖2ds
−2ελ
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(|y(θsω)| − y(θsω))‖u(s, τ, ω, u0)‖2ds
−2ε
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(|y(θsω)| − y(θsω))‖∇u(s, τ, ω, u0)‖2ds
+2ε
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dry(θsω)(f(x, u(s, τ, ω, u0)), u(s, τ, ω, u0))ds
−4ε
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dry(θsω)
∫
Rn
F (x, u(s, τ, ω, u0))dxds
−2ε2
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dry2(θsω)(u(s, τ, ω, u0), v(s, τ, ω, v0))ds
+ 2
∫ t
τ
e−2ε
∫ s
t
|y(θrω)|dr(g, v(s, τ, ω, v0))ds. (3.90)
Note that the right-hand side of (3.90) is exactly the same as that of (3.68). Thus we obtain
lim sup
n→∞
(‖v(tn, τ, ωn, v0,n)‖2 + λ‖u(tn, τ, ωn, u0,n)‖2 + ‖∇u(tn, τ, ωn, u0,n)‖2)
≤ ‖v(t, τ, ω, v0)‖2 + λ‖u(t, τ, ω, u0)‖2 + ‖∇u(t, τ, ω, u0)‖2. (3.91)
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On the other hand, since the right-hand side of (3.91) is equivalent to the norm of (u, v) inH1(Rn)×
L2(Rn), by (3.70)-(3.71) we have
lim inf
n→∞
(‖v(tn, τ, ωn, v0,n)‖2 + λ‖u(tn, τ, ωn, u0,n)‖2 + ‖∇u(tn, τ, ωn, u0,n)‖2)
≥ ‖v(t, τ, ω, v0)‖2 + λ‖u(t, τ, ω, u0)‖2 + ‖∇u(t, τ, ω, u0)‖2. (3.92)
It follows from (3.91)-(3.92) that
lim
n→∞
(‖v(tn, τ, ωn, v0,n)‖2 + λ‖u(tn, τ, ωn, u0,n)‖2 + ‖∇u(tn, τ, ωn, u0,n)‖2)
= ‖v(t, τ, ω, v0)‖2 + λ‖u(t, τ, ω, u0)‖2 + ‖∇u(t, τ, ω, u0)‖2
which along with (3.70)-(3.71) implies
(u(tn, τ, ωn, u0,n), v(tn, τ, ωn, v0,n))→ (u(t, τ, ω, u0), v(t, τ, ω, v0)) in H1(Rn)× L2(Rn)
as desired.
As an immediate consequence of Lemma 3.5, we get the following weak continuity of solutions
of (3.9)-(3.11) which is useful for proving the asymptotic compactness of solutions later.
Lemma 3.6. Suppose (3.4)-(3.6) hold, τ ∈ R and ω ∈ Ω. Let (u(·, τ, ω, u0,n), v(·, τ, ω, v0,n)) be a
solution of (3.9)-(3.11) with initial data (u0,n, v0,n) at initial time τ . If (u0,n, v0,n) ⇀ (u0, v0) in
H1(Rn)× L2(Rn), then system (3.9)-(3.11) has a solution (u, v) = (u(·, τ, ω, u0), v(·, τ, ω, v0)) with
initial condition (u0, v0) at initial time τ such that, up to a subsequence, for all t ≥ τ ,
u(t, τ, ω, u0,n)⇀ u(t, τ, ω, u0) in H
1(Rn)
and
v(t, τ, ω, v0,n)⇀ v(t, τ, ω, v0) in L
2(Rn).
Proof. Given ω ∈ Ω, since Ω =
∞⋃
m=1
Ωm by Lemma 3.1, we find that there exists m ∈ N such that
ω ∈ Ωm. Then the result follows from Lemma 3.5 (i) for tn = t and ωn = ω for all n ∈ N.
In the sequel, we write (U(t + τ, τ, ω, u0), Z(t + τ, τ, ω, z0)) for the collection of all solutions of
(3.1)-(3.3) at time t+ τ with initial condition (u0, z0) and initial time τ ; that is,
(U(t+ τ, τ, ω, u0), Z(t+ τ, τ, ω, z0))
= {(u(t+ τ, τ, ω, u0), z(t+ τ, τ, ω, z0)) : (u, z) is a solution of (3.1)-(3.3)} .
For the measurability of (U,Z), we have the following result.
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Lemma 3.7. Suppose (3.4)-(3.6) hold and τ ∈ R. Then the multivalued mapping
(U(·, τ, ·, ·), Z(·, τ, ·, ·)) : R+ × Ω×H1(Rn)× L2(Rn)→ 2H1(Rn)×L2(Rn)
is measurable with respect to B(R+)× B(Ω)× B(H1(Rn)× L2(Rn)).
Proof. We first show (U(·, τ, ·, ·), Z(·, τ, ·, ·)): R+ × Ωm × H1(Rn) × L2(Rn) → 2H1(Rn)×L2(Rn) is
weakly upper semicontinuous for every fixed m ∈ N. Suppose tn → t with tn ≥ 0, ωn → ω with
ωn, ω ∈ Ωm, and (u0,n, z0,n)→ (u0, z0) in H1(Rn)×L2(Rn). Let (u(t, τ, ωn, u0,n), z(t, τ, ωn, z0,n)) be
a solution of (3.1)-(3.3) with initial condition (u0,n, z0,n) at τ . By (3.12), (u(t, τ, ωn, u0,n), v(t, τ, ωn, v0,n))
is a solution of (3.9)-(3.11) with initial condition (u0,n, v0,n) at τ , where
v(t, τ, ωn, v0,n) = z(t, τ, ωn, z0,n)− εy(θtωn)u(t, τ, ωn, u0,n) and v0,n = z0,n − εy(θτωn)u0,n. (3.93)
Let v0 = z0 − εy(θτω)u0. Since (u0,n, z0,n) → (u0, z0) in H1(Rn) × L2(Rn), we get (u0,n, v0,n) →
(u0, v0) in H
1(Rn) × L2(Rn). By Lemma 3.5 (i), we find that system (3.9)-(3.11) has a solution
(u(·, τ, ω, u0), v(·, τ, ω, v0)) with initial data (u0, v0) at τ such that, up to a subsequence,
(u(tn, τ, ωn, u0,n), v(tn, τ, ωn, v0,n))⇀ (u(t, τ, ω, u0), v(t, τ, ω, v0)) (3.94)
in H1(Rn)× L2(Rn). By (3.55), (3.93)-(3.94) and Lemma 3.1 (i), we obtain
z(tn, τ, ωn, z0,n)⇀ v(t, τ, ω, v0) + εy(θtω)u(t, τ, ω, u0) = z(t, τ, ω, z0) (3.95)
where the last equality follows from (3.12). By (3.94)-(3.95) we have
(u(tn, τ, ωn, u0,n), z(tn, τ, ωn, z0,n))⇀ (u(t, τ, ω, u0), z(t, τ, ω, z0)) (3.96)
inH1(Rn)×L2(Rn). Note that (3.96) implies the weak upper semicontinuity of (U(·, τ, ·, ·), Z(·, τ, ·, ·)):
R
+ × Ωm × H1(Rn) × L2(Rn) → 2H1(Rn)×L2(Rn), and thus by Lemma 2.5 it is measurable as
a multi-valued mapping from R+ × Ωm × H1(Rn) × L2(Rn) to 2H1(Rn)×L2(Rn) with respect to
B(R+)× B(Ωm)× B(H1(Rn)× L2(Rn)). Since Ω =
∞⋃
m=1
Ωm and Ωm is measurable by Lemma 3.1,
we find that the mapping (U(·, τ, ·, ·), V (·, τ, ·, ·)) from R+×Ω×H1(Rn)×L2(Rn) to 2H1(Rn)×L2(Rn)
is measurable with respect to B(R+)×B(Ω)×B(H1(Rn)×L2(Rn)). This completes the proof.
Lemma 3.8. Suppose (3.4)-(3.6) hold. Then for every t ∈ R+, τ ∈ R, ω ∈ Ω and (u0, v0) ∈
H1(Rn)× L2(Rn), the set (U(t+ τ, τ, ω, u0), Z(t+ τ, τ, ω, z0)) is closed in H1(Rn)× L2(Rn).
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Proof. Let (u˜n, z˜n) ∈ (U(t + τ, τ, ω, u0), Z(t+ τ, τ, ω, z0)) and (u˜, z˜) ∈ H1(Rn)× L2(Rn) such that
(u˜n, z˜n) → (u˜, z˜). We will prove (u˜, z˜) ∈ (U(t + τ, τ, ω, u0), Z(t + τ, τ, ω, z0)). Since (u˜n, z˜n) ∈
(U(t+ τ, τ, ω, u0), Z(t+ τ, τ, ω, z0)), there exists (un(·, τ, ω, u0), zn(·, τ, ω, z0)) such that
(u˜n, z˜n) = (un(t+ τ, τ, ω, u0), zn(t+ τ, τ, ω, z0)). (3.97)
By (3.12) and (3.97) we have
(u˜n, z˜n) = (un(t+ τ, τ, ω, u0), vn(t+ τ, τ, ω, v0) + εy(θt+τω)un(t+ τ, τ, ω, u0)) (3.98)
with v0 = z0 − εy(θτω)u0. For given ω, by Lemma 3.1, there exists m ∈ N such that ω ∈ Ωm.
Then applying Lemma 3.5 (i) to (un(·, τ, ω, u0), vn(·, τ, ω, v0)) with tn = t + τ , ωn = ω, u0,n = u0
and v0,n = v0 we find that system (3.9)-(3.11) has a solution (u(·, τ, ω, u0), v(·, τ, ω, v0)) with initial
condition (u0, v0) at initial time τ such that, up to a subsequence,
un(t+ τ, τ, ω, u0)⇀ u(t+ τ, τ, ω, u0) in H
1(Rn)
and
vn(t+ τ, τ, ω, v0)⇀ v(t, τ, ω, v0) in L
2(Rn),
which together with (3.98) and (3.12) implies
(u˜n, z˜n)⇀ (u(t+ τ, τ, ω, u0), z(t+ τ, τ, ω, z0)) in H
1(Rn)× L2(Rn). (3.99)
Since (u˜n, z˜n)→ (u˜, z˜) strongly in H1(Rn)× L2(Rn), by (3.99) we get
(u˜, z˜) = (u(t+ τ, τ, ω, u0), z(t+ τ, τ, ω, z0)) ∈ (U(t+ τ, τ, ω, u0), Z(t+ τ, τ, ω, z0))
as desired.
We are now ready to define a multi-valued non-autonomous random dynamical system for prob-
lem (3.1)-(3.3). Let Φ: R+×R×Ω×H1(Rn)×L2(Rn)→ 2H1(Rn)×L2(Rn) be a multi-valued mapping
given by
Φ(t, τ, ω, (u0, z0)) = (U(t+ τ, τ, θ−τω, u0), Z(t+ τ, τ, θ−τω, z0))
= {(u(t+ τ, τ, θ−τω, u0), z(t+ τ, τ, θ−τω, z0)) : (u, z) is a solution of (3.1)-(3.3) } (3.100)
for every (t, τ, ω, (u0, z0)) ∈ R+ × R× Ω×H1(Rn)× L2(Rn).
Since θ−τ : Ω → Ω is measurable, by Lemma 3.7 we infer that for every τ ∈ R, Φ(·, τ, ·, ·):
R
+ × Ω × H1(Rn) × L2(Rn) → 2H1(Rn)×L2(Rn) is measurable. It is clear that Φ satisfies (ii) and
(iii) of Definition 2.4. Therefore, by Lemma 3.8, Φ is a multivalued non-autonomous cocycle in
H1(Rn)× L2(Rn). In addition, by Lemma 3.5 (ii) we find the following upper semicontinuity of Φ
which is needed for construction of random attractors.
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Lemma 3.9. Suppose (3.4)-(3.6) hold. Then for every t ∈ R+, τ ∈ R and ω ∈ Ω, the mapping
Φ(t, τ, ω, ·): H1(Rn)× L2(Rn)→ 2H1(Rn)×L2(Rn) is upper semicontinuous.
Proof. This follows directly from Lemma 3.5 (ii) and Lemma 2.1.
By (3.12) we have
z(t+ τ, τ, θ−τω, z0) = v(t+ τ, τ, θ−τω, v0) + εy(θtω)u(t+ τ, τ, θ−τω, u0) (3.101)
with v0 = z0 − εy(ω)u0. It is worth noticing that for each t ∈ R+, τ ∈ R and ω ∈ Ω,
Φ(t, τ − t, θ−tω, (u0, z0))
= {(u(τ, τ − t, θ−τω, u0), z(τ, τ − t, θ−τω, z0)) : (u, z) is a solution of (3.1)-(3.3)}
= {(u(τ, τ − t, θ−τω,u0), v(τ, τ − t, θ−τω, v0) + εy(ω)u(τ, τ − t, θ−τω,u0)) : (u, v) is a solution of (3.9)-(3.11)} .
(3.102)
In the rest of the paper, we will investigate the pullback asymptotic behavior of Φ. From now
on, we fix a small positive number δ such that
α− δ > 0, λ+ δ2 − αδ > 0, (3.103)
and put
σ = min
{
δ
2
,
α− δ
4
,
δc2
4
}
, (3.104)
where c2 is the positive constant in (3.5). From now on, we assume g satisfies∫ 0
−∞
e
1
2γ+2
σs‖g(s + τ, ·)‖2ds <∞, for all τ ∈ R, (3.105)
where γ is the number in (3.4).
As usual, for a bounded nonempty subset B of H1(Rn) × L2(Rn), the distance between B and
the origin is written as ‖B‖ = sup
φ∈B
‖φ‖H1(Rn)×L2(Rn). In the next section, we will prove Φ has a
D-pullback random attractor where D = {D = {D(τ, ω) : τ ∈ R, ω ∈ Ω}} is the collection of all
families of bounded nonempty subsets of H1(Rn)× L2(Rn) such that for every τ ∈ R and ω ∈ Ω,
lim
s→∞ e
−σs‖D(τ − s, θ−sω)‖γ+1 = 0.
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4 Asymptotic compactness of solutions
In this section, we derive uniform estimates of system (3.9)-(3.11) and establish the pullback asymp-
totic compactness of solutions. We first provide the uniform estimates in H1(Rn)× L2(Rn).
Lemma 4.1. Assume that (3.4)-(3.6) and (3.105) hold. Let τ ∈ R, ω ∈ Ω and D = {D(τ, ω) : τ ∈
R, ω ∈ Ω} ∈ D. Then there exist ε0 = ε0(α, λ, f) ∈ (0, 1) and T = T (τ, ω,D) > 0 such that for all
ε ∈ (0, ε0], t ≥ T and s ∈ [−t, 0], the solution (u, v) of problem (3.9)-(3.11) satisfies
‖u(τ + s, τ − t, θ−τω, u0)‖2H1(Rn) + ‖v(τ + s, τ − t, θ−τω, v0)‖2
+‖u(τ + s, τ − t, θ−τω, u0)‖γ+1Lγ+1(Rn)
+
∫ τ+s
τ−t
e
∫ ξ
τ+s
(2σ−εc−εc|y(θr−τω)|2)dr (‖u(ξ, τ − t, θ−τω, u0)‖2H1 + ‖v(ξ, τ − t, θ−τω, v0)‖2) dξ
≤M + e
∫
0
s
(2σ−εc−εc|y(θrω)|2)drR(τ, ω),
where (u0, z0) ∈ D(τ − t, θ−tω) and v0 = z0− εy(ω)u0, M and c are positive constants independent
of τ , ω, D and ε, and R(τ, ·) is a random variable.
Proof. This lemma can be proved by energy equation (3.13). The details are quite similar to the
proof Lemma 4.2 in [46] with minor changes, and hence are omitted here.
The next estimate is an improvement of Lemma 4.3 in [46] on the tails of solutions outside a
bounded domains when time is sufficiently large.
Lemma 4.2. Assume that (3.4)-(3.6) and (3.105) hold. Let η > 0, τ ∈ R, ω ∈ Ω and D =
{D(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D. Then there exist ε0 = ε0(α, λ, f) ∈ (0, 1), T = T (τ, ω,D, η) > 0 and
K = K(τ, ω, η) ≥ 1 such that for all ε ∈ (0, ε0], t ≥ T and s ∈ [−t, 0], the solution (u, v) of problem
(3.9)-(3.11) satisfies∫
|x|≥K
(|u(τ + s, τ − t, θ−τω, u0)|2 + |∇u(τ + s, τ − t, θ−τω, u0)|2 + |v(τ + s, τ − t, θ−τω, v0)|2) dx
≤ η + ηe
∫
0
s
(2σ−εc−εc|y(θrω)|2)dr,
where (u0, z0) ∈ D(τ − t, θ−tω) and v0 = z0 − εy(ω)u0.
34
Proof. Let ρ be the smooth cut-off function given by (3.41). Taking the inner product of (3.10)
with ρ
( |x|2
k2
)
v in L2(Rn), by (3.4)-(3.6) and (3.9), after some calculations, we obtain the following
inequality (see Lemma 4.3 in [46] for more details).
d
dt
∫
Rn
ρ
( |x|2
k2
)(|v|2 + (λ+ δ2 − αδ)|u|2 + |∇u|2 + 2F (x, u)) dx
+(2σ − εc− εc|y(θtω)|2)
∫
Rn
ρ
( |x|2
k2
)(|v|2 + (λ+ δ2 − αδ)|u|2 + |∇u|2 + 2F (x, u)) dx
≤ c
k
(‖∇u‖2 + ‖v‖2)+ c∫
|x|≥k
ρ
( |x|2
k2
)
|g|2dx
+ εc(1 + |y(θtω)|2)
∫
|x|≥k
ρ
( |x|2
k2
)
(|φ1|2 + |φ2|+ |φ3|)dx. (4.1)
By (4.1), for every η > 0, there exists K1 = K1(η) ≥ 1 such that for all k ≥ K1,
d
dt
∫
Rn
ρ
( |x|2
k2
)(|v|2 + (λ+ δ2 − αδ)|u|2 + |∇u|2 + 2F (x, u)) dx
+(2σ − εc− εc|y(θtω)|2)
∫
Rn
ρ
( |x|2
k2
)(|v|2 + (λ+ δ2 − αδ)|u|2 + |∇u|2 + 2F (x, u)) dx
≤ η (1 + ‖∇u‖2 + ‖v‖2)+ εη(1 + |y(θtω)|2) + c∫
|x|≥k
|g(t, x)|2dx. (4.2)
Multiplying (4.2) by e
∫ t
0
(2σ−εc−εc|y(θrω)|2)dr and then integrating on (τ − t, τ + s) with t ≥ 0 and
s ∈ [−t, 0], we get for all k ≥ K1,∫
Rn
ρ
( |x|2
k2
)(|v(τ + s, τ − t, ω, v0)|2 + (λ+ δ2 − αδ)|u(τ + s, τ − t, ω, u0)|2) dx
+
∫
Rn
ρ
( |x|2
k2
)(|∇u(τ + s, τ − t, ω, u0)|2 + 2F (x, u(τ + s, τ − t, ω, u0))) dx
≤ e
∫ τ−t
τ+s
(2σ−εc−εc|y(θrω)|2)dr
∫
Rn
ρ
( |x|2
k2
)(|v0(x)|2 + (λ+ δ2 − αδ)|u0(x)|2) dx
+e
∫ τ−t
τ+s
(2σ−εc−εc|y(θrω)|2)dr
∫
Rn
ρ
( |x|2
k2
)(|∇u0(x)|2 + 2F (x, u0(x))) dx
+η
∫ τ+s
τ−t
e
∫ ξ
τ+s
(2σ−εc−εc|y(θrω)|2)dr (1 + ‖∇u(ξ, τ − t, ω, u0)‖2 + ‖v(ξ, τ − t, ω, v0)‖2) dξ
+εη
∫ τ+s
τ−t
e
∫ ξ
τ+s
(2σ−εc−εc|y(θrω)|2)dr (1 + |y(θξω)|2) dξ
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+ c
∫ τ+s
τ−t
e
∫ ξ
τ+s
(2σ−εc−εc|y(θrω)|2)dr
∫
|x|≥k
|g(ξ, x)|2dxdξ. (4.3)
Replacing ω by θ−τω in (4.3) we get, for all t ≥ 0, s ∈ [−t, 0] and k ≥ K1,∫
Rn
ρ
( |x|2
k2
)(|v(τ + s, τ − t, θ−τω, v0)|2 + (λ+ δ2 − αδ)|u(τ + s, τ − t, θ−τω, u0)|2) dx
+
∫
Rn
ρ
( |x|2
k2
)(|∇u(τ + s, τ − t, θ−τω, u0)|2 + 2F (x, u(τ + s, τ − t, θ−τω, u0))) dx
≤ e
∫ τ−t
τ+s
(2σ−εc−εc|y(θr−τω)|2)dr
∫
Rn
ρ
( |x|2
k2
)(|v0(x)|2 + (λ+ δ2 − αδ)|u0(x)|2) dx
+e
∫ τ−t
τ+s
(2σ−εc−εc|y(θr−τω)|2)dr
∫
Rn
ρ
( |x|2
k2
)(|∇u0(x)|2 + 2F (x, u0(x))) dx
+η
∫ τ+s
τ−t
e
∫ ξ
τ+s
(2σ−εc−εc|y(θr−τω)|2)dr (1 + ‖∇u(ξ, τ − t, θ−τω, u0)‖2 + ‖v(ξ, τ − t, θ−τω, v0)‖2) dξ
+εη
∫ τ+s
τ−t
e
∫ ξ
τ+s
(2σ−εc−εc|y(θr−τω)|2)dr (1 + |y(θξ−τω)|2) dξ
+c
∫ τ+s
τ−t
e
∫ ξ
τ+s
(2σ−εc−εc|y(θr−τω)|2)dr
∫
|x|≥k
|g(ξ, x)|2dxdξ
≤ e
∫
−t
s
(2σ−εc−εc|y(θrω)|2)dr
∫
Rn
ρ
( |x|2
k2
)(|v0(x)|2 + (λ+ δ2 − αδ)|u0(x)|2) dx
+e
∫
−t
s
(2σ−εc−εc|y(θrω)|2)dr
∫
Rn
ρ
( |x|2
k2
)(|∇u0(x)|2 + 2F (x, u0(x))) dx
+η
∫ τ+s
τ−t
e
∫ ξ
τ+s
(2σ−εc−εc|y(θr−τω)|2)dr (‖∇u(ξ, τ − t, θ−τω, u0)‖2 + ‖v(ξ, τ − t, θ−τω, v0)‖2) dξ
+(1 + ε)η
∫ s
−t
e
∫ ξ
s
(2σ−εc−εc|y(θrω)|2)dr (1 + |y(θξω)|2) dξ
+c
∫ s
−t
e
∫ ξ
s
(2σ−εc−εc|y(θrω)|2)dr
∫
|x|≥k
|g(ξ + τ, x)|2dxdξ
≤ Ce
∫
−t
s
(2σ−εc−εc|y(θrω)|2)dr
∫
Rn
(
‖v0‖2 + ‖u0‖2H1 + ‖u0‖γ+1H1
)
dx
+η
∫ τ+s
τ−t
e
∫ ξ
τ+s
(2σ−εc−εc|y(θr−τω)|2)dr (‖∇u(ξ, τ − t, θ−τω, u0)‖2 + ‖v(ξ, τ − t, θ−τω, v0)‖2) dξ
+(1 + ε)η
∫ 0
−∞
e
∫ ξ
s
(2σ−εc−εc|y(θrω)|2)dr (1 + |y(θξω)|2) dξ
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+c
∫ 0
−∞
e
∫ ξ
s
(2σ−εc−εc|y(θrω)|2)dr
∫
|x|≥k
|g(ξ + τ, x)|2dxdξ
≤ C1e
∫ 0
s
(2σ−εc−εc|y(θrω)|2)dre
∫
−t
0
(2σ−εc−εc|y(θrω)|2)dr(1 + ‖D(τ − t, θ−tω)‖γ+1)
+η
∫ τ+s
τ−t
e
∫ ξ
τ+s
(2σ−εc−εc|y(θr−τω)|2)dr (‖∇u(ξ, τ − t, θ−τω, u0)‖2 + ‖v(ξ, τ − t, θ−τω, v0)‖2) dξ
+(1 + ε)ηe
∫ 0
s
(2σ−εc−εc|y(θrω)|2)dr
∫ 0
−∞
e
∫ ξ
0
(2σ−εc−εc|y(θrω)|2)dr (1 + |y(θξω)|2) dξ
+ ce
∫
0
s
(2σ−εc−εc|y(θrω)|2)dr
∫ 0
−∞
e
∫ ξ
0
(2σ−εc−εc|y(θrω)|2)dr
∫
|x|≥k
|g(ξ + τ, x)|2dxdξ. (4.4)
Note that
lim
t→∞
1
t
∫ 0
−t
|y(θrω)|2dr = E(y2) = 1
2α
.
Therefore, there exists T = T (ω) > 0 such that for all t ≥ T ,
1
t
∫ 0
−t
|y(θrω)|2dr ≤ 1
α
. (4.5)
Let ε1 =
ασ
c(1+α) . Then by (4.5) we get, for all ε ∈ (0, ε1) and t ≥ T ,
e
∫
−t
0
(2σ−εc−εc|y(θrω)|2)dr ≤ e−σt. (4.6)
Since D ∈ D, by (4.6) we have for all ε ∈ (0, ε1),
lim
t→∞ e
∫
−t
0
(2σ−εc−εc|y(θrω)|2)dr(1 + ‖D(τ − t, θ−tω)‖γ+1) = 0. (4.7)
By (4.6) and (3.105) we find∫ 0
−∞
e
∫ ξ
0
(2σ−εc−εc|y(θrω)|2)dr
∫
Rn
|g(ξ + τ, x)|2dxdξ <∞, (4.8)
and ∫ 0
−∞
e
∫ ξ
0
(2σ−εc−εc|y(θrω)|2)dr (1 + |y(θξω)|2) dξ <∞. (4.9)
Notice that (4.8) implies
lim
k→∞
∫ 0
−∞
e
∫ ξ
0
(2σ−εc−εc|y(θrω)|2)dr
∫
|x|≥k
|g(ξ + τ, x)|2dxdξ = 0 (4.10)
By (4.4), (4.7), (4.9)-(4.10) and Lemma 4.1, we infer that there exist K2 ≥ K1 and T1 ≥ T such
that for all t ≥ T1, s ∈ [−t, 0], ε ∈ (0, ε1), and k ≥ K1,∫
Rn
ρ
( |x|2
k2
)(|v(τ + s, τ − t, θ−τω, v0)|2 + (λ+ δ2 − αδ)|u(τ + s, τ − t, θ−τω, u0)|2) dx
37
+∫
Rn
ρ
( |x|2
k2
)(|∇u(τ + s, τ − t, θ−τω, u0)|2 + 2F (x, u(τ + s, τ − t, θ−τω, u0))) dx
≤ C2η + C2ηe
∫ 0
s
(2σ−εc−εc|y(θrω)|2)dr. (4.11)
Note that ρ
( |x|2
k2
)
= 1 for |x| ≥ √2k, which together with (3.6) and (4.11) completes the proof.
Next, we prove the asymptotic compactness of solutions of (3.9)-(3.11) by the energy equation
(3.13). To this end, we set for (u, v) ∈ H1(Rn)× L2(Rn),
E(u, v) = ‖v‖2 + (λ+ δ2 − αδ)‖u‖2 + ‖∇u‖2 + 2
∫
Rn
F (x, u)dx. (4.12)
By (3.13) we get
dE
dt
+ (4σ − 2ε|y(θtω)|)E(u, v) = G(u, v), (4.13)
where G(u, v) is give by
G(u(t, τ, ω, u0), v(t, τ, ω, v0)) = −2 (α− δ − 2σ + ε(|y(θtω)|+ y(θtω))) ‖v‖2
−2(λ+ δ2 − αδ)(δ − 2σ + ε(|y(θtω)| − y(θtω)))‖u‖2
−2(δ − 2σ + ε(|y(θtω)| − y(θtω)))‖∇u‖2 + 2(g, v)
−2ε(εy(θtω)− 2δ)y(θtω)(u, v) + 2(εy(θtω)− δ)(f(x, u), u)
+4(2σ − ε|y(θtω)|)
∫
Rn
F (x, u)dx. (4.14)
Multiplying (4.13) by e
∫ t
0
(4σ−2ε|y(θrω)|)dr and then solving for E(u, v), we obtain, for τ ∈ R, t ≥ τ
and ω ∈ Ω,
E(u(t, τ, ω, u0), v(t, τ, ω, v0)) = e
∫ τ
t
(4σ−2ε|y(θrω)|)drE(u0, v0)
+
∫ t
τ
e
∫ s
t
(4σ−2ε|y(θrω)|)drG(u(s, τ, ω, u0), v(s, τ, ω, v0))ds. (4.15)
Lemma 4.3. Assume that (3.4)-(3.6) and (3.105) hold. Then there exists ε0 = ε0(α, λ, f) ∈ (0, 1)
such that for all ε ∈ (0, ε0], τ ∈ R and ω ∈ Ω, the sequence
{(u(τ, τ − tn, θ−τω, u0,n), v(τ, τ − tn, θ−τω, v0,n))}∞n=1
of solutions of (3.9)-(3.11) has a convergent subsequence in H1(Rn) × L2(Rn) if tn → ∞ and
(u0,n, z0,n) ∈ D(τ − tn, θ−tnω) with D ∈ D and v0,n = z0,n − εy(ω)u0,n.
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Proof. By Lemma 4.1 with s = 0 we find that there exists ε1 ∈ (0, 1) such that for every ε ∈
(0, ε1], the sequence (u(τ, τ−tn, θ−τω, u0,n), v(τ, τ−tn, θ−τω, v0,n)) is bounded in H1(Rn)×L2(Rn).
Therefore, there exist (u˜, v˜) ∈ H1(Rn)× L2(Rn) and a subsequence (not relabeled) such that
(u(τ, τ − tn, θ−τω, u0,n), v(τ, τ − tn, θ−τω, v0,n))⇀ (u˜, v˜) in H1(Rn)× L2(Rn), (4.16)
which implies
lim inf
n→∞ ‖(u(τ, τ − tn, θ−τω, u0,n), v(τ, τ − tn, θ−τω, v0,n))‖H1×L2 ≥ ‖(u˜, v˜)‖H1×L2 . (4.17)
The proof will be completed if we can show
lim sup
n→∞
‖(u(τ, τ − tn, θ−τω, u0,n), v(τ, τ − tn, θ−τω, v0,n))‖H1×L2 ≤ ‖(u˜, v˜)‖H1×L2 , (4.18)
because (4.16)-(4.18) yield the strong convergence of (u(τ, τ−tn, θ−τω, u0,n), v(τ, τ−tn, θ−τω, v0,n))
in H1(Rn)×L2(Rn). Next, we prove (4.18) by the energy equation (4). By Lemma 4.1, there exist
ε2 ∈ (0, ε1) and N1 = N1(τ, ω,D) ≥ 1 such that for all ε ∈ (0, ε2], n ≥ N1 and s ∈ [−tn, 0],
‖u(τ + s, τ − tn, θ−τω, u0,n)‖2H1(Rn) + ‖v(τ + s, τ − tn, θ−τω, v0,n)‖2
+‖u(τ + s, τ − tn, θ−τω, u0,n)‖γ+1Lγ+1(Rn)
≤ C1 + e
∫
0
s
(2σ−εc−εc|y(θrω)|2)drR(τ, ω). (4.19)
Let m be a positive integer and N2 = N2(τ, ω,D,m) ≥ N1 such that tn ≥ m for all n ≥ N2. By
(4.19) we have, for n ≥ N2,
‖u(τ −m, τ − tn, θ−τω, u0,n)‖2H1(Rn) + ‖v(τ −m, τ − tn, θ−τω, v0,n)‖2
+‖u(τ −m, τ − tn, θ−τω, u0,n)‖γ+1Lγ+1(Rn)
≤ C1 + e
∫
0
−m
(2σ−εc−εc|y(θrω)|2)drR(τ, ω). (4.20)
Thus, for every fixed m, the sequence {(u(τ −m, τ − tn, θ−τω, u0,n), v(τ −m, τ− tn, θ−τω, v0,n))}∞n=1
is bounded in H1(Rn) × L2(Rn), and hence, by a diagonal process we infer that there exist a
subsequence (not relabeled) and (u˜m, v˜m) ∈ H1(Rn) × L2(Rn) for every m ∈ N such that, as
n→∞,
(u(τ −m, τ − tn, θ−τω, u0,n), v(τ −m, τ − tn, θ−τω, v0,n))⇀ (u˜m, v˜m) (4.21)
in H1(Rn)× L2(Rn). Note that for s ∈ [−m, 0],
(u(τ + s, τ − tn, θ−τω, u0,n), v(τ + s, τ − tn, θ−τω, v0,n))
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= (u(τ+s, τ−m, θ−τω, u(τ−m, τ−tn, θ−τω, u0,n)), v(τ+s, τ−m, θ−τω, v(τ−m, τ−tn, θ−τω, v0,n))).
(4.22)
By (4.22) and Lemma 3.6 we find that, for every m ∈ N, there exist a subsequence (tn′ , u0,n′ , v0,n′)
and a solution (um(·, τ −m, θ−τω, u˜m), vm(·, τ −m, θ−τω, v˜m)) of (3.9)-(3.11) with initial condition
(u˜m.v˜m) such that for all s ∈ [−m, 0], when n′ →∞,
u(τ + s, τ − tn′ , θ−τω, u0,n′)⇀ um(τ + s, τ −m, θ−τω, u˜m) in H1(Rn),
and
v(τ + s, τ − tn′ , θ−τω, v0,n′)⇀ vm(τ + s, τ −m, θ−τω, v˜m) in L2(Rn).
Note that this subsequence (tn′ , u0,n′ , v0,n′) may depend onm. However, by an appropriate diagonal
process, we can choose a common subsequence (which is denoted again by (tn, u0,n, v0,n)) such that
for all m ∈ N and s ∈ [−m, 0], when n→∞,
u(τ + s, τ − tn, θ−τω, u0,n)⇀ um(τ + s, τ −m, θ−τω, u˜m) in H1(Rn), (4.23)
and
v(τ + s, τ − tn, θ−τω, v0,n)⇀ vm(τ + s, τ −m, θ−τω, v˜m) in L2(Rn). (4.24)
As a result of (4.16) and (4.23)-(4.24) with s = 0 we get
u˜ = um(τ, τ −m, θ−τω, u˜m) and v˜ = vm(τ, τ −m, θ−τω, v˜m). (4.25)
For (u(τ, τ −m, θ−τω, u(τ −m, τ − tn, θ−τω, u0,n)), v(τ, τ −m, θ−τω, v(τ −m, τ − tn, θ−τω, v0,n)))
with initial condition (u(τ −m, τ − tn, θ−τω, u0,n), v(τ −m, τ − tn, θ−τω, u0,n)), by (4.22) and the
energy equation (4) we get
E(u(τ, τ − tn, θ−τω, u0,n), v(τ, τ − tn, θ−τω, v0,n))
= e
∫ τ−m
τ
(4σ−2ε|y(θr−τω)|)drE(u(τ −m, τ − tn, θ−τω, u0,n), v(τ −m, τ − tn, θ−τω, v0,n))
+
∫ τ
τ−m
e
∫ s
τ
(4σ−2ε|y(θr−τω)|)drG(u(s, τ −m, θ−τω, u(τ −m, τ − tn, θ−τω, u0,n)), v)ds
= e
∫
−m
0
(4σ−2ε|y(θrω)|)drE(u(τ −m, τ − tn, θ−τω, u0,n), v(τ −m, τ − tn, θ−τω, v0,n))
+
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)drG(u(s + τ, τ − tn, θ−τω, u0,n), v(s + τ, τ − tn, θ−τω, v0,n))ds
which along with (4) produces
E(u(τ, τ − tn, θ−τω, u0,n), v(τ, τ − tn, θ−τω, v0,n))
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= e
∫
−m
0
(4σ−2ε|y(θrω)|)drE(u(τ −m, τ − tn, θ−τω, u0,n), v(τ −m, τ − tn, θ−τω, v0,n))
−2
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr (α− δ − 2σ + ε(|y(θsω)|+ y(θsω))) ‖v(s + τ, τ − tn, θ−τω, v0,n)‖2ds
−2(λ+ δ2 −αδ)
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(δ− 2σ+ ε(|y(θsω)| − y(θsω)))‖u(s+ τ, τ − tn, θ−τω, u0,n)‖2
−2
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(δ − 2σ + ε(|y(θsω)| − y(θsω)))‖∇u(s + τ, τ − tn, θ−τω, u0,n)‖2ds
+2
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(g(s + τ), v(s + τ, τ − tn, θ−τω, v0,n))ds
−2ε
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(εy(θsω)− 2δ)y(θsω)(u(s + τ, τ − tn, θ−τω, u0,n), v)ds
+2
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(εy(θsω)− δ)(f(x, u(s + τ)), u(s + τ))ds
+ 4
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(2σ − ε|y(θsω)|)
∫
Rn
F (x, u(s + τ, τ − tn, θ−τω, u0,n))dxds. (4.26)
By (4.5) there exists M1 =M1(ω) ≥ 1 such that for all m ≥M1∫ 0
−m
|y(θrω)|dr ≤ 1
α
m,
and thus for ε ∈ (0, 12ασ) we get∫ −m
0
(4σ − 2ε|y(θrω)|)dr ≤ −3σm. (4.27)
By (4.12) and (4.27) we have for m ≥M1 and tn ≥ m,
e
∫
−m
0
(4σ−2ε|y(θrω)|)drE(u(τ −m, τ − tn, θ−τω, u0,n), v(τ −m, τ − tn, θ−τω, v0,n))
≤ e−3σm (‖v(τ −m, τ − tn, θ−τω, v0,n)‖2 + (λ+ δ2 − αδ)‖u(τ −m, τ − tn, θ−τω, u0,n)‖2)
+e−3σm‖∇u(τ −m, τ − tn, θ−τω, u0,n)‖2
+ 2e
∫
−m
0
(4σ−2ε|y(θrω)|)dr
∫
R3
F (x, u(τ −m, τ − tn, θ−τω, u0,n))dx. (4.28)
By (3.4)-(3.5) and (4.20) we get for all n ≥ N2,∫
Rn
F (x, u(τ −m, τ − tn, θ−τω, u0,n))dx
≤ C3
(
‖u(τ −m, τ − tn, θ−τω, u0,n)‖2 + ‖u(τ −m, τ − tn, θ−τω, u0,n)‖γ+1Lγ+1 + 1
)
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≤ C4 + C4e
∫ 0
−m
(2σ−εc−εc|y(θrω)|2)dr ≤ C4 + C4e2σm. (4.29)
By (4.20) and (4.27)-(4.29) we get for all m ≥M1 and n ≥ N2,
e
∫
−m
0
(4σ−2ε|y(θrω)|)drE(u(τ −m, τ − tn, θ−τω, u0,n), v(τ −m, τ − tn, θ−τω, v0,n))
≤ C5e−3σm(1 + e2σm) ≤ 2C5e−σm. (4.30)
Note that α − δ − 2σ + ε(|y(θsω)| + y(θsω) is nonnegative for all s ∈ R by (3.103) and (3.104).
Therefore, by (4.24) and Fatou’s Theorem we obtain the following inequality for the second term
on the right-hand side of (4.26):
lim inf
n→∞
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr (α− δ − 2σ + ε(|y(θsω)|+ y(θsω))) ‖v(s + τ, τ − tn, θ−τω, v0,n)‖2ds
≥
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr (α− δ − 2σ + ε(|y(θsω)|+ y(θsω))) lim inf
n→∞ ‖v(s+ τ, τ − tn, θ−τω, v0,n)‖
2ds
≥
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr (α− δ − 2σ + ε(|y(θsω)|+ y(θsω))) ‖vm(s+ τ, τ −m, θ−τω, v˜m)‖2ds.
(4.31)
Similarly, we can also prove
lim inf
n→∞
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(δ − 2σ + ε(|y(θsω)| − y(θsω)))‖u(s + τ, τ − tn, θ−τω, u0,n)‖2
≥
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(δ − 2σ + ε(|y(θsω)| − y(θsω)))‖um(s+ τ, τ −m, θ−τω, u˜m)‖2 (4.32)
and
lim inf
n→∞
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(δ − 2σ + ε(|y(θsω)| − y(θsω)))‖∇u(s + τ, τ − tn, θ−τω, u0,n)‖2
≥
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(δ − 2σ + ε(|y(θsω)| − y(θsω)))‖∇um(s+ τ, τ −m, θ−τω, u˜m)‖2. (4.33)
We now deal with the nonlinear terms in (4.26), for which we first prove the following convergence
in L2(Rn): for every s ∈ [−m, 0],
lim
n→∞u(τ + s, τ − tn, θ−τω, u0,n) = um(τ + s, τ −m, θ−τω, u˜m) in L
2(Rn). (4.34)
Given η > 0, by Lemma 4.2 we find that there exist ε3 ∈ (0, ε2), N3 = N3(τ, ω,D, η,m) ≥ 1 and
K = K(τ, ω, η,m) ≥ 1 such that for all ε ∈ (0, ε3), s ∈ [−m, 0] and n ≥ N3,∫
|x|≥K
|u(s + τ, τ − tn, θ−τω, u0,n)|2dx ≤ η. (4.35)
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Thus (4.34) follows from (4.23) and the compact embedding H1 →֒ L2 in bounded domains. By
(3.4)-(3.5), (4.19), (4.34) and the arguments of (3) and (3) we obtain
lim
n→∞
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(2σ − ε|y(θsω)|)
∫
Rn
F (x, u(s + τ, τ − tn, θ−τω, u0,n))dxds
=
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(2σ − ε|y(θsω)|)
∫
Rn
F (x, um(s+ τ, τ −m, θ−τω, u˜m))dxds (4.36)
and
lim
n→∞
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(εy(θsω)− δ)(f(x, u(s + τ)), u(s + τ, τ − tn, θ−τω, u0,n))ds
=
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(εy(θsω)− δ)(f(x, um(s+ τ)), um(s+ τ, τ −m, θ−τω, u˜m))ds. (4.37)
By (4.19), (4.34) and the Lebesgue dominated convergence theorem, we also obtain
lim
n→∞
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(g(s + τ), v(s + τ, τ − tn, θ−τω, v0,n))ds
=
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(g(s + τ), vm(s+ τ, τ −m, θ−τω, v˜m))ds (4.38)
and
lim
n→∞
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(εy(θsω)− 2δ)y(θsω)(u(s + τ, τ − tn, θ−τω, u0,n), v)ds
=
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(εy(θsω)− 2δ)y(θsω)(um(s+ τ, τ −m, θ−τω, u˜m, vm)ds. (4.39)
It follows from (4.26), (4.31)-(4.33) and (4)-(4.39) that for all m ≥M1,
lim sup
n→∞
E(u(τ, τ − tn, θ−τω, u0,n), v(τ, τ − tn, θ−τω, v0,n))
≤ 2C2e−σm−2
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr (α− δ − 2σ + ε(|y(θsω)|+ y(θsω))) ‖vm(s+τ, τ−m, θ−τω, v˜m)‖2ds
−2(λ+ δ2−αδ)
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(δ− 2σ+ ε(|y(θsω)| − y(θsω)))‖um(s+ τ, τ −m, θ−τω, u˜m)‖2
−2
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(δ − 2σ + ε(|y(θsω)| − y(θsω)))‖∇um(s+ τ, τ −m, θ−τω, u˜m)‖2ds
+2
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(g(s + τ), vm(s+ τ, τ −m, θ−τω, v˜m))ds
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−2ε
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(εy(θsω)− 2δ)y(θsω)(um(s + τ, τ −m, θ−τω, u˜m), vm)ds
+2
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(εy(θsω)− δ)(f(x, um(s+ τ)), um(s + τ, τ −m, θ−τω, u˜m))ds
+ 4
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(2σ − ε|y(θsω)|)
∫
Rn
F (x, um(s+ τ, τ −m, θ−τω, u˜m))dxds. (4.40)
On the other hand, by (4) and (4.25) we have
E(u˜, v˜) = E(um(τ, τ −m, θ−τω, u˜m), vm(τ, τ −m, θ−τω, v˜m))
= e
∫
−m
0
(4σ−2ε|y(θrω)|)drE(u˜m, v˜m)
−2
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr (α− δ − 2σ + ε(|y(θsω)|+ y(θsω))) ‖vm(s+ τ, τ −m, θ−τω, v˜m)‖2ds
−2(λ+ δ2−αδ)
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(δ− 2σ+ ε(|y(θsω)| − y(θsω)))‖um(s+ τ, τ −m, θ−τω, u˜m)‖2
−2
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(δ − 2σ + ε(|y(θsω)| − y(θsω)))‖∇um(s+ τ, τ −m, θ−τω, u˜m)‖2ds
+2
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(g(s + τ), vm(s+ τ, τ −m, θ−τω, v˜m))ds
−2ε
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(εy(θsω)− 2δ)y(θsω)(um(s + τ, τ −m, θ−τω, u˜m), vm)ds
+2
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(εy(θsω)− δ)(f(x, um(s+ τ)), um(s + τ, τ −m, θ−τω, u˜m))ds
+ 4
∫ 0
−m
e
∫ s
0
(4σ−2ε|y(θrω)|)dr(2σ − ε|y(θsω)|)
∫
Rn
F (x, um(s+ τ, τ −m, θ−τω, u˜m))dxds. (4.41)
By (4.40)-(4.41), (4.12), (3.6) and (4.27) we get for all m ≥M1,
lim sup
n→∞
E(u(τ, τ − tn, θ−τω, u0,n), v(τ, τ − tn, θ−τω, v0,n))
≤ 2C2e−σm − e
∫
−m
0
(4σ−2ε|y(θrω)|)drE(u˜m, v˜m) + E(u˜, v˜)
≤ 2C2e−σm − 2e
∫
−m
0
(4σ−2ε|y(θrω)|)dr
∫
Rn
F (x, u˜m)dx+ E(u˜, v˜)
≤ 2C2e−σm + 2e
∫
−m
0
(4σ−2ε|y(θrω)|)dr‖φ3‖L1(Rn) +E(u˜, v˜)
≤ 2C2e−σm + 2e−3σm‖φ3‖L1(Rn) + E(u˜, v˜). (4.42)
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By (4.34) with s = 0 and the arguments of (3.77) we infer that
lim
n→∞
∫
Rn
F (x, u(τ, τ − tn, θ−τω, u0,n))dx =
∫
Rn
F (x, um(τ, τ −m, θ−τω, u˜m)dx
which together with (4.25) yields
lim
n→∞
∫
Rn
F (x, u(τ, τ − tn, θ−τω, u0,n))dx =
∫
Rn
F (x, u˜)dx. (4.43)
By (4.12) and (4)-(4.43) we get
lim sup
n→∞
(‖v(τ, τ−tn, θ−τω, v0,n)‖2+(λ+δ2−αδ)‖u(τ, τ−tn, θ−τω, u0,n)‖2+‖∇u(τ, τ−tn, θ−τω,0,n )‖2)
≤ ‖v˜‖2 + (λ+ δ2 − αδ)‖u˜‖2 + ‖∇u˜‖2 + 2C2e−σm + 2e−3σm‖φ3‖L1(Rn). (4.44)
Taking the limit of (4.44) as m→∞ we get
lim sup
n→∞
(‖v(τ, τ−tn, θ−τω, v0,n)‖2+(λ+δ2−αδ)‖u(τ, τ−tn, θ−τω, u0,n)‖2+‖∇u(τ, τ−tn, θ−τω,0,n )‖2)
≤ ‖v˜‖2 + (λ+ δ2 − αδ)‖u˜‖2 + ‖∇u˜‖2. (4.45)
Note that
(‖v‖2 + (λ+ δ2 − αδ)‖u‖2 + ‖∇u‖2) 12 is an equivalent norm for (u, v) ∈ H1(Rn) ×
L2(Rn). Therefore, from (4.45) we obtain
lim sup
n→∞
(‖u(τ, τ − tn, θ−τω, u0,n)‖2H1 + ‖v(τ, τ − tn, θ−τω, v0,n)‖2) ≤ ‖u˜‖2H1 + ‖v˜‖2.
This yields (4.18) and thus completes the proof.
5 Random attractors for wave equations
This section is devoted to existence and uniqueness of D-pullback attractors for system (3.1)-(3.3).
We first recall the existence of D-pullback absorbing sets from [46].
Lemma 5.1. Under conditions (3.4)-(3.6) and (3.105), there exists ε0 = ε0(α, λ, f) ∈ (0, 1) such
that for all ε ∈ (0, ε0], the multivalued non-autonomous cocycle Φ has a closed D-pullback absorbing
set K ∈ D:
K(τ, ω) = {(u, z) ∈ H1(Rn)× L2(Rn) : ‖u‖2H1(Rn) + ‖z‖2 ≤ L(τ, ω)} (5.1)
for τ ∈ R and ω ∈ Ω, where L(τ, ω) is given by
L(τ, ω) =M(1 + εy2(ω))
(
1 +
∫ 0
−∞
e
∫ s
0
(2σ−εc−εc|y(θrω)|2)dr (1 + ‖g(s + τ, ·)‖2 + ε|y(θsω)|2) ds)
(5.2)
with M and c being positive constants independent of τ , ω, D and ε.
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Proof. This lemma can be derived from (3.13) and the details can be found in [46].
Lemma 5.2. Suppose (3.4)-(3.6) and (3.105) hold and K is the closed D-pullback absorbing set
given by (5.1)-(5.2). Then there exists ε0 = ε0(α, λ, f) ∈ (0, 1) such that for all ε ∈ (0, ε0], the
mapping Φ(t, τ, ·,K(τ, ·)) : Ωm → 2H1×L2 is weakly upper semicontinuous for all m ∈ N, t ∈ R+
and τ ∈ R.
Proof. Let ωn → ω in Ωm and (u˜n, z˜n) ∈ Φ(t, τ, ωn,K(τ, ωn)). We need to find (u˜, z˜) ∈ Φ(t, τ, ω,K(τ, ω))
such that, up to a subsequence,
(u˜n, z˜n)⇀ (u˜, z˜) in H
1(Rn)× L2(Rn). (5.3)
Since (u˜n, z˜n) ∈ Φ(t, τ, ωn,K(τ, ωn)), for every n ∈ N, there exist (u0,n, z0,n) ∈ K(τ, ωn) and
(un(·, τ, θ−τωn, u0,n), zn(·, τ, θ−τωn, z0,n)) with initial condition (u0,n, z0,n) at τ such that
(u˜n, z˜n) = (un(t+ τ, τ, θ−τωn, u0,n), zn(t+ τ, τ, θ−τωn, z0,n)). (5.4)
By (3.101) we have
zn(t, τ, θ−τωn, z0,n) = vn(t, τ, θ−τωn, v0,n) + εy(θt−τωn)un(t, τ, θ−τωn, u0,n) (5.5)
with
v0,n = z0,n − εy(ωn)u0,n. (5.6)
Since (u0,n, z0,n) ∈ K(τ, ωn), by (5.1)-(5.2) we get for all n ∈ N,
‖u0,n‖2H1 + ‖z0,n‖2
≤M(1 + εy2(ωn))
(
1 +
∫ 0
−∞
e
∫ s
0
(2σ−εc−εc|y(θrωn)|2)dr (1 + ‖g(s + τ, ·)‖2 + ε|y(θsωn)|2) ds) . (5.7)
Since ωn ∈ Ωm, by (3.14) we find that for all n ∈ N and s ≤ −m,∫ 0
s
|y(θrωn)|2dr ≤ − s
α
. (5.8)
Let ε1 =
ασ
c(1+α) . By (5.8) and (3.15) we get for all ε ∈ (0, ε1), n ∈ N and s ≤ −m,
e
∫ s
0
(2σ−εc−εc|y(θrωn)|2)dr ≤ eσs and |y(θsωn)|2 ≤ 4s2 + C1. (5.9)
By (5.9), Lemma 3.1 (i) and the dominated convergence theorem we obtain
lim
n→∞
∫ −m
−∞
e
∫ s
0
(2σ−εc−εc|y(θrωn)|2)dr (1 + ‖g(s + τ, ·)‖2 + ε|y(θsωn)|2) ds
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=∫ −m
−∞
e
∫ s
0
(2σ−εc−εc|y(θrω)|2)dr (1 + ‖g(s + τ, ·)‖2 + ε|y(θsω)|2) ds
which along with Lemma 3.1 (i) again implies
lim
n→∞
∫ 0
−∞
e
∫ s
0
(2σ−εc−εc|y(θrωn)|2)dr (1 + ‖g(s + τ, ·)‖2 + ε|y(θsωn)|2) ds
=
∫ 0
−∞
e
∫ s
0
(2σ−εc−εc|y(θrω)|2)dr (1 + ‖g(s + τ, ·)‖2 + ε|y(θsω)|2) ds. (5.10)
By (5.10) and Lemma 3.1 (i), we get from (5.7)
lim sup
n→∞
(‖u0,n‖2H1 + ‖z0,n‖2)
≤M(1 + εy2(ω))
(
1 +
∫ 0
−∞
e
∫ s
0
(2σ−εc−εc|y(θrω)|2)dr (1 + ‖g(s + τ, ·)‖2 + ε|y(θsω)|2) ds) . (5.11)
This indicates the sequence {(u0,n, z0,n)}∞n=1 is bounded in H1(Rn)×L2(Rn) and hence there exists
(u0, z0) ∈ H1(Rn)× L2(Rn) such that, up to a subsequence,
(u0,n, z0,n)⇀ (u0, z0) in H
1(Rn)× L2(Rn). (5.12)
By (5)-(5.12) we get
‖u0‖2H1 + ‖z0‖2
≤M(1 + εy2(ω))
(
1 +
∫ 0
−∞
e
∫ s
0
(2σ−εc−εc|y(θrω)|2)dr (1 + ‖g(s + τ, ·)‖2 + ε|y(θsω)|2) ds) . (5.13)
By (5.5) with t = τ , (5.6), (5.12) and Lemma 3.1 we have
(u0,n, v0,n)⇀ (u0, v0) in H
1(Rn)× L2(Rn) with v0 = z0 − εy(ω)u0. (5.14)
Using (5.14), following the proof of Lemma 3.5 (i), we infer that system (3.9)-(3.11) has a solution
(u, v) = (u(·, τ, θ−τω, u0), v(·, τ, θ−τω, v0)) with initial condition (u0, v0) at τ such that, up to a
subsequence, for all r ≥ τ ,
(un(r, τ, θ−τωn, u0,n), vn(r, τ, θ−τωn, v0,n))⇀ (u(r, τ, θ−τω, u0), v(r, τ, θ−τω, v0))
in H1(Rn)× L2(Rn), which together with (5.5)-(5.6) and Lemma 3.1 implies for all r ≥ τ ,
(un(r, τ, θ−τωn, u0,n), zn(r, τ, θ−τωn, z0,n))⇀ (u(r, τ, θ−τω, u0), z(r, τ, θ−τω, z0)) (5.15)
in H1(Rn)× L2(Rn) where
z(r, τ, θ−τω, z0) = v(r, τ, θ−τω, v0) + εy(θr−τω)u(r, τ, θ−τωn, u0)
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with v0 = z0 − εy(ω)u0. By (5.4) and (5.15) we get for t ∈ R+,
(u˜n, z˜n)⇀ (u(t+ τ, τ, θ−τω, u0), z(t+ τ, τ, θ−τω, z0)) in H1(Rn)× L2(Rn). (5.16)
By (5.1)-(5.2) and (5) we have (u0, v0) ∈ K(τ, ω), which along with (5.16) implies (5.3) with
u˜ = u(t+ τ, τ, θ−τω, u0) and z˜ = z(t+ τ, τ, θ−τω, z0), and thus completes the proof.
Next, we prove the D-pullback asymptotic compactness of Φ.
Lemma 5.3. Under conditions (3.4)-(3.6) and (3.105), there exists ε0 = ε0(α, λ, f) ∈ (0, 1) such
that for all ε ∈ (0, ε0], Φ is D-pullback asymptotically compact in H1(Rn)× L2(Rn).
Proof. Given τ ∈ R, ω ∈ Ω, D ∈ D and (u˜n, z˜n) ∈ Φ(tn, τ − tn, θ−tnω,D(τ − tn, θ−tnω)) with
tn → ∞. We want to prove (u˜n, z˜n) has a convergent subsequence. By assumption, there exist
(u0,n, z0,n) ∈ D(τ − tn, θ−tnω) and (un(·, τ − tn, θ−τω, u0,n), zn(·, τ − tn, θ−τω, z0,n)) with initial
condition (u0,n, z0,n) at τ − tn such that
(u˜n, z˜n) = (un(τ, τ − tn, θ−τω, u0,n), zn(τ, τ − tn, θ−τω, z0,n)). (5.17)
By (3.102) and (5.17) we have
(u˜n, z˜n) = (un(τ, τ−tn, θ−τω, u0,n), vn(τ, τ−tn, θ−τω, v0,n)+εy(ω)un(τ, τ−tn, θ−τω, u0,n)). (5.18)
By Lemma 4.3, the sequence {(un(τ, τ−tn, θ−τω, u0,n), vn(τ, τ−tn, θ−τω, v0,n))}∞n=1 has a convergent
subsequence in H1(Rn) × L2(Rn), and so is the sequence {(u˜n, z˜n)}∞n=1 by (5.18). This completes
the proof.
Finally, we prove the existence and uniqueness of random attractors of Φ.
Theorem 5.4. Suppose (3.4)-(3.6) and (3.105) hold. Then there exists ε0 = ε0(α, λ, f) ∈ (0, 1)
such that for all ε ∈ (0, ε0], system (3.1)-(3.3) has a unique D-pullback attractor A ∈ D in H1(Rn)×
L2(Rn). Furthermore, if g : R→ L2(Rn) is T -periodic for some T > 0, then so is the attractor A;
that is, A(τ + T, ω) = A(τ, ω) for all τ ∈ R and ω ∈ Ω.
Proof. We have proved that Φ satisfies all conditions (i)-(iv) of Theorem 2.14; more precisely, Φ
is D-pullback asymptotically compact in H1(Rn) × L2(Rn) by Lemma 5.3, Φ(t, τ, ω, ·) : H1(Rn)×
L2(Rn) → 2H1(Rn)×L2(Rn) is upper semicontinuous by Lemma 3.9, Φ has a closed D-pullback ab-
sorbing set K ∈ D by Lemma 5.1, and Φ(t, τ, ·,K(τ, ·)) : Ωm → 2H1(Rn)×L2(Rn) is weakly upper
semicontinuous by Lemma 5.2. As a result, the existence and uniqueness of D-pullback attractors
of Φ follows immediately.
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If g : R→ L2(Rn) is T -periodic, then one can check that Φ is also T -periodic: Φ(t, τ + T, ω, ·) =
Φ(t, τ, ω, ·) for all t ∈ R+, τ ∈ R and ω ∈ Ω. On the other hand, by (5.1)-(5.2) we see that
K(τ + T, ω) = K(τ, ω) for all τ ∈ R and ω ∈ Ω in the present case. Therefore, the T -periodicity of
A follows from Theorem 2.14 again.
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