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ABSTRACT 
The atmospheric energy budget is often adopted by previous studies to explore the 
balance between energy sources/sinks and the divergence of atmospheric energy flux.  
Because the atmospheric circulation is essentially generated by the energy balance between 
sources and sinks, a better knowledge of an energy budget will lead to a better understanding 
of the atmospheric circulation and its variations.   
Climatologically, the polar regions are the major sink regions of global energy.  The 
energy in the polar regions undergoes interannual and 30-60 day variations.  It was inferred 
from previous studies dealing with the poleward propagation of angular momentum that 
energy exhibits a propagating signature, originating from the tropics and extending into the 
polar regions, on the interannual and 30-60 day timescales.  To gain a new perspective on the 
polar energy change, the polar energy budget was studied in this thesis, based on a hypothesis 
that the low-latitude atmospheric energy with poleward propagation could indirectly affect 
the divergence of energy flux, and, in turn, affect the variations of the polar energy budget.  
In addition, polar climate changes (e.g., precipitation) associated with the energy propagation 
were also studied.   
Results indicated that the energy changes in the polar regions and the tropics are 
remotely linked through the poleward propagation of energy relay carried out by different 
types of circulation patterns at different latitudes, as the propagation of angular momentum 
depicted by previous studies.  Analyses have pointed out that the propagation of energy is led 
by the divergence of energy flux with a horizontal quadrature shift between the former and 
the latter.  After a larger (smaller) energy propagates into the polar regions, the polar energy 
budget is changed by an increase (decrease) of energy transport into the polar regions.  On 
the other hand, it was found that the increase (decrease) of energy flux converging into the 
polar regions is balanced by an increase (decrease) of downward surface flux and upward 
radiation flux at the top of the atmosphere over the polar regions.  Associated with this 
energy balance, the polar climate changes include a reduced (increased) precipitation and an 
increased (reduced) outgoing longwave radiation.  Maintenance of these changes were 
discussed 
 1
CHAPTER 1.  GENERAL INTRODUCTION 
 
I. Introduction 
The tropical and polar regions are major source and sink regions, respectively, for the 
global distribution of yearly-averaged total atmospheric energy.  Considering that energy 
balance between sources and sinks could contribute to maintaining the atmospheric 
circulation, an improved knowledge of the linkages between energy change in the tropics and 
the polar regions is needed to gain a better understanding of the atmospheric circulation and 
its variations.   
Atmospheric circulation exhibits variations with low-frequency timescales, in 
particular, the interannual and 30-60 day.  The change of atmospheric circulation is directly 
reflected in the wind change.  Associated with zonal wind change, the atmospheric angular 
momentum exhibits poleward propagation on the interannual and 30-60 day timescales (e.g., 
Dickey et al. 1992; Chen and Weng 1997; Chen and Huang 2008a; Chen and Huang 2008b).  
Note, zonal wind is equivalent to the meridional gradient of geopotential height, and 
temperature is proportional to the vertical gradient of geopotential height.  Because 
temperature, geopotential height, and wind fields are major variables for computing total 
atmospheric energy1 (e.g., Peixoto and Oort 1992), it is hypothesized and demonstrated in 
this thesis that the total atmospheric energy exhibits poleward propagation similar to that of 
the atmospheric angular momentum.  Furthermore, the energy changes between the tropics 
                                                          
1    TE = 2SP
0
1-
2
1;KE]dpLqgZ[CpTg VKE =+++∫                         
where TE, CpT, gZ, Lq, and KE are total atmospheric energy, internal energy, potential energy, latent 
energy, and kinetic energy, respectively.  In addition, Sp , Cp, T, g, Z, L, q, and V are surface pressure, 
specific heat capacity, temperature, gravity, geopotential height, latent heat, specific humidity, and 
wind fields, respectively.   
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and the polar regions might be linked through the poleward propagation of energy.   
Compared to the climate of the tropics and midlatitudes, the polar climate has not 
been well understood.  An examination on the remote linkage between the polar energy 
change and low-latitude energy change will improve the understanding of polar climate 
changes.  An analysis of the atmospheric energy budget has been frequently adopted to 
describe the balance between energy sources/sinks and atmospheric energy transport (e.g., 
Nakamura and Oort 1988).  Based on this knowledge, it is also hypothesized that variations 
in the polar energy budget can be remotely affected by the variations of poleward 
propagating low-latitude energy.   In order to strengthen our understanding of the polar 
climate changes, this thesis is designed to examine these hypotheses.  In addition, because 
the atmospheric circulations modulating the poleward propagation of total atmospheric 
energy (TE) change on interannual and intraseasonal timescale are different, two 
observational studies are presented to examine the interannual variation and intraseasonal 
variation of TE, respectively.    
• Significance of this dissertation 
The accuracy of the estimation of polar energy budget plays an important role in 
affecting the simulation of global atmospheric circulation (Briegleb and Bromwich 1998).  It 
was pointed out that several major variables of atmospheric energy budget, including surface 
air temperature (Mao and Robock 1998), moisture (Briegleb and Bromwich 1998), and 
radiation at the top of the atmosphere (Raschke et al 2005) over the polar regions, were 
improperly simulated by the global climate models.  According to the energy budget equation, 
these improper simulations of polar climate change might be caused by an improper 
estimation of remote impact of the tropical energy change to the polar energy change.  It was 
pointed out previously that the alternation of polar energy can be remotely affected by the 
alternation of the poleward propagation of tropical energy, suggesting a new perspective for 
the cause of polar energy change.  For this reason, the examinations of the cause of poleward 
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propagation of TE on the interannual (intraseasonal) timescale presented in Chapter 3 
(Chapter 4) are expected can give us a different view of the remote impacts of tropical 
forcing to change the polar energy budget and polar climate systems.  Considering that 
results from these examinations could be applied to aid the improvement of numerical 
simulations of the global atmospheric circulation, this advantage stresses the significance of 
this dissertation. 
 
II. Literature review 
• Interannual variation of atmospheric energy transport 
The total atmospheric energy is the sum of internal energy, potential energy, latent 
energy and kinetic energy (e.g., Peixoto and Oort 1992).  The geopotential height, which is 
related to potential energy, has been frequently examined to identify important interannual 
modes of global atmospheric circulation (e.g., Kidson 1988; Thompson and Wallace 2000).  
Relative to other climate modes, the El Niño Southern Oscillation (ENSO) events have the 
greatest impact on the variation of atmospheric circulation over tropical regions (Kidson 
1988).  When examining the circulation change in the northern hemispheric midlatitudes, the 
Pacific North America (PNA) and the North Atlantic Oscillation (NAO) appear to be the 
major teleconnection patterns (Kushnir and Wallace 1989).  At the southern hemispheric 
midlatitudes, the Pacific South America (PSA) pattern is an important teleconnection for the 
atmospheric circulation change (Kidson 1999).  For the northern and southern hemispheric 
high-latitude regions, most of the interannual variability of atmospheric circulation can be 
depicted by the Arctic Oscillation (AO) and the Southern Arctic Oscillation (SAO), 
respectively (Thompson and Wallace 2000; Kidson 1999).  According to these studies, ENSO, 
PNA, NAO, AO, PSA, and SAO are all important climate modes in modulating the 
interannual variation of potential energy. 
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The change of global circulation can be reflected in atmospheric eddy activity which 
affects the different types of energy transport.  Numerous efforts have been devoted to 
examining the roles of climate modes in affecting the heat transport, which is related to 
internal energy.  The stronger Hadley circulation observed in warm ENSO years (Oort and 
Yienger 1996) can transport more heat from tropics to high-latitudes than that observed in 
cold ENSO years (Moore and Haar 2001).  During a positive PNA phase, the stationary eddy 
sensible heat fluxes across 45o-55oN are generally the largest relative to other latitudes 
(Rogers and Raphael 1992).  Although Shaffrey and Sutton (2004) showed that the 
interannual variation in the poleward transport of atmospheric energy over the Atlantic Ocean 
is weakly related to the NAO, it was suggested by Semmler et al. (2005) that the NAO 
clearly influences the energy budgets over the Arctic.  The impact of the AO on the Arctic 
heat budget may be small compared to the heating or cooling caused by the eddy circulation 
(Adams et al. 2000).  Over the southern hemisphere, the poleward heat transport increases in 
the positive phase of SAO and decreases in the negative phase of SAO (Hall and Visbeck 
2002).  The PSA pattern mainly affects the heat transport in the southern hemisphere 
midlatitudes (Christoph et al. 1998).  Although suggestions for the roles of individual climate 
modes in regulating heat transport have been provided, a comprehensive examination on the 
contributions from all of these climate modes to the variability of heat transport is lacking. 
Associated with the latent energy change, the interannual variation of water vapor 
transport also attracts researchers’ attention.  Generally, in a warm ENSO event, more water 
vapor converging into the tropical eastern Pacific Ocean is coupled with stronger water vapor 
divergence in the tropical Asian monsoon regions than during a cold ENSO event (e.g., Lau 
et al.1998; Soden 2000; Chen and Huang 2007).  Examining water vapor fluxes over the 
Intra-Americas Sea, Mestas-Nuñez et al. (2007) suggested that the PNA pattern is responsible 
for the interannual variation of precipitation over the east-central United States. Rogers et al. 
(2001) focused on the hydrological cycle over the Arctic basin and suggested that about 40% 
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of the interannual variation of the water vapor transport over the northeast Canada sector is 
affected by a combination of NAO and AO.  These studies imply that ENSO, PSA, NAO and 
AO all contribute to the interannual variation of water vapor transport over the northern 
hemisphere, while ENSO (e.g. Cullather et al. 1996), PSA (e.g., White 2000), and SAO (e.g. 
Jones and Widmann 2003) have been suggested as important for regulating the southern 
hemisphere water vapor transport.   
The roles of climate modes in regulating kinetic energy can be revealed by studies 
analyzing the atmospheric angular moemtum (Mr).  The poleward propagation of Mr was 
first identified by Dickey et al. (1992).  Later, Chen et al. (1996) indicated that the 
atmospheric circulation change associated with ENSO events can result in Mr propagating 
poleward from the tropics to the subtropics.  Recently, Chen and Huang (2008a) re-examined 
the poleward propagation of Mr finding that the propagation of Mr likely links with ENSO, 
PNA, NAO, AO, PSA and SAO.  Chen and Huang (2008a) suggested that the ENSO events 
mainly affect the interannual variation of Mr over the tropics and subtropics.  In contrast, in 
the northern (southern) hemisphere middle and high latitudes, the interannual variation of Mr 
is mainly regulated by PNA, NAO, and AO (PSA and SAO) patterns instead of the ENSO 
events.  Findings provided in Chen and Huang (2008a) might offer some indications for 
possible roles of different climate modes in regulating the poleward propagation of kinetic 
energy.  However, contributions of all these climate modes to the variation of atmospheric 
energy transport and atmospheric energy budget are still unclear, and might be solved after 
the relationship between rotational and divergent components of interannual variation of total 
atmospheric energy flux is explored.  
By multiplying the total atmospheric energy with wind fields, the total atmospheric 
energy flux (FA) is obtained.  The divergence of the total atmospheric energy flux, ∇•FA, is 
one of the components included in the polar energy budget (Nakamura and Oort 1988).  
Numerous studies (e.g., Thompson and Wallace 1998; Rigor et al. 2002) exploring the cause 
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of polar climate change mainly examined the variation of atmospheric circulation, but did not 
explore its driving mechanism directly related to the variation of ∇•FA.  Therefore, the 
implications of the variation of polar energy on the polar climate systems are still unclear.  
On the other hand, although ∇•FA plays a significant role in the energy budget, it only 
depicts the non-rotational component of the atmospheric energy flux.  The relationship 
between atmospheric circulation and atmospheric energy change cannot be depicted if the 
rotational component of atmospheric energy flux ∇×FA is absent.  In order to reveal how the 
atmospheric energy changes affect the polar climate and weather systems, both variations of 
∇•FA and ∇×FA must be investigated.  
The interannual variation of ∇•FA and ∇×FA can be modulated by the atmospheric 
circulation change in several ways (e.g., Rogers and Raphael 1992).  It was known that the 
interannual variability in tropical sea surface temperatures can be translated into variations in 
the thermal forcing for the atmospherie via cumulus convection (e.g., Horel and Wallace 
1981).  Numerous research efforts have been devoted to understanding the linkage between 
the tropical sea surface temperature change and the anomalous global circulation by studying 
how the interannual variability in the midlatitude stationary wave can be connected to 
interannual variability in forcing that occurs in the zonal mean easterlies (e.g., Hoskins et al. 
1977; Simmons 1982; Webster and Holton 1982; Branstator 1983, and Karoly 1983).  It was 
suggested that the interannual varying midlatitude stationary wave patterns have some of the 
charactersitics of northward propagating Rossby waves forced by the low-latitude thermal 
forcing (Hoskins and Karoly 1981; Simmons 1982).  The alternation of these middle-latitude 
stationary wave patterns, possibly related to the formation of PNA (e.g., Wallace and Gutzler 
1981), NAO (e.g., Branstator 2002) or AO (e.g., Jia et al. 2008), are important for the 
alternation of ∇•FA and ∇×FA on the interannual timescale (e.g., Trenberth et al. 2002; 
Rogers and Raphael 1992) 
In the extratropics, the PNA pattern defined by Wallace and Gutzler (1981) has 
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become known as the direct linear response to El Niño/La Niña SST forcing.  The Rossby 
wave propagation has been invoked to explain the linear response of PNA patterns to tropical 
forcing. PNA patterns have been studied as a time-independent solution to various equation 
sets; for example: barotropic models forced with a subtropical vorticity source (Branstator 
1985; Held and Kang 1987; Held et al. 1989), baroclinic models forced directly with 
equatorial heating (Ting and Held 1990; Ting and Sardeshmukh 1993).  On the other hand, 
time-dependent studies by Jin and Hoskins (1995) and Hall and Derome (2000) have pointed 
out that a time scale of about two-weeks is required for the extratropical atmosphere to 
establish a direct response to tropical forcing.  Moreover, it was suggested that tropical and 
midlatitude responses are established within a week (Jin and Hoskins 1995); after an 
additional week, the high-latitude pattern is determined (Jin and Hoskins 1995).   
Besides the PNA pattern, the planetary wave propagation may play a role in the 
formation of the NAO (e.g., Branstator 2002) or AO (e.g., Jia et al. 2008).  Numerous studies 
have explored the basic mechanisms important in determining PNA-like (e.g., Wallace and 
Gutzler 1981; Shukla and Wallace 1983; Simmons et al. 1983; Blackmon et al. 1987), NAO-
like (e.g., Palmer and Anderson 1994; Greatbatch et al. 2003), and AO-like (e.g., Greatbatch 
et al. 2003; Li et al. 2006) circulation patterns.  Although arguments are onging, there is no 
doubt that PNA-like, NAO-like, and AO-like circulation patterns can be observed in response 
to tropical forcing.  Considering that total atmospheric energy originating from the tropics 
can propagate into the polar regions, PNA, NAO, and AO are all considered in this 
dissertation for examining the causes of poleward propagating TE.   
• Intraseasonal variation of atmospheric energy transport 
Compared to interannual (e.g., Genthon and Krinner 1998; Semmler et al. 2005) and 
annual (e.g., Nakamura and Oort 1988; Chen and Huang 2008c) modes, the intraseasonal 
variation of the polar energy budget has been less discussed, likely due to a lack of quality 
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daily radiation flux data.  An increasing number of experiments [e.g., First ISCCP Regional 
Experiment Arctic Clouds Experiment (Curry et al. 2000) and Surface Heat Budget of the 
Arctic Ocean Experiment (Uttal et al. 2002)] have been conducted to collect radiation flux 
and surface flux data used for the polar energy budget.  With improved observations, the 
International Satellite Cloud Climatology Project has produced a new version of global 
radiative flux data (Zhang and Rossow 2002).  The daily time resolution of global radiative 
flux data facilitates the exploration of the unknown remote impact of low-latitude energy on 
the intraseasonal variation of the polar energy budget. 
Over the tropical regions, the intraseasonal variation of atmospheric circulation is 
mainly dominated by the Madden-Julian oscillation (MJO).  The original time period of the 
MJO discussed in Madden and Julian (1971, 1972) was thought to be 40–50 days, but some 
studies (e.g., Knutson and Weickmann 1987, Chen and Chen 1997) have broadened the 
period of this intraseasonal oscillation to cover a range of 30-60 days.  In addition, other 
studies (e.g., Kiladis and Weickmann 1992; Weickmann et al. 1997; Feldstein 1999; Waliser 
et al. 1999; Gustafson and Weare 2004) have used a 30-70 day bandpass filtering method to 
isolate MJO-like signals of zonal wind, moist static energy, and OLR.  Because the 30-70 day 
explains the most intraseasonal variability of the total atmospheric energy (demonstrated later 
in Chapter 4), discussions presented in Chapter 4 will focus on the 30–70 day variation. 
Extensive reviews of MJO have been provided by Knutson et al. (1986), Knutson and 
Weickmann (1987), Madden and Julian (1994), and Zhang (2005).  It was known that MJO is 
a global-scale feature and amplifies over the Asian summer monsoon region (e.g., 
Krishnamurti et al., 1985; Lorenc, 1984).  In a positive MJO phase, strong convective 
activities are often observed over the tropical Asian monsoon regions coupled with a vertical 
phase reversal structure of atmospheric circulation that consists of a low pressure system at 
lower levels and a high pressure system at upper levels (Maddien and Julian 1971, 1972; 
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Knutson et al. 1986; Knutson and Weickmann 1987; Chen and Yen 1991).  Modulated by 
MJO, a poleward and eastward propagation can be observed in different variables, such as 
outgoing longwave radiation (e.g., Weickmann 1983; Weickmann et al. 1985; Knutson et al. 
1986; Lau and Chan 1985, 1986; Murakami et al. 1986), the large-scale circulation (e.g., 
Maddien and Julian 1972; Lorence 1984; Knutson et al. 1986; Krishnamurti et al. 1985), 
surface sensible heat flux (e.g., Zhang 1996), and latent heat flux (e.g., Zhang 1996).  
Findings of these previous studies of MJO imply that total atmospheric energy related by the 
MJO also propagates poleward and eastward.  This implication needs to be verified. 
On the other hand, it was noted that the MJO exhibits seaonality in the locations of 
maximum OLR variability, in the magnitude of global momemtum, and in the extrotropical 
response (e.g., Madden 1986; Lau and Chan 1985, 1986; Murakami and Nakazawa 1985; 
Knutson and Weickmann 1987; Gutzler and Madden 1993).  The MJO appears strongest 
during northern hemisphere winter seasons (December-February) and weakest during 
northern hemisphere summer seasons (June-August), and it is always stronger in the western 
Pacific and Indian oceans than elsewhere (e.g., Madden 1986).  Considering the seaonality of 
circulation change related to MJO, efforts are made in Chapter 4 for discussing the difference 
of the poleward propagation of atmospheric energy between warm and cold seasons. 
 In addition to the tropical regions, the middle and high latitude atmospheric 
circulations also experience the intraseasonal timescale variation within the window of 30-60 
day (e.g., Krishnamurti and Gadgil 1985; Knutson et al. 1986; Gao and Stanford 1987; 
Graves and Stanford 1989).  Over the polar regions, a polar low caused by the radiational 
cooling at the top of the atmosphere is observed at all atmospheric levels (e.g., Zhou and 
Miller 2005).  The vertically uniform structure of polar circulations is different from the 
vertical phase reversal structure of the tropical circulations.  In addition to the vertical 
structure difference, there is also a difference between the horizontal structure of the tropical 
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30-60 day oscillation of circulation and the polar 30-60 day oscillation of circulation.  
Different from the spatially east-west wave number one dominated tropical 30-60 day 
oscillation of the horizontal circulation, the polar 30-60 day oscillation of the horizontal 
circulation is dominated by an annular structure.   
 Zhou and Miller (2005) compared the 30-60 day oscillation of circulation between the 
high-latitude regions and tropical regions based on the daily Arctic oscillation (AO) index 
and MJO index, respectively.  As indicated in Zhou and Miller (2005), the 30-60 day 
variation of circulation related to the AO index plays a more important role than the variation 
in circulation related to the MJO index in regulating the energy flux at high-latitudes.  The 
difference between MJO and the high-latitude 30-60 day mode of atmospheric circulation 
also exists in the southern hemisphere.  For more information on the interaction between 
MJO and the intraseasonal variation of the southern annular mode, the reader is referred to 
Carvalho et al. (2004).    
Some evidence exists for an association between tropical convection fluctuations and 
midlatitude circulation anomalies on 30-60 day timescales (Weickmann et al. 1985; Lau and 
Phillips, 1986).  For example, previous studies have examined the connection between MJO 
and the high-latitude 30-60 day mode of atmospheric circulation through exploring the 
poleward propagation of angular momentum on the 30-60 day timescale (e.g., Chen and 
Weng 1997; Chen and Huang 2008b).  Chen and Weng (1997) indicated that the poleward 
propagation of the 30-60 day variation of angular momentum over the low-latitude regions 
results from the alternation of circulation between positive and negative MJO events.  
Between middle and high latitudes, the propagation of angular momentum is mainly 
regulated by the high-latitude 30-60 day mode of circulation, instead of the MJO (Chen and 
Huang 2008b).  These studies of angular momentum might offer indications for how different 
30-60 day modes work together to affect the kinetic energy.  However, the role of these 30-60 
day modes in regulating the poleward propagation of total atmospheric energy, as implied by 
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Zhang (1996), is still unclear.  Moreover, how the atmospheric energy transport is regulated 
by these 30-60 day modes needs to be examined to identify the cause of the 30-60 day 
variation of the polar energy budget.   
 
III. Scientific issues 
  As previously indicated, the global atmospheric energy transport is affected by the 
contribution of several interannual modes.  Therefore, exploring the contributions of all 
important interannual modes to the variability of global energy transport is necessary to 
obtain an improved understanding of the energy changes between the tropics and the polar 
regions.  Previous studies have suggested that the atmospheric circulation depicted by ENSO, 
PNA, NAO, and AO (ENSO, PSA, and SAO) can modulate the northern (southern) 
hemisphere atmospheric energy transport in different ways (e.g., Rogers and Raphael 1992; 
Klinger and Marotzke 2000).  However, one limitation in these studies is that each individual 
study only discusses possible roles of one or two interannual modes in regulating the 
atmospheric energy transport.   
Unlike the interannual variation, the intraseasonal variation of atmospheric 
circulations is mainly regulated by the MJO and the high-latitude 30-60 day mode (e.g., Chen 
and Chen 1997; Zhou and Miller 2005).  The variation of the low-latitude atmospheric 
circulation modulated by MJO is depicted by a horizontal east-west wavenumber one and a 
vertical phase reversal structure (e.g., Chen and Chen 1997).  In contrast, the atmospheric 
circulation regulated by the high-latitude 30-60 day mode is illustrated by a horizontal 
annular and a uniform vertical phase structure at the high-latitudes (e.g., Zhou and Miller 
2005; Carvalho et al. 2004).  In recent years, efforts have been made to examine the 
interaction between MJO and the high-latitude 30-60 day mode (e.g., Zhou and Miller 2005).  
However, how the 30-60 day variation of the polar energy budget is modulated by the 
interaction between MJO and the high-latitude 30-60 day mode has not been examined.   
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It can be inferred from previous studies examining the poleward propagation of 
angular momentum (e.g. Dickey et al. 1992; Chen and Weng 1997) that the variation of 
atmospheric energy in the polar regions might be remotely affected by the variation of 
atmospheric energy in the tropics through poleward propagation.  Previous studies have 
suggested possible roles of interannual modes and 30-60 day modes of circulation in 
modulating the propagation of angular momentum on the interannual and 30-60 day 
timescales, respectively (e.g., Chen et al. 1996; Chen and Weng 1997; Chen and Huang 
2008a, 2008b), which may explain how tropical kinetic energy changes are reflected in the 
polar regions through the modulation of circulations.  However, it is still unclear how the 
alternation of circulations regulated by several climate modes (MJO and high-latitude 30-60 
day modes) works together to affect the poleward propagation of total atmospheric energy on 
interannual (30-60 day) timescales.  Through examining this unexplored issue, a new 
perspective on the causes of variations of the polar energy budget and polar climate changes 
might be found. 
In view of previous unexplored issues, two major scientific questions are raised:   
1) How are the interannual and 30-60 day variations of the polar energy budget remotely 
affected by tropical energy changes through poleward energy propagation?   
2) What changes in the polar climate systems (e.g., precipitation and outgoing longwave 
radiation) are affected by poleward energy propagation?  
During summer seasons, rainfall over the northern hemisphere boreal-forest zone has a large 
impact on high-latitude ecosystems.  The boreal-forest rainbelt is maintained by water vapor 
transport (Yoon and Chen 2006), which is related to latent energy, a major component of total 
atmospheric energy.  Considering the importance of boreal-forest rainfall, how the variation 
of boreal-forest rainfall is affected by the poleward energy propagation on the intraseasonal 
timescale will be also examined.   
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IV. Research hypotheses 
• Interannual variation of atmospheric energy transport 
It has been suggested that the annual variation of atmospheric energy modulated by 
the atmospheric circulation can be depicted by the rotational component of atmospheric 
energy flux as a response to the divergence of atmospheric energy flux (e.g., Boer and 
Sargent 1985).  In view of this suggestion, the propagation of total atmospheric energy 
(hereafter: TE) on the interannual timescale might be linked to the divergence of energy flux 
through the relationship between the rotational and divergent components of total 
atmospheric energy flux in conjunction with the poleward propagation of TE.  Examining 
this relationship may help disclose the roles of several interannual modes in affecting the 
energy transport, the polar energy budget, and the polar climate systems.   
For linking the low-latitude TE change to the variation of the polar energy budget, it 
is hypothesized that: 
1) The interannual variation of TE in the tropics is remotely linked to the polar regions 
through the poleward propagation of TE carried out by several climate modes, similar to 
the poleward propagation of angular momentum depicted by Chen and Huang (2008a) 
(Fig. 1.1). 
2) The propagation of TE is led by the change in the divergent component of atmospheric 
energy flux through the interaction between the rotational and divergent components of 
atmospheric energy flux.   
3) The change in the divergent component of atmospheric energy flux should change the 
polar energy budget when the poleward propagating TE reaches the polar regions.   
As mentioned previously in the literature review, the atmospheric circulation 
regulated by the ENSO, PNA, NAO, AO, PSA and SAO are all considered in examining the 
causes of poleward propagating TE.  Boer and Sargent (1985) introduced the streamfunction, 
ψ(FA), and potential function, χ(FA), of total atmospheric energy to depict the global 
rotational and divergent components of total atmospheric energy flux, respectively.  The 
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variables ψ(FA) and χ(FA) are adopted and their variations are examined to verify the 
research hypotheses of this study.  The ψ(FA) and χ(FA) over the polar regions will be 
calculated using a scheme designed by Chen et al. (2008) on the National Meteorological 
Center octagonal grid.   
 
 
Different climate modes can affect TE change at different latitudes and the 
linkage between these climate modes can carry TE poleward from tropics into 
the poles, and, in turn, affect the polar energy budget. 
Figure 1.1  A schematic diagram illustrating the hypothesis for examining the cause of poleward 
propagation of interannual variation of TE and its impact on the polar energy budget.  
The convergence and divergence center of atmospheric energy flux are represented by 
Con. and Div. 
 
 
For discussing the polar climate change on the interannual timescale, hypotheses are 
raised based on the anomalies of ψ(FA) and χ(FA) during the 1988/89 DJF season when a 
minimum phase of Arctic TE occurred.  In Fig. 1.2, negative values of ψ(FA) and χ(FA) are 
Div. 
Con.
Con. 
2008a 
 15
observed over the polar regions.  It will be shown in latter discussion that the internal energy, 
which is determined by temperature, contributes the most variability of TE.  Based on this 
knowledge, impacts of energy on the polar climate are inferred as follows: 
1) Smaller (larger) TE in the polar regions is related to lower (higher) temperature which is 
coupled with a stronger (weaker) polar low circulation.   
2) Related to a stronger (weaker) polar circulation, an increase (decrease) of precipitation is 
expected in the polar regions.   
3) Corresponding to the lower (higher) temperature, a decrease (increase) of outgoing 
longwave radiation could be observed over the Arctic regions.  To balance the reduced 
(increased) outgoing longwave radiation, the energy converging into the polar regions is 
reduced (increased) in years with smaller (larger) TE over the polar regions. 
These inferences will be verified based on the discussions of polar energy balance processes. 
 
 
 
Figure 1.2  A schematic diagram illustrating the hypothesis for the possible local impacts from the 
polar energy change in the view of polar energy budget. 
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• Intraseasonal variation of atmospheric energy transport 
A schematic diagram illustrating hypotheses for the cause of poleward propagation of 
energy is displayed in Fig. 1.3.  It was mentioned in the Literature Review that the 
intraseasonal variation of atmospheric circulation over the tropics and the polar regions is 
mainly regulated by MJO and the high-latitude 30-60 day mode, respectively.  Considering 
the possible roles of these two 30-60 day modes in regulating the atmospheric angular 
momentum (e.g., Chen and Weng 1997), it is hypothesized that: 
1) TE over the tropical regions is mainly modulated by an east-west wavenumber one 
dominated atmospheric circulation pattern related to MJO.  In contrast, TE over the 
northern (southern) hemisphere polar regions is mainly dominated by a 30-60 day mode 
with annular structure, which is defined as NH (SH) polar mode in Fig. 1.3.   
2) The poleward propagation of TE at the low-latitudes and at the northern (southern) 
hemisphere middle-high latitudes is carried out by atmospheric circulations modulated by 
MJO and the NH (SH) polar mode, respectively.   In addition, the propagation of TE is 
led by χ(FA) with different ψ(FA)-χ(FA) relationships at different latitudes.   
3) Similar to the interannual timescale, the change of the divergent component of 
atmospheric energy flux should change the polar energy budget when poleward 
propagating TE reaches the polar regions on the intraseasonal timescale.   
For the issues related to the intraseasonal timescale polar climate changes, it is 
hypothesized that the relationship between precipitation, radiation and polar energy change 
with the intraseasonal timescale is similar to that with the interannual timescale, as described 
in Fig. 1.2.  Because the polar energy budget is different between warm and cold seasons 
(e.g., Nakamura and Oort 1988), analyses dealing with the intraseasonal variation of 
atmospheric energy in the warm and cold seasons are separated.  This separation is based on 
the annual variation of incoming solar radiation shown in Nakamura and Oort (1988) 
documented in Appendix A. 
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Figure 1.3  A schematic diagram illustrating the possible interaction between the tropical energy 
sources and polar energy sinks on the intraseasonal timescale. 
 
 
V. Thesis organization 
The remaining contents of this thesis are arranged into several chapters.  General data 
and methodology are described in Chapter 2.  Chapter 3 is a study exploring the interannual 
variation of the polar energy budget and its climatic implications.  Chapter 4 is a study 
exploring the intraseasonal variation of the polar energy budget and its climatic implications.  
General conclusions from the two presented studies and recommendation for future works 
are provided in Chapter 5.   
2008b 
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CHAPTER 2.  GENERAL DATA AND METHODLOGY 
 
I. Data sources 
The ECMWF Reanalysis-40 (ERA-40; Uppala et al. 2005) provides an improved 
representation for the high latitude atmospheric circulation variability relative to the NCEP1 
and NCEP2 reanalysis (e.g., Manney et al. 2005, Marshall 2003).  Thus, data for calculating 
the energy transport, the surface latent heat fluxes, and surface sensible heat fluxes are 
obtained from ERA-40.  For the radiation data, the ISCCP-FD (global radiative flux data 
product of International Satellite Cloud Climatology Project; Rossow and Zhang 1995) 
productions are adopted.  For the precipitation analysis, the CMAP (CPC Merged Analysis of 
Precipitation; Xie and Arkin, 1997) product is examined.  The spatial resolution of ERA-40, 
ISCCP-FD, and CMAP are all 2.5°×2.5°.  Because the ERA-40 data ends at August 2002 and 
the sea ice data starts at 1979, only the time period from January 1979 to August 2002 will be 
thoroughly analyzed in our study. 
 
II. Methodology 
a. Vertically integrated atmospheric energy flux   
The four components of total atmospheric energy are internal energy (CpT), potential 
energy (gZ), latent energy (Lq), and kinetic energy [KE= (u2+v2)/2].  For simplification, the 
vertical integral is used to make a variable which can represent the total atmospheric energy 
for the entire air column (TE) (e.g., Peixoto and Oort 1992) 
         TE = ∫ +++= Ps 21- 0 /2)dpVLqgZ(CpTgTE ,                 (2.1) 
where Sp , Cp, T, g, Z, L, q, and V are surface pressure, specific heat capacity, temperature, 
gravity, geopotential height, latent heat, specific humidity, and wind fields, respectively.  
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Multiplying Eq. (2.1) with wind fields, one can obtain the vertically integrated total 
atmospheric energy flux (hereafter: FA) expressed as:  
        FA= ∫ SP01-g V (CpT+gZ+Lq+V2/2)dp                                              (2.2) 
Eq. (2.2) can be separated into a rotational (FR) and divergent component (FD): 
FA= F R + FD = k ×∇ψ(FA) + ∇χ(FA),                                           (2.3) 
where ψ(FA) [=∇-2(k•∇×FA)] and χ(FA) [=∇-2(∇•FA)] represent the streamfunction and 
potential function of the vertically integrated total atmospheric energy flux, respectively.  The 
ψ(FA) and χ(FA) in the polar regions will be calculated using a scheme designed by Chen et 
al. (2008) on the National Meteorological Center octagonal grid.  For more detailed 
information and implications of ψ(FA) and χ(FA), the reader is referred Boer and Sargent 
(1985).  
b. Energy budget over the polar regions 
 In addition to the total atmospheric energy divergence (∇•FA), the surface flux (FSFC) 
and radiation flux at the top of the atmosphere (FTOA) are two other important components of 
the polar energy budget.  The polar energy budget can be expressed by the following 
equation (e.g., Peixoto and Oort 1992): 
  ,FFF
t
TE
SFCTOAA
↑↓ +=•∇+∂
∂     (2.4)  
where FTOA↓ is the net downward radiation flux at the top of the atmosphere, which is the 
difference between the incoming shortwave radiation and the outgoing longwave radiation at 
the top of the atmosphere, and FSFC↑ is the net upward surface flux, which is a combination of 
sensible heat flux, latent heat flux, net shortwave, and net longwave radiation flux at the 
surface.  Nakamura and Oort (1988) have shown that the JJA- or DJF-averaged storage term 
of TE (
t
TE
∂
∂ ) is close to zero.  Thus, Eq. (2.4) for the JJA or DJF season can be simplified as: 
        ∇•FA = FTOA↓ +FSFC↑.      (2.5) 
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The simplified equation described in Eq. (2.5) can be applied for the polar energy budget at 
the maximum or minimum phase of TE whose (
t
TE
∂
∂ ) is also close to zero.  According to Eq. 
(2.5), the change of ∇•FA would be balanced by the change of FTOA and FSFC.   
c. The maintenance of χ(FA) 
According to Eq. (2.2), ∇•FA can be separated into two parts:   
 ](Lq)dpg[])dp2/gZ(CpTg[F SP
0
1-SP
0
21-
A ∫∫ •∇+++•∇≅•∇ VVV .                   (2.6) 
Holopainen and Fortelius (1986) discussed the relationship between CpT+gZ+V2/2 (defined 
as E) and the atmospheric diabatic heating (hereafter: Q& ).  It was shown in their Eq. 4 that    
                    )(E
p
 E
2
1(CpT
t
Q )2 ω∂
∂+•∇+∂
∂= + VV& ,             (2.7) 
where ω is vertical velocity.  By vertically integrating Eq. (2.7), one can obtain  
        
(C)(B)(A)
)dp.(E
p
gE)dp(g)dp
2
1(CpT
t
gdpQg
Ps
0
1-Ps1-P
0
21-P
0
1-
0
SS ∫∫∫∫ ∂∂+•∇++∂∂= ωVV&    (2.8) 
Because term (A) and (C) are one to two orders of magnitude smaller than term (B), Eq. (2.8) 
can be rewritten as   
                     ].KE)dpgZ(CpTg[E)dp(gdpQg Ps1-Ps1-Ps1-
000 ∫∫∫ ++•∇≅•∇≅ VV&                   (2.9) 
Substituting Eq. (2.9) into Eq. (2.6), one can obtain 
Q].[LdpQgF
Ps
0
1-
A •∇+≅•∇ ∫ &                                    (2.10) 
,Lχ)dpQg(χ)χ(F Q
Ps
0
1-
A +≅ ∫ &                                      (2.11) 
where ∫= SP01- (Lq)dpgQ V  is the vertically integrated water vapor transport.  Equation (2.11) 
can be used to describe how χ(FA) is maintained by dp)Q(gχ SP
0
1- ∫ &  (the potential function of 
dry static diabatic heating) and LχQ (the potential function of moist latent energy).   
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d. Water vapor budget analysis 
 The maintenance of the precipitation was explored using the water vapor budget 
analysis.  The water vapor budget equation can be written as 
PEQ
t
W −=•∇+∂
∂ v     (2.12) 
where ∫= Ps0 dpqg1-W  is the total precipitable water, g is gravity, q is the specific humidity, 
and Sp  is the surface pressure.  The second term, Q
v•∇ , indicates the convergence or the 
divergence of the vertical-integrated vapor flux ( ∫= SP0 dpqVg1Q
vv ; where V
v
 is the horizontal 
wind filed).  P and E indicate the precipitation and the evaporation, respectively. 
 In this study, the modified equation for the water vapor budget is adopted instead of 
the original equation.  The water vapor transport can be represented by the rotational and 
divergent components, DR QQQ
vvv +=  (Chen, 1985), where  
QR kˆQ ψ∇×=
v
 
    and  QD kˆQ χ∇×=
v
. 
The Qψ  and Qχ  are calculated by solving Poisson’s equation with the T31 spherical 
harmonic method.  Since 0Q R =•∇
v
, the water vapor budget can be represented as  
PE
t
W
Q
2 −=χ∇+∂
∂ .    (2.13) 
Because ∂W/∂t is generally small, Eq. (2.13) can be simplified as (e.g., Yoon and Chen 
2006):  
     PE~Q2 −χ∇      (2.14) 
Based on Eq. (2.14), the relationship between P and the potential function of latent energy 
flux L Qχ  [= L∇-2(∇•Q)] can be expressed as: 
     P ∝ L Qχ .       (2.15) 
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CHAPTER 3. INTERANNUAL VARIATION OF THE ENERGY 
BUDGET OVER THE POLAR REGIONS AND ITS  
CLIMATIC IMPLICATIONS 
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Abstract 
A companion study (Chen and Huang 2008) found that the alternation of circulations 
related to ENSO, PNA, NAO, and AO (ENSO, PSA, and SAO) is responsible for the 
poleward propagation of angular momentum in the northern (southern) hemisphere.  It can be 
inferred from the poleward propagation of angular momentum that energy change in the 
tropical regions should be manifested in the polar regions through this poleward propagation.  
The present study explores if these climate modes play a role in linking the energy change 
between tropical regions and polar regions.  Examination of this issue will help explain the 
variation of the polar energy budget and polar climate systems in relation to the change of 
tropical energy.   
It is found that a poleward propagation of total atmospheric energy connecting the 
tropics and the polar regions on the interannual timescale indeed exists.  Analysis suggests 
this energy propagation is led by the divergent component of total atmospheric energy flux.  
During the propagating process, the change of the divergent component of total atmospheric 
energy flux over the northern (southern) hemisphere stimulates anomalous circulation 
patterns similar to those of ENSO, PNA, NAO, and AO (ENSO, PSA, and SAO). When a 
positive (negative) energy anomaly originating from the tropics reaches the polar regions, the 
polar low circulation is weakened (strengthened), coupling with less (more) diabatic heating 
over the polar regions.  It is found that less (more) diabatic heating over the polar regions 
leads to more (less) energy flux converging into polar regions, and, in turn, affects the polar 
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energy budget.   
The change in the polar energy budget is affected by the change of tropical energy 
associated with poleward propagation.  Corresponding to the maximum (minimum) energy 
anomaly in the polar regions, an increase (decrease) of outgoing longwave radiation and a 
decrease (increase) of precipitation over the polar regions is observed.  Maintenance 
mechanisms for these polar climate changes are discussed. 
 
I. Introduction 
The global total atmospheric energy undergoes interannual variations.  It can be 
inferred from previous studies dealing with the poleward propagation of atmospheric angular 
momentum (hereafter: Mr) (e.g., Dickey et al. 1992; Chen et al. 1996) that total atmospheric 
energy should exhibit a propagating signature from the tropics into the polar regions on the 
interannual timescale.  The energy changes in the tropical regions may be manifested in the 
polar regions due to this poleward propagation.  This perspective can be used for discussing 
the connection between tropical energy change and polar energy change.  A better knowledge 
of this issue increase understanding of the interannual variation of the polar energy budget 
and its climate implication.   
Several climate modes that reveal the interannual variation of the global circulation 
have been identified by previous studies.  The tropical circulation is mainly regulated by the 
El Niño Southern Oscillation (ENSO) events (e.g., Kidson 1988).  In the northern 
hemisphere middle-latitudes, the Pacific North America (PNA) and the North Atlantic 
Oscillation (NAO) patterns are the major teleconnections revealed in the circulation 
anomalies (e.g., Kushnir and Wallace 1989).  In the southern hemisphere middle-latitudes, 
the Pacific South America (PSA) pattern is an important climate mode (e.g., Kidson 1999).  
Over the Arctic and Antarctic regions, the circulation anomalies are mainly dominated by the 
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Arctic Oscillation (AO) and the Southern Arctic Oscillation (SAO), respectively (e.g., 
Thompson and Wallace 2000; Kidson 1999).  These climate modes play important roles in 
regulating the poleward propagation of Mr (e.g., Chen and Huang 2008). 
Previous investigations of Mr offer indications for how several climate modes work 
together to affect the variation of kinetic energy.  The poleward propagation of Mr was first 
noted by Dickey et al. (1992).  Later, Chen et al. (1996) indicated that the oscillation of 
circulation between cold and warm ENSO events can result in the poleward propagation of 
Mr.  Recently, Chen and Huang (2008) argued that ENSO events mainly affect the poleward 
propagation of Mr between the tropics and the subtropics.  In contrast, the PNA, NAO, and 
AO (PSA and SAO) patterns are more important than the ENSO events for the poleward 
propagation of Mr from the northern (southern) hemisphere middle-latitudes toward the 
North (South) Pole (Chen and Huang 2008).  The total atmospheric energy consists of 
internal energy, potential energy, latent energy and kinetic energy (e.g., Pexioto and Oort 
1992).  Considering that the kinetic energy is one to two orders of magnitude smaller than 
other components of the total atmospheric energy (explained later), it is still unclear how 
different climate modes interact with each other to affect the total atmospheric energy change, 
and an effort should be made to explore this issue. 
The change of the global circulation can affect the atmospheric eddy activity, and, in 
turn, affect the atmospheric energy transport.  It was pointed out that the Hadley circulation is 
stronger in warm ENSO years than in cold ENSO years (e.g., Oort and Yienger 1996).  The 
intensified Hadley circulation can transport more heat from the tropics to the high-latitudes 
(e.g., Moore and Haar 2001; Held 2001).  During a positive PNA event, transports of sensible 
heat fluxes across 45o-55oN are stronger than normal (e.g., Rogers and Raphael 1992).  In a 
positive NAO or AO year, heat transport by the atmosphere toward the Artic regions is 
increased (e.g., Carleton 1988) and the Arctic heat budget is affected (e.g., Adams et al. 2000; 
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Semmler et al. 2005).  Over the southern hemisphere, the PSA pattern mainly affects the heat 
transport at the middle-latitudes (Christoph et al. 1998) and the heat transport poleward 
increases in the positive phase of SAO (Hall and Visbeck 2002).  From these studies, it can 
be inferred that the interannual variation of global atmospheric energy transport is not 
dictated by a single climate mode.  However, an examination of contributions from all 
possible climate modes to the atmospheric energy transport has not been done.   
The atmospheric energy budget has often been adopted in previous studies to explore 
the balance between energy sources/sinks and the transports of atmospheric energy flux (e.g., 
Nakamura and Oort 1988).  Previous studies have suggested that the atmospheric circulation 
depicted by different climate modes can modulate the atmospheric energy transport in 
different ways (e.g., Rogers and Raphael 1992; Klinger and Marotzke 2000).  Recently, some 
linkages between several climate modes (including ENSO, PNA, NAO, AO, PSA and SAO) 
have been found through examining the causes of poleward propagation of Mr (Chen and 
Huang 2008).  In relation to these studies, several scientific issues are raised for examining 
the interannual variation of the polar energy budget and polar climate changes:   
1)  What causes the interannual variation of total atmospheric energy in the polar regions?  Is 
this variation linked to the variation of total atmospheric energy in the tropics through 
poleward energy propagation? 
2)   How do climate modes work together to affect the variation of the polar energy budget?  
3)  What changes to the polar climate systems (e.g., precipitation and outgoing longwave 
radiation) are affected by poleward energy propagation? 
The relationship between the interannually varying midlatitude stationary wave 
patterns (e.g., PNA, NAO) and the low-latitude thermal forcing have been examined by 
numerous studies (e.g., Hoskins and Karoly 1981; Simmons 1982; Branstator 2002).  In the 
extratropics, the PNA pattern defined by Wallace and Gutzler (1981) has become known as 
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the direct linear response to El Niño/La Niña SST forcing.  In addition, the Rossby wave 
propagation has been invoked to explain this linear response.  The formation of the PNA 
pattern has been studied as a time-independent solution to various equation sets, including 
barotropic models forced with a subtropical vorticity source (Branstator 1985; Held and 
Kang 1987; Held et al. 1989), baroclinic models forced directly with equatorial heating (Ting 
and Held 1990; Ting and Sardeshmukh 1993).  On the other hand, the time-dependent studies 
by Jin and Hoskins (1995) and Hall and Derome (2000) pointed out that a time scale of about 
two weeks was necessary for the extratropical atmosphere to establish a direct response to the 
tropical forcing.  Although the time-scale of the response of the extratropical atmosphere to 
the tropical forcing suggested by Jin and Hoskins (1995) is about two weeks, a longer time 
scale of the response might be found by a proper examination.  Perhaps, an examination of 
the contribution of climate modes embeded in the Rossby wave trains (e.g., PNA, PSA, NAO, 
etc.) to the poleward propagation of atmospheric energy flux could give the meteorology 
community a different view of the middle-high latitude Rossby wave response to the tropical 
forcing on a longer timescale.  
For the relationship between atmospheric circulation and atmospheric energy change, 
it can be found through examining the rotational component of atmospheric energy flux.  
Boer and Sargent (1985) and Boer (1989) introduced the streamfunction, ψ(FA), and potential 
function, χ(FA), of vertically integrated total atmospheric energy to depict the global 
distribution of the annual variation of atmospheric energy flux.  It has been shown that the 
annual variation of ψ(FA) is coherent with the atmospheric circulation change, and the global 
distribution of χ(FA) explains how energy is transported from tropical regions into high-
latitude regions.  Following Boer and Sargent (1985), the interannual variation of χ(FA) and 
ψ(FA) are examined to explore how different climate modes regulate the atmospheric energy 
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transport.   
The remaining contents are arranged as follows.  Section II describes the data and 
methodology.  In Section III, the interannual variation of energy in the polar regions and its 
relationship with the tropics are discussed.  Section IV examines how the variation of energy 
in the tropics is manifested in the polar regions.  Section V explores the variation of the polar 
energy budget and polar climate on the interannual timescale.  In Section VI, concluding 
remarks are offered. 
 
II. Data and methodology 
For information on the method used to obtain ψ(FA) and χ(FA), the polar energy 
budget equation, the maintenance of χ(FA), the water vapor budget equation, and data 
sources, the reader is referred to Chapter 2.  The climatic indices, time filtering procedure, 
and criteria of cases for composites are described below: 
a. Climatic indices 
The average tropical Pacific sea surface temperature in the NINO3.4 region (170oW-
120oW, 5oS-5oN) is used by the National Oceanic and Atmospheric Administration as the 
ENSO index.  The monthly mean climate indices of NINO3.4, AO, SAO, NAO, and PNA 
that are used in this study are provided by the National Weather Service Climate Prediction 
Center.  In addition, the method used by Kidson (1988) for the identification of the PSA 
pattern is adopted to generate monthly mean time series of the PSA index.   
b. Time filtering procedure and criteria of cases for composites 
To focus on the interannual timescale, the first-order Butterworth lowpass filter 
(Murakmi 1979) is applied to damp signals with periods shorter than 18 months.  Any 
variable treated with this filtering procedure is denoted by ∆(   ). 
The time series of ∆TE area-averaged between 10oS-10oN, 70oN-90oN, and 70oS-90oS 
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is defined as the tropical ∆TE, Arctic ∆TE, and Antarctic ∆TE indices, respectively.  The 
threshold for cases selected to generate maximum (minimum) composites is greater than 0.8 
(smaller than -0.8) standard deviation of an analyzed index. 
 
III. Interannual variation of energy in the polar regions and the tropics 
a. Possible relationship between polar energy change and tropical energy change 
 Shown in Fig. 3.1a is the global distribution of the annual mean of (FTOA↓ +FSFC↑) 
which consists of positive values over the areas between 42.5oS and 42.5oN.  According to 
the law of global energy conservation, more (less) energy gain in the low-latitudes should be 
balanced by more (less) energy loss in the high-latitudes.  To illustrate the interannual 
variation of energy gain and loss at different latitudes, time series of ∆(FTOA↓+FSFC↑) 
averaged between (42.5oN-90oN), (42.5oS-42.5oN) and (42.5oS-90oS) are shown in Fig. 3.1b.  
It is found that the correlation coefficient between time series of ∆(FTOA↓+FSFC↑) (42.5oS-
42.5oN) and ∆(FTOA↓+FSFC↑) (42.5oN-90oN) is -0.8.  In addition, the correlation coefficient 
between time series of ∆(FTOA↓+FSFC↑) (42.5oS-42.5oN) and ∆(FTOA↓+FSFC↑) (42.5oS-90oS) is 
-0.7.  Statistically, these high correlation coefficients imply that the interannual variation of 
energy in the low-latitudes is manifested in the middle-high latitudes.  Based on this 
implication, further examination is performed to examine the physical linkage between the 
change of ∆(FTOA↓+FSFC↑) at low-latitudes and middle-high latitudes.   
It is inferred from the atmospheric energy budget expressed in Eq. (2.4) that the 
change of ∆(FTOA↓+FSFC↑) should be indicated by the change of total atmospheric energy, i.e. 
∆TE.  The relationship between ∆TE in the polar regions and other regions can be viewed 
from a latitude-time diagram of zonally-averaged ∆TE (Fig. 3.2).  As shown in Fig. 3.2, the 
poleward propagation of ∆TE connecting the tropics and the polar regions is visible.  
Furthermore, it appears that some of the extreme phases of polar ∆TE are related to the 
 39
propagation of low-latitude energy while other extreme phases are not, suggesting two 
possibilities for the cause of ∆TE in the polar regions: remote impacts from low-latitudes and 
in-situ oscillation within the polar regions.  Through examining the cause of poleward 
propagating ∆TE, the physical linkage of energy change between the tropics and the polar 
regions might be explained.   
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Figure 3.2 The latitude-time diagram of the 18-month lowpass filtered zonally-averaged total 
atmospheric energy during the time period from 1960Jan to 2001Dec.  The contour 
interval of ∆TEz is 5×106J kg-1.   The 18-month lowpass filtered AO, NINO3.4, and 
SAO index are displayed in the top, middle, and bottom panel of Fig. 3.2.  The dash 
lines connecting the NINO.3.4 index and AO/SAO index illustrating that AO/SAO 
is time-lagged in relation to ENSO are from Chen and Huang (2008). 
 
 
The alternation of circulation is frequently coupled with the variation of temperature, 
geopotential height and wind fields, which are variables important in determining the 
variation of ∆TE.  The northern and southern hemisphere polar circulations are mainly 
regulated by the AO and SAO events, respectively.  To examine the causes of ∆TE in the 
Arctic (Antarctic) regions, the 18 months low-pass filtered AO (SAO) index is added to the 
top (bottom) panel of Fig. 3.2, from which it appears that ∆TE in the Arctic (Antarctic) 
regions has a close relationship with the AO (SAO) index.  This close relationship implies 
that ∆TE in the Arctic (Antarctic) regions is possibly a response from the alternation of 
circulation between positive and negative AO (SAO) events.  More evidence for supporting 
this argument will be provided later. 
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In contrast with the polar regions, the tropical ∆TE seems related to the alternation of 
circulation between warm and cold ENSO events (indicated by the NINO3.4 index added in 
the middle panel of Fig. 3.2).   Chen and Huang (2008) found that most AO (SAO) events are 
time-lagged in relation to the ENSO events, which is seen by the dash lines connecting the 
NINO3.4 and AO (SAO) indices in Fig. 3.2.  In the current study, we find that when AO 
(SAO) events are time-lagged in relation to ENSO events, ∆TE in the Arctic (Antarctic) is 
affected by the tropical ∆TE through poleward propagation.  In contrast, when AO (SAO) 
events are not related to ENSO events, ∆TE in the polar regions is caused by the in-situ 
oscillation of the polar circulation.  A table summarizing the causes of polar energy change 
on the interannual timescale is shown in the Appendix B.  Because more than 80% of the 
extreme phases of polar ∆TE documented in Appendix B are related to the tropical ∆TE, 
scientific issues regarding the poleward propagation of ∆TE are focused on in the rest of this 
study.  A future study is planned to examine the in-situ oscillation of polar energy change. 
b. Roles of climate modes in linking energy change between tropics and polar regions 
There might be more than one climate mode of circulation regulating the poleward 
propagation of ∆TE.  The Empirical Orthogonal Function (EOF) analysis has been adopted 
by numerous studies to identify important climate modes for illustrating the circulation 
change (e.g., Kidson 1988).  Thus, to examine major climate modes depicting the global ∆TE 
change, the EOF analysis is applied on ∆ψ(FA).  Recall from Fig. 3.2, the maximum 
variability of ∆TE often occurs during the winter seasons [DJF and JJA for the northern and 
southern hemisphere, respectively].  Focusing on the winter seasons, the first four principal 
modes of the EOF analysis for DJF- and JJA-averaged ∆ψ(FA) over the areas between 20oN-
90oN and 20oS-90oS are plotted in Fig 3.3a and Fig. 3.3b, respectively. 
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 It can be inferred from Fig. 3.3a that ENSO, PNA, NAO and AO are the major 
climate modes for depicting the interannual variation of ∆TE in the northern hemisphere.  As 
shown in Fig. 3.3a, the percentages of the first four principal modes of northern hemisphere 
∆ψ(FA) are 51.1%, 21.7%, 11.2% and 10.9%.  A sum of these percentages is larger than 95%, 
Figure 3.3 The first four principal modes of the EOF analysis of ∆ψ(FA) over (a) 20oN-90oN, and 
(b) 20oS-90oS in the winter season [DJF (JJA) for northern (southern) hemisphere] 
during the time period from 1979 to 2001.  The contour interval of ∆ψ(FA) is 1015 J·s-1.
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implying that the northern hemisphere ∆ψ(FA) is mostly explained by the four principal 
modes of Fig. 3.3a.  By computing the correlation coefficients between eigen-coefficients 
(C1~C4) from Fig. 3.3a and indices of several climate modes, it is found that C1, C2, C3 and 
C4 of Fig. 3.3a are closely related to the NINO3.4, AO, NAO and PNA indices, respectively 
(Table 3.1).  Further comparing the eigenvectors (E1~E4) from Fig. 3.3a and their related 
anomalous circulations, similarities are observed.  For example, E2 of Fig. 3.3a has a similar 
annular structure to the anomalous circulation related to a positive AO event.  For E3 of Fig. 
3.3a, the opposite oscillation between Iceland and the Azores implies that the variation of 
∆TE over the North Atlantic Ocean might be regulated by NAO events.  In contrast, a high-
low-high-low teleconnection pattern appearing over the central Pacific and North American 
regions in E4 of Fig. 3.3a is a good indication that PNA has an impact there.   
 
Table 3.1 Values of correlation between climate modes and eigencoefficients of Fig.3.3a 
 
index 
Fig. 3.3a NINO3.4 AO NAO PNA 
C1 0.75 -0.19 0.17 0.40 
C2 -0.41 0.84 0.52 -0.33 
C3 -0.41 0.25 0.65 -0.27 
C4 0.26 -0.05 0.32 0.73 
  
 
Over the southern hemisphere, possible contributions from ENSO, PSA and SAO to 
the interannual variation of atmospheric energy change are suggested by Fig. 3.3b and Table 
3.2.  Table 3.2 shows correlation coefficients between C1~C4 of Fig. 3.3b and indices of 
NINO3.4, PSA, and SAO.  As shown in Table 3.2, C1 of Fig. 3.3b is closely related to the 
NINO3.4 index (σ=0.70), implying that the atmospheric energy changes can be regulated by 
the alternation of circulation associated with ENSO events.  For the second principal mode of 
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Fig. 3.3b, not only does E2 have an annular structure similar to the SAO pattern, but C2 is 
also highly correlated to the SAO index.  In contrast, C3 and C4 of Fig. 3.3b are related to 
the PSA index (Table 3.2).  In addition, E3 of Fig. 3.3b is similar to the PSA teleconnection 
patterns described in Kidson (1988).  These findings indicate that ENSO, PSA, and SAO are 
the major climate modes regulating the southern hemisphere ∆TE. 
 
Table 3.2 Values of correlation between climate modes and eigencoefficients of Fig. 3.3b 
 
index
Fig. 3.3b NINO3.4 SAO PSA 
C1 0.70 -0.01 -0.05 
C2 -0.15 0.91 0.41 
C3 -0.19 -0.34 0.70 
C4 0.17 -0.29 0.60 
 
 
Possible roles of climate modes in connecting the tropical energy change and polar 
energy change can be revealed from the horizontal variance of ∆TE [Var(∆TE)] displayed in 
Fig. 3.4a.  It was found that the locations of maximum Var(∆TE) (numbered by 1-6 in Fig. 
3.4a) are similar to the action centers of anomalous circulations related to ENSO (location 1 
in Fig. 3.4a), PNA (2, 3), NAO (4), AO (4), PSA (5) and SAO (6).  In other words, different 
climate modes may regulate ∆TE at different latitudes.  This argument is supported by Fig. 
3.4b which shows the correlation coefficients between several climate indices and the 
latitude-time diagram of ∆TE from Fig. 3.2.  According to the high correlation coefficients 
revealed from Fig. 3.4b, it is suggested that:  
1) The tropical ∆TEz is mainly regulated by the atmospheric circulation related to ENSO 
events. 
2) Over the northern hemisphere, the ∆TEz propagating poleward from the middle-latitudes 
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into Arctic regions is possibly caused by the regulation from the atmospheric circulations 
related to PNA, NAO, and AO events, one after the other. 
3) Over the southern hemisphere, the alternation of circulation between ENSO, PSA, and 
SAO may be responsible for the propagation of ∆TEz from the tropics to the Antarctic 
regions.  
 
 
 
Figure 3.4 (a) The variance of the 18-month lowpass filtered TE during the time period from 1979 to 
2001. The contour interval of (a) is 3×1013 J2·kg-2. (b) The correlation coefficients 
between different climate indices and the latitude-time diagram of zonally-averaged ∆TE 
in Fig. 3.2. 
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It is supported by Figs. 3.2-3.4 that the variation of ∆TE in the Arctic (Antarctic) 
regions is possibly a response to the alternation of circulation from a positive to a negative 
AO (SAO) event.  In view of previous studies, there is an ongoing debate arguing the roles of 
tropical forcing in causing an AO-like anomalous circulation.  Li et al. (2006) have shown 
that an AO-like pattern can be induced by the western Pacific sea surface temperature 
anomalies at 155oE.  In contrast, Greatbatch et al. (2003) have suggested that extratropical 
forcing has a larger impact than tropical forcing in causing AO-like patterns.  The 
extratropical forcing might explain the extreme phases of ∆TE in the polar regions which are 
not related to the tropical energy changes.  As mentioned previously, a future study is 
planned for this issue. 
It is also supported by Figs. 3.2-3.4 that ENSO, PNA, NAO and AO (ENSO, PSA, 
and SAO) should be considered together when discussing the poleward propagation of ∆TE 
over the northern (southern) hemisphere.  The mechanisms for generating a PNA-like 
circulation were suggested by numerous previous studies.  These mechanisms include basic 
Rossby wave propagation from a tropical heating source (e.g., Wallace and Gutzler 1981; 
Horel and Wallace 1981), the barotropic instability of zonally varying time-mean flow (e.g., 
Simmons et al. 1983), and the influence of transient eddies related to middle latitude storm 
actitvites (e.g., Held et al. 1989; Horelng and Ting 1994).  On the other hand, it has been 
argued that NAO-like patterns are a response to a tropical forcing (e.g., Palmer and Anderson 
1994; Pozo-Vasquez et al. 2001; Cassou and Terray 2001) or to an extratropical forcing (e.g., 
Greatbatch et al. 2003).  Although arguments are ongoing, there is no doubt that one can 
observe a PNA-like and a NAO-like teleconnection response to tropical forcing.  Thus, our 
previous argument that these patterns impact the propagation of ∆TE is reasonable.  In the 
next section, analyses were preformed to express how climate modes work together to 
connect the energy changes between the tropics and the polar regions. 
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IV. The poleward propagation of ∆TE 
a. Theme of the relationship between ∆ψ(FA) and ∆χ(FA) 
Based on the knowledge that divergence anomalies can lead to significant sources of 
the rotational flow (e.g., Held and Kang 1987), the alternation of ∆ψ(FA) between several 
climate modes might be linked by the variation of global ∆χ(FA).  By comparing ∆ψ(FA) and 
its related anomalous circulation at 200mb and 850mb (two frequently discussed pressure 
levels in climatic research), ∆ψ(FA) is found similar to ∆ψ(200mb) (i.e. the streamfunction of 
200mb atmospheric circulation; not shown).  To explain this similarity, results revealed in 
Table 3.3 are considered.  As shown in Table 3.3, most of the variability of ∆TE is explained 
by the variation of internal energy related to the atmospheric temperature changes.  
Considering that temperature at 200mb has larger variability than at 850mb, it is reasonable 
to find that ∆ψ(FA) of the vertically integrated ∆TE is similar to ∆ψ(200mb).  In view of this 
similarity, the change of ∆ψ(FA) might be stimulated by ∆χ(FA) following a relationship 
similar to that between ∆ψ(200mb) and ∆χ(200mb) (i.e. the potential function of 200mb 
atmospheric circulation). 
 
Table 3.3 Comparison between the variance of different components of the total atmospheric energy 
[i.e. Variance (different type of energy)/Variance (total atmospheric energy)] during the 
time period from 1979 to 2001 
 
Variable 
 
Domain 
Internal 
energy 
∆(CpT) 
Potential 
energy 
∆(gZ) 
Latent  
heat 
∆(Lq) 
Kinetic 
energy 
∆(V2/2) 
60oN~90oN 79.8% 17.4% 2.7% 0.1% 
30oN~60oN 82.0% 11.1% 6.8% 0.2% 
30oS~30oN 68.9% 7.9% 23.2% 0.1% 
30oS~60oS 80.6% 13.3% 5.6% 0.4% 
60oS~90oS 72.7% 26.6% 0.6% 0.1% 
Global 73.1% 12.4% 14.4% 0.1% 
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A simplified streamfunction budget equation can be expressed as follows (e.g., Chen 
and Chen 1990; Chen 2002):  
χA
χ
2
ψ
2
ψψ
]}f)V[(ζ{f)](ζV[
t
ψ +•−∇∇++∇•−∇=∂
∂ −−
  (3.1) 
where Vψ, Vχ, ζ, and f are the rotational and divergent wind vectors, vorticity, and Coriolis 
parameter, respectively.  ψA(200mb) and ψχ(200mb) are the streamfunction tendencies 
induced by the horizontal advection of total vorticity by rotational flow and the divergence of 
the vorticity flux, respectively.  Numerous studies (e.g., Hoerling and Ting 1994; Hurrell 
1995) found that ψχ(200mb) is important to the maintenance of stationary waves when 
planetary-scale motions are considered.  Chen (2002) inter-compared ∆ψ(200mb), 
∆ψA(200mb), ∆ψχ(200mb) and ∆χ(200mb) related to ENSO event and found that ∆ψ(200mb) 
and ∆χ(200mb) are spatially in quadrature.  Assuming that ∆χ(FA) is similar to ∆χ(200mb), 
Eq. (3.1) can be modified as follows:  
)(Fψ)(Fψ
t
)ψ(F
AχAA
A +=∂
∂ .     (3.2) 
In addition, ∆ψ(FA) and ∆χ(FA) should be spatially in quadrature.   
Chen (2002) suggested that ∆χ(200mb) is a direct atmospheric response to the 
diabatic heat released by western Pacific precipitation anomalies.  Considering this 
suggestion and the maintenance of ∆χ(FA) expressed in Eq. (2.11), ∆χ(FA) and ∆χ(200mb) 
may be connected through dry diabatic heating in the form of dp)Q(gχ Ps
0
1- ∫∆ & .  An inter-
comparison between ∆χ(200mb), dp)Q(gχ Ps
0
1- ∫∆ & , and ∆χ(FA) is performed to verify that the 
assumption for Eq. (3.2) is suitable.  It is found that ∆χ(200mb) is similar to dp)Q(gχ Ps
0
1- ∫∆ &  
both spatially and temporally (not shown), which is in agreement with Chen (2002).  On the 
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other hand, for the relationship between dp)Q(gχ Ps
0
1- ∫∆ &  and ∆χ(FA), suggestions are 
provided by Fig. 3.5.   
 
 
Figure 3.5 The longitude-time diagram of (a) ∆χ(FA), (b) dp)Q(gχ Ps
0
1- ∫∆ & , and (c) ∆LχQ averaged 
between 10oS-10oN. Their contour interval (a), (b) and (c) is 2×1014 J·s−1, 4×1014 J·s−1, 
and 4×1014 J·s−1, respectively. 
 
 
Displayed in Fig. 3.5a is the longitude-time diagram of ∆χ(FA) averaged between 
10oS-10oN.  Following Eq. (2.11), ∆χ(FA) is separated into dp)Q(gχ Ps
0
1- ∫∆ &  (Fig. 3.5b) and 
∆LχQ (Fig. 3.5c).  As revealed in Fig. 3.5, the variation of ∆χ(FA) is often in-phase with 
dp)Q(gχ
Ps
0
1- ∫∆ & , suggesting that large diabatic heating in the tropics could result in large 
atmospheric energy flux diverging out from the tropics.  It is known that an increase of 
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diabatic heating [i.e. dp)Q(gχ Ps
0
1- ∫∆ & <0] is often coupled with an increase of precipitation.  
To maintain the increase of precipitation, an increase of water vapor convergence [i.e. 
∆LχQ>0] is required.  Thus, it is not surprising that an out-of-phase relationship exists 
between dp)Q(gχ Ps
0
1- ∫∆ &  and ∆LχQ.  Because ∆χ(FA) is similar to dp)Q(gχ Ps01- ∫∆ &  and the 
latter is similar to ∆χ(200mb), the assumption for Eq. (3.2) that ∆χ(FA) is similar to 
∆χ(200mb) is reasonable. 
The change of ∆χ(FA) is argued to be an important element in determining the 
movement of ∆ψ(FA).  The spatial relationship between ∆ψ(FA) and ∆χ(FA) can be inferred 
from the relationship between ∆ψ(200mb) and ∆χ(200mb).  Chen and Huang (2008) 
suggested that over the tropical Sverdrup dynamic regions, the active upward motion, 
depicted by upper-level divergence, is observed on the east-side of an upper-level high.  In 
contrast, over the middle-latitude Rossby dynamic regions, active upward motion is observed 
on the east-side of an upper-level low.  These suggestions imply that 
1) Over the northern hemisphere, the negative value of ∆χ(FA) is observed on the east-side 
of the positive value of tropical ∆ψ(FA) coupled with the negative value of middle-
latitude ∆ψ(FA). 
2) In contrast with the northern hemisphere, positive ∆TE over the southern hemisphere is 
depicted by negative ∆ψ(FA) because of the Coriolis Effect.  Thus, for the southern 
hemisphere, a ∆χ(FA)<0 pattern might be observed on the east-side of a tropical 
∆ψ(FA)<0 pattern coupled with middle-latitude ∆ψ(FA)>0 pattern. 
Recall in Fig. 3.2, there is a poleward propagating cycle of positive ∆TE starting at 
the 86/87 winter.  This case is selected to verify the relationship between ∆ψ(FA) and ∆χ(FA).  
∆ψ(FA) and ∆χ(FA) during the warm ENSO event of 86/87 are displayed in Fig. 3.6a and Fig. 
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3.6b, respectively.  In the northern winter, the most pronounced anomalous circulation 
elements associated with the ENSO events are the subtropical anticyclonic couplet straddling 
the equator, and a stationary wave train over the Pacific-North America region.  These 
pronounced elements are revealed in Fig. 3.6a.  For explaining the distribution of ∆χ(FA) 
shown in Fig. 3.6b, the variation of sea surface temperature is considered.  During warm 
ENSO events, high sea surface temperatures are observed over the NINO3.4 region.  
Coupled with the high sea surface temperatures, an increase of diabatic heating release could 
be observed over the NINO3.4 region, and, in turn, result in an increase of atmospheric 
energy flux divergence from the NINO3.4 region (marked by D in Fig. 3.6).   
Comparing Fig. 3.6a and Fig. 3.6b, ∆ψ(FA) and ∆χ(FA) are spatially in quadrature.  In 
addition, a reversal of this spatial ∆ψ(FA)-∆χ(FA) relationship across 30o is observed, as 
inferred previously.  A better picture of the ∆ψ(FA)-∆χ(FA) relationship can be gained from 
Fig. 3.6c, which is computed by multiplying the long-wave regime (one to three) of the wind 
fields with the same wave regime of TE.  As shown in Fig. 3.6c, the teleconnection pattern of 
∆ψ(FA) is well depicted.  The divergence of ∆χ(FA) (light stippled areas in Fig. 3.6c) in the 
northern hemisphere is observed on the east-side of the positive tropical ∆ψ(FA) coupled with 
a negative middle-latitude ∆ψ(FA).  Oort and Peixoto (1983) have shown that the standing 
eddies in the middle-latitudes of northern hemisphere winter could transport energy fluxes 
into the Arctic regions.  Rogers and Raphael (1992) found that during positive PNA events 
more transports of eddy sensible heat fluxes across 45o-55oN can be observed than during 
negative PNA events.  As displayed in Fig. 3.6, the teleconnection pattern during warm 
ENSO events is similar to that observed during positive PNA events.  According to Rogers 
and Raphael (1992), the teleconnection pattern of Fig. 3.6 would result in more eddy energy 
fluxes transporting into the polar regions than usual. 
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Figure 3.6    (a) and (b) is the DJF-averaged ∆ψ(FA) and ∆χ(FA) during the 86/87 winter, respectively.  
(c) is the eddy flux of ∆ψ(FA) during the 86/87 winter superimposed with its related 
∆χ(FA). To depict the teleonnection patterns, the long wave regime one to three is 
selected to compute the eddy flux of (c). Below (c), there are polar stereographs of (c) 
for the northern and southern hemisphere. The contour interval of ∆ψ(FA) and ∆χ(FA) is 
5×1015J·s-1 and 7.5×1013J·s-1, respectively.   
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b. Case studies: the connection of energy change between tropics and polar regions 
Following Fig. 3.6, the northern hemisphere DJF-averaged ∆ψ(FA) and ∆χ(FA) during 
the time period from 86/87 to 90/91 is illustrated in Fig. 3.7.  This period is selected to 
explain how climate modes affect the poleward propagation of ∆TE and regulate the 
variation of atmospheric energy transport.  Previously, the alternation of circulation between 
ENSO, PNA, NAO, and AO has been argued to be responsible for the propagation of ∆TE 
over the northern hemisphere.  Supporting this argument, the ∆ψ(FA) in 86/87, 87/88, 88/89 
is similar to that observed during the warm ENSO, positive PNA, and positive NAO/AO 
events, respectively (Fig. 3.7a).  Moreover, the alternation of ∆ψ(FA) between climate modes 
is found to be stimulated by the changes of ∆χ(FA) following the ∆χ(FA)-∆ψ(FA) 
relationships that were previously discussed.  For example, the low-latitude positive ∆ψ(FA) 
in 87/88 is stimulated by a divergence of ∆χ(FA) located on its east-side.  At the same time, 
this distribution of ∆χ(FA) in 87/88 can stimulate a negative ∆ψ(FA) over the middle-latitude 
Pacific Ocean.  In 88/89, the convergence of ∆χ(FA) stimulates the low-latitude negative 
∆ψ(FA) and middle-latitude positive ∆ψ(FA) over the eastern Pacific regions.  These changes 
of ∆χ(FA) between 86/87, 87/88, and 88/89 not only result in positive ∆ψ(FA) propagating 
from the tropics to the middle-latitudes, but also result in negative ∆ψ(FA) propagating from 
the middle-latitudes to the Arctic regions. 
According to the NINO3.4 index, 88/89 is also a cold ENSO event.  The flip-flop 
alternation of ∆ψ(FA) between 86/87 (a warm ENSO event) and 88/89 (a cold ENSO event) 
could also result in positive ∆TE propagating from the tropics to the middle-latitudes.  To 
explain the positive ∆TE propagating from middle-latitudes to the Arctic regions, the 
alternation of circulation between 88/89 (a cold ENSO event), 89/90 (a negative PNA event), 
and 90/91 (a negative NAO/AO event) is considered.  After the positive ∆TE propagates into 
the Arctic regions (e.g. 90/91), a convergence of ∆χ(FA) is observed there which affects the 
Arctic climate systems and the Arctic energy budget.   
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Figure 3.7  The northern hemisphere DJF-averaged (a) ∆ψ(FA) and (b) ∆χ(FA) during the time period 
from 86/87 to 90/91. H, C and D mark the high, convergence, and divergence areas, 
respectively, that are focused on.  The contour interval of (a) and (b) is 5×1015J·s-1 and 
5×1013J·s-1, respectively.  
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It is revealed in Fig. 3.7b that a convergence of ∆χ(FA) is propagating poleward and 
eastward from the Asia monsoon regions toward the Arctic regions during the time period 
from 86/87 to 90/91.  As response to the poleward and eastward propagating ∆χ(FA), the 
variation of ∆ψ(FA) in Fig. 3.7a is modulated by ENSO, PNA, NAO, and AO events, one 
after another.  To examine the southern hemisphere poleward propagation of ∆TE, ∆ψ(FA) 
and ∆χ(FA) during the time period from 87JJA to 91JJA are illustrated in Fig. 3.8, which 
suggests that the flip-flop alternation of ∆ψ(FA) between 87JJA (a warm ENSO event) and 
89JJA (a cold ENSO event) results in positive ∆TE propagating from the tropics to the 
southern hemisphere middle-latitudes.  As response to the change of ∆χ(FA), a negative PSA-
like and a negative SAO-like pattern of ∆ψ(FA) is observed in 90JJA and 91JJA.  The 
alternation of ∆ψ(FA) between 89JJA (a cold ENSO event), 90JJA (a negative PSA event), 
and 91JJA (a negative SAO event) results in positive middle-latitude ∆TE propagating 
poleward toward the Antarctic regions.   Finally, after the positive ∆TE propagates into the 
Antarctic regions, a convergence of ∆χ(FA) is observed there which affects the Antarctic 
climate systems and the Antarctic energy budget. 
Examining other propagating cases of tropical ∆TE, it is found that more than 89.4% 
and 78.9% of tropical ∆TE can propagate into Arctic and Antarctic regions, respectively (see 
Appendix B).  Some common features were found between these propagation cases.  For 
illustrating these common features, composites of ∆[ψ(FA), (-∇•FA)] during the maximum 
phase, two years after the maximum phase, and four years after the maximum phase of the 
tropical ∆TE index are constructed in Fig. 3.9a.  Based on features revealed in Fig. 3.9a, a 
schematic diagram is shown in Fig. 3.9b illustrating the roles of climate modes in regulating 
the poleward propagation of ∆TE and ∆(-∇•FA).   Findings are summarized below: 
1) At the initial stage of the propagation of positive tropical ∆TE (marked by H in Fig. 3.9a), 
∆ψ(FA) is mainly regulated by the warm ENSO event.  This positive ∆TE in the tropical 
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Sverdrup dynamic regions is associated with a divergence (convergence) of atmospheric 
energy flux located on its east (west) side.   
2) Two years after the initial stage, the change of ∆ψ(FA) shown in Fig. 3.9a is similar to the 
circulation change from a warm to a cold ENSO event.  This alternation of circulation 
results in the propagation of positive ∆TE from the tropics to the middle-latitudes.  The 
positive ∆TE in the northern (southern) hemisphere middle-latitudes is embedded in the 
negative PNA (PSA) teleconnection pattern and is coupled with a convergence and 
divergence of atmospheric energy flux located on its east and west side, respectively.    
3) Four years after the initial stage, the northern (southern) hemisphere middle-latitude 
positive ∆TE, which propagated poleward through the negative PNA (PSA) pattern, is 
now propagated toward Arctic (Antarctic) regions by the negative NAO/AO (SAO) 
patterns.  Related to this propagation of ∆TE, the convergence of energy flux is found in 
the polar regions. 
In contrast, for cases in which tropical ∆TE does not propagate toward polar regions are 
associated with conditions in which 1) the change between warm and cold ENSO events is 
not clear (e.g. case 91/92), or 2) different climate indices are in the same phase and not time-
lagged related (e.g. case 61/62 and 63/64).   
To improve the prediction of polar ∆TE, knowledge of the time period needed for a 
tropical ∆TE to propagate into polar regions would be helpful.  According to Fig. 3.2, this 
propagation generally takes about 4-6 years.  On the other hand, it has been suggested that 
the movement of ∆χ(FA) can result in the poleward propagation of ∆TE.  This suggestion 
implies that a similarity may be found between the eastward propagating cycle of ∆χ(FA) and 
the poleward propagating cycle of ∆TE.  As observed in Fig. 3.5a, an eastward propagating 
cycle of tropical ∆χ(FA) from 0o to 360o also takes about 4-6 years.  This finding supports the 
assumption that the poleward propagation of ∆TE is a response to the change of ∆χ(FA).   
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The time-dependent study of the response of extratropical atmosphere to tropical 
forcing made by Jin and Hoskins (1995) pointed out that a timescale of about two weeks is 
required for the equivalent barotropic Rossby wave trains to establish a direct response at 
middle and high latitudes.  Although Jin and Hoskins (1995) mentioned that the existence of 
the low-freqency mode of the reponse of extratropical atmosphere to the tropical forcing was 
not found on the two-weeks timescale of their interest, the low-freqnecy mode might be 
found by other proper methodology different to that used by Jin and Hoskins (1995).  For 
example, in contrast with Jin and Hoskins (1995), the approximately 4-6 years cycle of 
poleward propagation of total atmospheric energy is revealed from the analysis of Fig. 3.9, 
verfying the existence of the low-frequency response of extratropical atmosphere to the 
tropical forcing not examined by Jin and Hoskins (1995).    
The 4-6 years cycle of energy propagation of atmospheric energy relayed carried out 
by stationary eddies from tropics to the polar regions, shown in Fig. 3.9c, is different from 
the physical process of the Rossby wave propagation mentioned by Jin and Hoskins (1995), 
but is similar to the relayed transports of momentum flux by the stationary eddies discussed 
by Chen and Huang (2008a).  It was known that the time-dependent total northward transport 
of energy fluxes consists of two terms — the transport by the stationary eddies and the 
transport by the transient eddies (e.g., Peixoto and Oort 1992).  Comparing the timescale of 
the two-weeks response (Jin and Hoskins 1995) and 4-6 years response (Fig. 3.9) of 
extratropical atmosphere to the tropical forcing, the former and the latter are related to the 
alternation of the transient eddies and stationary eddies of atmospheric circulation, 
respectively.  As observed from the case analysis of Fig. 3.10a, the alternation of transient 
eddies (stippled areas of Fig. 3.10a) between different years suggests the existence of the 
interannual variation of the two-weeks response of Rossby wave.  Note, the magnitude of 
transient eddies shown in Fig. 3.10a is one order smaller than its corresponding stationary 
eddies (contoured areas of Fig. 3.10a), implying that the northward transports of atmospheric 
energy flux on the interannual timescale are not determined by the transient eddies, but by 
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the stationary eddies.  In other words, although the mechanism of the 4-6 years poleward 
energy propagation shown in Fig. 3.9c is different with the physical process of the two-weeks 
response discussed by Jin and Hoskins (1995), the contribution of the former is one order 
larger than the latter to the northward transports of energy flux.  
The relationship between stationary eddies and transient eddies can be inferred from 
previous studies (e.g., Hoerling and Ting 1994; Serreze et al. 1997), examining how the 
middle-latitude storm activities are modulated by the atmospheric circulations related to 
important climate modes (e.g., ENSO, PNA, NAO, and AO).  Generally, the active storm 
activities associated with the stronger middle-latitude jet stream are observed in the warm 
ENSO year (e.g., Nakamura et al. 2002).  Because active middle-latitude storm activities are 
associated with a lower value of transient eddies in the warm ENSO (e.g., 86/87) than the 
cold ENSO (e.g., 88/89) year, this contrast explains why the negative anomalies of transient 
eddies are located north of the positive anomalies of stationary eddies over the tropical 
Pacific Ocean in the warm ENSO year (e.g., 86/87 of Fig. 3.10a).  In order to illustrate how 
the transient eddies are modulated by the stationary eddies of atmospheric energy flux 
observed from Fig. 3.10a, a schematic diagram is constructed in Fig. 3.10b indicating that the 
positive/negative values of transient eddies shifted northward to the polar regions following 
the alternation of stationary eddies change from 86/87, 88/89 to 90/91. 
Previous discussions of Figs. 3.9c and 3.10b can be summarized as not only the 
atmospheric energy flux, but also the transient eddies of the atmospheric circulation, can be 
relayed to carry out by the stationary eddies related to ENSO, PNA, NAO, AO (ENSO, PSA 
and SAO) from the tropics to the northern (southern) hemisphere polar regions.  This 
suggestion leads to another conclusion that both the timescale of the two-weeks response of 
extratropical atmosphere to the tropical forcing (Jin and Hoskins 1995) and the 4-6 years 
cycle of the poleward proagation of atmospheric energy (Fig. 3.9) existed at the same time. 
In addition, the former is modulated by the latter on the interannual timescale variation. 
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V. The interannual variation of polar climate and polar energy budget 
a. The change of polar climate  
The composites of ∆TE and ∆(-∇•FA) time-lagged in relation to the maximum phase 
of the tropical ∆TE index (Fig. 3.11a) suggest that when positive tropical ∆TE propagates 
into the polar regions, a convergence of energy flux is observed over the polar regions.  The 
4-6 year poleward propagating cycle of ∆TE revealed in Fig. 3.11a indicates that polar ∆TE 
is time-lagged in association with the tropical ∆TE.  To examine the relationship between 
polar ∆TE change and polar circulation change, composites of ∆ψ(FA) and ∆χ(FA) for the 
maximum phase of the Arctic (Antarctic) ∆TE index are displayed in Fig. 3.11b (Fig. 3.11c).  
As observed from Fig. 3.11b, areas of positive ∆ψ(FA) in the Arctic regions imply that the 
northern hemisphere polar low circulation is weaker than average.  The weaker Arctic low 
circulation coupled with an area of positive ∆χ(FA) (Fig. 3.11b) implies that atmospheric 
energy flux converging into the Arctic regions is greater than average.   
In contrast with the Arctic regions, negative areas of ∆ψ(FA) in Antarctic regions (Fig. 
3.11c) suggest that the weaker southern hemisphere polar low circulation exists during the 
maximum phase of Antarctic ∆TE.  Associated with the weaker Antarctic low circulation, the 
positive Antarctic ∆χ(FA) displayed in Fig. 3.11c indicates that the atmospheric energy flux 
transported into the Antarctic regions is increased.  These changes of ∆ψ(FA) and ∆χ(FA) 
over the polar regions should lead to changes in polar climate systems.  Although the 
variation of radiation (e.g., Miller et al. 2003) and precipitation (e.g., Cullather et al. 2000; 
Rogers et al. 2001) related to the polar circulation change have been analyzed, their 
relationships with the polar energy changes are still unclear.  To explore this issue, the 
horizontal distribution of ∆ψ(FA) superimposed with ∆P for 88/89 DJF (89JJA), a minimum 
Arctic (Antarctic) ∆TE case, is constructed in Fig. 3.12a (Fig. 3.12c).   
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Figure 3.11 (a) Composites of zonally-averaged ∆TE and ∆(-∇•FA) time-lagged in association with 
the maximum tropical ∆TE index.  (b) Composites of ∆ψ(FA) and ∆χ(FA) at the 
maximum phase of Arctic ∆TE index.  (c) is similar to (b) but for the maximum phase 
of Antarctic ∆TE index.  The contour interval of ∆TE, ∆(-∇•FA), ∆ψ(FA), and ∆χ(FA) is 
5×106Jkg-1, 1Wm-2, 5×1015J·s-1 and 5×1013J·s-1, respectively.   
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Figure 3.12  The DJF-averaged (a) ∆ψ(FA) superimposed with ∆P and (b) ∆χ(FA) superimposed with 
∆OLR in 88/89 (a negative phase of Arctic ∆TE) over the northern hemisphere.  (c) and 
(d) is similar to (a) and (b), but for the 89 JJA-averaged (a negative phase of Antarctic 
∆TE) over the southern hemisphere.  The contour interval of ∆ψ(FA) and ∆χ(FA) is 
2.5×1015 J·s-1 and 2.5×1013 J·s-1, respectively.  
 
 
As shown in Fig. 3.12a (3.12c), the Arctic (Antarctic) low circulation is intensified 
during 88/89 DJF (89JJA).  Recall that temperature is the major factor determining the 
variability of ∆TE (Table 3.3).  Generally, low polar temperatures are observed with an 
intensified polar vortex (Overland et al. 1997) coupled with large amount of precipitation 
(Hodges 2000).  Thus, it is reasonable to conclude that the large amount of precipitation (i.e. 
∆P>0) is observed in the polar regions during the minimum phase of polar ∆TE (Fig. 3.12).  
On the other hand, during the minimum phase of polar ∆TE, the small amount of internal 
energy implying low air temperature might result in a small amount of outgoing longwave 
radiation (i.e. ∆OLR<0).  To examine this argument, ∆χ(FA) superimposed with ∆OLR for 
88/89 DJF (89JJA) is analyzed in Fig. 3.12b (3.12d) and the negative value of ∆OLR (light 
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stippled areas) is observed over the polar regions, as expected.  According to the energy 
budget equation, in order to balance the decrease of OLR, a decrease of atmospheric energy 
flux transported into polar regions is revealed [i.e. ∆χ(FA)<0].  However, Fig. 3.12 only 
represents one case.  To examine other cases, time series of several variables area-averaged 
over both polar regions are generated in Fig. 3.13.   
During a minimum (maximum) Arctic ∆TE event, an intensified (weakened) Arctic 
low circulation depicted by a negative (positive) value of ∆ψ(FA) is revealed in Fig. 3.13a.  
Comparing Fig. 3.13a and Fig. 3.13b, it is again verified that the areas of negative ∆ψ(FA) 
over the Arctic regions are response to negative ∆(-∇•FA), implying more than average 
atmospheric energy flux converging into Arctic regions.  Following Eq. (2.10), the change of 
∆(∇•FA) (Fig. 3.13b) is divided into dp)Q(g Ps
0
1- ∫∆ &  (Fig. 3.13c) and ∆(-L∇•Q) (Fig. 3.13d).  
The variation of dp)Q(g Ps
0
1- ∫∆ &  shown in Fig. 3.13c implies that diabatic heating observed 
during minimum Arctic ∆TE events is greater than that during maximum Arctic ∆TE events.  
The large diabatic heating indicates high precipitation (i.e. ∆P>0; Fig. 3.13e) which is 
maintained by the increase of water vapor convergence [i.e. ∆(-L∇•Q)>0; Fig. 3.13d].  
Associated with minimum (maximum) Arctic ∆TE event, the OLR is smaller (larger) than 
average (Fig. 3.13f) as the feature revealed in case study of 88/89 (Fig. 3.12b).  These 
possible implications of Arctic ∆TE change on the Arctic climate systems suggested by Figs. 
3.13a-f are coherent with discussions made related to Fig. 3.12.   
For the Antarctic regions (Figs. 3.13g-i), the minimum (maximum) ∆TE modulated 
by a positive (negative) ∆ψ(FA) is also frequently coupled with less (more) energy 
convergence, more (less) diabatic heating release, more (less) water vapor convergence, more 
(less) precipitation and less (more) OLR.  According to these results, it is suggested that the 
exchange between atmospheric energy divergent flux, diabatic heating release and water 
vapor convergence maintains the change of precipitation and indicates the change of OLR.  
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Figure 3.13 Indices comparison between the area-averaged time series of ∆ψ(FA), ∆(-∇•FA), 
dp)Q(g
Ps
0
1- ∫∆ & , ∆(-L∇•Q), ∆P, and ∆OLR for both polar regions.  Years with greater 
than 0.8 (smaller than -0.8) standard deviation of polar ∆TE are heavily (lightly) 
colored. 
 67
b. Energy budget of the polar regions 
The change of (-∇•FA) and OLR would also cause changes in the polar energy budget.  
To summarize the polar energy balance process, several energy budget diagrams are shown 
in Fig. 3.14.  The value inside and outside of (  ) represents the value of flux estimated for the 
climatology and for the extreme phases of ∆TE, respectively.  Focusing on the values inside 
of (  ), our estimated DJF-averaged FTOA↑, FSFC↑, and (-∇•FA) area-averaged over 70oN-90oN 
is 167, 52, and 115 Wm-2, respectively.  On the other hand, the JJA-averaged FTOA↑, FSFC↑, 
and (-∇•FA) area-averaged over 70oS-90oS is 137, 12, and 125 Wm-2, respectively.  
Nakamura and Oort (1988) estimated that the DJF-averaged FTOA↑, FSFC↑, and (-∇•FA) area-
averaged over 70oN-90oN is 157, 48, and 108 Wm-2, respectively.  In addition, the JJA-
averaged FTOA↑, FSFC↑, and (-∇•FA) area-averaged over 70oS-90oS is 148, 11, and 137 Wm-2, 
respectively.  The values of climatological fluxes shown in Fig. 3.14 are close to those of 
Nakamura and Oort (1988).  The difference between Fig. 3.14 and Nakamura and Oort (1988) 
may be caused by the different analyzed time period and different data sources. 
During the winter seasons, the magnitude of climatological FTOA↑ is larger than the 
magnitude of climatological FSFC↑ and results in net radiative energy loss over the polar 
regions (Fig. 3.14).  To balance the net radiative energy loss in the polar regions, the 
atmospheric energy flux converges into the polar regions, as indicated by the light solid line 
in the east/west side of Fig. 3.14.  Comparing to the climatological fluxes, it is revealed in 
Figs. 3.14a-b that more atmospheric energy flux convergence into the polar regions is 
balanced by an increase of FTOA↑ and a decrease of FSFC↑ during the maximum phase of polar 
∆TE.  In contrast, it is shown in Figs. 3.14c-d that a decrease of atmospheric energy flux 
converging into the polar regions is balanced by a decrease of FTOA↑ and an increase of FSFC↑ 
during the minimum phase of polar ∆TE years.  It was known that the variation of FTOA↑ is 
mainly contributed by OLR because of the tilt of the Earth axis (e.g., Nakamura and Oort 
1988).  Considering that a positive relationship is observed between ∆OLR and polar ∆TE 
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(Fig. 3.13), it is reasonable to find a positive relationship between ∆FTOA↑ and polar ∆TE, as 
indicated in Fig. 3.14.  On the other hand, it is known that large FSFC↑ suggests low surface 
temperatures.  Recall from Table 3.4, low temperatures indicate small polar ∆TE which may 
explain the negative relationship between ∆FSFC↑ and polar ∆TE shown in Fig. 3.14.   
 
 
 
Figure 3.14  Polar energy budget of the composites of the negative or positive polar TE phase for 
both polar caps north of 70o.  The value at the top, the bottom, and east/west sides of 
each diagram represents the radiation flux at the top of the atmosphere, the surface flux 
and the atmospheric energy flux transport into the polar regions, respectively.  The 
value inside of (  ) are the climatology mean and outside of ( ) are the estimated values 
for each composite. The unit for these values is Wm-2. The closed arrows and open 
arrows represent the direction of the estimated values and the difference between the 
estimate values and the climatological mean, respectively.  
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VI. Concluding remarks 
 In this study, it has been demonstrated that the interannual variation of poleward 
propagation of total atmospheric energy indeed exists.  Based on this feature, the following 
scientific issues were examined: 1) the relationship between the interannual variation of 
tropical energy and polar energy, 2) the roles of several climate modes working together in 
affecting the atmospheric energy transport and atmospheric energy budget, and 3) the 
interannual variation of the polar energy budget and polar climate affected by the poleward 
energy propagation.  For the first scientific issue, it is found that more than 80% of the 
extreme phases of ∆TE in the polar regions are caused by ∆TE propagating from the tropics.  
In contrast, less than 20 % of the extreme phases of ∆TE in the polar regions are caused by 
the in-situ oscillation of polar circulation.  Because the large portion of the polar ∆TE is 
related to tropical ∆TE, the current study focused on exploring how ∆TE in the tropics is 
manifested in the polar regions, while a future study is planned for the issues related to the 
in-situ oscillation. 
 The analysis conducted indicates that ∆TE in the polar regions and the tropics is 
remotely linked through the poleward propagation of ∆TE carried out by several climate 
modes, similar to the propagation of angular momentum depicted by Chen and Huang (2008).  
It is pointed out from the EOF analysis of ∆ψ(FA) that the ENSO, PNA, NAO, and AO 
(ENSO, PSA, and SAO) are the climate modes that need to be considered when discussing 
the northern (southern) hemisphere ∆TE changes.  The cases studies examined suggest that 
the alternation of circulation between a warm and a cold ENSO event results in the positive 
∆TE propagating from the tropics to the middle-latitudes.  In contrast, the alternation of 
circulation between a negative PNA (PSA) and a negative NAO/AO (SAO) is responsible for 
positive ∆TE propagating from the middle-latitudes to the Arctic (Antarctic).   
The alternation of circulation could affect the atmospheric energy transport in 
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different ways (e.g., Moore and Haar 2001; Rogers and Raphael 1992).  In the current study, 
how several climate modes work together to affect the atmospheric energy transport is 
discussed.  By exploring the relationship between ∆ψ(FA) and ∆χ(FA), a spatial quadrature 
phase relationship is observed between ∆ψ(FA) and ∆χ(FA).  In addition, a reversal of this 
spatial quadrature relationship is observed across 30oN/30oS.  Following these ∆ψ(FA)-∆χ(FA) 
relationships, it is found that the change of ∆χ(FA) over the northern (southern) hemisphere 
can stimulate an ENSO-like, PNA-like, NAO-like, and AO-like (ENSO-like, PSA-like, and 
SAO-like) ∆ψ(FA) during the poleward propagation of ∆TE from the tropics to the Arctic 
(Antarctic).  Moreover, the poleward propagation of ∆TE is found indicative of the poleward 
and eastward propagation of ∆χ(FA).  When a positive (negative) ∆TE originating from the 
tropics reaches to the polar regions, an increase (decrease) of atmospheric energy flux 
converging into the polar regions is observed to affect the polar energy budget. 
The analysis of the interannual variation of the polar energy budget indicates that an 
increase (decrease) of atmospheric energy flux converging into the polar regions is balanced 
by an increase (decrease) of FTOA↑ and a decrease (increase) of FSFC↑.  It is demonstrated that 
the increase (decrease) of atmospheric energy flux convergence is contributed to by a 
decrease (increase) of diabatic heating release and a decrease (increase) of water vapor 
convergence.  The latter maintains a decrease (increase) of precipitation coupled with an 
increase (decrease) of OLR over the polar regions.  In addition, the change of OLR is 
coherent with the change of FTOA↑ indicated by the analysis of the polar energy budget.   
 It has been found that the ∆TE in the tropics can affect the polar energy change 
through poleward propagation.  Because model bias on depicting the poleward propagation 
of ∆TE might affect the model performance on the simulation of polar climate change, a 
future work is suggested for the examination of model performance on the observational 
features that were discussed in this study.   
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Abstract 
It is inferred from previous studies examining the poleward propagation of angular 
momentum that the intraseasonal variation of energy exhibits propagation from the tropics to 
the polar regions.  The present study explores whether tropical energy plays a role in 
affecting the intraseasonal variation of the polar energy budget and polar climate systems 
based on a global perspective. 
The analysis shows that the poleward propagation of total atmospheric energy indeed 
exists and that energy change in the polar regions could be affected by the energy change in 
the tropical regions through poleward propagation.  Similar to angular momentum, the 
existence of poleward energy propagation on the intraseasonal timescale is a response to the 
interaction between circulation anomalies that are regulated by the MJO and the high-latitude 
30-60 day oscillation.  Energy propagating from the low-latitudes to the middle-high 
latitudes is connected by a poleward and globally eastward propagation of the divergent 
component of total atmospheric energy flux.  Typically, energy originating from the tropical 
regions takes about 36 to 42 days to propagate into the polar regions. When the intraseasonal 
variation of energy over the polar regions reaches its maximum phase, stronger atmospheric 
energy flux convergence takes place over the polar regions relative to the seasonal mean.   
Analysis of the intraseasonal variation of the polar energy budget indicates that an 
increase of atmospheric energy flux convergence over the polar regions is balanced by an 
increase of upward radiation flux at the top of atmosphere and an increase of downward 
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surface flux during the maximum phase of the intraseasonal variation of polar energy.  In 
addition, it is found that the intraseasonal variation of high-latitude precipitation, outgoing 
longwave radiation and surface temperature over the polar regions are closely related to the 
same timescale polar energy change.  Maintenance mechanisms for these polar climate 
changes are suggested. 
 
I. Introduction 
            Compared to tropical and middle-latitude climate, the polar climate has not received 
much attention in the scientific literature.  The International Polar Year (IPY; 2005) was 
designed to fill this gap, but the progress in understanding polar climate and its global 
interaction has been slow.  The atmospheric energy budget is often adopted to explore the 
balance between energy sources/sinks and atmospheric energy transport (e.g., Nakamura and 
Oort 1988).  The energy change in the polar regions consists of variations over multiple 
timescales.  However, compared to the interannual (e.g., Genthon and Krinner 1998; 
Semmler et al. 2005) and annual (e.g., Nakamura and Oort 1988; Masuda 1990; Okada and 
Yamanouchi 2002; Chen and Huang 2008b) variations of the polar energy budget, 
intraseasonal variations have not been well examined.  To improve our understanding of 
polar climate and its global interactions, this study is designed to explore possible remote 
impacts of the intraseasonal timescale tropical energy change on the polar energy budget.   
The total atmospheric energy (hereafter: TE) consists of the variation of temperature, 
geopotential height, moisture, and wind fields, which are important variables for depicting 
the polar climate change.  As revealed from the global distribution of annual mean TE (Fig. 
4.1a), the tropics and the polar regions are the major sources and sinks regions, respectively. 
Vecchi and Bond (2004) suggested that the intraseasonal variation of circulation over the 
tropics has an impact on the variation of Arctic surface temperatures on the same 
intraseasonal timescale.  This suggestion implies that the intraseasonal variation of TE over 
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the tropics might be manifested in the polar regions.  On the other hand, it can be inferred 
from studies exploring the poleward propagation of angular momentum (e.g., Chen and 
Weng 1997; Chen and Huang 2008a) that there is a poleward propagation of kinetic energy 
on the 30-60 day timescale.  Based on this inference, this study hypothesizes that the 
intraseasonal variation of TE over the tropics might be manifested in the polar regions 
through poleward propagation.  Examining this hypothesis could generate a global 
perspective on the polar energy change and its relationship with the tropical energy change.  
To determine what specific intraseasonal timescale should be focused on, a power spectrum 
analysis is applied on the time-series of daily anomalous TE area-averaged over the tropics 
and polar regions (Figs. 4.1b-d).  Because a common 30-70 day oscillation signal is revealed 
in Figs. 4.1b-d, the present study will focus on issues related to the 30-70 day variation of TE. 
The atmospheric energy and atmospheric energy transport can be regulated by the 
alternation of atmospheric circulations (e.g., Boer and Sargent 1985).  Over the tropical 
regions, the intraseasonal variation of atmospheric circulation is mainly dominated by the 
Madden-Julian oscillation (MJO).  The original time period of the MJO discussed in Madden 
and Julian (1971, 1972) was thought to be 40–50 days, but numerous studies (e.g., Knutson 
and Weickmann 1987; Chen and Murakami 1988; Chen et al. 1988; Chen and Chen 1997) 
have broadened the period of this intraseasonal oscillation to cover a range of 30-60 days.  
Madden and Julian (1994) noted that the MJO appears to have a 26-day period in the early 
1980s.  Other studies (e.g., Kiladis and Weickmann 1992; Weickmann et al. 1997; Feldstein 
1999; Waliser et al. 1999; Gustafson and Weare 2003; 2004) have isolated MJO-like signals 
of zonal wind, moist static energy, and OLR by using a 30-70 day bandpass filtering method.   
Because the results of Fig. 4.1c suggest that the time window of 30-70 days explains the most 
intraseasonal variability of total atmospheric energy, the 30-70 day filtering method (e.g., 
Kiladis and Weickmann 1992) will be adopted for obtainting all filtered quantities analyzed 
in this current study. 
 78
 
   
 
 
 
 
 
 
 
 
 
 
The extensive reviews of MJO have been provided by Knutson et al. (1986), Knutson 
and Weickmann (1987), Madden and Julian (1994), and Zhang (2005).  It was known that 
MJO is a global-scale feature and amplified over the Asian summer monsoon region (e.g., 
Krishnamurti et al., 1985; Lorenc, 1984).  In a positive MJO phase, strong convective 
activities are often observed over the tropical Asian monsoon regions coupled with a vertical 
phase reversal structure of atmospheric circulation that consists of a low pressure system at 
lower levels and a high pressure system at upper levels (Maddien and Julian 1971, 1972; 
Knutson et al. 1986; Knutson and Weickmann 1987; Chen and Yen 1991).  Modulated by 
Figure 4.1 (a) The horizontal distribution of the climatological mean of TE during the time period 
from 1979 to 2001.  The zonally-averaged value of (a) is plotted in the right panel to 
indicate the energy source and sink regions.  (b), (c) and (d) are the results from a power 
spectrum (PO) analysis applied on the area-averaged ∆TE (whose annual and semi-
annual components, computed by the Fourier analysis method, are subtracted from the 
original values) over 60oN-90oN, 30oS-30oN and 60oS-90oS, respectively.  The thin lines 
in (b)-(d) are results for the years 1979 to 2001.  In addition, the thick lines in (b)-(d) are 
results for the year 1991. 
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MJO, a poleward and eastward propagation can be observed in different variables, such as 
outgoing longwave radiation (e.g., Weickmann 1983; Weickmann et al. 1985; Knutson et al. 
1986; Lau and Chan 1985, 1986; Murakami et al. 1986), the large-scale circulation (e.g., 
Maddien and Julian 1972; Lorence 1984; Knutson et al. 1986; Krishnamurti et al. 1985), 
surface sensible heat flux, and latent heat flux (Zhang 1996).  Findings of these previous 
studies related to MJO imply that total atmospheric energy also propagates poleward and 
eastward with the 30-60 day timescale because of the modulation of MJO, an implication that 
needs to be verified. 
Except for the tropical regions, the middle and high latitude atmospheric circulations 
also experience the intraseasonal timescale variation within the window of 30-60 day (e.g., 
Krishnamurti and Gadgil 1985; Knutson et al. 1986; Gao and Stanford 1988; Graves and 
Stanford 1989).  Over the high-latitude regions, the atmospheric circulations are mainly 
regulated by the high-latitude 30-60 day oscillation (e.g., Kidson 1991; Zhou and Miller 
2005).  The circulation modulated by MJO consists of a horizontal east-west wavenumber 
one and a vertical phase reversal structure at the low-latitudes (e.g., Chen and Yen 1991).  In 
contrast, the circulation regulated by the high-latitude 30-60 day oscillation consists of a 
horizontal annular and a uniform vertical phase structure at the high-latitudes (e.g., Ghil and 
Mo 1991; Carvalho et al. 2004; McDaniel and Black 2005).  Because of the differences 
between MJO and the high-latitude 30-60 day oscillation, their contributions to the poleward 
propagation of TE may be different.  An investigation of this issue will help clarify the 
linkage between tropical TE and polar TE variation on the 30-60 day timescale. 
Some evidence exists for an association between tropical convection fluctuations and 
midlatitude circulation anomalies on 30-60 day timescales (e.g., Weickmann et al. 1985; Lau 
and Phillips, 1986). Linkages between the 30-60 day modes of low-latitude circulation and 
high-latitude circulation have been suggested through the examination of angular momentum 
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(hereafter: rM~ ) (e.g., Chen and Weng 1997; Chen and Huang 2008a).  The rM~  propagating 
poleward from tropical regions to subtropical regions is a result of the atmospheric 
circulation change from a positive MJO phase to a negative MJO phase (Chen and Weng 
1997).  Between middle and high-latitude regions, the poleward propagation of rM~  is 
regulated by the high-latitude 30-60 day variation of atmospheric circulation instead of MJO 
(Chen and Huang 2008a).  These previous studies of rM~  might offer indications for the roles 
played by MJO and the high-latitude 30-60 day oscillation in regulating the poleward 
propagation of TE.  However, it is unclear how the MJO and high-latitude 30-60 day 
oscillation work together to modulate the atmospheric energy transport and atmospheric 
energy budget.  This unknown issue will be examined in this study. 
The atmospheric energy transport consists of heat transport and water vapor transport, 
which are two important factors in polar climate changes.  Previous studies have pointed out 
that more than 25% of the energy transport into the polar regions is contributed by the moist 
static energy flux (Overland et al. 1996).  Yoon and Chen (2006) suggested that the transport 
of moisture flux is important for maintaining the summer rainfall over the boreal-forest zone.  
Considering that the summer boreal-forest rainfall has a large impact on the northern 
hemisphere high-latitude ecosystem, an effort will be made to examine the relationship 
between boreal-forest rainfall and the intraseasonal variation of polar energy.   
In view of the unsolved scientific issues discussed above, the current study will 
examine:   
1) The role played by the low-latitude and high-latitude 30-60 day mode of atmospheric 
circulation change on regulating the atmospheric energy transport and linking the tropical 
energy and polar energy change.   
2) The intraseasonal variation of boreal-forest rainfall and its relationship with the polar 
energy change. 
3) The impacts of intraseasonal variation of the polar energy budget on polar climate change. 
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Because the polar energy budget is distinctly different between winter and summer seasons, 
the discussion of atmospheric energy and its impact on the intraseasonal timescale polar 
climate and weather system change are separated into warm and cold seasons.  Nakamura 
and Oort (1988) indicated that the net incoming solar radiation approaches zero in October 
(April) over the Arctic (Antarctic) regions.  Thus, the analysis in this study will be separated 
into ONDJFM (October to March) and AMJJAS (April to September) seasons.   
The remaining contents are arranged as follows.  Section II describes the data and 
methodology.  Section III explores the connection between the intraseasonal variation of 
tropical TE and polar TE.  Section IV examines what facilitates the poleward propagation of 
TE.  Section V examines the poleward propagation of the intraseasonal variation of TE in 
relation to the variation of atmospheric energy transport, and Section VI explores the 
implications of polar energy change on the intraseasonal variation of polar climate change.  
Concluding remarks are provided in Section VII.   
 
II. Data and methodology 
 For information on the method used to obtain ψ(FA) and χ(FA), the polar energy 
budget equation, the maintenance of χ(FA), the water vapor budget equation, and data 
sources, the reader is referred to Chapter 2.  For obtaining daily anomalies, the method of 
Fourier analysis (e.g., Bloomfield 1976) is applied to compute the annual and semiannual 
cycles for each individual year during the time period from 1979 to 2001, and, then, the 
annual and semiannual cycles are removed by subtracting the results of the Fourier analysis 
from the original daily values.  Any variable treated with this procedure is denoted by ∆(  ).  
Variables treated with the 30-70 day bandpass filtering procedure are denoted by )
~
( .  For 
cases selected to generate maximum (minimum) phase composites, a threshold greater than 
0.8 (smaller than -0.8) standard deviations of an analyzed index is used. 
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III. The connection between the intraseasonal variation of tropical TE and 
polar TE 
The intraseasonal variation of polar energy may be remotely affected by the 
intraseasonal variation of tropical energy.  It is shown in Figs. 4.1b-d that the daily anomalies 
of TE (hereafter: ∆TE) during 1991 exhibit a clear 30-70 day signal.  Using the year 1991 as 
an example, a latitude-time diagram of daily zonally-averaged ∆TE is plotted in Fig 4.2a to 
examine the possible linkage between tropical ∆TE and polar ∆TE.  As revealed in Fig. 4.2a, 
the existence of poleward propagating TE on the intraseasonal timescale is verified.  
Comparing the daily zonally-averaged ∆TE (Fig. 4.2a) and its corresponding 30-60 day 
bandpass filtered value (not shown; explained about 85% of the total intraseasonal variability) 
or 30-70 day bandpass filtered value (Fig. 4.2b; explained about 96% of the total 
intraseasonal variability), results reveal that the poleward propagation of zonally-averaged 
∆TE is mainly depicted by the 30-70 day variation.  Because a similar poleward energy 
propagation also exists in other years (not shown), it is suggested that the 30-70 day variation 
of TE (hereafter: ET~ ) over the tropical regions can be manifested in the polar regions through 
poleward propagation.  By examining all significant cases of polar ET~  (with amplitude 
outside the range ± 0.8 standard deviation of the polar ET~  area-averaged between 70o-90o) 
during 1979-2001, it was found that more than 70% of the polar ET~  cases are affected by the 
tropical ET~  through poleward propagation (Appendices C and D).  Thus, in the current study, 
the polar ET~  change related to the tropical ET~  change is emphasized, while for the remaining 
polar ET~  cases, a future study is planned. 
It is shown in Fig. 4.2b that the largest variability in zonally-averaged ET~  (hereafter: 
EzT~ ) is located in polar regions, implying that differences might exist between the horizontal 
characteristics of ET~  over the low-latitude and high-latitude regions.  To identify difference 
between these regions, an Empirical Orthogonal Function (EOF) analysis is applied on ET~  
during the 1991 ONDJFM seasons over three domains: 30oN-90oN (Fig. 4.3a), 40oS-40oN 
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(Fig. 4.3b) and 30oS-90oS (Fig. 4.3c).  Only the first principal modes are plotted in Fig. 4.3.  
Clues regarding the differences between horizontal characteristics of ET~  over three domains 
are revealed by comparing their eigenvectors (E1s in Fig. 4.3).  The zonal component 
explains most horizontal variability of ET~ over the northern and southern hemisphere polar 
regions (E1 of Figs. 4.3a-b).  In contrast, an east-west wave number one structure is clearly 
observed over the low-latitude regions (E1 of Fig. 4.3c).  Recall, EzT~  over the polar regions 
has more variability than EzT~  over the tropics (Fig. 4.2).  The difference between E1s shown 
in Fig. 4.3 could explain the contrast in magnitudes observed in Fig. 4.2.   
 
 
Figure 4.2 Latitude-time diagrams of (a) daily anomalous and (b) 30-70 day bandpass filtered value 
of zonal mean of vertically integrated TE during the time period from 1991 Jan to 1992 
March.  The contour interval of (a) and (b) is 5x106J kg-1. 
 
 
The differences between the low-latitude and high-latitude 30-70 day mode of ET~  
have been suggested.  To examine the roles played by three different intraseasonal modes 
(E1s in Fig. 4.3) of ET~  on the poleward propagation of EzT~ (Fig. 4.2b), their corresponding 
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eigen-coefficients (C1s) and the time series of  EzT~  (Fig. 4.2b) at different latitudes are 
correlated.  The three largest correlation coefficients found from the results are σ[(C1 of Fig. 
4.3a) • EzT~ (70°N)] = 0.83, σ[(C1 of Fig. 4.3b) • EzT~ (70°S)] = 0.9, and σ[(C1 of Fig. 4.3c) • 
EzT~ (EQ)] = 0.8.  These results imply that E1s from Figs. 4.3a-c represent the major 
intraseasonal mode determining ET~  change over Arctic, Antarctic, and tropical regions, 
respectively.  Thus, it is hypothesized that the interaction between these first principal modes 
can result in a poleward propagation of EzT~  during the 1991 ONDJFM seasons.   
 
 
Figure 4.3  The first principal mode of EOF analysis applied to ET~  over (a) 30oN-90oN, (b) 30oS-
90oS and (c) 40oS-40oN during the time period from 1991 Oct to 1992 March. The 
contour interval is 5x106J kg-1.  
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For other ONDJFM and AMJJAS seasons during the years 1979-2001, similar EOF 
analyses are applied on ET~  following the procedure used to construct Fig. 4.3.  In addition, 
C1s of EOF( ET~ ) over the domains 30oN-90oN, 30oS-90oS, and 40oS-40oN are defined as the 
northern hemisphere (NH) polar index, southern hemisphere (SH) polar index, and tropical 
index of ET~ , respectively.  To simplify later discussions, any variable named the NH polar 
mode of (  ), SH polar mode of (  ), or tropical mode of (  ) means that this variable is related 
to the NH polar index of ET~ , SH polar index of ET~ , or tropical index of ET~ , respectively.   
 
 
Figure 4.4 The composites of time-lagged correlation between tropical indices of ET~  and latitude-
time diagrams of EzT~  during 1979-2001 (a) ONDJFM seasons and (b) AMJJAS seasons. 
(c) and (d) are similar to (a) and (b), but for the time-lagged correlation between polar 
indices of ET~  and latitude time-diagrams of EzT~ .  The contour interval of (a)-(d) is 0.1. 
The values that are larger than 0 and 0.5 are lightly and heavily shaded, respectively. 
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Using the tropical index of ET~  to time-lagged correlate the time series of EzT~  during 
1979-2001 (only the time period consists of propagation of EzT~  from tropics to the polar 
regions; as documented in Appendices C and D), it is suggested in Figs. 4.4a-b that the 
anomalous circulation related to the tropical index of ET~  may be a major factor regulating 
the poleward propagation of ET~  over the low-latitude regions.  In contrast, the poleward 
propagation of ET~  over the middle-high latitude regions may be mainly regulated by the 
anomalous circulation related to the polar index of ET~  (Figs. 4.4c-d).  Boer and Sargent 
(1985) showed that the relationship between atmospheric energy change and atmospheric 
circulation change can be directly depicted by ψ(FA).  According to Fig. 4.4, it is suggested 
that the entire propagation of ET~  connecting the tropics and the polar regions is caused by 
the interaction between the tropical mode of ψ~ (FA) and the polar mode of ψ~ (FA). 
To examine the characteristics of the tropical mode of ψ~ (FA) and the polar mode of 
ψ~ (FA), composites of [ψ~ (FA), ET~ ] for the maximum phase of the NH polar index, SH polar 
index, and tropical index of ET~  during the 1979-2001 ONDJFM seasons are displayed in 
Figs. 4.5a-c.  The horizontal distributions of the NH and SH polar modes of ψ~ (FA) are mainly 
portrayed by an annular structure (Figs. 4.5a-b).  In contrast, the horizontal distribution of the 
tropical mode of ψ~ (FA) shown in Fig. 4.5c is dominated by a horizontally east-west wave 
number one dominated structure.  These characteristics of ψ~ (FA) observed in the ONDJFM 
seasons can be observed in the AMJJAS seasons (Figs. 4.5d-f), as well.  The difference 
between the tropical mode of ψ~ (FA) and the polar mode of ψ~ (FA) shown in Fig. 4.5 supports 
the previous inference that the poleward propagation of ET~  at low-latitudes and middle-high 
latitudes is mainly regulated by the different types of atmospheric circulations.   
On the other hand, it is found that the difference between the tropical mode of ψ~ (FA) 
and the polar mode of ψ~ (FA) shown in Fig. 4.5 is similar to the difference between low-
latitude ψ~ (200mb) (the streamfunction of atmospheric circulation at 200mb) regulated by the 
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MJO and middle-high latitude ψ~ (200mb) regulated by the high-latitude 30-60 day oscillation, 
which has been discussed by numerous studies (e.g., Chen and Chen 1997; Chen and Huang 
2008a).  Features revealed in Figs. 4.4-4.5 are good indications that the roles of the MJO and 
the high-latitude 30-60 day oscillation in regulating the poleward propagation of ET~  are 
different.   
 
Figure 4.5  The composites of [ψ~ (FA), ET
~ ] based on the maximum phase of the (a) NH polar index,  
(b) SH polar index and (c) tropical index of ET~  during the 1979-2001 ONDJFM seasons. 
The positive and negative value of ET~  is heavily and lightly shaded, respectively.  (d)-(f) 
are similar to (a)-(c), but for the AMJJAS seasons.  The contour interval for (a)-(f) is 
1015Js-1.  Positive ET~  over the northern (southern) hemisphere is regulated by 
positive (negative) ψ~ (FA) because of coriolis effect. 
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IV. Theme for the relationship between ψ~ (FA) and χ~ (FA) 
The intraseasonal variation of atmospheric circulation over the low-latitude and 
middle-high latitude regions belongs to the Sverdrup dynamic regime and the Rossby 
dynamic regime, respectively (e.g., Chen and Huang 2008a).  It has been pointed out that 
divergence anomalies can lead to significant sources of the rotational flow (e.g., Held and 
Kang 1987; Chen and Chen 1997).  To examine what leads ψ~ (FA) from the tropics to the 
polar regions, the relationship between ψ~ (FA) and χ~ (FA) in different dynamic regions is 
discussed in this Section before the analysis of case studies is performed in the next Section.   
It is found that ψ~ (FA) shown in Fig. 4.5 has a similar structure to its related ψ~ (200mb) 
(not shown).  Thus, a hypothesis for the driving forcing of ψ~ (FA) is proposed based on the 
simplified streamfunction budget equation used in Chen and Chen (1997):   
χA
χ
2
ψ
2
ψ~ψ~
]}f)V[(ζ{f)](ζV[
t
ψ~ +•−∇∇++∇•−∇=∂
∂ −−
,  (4.1) 
where Vψ, Vχ, ζ, and f are the rotational and divergent wind vectors, vorticity, and Coriolis 
parameter, respectively.  It was described in Chen and Chen (1997) that “any change induced 
in the streamfunction tendencies by the vorticity advection, i.e. ψ~ A(200mb), will cause 
adjustment of the streamfunction tendency induced by the vorticity source, i.e. ψ~ χ(200mb), so 
the counteraction between these two physical processes can be maintained.”  After Eq. (4.1), 
Chen and Chen (1997) demonstrated that ψ~ (200mb) is linked to χ~ (200mb), the potential 
function of the atmospheric circulation at 200mb, through vortex stretching.  Chen and Chen 
(1997) further note that the relationship between ψ~ (200mb) and χ~ (200mb) follows: 
ψ~ (200mb)=A χ~ (200mb)e-iπ/2,     (4.2) 
where A is a function of wave number which is explained in Chen and Chen (1997).  In 
addition, the factor of e-iπ/2 in Eq. (4.2) suggests that ψ~ (200mb) is in spatial quadrature with 
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χ~ (200mb).  Assuming that not only ψ~ (FA) is similar to ψ~ (200mb), but also that χ~ (FA) is 
similar to χ~ (200mb), Eq. (4.2) can be modified as: 
ψ~ (FA)=A χ~ (FA)e-iπ/2.      (4.3) 
Moreover, it is inferred that the propagation of ψ~ (FA) can be led by χ~ (FA) similar to the 
movement of ψ~ (200mb) being led by χ~ (200mb). 
To demonstrate that the assumption made in Eq. (4.3) is reasonable, the relationship 
between χ~ (FA) and χ~ (200mb) is examined.  The variation of χ~ (FA) might be linked to 
χ~ (200mb) through the comparison between χ~ (FA) vs. diabatic heating and diabatic heating 
vs. χ~ (200mb).  In Chapter 2, χ(FA) was separated into the potential function of dry diabatic 
heating [hereafter: dp)Q(gχ Ps1-
0∫ & ] and the potential function of moist latent energy (hereafter: 
LχQ).  As in Eq. (2.11) expressed in Chapter 2, the maintenance of χ~ (FA) is written as:  
 ,χ~L)dpQg(χ~)(Fχ~ Q
Ps1-
0A
+≅ ∫ &      (4.4) 
Table 4.1 shows the contribution of dp)Q(gχ~ Ps1-
0∫ &  and L Qχ~  to the variability of χ~ (FA), and 
reveals that dp)Q(gχ~ Ps1-
0∫ &  explains most of the variability in χ~ (FA).  Coherent with this result, 
it is observed that both the spatial and temporal variation of χ~ (FA) follows dp)Q(gχ~
Ps1-
0∫ &  (not 
shown).  On the other hand, numerous studies have found that diabatic heating is the major 
contributor maintaining the variation of χ~ (200mb) (e.g., Chen and Chen 1997).  Coherent 
with this finding, it is observed that the variation of χ~ (200mb) follows the variation of 
dp)Q(gχ~
Ps1-
0∫ &  (not shown).  These observational features indicate that the spatial and 
temporal variation of χ~ (FA) is similar to dp)Q(gχ~
Ps1-
0∫ & , and, in turn, is similar to χ~ (200mb), 
which supports the assumption made in Eq. (4.3). 
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Table 4.1  Variance of variables/Variance of χ~ (FA) during the time period from 1979 to 2001 
 
Variable
Domain dp)Q(g
~ Ps
0 
1- ∫ &χ QLχ~  
60oN~90oN 90.8% 9.2% 
30oN~60oN 84.5% 15.5% 
30oS~30oN 65.4% 34.6% 
30oS~60oS 81.5% 18.5% 
60oS~90oS 93.0% 7.0% 
 
 
Previous studies have indicated that the low-latitude active upward motion, depicted 
by negative χ~ (200mb), is located to the east of an upper-level high, depicted by positive 
(negative) ψ~ (200mb), over the northern (southern) hemisphere Sverdrup dynamic regions 
(e.g., Chen and Chen 1997).  In contrast, middle-high latitude active upward motion, 
depicted by negative χ~ (200mb), is located to the east of an upper-level low, depicted by 
negative (positive) ψ~ (200mb), over the northern (southern) hemisphere Rossby dynamic 
regions (e.g., Chen and Huang 2008a).  Recently, Chen and Huang (2008a) found that the 
existence of poleward and eastward propagation of χ~ (200mb) from the tropics to the polar 
regions stimulates the alternation of ψ~ (200mb) in different dynamic regions and results in a 
poleward propagation of rM~  from tropics to the polar regions.  These discussions of 
ψ~ (200mb) and χ~ (200mb) imply that: 
1) A reversal of the ψ~ (FA)- χ~ (FA) relationship occurs across 30oN (30oS), which is the 
transition regions between Sverdrup and Rossby dynamic regions. 
2) The movement of χ~ (FA) plays an important role in explaining the connection between the 
propagation of ET~  at different latitudes. 
These implications will be applied in the following section where case studies are examined 
to explain how polar ET~  is remotely affected by tropical ET~  through poleward propagation. 
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V. The poleward propagation of ψ~ (FA) in relation to χ~ (FA) 
It has been argued that the tropical mode of ψ~ (FA) is important for regulating the low-
latitude poleward propagation of ET~  (Fig. 4.4).  To support this argument, composites of the 
tropical mode of ψ~ (FA) from Day+0 (the maximum phase of the tropical index of ET~ ) to 
Day+24 (24 days after the maximum phase of the tropical index of ET~ ) are constructed.  The 
composites displayed in Fig. 4.6a and Fig. 4.7a are from the 1979-2001 ONDJFM and 
AMJJAS seasons, respectively.  As seen in Fig. 4.6a, positive ET~  depicted by positive ψ~ (FA) 
over the northern hemisphere propagates poleward and eastward from the Indian Ocean to 
the eastern Pacific Ocean around 30oN.  In addition, positive ET~ depicted by negative ψ~ (FA) 
over the southern hemisphere propagates poleward and eastward from the Indian Ocean to 
the eastern Pacific Ocean around 30oS.  Similar propagation of ψ~ (FA) can be observed in the 
AMJJAS seasons (Fig. 4.7a).  These observational features explain how the alternation of the 
tropical mode of ψ~ (FA) results in ET~  propagating from the tropics into the subtropics.  
To examine what leads the movement of the tropical mode of ψ~ (FA), composites of 
the tropical mode of χ~ (FA) for the 1979-2001 ONDJFM and AMJJAS seasons are 
constructed in Fig. 4.6b and Fig. 4.7b, respectively.  Previously, it was demonstrated that 
large diabatic heating release could result in large atmospheric energy divergence depicted by 
negative χ~ (FA) (Table 4.1).  Over the low-latitude regions, large diabatic heating release is 
observed on the east-side of upper-level highs (e.g., Chen and Chen 1997), explaining why 
negative χ~ (FA) shown in Fig. 4.6b and Fig. 4.7b is observed on the east-side of positive ψ~ (FA) 
displayed in Fig. 4.6a and Fig. 4.7a.  The spatial relationship between ψ~ (FA) and χ~ (FA) 
revealed in Figs. 4.6-4.7 agrees the relationship between ψ~ (200mb) and χ~ (200mb) which is 
regulated by MJO and discussed in Chen and Chen (1997).  Thus, it is suggested that the 
movement of the tropical mode of ψ~ (FA) is led by a poleward and eastward propagation of 
χ~ (FA) similar to ψ~ (200mb) being led by χ~ (200mb) which is regulated by MJO.  
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Figure 4.6  The composites of (a) ψ~ (FA) and (b) χ~ (FA) based on the tropical indices during the 
1979-2001 ONDJFM seasons.  Day “+” means day “after” the maximum phase of the 
tropical index of ET~ .  The contour interval of ψ~ (FA) and χ~ (FA) is 1015 Js-1 and 1013 Js-1, 
respectively.  The poleward and eastward propagation of positive ET~  depicted by 
ψ~ (FA) over the northern hemisphere is marked by 1→2→3→4→5.  In contrast, the 
propagation of ψ~ (FA) over the southern hemisphere is marked by 1’→2’→3’→4’→5’.  
The convergence and divergence centers that are focused on are marked by C and D, 
respectively. 
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Figure 4.7  Similar to Fig. 4.6, but for the AMJJAS seasons. 
 
 
Considering that χ~ (FA) can affect the movement of ψ~ (FA), the connection between 
the low-latitude and high-latitude poleward propagating ET~  might be revealed by comparing 
the tropical mode of χ~ (FA) and the polar mode of χ~ (FA).  To examine this argument, 
composites of the NH and SH polar mode of χ~ (FA) are constructed for the northern and 
southern hemisphere in Fig. 4.8, respectively.  According to Fig. 4.8, both the NH and SH 
polar mode of χ~ (FA) also have a poleward and eastward propagating behavior during the 
ONDJFM and AMJJAS seasons.  Comparing Fig. 4.8a and Fig. 4.6b (Fig. 4.8b and Fig. 
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4.7b), a similar horizontal east-west wave number one dominated χ~ (FA) is observed over the 
low-latitude regions.  Because of this feature, it is hypothesized that the low-latitude 
poleward propagation of zonally-averaged ET~  is connected to the high-latitude poleward 
propagation of zonally-averaged ET~  when a spatial phase lock relationship is found between 
their corresponding χ~ (FA).  This hypothesis will be verified by the analysis in Figs. 4.9-4.11. 
 
   
 
Figure 4.8 (a) The time lagged composites of χ~ (FA) based on NH and SH polar indices of ET
~  during 
the 1979-2001 ONDJFM seasons for the northern and southern hemisphere, respectively. 
Day “−” means the day “before” the maximum phase of polar index. (b) is similar to (a), 
but for the AMJJAS seasons.  The contour interval of χ~ (FA) is 1013Js-1.  Figure 4.8a and 
Fig. 4.8b is for the 1979-2001 ONDJFM and AMJJAS seasons, respectively.  The 
poleward and eastward propagation of χ~ (FA) over the northern hemisphere is marked by 
N1→N2→N3 and over the southern hemisphere is marked by S1→S2→S3. 
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Figures 4.9a-b are constructed to illustrate the phase lock relationship between the 
tropical mode of χ~ (FA) and the NH polar mode of χ~ (FA) during the ONDJFM seasons.  
Figure 4.9a displays composites of χ~ (FA) for the Day+0 and Day+12 phase of the maximum 
tropical index of ET~ , and Fig. 4.9b displays composites of χ~ (FA) for the Day-12 and Day+0 
phase of the maximum NH polar index of ET~ .  Due to the existence of a spatial phase lock 
relationship, the convergence center of the tropical mode of χ~ (FA) (Day+0 of Fig.4.9a) can 
propagate poleward and eastward from tropical regions into subtropical regions (Day+12 of 
Fig. 4.9a) and then connect to the convergence center of the NH polar mode of χ~ (FA) (Day-
12 of Fig. 4.9b), and then continue to propagate poleward into high-latitude regions (Day+0 
of Fig. 4.9b).  Furthermore, when χ~ (FA) reaches polar regions, it has an impact on the polar 
energy budget and polar climate systems (explained in Section VI).  Thus, the polar climate 
system can be remotely affected by a tropical energy change on the intraseasonal timescale. 
The poleward propagation of ψ~ (FA) at the middle-high latitudes should be led by 
χ~ (FA) with a ψ~ (FA)- χ~ (FA) spatial relationship different from that observed in the tropical 
regions.  It has been argued that a reversal of the ψ~ (FA)- χ~ (FA) spatial relationship exists 
across about 30oN.  As revealed in Fig. 4.9a and Fig. 4.9c, when the convergence center of 
χ~ (FA) moves into the areas around (120oE, 30oN), the convergence center not only maintains 
a tropical positive ψ~ (FA) over the Pacific Ocean (marked by H0 at Day+12 of Fig. 4.9c), but 
also stimulates a middle-latitude positive ψ~ (FA) over the Asian continent (marked by H1 at 
Day+12 of Fig. 4.9c).  At the same time, another middle-latitude positive ψ~ (FA) over the 
North American regions (marked by H2 at Day+12 of Fig. 4.9c) is a response to the 
divergence center of χ~ (FA).  These features not only verify the reversal of the ψ~ (FA)- χ~ (FA) 
relationship across 30oN, but also indicate how the middle-latitude ψ~ (FA) is stimulated by the 
tropical mode of χ~ (FA).   
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Figure 4.9 (a) Composites of χ~ (FA) for the Day+0 and Day+12 phase of the maximum tropical 
index of ET~  during the 1979-2001 ONDJFM seasons.  (b) Composites of χ~ (FA) for 
the Day-12 and Day+0 phase of the maximum NH polar index of ET~ .  (c) and (d) is 
ψ~ (FA) corresponding to (a) and (b).  The contour interval of (a), (b), (c) and (d) is 
5×1012, 1013, 1015 and 5×1016Js-1, respectively.  The H, C, and D marks the areas of 
positive ψ~ (FA), convergence and divergence of χ~ (FA) that are focused on. 
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Findings obtained from Fig. 4.9 related to the poleward propagation of ET~  over the 
northern hemisphere during the ONDJFM seasons are summarized as follows: 
1) The low-latitude poleward propagation of maximum ET~  is regulated by the tropical mode 
of positive ψ~ (FA) led by negative χ~ (FA) located to the east. 
2) When the divergence/convergence center of poleward and eastward propagation of the 
tropical mode of χ~ (FA) reaches about 30oN, two areas of middle-latitude positive ψ~ (FA) 
are stimulated over the Asian continent and North American, respectively. 
3) After the tropical mode of χ~ (FA) is phase locked with the NH polar mode of χ~ (FA), the 
latter can cause the stimulated middle-latitude ψ~ (FA) patterns to propagate poleward 
toward the Arctic regions.   
Similar conclusions as those obtained from Fig. 4.9 were found for both ONDJFM and 
AMJJAS seasons and for the southern hemisphere.  These conclusions will be described in 
the following discussions of Figs. 4.10-4.11.  In addition, the difference between the 
poleward propagation of ET~  during the ONDJFM and AMJJAS seasons will be identified. 
According to Figs. 4.6-4.8, the tropical mode of χ~ (FA) and the NH (SH) polar mode 
of χ~ (FA) often interact with each other when their convergence centers reach the areas 
around (120oE, 30oN) [(120oE, 30oS)]. Based on Figs. 4.6-4.8, a schematic diagram 
constructed in Fig. 4.10a and Fig. 4.10b explains how χ~ (FA) stimulates ψ~ (FA) at different 
latitudes during the ONDJFM and AMJJAS seasons, respectively.  Previously, the 
relationship between ψ~ (FA) and χ~ (FA) over the northern hemisphere was discussed in Fig. 
4.9.  For the southern hemisphere low-latitudes, positive ET~  is regulated by negative ψ~ (FA) 
which is coupled with a divergence center of χ~ (FA) located to its east (Figs. 4.10a-b).  In 
contrast, negative ψ~ (FA) over the southern hemisphere middle-high latitudes is coupled with 
a convergence center of χ~ (FA) located to its east (Figs. 4.10a-b).  The relationship between 
χ~ (FA) and ψ~ (FA) displayed in Figs. 4.10a-b supports the previous theme that a reversal of the 
χ~ (FA)-ψ~ (FA) relationship exists around 30oN/30oS.   
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Figure 4.10 Schematic diagram illustrating the relationship between ψ~ (FA) and χ~ (FA) associated with 
the positive poleward propagation of ET~  during the (a) ONDJFM and (b) AMJJAS 
seasons.  The explanations of symbols used for (a)-(b) are described in the bottom of the 
schematic diagrams.  (c) and (d) horizontal variance of ET~  for the ONDJFM and 
AMJJAS seasons, respectively.  The maximum varied centers of Var( ET~ ) are circled.   
 
 
The major difference between Fig. 4.10a and 4.10b is the initial location of the 
poleward propagation of ψ~ (FA).  To explain this difference, the variance of ET~  over the 
tropical regions during the ONDJFM and AMJJAS seasons is illustrated in Fig. 4.10c and Fig. 
4.10d, respectively.  During the ONDJFM seasons, the maximum variance center of tropical 
ET~  is found over Bay of Bengal (about 95oE; Fig. 4.10c).  In contrast, the maximum variance 
center of tropical ET~  during the AMJJAS seasons is observed over the Arabian Sea (about 
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65oE; Fig. 4.10d).  Apparently, the difference between the initial location of poleward 
propagation of ψ~ (FA) during ONDJFM and AMJJAS seasons is the reflection of the 
difference between the maximum variance center of tropical ET~  during the ONDJFM and 
AMJJAS seasons.  This difference further implies that χ~ (FA) during the AMJJAS seasons 
takes longer than χ~ (FA) during the ONDJFM seasons to stimulate ψ~ (FA) over the middle-
latitude regions.   
To gain a global perspective on the interaction between low-latitude poleward 
propagation of ET~  and middle-high latitude poleward propagation of ET~ , the occurrence 
frequency of maximum ET~  is illustrated in Fig. 4.11.  To construct Fig. 4.11, the centers of 
maximum tropical ET~  (larger than 0.8 standard deviation of the tropical index of ET~ ) 
originating from the Indian Ocean are located by the forward checking method modified 
from Chen and Weng (1998).  In contrast, the centers of maximum polar ET~  (larger than 0.8 
standard deviation of the polar index of ET~ ) are located by the backward checking method 
modified from Chen (2006).  Then, the statistical method used by Chen and Weng (1998) is 
used to calculate the occurrence frequency of maximum ET~  during the time periods from 
1979 to 2001.  Coherent with Fig. 4.10, the difference between the initial location of low-
latitude poleward propagation of ET~  during ONDJFM (Fig. 4.11a) and AMJJAS (Fig. 4.11b) 
seasons is visible.  Findings inferred from Figs. 4.10-4.11 are summarized as follows: 
1) Northern hemisphere: The propagation of ET~  starts from the Indian monsoon regions and 
extends northeastward to the subtropical Pacific regions (lightly stippled areas in Fig. 
4.10).  When the convergence center of the tropical mode of χ~ (FA) reaches around 
(120oE, 30oN), a positive ψ~ (FA) pattern over the Asian continent is stimulated.  In 
addition, another positive ψ~ (FA) pattern located around (40oN, 90oW) is stimulated by a 
divergence center of χ~ (FA).  If the tropical mode of χ~ (FA) is phase locked with the NH 
polar mode of χ~ (FA), the latter will lead the stimulated middle-latitude ψ~ (FA) to 
propagate into the Arctic regions.   
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Figure 4.11 (a) Occurrence frequency of maximum ET~  related to the tropical index (lightly shaded) 
and polar index of ET~  (heavily shaded) during 1979-2001 ONDJFM seasons. (b) is 
similar to (a), but for the AMJJAS seasons. Character T, N and S represent the ET~  
related to the tropical index, NH polar index and SH polar index, respectively. The 
number of days before/after the maximum phase of tropical index, NH polar index 
and SH polar index is indicated by +/- at the right top of character T, N and S, 
respectively.  Character C and D represent the convergence and divergence center of 
the tropical mode of χ~ (FA) in the interaction phase with the polar mode of χ~ (FA).   
 
 101
2) Southern hemisphere:  The convergence center of the tropical mode of χ~ (FA) marked in 
the southern hemisphere of Fig. 4.11 stimulates a middle-latitude negative ψ~ (FA) center 
located around (90oE-100oE, 30oS-40oS).  In addition, another middle-latitude region of 
negative ψ~ (FA) stimulated by the divergence center of the tropical mode of χ~ (FA) is 
observed around (90oW-100oW, 30oS-40oS).  After the tropical mode of χ~ (FA) phase 
locks with the SH polar mode of χ~ (FA), it is observed that areas of middle-latitude 
positive ET~  regulated by negative ψ~ (FA) are led to the Antarctic regions by the SH polar 
mode of χ~ (FA). 
Findings described above can be observed during both the ONDJFM and AMJJAS seasons.  
However, when the tropical mode of χ~ (FA) does not phase lock with the NH/SH polar mode 
of χ~ (FA), it is found that the stimulated middle-latitude ψ~ (FA) weakens quickly and cannot 
facilitate the propagation of ET~  to the polar regions (not shown).  As indicated previously, a 
study is planned to examine this issue.   
 
VI. The implications of polar energy change on the intraseasonal timescale 
a. The intraseasonal variation of boreal-forest rainfall 
During the northern hemisphere summer seasons, rainfall over the boreal-forest zone 
has a large impact on high-latitude ecosystems.   It is found that the boreal-forest zone 
contains large high-latitude variability of ET~  (not shown).  Thus, the possible implication of 
polar ET~  change on the intraseasonal variation of boreal-forest rainfall is investigated.   
Using the year 1991 as an example, rainfall area-averaged over the boreal-forest zone 
(55oN-70oN) from Jan 1991 to Dec 1991 is illustrated in Fig. 4.12a to examine whether the 
boreal-forest rainfall undergoes a 30-70 day variation.  According to Fig. 4.12a, boreal-forest 
rainfall (P; histogram in Fig. 4.12a) is mainly dominated by annual variation.  However, 
embedded in the annual variation, there are other shorter timescale variations.  To focus on 
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those shorter timescale signals, the annual and semiannual components of P are removed and 
the anomalies of P (∆P; dash line in Fig. 4.12a) are plotted.  Comparing ∆P with its related 
30-70 day bandpass filtered values ( P~ ; thick solid line in Fig. 4.12a), it is found that boreal-
forest rainfall also exhibits a clear variation on the 30-70 day timescale similar to what was 
found for the polar TE change.   
 
 
Figure 4.12  (a) The time variations of pentad mean precipitation (P; histogram), anomalies of P (∆P; 
dash line) and 30-70 day bandpass filtered P ( P~ ; thick solid line) over the boreal-forest 
zone (55oN-70oN) for 1991. (b) The latitude-time diagram of zonally-averaged ET~  
(contour) superimposed with P~  (stippled areas) during the 1991 AMJJAS season. The 
contour interval of ET~  is 5x106J kg-1 and the scale of P~  is shown in the right bottom 
panel of (b).   
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The polar ET~  change may affect the strength of the polar circulation, and, in turn, 
modulate the high-latitude precipitation change.  To examine the relationship between P~  and 
ET~ , a latitude-time diagram of zonally-averaged ET~  superimposed with P~  during the 1991 
AMJJAS seasons is shown in Fig. 4.12b.  In high-latitude regions, positive P~  (heavily shaded 
in Fig. 4.12b) is coupled with negative ET~ , indicating a negative relationship between P~  and 
ET~  over the boreal-forest region.  To explain this finding, the contributions of four 
components of ET~  to the total variability of ET~  are considered.  It is found that internal 
energy, which is associated with temperature, mainly determines the variability of ET~  (not 
shown).  Generally, low polar temperatures can result in a strong polar cyclonic circulation 
coupled with large amounts of precipitation.  Associated with these low temperatures, small 
amounts of ET~  are then coupled with the large amounts of P~  over the boreal-forest zone.  A 
composite of [ψ~ (FA), P~ ] for the minimum phase of the NH polar index of ET~  during the 
1979-2001 AMJJAS seasons (Fig. 4.13a) verifies the argument that a large amount of boreal-
forest rainfall, depicted by positive P~ , is often embedded in a strengthened polar vortex, 
depicted by negative ψ~ (FA), associated with a minimum phase of ET~ .  Findings inferred from 
Figs. 4.12b and 4.13a imply that forecasts of polar ET~  change may be useful in improving 
the prediction of the 30-70 day variation of boreal-forest rainfall. 
On the other hand, it is also revealed in Fig. 4.12b that in contrast with the high-
latitude regions, positive P~  is related to positive ET~  over the low-latitude regions.  The 30-70 
day variation of low-latitude atmospheric circulation is characterized by a vertical phase 
reversal structure (e.g. Chen and Chen 1997).  Generally, large P~  is embedded in a surface 
low coupled with an upper-level high.   The large ET~ , which is also coherent with an upper-
level high, likely explains the positive relationship between P~  and ET~  over the low-latitude 
regions. 
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Figure 4.13  (a) The composite of [ψ~ (FA), P
~ ] based on the minimum phase of the NH polar indices 
of ET~  during 1979-2001 AMJJAS seasons.  (b) is similar to (a), but for [L Qχ~ , P
~ ].  The 
contour interval of ψ~ (FA) and L Qχ~  in (a) and (b) is 10
15Js-1 and 1012Js-1, respectively.  
The shaded scale of P~  is shown in the right bottom panel of each diagram. 
 
 
  The maintenance of precipitation is frequently examined using an analysis of the 
water vapor budget (e.g., Yoon and Chen 2006).  Modified from the water vapor budget 
equation, it is described in Eq. (2.15) of Chapter 2 that the relationship between P and LχQ 
can be expressed as: P ∝ LχQ.  To explain the maintenance of P~ , a composite of [L Qχ~ , P~ ] 
for the minimum phase of the NH polar ET~  index during the 1979-2001 AMJJAS seasons is 
60oN 
30oN 
30oN 
60oN 
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generated (Fig. 4.13b), which shows that larger than average water vapor flux convergences 
into the boreal-forest zone during the minimum phase of the NH polar ET~ , supporting the 
large amount of P~  over the boreal-forest zone.  Similar to the AMJJAS seasons, which are 
associated with small ET~  over the Arctic regions, a large amount of the boreal-forest rainfall 
during the ONDJFM seasons is also coupled with a stronger Arctic vortex relative to the 
ONDJFM seasonal average (not shown).  In addition, this large amount of rainfall is 
maintained by a large amount of water vapor convergence into the boreal-forest zone (not 
shown).   
b. The intraseasonal variation of energy budget, OLR and Ts over the polar regions 
 Indications for the intraseasonal variation of the energy budget, outgoing longwave 
radiation (OLR) and surface temperature (Ts) over the polar regions can be inferred from Fig. 
4.13.  During summer seasons, the atmospheric energy flux converging into the Arctic 
regions is balanced by the net upward radiation flux at the top of atmosphere, FTOA↑, and the 
net downward surface flux, FSFC↓ (e.g., Nakamura and Oort 1988).  Based on Fig. 4.13, the 
changes in the Arctic energy budget, OLR, and Ts for the minimum phase of the NH polar 
ET~  during the AMJJAS seasons are inferred as follows: 
1) Recall from Table 4.1, diabatic heating release is the major contributor to the change of 
atmospheric energy flux divergence, i.e. ∇•FA.  During the minimum phase of NH polar 
ET~ , the positive P~  revealed in the high-latitude regions of Fig. 4.13 implies that diabatic 
heating is increased there.  The increase of diabatic heating would result in the decrease 
of atmospheric energy flux converging into Arctic regions, i.e. (-∇• AF~ )<0.   
2) It is found that the internal energy (CpT) explain more than 80% of the global variability 
of ET~  (not shown).  Associated with the minimum phase of NH polar ET~ , the air 
temperature over the polar regions is lower than usual, implying that the OLR and Ts 
over the polar regions is smaller than normal (i.e. RL~O <0 and  sT~ <0).  Coherent with the 
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decrease of OLR and Ts, respectively, a decrease of upward radiation flux at the top of 
the atmosphere ( ↑TOAF
~ <0) and a decrease of incoming solar radiation to the surface 
( ↓SFCF
~ <0) over the Arctic regions is expected. 
To verify these inferences, composites of [ χ~ (FA), RL~O ], [ χ~ (FA), sT~ ], and the Arctic energy 
budget in the minimum phase of NH polar ET~  during the AMJJAS seasons are shown in Fig. 
4.14a, b, and c, respectively.  As inferred, negative RL~O  (Fig. 4.14a) and negative sT~  (Fig. 
4.14b) are observed over the Arctic regions.  In addition, to balance the decrease of (-∇• AF~ ), 
the ↑TOAF
~
 is decreased and ↓SFCF
~  is decreased in the minimum phase of the NH polar ET~  
during the AMJJAS seasons (Fig. 4.14c).  
 During the winter seasons, the atmospheric energy flux converging into the Arctic 
regions is balanced by FTOA↑ and the net upward surface flux, FSFC↑ (e.g., Nakamura and Oort 
1988).  Because the seasonal mean of the Arctic energy budget between winter and summer 
seasons are different (e.g., Nakamura and Oort 1988), it is questioned whether the 30-70 day 
variation of the Arctic energy budget is also different between ONDJFM and AMJJAS 
seasons.  Displayed in Fig. 4.14f is the ONDJFM Arctic energy budget to contrast the 
AMJJAS budget shown in Fig. 4.14c.  As shown in Fig. 4.14f, a decrease of (-∇• AF~ ) is 
balanced by a decrease of ↑TOAF
~  and an increase of ↑SFCF
~  in the minimum phase of Arctic ET~  
during the ONDJFM seasons.  As indicated by the open arrows displayed in Fig. 4.14f and 
Fig. 4.14c, the direction of the anomalous (-∇• AF~ ), TOAF~ , and SFCF~  are the same between 
ONDJFM and AMJJAS seasons, but the magnitude of (-∇• AF~ ), TOAF~ , and SFCF~  during 
ONDJFM seasons is smaller than that during AMJJAS seasons.  Recall that polar ET~  has 
larger variability during the cold seasons than the warm seasons, which may explain the 
contrast of magnitudes between (-∇• AF~ ), TOAF~  and SFCF~  for ONDJFM and AMJJAS seasons. 
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Figure 4.14  The composites of χ~ (FA) superimposed with (a) RL~O  and (b) sT
~  based on the NH 
polar index of ET~  during the 1979-2001 AMJJAS seasons. The contour interval of 
χ~ (FA) is 5×1012Js-1.  The scales of RL~O  and sT~  are shown in the right bottom panel 
of (a) and (b), respectively.  (c) is the 30-60 day variation of Arctic energy budget 
for the minimum phase of NH polar indices of ET~  during the 1979-2001 AMJJAS 
seasons. The value at top, bottom and east-west side of (c) represents 30-60 day 
variation of FTOA, FSFC and (-∇•FA) area-averaged over (70oN-90oN), respectively. 
(d)-(f) is similar to (a)-(c), but for the ONDJFM seasons of 1979-2001. 
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   The change in the energy budget could indicate changes in OLR because OLR is a 
major component of FTOA↑ (e.g., Nakamura and Oort 1988).  Coherent with negative values 
of ↑TOAF
~  (Fig. 4.14f), areas of negative RL~O  (Fig. 4.14d) are observed over the Arctic regions 
during the minimum phase of ONDJFM Arctic ET~ .  On the other hand, positive values of 
↑
SFCF
~  (Fig. 4.14f) imply less incoming solar radiation at the surface relative to the seasonal 
average, which results in a lower surface temperature, i.e. sT~ <0, over the Arctic regions (Fig. 
4.14e).  Features revealed in Fig. 4.14 suggest that the implications of Arctic ET~  on the 
change of the energy budget, P~ , RL~O  and sT~  over the Arctic regions are similar between 
AMJJAS and ONDJFM seasons. 
  Similar to Arctic regions, the atmospheric energy transported into the Antarctic 
regions directly affects the variation of FTOA and FSFC.  Figures 4.15a and b show the change 
in the Antarctic energy budget associated with the minimum phase of Antarctic ET~  during 
the 1979-2001 AMJJAS and ONDJFM seasons, respectively.  The decreased atmospheric 
energy converging into the Antarctic regions is balanced by decreased ↑TOAF
~  and increased 
↑
SFCF
~  relative to the AMJJAS seasonal average (Fig. 4.15a).  For the ONDJFM seasons, the 
decreased atmospheric energy converging into the Antarctic regions is balanced by decreased 
↑
TOAF
~  and decreased ↓SFCF
~  relative to the ONDJFM seasonal average.  As seen in Figs. 4.15a-
b, the direction of (-∇• AF~ ), TOAF~  and SFCF~  is similar between AMJJAS and ONDJFM seasons, 
similar to what was observed for the Arctic energy budget.  Note, AMJJAS is the cold season 
in the southern hemisphere, which consists of large variability in ET~ , (-∇• AF~ ), TOAF~  and SFCF~ . 
 Over the Antarctic regions, changes in FTOA and FSFC also imply changes in OLR and 
Ts.  It can be inferred from the negative value of ↑TOAF
~  shown in Figs. 4.15a-b that RL~O  
during the minimum phase of Antarctic ET~  is smaller than the average, i.e. RL~O <0.  In 
addition, both the positive ↑SFCF
~  (Fig. 4.15a) and negative ↓SFCF
~  (Fig. 4.15b) suggest that low 
sT~  is observed over the Antarctic regions during the minimum phase of Antarctic ET~  relative 
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to the maximum phase of Antarctic ET~ .  Using the AMJJAS season as an example, the 
inference that changes in TOAF
~  and SFCF
~  imply changes in RL~O  and sT~   is verified by Figs. 
4.15c-d.  As suggested by Figs. 4.15c-d, the change of ET~  in Antarctic regions is indicative 
of the change in the 30-70 day variation of the Antarctic energy budget, RL~O  and sT~ . 
 
 
Figure 4.15  The 30-70 day variation of Antarctic energy budget based on the minimum phase of SH 
polar indices of ET~  during 1979-2001 (a) AMJJAS and (b) ONDJFM seasons. The 
value at top, bottom and east-west side of energy diagram represents the 30-70 day 
variation of FTOA, FSFC and (-∇•FA) area-averaged over (70oS-90oS), respectively. The 
unit of values in (a)-(b) is Wm-2. (c) and (d) are the composites of χ~ (FA) superimposed 
with RL~O  and sT~ , respectively, based on the minimum phase of SH polar index of ET~  
during the 1979-2001 AMJJAS seasons. The contour interval of χ~ (FA) is 5×1012Js-1.  
The scales of RL~O  and sT~  are shown in the right bottom panel of (c) and (d), 
respectively. 
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VII. Concluding remarks 
 In order to improve our understanding of polar climate and its global interactions, 
this study examines whether tropical energy plays a role in affecting the intraseasonal 
variation of polar energy.  The initial hypothesis for a connection between tropical energy 
and polar energy is inferred from a companion study on the poleward propagation of angular 
momentum on the 30-60 day timescale (Chen and Huang 2008a).  It is found that the 30-70 
day variation of total atmospheric energy ( ET~ ) has a poleward propagating feature, 
suggesting that the tropical ET~  can be manifested in the polar regions, and in turn, affect the  
30-70 day variation of polar climate systems and the polar energy budget.  Analyses were 
performed to verify this suggestion.    
 Typically, the poleward propagation of zonally-averaged ET~  from the tropical 
regions takes about 36 to 42 days to reach polar regions.  It is found that the poleward 
propagation of ET~  from the tropics to the subtropical regions is facilitated by an east-west 
wave number one dominated ψ~ (FA), defined as the tropical intraseasonal mode.  In contrast, 
the poleward propagation of ET~  from middle-latitudes to the polar regions is mainly 
modulated by an annular structure of ψ~ (FA), defined as the polar intraseasonal mode.  Both 
the tropical mode of ψ~ (FA) and polar mode of ψ~ (FA) are led by their related change of χ~ (FA).  
It is demonstrated that the spatial relationship between ψ~ (FA) and χ~ (FA) is coherent with the 
relationship between ψ~ (200mb) and χ~ (200mb) discussed in Chen and Huang (2008a). When 
the tropical mode of χ~ (FA) phase locks with the polar mode of χ~ (FA), a convergence/ 
divergence center of χ~ (FA) from the tropical regions can propagate into the middle-latitude 
regions and stimulate the middle-latitude ψ~ (FA).  The middle-latitude ψ~ (FA) is led by the 
polar mode of χ~ (FA) to propagate to the polar regions. 
 As positive ET~  propagates into the polar regions, the polar circulation is weakened 
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through coupling with less diabatic heating release, which results in more than usual 
atmospheric energy flux converging into those regions.  This change of atmospheric energy 
flux convergence over the polar regions leads to the change of the polar energy budget and 
polar climate systems.  Relative to the maximum phase of polar ET~ , less ∇• AF~  converging 
into the polar regions is balanced by less upward TOAF
~  and less downward SFCF
~  during the 
minimum phase of polar ET~ .  Related to this energy balance process, less RL~O  and low sT~  
are observed during the minimum phase of polar ET~  for both Arctic and Antarctic regions.  
Furthermore, a new perspective regarding the relationship between intraseasonal variations 
of boreal-forest rainfall and polar ET~  is examined in this study.  Results suggest that a clear 
negative relationship exists between boreal-forest rainfall and polar ET~ .  To maintain high 
boreal-forest rainfall, more latent energy flux converging into the polar regions is observed 
during the minimum phase of NH polar ET~  than during the maximum phase of NH polar ET~ .   
 According to our analyses, about 72-75% of the intraseasonal variability of polar 
ET~  is related to tropical ET~  through poleward propagation (Appendices C and D).  In this 
study, explanations for the linkage between tropical ET~  and polar ET~  are provided.  
However, about 25-28% of the intraseasonal variability of polar ET~  is not related to the 
tropical ET~ .  Although the mechanism for this variability is unclear now, our preliminarily 
examinations show that it is possibly related to the change of middle-latitude ET~  or caused 
by the in-situ oscillation over the polar regions on the intraseasonal timescale.  A future study 
is suggested to clarify this unclear issue. 
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CHAPTER 5.  GENERAL DISCUSSIONS AND FUTURE STUDIES 
 
I. General discussions 
Previous studies have examined the linkage between the tropical circulation and polar 
circulation through exploring the poleward propagation of atmospheric angular momentum 
(e.g., Dickey et al. 1992; Chen and Weng 1997; Chen and Chen 1997; Chen and Huang 
2008a; Chen and Huang 2008b).  However, the forcing of circulation anomalies, i.e. energy 
change, over the tropical and polar regions cannot be explained by an analysis of the 
poleward propagation of angular momentum. In this dissertation, the existence of poleward 
propagation of total atmospheric energy (TE) on the interannual and intraseasonal timescales 
is examined.  Because the change of divergent component of atmospheric energy flux can 
stimulate a change in the rotational component of atmospheric energy flux, which can 
facilitate the propagation of TE, the interaction between tropical and polar energy is 
discussed by exploring issues related to the poleward propagation of TE.  
The atmospheric energy budget analysis has been frequently used in discussing the 
balance between energy source/sink and divergence of atmospheric energy flux (e.g., 
Nakamura and Oort 1988).  This dissertation explores how the change in the polar energy 
budget and polar climate systems are remotely affected by tropical energy through poleward 
propagation.  Through investigating this unknown issue, a new perspective for tropical 
forcing in relation to polar climate change is obtained.  Because the atmospheric processes 
for modulating the variation of TE on the interannual and intraseasonal timescales are 
different, two observational studies are presented in Chapter 3 and Chapter 4 to examine 
issues related to the interannual and intraseasonal variation, respectively.  Two major 
scientific questions raised in the General Introduction (Chapter 1) are answered as follows: 
Q1: How are the interannual and intraseasonal variations of the polar energy budget 
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remotely affected by tropical energy changes through poleward energy propagation?   
Answers to this question related to the interannual and intraseasonal variation are discussed 
in Chapter 3 and Chapter 4, respectively. 
• Interannual variation (Chapter 3) 
Numerous studies have suggested that ENSO, PNA, NAO, and AO (ENSO, PSA, and 
SAO) are major climate modes depicting northern (southern) hemisphere circulation change 
(e.g., Kidson 1988; Kushnir and Wallace 1989; Thompson and Wallace 1998).  This 
dissertation found that these climate modes are all important for explaining the linkage 
between tropical and polar energy.   
It is found that more than 80% of the polar TE change (∆TE) on the interannual 
timescale is caused by ∆TE propagating from the tropics following a 4-6 year propagating 
cycle.  The poleward propagation of ∆TE over the northern (southern) hemisphere is 
facilitated by ENSO, PNA, NAO, and AO (ENSO, PSA, and SAO), similar to the poleward 
propagation of angular momentum discussed in Chen and Huang (2008a).  The alternation of 
circulation between a warm and a cold ENSO event can result in positive ∆TE propagating 
from the tropics to the middle-latitudes.  In contrast, the alternation of circulation between a 
negative PNA (PSA) and a negative NAO/AO (SAO) is responsible for positive ∆TE 
propagating from the middle-latitudes to the Arctic (Antarctic). 
It is demonstrated that the poleward propagation of ∆TE is indicative of a change in 
the divergent component of atmospheric energy flux.  A poleward and eastward propagation 
of divergent component of atmospheric energy flux is observed in conjunction with the 
poleward energy propagation. During the propagating process, the change in the divergent 
component of total atmospheric energy flux over the northern (southern) hemisphere 
stimulates anomalous circulation patterns similar to those of ENSO, PNA, NAO, and AO 
(ENSO, PSA, and SAO).  When a positive energy anomaly originating from the tropics 
reaches the polar regions, the polar low circulation is weakened coupling with a decrease of 
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diabatic heating release over the polar regions.  Associated with the maximum phase of polar 
∆TE, it is found that a decrease of diabatic heating release over the polar regions leads to an 
increase of atmospheric energy flux converging into polar regions which affects the polar 
energy budget. 
• Intraseasonal variation (Chapter 4) 
Over the tropical regions, the intraseasonal variation of atmospheric circulation is 
dominated by the Madden-Julian oscillation (MJO) on a timescale of 30-60 days.  In contrast, 
the atmospheric circulation over the polar regions is mainly regulated by the high-latitude 30-
60 day oscillation (e.g., Zhou and Miller 2005).  In view of these circulation differences, this 
thesis shows that the intraseasonal variation of TE ( ET~ ) over the tropical regions is mainly 
modulated by an east-west wave number one dominated ψ~ (FA) related to MJO, which is 
defined as the tropical mode.  In contrast, ET~  over the northern hemisphere (southern 
hemisphere) polar regions is mainly dominated by a ψ~ (FA) with annular structure, which is 
defined as the NH (SH) polar mode.  The interaction between these intraseasonal modes of 
ψ~ (FA) and χ~ (FA) links the tropical energy change to the intraseasonal variation in the polar 
energy budget. 
It is found that more than 70% of the polar TE change on the 30-70 day timescale is 
caused by ET~  propagating from the tropics following a 36 to 42 day propagating cycle.  The 
alternation of the tropical mode of ψ~ (FA) can result in ET~  propagating from the tropics to the 
subtropical regions.  In contrast, the alternation of the polar mode of ψ~ (FA) can result in ET~  
propagating from the middle-latitudes to the polar regions.  This poleward propagation of 
ψ~ (FA) is led by χ~ (FA) following a spatial quadrature ψ~ (FA)- χ~ (FA) relationship similar to the 
ψ~ (200mb)- χ~ (200mb) relationship discussed in Chen and Huang (2008b).  When the tropical 
mode of χ~ (FA) phase locks with the polar mode of χ~ (FA), the middle-latitude ψ~ (FA) is 
stimulated, and then, is led by the polar mode of χ~ (FA) to propagate toward the polar regions.  
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When poleward propagating ET~  reaches the polar regions, its related change in χ~ (FA) affects 
the 30-70 day variation of the polar energy budget. 
 
Q2: What changes in the polar climate systems (e.g., precipitation and outgoing longwave 
radiation) are affected by poleward energy propagation? 
Answers to this question are discussed in both Chapter 3 and Chapter 4. 
• Interannual variation (Chapter 3) 
The analysis of interannual variation of the polar energy budget indicates that an 
increase (decrease) of atmospheric energy flux converging into the polar regions is balanced 
by an increase (decrease) of upward radiation flux at the top of the atmosphere and a 
decrease (increase) of upward surface flux during the maximum (minimum) phase of polar 
∆TE.  It is demonstrated that the increase (decrease) of atmospheric energy flux convergence 
is contributed to by a decrease (increase) of diabatic heating release and a decrease (increase) 
of water vapor convergence which maintains a decrease (increase) of precipitation coupled 
with an increase (decrease) of OLR over the polar regions.  These polar climate changes 
substantiate the hypotheses raised in Chapter 1. 
• Intraseasonal variation (30-70 day variation; Chapter 4) 
 Implications of polar ET~  change on the polar climate systems include a negative 
relationship between the polar ET~  and the intraseasonal variation of boreal-forest rainfall.  It 
is shown that the increase of boreal-forest rainfall on the intraseasonal timescale is 
maintained by an increase of water vapor converging into the boreal-forest zone.  In contrast 
with the boreal-forest rainfall, polar ET~  has a positive correlation with the intraseasonal 
variation of OLR or Ts over the polar regions.  The intraseasonal variation of OLR and Ts is 
coherent with the change of upward radiation flux at the top of the atmosphere and the 
change of downward surface flux on the intraseasonal timescale, respectively.  To balance 
the change of radiation flux at the top of the atmosphere and the surface flux, more 
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atmospheric energy flux converges into the polar regions during the maximum phase of polar 
ET~  than during the minimum phase of polar ET~ . 
 
II. Recommendations for future research 
1. Multiple timescale variations of sea ice vs. atmospheric energy change 
The sea ice contents change on interannual and intraseasonal timescales (e.g., Fang 
and Wallace 1994; Baba and Wakatsuchi 2001).  The interannual variation of sea ice has been 
frequently discussed with the atmospheric circulation change associated with different 
climate modes, e.g. NAO (e.g., Hu et al. 2002; Jung and Hilmer 2001), AO (e.g., Zhang et al. 
2003), and SAO (e.g., Hall and Visbeck 2002), ENSO (e.g., Gloersen 1995; Yuan and 
Martinson 2000).  Some basic dynamic/thermodynamic underpinning of the sea ice change 
has been examined (e.g., Zhang et al. 2000; Honda et al. 1999), but the relationship between 
the poleward propagation of TE and the variation of sea ice has not attracted attention.  The 
sea ice change might be directly affected by the change of surface flux, and, in turn, affected 
by the variation of atmospheric energy transport into the polar regions and the polar TE 
change.  To improve the prediction of sea ice change, a future work for examining the 
relationship between polar TE change and the sea ice change is suggested. 
It is hypothesized that the sea ice change should follow the variation of surface flux, 
and, in turn, be closely related to the change of polar TE.  Investigating the movement of 
Antarctic sea ice on the interannual timescale, previous studies have observed a clear 
eastward propagation of Antarctic sea ice (e.g., Venegas and Drinkwater 2001).  If our 
hypothesis is correct, one should expect to see a corresponding eastward propagation of TE.  
As revealed in Fig. 5.1a and 5.1b, the largest interannual variability of both TE and Antarctic 
sea ice is located over the area between the Ross Sea and Amundsen Sea (marked by  ).  
Following this finding, a longitude-time diagram of TE superimposed with the sea ice change 
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averaged between 60oS-70oS is plotted in Fig.5.1c to support our hypothesis.  Interestingly, 
the variation of the Antarctic sea ice (stippled areas in Fig. 5.1c) matches well with the 
eastward propagation of TE (contour in Fig. 5.1c).  In addition, the large (small) amounts of 
Antarctic sea ice often correspond with small (large) amounts of TE.  The low (high) 
temperature associated with the small (large) amounts of TE might explain the increasing 
(decreasing) sea ice.  Because the variation of the Antarctic sea ice matches well with the 
eastward propagation of TE, an effort should be made to explain their dynamic linkage for 
improving the prediction of sea ice change.   
 
 
 
Figure 5.1  (a) Interannual variability of vertically integrated total energy and (b) sea ice over South 
Pole. (c) The longitude-time diagram of vertically integrated total energy (contoured) 
superimposed with sea ice change (stippled areas) between 60oS-70oS.  The contour of 
∆TE is 5x10-6 J kg-1. 
 
 
60oS 
70oS 
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In contrast with the interannual variation, the intraseasonal variation of sea ice has 
been less discussed.  Recently, a huge reduction in sea ice was observed during the summer 
in Arctic regions by NASA satellites (NASA 2006 news).  The cause of this change is still 
unclear, but the intraseasonal variation of the energy change over the polar regions may play 
an important role in affecting the shorter timescale variation of sea ice.  By comparing daily 
anomalies of atmospheric energy flux divergence (∇•FA) and sea ice, possible effects from 
the 30-60 day variation of atmospheric energy on the shorter timescale sea ice change are 
provided in Fig. 5.2.   
Figure 5.2a and 5.2d show the variance of ∇•FA and Arctic sea ice, respectively.  The 
largest variability in the Arctic sea ice and ∇•FA are observed over the Barents Sea.  To 
identify their major intraseasonal time signal, a power spectrum analysis has been applied to 
the daily area-averaged Arctic sea ice and ∇•FA over the areas marked in Fig. 5.2a and 5.2d.  
Results suggest that 30-60 days is the major timescale for depicting the intraseasonal 
variation of both sea ice and ∇•FA (Fig. 5.2b and 5.2e).  The same suggestion can be 
obtained by plotting their daily time series (thin line in Fig. 5.2c and 5.2f) superimposed with 
their 30-60 day bandpass filtered value (thick line in Fig. 5.2c and 5.2f).  Comparing Fig. 
5.2c and 5.2f, large (small) amount of sea ice seems to occur when large (small) amount of 
∇•FA is observed over the polar regions.  However, dynamical and thermodynamical 
explanations for the positive relationship between the 30-60 day variation of sea ice and 
∇•FA are still lacking.  
In addition to the Arctic sea ice, the intraseasonal signal of the Antarctic sea ice also 
attracts attention.  Studying the 10-24 day intraseasonal variation of the Antarctic sea ice, 
Baba and Wakatsuchi (2001) indicated that the Antarctic sea ice propagates eastward.  
However, this eastward propagating feature has not been examined on the 30-60 day 
timescale.  Efforts are suggested for examining this issue, as well.   
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Figure 5.2  (a)The variation of sea ice in cold half year, (b) The power spectrum analysis on the time 
series of daily anomalous sea ice shown in (c).  (d)-(f) are similar to (a)-(c) but for the 
divergence of atmospheric energy flux. 
 
 
• Proposed research tasks  
Thorndike et al. (1975) presented the theory of sea-ice thickness distribution and ice 
mass conservation.  After Thorndike et al. (1975), the governing equation of ice thickness 
distribution theory and ice mass conservation described in Hibler (1979, 1980) is written as:  
Ψ+=∂
∂+•∇+∂
∂
LFh
(fg)
(ug)
t
g ,   (5.1) 
 124
where g is the ice-thickness distribution function, t is time, u is the ice velocity , f is the ice 
growth rate due to thermodynamic processes , h is the ice thickness, FL is a source term for 
lateral melting, and Ψ  is a redistribution function depending on g and h.  Equation 5.1 is the 
governing equation of ice budget used in the dynamic-thermodynamic Community Sea Ice 
Model (Holland et al. 2006).   
The air-sea interaction needs to be considered in the discussion of the relationship 
between atmospheric energy transport and sea ice.  In addition to the polar energy budget, the 
examination of the ice budget written in Eq. 5.1 should be conducted for the unsolved issues 
related to the variation of sea ice.  On the other hand, the polar pathfinder daily sea ice 
motion vectors provided by the National Snow and Ice Data Center (Fowler 2003) are 
suggested to be analyzed in the future for helping the examination of eastward propagation of 
sea ice and relationship with polar TE change.  It is expected that the examination of ice 
motion could help us find out if the ice change is caused by ice moving out/moving into polar 
regions (dynamic process) or caused by the ice melting/ice growing (thermodynamic 
process). 
 
2. The analysis of model simulations 
It has been suggested that global climate models improperly simulate the Arctic 
surface air temperature (e.g., Mao and Robock 1998), moisture (e.g., Briegleb and Bromwich 
1998), and radiation at the top of the atmosphere (e.g. Raschke et al 2005).  Briegleb and 
Bromwich (1998) examined polar climate simulations from the NCAR CCM3 and suggested 
that the model deficiencies may be caused by polar heat sinks that are too strong.  Because 
energy change in the polar regions can be remotely affected by energy change in the tropical 
regions through the poleward propagation of TE, the examination of model simulated 
poleward propagation of TE is suggested for improving model simulations of polar climate 
changes. 
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For determining polar climate change, water vapor transport is one of the crucial 
components.  It has been pointed out in our recent study that the observed global 
hydrological cycle, depicted by the potential function of the divergence of water vapor 
transport, χQ, propagates eastward on the interannual timescale (Chen and Huang 2007).  
Comparing interannual rainfall variability of the global hydrological cycle simulated by 
several models with observations, it has been indicated that the eastward propagation speed 
of the simulated interannual variation mode is slower than observations because of the under-
simulated rainfall variability over the South Asian monsoon region.  It has been shown in this 
dissertation that the poleward propagating TE is a response to the global eastward 
propagation of χ(FA) on the interannual and 30-60 day timescales.  Considering the roles of 
water vapor transport in affecting the atmospheric energy transport, the improper simulation 
of the eastward propagation of χQ may result in a similar bias on the simulated eastward 
propagation of χ(FA).  In addition, model bias in the eastward propagation of χ(FA) may 
result in a bias in the poleward propagation of TE and, in turn, cause errors in the simulated 
polar energy budget.  Based on these discussions, it is proposed to examine whether models 
properly simulate the poleward propagation of TE.  In addition, it is proposed to examine 
how model bias on the simulated poleward propagation of TE affects the simulated polar 
energy budget.  Furthermore, the ability of models to capture the eastward propagation of 
χ(FA) on both interannual and intraseasonal timescales should be explored.  Future works for 
these issues will be helpful to verify the model performance on climate change at high 
latitudes and the polar regions. 
• Proposed research tasks  
Several research tasks are suggested to examine the possible model bias of the 
atmospheric energy change from the simulations of SMIP-2 (Seasonal Prediction Model 
Intercomparison Project-2), DEMETER [Development of a European Multi-model Ensemble 
system for seasonal to interannual prediction (Palmer et al. 2004)] and CMIP-3 [Coupled 
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Model Intercomparison Project (Meehl et al. 2000)]. 
Task 1   Representation of the poleward propagation of TE by these models:  
For this task, we could: 
1) compare the location of maximum centers of TE variance with observations to identify 
the model bias in the interannual and intraseasonal variability of TE.    
2) examine the latitudinal position of the zonally-averaged TE by comparing the simulated 
poleward propagation speed of TE with observations. 
Because failure in correctly simulating temperature, geopotential height, moisture, or wind 
fields can cause errors in the poleward propagation of TE, the magnitude of the simulated 
variability of these variables should be separately compared to observations to identify the 
major cause of model error. 
Task 2   Representation of the eastward propagation of χ(FA) by these models: 
 For this task, we could examine the longitude-time diagram of simulated and 
observed χ(FA) over the tropical region to identify the model bias in the eastward 
propagation of χ(FA).  According to the energy budget equation, the atmospheric energy 
transport is balanced by the radiation at the top of the atmosphere and the surface flux.   In 
other words, the model bias for the eastward propagation of χ(FA) may be attributed to 
poorly simulated radiation fluxes at the top of the atmospheric, the surface flux, or the 
atmospheric energy transport itself.  To clarify the potential model deficiency, we can:   
1)  compare simulated radiation fluxes at the top of atmosphere and surface with observations.  
2)  compare the simulated distribution and magnitude of ∇•FA with observations.  
Chen and Huang (2007) suggested that the under-estimation of the interannual variability of 
South Asian monsoon rainfall results in a reduced eastward propagation speed of the 
potential function of water vapor transport.  A model bias of ∇•FA might exist over the South 
Asian monsoon region.  This argument needs to be verified.    
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3. Monsoon onset vs. atmospheric energy change 
During summer seasons, the accuracy of Monsoon onset date predictions affects 
many people.  Both the onset date of monsoon rainfall and the amount of monsoon rainfall 
undergo an interannual variation (e.g., Chen and Yoon 2000; Li and Yanai 1996; Wang et al. 
2001) and intraseaonal variation (e.g., Chen and Chen 1995; Chen and Weng 1997).  
Recently, Chen (2006) found that there is a one to two months time lag between the 
maximum surface temperature change and the monsoon rainfall onset.  Recall that the 
interannual and intraseasonal variability of TE are mostly contributed to by the internal 
energy determined by the temperature change.  Findings in Chen (2006) imply that a close 
relationship might exist between the variation of TE and the monsoon onset.  However, a 
study for exploring this issue is lacking. 
The onset date of monsoon rainfall is different between the South China Sea 
Monsoon region (~middle of May around 15oN), East Asian Monsoon region (~late of May 
around 23.5oN) and Yangtze River region (~Middle of June around 30oN) (e.g., Chen et al. 
2004; Wang et al. 2001).  Associated with the northward migration of monsoon rainfall, the 
onset date of monsoon rainfall at higher-latitude regions is later than that at the lower-latitude 
regions. In addition to the Asian monsoon regions, similar northward migration of monsoon 
rainfall occurs over the North American monsoon regions and results in different onset dates 
for monsoon rainfall over different latitude regions (e.g., Higgins et al. 1997; Magaña et al. 
1999).  Based on these discussions, several questions are raised: 
1) Can the interannual variation of TE be linked to the interannual variation of monsoon 
rainfall or the interannual variation of monsoon onset date? 
2) Can the poleward propagation of TE on the intraseasonal timescale be linked to the 
difference of monsoon onset date between the lower and higher latitude monsoon regions?  
3) Unlike other lower-latitude monsoon regions, the Manchuria monsoon is located higher 
than 40oN.  It is shown in the examination of intraseasonal variation of boreal-forest 
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rainfall that rainfall over the low-latitude regions has a different relationship with TE 
than that over the middle-high latitude regions.  What is the relationship between the 
variation of TE and the onset of Manchuria monsoon rainfall?   
• Tasks suggested to answer these questions include:  
1) Time-lagged correlation between the time series of TE and the onset date of monsoon 
rainfall will be performed to examine the relationship between the former and the latter. 
2) Composites charts of TE, ψ(FA), χ(FA) and precipitation for the earlier and later onset 
years will be compared.   
3) Similar to Task 2, except that a comparison between wet and dry years will be performed. 
Examinations of Tasks 1~3 are suggested for all monsoon regions including the Asian 
monsoon, African monsoon, North American monsoon, Australian monsoon, South 
American monsoon, and Manchuria monsoon. 
 
4. Comparison between JRA25 and ERA40 
      The ERA-40 reanalysis (Uppala et al. 2005) dataset is analyzed in this thesis because 
of its better data quality than the NCEP reanalysis data for depicting the polar energy change.  
Recently, data from the Japanese 25-year Reanalysis Project (JRA-25; Onogi et al. 2007) has 
become available.  Comparisons between ERA-40 and JRA-25 for important observational 
features related to the variation of polar TE (e.g., the existence of poleward propagation of 
TE, the 4-6 year poleward propagating cycle on the interannual timescale, etc.) are suggested 
in the future to understand the ability of JRA-25 productions in depicting the polar climate 
change.   
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APPENDIX A 
THE REFERENCE FOR DIVIDING EXAMINATION INTO  
ONDJFM AND AMJJAS SEASONS 
 
 
 
The monthly mean of net incoming solar radiation (FSW) modified from Nakamura and Oort (1988)1.  
FSW tends to approach zero in October (April) over the Arctic (Antarctic) regions.   This contributes to 
the difference of polar energy budget between cold and warm seasons.  Considering this difference, 
the analysis in Chapter 4 is separated into ONDJFM (October to March) and AMJJAS (April to 
September) seasons.   
 
                                                          
1 Nakamura, N., and A. H. Oort, 1988: Atmospheric heat budgets of the polar regions. Journal of 
Geophysical Research, 93(D8), 9510-9524. 
 
Cold seasons Warm seasons
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APPENDIX B 
CLASSIFICATION OF CAUSES OF POLAR ENERGY CHANGE  
ON THE INTERANNUAL TIMESCALE 
 
Causes Remote impacts from 
 tropical regions 
In-situ oscillation within the  
polar regions 
Tropical forcing: 
Corresponding energy change in 
North polar regions (NP: DJF) 
South Polar regions (SP:  JJA) 
64/65 NP:  66/67  
SP:   none 
65/66 NP:  69/70 
SP:   68 JJA 
67/68 NP:  71/72  
SP:   70 JJA 
69/70 NP:  73/74 
SP:   72 JJA 
70/71 NP:  75/76 
SP:   73 JJA 
72/73 NP:  76/77 
SP:   75 JJA 
74/75 
 
NP:  78/79  
SP:   78 JJA 
 
 
 
NP: 84/85  
NP: 85/86  
NP: 95/96 
SP: 65 JJA  
SP: 87 JJA 
SP: 93 JJA 
SP: 94 JJA 
  
77/78 NP:  81/82 
SP:   80; 81 JJA Notes 
78JJA NP:  none 
SP:   82; 83 JJA 
81/82 NP:  82/83; 83/84 
SP:   none 
82/83 NP:  87/88 
SP:   85 JJA 
84/85 NP:  88/89 
SP:   89 JJA 
86/87 NP:  90/91 
SP:   91; 92 JJA 
88/89 NP:  92/93 
SP :  none 
91/92 NP:  none 
SP:   none 
94/95 NP:  97/98 
SP:   96; 97 JJA 
95/96 NP:  99/00 
SP:   98; 99 JJA 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Cases 
97/98 NP:  00/01 
SP:   01 JJA 
• For 19 tropical forcing cases,    
89.4% can propagate into north 
polar regions  
78.9% can propagate into south 
polar regions 
 
• For 20 NP cases, 85% are from 
tropics. 
 
• For 23 SP cases, 82.6 % are from 
tropics. 
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APPENDIX C  
NORTHERN HEMISPHERE POLEWARD PROPAGATION OF TE  
ON THE INTRASEASONAL (30-70 DAY) TIMESCALE  
 
 
(a) A table documenting the causes of Arctic ET~ .  The total number of analyzed Arctic ET~  cases is 
341.  255 cases (74.8%) of Arctic ET~  are related to tropical ET~ .  (b) The poleward propagation of 
zonally-averaged ET~  from the tropics toward Arctic regions.  During the AMJJAS seasons, the 
average poleward propagating time period (42 days) is longer than the time period during the 
ONDJFM seasons (36 days).  
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APPENDIX D 
SOUTHERN HEMISPHERE POLEWARD PROPAGATION OF TE  
ON THE INTRASEASONAL (30-70 DAY) TIMESCALE  
 
 
 (a) A table documenting the causes of Antarctic ET~ .  The total number of analyzed Antarctic ET~  
cases is 330.  240 cases (72.7%) of Antarctic ET~  are related to tropical ET~ .  (b) The poleward 
propagation of zonally-averaged ET~  from the tropics toward Antarctic regions.  During the AMJJAS 
seasons, the average poleward propagating time period (42 days) is longer than the time period during 
the ONDJFM seasons (36 days).  
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