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We demonstrate the capabilities of nonlinear Volterra models to simulate the behavior of an audio
system and compare them to linear filters. In this paper a nonlinear model of an audio system based
on Volterra series is presented and Normalized Least Mean Square algorithm is used to determine
the Volterra series to third order. Training data for the models were collected measuring a physical
speaker using a laser interferometer. We explore several training signals and filter’s parameters.
Results indicate a decrease in Mean Squared Error compared to the linear model with a dependency
on the particular test signal, the order and the parameters of the model.
INTRODUCTION
It has been shown that physical loudspeaker are causal
system [1]. A physical loudspeaker has inherent nonlin-
earities generating harmonic and intermodulation distor-
tions in the output signal. The usual approach to correct
audio signals is applying a linear filter due to compu-
tational advantages and simplicity. Unfortunately, this
approach leads to a magnitude amplification of the har-
monics introduced by the nonlinear components. This
means that the first order term of the system is well cor-
rected while the error on the nonlinear terms becomes
larger [2].
To overcome this problem one can use Volterra series to
model the nonlinear behavior of the audio system [1, 3–5].
In this paper we use Volterra series up to third order [6–
9]. The series kernel will be estimated through a learning
algorithm. We will then compare the result with the lin-
ear filter approach. The Normalized Least Mean Square
(NLMS) algorithm will be used to estimate the first three
orders of the Volterra series, using input and output sig-
nals measured with Polytec’s Laser Doppler Vibrometer.
The choice of a laser interferometer, as compared to stan-
dard electro acoustic measurement with a microphone,
offers the possibility to characterize the membrane dy-
namics directly with high precision measurement of the
acoustic velocity. This instrument performs an analy-
sis under simpler conditions, since free field or anechoic
chamber have not been available. In this paper we do not
consider the effects resulting from breakout modes or pla-
nar waves on the membrane. To account for these effects
one could use more than one interferometer pointed at
the membrane and calibrate the response of the chosen
output signal. Although this would be needed for an ap-
plication, we did not deem it necessary to validate the
methodology presented here. The results are presented
as Mean Square Error (MSE) between the measured out-
put signal and those obtained with the first, second and
third order model. MSE has been chosen due to its abil-
ity to represent the general optimization of the system,
so it is easy to evaluate the method. Different signals
are tested in order to study the error in different situ-
ations. We show that the error decreases when higher
orders of the model are taken into account. Moreover a
comparison is made between different signals used during
training phase.
I. THE VOLTERRA MODEL
A discrete causal time-invariant system with memory
can be represented by the Volterra series as, [10]:
y(n) = h0 +
∞∑
p=1
b∑
τ1=a
...
b∑
τp=a
hp(τ1, ..., τp)
p∏
j=1
x(n− τj),
(1)
where x is the input signal and y is the output signal.
hp(τ1, ..., τp) 6= 0, is the n-th order discrete kernel of
Volterra. The kernel can be considered as a generaliza-
tion of the impulse response used in linear systems.
The parameters a and b represent the memory and they
will impact on the filter precision and the performance.
The kernel hp(τ1, ..., τp) is symmetric as shown in [11],
this property can be exploited in order to rewrite equa-
tion (1) in more convenient form, as:
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2y(n) = h0 +
M−1∑
τ1=0
h1(τ1)x(n− τ1)+
M−1∑
τ1=0
M−1∑
τ2=0
h2(τ1, τ2)x(n− τ1)x(n− τ2)+
M−1∑
τ1=0
M−1∑
τ2=0
M−1∑
τ3=0
h3(τ1, τ2, τ3)x(n− τ1)x(n− τ2)x(n− τ3)+
...,
(2)
where M is the memory length of the model, the limit is
given by the interval [a, b] in equation (1).
In this paper, the series is expanded to third order. The
optimization presented in [12], exploiting the symmetry
of the kernels, is used to perform a reduced computa-
tion of the Volterra expansion. The optimized version is
chosen because it saves memory and performs the com-
putation in a faster way. Equation (2) can be rewritten,
using the vector representation for all orders, as follows
[12]:
y(n) =h˜1(τ1, n)x
T
1 (n) + h˜2(τ1, τ2, n)x
T
2 (n)+
h˜3(τ1, τ2, τ3, n)x
T
3 (n)
(3)
where:
x1(n) = [x(n), x(n− 1), ..., x(n−M + 1)], (4)
The second order is computed considering only the lower
triangular part of the matrix obtained from x1(n)
Tx1(n),
then
x2(n) =[x
2(n), x(n)x(n− 1), ..., x(n)x(n−M + 1),
x2(n− 1), x(n− 1)x(n− 2), ..., x2(n−M + 1)],
(5)
Following the same logic we have
x3(n) =[x
3(n), x2(n)x(n− 1), ..., x2(n)x(n−M + 1),
x3(n− 1)x2(n− 1)x(n− 2), ..., x3(n−M + 1)],
(6)
h˜1, h˜2, h˜3 can be computed similarly
1.
Using these equations, one can see that the first order
vector has M coefficients, the second order vector
M(M + 1)/2 and third order vector M(M + 1)(M + 2)/6
coefficients [13].The choice of the value M is extremely
important not only for the precision of the model, but
also for the performance.
1 h˜1(n) = [h1(0), h1(1), ..., h1(M − 1)].
II. KERNEL ESTIMATION
The Volterra kernels can be computed analytically or
through an optimization algorithm. This algorithm is
a variation of the well known Least Mean Square (LMS,
called Normalized Least Mean Square (NLMS) which has
become a standard method for nonlinear system char-
acterization based on Volterra series. In this paper we
use optimization algorithm to calculate the kernel coef-
ficients. A schematic representation of the algorithm is
shown in Fig. 1.
Figure 1. Method used to estimate the kernel through the
NLMS algorithm. x is the input signal, d is the desired signal,
y is the current output signal of the filter and e is the error
between d and y which is used to correct the filter.
To estimate the kernels a set of typical input signals is
chosen. Each input signal x is sent to loudspeaker and
its output is collected with a measurement system. The
loudspeaker output represents the desired signal of the
model, which we call d.
The set of input and desired signals represent the knowl-
edge base of the loudspeaker, which will be used to ex-
tract the information about the system and build the
model. If this set is not representative, the model will
not be reliable. To avoid this risk, we have used differ-
ent signals including monochromatic signals, white noise,
chirp and complex signals.
The input x is processed with the filter in order to obtain
the output y, related to current kernels. The correction
step is now applied computing the difference between d
and y, called e. e represents the filter error and it is used
as weight into correction formula (line 7 of Algorithm 1).
So, if the error is large, the correction will be large.
Algorithm 1 explains the entire procedure in a formal
way.
31: Initialization of h˜i, i = 1, .., P
2: while avg > θ do
3: while k < l do
4: yi(k) = h˜i ∗ xi(k)T , i = 1, .., P
5: y(k) =
∑
i yi(k), i = 1, .., P
6: e(k) = d(k) − y(k)
7: h˜i = h˜i + µie(k)xi(k), i = 1, .., P
8: end while
9: it = it + 1
10: avg =
∑l
i=0 e(i)/l
11: end while
Algorithm 1. Algorithm used to estimate Volterra kernels
Here P is the filter order, l the length of the signals
and θ the fixed threshold for the precision. h˜i is the i-th
nonlinear model terms of equation (3) and µi is a learning
coefficient of the algorithm defined as:
µi =
αi
xi(n)xTi (n) + φ
, (7)
where αi and φ are positive constants. αi should be
selected under the constraint 0 < αi < 2, in order to
ensure stability and convergence [14] and φ is needed to
avoid division by 0.
Initializing the Volterra kernels h˜i with a random
distribution turned out to lead to long convergence
time. Instead, using the identity as initialization has
led to faster convergence due to the fact that both
linear and nonlinear deviations of the system from the
identity are small, i.e. for a speaker the input and the
out are relatively similar up to a scaling factor. The
initialization is made as follows:
• h1: the first component equal to 1, the others fixed
to 0
• h2, h3: all components are fixed to 0
III. MEASUREMENT TECHNIQUE
The Vibration analysis was performed using a Polytec
PSV-400 Scanning Vibrometer. For single point mea-
surements, the analog output of the laser was connected
to OROS OR-38 multianalyzer. For loudspeaker ex-
citation the internal function generator of OR-38 was
used. The time signals were processed by OR-38. The
experiments were performed in the large experimental
hall of the mechanical engineering department of the
Zurich University of Applied Sciences. This hall is nei-
ther equipped with an anechoic chamber nor acoustically
treated. Therefore background noise or reflections from
the wall of the building cannot be excluded. The loud-
speaker was mounted on top of a heavy vibration table
(more than five meters away from any wall) with its cone
facing the open part of the room. The laser vibrometer
was placed approximately 3 m from the loudspeaker in or-
der to minimze vibrations of the laser head. A schematic
representation can be seen in fig 2.
Figure 2. Experimental setup used for the measurement step.
In order to measure the response of the loudspeaker
different excitation signals were used: pure sine at differ-
ent frequencies, sine sweep, periodic chirp and random
noise.
IV. RESULTS
In order to obtain a better knowledge of the Volterra
filter capabilities, we tested the trained models with dif-
ferent input signals including chirp, monochromatic and
superimposed signals.
The benefits of using these signals are as follows: chirp
is useful because the frequencies are distributed in the
entire spectrum of interest. For this reason, the output
signal represents a good approximation of the system be-
havior in general. Monochromatic signals can show the
original frequency (fundamental frequency) and the con-
tribution of non linear terms (harmonics). With the su-
perimposed signals, denoted as multisine, we can test
intermodulations.
The results are summarized in table I to III, organized
as follows: Table I, the first column shows the signals
used for test and the second column shows the ampli-
tude range for each signal. In Table II and Table III a
more detailed view is presented. The first column shows
the signal used for test and the rest of columns show the
MSE of the first, second and third order filter.
The signal multisine6 is composed of superimposed sig-
nals where the sub-signals have distance in frequency of
6Hz, similarly for multisine3.
For this test we used a model trained only on white noise.
The best results have been achieved with memory greater
than 60, a point after which the reward for the increasing
4Signal Output Range
CHIRP [-0.21, 0.27]
20Hz [-0.05, 0.05]
50Hz [-0.17,0.17]
70Hz [-0.19, 0.19]
MULTISINE6 [-0.34, 0.62]
MULTISINE3 [-0.45, 0.58]
Table I. Amplitude range of test signals
computation time was decreasing. Results are shown in
Table II. To improve the model we used a more complex
Signal linear 2-th order 3-th order
CHIRP 2.32E − 05 2.25E − 05 2.10E − 05
20Hz 7.16E − 05 6.96E − 05 6.62E − 05
50Hz 5.33E − 04 0.000535 0.00053928
70Hz 0.0001184 0.0001142 0.0001132
MULTISINE6 0.0003404 0.000340 0.0003391
MULTISINE3 0.0023386 0.0022054 0.0020482
Table II. Comparison between the MSE of linear, second and
third order model using white noise as estimation signal.
training signal, composed of 60% of white noise and 40%
chirp. It is our intuition that chirp signal, presenting only
one frequency at a time, does train the system in ways
that white noise cannot. In this case the diminishing re-
turns point for the memory of the filter was 65 frames.
Results are shown in Table III.
Figure 3 and 4 show the average and maximum value of
Signal linear 2-th order 3-th order
CHIRP 2.38E − 05 2.34E − 05 2.11E − 05
20Hz 7.59E − 05 7.51E − 05 7.00E − 05
50Hz 0.0005244 0.0005244 0.000479
70Hz 0.0001333 1.31E − 04 1.30E − 04
MULTISINE6 0.000352 0.000334 0.0002713
MULTISINE3 0.0023742 0.0023423 0.0019952
Table III. Comparison between the MSE of linear, second and
third order model using a complex signal, composed of white
noise and chirp.
the mean squared error for both experiments. As it can
be seen from both figures, higher order models result in
a decrease in both maximum and average mean squared
error.
Figure 3. Comparison of the average of MSE between the
linear, second and third order filter for models trained with
white noise and white noise plus chirp respectively.
Figure 4. Comparison of the maximum of MSE between the
linear, second and third order filter for models trained with
white noise and white noise plus chirp respectively.
While we expect a more complex model to better
model nonlinear distortions, we also observe a trend
where white noise plus chirp signal performs better than
just white noise as training signal.
More specifically, in the case of white nose plus chirp and
a third order filter the mean of MSE is 26.95% lower than
the MSE obtained form the first order filter. For the same
signal and the second order filter this reduction is only
15.55%. On the other hand even using a third order filter
only achieves a 8.71% reduction when trained on white
noise. Considering the max of MSE which is the perfor-
mance in the worse case, the third order filter achieves
an improvement of 15.96% compared to 1.34% of the sec-
ond order filter. Training a third order filter with only
white noise we obtain an improvement of 12.42%. The
results from Table III show also how the MSE depends
on the frequency of the input signal. In particular while
5the increasing order of the filters pays off for a 70Hz si-
nusoidal, it does not significantly improve the MSE for
50Hz.
V. CONCLUSION
In this paper, a nonlinear model has been developed in
order to simulate the behavior of a loudspeaker. The goal
of this study was to asses the simulation improvements
for second and third order nonlinear filters compared to
linear filters.
In order to find a model which improves the accuracy of
linear filters preserving good generalization abilities, sev-
eral signals have been used for testing. We have shown
that white noise can be used to train Volterra kernels
with a good accuracy. Furthermore a combination of
white noise and chirp has been successfully used to im-
prove the results. We also explored the hyperparameters
of the system like memory and learning parameters and
shown that the error, expressed as MSE, decreases with
higher order of the model. The results also show a de-
pendency on the form and frequency of the signal.
Based on this work we are currently performing tests
with Volterra filters and neural networks. The results
will appear in a forthcoming publication.
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