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Abstract
Emergency alert systems serve as a critical link in the chain of crisis communication, and they are essential to minimize loss during
emergencies. Acts of terrorism and violence, chemical spills, amber alerts, nuclear facility problems, weather-related emergencies, flu pandemics,
and other emergencies all require those responsible such as government officials, building managers, and university administrators to be able to
quickly and reliably distribute emergency information to the public. This paper presents our design of a deep-learning-based emergency warning
system. The proposed system is considered suitable for application in existing infrastructure such as closed-circuit television and other monitoring
devices. The experimental results show that in most cases, our system immediately detects emergencies such as car accidents and natural disasters.
c⃝ 2016 The Korean Institute of Communications Information Sciences. Publishing Services by Elsevier B.V. This is an open access article under
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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The Emergency Alert System (EAS) is a national warning
system that was implemented in the United States on November
29, 1997. However, recent years have seen the exposure of a
number of drawbacks of the EAS. For example, systems that
rely on the use of cellular phone [1,2] or radio broadcast [3]
networks are often unable to reach individuals who are
located inside of buildings. The interiors of many buildings at
universities, research centers, office complexes, manufacturing
plants, and other locations often have very poor radio and
cellular phone reception because of interference caused by
equipment located within the building, or because of a shielding
effect created by the building structure itself.
In addition, current emergency systems are not easily able to
reach the right people, in the right location, at the right time.
Although services relying on Cellular phones services, text
messaging services, and e-mail services can target specific in-
dividuals, but they will would not be effective for a location-
specific emergency because such these services are only able
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by phone number or e-mail address, regardless of their physi-
cal location. Sirens [4] can provide a quick alert, but they may
not yield desired results because the sound may not reach all
locations, and some individuals in some areas may ignore a
siren that provides no specific information about the emergency.
People relying solely on cellular telephones would be excluded
from the warning. Networks like such as Ethernet and WiFi
are prone to failure in times of an emergency due to because
potential power outages could shutting down the network or
one or more network devices, thereby causing the communi-
cation failure with an entire building or geographical area to
fail.
Closed-circuit television (CCTV), also known as an emer-
gency or crime monitoring system, involves the use of video
cameras to transmit a signal to a specific place, on a limited
set of monitors. It differs from broadcast television in that
the signal is not publicly transmitted, although it may em-
ploy point-to-point (P2P), point-to-multipoint, or mesh wire-
less links. Lately, CCTV technology has been enhanced with
a shift toward Internet-based products and systems [5,6] and
other technological developments. For instance, a CCTV at an
ATM could be used to capture a user’s PIN as it is entered via
the keypad, without their knowledge. The devices are small
enough not to be noticed, and are positioned such that they
es. Publishing Services by Elsevier B.V. This is an open access article under the
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transmitted wirelessly to the criminal.
The field of artificial intelligence (AI) is in a period of un-
precedented improvement. Deep-learning technology [7–9] is
behind most of the recent breakthroughs in object recognition,
natural language processing, and speech recognition. This pa-
per introduces an emergency alert system based on the use
of deep-learning technology. The main advantage of the pro-
posed system is that it does not require additional devices or
infrastructure. We adapt a deep-learning-based real-time video
analyzing module inside the CCTV device. Our system uses
computer simulation to immediately detect accidents and nat-
ural disasters. The remaining part of this paper is organized as
follows. We detail our proposed emergency alert system in Sec-
tion 2. Experiments and measurement results are provided in
Section 3. Finally, we conclude the paper in Section 4.
2. Proposed emergency alert system
2.1. General feature
Convolutional neural networks [10,11] are hierarchical
machine-learning models capable of learning a complex rep-
resentation of images using vast amounts of data. They are in-
spired by the human visual system and learn multiple layers of
transformations, which extract a progressively more sophisti-
cated representation of the input.
Our system uses heuristic/knowledge-based machine-
learning technology, in which the process to generate descrip-
tors starts with an early step to discover all the labels included
in our problem domain (knowledge pool). This is done by pro-
cessing all the available video images with the analyzer API,
and then removing the duplicated label values. The proposed
analyzer uses basic Deep Neural Network (DNN) [12] architec-
tures for object detection and parsing to generate compositional
models. This step resembles a codebook or dictionary gener-
ation process. Each input image is then encoded as a list of
probability values whose length is determined by the size of the
dictionary. The i th value in this descriptor corresponds to the
probability returned by the analyzer for the i th label, or zero
otherwise. Fig. 1 shows the various steps of the real-time video
analyzing process. Our system has the following benefits:
• Scalable: DNNs [13,12] scale to billions of parameters giv-
ing them the capacity to learn highly complex concepts and
thousands of categories. Modern hardware and an abundance
of data enable our system to train larger and more powerful
networks.• Fast: the trained model stores its knowledge compactly in
learned parameters, making it easy to deploy in any environ-
ment. There is no need to store any additional data to make
predictions for new inputs. This means that we could eas-
ily use them in embedded devices such as CCTV to provide
responses in milliseconds.
• Flexible: unlike traditional computer vision approaches [14]
our system learns to extract discriminative features from
the input using the provided training data, instead of using
hand-engineered feature extractors such as SIFT [15] and
LBP [16]. This makes these features easy to adapt to prob-
lems in any domain.
2.2. Emergency alerting
Our EAS has the ability to aggregate emergency information
from CCTV devices. Below are the basic steps involved in
alerting emergency services such as the fire/police station to an
emergency situation. 1. CCTV stores the captured video data in
their own storage device. 2. The analyzer module periodically
monitors the stored video data based on the deep-learning
technology. 3. When the system detects disaster, it sends an
emergency alert message directly to the fire/police station. 4.
Fire department/police station receives the emergency alert
message accompanied by other related information such as
location, type of disaster, analyzed results, and image data
(optional). In step 4, to avoid network congestion, the system
optionally sends the image files.
3. Experimental results
We evaluated our system by developing a simulator and use
two different types of disasters for experimentation purposes.
The first is a fire and the other is a car accident. We per-
formed the simulation by using the following system: Intel Core
i7-4810MQ (4 Cores -8 Threads), Nvidia Quadro K4100M
(4 GB) GPU, and 16 GB RAM. The use of a GPU to train
deep neural networks enabled us to increase the runtime, rang-
ing from 3x faster to 15x faster [17,18]. Our simulator is pro-
grammed with Python. The simulator randomly generates an
emergency situation based on the Poisson process [19]. We sim-
ulated the two emergency situations more than 100 times at
each measuring point while progressively increasing the level
of strength (weak, normal, strong) and the lambda value (λ =
0.1, 0.3, 0.6). Values of λ = 0.1 and 0.6 mean an event (dis-
aster) occurred on average every 10 and 5 s, respectively. In
Figs. 2 and 3, lines indicated with various colors have different
meanings. Each line was plotted using data from our database.
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Simulation parameters and values.
Parameter Value (s)
Type of event Fire, car accident
Event frequency (λ) 01, 0.3, 0.6
Strength of event Weak, normal, strong
Event duration time (s) 1.5
Simulation time (min) 5
Number of simulations 100 times at each point
Fig. 2 shows that the analyzer normally detects a car accident
within 600 ms. In this figure, the dark-blue line means a car
invaded the yellow line and collided with a car traveling in the
opposite direction. Disasters that were generated by the system
disappeared after 1.5 s. Fig. 3 shows the monitoring results
for a fire situation with each curve showing the level of the
unexpected situation. In this case, three or four factors (lines)
indicate the fire situation.
Tables 1 and 2 present the experimental parameters and re-
sults for a fire and car accident, respectively. In Table 2, the term
avg. detection time refers to the time that passed after the event
occurred, whereas accuracy refers to the probability of detect-
ing events. The results show that the proposed system can detect
fire situations around 99% of the time within 400 ms, which
means that our system can easily detect fire situations. How-
ever, in the case of a car accident, the detection accuracy of our
system is below 96% because it is quite difficult and requires
time to recognize an “accident” or “collision”. Therefore, our
system has the ability to detect fire outbreaks more rapidly than
situations involving car accidents. This indicates that our sys-
tem would need to accumulate a certain amount of knowledge
by using a heuristic process to enable it to detect car accidents
more accurately.
4. Conclusion
In this paper, we propose an emergency alert system,
designed to be suitable for natural disaster detection. The pro-Table 2
Experimental results.
Event Strength Frequency Avg. Detection
Time(ms)
Accuracy (%)
Fire Weak 0.1 400 96.24
0.3 410 96.89
0.6 390 96.23
Normal 0.1 290 98.84
0.3 320 98.30
0.6 340 97.79
Strong 0.1 260 99.45
0.3 280 99.34
0.6 270 99.42
Car accident Weak 0.1 400 91.56
0.3 410 89.82
0.6 390 89.39
Normal 0.1 290 92.10
0.3 320 91.78
0.6 340 92.57
Strong 0.1 260 94.56
0.3 280 95.32
0.6 270 96.19
posed system uses deep-learning technology to detect and an-
alyze disasters. We carried out experimental measurements to
assess the performance of our proposed system while increas-
ing the disaster strength and event frequency. The evaluation
showed that the average detection time and accuracy for situa-
tions involving “fire” demonstrated a higher detection rate than
for those involving “car accidents”. These experimental results
could be applied in practice by adapting our EAS system to
real CCTV or other monitoring devices. Although our computer
simulation only generated the above-mentioned two types of
emergency events, in real environments, there exist many dif-
ferent emergency situations, not only disasters but also vari-
ous types of criminal situations. Therefore, in future, we plan
to extend our EAS to detect criminal activities and clarify the
advantages of the proposed deep-learning-based detection over
conventional surveillance systems in terms of accuracy and de-
tection delay.
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