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GENERALIZED ZERNIKE POLYNOMIALS: OPERATIONAL FORMULAE AND
GENERATING FUNCTIONS
BOUCHRA AHARMIM, AMAL EL HAMYANI, FOUZIA EL WASSOULI, AND ALLAL GHANMI
ABSTRACT. We establish new operational formulae of Burchnall type for the complex disk polyno-
mials (generalized Zernike polynomials). We then use them to derive some interesting identities
involving these polynomials. In particular, we establish recurrence relations with respect to the
argument and the integer indices, as well as Nielsen identities and Runge addition formula. In
addition, various new generating functions for these disk polynomials are proved.
1. INTRODUCTION
Operational formulae of Burchnall type are powerful tools in the theory of orthogonal poly-
nomials [3, 5, 4, 1, 2]. They have been used to obtain new identities or to give simpler proofs of
well-known ones. In [3], Burchnall employed the operational formula(
− d
dx
+ 2x
)m
( f ) = m!
m
∑
k=0
(−1)k
k!
Hm−k(x)
(m− k)!
dk
dxk
( f ).
to prove, in a direct and simple way, the Nielsen identity [6] as well as the Runge addition
formula [7] for the classical Hermite polynomials Hm(x). Since then, many extensions to specific
polynomials in one real variable have been obtained [4, 10, 8, 11, 9]. For example, in [12], R.P.
Singh has developed an operational relation for the Jacobi polynomials P(α,β)n (x) which was
used to derive some useful properties such as the quadratic recurrence formula
P(α,β)n+m (x) :=
n!m!
(n + m)!
n
∑
k=0
(−1)k(α+ β+ 2n + m + 1)k
22kk!
× (1− x2)kP(α+k,β+k)n−k (x)P
(α+n+k,β+n+k)
m−k (x).
In the present paper, we develop some new operational formulae for the complex analogue of
the Jacobi polynomials, the disk polynomials in the two conjugate complex variables z, z¯ in the
complex unit disk D ⊂ C. We define them here as
Zγm,n(z, z¯) = (−1)m+n(1− |z|2)−γ ∂
m+n
∂zm∂z¯n
(
(1− |z|2)γ+m+n
)
. (1.1)
Notice that the normalization adopted here differs from the one adopted for the disk polynomi-
als considered by Wu¨nsche [13] and denoted Pγm,n(z, z¯) or by Dunkl [14, 15] and denoted R
(γ)
m,n(z).
In fact, we have (see Remark 4.3):
Zγm,n(z, z¯) = (γ+ 1)m+nPγm,n(z, z¯) = (γ+ 1)m+nR(γ)m,n(z).
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2These polynomials are often referred to as generalized Zernike polynomials as they are related
to the real Zernike polynomials Rνk(x), introduced in [16] and used in the study of diffraction
problems, by the relation
Z0m,n(z, z¯) = (m + n)!ei[(n−m) arg z]Rn−mm+n(
√
zz¯); m ≤ n.
An accurate analysis of the basic properties ofZγm,n(z, z¯), like recurrence relations with respect
to the indices m and n, differential equations they might obey, some generating functions and so
on, have been developed in various papers from different point of views. See [17, 18] by Koorn-
winder for a very nice account on these polynomials and [13] for an elegant reintroduction of
them. The interested reader can refer also to the recent works [23, 20, 21, 22, 19]. We men-
tion that the disk polynomials appear quite frequently when investigating spectral properties of
some special differential operators of Laplacian type acting on L2,γ(D) := L2(D; (1− |z|2)γdλ);
dλ being the Lebesgue measure (see Section 2). They form a complete orthogonal system (basis)
over the Hilbert space L2,γ(D) when γ > −1.
Even though these polynomials have been known for a long time, little attention has been
paid to the operational formulae of Burchnall type in the literature. Our main objective here is
to develop some of these formulae that we will apply in order to obtain some new remarkably
interesting identities, including Nielsen identities. We establish also a Runge addition formula
involving the disk polynomials. These operational representations are very convenient for ob-
taining new generating functions which may suggest new applications in physics and combina-
torics.
The various results presented in this paper for Zγm,n(z, z¯) are motivated essentially by those
that are obtained in [24, 25, 26] for the complex Hermite polynomials
Hp,q(z, z) = (−1)p+qezz ∂
p+q
∂zp∂zq
(
e−zz
)
; z ∈ C, (1.2)
except that the computations with the disk polynomials are rather difficult.
The remainder of the paper is organised as follows. In Section 2, we review the factorization
method, due to Schro¨dinger, for the magnetic Laplacian on the unit disk (viewed as a hyperbolic
space) and recall some properties of the suggested disk polynomials Zγm,n(z, z¯). We point out
their dependance on the hyperbolic geometry of the disk as well as the physical meaning of
the parameter γ. In Section 3, we give operational formulae of Burchnall type involving these
complex disk polynomials. Some of their applications are discussed in the next sections. Indeed,
Section 4 deals with recurrence quadratic formulae (called Nielsen identities). In Section 5, we
establish new three-term recurrence formulae with respect to the indices m, n and the continuous
parameter γ. Section 6 is devoted to the Runge addition formula. In Sections 7 and 8, new
generating functions and summation formulae are obtained.
2. GENERATION OF THE COMPLEX DISK POLYNOMIALS
In this section, we review the algebraic method used to generate the disk polynomials, starting
from a special magnetic Laplacian Lν on the complex unit disk D ⊂ C acting on the L2-Hilbert
space L2(D; (1− |z|2)−2dλ), where dλ(z) = dxdy denotes the Lebesgue measure. It is given by
Lν = ∇ν−1∇∗ν−1 + ν and Lν−1 = ∇∗ν−1∇ν−1 − (ν− 1),
3where the first order differential operator ∇α and its formal adjoint ∇∗α are given by
∇α = −(1− |z|2) ∂
∂z
+ αz¯ and ∇∗α = (1− |z|2)
∂
∂z¯
+ (α+ 1)z.
The twisted Laplacian Lν is an elliptic self-adjoint second order differential operator whose
explicit spectral theory is well-known in the literature [28, 27]. In particular, its discrete L2-
spectrum is nontrivial if and only if ν > 1/2. In such case, it is known to be given by the
eigenvalues λν,m := ν(2m + 1) − m(m + 1) for m being a positive integer such that 0 ≤ m <
ν− 1/2. On the other hand, we know since Schro¨dinger that the factorization method allows
one to construct L2-eigenfunctions (see [29, 27]). Indeed, our Laplacian Lν satisfies the following
algebraic relation
Lν∇ν−1 =
(∇ν−1∇∗ν−1 + ν)∇ν−1 = ∇ν−1 (Lν−1 + (2ν− 1)) .
This implies that the intertwine operator ∇ν−1 generates eigenfunctions of Lν from those of
Lν−1. Doing so we perform
∇νm := ∇ν−1 ◦ ∇ν−2 ◦ · · · ◦ ∇ν−m = (−1)m
m
∏
j=1
(
(1− |z|2) ∂
∂z
− (ν− j)z¯
)
(2.1)
and therefore, if ϕ0 is a nonzero L2-eigenfunction of Lν−m, then ∇νmϕ0 is an eigenfunction of Lν
belonging to A2,νm (D) := {ϕ ∈ L2(D; dµ); Lνϕ = λν,mϕ}. Conversely, it is shown in [20] that
this method describes completely the L2-eigenspaces A2,νm (D). More precisely, if for every fixed
ν > 1/2 and 0 ≤ m < ν− 1/2, and varying n = 0, 1, 2, · · · , we consider
ψνm,n(z, z¯) := ∇νm
(
zn(1− |z|2)ν−m
)
, (2.2)
then the functions ψνm,n are L2-eigenfunctions of Lν. Furthermore, they form an orthogonal basis
of the L2-eigenspace A2,νm (D). Hence, by rewriting ∇α as
∇α f = −(1− |z|2)1−α ∂
∂z
[(1− |z|2)α f ],
we obtain
ψνm,n(z, z¯) = (−1)m(1− |z|2)−ν
[
(1− |z|2)2 ∂
∂z
]m (
zn(1− |z|2)2(ν−m)
)
. (2.3)
This suggests the following class of polynomials in the two variables z and z:
Φγm,n(z, z¯) := (1− |z|2)−ν+m∇νm
(
zn(1− |z|2)ν−m
)
(2.4)
= (−1)m(1− |z|2)−(γ+m+1)
[
(1− |z|2)2 ∂
∂z
]m (
zn(1− |z|2)γ+1
)
, (2.5)
where γ = 2(ν−m)− 1. More explicitly we have ([20]):
Φγm,n(z, z¯) = (−1)m(m ∧ n)!|z||m−n|ei[(n−m) arg z]P(|m−n|,γ)m∧n (1− 2|z|2), (2.6)
where m ∧ n = min{m, n} and P(α,β)k (x) denotes the real Jacobi Polynomials. In addition, it can
be realized in terms of the following differential operator
Am( f ) := (1− |z|2)m+1 ∂
m
∂zm
(
(1− |z|2)m−1 f (z)
)
. (2.7)
4Moreover, a simple induction yields
Proposition 2.1. For every sufficiently differentiable function f , we have[
(1− |z|2)2 ∂
∂z
]m
( f ) = (1− |z|2)m+1 ∂
m
∂zm
(
(1− |z|2)m−1 f
)
. (2.8)
In particular, Am+m′ = Am ◦ Am′ .
According to (2.5) and Proposition 2.1, we have
Φγm,n(z, z¯) = (−1)m(1− |z|2)−γ ∂
m
∂zm
(zn(1− |z|2)γ+m) (2.9)
which gives rise to the Rodrigues’ type formula [13, 20]:
Cγm,nΦ
γ
m,n(z, z¯) = (−1)m+n(1− |z|2)−γ ∂
m+n
∂zm∂z¯n
(
(1− |z|2)γ+m+n
)
, (2.10)
where Cγm,n := (γ + m + 1)n and (a)n := a(a + 1) · · · (a + n − 1) stands for the Pochham-
mer symbol. From now on, instead of Φγm,n(z, z¯), we deal with the polynomials Zγm,n(z, z¯) :=
Cγm,nΦ
γ
m,n(z, z¯), so that
Zγm,n(z, z¯) (2.4)= Cγm,n(1− |z|2)−
γ+1
2 ∇
γ+1
2 +m
m
(
zn(1− |z|2) γ+12
)
(2.11)
(2.9)
= (−1)mCγm,n(1− |z|2)−γ ∂
m
∂zm
(zn(1− |z|2)γ+m) (2.12)
(2.10)
= (−1)m+n(1− |z|2)−γ ∂
m+n
∂zm∂z¯n
(
(1− |z|2)γ+m+n
)
. (2.13)
Note for instance that we have
Zγm,n(z, z¯) = Zγm,n(z¯, z) = Zγn,m(z, z¯) and Zβ0,s(z, z¯) = Zβs,0(z, z¯) = (β+ 1)szs.
3. OPERATIONAL FORMULAE FOR THE DISK POLYNOMIALS
In this section we derive new operational formulae for the disk polynomials similar to those
obtained in [25] for the complex Hermite polynomials Hp,q(z, z) defined through (1.2). To this
end, we need to introduce the following differential operators
Aγm,n( f ) := (−1)mCγm,n(1− |z|2)−γ ∂
m
∂zm
(
zn(1− |z|2)γ+m f
)
, (3.1)
Bγm,n( f ) := (−1)m+n(1− |z|2)−γ ∂
m+n
∂zm∂z¯n
(
(1− |z|2)γ+m+n f
)
, (3.2)
∇γ,γ′m,n ( f ) = ∇γm ◦ ∇γ
′
n ( f ), (3.3)
where∇αm = ∇α−1 ◦ ∇α−2 ◦ · · · ◦ ∇α−m with∇α = −(1− |z|2) ∂∂z + αz¯ and∇
α
n = ∇α−1 ◦ ∇α−2 ◦
· · · ◦ ∇α−n with ∇α = −(1− |z|2) ∂∂z¯ + αz, so that
[Aγm,n(1)](z) = [Bγm,n(1)](z) = Zγm,n(z, z¯). (3.4)
The main result of this section is the following.
5Theorem 3.1. For given positive integers m, n, we have the following operational formulae of Burchnall
type involving Zγm,n(z, z¯):
Aγm,n( f ) = m!n!
m
∑
j=0
(−1)j(1− |z|2)j
j!
Zγ+jm−j,n(z, z¯)
(m− j)!n!
∂j
∂zj
( f ), (3.5)
Bγm,n( f ) = m!n!
m
∑
j=0
n
∑
k=0
(−1)j+k(1− |z|2)j+k
j!k!
Zγ+j+km−j,n−k(z, z¯)
(m− j)!(n− k)!
∂j+k
∂zj∂z¯k
( f ), (3.6)
∇γ,γ′m,n ( f ) = m!n!
m
∑
j=0
n
∑
k=0
(γ′ + k− n)n−k
(γ+ k)n−k
(3.7)
(−1)j+k(1− |z|2)j+k
j!k!
Z (γ−1−m)+k+jm−j,n−k (z, z¯)
(m− j)!(n− k)!
∂k+j
∂zj∂z¯k
( f ),
for every sufficiently differentiable function f .
Remark 3.2. Similar formulae can be obtained using
m
∑
k=0
Ak =
m
∑
k=0
Am−k.
Proof. We start from (3.1) and we make use of the Leibnitz formula to get
Aγm,n( f ) = (−1)mCγm,n(1− |z|2)−γ
m
∑
j=0
(
m
j
)(
∂m−j
∂zm−j
(zn(1− |z|2)γ+m)
)(
∂j
∂zj
f
)
.
The statement follows from (3.4) since Cγm,n = C
γ+j
m−j,n.
The proof of (3.6) is quite similar by repeated application of the Leibnitz formula to (3.2)
combined with the fact that
∂(m−j)+(n−k)
∂zm−j∂z¯n−k
((1− |z|2)γ+m+n) = (−1)(m−j)+(n−k)(1− |z|2)γ+j+kZγ+j+km−j,n−k(z, z¯).
To prove (3.7), notice first that we have
∇γm f = (−1)m(1− |z|2)−γ
[
(1− |z|2)2 ∂
∂z
]m
((1− |z|2)γ−m f )
∇γ′n f = (−1)n(1− |z|2)−γ
′
[
(1− |z|2)2 ∂
∂z
]n
((1− |z|2)γ′−n f ).
By applying twice Proposition 2.1, we get
∇γ,γ′m,n f = (−1)m+n(1− |z|2)m+1−γ ∂
m
∂zm
(
(1− |z|2)γ−γ′+n ∂
n
∂z¯n
((1− |z|2)γ′−1 f )
)
.
Finally, (3.7) follows by means of Leibnitz formula and the facts that (−a)k = (−1)k(a− k + 1)k
and ∂
k
∂zk ((1− |z|2)β) = (−β)k z¯k(1− |z|2)β−k, keeping in mind the expression of Z
γ
m,n(z, z¯) given
through (2.12). 
An immediate consequence of Theorem 3.1, is the following
6Corollary 3.3. We have the following identities
m
∑
j=0
(−m)j(γ+ m)j
j!
z¯jZγ+jm−j,n(z, z¯) = 0; m > n, (3.8)
m
∑
j=0
(−m)j(γ+ m)j
j!
z¯jZγ+jm−j,n(z, z¯) = (−n)m(γ+ 1+ m)nzn−m(1− |z|2)m; m ≤ n.
Proof. The identities follow easily from (3.5) and (3.1) with f (z) = (1− |z|2)−γ−m and making
use of
(−1)j
(m− j)! =
(−m)j
m!
. In fact, we have
Aγm,n((1− |z|2)−γ−m) = (−1)
mn!
(n−m)! (γ+ m + 1)nz
n−m(1− |z|2)−γ
when n ≥ m and Aγm,n((1− |z|2)−γ−m) = 0 otherwise. 
Remark 3.4. The identity (3.8) for n = 0 is a special case of the Chu-Vandermonde identity
2F1
( −k, b
c
∣∣∣∣1) = (c− b)k(c)k ; k ∈ Z+ .
Indeed, since (γ+ j + 1)m−j = (γ+ 1)m/(γ+ 1)j, the left hand side of (3.8) reduces to
(γ+ 1)mz¯m
m
∑
j=0
(−m)j(γ+ m)j
j!(γ+ 1)j
= (γ+ 1)mz¯m2F1
( −m,γ+ m
γ+ 1
∣∣∣∣1)
= z¯m(1−m)m = 0,
for every fixed integer m > 0 = n.
The complex Hermite polynomials can be retrieved from disk polynomials Zγm,n(z, z¯) by an
appropriate limiting process γ→ +∞ (see [20]). The following result gives a direct relationship
between Hm,n(z, z¯) and Zγm,n(z, z¯).
Corollary 3.5. The complex Hermite polynomials Hm,n(z, z¯) restricted to the unit disk are given in terms
of the disk polynomials by
Hm,n(z, z¯) =
m!(1− |z|2)−m
(γ+ m + 1)n
m
∑
j=0
j
∑
k=0
(−1)k(γ+ m)k
k!
z¯j(1− |z|2)j−k
(j− k)!
Zγ+jm−j,n(z, z¯)
(m− j)! .
Proof. Notice first that
Aγm,n((1− |z|2)−γ−me−|z|2) = (γ+ m + 1)n(1− |z|2)−γe−|z|2 Hm,n(z, z¯).
The right hand side of (3.5), with f (z) = (1− |z|2)−γ−me−|z|2 , reads
m!(1− |z|2)−γ−m
m
∑
j=0
j
∑
k=0
(−1)k(γ+ m)k
k!
z¯j(1− |z|2)j−k
(j− k)!
Zγ+jm−j,n(z, z¯)
(m− j)! .
Thus, the result follows from (3.5) by straightforward computation making use of the Leibnitz
rule. 
Some applications of the operational formulae obtained above will be discussed in the follow-
ing sections.
74. QUADRATIC RECURRENCE FORMULA
We consider various expressions for the function f that leads to some new and interesting
identities. We start with f = zs, then by (3.5), we get
Zγm,n+s(z, z¯) = m!n!s!Cγm+n,s
m∧s
∑
j=0
(−1)jzs−j(1− |z|2)j
(s− j)!j!
Zγ+jm−j,n(z, z¯)
(m− j)!n! , (4.1)
where m ∧ s = min{m, s}. Indeed, this follows from taking into account the fact that
Zγ+βm,n+s(z, z¯) =
Cγ+βm,n+s
Cγm,n
Aγm,n(zs(1− |z|2)β). (4.2)
Moreover, for f = (1− |z|2)s, we obtain
Zγ+sm,n (z, z¯) = m!n!s!C
γ+s
m,n
Cγm,n
m∧s
∑
j=0
z¯j
(s− j)!j!
Zγ+jm−j,n(z, z¯)
(m− j)!n! . (4.3)
We now derive further identities of Nielsen type for the polynomials Zγm,n(z, z¯). Namely, we
state the following
Theorem 4.1. For every fixed positive integers m, n, r and s, we have the following quadratic recurrence
formulae
Zγm+r,n+s(z, z¯)
m!n!r!s!
=
m∧s
∑
j=0
n∧r
∑
k=0
(γ+ m + n + r + 1)j(γ+ m + n + s + 1)k (4.4)
× (−1)
j+k(1− |z|2)j+k
j!k!
Zγ+j+km−j,n−k(z, z¯)
(m− j)!(n− k)!
Zγ+m+n+j+kr−k,s−j (z, z¯)
(s− j)!(r− k)!
and
Zγm+r,n(z, z¯)
m!n!
=
m∧n
∑
j=0
(γ+ m + r + 1)j(γ+ j + 1)m−j
(−1)jz¯m−j(1− |z|2)j
(m− j)!j!
Zγ+m+jr,n−j (z, z¯)
(n− j)! . (4.5)
Proof. From the fact Zβr,s(z, z¯) = Bβr,s(1) and Definition 3.2 of Bγm,n( f ), we easily verify that
Zγm+r,n+s(z, z¯) := Bγm,n(Zγ+m+nr,s (z, z¯)). Thus, from the operational representation (3.6) combined
with the fact
∂j+k
∂zj∂z¯k
(Zαr,s(z, z¯)) = r!s!(α+ r + 1)j(α+ s + 1)k(r− k)!(s− j)! Zα+j+kr−k,s−j(z, z¯) (4.6)
for j ≤ s and k ≤ r, we get
Zγm+r,n+s(z, z¯) = m!n!r!s!
m∧s
∑
j=0
n∧r
∑
k=0
(γ+ m + n + r + 1)j(γ+ m + n + s + 1)k
(−1)j+k(1− |z|2)j+k
j!k!
×
Zγ+j+km−j,n−k(z, z¯)
(m− j)!(n− k)!
Zγ+m+n+j+kr−k,s−j (z, z¯)
(s− j)!(r− k)! .
8The proof of (4.5) lies essentially on the observation that Zγm+r,n(z, z¯) := Aγm,0(Zγ+mr,n (z, z¯)),
which can be handled from the representation (3.1) of the operator Aγm,0( f ) together with the
fact that Zβr,n(z, z¯) = Aβr,n(1). Next, the operational formula (3.5) infers
Zγm+r,n(z, z¯) = m!n!
m∧n
∑
j=0
(γ+ m + r + 1)j
(−1)j(1− |z|2)j
j!
Zγ+jm−j,0(z, z¯)
(m− j)!
Zγ+m+jr,n−j (z, z¯)
(n− j)! .
This leads to (4.5) as Zα0,s(z, z¯) = (α+ 1)szs. 
Remark 4.2. We recover (4.1) from (4.4) by taking s = 0. For the specific values r = 0 in (4.5) or n = 0
in (4.1), we get the explicit expression of the polynomials Zγm,n(z, z¯):
Zγm,n(z, z¯) = m!n!
m∧n
∑
j=0
Γ(γ+ m + n + 1)
Γ(γ+ j + 1)
(−1)j(1− |z|2)j
j!
z¯m−j
(m− j)!
zn−j
(n− j)! .
Remark 4.3. The explicit expression above of Zγm,n(z, z¯) can be rewritten easily in terms of the Gauss
hypergeometric function 2F1 as ([13, p. 137])
Zγm,n(z, z¯) = (γ+ 1)m+nzmzn2F1
( −m,−n
γ+ 1
∣∣∣∣1− 1|z|2
)
= (γ+ 1)m+nP
γ
m,n(z, z¯)
from which we can recover the well-known 2F1 formula for the disk polynomials (see [14, p. 692] or [15,
p. 535]),
Zγm,n(z, z¯) = ((γ+ 1)m+n)
2
(γ+ 1)m(γ+ 1)n
zmzn2F1
( −m,−n
−γ−m− n
∣∣∣∣ 1|z|2
)
= (γ+ 1)m+nR
(γ)
m,n(z).
5. THREE-TERM RECURRENCE RELATIONS
The well known three-term recurrence relations for the disk polynomials can be obtained
starting from their explicit expression in z and z¯ (see for example [17, 18, 14, 13, 19]). The basic
one reads in terms of Zγm,n(z, z¯) as(
γ+ m + 1
γ+ m + n + 1
)
Zγm+1,n(z, z¯)
= (γ+ m + n + 1) z¯Zγm,n(z, z¯)− n (γ+ m + n)Zγm,n−1(z, z¯)
involving the same argument γ. Below, we establish new recurrence relations for Zγm,n with
respect to the indices m, n and the argument γ.
Theorem 5.1. We have the following recursive relations with different arguments
Zγm,n+1(z, z¯) = (γ+ m + n + 1)
{
zZγm,n(z, z¯)−m(1− |z|2)Zγ+1m−1,n(z, z¯)
}
, (5.1)
Zγm,n(z, z¯) =
(
γ+ m + 1
γ+ m + n + 1
)
Zγ+1m,n (z, z¯)−mz¯Zγ+1m−1,n(z, z¯), (5.2)
Zγm,n(z, z¯) = 1
γ+ m + n + 1
{
z¯Zγm,n+1(z, z¯) + (γ+ m + 1)(1− |z|2)Zγ+1m,n (z, z¯)
}
, (5.3)
Zγm+1,n(z, z¯) = (γ+ 1)z¯Zγ+1m,n (z, z¯)− n(γ+ m + 2)(1− |z|2)Zγ+2m,n−1(z, z¯)). (5.4)
9Proof. (5.1) is a special case of (4.1) by taking s = 1. It can also be derived directly from (3.4) by
applying again the derivative rule to
Zγm+1,n(z, z¯) = (−1)m+nCγm,n(1− |z|2)−γ
∂m
∂zm
(
∂
∂z
(
zn(1− |z|2)γ+m+1
))
.
The recurrence relation (5.2) is a special case of (4.3) with s = 1. (5.3) follows by linear com-
binations of (5.1) and (5.2). While (5.4) is an immediate consequence of the well established
fact
(1− |z|2) ∂
∂z
(Zγ+1m,n (z, z¯)) = (γ+ 1)z¯Zγ+1m,n (z, z¯)−Zγm+1,n(z, z¯) (5.5)
combined with (4.6) for j = 1 and k = 0. (5.5) is checked by writing Zγm+1,n(z, z¯) = Aγm+1,n(1) as
Zγm+1,n(z, z¯) = −(1− |z|2)−γ
∂
∂z
(
(1− |z|2)γ+1Zγ+1m,n (z, z¯)
)
and next applying the derivative rule to the involved product. 
Remark 5.2. The basic three term recurrence relation mentioned in the beginning of this section appears
as an immediate consequence of combining (5.1) and (5.3). Moreover, linear combinations of (5.2) and
(5.5) give rise to the following{
(γ+ m + 1)z¯− (1− |z|2)
}
Zγm,n(z, z¯) =
(
γ+ m + 1
γ+ m + n + 1
)
Zγm+1,n(z, z¯) (5.6)
which is equivalent to Eq. (6.2) in [13].
Remark 5.3. The conjugate counterparts of the recurrence formulae (5.1), (5.2), (5.3) and (5.4) follow
upon using Zγm,n(z, z¯) = Zγn,m(z, z¯).
6. A RUNGE’S ADDITION FORMULA FOR DISK POLYNOMIALS
In this section, we prove a Runge’s addition formula for the disk polynomials. This formula,
when used in its extended form, will help develop a test for the assumption of bivariate normal-
ity (see [30]).
Theorem 6.1. We have the following addition formula(
1−
∣∣∣∣z + w√2
∣∣∣∣2
)γ
Zγm,n
(
z + w√
2
,
z + w√
2
)
=
(
1
2
)γ+m+m+n2
m!n!(γ+ m + n)! (6.1)
×
m
∑
j=0
n
∑
k=0
∑
|s|=γ+m
(−1)s3+s4 z¯s4w¯s3 hs1−j(z)hs2−m+j(w)
s!j!k!(m− j)!(n− k)!
Z s1−jj,s3+k(z, z¯)Z
s2−m+j
m−j,s4+n−k(w, w¯)
(s1 + 1)s3+k(s2 + 1)s4+n−k
for every |z| < 1 and |w| < 1 with |z + w| < √2, where γ + m is assumed to be a positive integer.
Here
(
m + γ
s
)
:= (γ+ m)!/s!, s! = s1!s2!s3!s4! and |s| = s1 + s2 + s3 + s4 for s = (s1, s2, s3, s4);
sj ∈ Z+.
Proof. Since
Zγm,n(z, z¯) = (−1)m(γ+ m + 1)n(1− |z|2)−γ ∂
m
∂zm
(zn(1− |z|2)γ+m),
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we can write the left hand side of (6.1) as
(−1)m(γ+ m + 1)n ∂
m
∂
(
z+w√
2
)m
(z + w√
2
)n(
1−
∣∣∣∣z + w√2
∣∣∣∣2
)γ+m .
Making use of the facts that
∂
∂
(
z+w√
2
) = 1√
2
(
∂
∂z
+
∂
∂w
)
and (1−|(z+w)/
√
2|2) = 1
2
(
(1− |z|2) + (1− |w|2)− zw¯− z¯w
)
as well as the binomial formulae, including (X1 + X2 + X3 + X4)m = ∑
|s|=m
(
m
s
)
Xs11 X
s2
2 X
s3
3 X
s4
4 ,
the above expression reduces further to
(−1)m
(
1
2
)γ+2m+m+n2
(γ+ m + 1)n
m
∑
j=0
n
∑
k=0
∑
|s|=γ+m
(−1)s3+s4
(
m
j
)(
n
k
)(
m + γ
s
)
z¯s4w¯s3
× ∂
j
∂zj
(
zs3+k(1− |z|2)s1
) ∂m−j
∂wm−j
(
ws4+n−k(1− |w|2)s2
)
that we can rewrite in terms of Zγm,n(z, z¯) to obtain (6.1). 
Remark 6.2. Under the assumption γ+ m is a positive integer and by writing down (6.1) for the par-
ticular case of z + w = 0, m = n = 0, we get the identity
∑
s1+s2+s3+s4=γ
|z|2(s3+s4)(1− |z|2)s1+s2
s1!s2!s3!s4!
=
2γ
γ!
.
7. GENERATING FUNCTIONS
In this section, we establish new generating functions involving disk polynomials as well as
some of their direct consequences.
Theorem 7.1. We have the following generating functions
∞
∑
n=0
vn
n!
Zγm,n(z, z¯) = m! z¯
m
(1− vz)γ+m+1
P(γ,0)m
(
1− 2v(1− zz¯)
z¯(1− vz)
)
(7.1)
for every fixed v ∈ C such that |v| < 1, and
∞
∑
m=0
∞
∑
n=0
um
m!
vn
n!
Zγm,n(z, z¯) =
(
1
1− vz− uz¯
)γ+1
2F1
(
γ+1
2 ,
γ+2
2
γ+ 1
∣∣∣∣− 4uv(1− zz¯)(1− vz− uz¯)2
)
for every fixed u, v ∈ C such that |u| < 1, |v| < 1 and |u|+ |v| < 1. The involved series in z converge
absolutely and uniformly on compact sets of the unit disc.
Proof. Starting from (3.4) and using the fact that the power series
∞
∑
n≥0
(γ + m + 1)n
(vz)n
n!
con-
verges absolutely and uniformly on compact sets of the unit diskfor every fixed |v| < 1, as well
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as the fact that
+∞
∑
n=0
(a)n
n!
xn = (1− x)−a; |x| < 1, we get
∞
∑
n=0
vn
n!
Zγm,n(z, z¯) = (−1)m(1− |z|2)−γ ∂
m
∂zm
(
∞
∑
n≥0
(γ+ m + 1)n
(vz)n
n!
(1− |z|2)γ+m
)
= (−1)m(1− |z|2)−γ ∂
m
∂zm
(
(1− vz)−(γ+1+m)(1− zz¯)γ+m
)
.
Now, from the well known fact that
∂m
∂tm
(
(1− xt)α(1− yt)β
)
= (−1)mm!ym(1− xt)α(1− yt)β−m
× P(β−m,−α−β−1)m
(
1− 2 x(1− yt)
y(1− xt)
)
,
with α = −(γ+ 1+ m), β = γ+ m, x = v, y = z¯ and t = z, we have
∞
∑
n=0
vn
n!
Zγm,n(z, z¯) = m!
(
1
1− vz
)γ+1( z¯
1− vz
)m
P(γ,0)m
(
1− 2v(1− zz¯)
z¯(1− vz)
)
.
Therefore, it follows that
∞
∑
m=0
∞
∑
n=0
um
m!
vn
n!
Zγm,n(z, z¯) =
(
1
1− vz
)γ+1 ∞
∑
m=0
(
uz¯
1− vz
)m
P(γ,0)m
(
1− 2v(1− zz¯)
z¯(1− vz)
)
.
The series in z converges absolutely and uniformly on compact sets of the unit disc, for every
fixed |u|, |v| < 1 with |u|+ |v| < 1, since in this case ∣∣ uz¯1−vz ∣∣ < 1 and∣∣∣∣P(γ,0)m (1− 2v(1− zz¯)z¯(1− vz)
)∣∣∣∣ ≤ { 1 −1 < γ ≤ 0(γ+1)m
m! γ ≥ 0
.
Moreover, by means of the generating function [35, p.256], namely
∞
∑
m=0
(α+ β+ 1)m
(α+ 1)m
tmP(α,β)m (x) = (1− t)−(α+β+1)2F1
(
α+β+1
2 ,
α+β+2
2
α+ 1
∣∣∣∣2 t(x− 1)(1− t)2
)
,
with t = uz¯1−vz , α = γ, β = 0 and x = 1− 2 v(1−zz¯)z¯(1−vz) , it follows that
∞
∑
m=0
∞
∑
n=0
um
m!
vn
n!
Zγm,n(z, z¯) =
(
1
1− vz− uz¯
)γ+1
2F1
(
γ+1
2 ,
γ+2
2
γ+ 1
∣∣∣∣− 4uv(1− zz¯)(1− vz− uz¯)2
)
.

Consequently, we have
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Corollary 7.2. The following summation formulae hold
+∞
∑
n=0
z¯n
n!
Zγm,n(z, z¯) = (−1)mm!z¯m
(
1− |z|2
)−(γ+m+1)
(7.2)
+∞
∑
m,n=0
zmz¯n
m!n!
Zγm,n(z, z¯) =
(
1− |z|2
)−γ
(7.3)
+∞
∑
m,n=0
(1− |z|2)mz¯n
m!n!
Zγm,n(z, z¯) =
(
1− |z|2)−(γ+1)
1+ z¯
. (7.4)
Proof. It is worth observing that (7.2) follows easily from (7.1) by setting v = z¯ and u = z therein
and using the well known fact that P(α,β)m (−1) = (−1)
m(1+ β)m
n!
. For the same specification,
the left hand side of (7.3) reads as
+∞
∑
m,n=0
zmz¯n
m!n!
Zγm,n(z, z¯) =
(
1− 2|z|2
)−(γ+1)
2F1
(
γ+1
2 ,
γ+2
2
γ+ 1
∣∣∣∣− 4|z|2(1− |z|2)(1− 2|z|2)2
)
.
Whence, (7.3) follows by making use of the quadratic transformation
(1− 2ξ)−2a 2F1
(
a, a + 12
a + b + 12
∣∣∣∣4ξ(ξ − 1)(2ξ − 1)2
)
= 2F1
(
2a, 2b
a + b + 12
∣∣∣∣ξ) ; |ξ| < 1,
(see [31, p. 176] or also [32, p. 180]) with 2a = γ+ 1 and 2b = γ, combined with the fact that
2F1
(
α, β
α
∣∣∣∣x) = 1F0( β−
∣∣∣∣x) = (1− x)−β; |x| < 1. (7.5)
The last identity (7.4) can be easily checked making use of (7.2). 
Remark 7.3. (7.4) can also be obtained by taking u = (1− |z|2) and v = z¯ in (7.3) and next making
use of the quadratic transformation ([31, Theorem 3.1.1, p. 125]) and the fact (7.5).
Further fascinating generating functions, including those involving the product of disk poly-
nomials, may be obtained from their analogs for the Jacobi polynomials. For example, from
the Bailey’s bilinear generating function for the Jacobi polynomials [33] (see also [34, p.3]), one
deduces the following generating function for the product of disk polynomials with equal argu-
ments and indices but with different variables:
∞
∑
n=0
tnZγ−1n,n (z, z¯)Zγ−1n,n (w, w¯)
[n!(γ+ n)n]2
=
1
(1+ t)γ
F4
(
γ
2
,
γ+ 1
2
;γ− 1,γ; 4|z|
2|w|2t
(1+ t)2
,
4(1− |z|2)(1− |w|2)t
(1+ t)2
)
,
where F4(a, b; c, c′; x, y) stands for the fourth Appell’s function ([35, p.265]). Furthermore, we
have
∞
∑
n=0
(−1)n(2m + 1)n
(2m + n + 1)n
Zmm+n,n(z, z¯)
(m + n)!n!
=
(−1)m
m!
z¯m
[
1− 2(1− 2|z|2)w + w2
]−(m+ 12 )
which can be handled by making use of the generating relation ([35, Eq.3, p.276]).
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8. SUMMATION FORMULAE
In addition to the summation formulae in Corollary 7.2 deduced from the above generat-
ing functions, we prove in this section further summation formulae for the disk polynomials
Zγm,n(z, z¯). We begin with the following
Theorem 8.1. Let 1F1 denotes the confluent hypergeometric function. We have
∞
∑
k=0
(−1)kzk
k!
Zγm,k(z, z¯)
(γ+ m + 1)k
= (γ+ 1)mzme−|z|
2
1F1
( −m
γ+ 1
∣∣∣∣|z|2 − 1) . (8.1)
The proof relies on the following
Proposition 8.2. For every fixed positive integers m and r, we have
∞
∑
k=0
(−1)kzk
k!
Zγm,n+r+k(z, z¯)
(γ+ m + n + 1)r+k
= e−|z|
2
m
∑
j=0
(−1)j(−m)j(1− |z|2)j
j!
(8.2)
×Zγ+jm−j,n(z, z¯)Hr,j(z, z¯).
Proof. Taking f (z) = zre−|z|
2
in the operational formula (3.5) yields
Aγm,n(zre−|z|2) =
m
∑
j=0
m!
(m− j)!
(−1)j(1− |z|2)j
j!
Zγ+jm−j,n(z, z¯)
∂j
∂zj
(
zre−|z|
2
)
. (8.3)
The jth derivative of zre−|z|
2
in the right hand side of the last equality (8.3) is connected to the
complex Hermite polynomials by
∂j
∂zj
(
zre−|z|
2
)
= (−1)je−|z|2 Hr,j(z, z¯),
so that (8.3) is further reduced to
Aγm,n(zre−|z|2) = e−|z|2
m
∑
j=0
m!
(m− j)!
(1− |z|2)j
j!
Zγ+jm−j,n(z, z¯)Hr,j(z, z¯). (8.4)
On the other hand, by expanding e−|z|2 as a power series and inserting it in the expression of
Aγm,n(zre−|z|2) given through (3.1), we get
Aγm,n(zre−|z|2) =
∞
∑
k=0
(−1)mCγm,n(1− |z|2)−γ ∂
m
∂zm
(
zn+r+k(1− |z|2)γ+m
) (−1)kzk
k!
=
∞
∑
k=0
(
Cγm,n
Cγm,n+r+k
)
(−1)kzk
k!
Zγm,n+r+k(z, z¯)
=
∞
∑
k=0
(−1)k
Cγm+n,r+k
zk
k!
Zγm,n+r+k(z, z¯). (8.5)
Equating the two right hand sides of (8.4) and (8.5) gives
∞
∑
k=0
(−1)k
Cγm+n,r+k
zk
k!
Zγm,n+r+k(z, z¯) = e−|z|
2
m
∑
j=0
m!
(m− j)!
(1− |z|2)j
j!
Zγ+jm−j,n(z, z¯)Hr,j(z, z¯),
which yields (8.2). 
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Proof of Theorem 8.1. This is in fact a particular case of (8.2). Indeed, by taking r = 0 and n = 0
and keeping in mind that H0,j(z, z¯) = zj and Zγ+jm−j,0(z, z¯) = (γ+ j+ 1)m−jzm−j, we get (8.1). 
The following result shows that the monomial zm restricted to the unit disk has an expansion
in terms of the polynomials Zαj,k(z, z¯).
Theorem 8.3. For every fixed positive integer m, we have
zm = m!e−|z|
2
∞
∑
n=0
m
∑
j=0
(−1)jzn+j(1− |z|2)j
j!(γ+ 1)m+n
Zγ+jm−j,n(z, z¯)
(m− j)!n! . (8.6)
Proof. The action of the operator Aγm,n in (3.1) on f (z) = zne−|z|2 is given by
Aγm,n(zne−|z|2) = (−1)mCγm,n(1− |z|2)−γ ∂
m
∂zm
(
|z|2n(1− |z|2)γ+me−|z|2
)
so that
∞
∑
n=0
Aγm,n(zne−|z|2)
n!Cγm,n
= (−1)m(1− |z|2)−γ ∂
m
∂zm
(
(1− |z|2)γ+m
)
= (γ+ 1)mzm. (8.7)
The last equality follows since
∂k
∂zk
((1− |z|2)β) = (−β)k z¯k(1− |z|2)β−k and (−a)k = (−1)k(a−
k + 1)k. On the other hand, using the operational formula (3.5), the left hand side of (8.7) can be
rewritten as
∞
∑
n=0
Aγm,n(zne−|z|2)
n!Cγm,n
= m!e−|z|
2
∞
∑
n=0
m
∑
j=0
(−1)jzn+j(1− |z|2)j
j!Cγm,n
Zγ+jm−j,n(z, z¯)
(m− j)!n! , (8.8)
and so (8.6) follows by equating the right hand sides of (8.7) and (8.8). 
We conclude the paper with the following summation formula involving the Zγm,n(z, z¯) and
that follows from Theorem 8.3 above. Namely, we assert
Corollary 8.4. We have
ez(1+z) =
∞
∑
m=0
∞
∑
n=0
∞
∑
j=0
(−1)jzn+j(1− |z|2)j
j!(γ+ 1)m+j+n
Zγ+jm,n (z, z¯)
m!n!
. (8.9)
Proof. This follows from (8.6) since
∞
∑
m=0
m
∑
j=0
A(m, j) =
∞
∑
m=0
∞
∑
j=0
A(m + j, j). 
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