Introduction
Our paper is inspired by the apparent relationship between two sets of heterogeneous concepts. On the one hand, we observe enormous heterogeneity in development levels around the globe and this diversity inspires us to investigate drivers of productivity levels. On the other hand, we see heterogeneity of firms with respect to size, quality of inputs and the extent to which their activities are international. Moreover, countries and country groupings also differ with respect to the extent to which the firms are heterogeneous.
Consider Figure 1 that illustrates this diversity and heterogeneity, where we use per capita GDP (in 1990 international Geary-Khamis dollars) as an indicator for the level of development. We use the international orientation of early-stage entrepreneurial activity as reported by the Global Entrepreneurship Monitor (GEM) as an indicator for the heterogeneity with respect to internationalization (the percentage of entrepreneurs that indicated that at least 25% of the customers come from other countries). average for the period 2003 -2009 (note that a country may not be represented in all vintages of GEM). This sample of 68 countries covers all continents and major trading nations (with the exception of France for which apparently no data were collected). GEM thus provides a picture of the firms in a great many countries at different levels of development and with widely differing structures. The observations range from the low income countries, such as Angola, India and the Philippines, with firms that typically have a weak international orientation to high income countries, like Ireland and Hong Kong, that have a strong international orientation of early stage entrepreneurial activity. Although the general pattern in Figure 1 suggests that international orientation is stronger at higher levels of development, the extent of heterogeneity for (groups of) countries is striking, especially if we consider differences within country groups at comparable levels of development (see Figure 2 ). Figure 2 from the same data set summarizes the extent of heterogeneity by means of the normalized standard deviation (that is the standard deviation in relation to the average) of international orientation calculated at the level of individual deciles. Heterogeneity is a bit stronger at per capita GDP levels below $10.000, but also remains substantial at higher levels of development (the reported spike is due to the small economy of Bosnia Herzegovina for which only one annual observation is available so Figure 1 exaggerates the extent of heterogeneity in the fourth decile). Typically, there is thus a lot of heterogeneity within industries and across countries. Others before us have already linked stylized facts related to the size distribution of firms and the level of development. Kremers (1993) , for example, develops the O-theory of production that explains productivity differences between and within countries and the firm size distribution across countries. Other observers have also noted important heterogeneity across countries, industries and time. An example is the study by Bijsterbosch and Kolaska (2010) regarding the impact of FDI in Central and Eastern Europe. Several studies on heterogeneity of firms also show the importance of firm-level differences in productivity, size, ownership status, worker' quality and other characteristics to understand why some firms are successful while others fail and decide to exit from the market (Melitz, 2003; Lentz and Mortensen, 2010 and for a tableau de la troupe van Bergeijk et al, 2011) . Our field of study is much more restricted than those studies as we will study the relationship between productivity and heterogeneity only in the context of studies that deal with the issue of FDI spill-over effects. We take stock of this rich empirical literature and analyze econometric studies published over the period 1983 -2008 relating to 30 developing countries and emerging markets. Table 1 provides a snap shot of the 30 studies and indicates the different sorts of heterogeneity that have been captured in each of these studies. All studies in our sample control for foreign ownership, but definitions differ, i.e. foreign ownership has been reported based on shares of output, capital or employment, respectively -we will return to this point later) on. Labour quality is covered in 43%. Firm size and export are taken into account by 40% and 30% of the studies, respectively. Only 7 papers (23%) control for the effects of R&D.
We use a meta-analysis to correct for differences in research design (including data characteristics, sample size and level of aggregation) and investigate several sources of heterogeneity, including size (production share), internationalization (both exports and foreign ownership) and labour quality. Accordingly, the impact of firm heterogeneity on development (increasing productivity) in this study is examined in the context of the impact (spill-overs) of FDI: (how) does heterogeneity matter for studies that analyse the effectiveness of FDI in developing and emerging economies?
The remainder of this paper is structured as follows. Section 2 elaborates on the motivation for our choice to do a 'meta analysis' and provides descriptive statistics. The succeeding part examines the relation between several firm heterogeneity factors and productivity for our full sample of 30 studies. Section 4 analyses how definition of variables and the time dimension of the data systematically affect the possibility of observing spill-over from FDI and investigates the relation between measures of heterogeneity with the set of explanatory variables. Section 5 concludes the paper by pointing out the main findings and implications of our analysis.
2
Why meta analysis?
As indicated in the review studies by Cuyvers et al. (2008) , and Görg and Greenaway (2004) , empirical studies on FDI typically report inconsistent findings regarding the relation between productivity and different measures of heterogeneity such as foreign ownership, export activity and firm size. The contradictory results could be due to country or region specific factors, to data characteristics and to differences in (the length of) the time periods, methodologies, and control variables. Indeed, it has been noted that the magnitude, significance, and direction of spill-overs from FDI could be systematically influenced by alternative methods in the research design, the methodology and the data (Sinani and Meyer, 2009; Diebel, and Wooster, 2010) and that ignoring unobserved time, firm, and industry specific factors may affect the findings of particular studies (Egger and Pfaffermayr, 2001) . Our study explores these factors by means of the 'meta analysis' technique. As noted by Havránek and Iršová, (2010) , meta-regression analysis although widely used in other sciences such as medicine or psychology, is a rather new method in economics where it was introduced by Stanley and Jarrell in 1989. Meta-analysis combines the outcomes of a great many studies on a specific phenomenon by collecting test statistics from the literature and regressing those reported test statistics on the characteristics of the methodological design of those studies. Meta-analysis helps to identify how the characteristics of study may influence the possibility of observing spill-overs from FDI and gives some ideas about how carefully the research methodology of spill-over effect analysis should be planned. Diebel, and Wooster (2010: 646) 
also argue that:
Meta-analysis is particularly useful to identify cumulative findings that are expressed across the sample of studies and (to) draw out patterns in the research that cannot be obtained from the review of any one single study.
Summarizing previous empirical studies provides useful insights to understand the research approaches and methodologies that could be a source of potential bias and give inconsistency results in empirical studies. In a nutshell, meta-analysis allows the researcher to quantify and disentangle certain correlates in empirical studies that would be difficult to gauge without reliable econometric techniques (Görg and Strobl, 2001) . A meta-regression analysis is therefore a potentially important tool to investigate the conflicting results in the reported effect of FDI and that of other firm heterogeneity factors. More importantly, the technique often provides new, revised interpretations of earlier research and is also very useful because it helps to indicate priorities for future research (Sinani and Meyer, 2009) .
Following the approach of other studies in the area (such as Sinani and Meyer, 2009, and Havránek and Iršová, 2010) , we first aggregate previous studies focusing on the t-statistic. The t-statistic is an important empirical result that is regularly reported. The t-statistic is dimensionless and thus does not depend on the units of measurement of a variable and this facilitates the comparison of different studies. The degrees of freedom in individual studies may be small, but when those studies are included in the sample for metaanalysis the degrees of freedom increase and the set of t-statistics approximates a standard normal distribution. As mentioned by Hoekman and Djankov (2000) , a set of analyses with small t-statistics could be significant in the aggregate even if there is no significant estimate in the underlying individual analyses because the variance of the aggregate sample will be smaller than that of individual analyses (the intuition is that these individual results from the meta-analysis point of view are based on subsamples of the meta-population). This implies that statistical tests based on the mean of aggregate t-statistics will be more powerful than individual t-statistics. In other words, as the degrees of freedom goes to infinity, the t distribution goes to the standard normal distribution and since the same variance is assumed in the standard normal distribution, the aggregation of statistics can be computed as if several independent samples are taken from a given distribution (Greene, 2003) . Thus, the combined t-statistics can be calculated by dividing the sum of absolute value of individual t-statistics over the square root of the number of observations in the full sample of all studies (t is the t-statistics for the estimate of the variable of interest and n is the number of observations)
The data for our meta-analysis have been collected from 30 studies that contain different numbers of observations on t (because the studies report on different numbers of regressions). Therefore, the aggregate t-statistics may be influenced by some studies contributing larger number of observations. To deal with this problem, Diebel, and Wooster (2010) propose an alternative approach:
n W represents the weight assigned to the n th observation depending on how many observations in total were taken from a given study. Smaller weights are arbitrarily assigned to studies that contributed larger number of observations. For example, if a study contributes 2 observations, the weight employed for each observation is 0.5
Our sample for the meta analysis covers 30 different countries, which were selected randomly from the available FDI spill-over studies under the condition that we would have one study per country. Almost all studies reported several regressions: the total number of observations in the sample is 156. However, 16 regressions are characterized by exceptionally large tstatistics (> 10) and 10 regressions have extremely low absolute t-values (<0.003). These unusual results may affect the overall result and therefore Table 2 also presents calculations excluding these outliers (this restricted sample contains 130 observations). Moreover, as an alternative for the aggregate t-statistics value, we also use the median from each study. Our take on this is that it is inappropriate to only look at one weighing scheme. The aggregate t-statistics for all studies in the sample is always statistically significant although the level of significance is substantially reduced when we exclude the outliers or use the median (Table 2) . At the disaggregated level of combined statistical test for different sub groups of studies, we find differences according to the method of measurement. Cross section studies, for example, tend to find larger t values than panel data studies. Similar problems are relevant for the level of aggregation as studies using firm level data are more likely to report insignificant results than industry level studies, but not for the full unweighed sample. For the definition of foreign presence, the capital share yields statistically more significant estimates than the employment and output shares.
3
The relation between heterogeneity factors and productivity
The studies in our dataset do not control for the same set(s) of firm heterogeneity factors (Table 1 ). In this section we investigate how the outcomes for productivity of firms are influenced by the control variables related to firm heterogeneity characteristics. Source: own computation based on 30 previous studies about the spill-over effect of FDI Table 3 lists factors of heterogeneity that could enhance the productivity effect of firms and provides the significance levels of these factors as reported in the 30 studies. For example 59% of the regressions show the importance of relative share of firms in the industry. However, 36% and 5% of the studies show insignificant and negative effects for firm size, respectively. Table 3 conveys the following important messages (Note, however, that the numbers of studies that deals with each aspect of heterogeneity vary and that the analysis is bivariate, that is source of heterogeneity versus shares of coefficients by sign and significance):
 Export is positively related to productivity in 44% of the studies in our meta-analysis, possibly due to learning by doing effects.
 Positive spill-overs to local firms from their foreign counterparts occur in 37% of the studies only. In the case of 50%, there is no spill-over effect from foreign to domestic firms, implying either foreign firms control of the transfer of firm specific knowledge to local firms for their own advantages or week business integration between local and foreign investors in developing countries. (13.5% of the studies show that domestic firms could be negatively affected by multinational companies possibly due to competition in local market and demand for raw materials.)  The availability of skilled labour clearly matters: two thirds of the studies report a positive and significant coefficient  In contrast, 71% of the studies show insignificant effects of R&D for productivity growth due to FDI (but note that we have a very small sample here)
The above analysis shows that the impact of heterogeneity in terms of sign and significance differs a lot among different measures of heterogeneity. It seems that firm size, labour quality and export actually have a more significant effect for the development of firms compared to that of foreign ownership. This implies that future research on firm productivity should include these factors among the explanatory variables.
Next we want to move one step further than the bivariate analysis and deal with the issue that the findings in the studies can be also systematically affected by alternative methods in research design, methodology and data. In order to do so, we use the parametric estimation of a meta-analysis equation.
4
Evidence from parametric estimation about the effect of FDI
We will treat the sample of studies reported in Table 1 as a panel and estimate random effects models. 1 The panel approach helps prevent that the metaanalysis is dominated by a small number of studies with many observations (Havránek and Iršova, 2010) . We use random effects because under fixed effect models, the effect size of a given variable is assumed to be homogenous across studies (Vevea and Hedges, 1998) , whereas random effect models more realistically assume that each study has a different effect size. Indeed, Field (2003) argues that the assumption of fixed effect size in meta analysis is not justifiable for almost all real world data and applying the random effects estimates is probably more sensible 2 . The basic model is:
1 Fixed and random effect models for meta-analysis refer to assumptions regarding heterogeneity of the effect estimates and not to the common assumptions of variation across time and region in panel data studies (Diebel, and Wooster, 2010) . 2 The article by Field (2002) also describes further problems in using fixed-effects models on random-effects data.
Where Y ij is the absolute value of t-statistics derived from the i th regression in the j th study to be explained by spill-over measures of previous studies, the definition of foreign presence, and a vector of study characteristics (X ij ). Finally, 0  represents random effects that control for the commonality and dependency of estimates within and across studies and ij  is the error term.
For purpose of comparison we also present the result of straight forward ordinary least squares (after correcting for heteroscedasticity). We additionally estimate meta-regression equations using estimated coefficients as the dependent variable instead of t values.
In order to capture differences in research design, we introduce several dummy variables. First, the research designs differ with respect to the actual measure of productivity so we incorporate two dummy variables to capture output and labour productivity proxies (so that the use of TFP is the reference dummy in the meta-analysis). Second, foreign presence has been measured differently in the studies, so we include two dummies for the FDI measure, that is: the share of capital and the share of output (the employment share definition is the reference dummy). Third, we introduce dummy variables that capture the heterogeneity and quality of methodologies, in particular we identify the use of panel methodology, level of aggregation (firm versus industry), sample size and the quality of the publication as reflected by the outlet (scientific journal versus working paper). Finally, we complement these aspects by ownership status of firm (local only) and region (in particular Asia). Table 4 presents the result of the meta-analysis for the t-statistics excluding outliers. The baseline estimates are in column (1) and column (4). The other columns report specifications that test for an Asia-effect (columns 2 and 5) which appears to be significantly positive and a quality effect, captured by publication status, (columns 3 and 6; both insignificant). The empirical results in all six columns are robust in the sense that they tell a consistent story:
Meta-analysis of FDI-impact on productivity
 An increase in the number of observations has significant and positive effect on the size of t-statistics: additional degrees of freedom increase the likelihood of obtaining a significant impact.  Panel data analysis provides less statistical significance (cf. Table 2 ).  The definition of foreign investment matters: representing foreign investment in terms of capital share increases the possibility of getting more significant result than that of employment share.  Industrial level studies are more likely to find relatively strong spill-over effects underlining the importance of firm specific factors to acquire positive externalities from foreign firms  The random effect estimates also provide some evidence that the spillover effect may be higher in studies that investigate labour productivity rather than TFP.
 The other variables, which are included in this estimation, are not systematically related with the magnitude of t-statistics. Source: Own estimation based on data collected from empirical studies about FDI spill-overs Table 5 presents the impact of different study characteristics on the standardized coefficients. As before we find a significantly negative coefficient for panel studies and the level of aggregation and a significantly positive coefficient for the capital share definition of FDI. The t-statistics that describe statistical significance (Table 4) , tell only a different story that the economic significance (the estimated coefficient, reported in Table 5 ) for labour quality (significant) and the Asia effect (insignificant). The findings of our meta analysis are comparable to what other researchers have encountered. Almost all meta analyses conclude that research design and data characteristics partly explain the magnitude and significance of spill-overs from FDI. For instance, previous studies conclude that crosssectional and industry level studies are likely to find more spill-over effects and the choice of proxy measure for foreign presence is important, which is consistent with the finding in this study (Sinani, and Meyer, 2009; Havránek and Iršova ,2010) . Like Diebel and Wooster (2010) we find that studies from Asian countries tend to show stronger statistical significant effects (but we add to that this effect does not emerge when we study economic significance). Unlike other researches (such as Görg and Strobl, 2001; Diebel and Wooster, 2010) , we do not find any evidence for the publication bias argument in our sample since the quality index does not appear to be significant.
Meta analysis and firm heterogeneity
Next we analyze the relation between different study characteristics in our sample of 30 papers and two firm heterogeneity factors: firm size (Table 6 ) and labour quality (Table 7) . 3 As before, we present OLS and Random Effects estimates and alternative specifications in order to test the robustness of our parametric analysis about the effect of different study characteristics on the possibility of getting significant effect from firm heterogeneity factors.
The exercise produces many comparable results regarding the research methodology. Compared to cross-sectional data analysis, the statistical significance of the relevant parameters is generally lower in case of panel data estimates and the quality of the study (working paper versus article) is not significant. We do no longer find a significant Asia effect.
Importantly, when we compare Tables 6 and 7 (and also our earlier findings in Table 5 ), we observe many differences that show the importance of the kind of firm heterogeneity that the studies consider (or ignore). Firstly, the number of observations is found to have a different impact on of t-statistical value for the two types of heterogeneity variables. For the quality of the labour force, we find the expected positive impact that is associated with more degrees of freedom in larger datasets (Table 7) . In contrast, the probability of getting significant impact for firm size reduces (Table 6 ). An intuitive explanation is that a larger number of firms (at least at the level of the relevant market) ceteris paribus is associated with lower monopoly power and thus the productivity incentive for large firms with substantial market power will be lower. Secondly, both the level of development and R&D dummies are significant for studies that consider firm size as a source of heterogeneity, but insignificant in studies that consider labour quality as the source of heterogeneity. Likewise for labour quality, we find a significant positive effect for studies that use only data from domestic firms.
Thirdly, the probability of getting a significant effect from labour quality is also affected by how productivity is defined. Using labour productivity as a dependent variable tend to give more statistical value compared to that of total factor productivity and output. This is, however, quite logical and we do not put much value on the fact that this effect does not appear in Table 6 -it only shows that definitions matter once one takes account of labour quality as a source of heterogeneity. 
Conclusions
The emphasis of productivity analysis recently is on firm heterogeneity and empirical evidences suggest that cross-firm differences in efficiency are far more important than within-firm differences, even though the latter are not insignificant (Lentz and Mortensen, 2010) . Micro-econometric studies about firm heterogeneity help to uncover stylized facts that hold over space and time. Such studies inspire theoretical models that are based on "realistic" assumptions, and inform policy debates in an evidence-based way (Wagner 2010) . In this study, we have investigated the relation between different firm heterogeneity characteristics and productivity using econometric studies on FDI spill-over effects. These papers were published over the period and deal with national studies in 30 developing countries and emerging markets.
Our analysis provides a number of observations and lessons that are relevant for the design of research on the relationship between development (productivity) and heterogeneity. First, we have illustrated that developing and emerging countries show a lot of variation in the extent of heterogeneity of their populations of firms. Secondly, we showed for our sample of 30 studies that deal with the impact of FDI on productivity that typically only a subset of heterogeneity is being considered by these studies. In particular studies tend to ignore both export and R&D activities. Thirdly, our results generally show different effects for different measures of heterogeneity. It seems that firm size, labour quality and export have more positive effect for the development of firms compared to that of foreign ownership. Since the countries included in this study are from developing and transitional countries, they may not have enough absorptive capacity at the initial place to take spill-overs from foreign firms. However, these firms could be negatively affected by foreign firms due to the adverse effect of competition in product and resource markets. The implication of this finding is that the development opportunity of local firms in developing countries is faster if they could focus on improving production capacity and produce for international market. Investment in human capital is also necessary for sustainable industrial development.
Fourthly, for two sources of heterogeneity, namely firm size and labour quality, our meta-analysis shows that considering (or ignoring) different kinds of heterogeneity will have a significant impact on the outcome of empirical studies.
In addition to these specific findings, our research supports more general findings by other meta-analyses as we also find for the aggregate t-statistical values for different groups of studies. The empirical findings of how firm heterogeneity on productivity growth and development, could be systematically affected by the type of data, how productivity of firms is measured, and other study characteristics.
The most important implication that can be derived from our meta analysis is that the importance of conducting different sensitivity analysis using alternative specifications, definitions of key variables, and indicators of firm heterogeneity before making any generalization and conclusions about the effect of foreign ownership and other firm heterogeneity factors on productivity.
