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Abstrakt
Pra´ce se zaby´va´ komplexn´ı virtualizac´ı vy´ukove´ platformy FITkit.
Prvn´ı cˇa´st bakala´rˇske´ pra´ce popisuje rozsˇ´ıˇren´ı knihovny libkitclient o podporu virtua´ln´ıch
zarˇ´ızen´ı a na´vrh protokolu pro sd´ılen´ı platformy FITkit v IP s´ıt´ıch. Protokol je rozsˇ´ıˇren o
podporu automaticke´ho vyhleda´va´n´ı zarˇ´ızen´ı v mı´stn´ı s´ıti pomoc´ı protokolu UDP multi-
cast. Druha´ cˇa´st pra´ce se zaby´va´ na´vrhem architektury pro vzda´leny´ prˇeklad aplikac´ı pro
platformu FITkit a jej´ı implementac´ı v programech fcmake a QDevKit. Posledn´ı cˇa´st pra´ce
shrnuje dosazˇene´ vy´sledky a prˇedstavuje dalˇs´ı mozˇnosti rozsˇ´ıˇren´ı.
Abstract
Thesis presents a method of FITkit hardware platform virtualization. First part describes
an extension of the libkitclient library to support virtual devices and discusses a protocol
design for FITkit device sharing in the IP networks. The protocol is extended to offer an
automatic device discovery in local network based on UDP multicast. The second part of
the thesis presents an architecture for a remote compilation of FITkit platform binaries and
the implementation in the fcmake and QDevKit. The last chapter summarizes implemented
tools and presents possible future extensions.
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Kapitola 1
U´vod
Hlavn´ı motivac´ı bakala´rˇske´ pra´ce zaby´vaj´ıc´ı se mozˇnostmi virtualizace platformy FITkit je
problematicka´ a cˇasto na´rocˇna´ instalace softwarove´ho vybaven´ı potrˇebne´ho pro prˇeklad apli-
kac´ı pro FITkit. Dalˇs´ı prˇ´ınos lze zpatrˇit v oblasti propagace. Dı´ky virtualizci maj´ı prˇ´ıpadn´ı
za´jemci mozˇnost si vyzkousˇet pra´ci s platformou vzda´leneˇ, anizˇ by ji museli fyzicky vlastnit
cˇi instalovat potrˇebny´ software. V ra´mci projektu, ktery´ se zaby´va´ realizac´ı virtua´ln´ı la-
boratorˇe, mu˚zˇeme s navrzˇeny´m prˇ´ıstupem usˇetrˇit znacˇne´ mnozˇstv´ı energie, nebot’ vsˇechna
zarˇ´ızen´ı mohou by´t prˇipojena k centra´ln´ı stanici, ktera´ se bude starat o jejich zprˇ´ıstupneˇn´ı
klientsky´m stanic´ım. Mimo to sd´ılen´ı zarˇ´ızen´ı v IP s´ıt´ıch usnadn´ı student˚um kra´tkodobe´
p˚ujcˇovan´ı FITkitu bez nutnosti ho fyzicky prˇepojovat. Proble´m na´rocˇne´ instalace softwa-
rove´ho vybaven´ı rˇesˇ´ı virtualizace prˇekladove´ho prostrˇed´ı, ktera´ dovoluje prˇeklad aplikac´ı
bez nutnosti instalovat na´stroje loka´lneˇ.
Na´pln´ı te´to bakala´rˇske´ pra´ce je rozsˇ´ıˇrit softwarove´ vybaven´ı platformy FITkit o mozˇnost
spravovat virtua´ln´ı zarˇ´ızen´ı a implementovat jak virtua´ln´ı zarˇ´ızen´ı komunikuj´ıc´ı s fyzicky´mi,
tak architekturu pro vyhleda´va´n´ı a sledova´n´ı stavu teˇchto zarˇ´ızen´ı.
Pra´ce je cˇleneˇna na´sledovneˇ. Prvn´ı kapitola se zaby´va´ u´vodem do rˇesˇene´ problematiky,
jsou zde popsa´ny vy´vojove´ na´stroje pouzˇ´ıvane´ pro usnadneˇn´ı pra´ce s platformou FITkit,
prˇedevsˇ´ım pak knihovna libkitclient a aplikace QDevKit. Druha´ a trˇet´ı kapitola se veˇnuje
specifikaci a na´vrhu komunikacˇn´ıho protokolu, ktery´ je pouzˇit pro sd´ılen´ı zarˇ´ızen´ı v s´ıti.
Protokol implementuje standard X.680 ASN.1[5] s ko´dova´n´ım X.690 BER[6] a vyuzˇ´ıva´ pro-
tokol TCP pro zajiˇsteˇn´ı spolehlive´ho prˇenosu dat.
Jako rozsˇ´ıˇren´ı je zde navrzˇen a implementova´n jednoduchy´ protokol pro automaticke´ vy-
hleda´va´n´ı zarˇ´ızen´ı v mı´stn´ıch IP s´ıt´ıch. Za´veˇrem te´to cˇa´sti pra´ce je podpora obou protokol˚u
a prakticke´ vyuzˇit´ı v programu QDevKit. Cˇtvrta´ kapitola se zaby´va´ prˇekladem aplikac´ı pro
platformu FITkit na vzda´lene´m stroji bez nutnosti instalace dalˇs´ıho softwarove´ho vybaven´ı.
V te´to cˇa´sti je popsa´na realizace zabezpecˇene´ metody poskytuj´ıc´ı prˇ´ıstup k prˇekladove´mu
serveru jak v ra´mci s´ıteˇ VUT tak i mimo. V za´veˇru jsou shrnuty dosazˇene´ vy´sledky a
navrzˇena mozˇna´ rozsˇ´ıˇren´ı.
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Kapitola 2
Na´stroje pro FITkit
Pro platformu FITkit existuje softwarove´ vybaven´ı pro se´riovou komunikaci, programova´n´ı
mikroprocesoru a rekonfiguraci hradlove´ho pole. Za´kladn´ı knihovnu pro platformoveˇ neza´vislou
komunikaci se zarˇ´ızen´ım FITkit prˇedstavuje libkitclient. Knihovna je napsa´na v jazyce C++,
ale soucˇasneˇ je pro ni vytvorˇeno rozhran´ı v jazyce Python. Tohoto rozhran´ı je vyuzˇito naprˇ.
v aplikaci FKFlash pro programova´n´ı platformy FITkit a termina´love´ aplikaci FKTerm.
Knihovna libkitclient prˇedstavuje za´klad pro komunikaci v graficke´ termina´love´ aplikaci
QDevKit. Pro prˇeklad aplikac´ı se vsˇak pouzˇ´ıva´ prˇekladacˇ MSP-GCC a vy´vojove´ prostrˇed´ı
Xilinx ISE pro generova´n´ı konfiguracˇn´ıho rˇeteˇzce.
2.1 Knihovna libkitclient
Knihovna libkitclient se skla´da´ z abstrakce rozhran´ı pro platformoveˇ neza´vislou komuni-
kaci se zarˇ´ızen´ım FITkit a spra´vce prˇipojeny´ch zarˇ´ızen´ı. Zarˇ´ızen´ı FITkit je reprezentova´no
trˇ´ıdou FitKit a obsahuje pra´veˇ dva komunikacˇn´ı kana´ly trˇ´ıdy FitKitChannel. Spra´vce
zarˇ´ızen´ı prˇedstavuje dle sche´matu 2.1 trˇ´ıda FitKitMgr implementuj´ıc´ı sˇablonu DeviceMgr.
Ze sve´ podstaty spra´vce vytva´rˇ´ı a obsluhuje pra´veˇ jeden typ zarˇ´ızen´ı. V prostrˇed´ı Microsoft
Windows jsou tyto trˇ´ıdy implementova´ny pomoc´ı knihovny D2XX, oficia´ln´ı podporovane´
knihovny pro prˇimou komunikaci s prˇevodn´ıky FTDI. Pro GNU/Linux je komunikace im-
plementova´na na za´kladeˇ jednodusˇsˇ´ı knihovny libftdi.
FitKitMgr FitKit
FitKitChannel
DeviceMgr
(API)
FitKitChannel
Device
(API)
Obra´zek 2.1: Blokove´ sche´ma spra´vce zarˇ´ızen´ı FitKitMgr.
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2.2 FCMake
Aplikace FCMake slouzˇ´ı prˇedevsˇ´ım pro generova´n´ı prˇekladovy´ch soubor˚u Makefile pro apli-
kace na platformu FITkit, ktere´ jsou popsa´ny definicˇn´ımi soubory v jazyce XML. Definicˇn´ı
soubory obsahuj´ı jak metadata o aplikaci, tak seznam zdrojovy´ch soubor˚u a za´vislost´ı
konkre´tn´ı aplikace. Sd´ılena´ knihovna aplikace FCMake poskytuje rozhran´ı pro interpre-
taci teˇchto soubor˚u, ktere´ je vyuzˇito pro seznam aplikac´ı v graficke´ termina´love´ aplikaci
QDevKit. Aplikace je napsa´na v jazyce C++ s vyuzˇit´ım knihovny Qt[11].
2.3 QDevKit
Graficka´ termina´lova´ aplikace QDevKit (obra´zek 2.2) napsana´ v jazyce C++ umozˇnˇuje
mimo se´riovou komunikaci se zarˇ´ızen´ım FITkit ve formeˇ termina´lu take´ programova´n´ı
mikrokontroleru i rekonfiguraci hradlove´ho pole pomoc´ı komponenty FKFlash. Za´rovenˇ
prˇehledneˇ zobrazuje (1) dostupne´ aplikace pro platformu FITkit ve formeˇ stromu a umozˇnˇuje
jejich aktualizaci z centra´ln´ıho repozita´rˇe projektu FITkit. Aplikace pro platformu FITkit
je mozˇne´ prˇekla´dat prˇ´ımo v ra´mci aplikace, pokud jsou nainstalova´ny na´stroje pro prˇeklad
(MSP-GCC a Xilinx ISE). QDevKit take´ umozˇnˇuje spousˇteˇt simulaci pokud je nalezen si-
mulacˇn´ı software ModelSim. Zarˇ´ızen´ı FITkit jsou v aplikaci reprezentova´na (2) seznamem
ikon s podrobneˇjˇs´ımi u´daji a otevrˇene´ komunikacˇn´ı kana´ly ve formeˇ za´lozˇek s termina´lem.
Platformoveˇ neza´visle´ graficke´ rozhran´ı je implementova´no pomoc´ı knihovny Qt[11].
Obra´zek 2.2: Okno aplikace QDevKit.
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Podpora virtua´ln´ıch zarˇ´ızen´ı
Knihovna libkitclient byla p˚uvodneˇ navrzˇena pro pra´ci s jedn´ım typem zarˇ´ızen´ı (trˇ´ıda
FitKit) a protozˇe vytva´rˇen´ı instanc´ı novy´ch zarˇ´ızen´ı vcˇetneˇ implementacˇneˇ za´visly´ch ope-
rac´ı bylo soucˇa´st´ı konkre´tn´ı trˇ´ıdy spra´vce zarˇ´ızen´ı (trˇ´ıdy FitKitMgr), nebylo jednodusˇe
mozˇne´ obsluhovat virtua´ln´ı zarˇ´ızen´ı spolu s fyzicky´mi. Za´rovenˇ ale bylo nanejvy´sˇ vhodne´
pokud mozˇno zachovat kompatibilitu na u´rovni zdrojove´ho ko´du se starsˇ´ı verz´ı knihovny
libkitclient.
Kompatibility na u´rovni zdrojovy´ch ko´d˚u je cˇa´stecˇneˇ dosazˇeno vytvorˇen´ım cˇisteˇ virtua´ln´ıho
API pro pra´ci se zarˇ´ızen´ım a modula´rn´ı architektury spra´vy zarˇ´ızen´ı.
3.1 Zmeˇny ve spra´veˇ zarˇ´ızen´ı
V p˚uvodn´ı verzi libkitclient slouzˇila trˇ´ıda DeviceMgr jako sˇablona pro implementaci ob-
sluhy jednoho typu zarˇ´ızen´ı, naprˇ. FitKitMgr. Z toho d˚uvodu byla trˇ´ıda DeviceMgr noveˇ
implementova´na jako plneˇ autonomn´ı bez nutnosti dalˇs´ıho rozsˇiˇrova´n´ı a pro implemen-
taci konkre´tn´ıch potrˇeb dane´ho typu zarˇ´ızen´ı byl zaveden syste´m modul˚u. Kazˇdy´ modul
implementuje rozhran´ı trˇ´ıdy DeviceBackend a obsluhuje pra´veˇ jeden typ zarˇ´ızen´ı.
Povinne´ rozhran´ı modulu
Povinne´ rozhran´ı modulu trˇ´ıdy DeviceBackend zahrnuje metody pro:
Vytvorˇen´ı konkre´tn´ı instance zarˇ´ızen´ı, ktera´ mus´ı implementovat rozhran´ı trˇ´ıdy Device.
Jedna´ se o metodu Device* create(DeviceData*).
Inicializaci zarˇ´ızen´ı, naprˇ. pro nastaven´ı stavu nebo inicializaci dalˇs´ıch prostrˇedk˚u.
Jedna´ se o metodu bool initialize(Device *device).
Kontrolu komunikacˇn´ıch kana´l˚u prˇipojene´ho zarˇ´ızen´ı.
Jedna´ se o metodu bool isReady(DeviceData*).
Aktualizaci seznamu vsˇech prˇipojeny´ch zarˇ´ızen´ı, ktere´ dany´ modul spravuje.
Jedna´ se o metodu void update(DeviceData::List&).
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Nepovinne´ rozhran´ı modulu
Za´rovenˇ mu˚zˇe kazˇdy´ modul implementovat i nepovinne´ metody pro obsluhu uda´lost´ı:
Zaveden´ı modulu, zde je mozˇne´ prˇedevsˇ´ım inicializovat potrˇebne´ prostrˇedky pro hleda´n´ı
na´lezˇ´ıc´ıch zarˇ´ızen´ı. Jedna´ se o metodu bool start().
Zastaven´ı modulu, zejme´na pro uvolneˇn´ı zabrany´ch prostrˇedk˚u.
Jedna´ se o metodu bool stop().
Obsazen´ı volne´ho zarˇ´ızen´ı pro reakci na zmeˇnu stavu zarˇ´ızen´ı.
Jedna´ se o metodu void deviceAcquired(int).
Uvolneˇn´ı obsazene´ho zarˇ´ızen´ı.
Jedna´ se o metodu void deviceReleased(int).
Nalezen´ı nove´ho zarˇ´ızen´ı.
Jedna´ se o metodu void deviceFound(int).
Odpojen´ı existuj´ıc´ıho zarˇ´ızen´ı z d˚uvodu chyby v komunikaci nebo vyzˇa´dane´ho odpojen´ı
zarˇ´ızen´ı. Jedna´ se o metodu void deviceLost(int).
Pu˚vodn´ı trˇ´ıdu FitKitMgr nyn´ı implementuje modul FTDIBackend.
3.2 Zmeˇny v komunikaci se zarˇ´ızen´ım
Analogicky ke spra´veˇ zarˇ´ızen´ı dosˇlo k nahrazen´ı trˇ´ıdy FitKit pro komunikaci se zarˇ´ızen´ım
a trˇ´ıdy FitKitChannel pro komunikaci s jedn´ım kana´lem zarˇ´ızen´ı. Se vsˇemi zarˇ´ızen´ımi se
nyn´ı pracuje prˇes cˇisteˇ virtua´ln´ı rozhran´ı Device a s kana´ly prˇes rozhran´ı IOChannel.
Metody pro pra´ci se zarˇ´ızen´ım i kana´ly z˚ustaly zachova´ny.
Obdobneˇ jako v prˇ´ıpadeˇ spra´vy zarˇ´ızen´ı, moduly implementuj´ı funkcionalitu jednot-
live´ho typu zarˇ´ızen´ı ktery´ spravuj´ı. Funkcionalitu p˚uvodn´ı trˇ´ıdy FitKit zastupuje trˇ´ıda
FTDIDevice a trˇ´ıdu FitKitChannel nyn´ı implementuje FTDIChannel. Hlavn´ı rozd´ıl tedy
prˇedstavuje oddeˇlen´ı verˇejne´ho API a implementace.
Tento prˇ´ıstup ma´ neˇkolik vy´hod:
• Se zarˇ´ızen´ımi je mozˇne´ pracovat bez ohledu na implementaci pomoc´ı plneˇ virtua´ln´ıho
rozhran´ı.
• Spra´va vsˇech typ˚u zarˇ´ızen´ı je jednotna´.
• Zarˇ´ızen´ı je mozˇno identifikovat dle typu a vyuzˇ´ıvat jeho specificke´ funkce.
• Umozˇnˇuje modula´rn´ım zp˚usobem rozsˇiˇrovat podporu o dalˇs´ı typy zarˇ´ızen´ı, i za beˇhu
programu.
Pro potrˇeby implementace novy´ch typ˚u zarˇ´ızen´ı byly prˇ´ıznaky zarˇ´ızen´ı rozsˇ´ıˇreny o na´sleduj´ıc´ı:
• Device::Virtual - pokud je nastaven, jedna´ se o virtua´ln´ı zarˇ´ızen´ı. Slouzˇ´ı pro potrˇeby
uzˇivatele odliˇsit fyzicka´ zarˇ´ızen´ı od virtua´ln´ıch.
• Device::Shared - pokud je nastaven, tak zarˇ´ızen´ı neexistuje vy´hradneˇ pro danou
instanci programu, ale je naprˇ. sd´ıleno v s´ıti.
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Sd´ılen´ı zarˇ´ızen´ı v IP s´ıt´ıch
Sd´ılen´ı zarˇ´ızen´ı je realizova´no novy´m modulem IPBackend, ktery´ rozsˇiˇruje funkcionalitu
o novy´ virtua´ln´ı typ zarˇ´ızen´ı trˇ´ıdy IPDevice. Hlavn´ım krite´riem pro vy´beˇr knihovny pro
s´ıt’ovou komunikaci byla jednoduchost, platformova´ neza´vislost a neza´vislost na dalˇs´ıch po-
mocny´ch knihovna´ch. Z teˇchto d˚uvod˚u jsem jako za´klad pouzˇil svou knihovnu liburpc,
kterou jsem rozsˇ´ıˇril o potrˇeby projektu. Knihovna implementuje efektivn´ım zp˚usobem
podmnozˇinu standardu X.680 ASN.1[5] s ko´dova´n´ım X.690 BER[6] a lze ji zakompilo-
vat prˇ´ımo do modulu IPBackend. Modul IPBackend pracuje neza´visle na obecne´m spra´vci
zarˇ´ızen´ı, tak ukazuje sche´ma 4.1.
DeviceMgr IPBackend
IPDevice
IPChannel
IPService
Fyzické
zařízení
Obra´zek 4.1: Blokove´ sche´ma modulu pro sd´ılen´ı zarˇ´ızen´ı v IP s´ıt´ıch.
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4.1 Modul pro sd´ılen´ı zarˇ´ızen´ı v IP s´ıt´ıch
Modul pro sd´ılen´ı zarˇ´ızen´ı v IP s´ıt´ıch pro knihovnu libkitclient se skla´da´ z neˇkolika navza´jem
mezi sebou komunikuj´ıc´ıch cˇa´st´ı.
IPDevice - implementace rozhran´ı trˇ´ıdy Device, poskytuje metody pro pra´ci se vzda´leny´m
zarˇ´ızen´ım.
IPChannel - implementace rozhran´ı trˇ´ıdy IOChannel, poskytuje metody pro pra´ci se
vzda´leny´m kana´lem zarˇ´ızen´ı.
IPService - s´ıt’ova´ sluzˇba, ktera´ zprˇ´ıstupnˇuje zarˇ´ızen´ı prˇipojena´ k dane´ stanici pro vzda´lene´
klienty.
IPDiscovery - s´ıt’ova´ sluzˇba umozˇnˇuj´ıc´ı automaticke´ vyhleda´va´n´ı zarˇ´ızen´ı v mı´stn´ı s´ıti
pomoc´ı metody IP multicast.
IPBackend - samotny´ modul pro DeviceMgr, ktery´ spravuje zarˇ´ızen´ı trˇ´ıdy IPDevice a
sleduje jejich stav.
4.2 Implementace platformoveˇ neza´visle´ komunikace
Architektura protokolu sd´ılen´ı zarˇ´ızen´ı je prˇirozeneˇ decentralizovana´ a kazˇda´ prˇipojena´
stanice tak mu˚zˇe pracovat neza´visle na ostatn´ıch. Dı´ky tomu je protokol odolny´ v˚ucˇi
vy´padku jednotlivy´ch stanic a u´tok˚um typu DoS1 na centra´ln´ı uzly. Za nevy´hodu mu˚zˇe
by´t povazˇova´na neexistence centra´ln´ı databa´ze eviduj´ıc´ı sd´ılena´ zarˇ´ızen´ı a jejich vyuzˇit´ı.
Jako nosna´ vrstva byl zvolen protokol TCP k zajiˇsteˇn´ı spolehlive´ komunikace mezi jednot-
livy´mi uzly. Komunikace se podoba´ metodeˇ RPC2, proto je nezbytne´ spolehlivou metodou
dorucˇit zˇa´dost a za´rovenˇ obdrzˇet odpoveˇd’ a to ve spra´vne´m porˇad´ı, jelikozˇ odpoveˇd’ mu˚zˇe
prˇesa´hnout de´lku jednoho UDP paketu, zejme´na prˇi blokove´m cˇten´ı dat. Toto je rˇesˇitelne´ i
protokolem orientovany´m na zpra´vy, ale lze rˇ´ıci, zˇe implementac´ı spolehlive´ metody komu-
nikace bychom znovu dosˇli ke spojovane´mu protokolu TCP.
Protozˇe implementace s´ıt’ove´ komunikace se liˇs´ı v za´vislosti na pouzˇite´ platformeˇ, im-
plementoval jsem objektoveˇ orientovany´ modul pro s´ıt’ovou komunikaci podporuj´ıc´ı BSD
sokety[13] na platformeˇ GNU/Linux a BSD. Za´rovenˇ je podporova´na knihovna Windows
Sockets 2[10] (da´le jen winsock2) v prostrˇedn´ı Microsoft Windows. Hlavn´ı rozd´ıly jsou
prˇedevsˇ´ım:
• Nutnosti inicializovat syste´m s´ıt’ove´ komunikace vola´n´ım WSAStartup() prˇi pouzˇit´ı
knihovny wsock2 a rozd´ılne´ na´zvy pro konverzi forma´tu s´ıt’ovy´ch adres.
• Neˇktera´ syste´mova´ vola´n´ı maj´ı te´zˇ pozmeˇneˇnou se´mantiku, naprˇ. prˇi pouzˇit´ı knihovny
wsock2 je trˇeba sokety uzav´ırat pomoc´ı vola´n´ı closesocket() ktere´ je urcˇeno pro
sokety a nikoliv vola´n´ım close(), ktere´ je v prostrˇed´ı Microsoft Windows vyhrazeno
pro popisovacˇe soubor˚u.
• Se´mantika prˇedany´ch parametr˚u je u neˇktery´ch vola´n´ı rozd´ılna´ nebo mus´ı by´t inicia-
lizova´ny na urcˇitou hodnotu. Naprˇ. cˇasova´ hodnota pro timeout prˇi vola´n´ı select().
1Denial of Service - metoda u´toku zahlcen´ım sluzˇby, ktera´ ma´ za na´sledek odeprˇen´ı legitimn´ıch pozˇadavk˚u.
2RPC - Remote Procedure Call, metoda vola´n´ı vzda´leny´ch funkc´ı.
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Modul pro platformoveˇ neza´vislou komunikaci je soucˇa´st´ı knihovny liburpc prˇilozˇene´ ke
knihovneˇ libkitclient a je reprezentova´no trˇ´ıdou Socket. Trˇ´ıda Socket implementuje vsˇechny
potrˇebne´ funkce pro pra´ci se spojovany´mi protokoly vcˇetneˇ neˇkolika funkc´ı pro pra´ci s jed-
nodusˇsˇ´ım protokolem UDP. Nav´ıc je implementova´na podpora pro registraci do skupin IP
multicast.
4.3 Protokol pro komunikaci se vzda´leny´mi zarˇ´ızen´ımi
Pouzˇity´ komunikacˇn´ı protokol je zalozˇen na podmnozˇineˇ standardu X.680 ASN.1[5]. Jedna´
se tedy o strukturovany´ a prˇedevsˇ´ım typovany´ protokol. Dı´ky sˇiroke´mu pouzˇit´ı, zejme´na v
protokolech SNMP[2] a LDAP[9], je velmi dobrˇe dokumentovany´ a v za´vislosti na pouzˇite´m
ko´dova´n´ı i prostoroveˇ i cˇasoveˇ efektivn´ı. Za´rovenˇ je mozˇne´ transparentneˇ meˇnit ko´dova´n´ı a
naprˇ. pro komunikaci s textoveˇ zalozˇeny´mi klienty pouzˇ´ıt ko´dova´n´ı X.693 XER[8] zalozˇene´ho
na jazyku XML[14]. Jako vy´choz´ı ko´dova´n´ı jsem pouzˇil X.690 BER[6] z na´sleduj´ıc´ıch
d˚uvod˚u:
• Jedna´ se o bina´rn´ı ko´dova´n´ı a podporuje cˇa´stecˇnou kompresi, z toho d˚uvodu je pro-
storoveˇ efektivn´ı.
• Zapisuje se prˇ´ımo prˇi vytva´rˇen´ı PDU3, nen´ı nutne´ kazˇdou zpra´vu kompilovat.
• Na rozd´ıl od X.691 PER[7] je v bina´rn´ı formeˇ sta´le srozumitelny´ a cˇitelny´.
Ko´dova´n´ı X.690 BER
Kazˇda´ datova´ jednotka je ko´dova´na´ tzv.
”
tripletem“ (obra´zek 4.2). Prvn´ı oktet reprezentuje
datovy´ typ, na´sleduj´ıc´ı oktety de´lku hodnoty v bytech a posledn´ı cˇa´st samotna´ hodnota. V
prˇ´ıpadeˇ neˇkolika specia´ln´ıch typ˚u mu˚zˇe by´t de´lka nulova´ a jednotka bude mı´t tedy pouze
dva oktety - datovy´ typ a nulovy´ oktet reprezentuj´ıc´ı de´lku.
Typ (1 oktet) De´lka (1 - N oktet˚u) Hodnota (0 - N oktet˚u)
Obra´zek 4.2: Reprezentace datove´ jednotky protokolu ve formeˇ
”
tripletu“.
Datovy´ typ je reprezentova´n pra´veˇ jedn´ım oktetem skla´daj´ıc´ım se z trˇ´ıd, rozliˇsen´ı pri-
mitivn´ıho a slozˇene´ho datove´ho typu a samotne´ho cˇ´ısla identifikuj´ıc´ı datovy´ typ.
Trˇ´ıda typu je reprezentova´na 2 nejvysˇsˇ´ımi vy´znamovy´mi bity v oktetu a mu˚zˇe naby´t
na´sleduj´ıc´ıch hodnot:
• Universal - obecne´ a standardem definovane´ datove´ typy, naprˇ. cele´ cˇ´ıslo, rˇeteˇzec.
Tyto typy se nesmı´ by´t podle standardu vyuzˇite´ pro jine´ se´manticke´ typy.
• Application - vlastn´ı typy pouzˇite´ v ra´mci jedne´ aplikace, lze je pouzˇ´ıt pro vytva´rˇen´ı
vlastn´ıch datovy´ch typ˚u.
• Context-specific - datovy´ typ pouzˇity´ jen v urcˇite´m kontextu jako naprˇ. SET OF
nebo SEQUENCE.
• Private - soukrome´ datove´ typy, mozˇno pouzˇ´ıt bez omezen´ı.
3Protocol Data Unit - za´kladn´ı datova´ jednotka protokolu.
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P/C bit rozliˇsuj´ıc´ı primitivn´ı nebo slozˇeny´ datovy´ typ mu˚zˇe naby´t dvou hodnot - pokud
je jeho hodnota 1, jedna´ se o slozˇeny´ datovy´ typ.
Cˇ´ıslo datove´ho typu urcˇuje jeho vy´znam v dane´ trˇ´ıdeˇ, mu˚zˇe naby´vat max. 25 hodnot. Pro
trˇ´ıdu Universal vsˇechny hodnoty prˇedstavuj´ı prˇesneˇ definovany´ datovy´ typ viz na´sleduj´ıc´ı
tabulka.
Datovy´ typ P/C bit Cˇ´ıslo (hexadecima´lneˇ)
BOOLEAN primitivn´ı 0x01
INTEGER primitivn´ı 0x02
OCTET STRING primitivn´ı 0x04
NULL primitivn´ı 0x05
ENUMERATED primitivn´ı 0x0A
SEQUENCE slozˇeny´ 0x10
SET OF slozˇeny´ 0x11
Obra´zek 4.3: Prˇehledova´ tabulka pouzˇity´ch univerza´ln´ıch datovy´ch typ˚u.
De´lka je cˇa´stecˇneˇ komprimova´na a je zapsa´na na´sleduj´ıc´ım zp˚usobem:
• Pokud je de´lka obsahu mensˇ´ı nezˇ 128 bajt˚u (0x80 hexadecima´lneˇ), je de´lka reprezen-
tova´na prˇ´ımo jedn´ım oktetem o te´to hodnoteˇ.
• V opacˇne´m prˇ´ıpadeˇ prvn´ı oktet reprezentuje hodnota 0x80 + N, kde N prˇedstavuje
pocˇet bajt˚u vyuzˇity´ch pro za´pis de´lky a samotna´ de´lka je zapsa´na na na´sleduj´ıc´ıch N
bajtech. Naprˇ. de´lka obsahu 1 bajt zapsana´ na 16 bitech (2 bajty) je reprezentova´na
jako posloupnost bajt˚u 0x82 0x00 0x01. Hodnoty de´lky je zapsa´na v porˇad´ı bajt˚u
Big-Endian4.
• Specia´ln´ı hodnota 0x80 u strukturovany´ch datovy´ch typ˚u prˇedstavuje neurcˇenou
de´lku datove´ho typu. V takove´m prˇ´ıpadeˇ mus´ı za hodnotou na´sledovat specia´ln´ı da-
tova´ jednotka EOC. Tento zp˚usob za´pisu nen´ı v knihovneˇ liburpc podporova´n.
Knihovna liburpc implementuje za´pis de´lky nejkratsˇ´ım mozˇny´m zp˚usobem, tak jak to
vyzˇaduj´ı standardy X.690 DER a X.690 CER.
0x04 0x05 ’t’ ’e’ ’x’ ’t’ ’\0’
Obra´zek 4.4: Prˇ´ıklad ko´dova´n´ı X.690 DER datove´ho typu OCTET STRING hodnoty "text".
4Nejv´ıce vy´znamny´ bajt se ukla´da´ na nejnizˇsˇ´ı adresu.
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Pouzˇite´ vlastn´ı datove´ typy
Pro komunikaci mezi jednotlivy´mi uzly bylo pouzˇito prˇedevsˇ´ım typ˚u trˇ´ıdy Universal,
vsˇechny prˇena´sˇene´ zpra´vy jsou zapouzdrˇeny vlastn´ım datovy´m typem trˇ´ıdy Application.
Tento strukturovany´ typ je podobny´ typu SEQUENCE, s t´ım rozd´ılem zˇe nese datove´ jednotky
r˚uzny´ch typ˚u. Pro za´pis i cˇten´ı slouzˇ´ı trˇ´ıda Packet. Protozˇe je typ˚u zpra´v me´neˇ nezˇ 25, je
mozˇne´ operacˇn´ı ko´d zako´dovat prˇ´ımo do datove´ho typu zpra´vy. Vsˇechny tyto datove´ typy
jsou strukturovane´ a na´lezˇ´ı trˇ´ıdeˇ Application.
Datovy´ typ Trˇ´ıda P/C bit Cˇ´ıslo (hexadecima´lneˇ)
UNSIGNED Private primitivn´ı 0x02
STRUCTURE Universal slozˇeny´ 0x00
CALL Application slozˇeny´ 0x00
Obra´zek 4.5: Prˇehledova´ tabulka pouzˇity´ch univerza´ln´ıch datovy´ch typ˚u.
Prˇ´ıklad pra´ce s komunikacˇn´ım protokolem
Rozhran´ı na pra´ci s trˇ´ıdou Packet je velmi jednoduche´, je zapotrˇeb´ı:
1. Vytvorˇit instanci paketu s operacˇn´ım ko´dem.
2. Prˇidat prˇena´sˇena´ data.
3. Odeslat zpra´vu.
Na prˇ´ıkladu si uka´zˇeme vytvorˇen´ı zpra´vy s operacˇn´ım ko´dem DevIsOpen s jednou datovou
jednotkou typu INTEGER a hodnotou 7:
// 1. Vytvorˇı´ pra´zdnou zpra´vu
Packet pkt(DevIsOpen); // Application class, Structured, N = 1
// 2. Prˇida´ data
pkt.addInt8(7); // Universal class, Primitive, N = 2
// 3. Odesˇle zpra´vu
pkt.send(socket);
Zpra´va odeslana´ t´ımto zp˚usobem bude mı´t de´lku 5 oktet˚u a obsah 0x61 0x03 0x02 0x01
0x0a. Reprezentace oktet˚u je na´sledovna´:
1. 0x61 - datovy´ typ zpra´vy vcˇetneˇ operacˇn´ıho ko´du.
2. 0x03 - de´lka obsahu v bajtech.
3. 0x02 - datovy´ typ INTEGER.
4. 0x01 - de´lka hodnoty je 1 bajt, jedna´ se tedy o osmibitove´ cˇ´ıslo.
5. 0x07 - osmibitova´ hodnota cˇ´ısla5.
5INTEGER prˇedstavuje zname´nkovy´ datovy´ typ.
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4.4 Protokol pro vyhleda´va´n´ı zarˇ´ızen´ı v mı´stn´ı s´ıti
Pro snadne´ sd´ılen´ı zarˇ´ızen´ı v mı´stn´ıch s´ıt´ıch byl navrzˇen jednoduchy´ protokol pro automa-
ticke´ vyhleda´va´n´ı prˇipojeny´ch uzl˚u na ba´zi metody IP multicast [12].
IP multicast
Metoda IP multicast doplnˇuje technologie unicast a broadcast. Vy´hodou oproti technologii
broadcast je prˇedevsˇ´ım sn´ızˇen´ı za´teˇzˇe v s´ıti a mozˇnost vys´ılat data mimo prˇ´ımo prˇipojene´
uzly. Nevy´hodou oproti technologii broadcast je potom podpora ze strany router˚u na neˇzˇ
klade technologie multicast veˇtsˇ´ı na´roky, prˇedevsˇ´ım je trˇeba kromeˇ smeˇrova´n´ı pakety repli-
kovat. Dı´ky vyuzˇit´ı technologie multicast je tedy sd´ılen´ı mozˇno rozsˇ´ıˇrit na sˇirsˇ´ı oblast, naprˇ.
mezi neˇkolika ucˇebnami a za´rovenˇ rozdeˇlovat do skupin, cozˇ u technologie broadcast mozˇne´
nen´ı.
Adresova´n´ı je podobne´ jako v metodeˇ unicast, ale pouzˇ´ıva´ se jine´ trˇ´ıdy adres. Zat´ımco
pro unicast se pouzˇ´ıvaj´ı adresy trˇ´ıd A, B a C, v technologii IP multicast se vyuzˇ´ıva´ pouze
trˇ´ıda adres D[1]. V te´to trˇ´ıde se pouzˇ´ıva´ pro adresova´n´ı rozsah 224.0.0.0 - 239.255.255.0,
kazˇdou adresu tedy mu˚zˇeme snadno identifikovat podle prvn´ıho oktetu, ktery´ v bina´rn´ı re-
prezentaci zacˇ´ına´ hodnotou 1110[3].
Rozsah adres 224.0.0.0 - 224.0.0.255 je rezervova´n pro adresova´n´ı.
Dosah datagramu je mozˇne´ ovlivnit nastaven´ım hodnoty TTL (Time To Live). Toto pole
v datagramu IP ovlivnˇuje dosah paketu. Zapisuje se jedn´ım oktetem s rozsahem 0 - 255.
TTL Vy´znam
0 Pouze v ra´mci jednoho uzlu.
1 Pouze v ra´mci pods´ıteˇ.
32 V ra´mci jedne´ s´ıteˇ (Intranet).
64 V ra´mci kontinenta´ln´ı s´ıteˇ Internet.
128 V ra´mci mezikontinenta´ln´ı s´ıteˇ Internet.
255 Bez omezen´ı.
Tabulka 4.1: Vy´znam specia´ln´ıch hodnot TTL.
Multicastova´ skupina je reprezentova´na pra´veˇ jednou adresou trˇ´ıdy D. Jelikozˇ jsou
skupiny otevrˇene´, je mozˇne´ zas´ılat datagramy do skupiny bez nutnosti cˇlenstv´ı. Pro prˇ´ıjem
datagramu˚ je cˇlenstv´ı ve skupineˇ nezbytne´.
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Implementace metody IP multicast pro vyhleda´va´n´ı zarˇ´ızen´ı
Pro implementaci protokolu vyhleda´va´n´ı zarˇ´ızen´ı v mı´stn´ı s´ıti byla vyuzˇita metoda IP mul-
ticast. Mimo jizˇ uvedeny´ch d˚uvod˚u je vy´hodne´ i cˇleneˇn´ı do multicast skupin. Je tedy mozˇne´
oddeˇlit jednotlive´ uzly sd´ılej´ıc´ı zarˇ´ızen´ı (naprˇ. ucˇebny) do logicky´ch skupin. V soucˇasne´ im-
plementaci je pouzˇita skupina 225.26.27.28 a port 24242 Protozˇe technologie multicast
prˇirozeneˇ neposkytuje mozˇnost spolehlive´ho prˇenosu, byl implementova´n jednoduchy´ pro-
tokol odolny´ v˚ucˇi chyba´m.
Protokol pro vyhleda´va´n´ı zarˇ´ızen´ı
Jelikozˇ nen´ı mozˇne´ vyuzˇ´ıt pro prˇenos dat spolehlivy´ protokol TCP, je nutne´ zarucˇit odolnost
v˚ucˇi chyba´m a zotaven´ı vlastn´ım zp˚usobem. Na za´kladeˇ teˇchto pozˇadavk˚u jsem implemen-
toval jednoduchy´ protokol idea´ln´ı pro jaky´koliv prˇenos typu 1:M.
Protokol vyuzˇ´ıva´ pro prˇenos dat protokol UDP a skla´da´ se pouze z dvou operacˇn´ıch
ko´d˚u (viz tabulka 4.2), prˇicˇemzˇ kazˇdy´ je reprezentova´n pouze jedn´ım oktetem. Za´rovenˇ je
protokol textovy´ a je mozˇne´ tak velice jednodusˇe implementovat aplikaci pouze sleduj´ıc´ı stav
uzl˚u v s´ıti pouhy´m vy´pisem prˇ´ıchoz´ıch datagramu˚. Kazˇda´ zpra´va je ukoncˇena znakem 0x00
a je mozˇne´ ji tedy do budoucna rozsˇ´ıˇrit o dalˇs´ı metadata jako je naprˇ. symbolicke´ jme´no,
pocˇet zarˇ´ızen´ı, zp˚usob zabezpecˇen´ı aj. IP adresu ohlasˇovane´ho uzlu nen´ı trˇeba zapisovat do
prˇena´sˇeny´ch dat, prˇirozeneˇ ji z´ıska´me prˇ´ıjmem datagramu.
Typ zpra´vy Hexadecima´ln´ı ko´d Vy´znam
Announce 0x61 ’a’ Ohla´sˇen´ı prˇipojene´ho uzlu.
Leave 0x6c ’l’ Odhla´sˇen´ı uzlu ze skupiny.
Tabulka 4.2: Typy zpra´v pro ohlasˇova´n´ı uzl˚u v mı´stn´ı s´ıti.
• Zpra´va typu Announce upozorn´ı prˇ´ıjemce na aktivn´ı uzel v s´ıti a ten se mu˚zˇe rozhod-
nout prˇipojit k odesilateli spolehlivy´m protokolem a z´ıskat dalˇs´ı informace.
• Zpra´va typu Leave upozorn´ı prˇ´ıjemce na odhla´sˇen´ı odesilatele od multicastove´ sku-
piny. To vsˇak nemus´ı nutneˇ znamenat ukoncˇen´ı prob´ıhaj´ıc´ı komunikace.
Protokol pro automaticke´ vyhleda´va´n´ı zarˇ´ızen´ı v s´ıti je tedy:
• Prostoroveˇ efektivn´ı - jelikozˇ de´lka prˇena´sˇeny´ch dat v za´kladn´ı verzi je pouze 2 oktety,
de´lka cele´ho UDP datagramu se tedy skla´da´ z 8 oktet˚u hlavicˇky a 2 oktet˚u uzˇitecˇny´ch
dat.
• Velmi dobrˇe cˇitelny´ bez nutnosti data da´le zpracovat.
• Rozsˇiˇritelny´ o metadata bez ztra´ty kompatibility.
• Odolny´ v˚ucˇi ztra´teˇ dat - ohla´sˇen´ı prob´ıha´ periodicky, ztra´ta dat tedy znamena´ odda´len´ı
zpra´vy o jeden interval. V prˇ´ıpadeˇ ztra´ty datagramu o odhla´sˇen´ı uzlu ze skupiny do-
jde automaticky k odpojen´ı klienta prˇi na´sleduj´ıc´ı aktualizaci seznamu prˇipojeny´ch
zarˇ´ızen´ı.
Protokol i implementaci s´ıtove´hu uzlu prˇedstavuje trˇ´ıda IPDiscovery, pro implementaci
platformoveˇ neza´visle´ s´ıt’ove´ vrstvy je pouzˇita vlastn´ı knihovna popsana´ v kapitole 4.2.
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4.5 Komunikacˇn´ıho protokol v modulu IPBackend
Pro kompletn´ı virtualizaci zarˇ´ızen´ı v kontextu knihovny libkitclient je trˇeba implemen-
tovat rozhran´ı trˇ´ıd DeviceBackend, Device a IOChannel. Pouzˇity´ komunikacˇn´ı protokol
tedy mus´ı podporovat prˇedevsˇ´ım komunikaci mezi virtua´ln´ım a fyzicky´m zarˇ´ızen´ım, kde
pro kazˇde´ virtua´ln´ı zarˇ´ızen´ı existuje pra´veˇ jedno fyzicke´ a soucˇasneˇ take´ komunikaci mezi
mı´stn´ım a vzda´leny´m spra´vcem zarˇ´ızen´ı a aktualizaci stavu prˇipojeny´ch zarˇ´ızen´ı.
Uka´zka komunikace viz obra´zek 4.6.
Virtualizace spra´vce zarˇ´ızen´ı
Virtua´ln´ı spra´vce zarˇ´ızen´ı je implementova´n v trˇ´ıdeˇ IPBackend a stara´ se o sledova´n´ı stavu
vzda´leny´ch zarˇ´ızen´ı. Jako nosny´ protokol pro virtualizaci je vyuzˇit protokol na ba´zi X.680
ASN.1 popsany´ v kapitole 3 v rezˇimu ota´zka-odpoveˇd’. Dı´ky te´to podobnosti protokolu s
metodou RPC je mozˇne´ relativneˇ jednodusˇe prˇelozˇit kazˇde´ vola´n´ı metody modulu na pra´veˇ
jeden operacˇn´ı ko´d. Operacˇn´ı ko´d paketu prˇedstavuje v za´pisu X.690 BER strukturovany´
datovy´ typ trˇ´ıdy Application a cˇ´ıslem samotne´ho ko´du. Pro cˇ´ıslo typu je volny´ch 5 bit˚u v
oktetu, lze tedy t´ımto zp˚usobem zako´dovat 25 operacˇn´ıch ko´d˚u. V prˇ´ıpadeˇ veˇtsˇ´ıho mnozˇstv´ı
ko´d˚u lze pouzˇ´ıt specia´ln´ı operacˇn´ı ko´d a pozˇadovany´ operacˇn´ı ko´d zako´dovat jako prvn´ı
triplet v paketu s typem INTEGER na´sleduj´ıc´ım zp˚usobem:
Packet ::= CallType { opCode INTEGER }
IPBackend
IPService
Q: BackendAcquired
A: BackendAcquired
IPChannel
Q: DevOpen
A: DevOpen
...
Q: DevClose
A: DevClose
IPBackend Q: BackendReleased
A: BackendReleased
Obra´zek 4.6: Uka´zka virtualizace spra´vce zarˇ´ızen´ı, obsazen´ı prvn´ıho dostupne´ho zarˇ´ızen´ı.
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Prˇehled virtualizovany´ch metod trˇ´ıdy IPBackend
Virtualizovane´ metody jsou reprezentova´ny zpra´vami, prˇicˇemzˇ kazˇdy´ typ zpra´vy odpov´ıda´
pra´veˇ jedne´ virtualizovane´ funkci. Forma´t zpra´v je zapsa´n ve forma´tu X.680 ASN.1[5].
BackendUpdate - vyhodnocen´ı seznamu sd´ıleny´ch zarˇ´ızen´ı. Metoda se vola´ periodicky
prˇi aktualizaci loka´ln´ıho seznamu zarˇ´ızen´ı a slouzˇ´ı prˇedevsˇ´ım k sledova´n´ı stavu vzda´leny´ch
zarˇ´ızen´ı. Za´rovenˇ sleduje stav spojen´ı se vzda´leny´mi uzly a v prˇ´ıpadeˇ odpojene´ho uzlu uzavrˇe
vsˇechny virtua´ln´ı zarˇ´ızen´ı na´lezˇ´ıc´ı odpojene´mu uzlu a uvoln´ı zabrane´ syste´move´ prostrˇedky.
Soucˇa´st´ı te´to operace je i ohla´sˇen´ı uzlu v mı´stn´ı s´ıti protokolem popsany´m s sekci 4.4.
Dotaz
BackendUpdate ::= CallType + 0x10 {
// 1 if sender expects a reply
isQuery INTEGER(1)
}
Odpoveˇd’
BackendUpdate ::= CallType + 0x10 {
deviceList ::= SEQUENCE {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor vy´robce
vendorID INTEGER(4),
// Identifika´tor prododuktu
productID INTEGER(4),
// Stav a prˇı´znaky zarˇı´zenı´
deviceFlags INTEGER(4)
}
}
Tabulka 4.3: Forma´t pro dotaz a odpoveˇd’ operace BackendUpdate.
BackendIsDevReady - kontrola prˇipravenosti zarˇ´ızen´ı k zaha´jen´ı komunikace.
Dotaz
BackendIsDevReady ::= CallType + 0x11 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4)
}
Odpoveˇd’
BackendIsDevReady ::= CallType + 0x11 {
// Log. 1 pokud je prˇipraveno
boolState INTEGER(1)
}
Tabulka 4.4: Forma´t pro dotaz a odpoveˇd’ operace BackendIsDevReady.
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BackendAcquired - obsazen´ı dane´ instance zarˇ´ızen´ı pro vy´lucˇny´ prˇ´ıstup. Jedna´ se pouze
o upozorneˇn´ı, jako platna´ odpoveˇd’ se vyhodnocuje paket se stejny´m operacˇn´ım ko´dem.
Obsah odpoveˇdi se da´le nevyhodnocuje.
Dotaz
BackendAcquired ::= CallType + 0x13 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4)
}
Odpoveˇd’
BackendAcquired ::= CallType + 0x13 {
}
Tabulka 4.5: Forma´t pro dotaz a odpoveˇd’ operace BackendAcquired.
BackendDevInitialize - inicializace zarˇ´ızen´ı po vytvorˇen´ı instance. V soucˇasne´ verzi
nen´ı vyzˇadova´na ani implementova´na zˇa´dna´ specia´ln´ı inicializace virtua´ln´ıch zarˇ´ızen´ı.
BackendReleased - uvolneˇn´ı zarˇ´ızen´ı obsazene´ho operac´ı BackendAcquire. Jako platna´
odpoveˇd’ se opeˇt vyhodnocuje paket se stejny´m operacˇn´ım ko´dem jako dotaz a obsah od-
poveˇdi se da´le nevyhodnocuje.
Dotaz
BackendReleased ::= CallType + 0x14 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4)
}
Odpoveˇd’
BackendReleased ::= CallType + 0x14 {
}
Tabulka 4.6: Forma´t pro dotaz a odpoveˇd’ operace BackendReleased.
Virtualizace zarˇ´ızen´ı trˇ´ıdy Device
Virtua´ln´ı zarˇ´ızen´ı trˇ´ıdy IPDevice jsou vytva´rˇena v ra´mci trˇ´ıdy IPBackend popsane´ v
prˇedchoz´ı podkapitole. Prˇedstavuj´ı tak zobrazen´ı pra´veˇ jednoho fyzicke´ho zarˇ´ızen´ı. Spo-
lehlivy´ prˇenos dat mezi fyzicky´m a virtua´ln´ım zarˇ´ızen´ı je zajiˇsteˇn protokolem TCP. Proti
fyzicke´mu zarˇ´ızen´ı je zde neˇkolik dalˇs´ıch odliˇsnost´ı. Z d˚uvodu sd´ılene´ho TCP je spojen´ı je
trˇeba vsˇechny operace synchronizovat a tud´ızˇ v kazˇdy´ cˇasovy´ okamzˇik mu˚zˇe prob´ıhat ma-
xima´lneˇ jedna operace. Prˇ´ıstup ke spojen´ı je synchronizova´n v ra´mci cele´ho procesu. Take´
stav zarˇ´ızen´ı se nezjiˇst’uje v kazˇde´m okamzˇiku, ale aktualizuje se periodicky v ra´mci metody
IPBackend::update() z d˚uvodu neˇkolikana´sobneˇ vysˇsˇ´ı latence prˇi prˇenosu dat prˇes TCP
spojen´ı. Vesˇkera´ komunikace ale prob´ıha´ formou dotaz - odpoveˇd’, pro protistranu nen´ı tedy
mozˇne´ upozornit tazatele na nova´ data.
V pojet´ı knihovny libkitclient ma´ kazˇde´ zarˇ´ızen´ı implementuj´ıc´ı rozhran´ı trˇ´ıdy Device azˇ
N kana´l˚u urcˇeny´ch ke komunikaci. Samotna´ instance zarˇ´ızen´ı pouze sleduje stav zarˇ´ızen´ı a
jednotlivy´ch kana´l˚u. Tato data jsou aktualizova´na periodicky prˇi kazˇde´ aktualizaci spra´vce
zarˇ´ızen´ı. Mu˚zˇeme vyuzˇ´ıt skutecˇnosti, zˇe nen´ı podstatne´ zna´t prˇesny´ stav v kazˇde´m okamzˇiku
a cˇ´ıst data z´ıskana´ prˇi posledn´ı aktualizaci zarˇ´ızen´ı. Tato vola´n´ı tedy nen´ı nutne´ virtualizo-
vat.
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Virtualizace komunikacˇn´ıho kana´lu trˇ´ıdy IOChannel
Kazˇde´ zarˇ´ızen´ı se skla´da´ z N komunikacˇn´ıch kana´l˚u, naprˇ. v prˇ´ıpadeˇ zarˇ´ızen´ı s USB prˇevodn´ıkem
FTDI FT2232 pouzˇite´m v platformeˇ FITkit se jedna´ o dva komunikacˇn´ı kana´ly oznacˇene´
p´ısmeny A a B.
Rozliˇsova´n´ı teˇchto kana´l˚u je za´visle´ na pouzˇite´m ovladacˇi sbeˇrnice USB. V prˇ´ıpadeˇ
operacˇn´ıho syste´mu Microsoft Windows s ovladacˇi D2XX se jedna´ o dveˇ neza´visla´ zarˇ´ızen´ı[4]
zat´ımco v prostrˇed´ı GNU/Linux za pouzˇit´ı knihovny libusb dojde k rozpozna´n´ı zarˇ´ızen´ı se
dveˇma komunikacˇn´ımi kana´ly.
Z toho d˚uvodu je nutne´ virtualizovat zarˇ´ızen´ı azˇ na u´rovni knihovny libkitclient, ktera´
model komunikace se zarˇ´ızen´ım sjednocuje bez ohledu na pouzˇitou platformu.
Prˇehled virtualizovany´ch funkc´ı trˇ´ıdy IPChannel
Virtualizovany´ komunikacˇn´ı kana´l plneˇ implementuje rozhran´ı IOChannel, pro z´ıska´n´ı kon-
textu se vzˇdy jako prvn´ı dveˇ datove´ jednotky v paketu uva´deˇj´ı 32bit identifika´tor zarˇ´ızen´ı
a 8bit identifika´tor kana´lu. Kazˇdy´ komunikacˇn´ı kana´l tedy lze jednoznacˇneˇ identifikovat na
42 bitech. Vzhledem k tomu zˇe identifika´tor zarˇ´ızen´ı je unika´tn´ı v ra´mci jedne´ instance
programu, docha´z´ı mapova´n´ı identifika´tor˚u vzda´leny´ch zarˇ´ızen´ı na mı´stn´ı.
DevIsOpen - zjiˇst’uje, zda-li je komunikacˇn´ı kana´l otevrˇeny´. Tento typ zpra´vy imple-
mentuje vola´n´ı isOpen(), v prˇ´ıpadeˇ u´speˇchu vrac´ı log. 1 v prˇ´ıpadeˇ neu´speˇchu log. 0.
Dotaz
DevIsOpen ::= CallType + 0x01 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1)
}
Odpoveˇd’
DevIsOpen ::= CallType + 0x01 {
// Odpoveˇd’
response INTEGER(1)
}
Tabulka 4.7: Forma´t pro dotaz a odpoveˇd’ operace DevIsOpen.
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DevBytesIn - vrac´ı pocˇet neprˇecˇteny´ch bajt˚u ve vyrovna´vac´ı pameˇti kana´lu. Zpra´va
implementuje vola´n´ı bytesIn() a vrac´ı 32 bitove´ cele´ cˇ´ıslo s pocˇtem bajt˚u ve vyrovna´c´ı
pameˇti v prˇ´ıpadeˇ u´speˇchu. Pokud nastane beˇhem operace chyba, vrac´ı za´porne´ cˇ´ıslo.
Dotaz
DevBytesIn ::= CallType + 0x02 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1)
}
Odpoveˇd’
DevBytesIn ::= CallType + 0x02 {
// Odpoveˇd’
bytesIn INTEGER(4)
}
Tabulka 4.8: Forma´t pro dotaz a odpoveˇd’ operace DevBytesIn.
DevOpen - otevrˇe komunikacˇn´ı kana´l pro cˇten´ı i za´pis. Zpra´va implementuje vola´n´ı
open() a vrac´ı 32 bitove´ cele´ cˇ´ıslo s log. 1 v prˇ´ıpadeˇ u´speˇchu nebo za´porne´ cˇ´ıslo prˇedstavuj´ıc´ı
chybovy´ ko´d trˇ´ıdy IOChannel. Tento mechanismus zajiˇst’uje kontrolu periodicky ukla´dane´ho
stavu dane´ho zarˇ´ızen´ı. Pokud je kana´l jizˇ otevrˇen na vzda´lene´m uzlu a nedosˇlo jesˇteˇ k ak-
tualizaci jeho stavu, dojde k vra´cen´ı chybove´ho ko´du.
Dotaz
DevOpen ::= CallType + 0x03 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1)
}
Odpoveˇd’
DevOpen ::= CallType + 0x03 {
// Odpoveˇd’
openReturn INTEGER(4)
}
Tabulka 4.9: Forma´t pro dotaz a odpoveˇd’ operace DevOpen.
DevClose - uzavrˇe komunikacˇn´ı kana´l pro cˇten´ı i za´pis. Typ zpra´vy je inverzn´ı k operaci
DevOpen a implementuje vola´n´ı close(). Vy´sledkem je 32 bitove´ cele´ cˇ´ıslo s log. 1 v
prˇ´ıpadeˇ u´speˇchu nebo za´porne´ cˇ´ıslo prˇedstavuj´ıc´ı chybovy´ ko´d trˇ´ıdy IOChannel.
Dotaz
DevClose ::= CallType + 0x04 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1)
}
Odpoveˇd’
DevClose ::= CallType + 0x04 {
// Odpoveˇd’
closeReturn INTEGER(4)
}
Tabulka 4.10: Forma´t pro dotaz a odpoveˇd’ operace DevClose.
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DevStart - zaha´j´ı cˇten´ı kana´lu fyzicke´ho zarˇ´ızen´ı do vyrovna´vac´ı pameˇti. Zpra´va im-
plementuje vola´n´ı start() a vrac´ı 32 bitove´ cele´ cˇ´ıslo s log. 1 v prˇ´ıpadeˇ u´speˇchu nebo
za´porne´ cˇ´ıslo prˇedstavuj´ıc´ı chybovy´ ko´d trˇ´ıdy IOChannel. Implementace tohoto vola´n´ı je
za´visla na pouzˇite´ platformeˇ a ovladacˇi fyzicky prˇipojene´ho zarˇ´ızen´ı.
Dotaz
DevStart ::= CallType + 0x14 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1)
}
Odpoveˇd’
DevStart ::= CallType + 0x14 {
// Odpoveˇd’
startReturn INTEGER(4)
}
Tabulka 4.11: Forma´t pro dotaz a odpoveˇd’ operace DevStart.
DevTerminate - ukoncˇ´ı cˇten´ı kana´lu fyzicke´ho zarˇ´ızen´ı do vyrovna´vac´ı pameˇti. Zpra´va
implementuje vola´n´ı terminate() a vrac´ı 32 bitove´ cele´ cˇ´ıslo s log. 1 v prˇ´ıpadeˇ u´speˇchu
nebo za´porne´ cˇ´ıslo prˇedstavuj´ıc´ı chybovy´ ko´d trˇ´ıdy IOChannel. Implementace tohoto vola´n´ı
je za´visla na pouzˇite´ platformeˇ a ovladacˇi fyzicky prˇipojene´ho zarˇ´ızen´ı. Operace je inverzn´ı
k DevStart.
Dotaz
DevTerminate ::= CallType + 0x15 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1)
}
Odpoveˇd’
DevTerminate ::= CallType + 0x15 {
// Odpoveˇd’
terminateReturn INTEGER(4)
}
Tabulka 4.12: Forma´t pro dotaz a odpoveˇd’ operace DevTerminate.
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DevFlush - vypra´zdn´ı vyrovna´vac´ı pameˇt’ ovladacˇe fyzicke´ho zarˇ´ızen´ı. Tento typ zpra´vy
implementuje vola´n´ı flush() a vy´sledkem je 32 bitove´ cele´ cˇ´ıslo s log. 1 v prˇ´ıpadeˇ u´speˇchu
nebo za´porne´ cˇ´ıslo prˇedstavuj´ıc´ı chybovy´ ko´d trˇ´ıdy IOChannel.
Dotaz
DevFlush ::= CallType + 0x05 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1),
// Prˇı´znaky pro vyrovna´vacı´ pameˇt’
flags INTEGER(4)
}
Odpoveˇd’
DevFlush ::= CallType + 0x05 {
// Odpoveˇd’
flushReturn INTEGER(4)
}
Tabulka 4.13: Forma´t pro dotaz a odpoveˇd’ operace DevFlush.
DevSetBaudRate - nastav´ı prˇenosovou rychlost komunikacˇn´ıho kana´lu. Tento typ zpra´vy
implementuje vola´n´ı setBaudRate() a vy´sledkem je 32 bitove´ cele´ cˇ´ıslo s log. 1 v prˇ´ıpadeˇ
u´speˇchu nebo za´porne´ cˇ´ıslo prˇedstavuj´ıc´ı chybovy´ ko´d trˇ´ıdy IOChannel.
Dotaz
DevSetBaudRate ::= CallType + 0x06 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1),
// Pozˇadovana´ prˇenosova´ rychlost
rate INTEGER(4)
}
Odpoveˇd’
DevSetBaudRate ::= CallType + 0x06 {
// Odpoveˇd’
baudRateReturn INTEGER(4)
}
Tabulka 4.14: Forma´t pro dotaz a odpoveˇd’ operace DevSetBaudRate.
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DevConfigure - operace nastav´ı parametry pro se´riovou linku. Zpra´va implementuje
vola´n´ı configure(). Jej´ım vy´sledkem je 32 bitove´ cele´ cˇ´ıslo s log. 1 v prˇ´ıpadeˇ u´speˇchu
nebo za´porne´ cˇ´ıslo prˇedstavuj´ıc´ı chybovy´ ko´d trˇ´ıdy IOChannel.
Dotaz
DevConfigure ::= CallType + 0x07 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1),
// Pocˇet bitu˚ na jeden znak
bits INTEGER(4),
// Pocˇet stop bitu˚ za kazˇdy´m znakem
stopBits INTEGER(4),
// Parita
parity INTEGER(4)
}
Odpoveˇd’
DevConfigure ::= CallType + 0x07 {
// Odpoveˇd’
configureReturn INTEGER(4)
}
Tabulka 4.15: Forma´t pro dotaz a odpoveˇd’ operace DevConfigure.
DevSetMode - nastaven´ı mo´du komunikace se se´riovy´m zarˇ´ızen´ım. Mimo se´riovou komu-
nikaci lze prˇ´ımo cˇ´ıst hodnoty jednotlivy´ch pin˚u. Zpra´va implementuje vola´n´ı setMode().
Jej´ım vy´sledkem je 32 bitove´ cele´ cˇ´ıslo s log. 1 v prˇ´ıpadeˇ u´speˇchu nebo za´porne´ cˇ´ıslo
prˇedstavuj´ıc´ı chybovy´ ko´d trˇ´ıdy IOChannel.
Dotaz
DevSetMode ::= CallType + 0x08 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1),
// Maska
mask INTEGER(1),
// Mo´d operace se zarˇı´zenı´m
mode INTEGER(4)
}
Odpoveˇd’
DevSetMode ::= CallType + 0x08 {
// Odpoveˇd’
setModeReturn INTEGER(4)
}
Tabulka 4.16: Forma´t pro dotaz a odpoveˇd’ operace DevSetMode.
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DevSetDtr - nastaven´ı rˇ´ızen´ı toku dat zp˚usobem DTR/DSR6. Zpra´va implementuje
vola´n´ı setDtr(). Jej´ım vy´sledkem je 32 bitove´ cele´ cˇ´ıslo s log. 1 v prˇ´ıpadeˇ u´speˇchu nebo
za´porne´ cˇ´ıslo prˇedstavuj´ıc´ı chybovy´ ko´d trˇ´ıdy IOChannel. V prˇ´ıpadeˇ platformy FITkit do-
jde deaktivac´ı obou linek rˇ´ızen´ı toku dat a na´slednou reaktivac´ı k resetu mikrokontroleru.
Dotaz
DevSetMode ::= CallType + 0x09 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1),
// Volba
state INTEGER(1)
}
Odpoveˇd’
DevSetMode ::= CallType + 0x09 {
// Odpoveˇd’
setDtrReturn INTEGER(4)
}
Tabulka 4.17: Forma´t pro dotaz a odpoveˇd’ operace DevSetDtr.
DevSetRts - nastaven´ı rˇ´ızen´ı toku dat zp˚usobem RTS/CTS7. Zpra´va implementuje vola´n´ı
setRts(). Jej´ım vy´sledkem je 32 bitove´ cele´ cˇ´ıslo s log. 1 v prˇ´ıpadeˇ u´speˇchu nebo za´porne´
cˇ´ıslo prˇedstavuj´ıc´ı chybovy´ ko´d trˇ´ıdy IOChannel.
Dotaz
DevSetRts ::= CallType + 0x10 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1),
// Volba
state INTEGER(1)
}
Odpoveˇd’
DevSetRts ::= CallType + 0x10 {
// Odpoveˇd’
setDtrReturn INTEGER(4)
}
Tabulka 4.18: Forma´t pro dotaz a odpoveˇd’ operace DevSetRts.
6Data Terminal Ready / Data Set Ready - metoda hardwarove´ho rˇ´ızen´ı toku dat u RS232
7Request To Send / Clear To Send - metoda hardwarove´ho rˇ´ızen´ı toku dat u RS232
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DevRead - cˇten´ı dane´ho pocˇtu znak˚u z komunikacˇn´ıho kana´lu. Zpra´va implementuje
vola´n´ı read(). Operace vrac´ı 32 bitove´ cele´ cˇ´ıslo s pocˇtem prˇecˇteny´ch znak˚u v prˇ´ıpadeˇ
u´speˇchu nebo za´porne´ cˇ´ıslo prˇedstavuj´ıc´ı chybovy´ ko´d trˇ´ıdy IOChannel. Zadany´ cˇasovy´
limit pro operaci nezohlednˇuje s´ıt’ovou latenci, absolutn´ı prˇesnost tedy nen´ı zarucˇena.
Dotaz
DevRead ::= CallType + 0x11 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1),
// Pozˇadovany´ pocˇet znaku˚ k prˇecˇtenı´
count INTEGER(4),
// Cˇasovy´ limit na operaci
timeout INTEGER(4)
}
Odpoveˇd’
DevRead ::= CallType + 0x11 {
// Pocˇet prˇecˇteny´ch znaku˚
readBytes INTEGER(4),
// Prˇecˇtena´ data
data OCTET STRING
}
Tabulka 4.19: Forma´t pro dotaz a odpoveˇd’ operace DevRead.
DevReadSome - cˇten´ı znak˚u vyrovna´vac´ı pameˇti s cˇasovy´m limitem. Zpra´va implemen-
tuje vola´n´ı readsome(). Operace vrac´ı 32 bitove´ cele´ cˇ´ıslo s pocˇtem prˇecˇteny´ch znak˚u
v prˇ´ıpadeˇ u´speˇchu nebo za´porne´ cˇ´ıslo prˇedstavuj´ıc´ı chybovy´ ko´d trˇ´ıdy IOChannel. Zadany´
cˇasovy´ limit pro operaci nezohlednˇuje s´ıt’ovou latenci, absolutn´ı prˇesnost tedy nen´ı zarucˇena.
Forma´t zpra´vy je obdobny´ s operac´ı DevRead.
DevWrite - za´pis dane´ho pocˇtu znak˚u na komunikacˇn´ı kana´l. Zpra´va implementuje vola´n´ı
write(). Operace vrac´ı 32 bitove´ cele´ cˇ´ıslo, ktere´ uda´va´ pocˇet zapsany´ch znak˚u v prˇ´ıpadeˇ
u´speˇchu nebo za´porne´ cˇ´ıslo prˇedstavuj´ıc´ı chybovy´ ko´d trˇ´ıdy IOChannel.
Dotaz
DevWrite ::= CallType + 0x13 {
// Identifika´tor zarˇı´zenı´
deviceID INTEGER(4),
// Identifika´tor kana´lu
chanID INTEGER(1),
// Pozˇadovany´ pocˇet znaku˚ k prˇecˇtenı´
count INTEGER(4),
// Data pro za´pis
data OCTET STRING
}
Odpoveˇd’
DevWrite ::= CallType + 0x13 {
// Pocˇet zapsany´ch znaku˚
writtenBytes INTEGER(4)
}
Tabulka 4.20: Forma´t pro dotaz a odpoveˇd’ operace DevWrite.
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Implementace sluzˇby sd´ılen´ı fyzicky´ch zarˇ´ızen´ı
Sluzˇba sd´ılen´ı fyzicky´ch zarˇ´ızen´ı implementuje obsluhu pozˇadavk˚u vzda´leny´ch virtua´ln´ıch
zarˇ´ızen´ı a prˇekla´da´ prˇ´ıchoz´ı pozˇadavky na operace nad fyzicky prˇipojeny´mi zarˇ´ızen´ımi.
Za´rovenˇ je trˇeba sledovat stav prˇipojeny´ch uzl˚u a jejich vazby na fyzicky prˇipojena´ zarˇ´ızen´ı.
Pokud totizˇ dojde k prˇerusˇen´ı spojen´ı, je nutne´ uvolnit vsˇechna zarˇ´ızen´ı obsazena´ dany´m
uzlem a uvolnit syste´move´ prostrˇedky. Pro s´ıt’ovou komunikaci je vyuzˇita platformoveˇ
neza´visla´ knihovna prˇedstavena´ v sekci 4.2. Tato knihovna byla rozsˇ´ıˇrena pro potrˇeby
implementace TCP serveru schopne´ho obsluhovat v´ıce spojen´ı v ra´mci jednoho vla´kna s
virtua´ln´ım rozhran´ım pro obsluhu prˇ´ıchoz´ıch dat.
Vy´sledkem trˇ´ıda IPService schopna´ autonomn´ıho beˇhu ve vlastn´ım vla´kneˇ. Pro imple-
mentaci platformoveˇ neza´visly´ch vla´ken byla pouzˇita knihovna QtCore verze 4, ktera´ po-
skytuje objektoveˇ orientovanou implementaci vla´ken v jazyce C++. Sluzˇba zpracova´va´ jak
pozˇadavky spra´vce virtua´ln´ıch zarˇ´ızen´ı IPBackend, tak prˇ´ımou komunikaci mezi virtua´ln´ım
a fyzicky´m zarˇ´ızen´ım.
4.6 Sd´ılen´ı zarˇ´ızen´ı v programu QDevKit
Prvotn´ı motivac´ı k me´ pra´ci bylo zprˇ´ıstupnit zarˇ´ızen´ı v ra´mci loka´ln´ı s´ıteˇ, k tomu u´cˇely byla
navrzˇena a implementova´na podpora pro virtua´ln´ı zarˇ´ızen´ı v knihovneˇ libkitclient a sluzˇba
automaticky vyhleda´vaj´ıc´ı zarˇ´ızen´ı v mı´stn´ı s´ıti. Posledn´ı logickou cˇa´st´ı bylo zprˇ´ıstupnit
nove´ funkce uzˇivatel˚um softwarove´ho vybaven´ı platformy FITkit ve formeˇ graficke´ho roz-
hran´ı. Toho bylo dosazˇeno rozsˇ´ıˇren´ım graficke´ termina´love´ aplikace QDevKit (obra´zek 4.7)
o na´sleduj´ıc´ı funkce:
• Rozliˇsova´n´ı virtua´ln´ıch a fyzicky prˇipojeny´ch zarˇ´ızen´ı.
• Mozˇnost sd´ılet zarˇ´ızen´ı v mı´stn´ı s´ıti.
• Zap´ınat a vyp´ınat funkci automaticke´ho vyhleda´va´n´ı zarˇ´ızen´ı v s´ıti.
• Zobrazovat automaticky nalezena´ i prˇ´ımo prˇipojena´ virtua´ln´ı zarˇ´ızen´ı.
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Virtua´ln´ı zarˇ´ızen´ı jsou v aplikaci QDevKit odliˇsena od fyzicky´ch transparentn´ı iko-
nou. Takova´ zarˇ´ızen´ı nelze da´le sd´ılet, jinak je mozˇne´ s nimi pracovat stejny´m zp˚usobem
jako s fyzicky´mi. Jsou za´rovenˇ podporovane´ i za´suvny´m modulem FKFlash a lze je tedy
beˇzˇny´m zp˚usobem programovat. Sd´ılena´ zarˇ´ızen´ı nav´ıc obsahuj´ıc´ı znacˇku symbolizuj´ıc´ı
sd´ılen´ı. Prˇehled prˇipojeny´ch zarˇ´ızen´ı je pro veˇtsˇ´ı prˇehlednost rozdeˇlen (obra´zek 4.7) do
trˇ´ı kategori´ı :
• Zarˇ´ızen´ı prˇipojena´ ke sbeˇrnici USB (1), jedna´ se o fyzicky prˇipojena´ zarˇ´ızen´ı, ktere´
mohou by´t bez omezen´ı sd´ılena pro vzda´lene´ pouzˇit´ı.
• Zarˇ´ızen´ı automaticky nalezena´ v mı´stn´ı s´ıti (2), nalezene´ pomoc´ı protokolu pro au-
tomaticke´ vyhleda´va´n´ı, tato zarˇ´ızen´ı nelze da´le sd´ılet.
• Prˇ´ımo prˇipojena´ zarˇ´ızen´ı v s´ıti (3) - tato zarˇ´ızen´ı jsou nalezena na sbeˇrnici USB a
mohou by´t da´le sd´ılena.
Obra´zek 4.7: Okno aplikace QDevKit.
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4.7 Podpora virtualizace v QDevKit
Platforma FITkit poskytuje sˇiroke´ spektrum perifern´ıch zarˇ´ızen´ı, ktere´ je mozˇne´ vyuzˇ´ıt.
Jedna´ se prˇedevsˇ´ım o displej, kla´vesnici a rˇadu port˚u dostupny´ch v aplikac´ıch vyuzˇ´ıvaj´ıc´ıch
mikrokontroler MSP430 nebo programovatelne´ hradlove´ pole Xilinx Spartan 3. Z toho
vyply´va´ omezen´ı pra´ce na vzda´lene´m zarˇ´ızen´ı, ktere´ nema´ uzˇivatel fyzicky v dosahu. Tento
proble´m cˇa´stecˇneˇ rˇesˇ´ı za´suvny´ modul do aplikace QDevKit, ktery´ jsem implementoval spolu
s Ing. Zdenˇkem Vasˇ´ıcˇkem a umozˇnˇuje v rea´lne´m cˇase zobrazovat stav displeje a prˇena´sˇet
stisky virtua´ln´ı kla´vesnice. Toho bylo dosazˇeno implementac´ı komunikacˇn´ıho protokolu v
FPGA.
Dı´ky tomu, zˇe se´riovy´ prˇevodn´ık FTDI 2232C poskytuje dva se´riove´ kana´ly, bylo mozˇne´
volny´ kana´l A vyuzˇ´ıt pro komunikaci mezi za´suvny´m modulem a zarˇ´ızen´ım. Za´suvny´ modul
si tak periodicky mu˚zˇe zjiˇst’ovat stav displej a dalˇs´ıch perifer´ı a zobrazovat jej v rea´lne´m
cˇase prˇ´ımo v okneˇ aplikace.
Obsluha komunikacˇn´ıho kana´lu beˇzˇ´ı ve zvla´sˇtn´ım vla´kneˇ, aby nedocha´zelo z ovlivneˇn´ı
plynulosti aplikace a pro vykreslova´n´ı se vyuzˇ´ıva´ standardn´ı smycˇka uda´lost´ı knihovny Qt.
To vyply´va´ z omezen´ı knihovny Qt vykreslovat uzˇivatelske´ rozhran´ı pouze v hlavn´ım vla´kneˇ
aplikace.
Za´suvny´ modul je napsa´n v jazyce C++ a je dostupny´ bez dalˇs´ıch u´prav jako rozsˇ´ıˇren´ı
aplikace QDevKit (obra´zek 4.8).
Obra´zek 4.8: Za´suvny´ modul pro zobrazen´ı FITkitu v rea´lne´m cˇase.
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Kapitola 5
Vzda´leny´ prˇeklad
Motivac´ı pro virtualizaci prˇekladove´ho prostrˇed´ı pro mozˇnost prˇekla´dat aplikace bez nut-
nosti instalovat na´stroje pro prˇeklad. Dı´ky tomu je mozˇne´ naprˇ. pracovat s FITkitem z
verˇejne´ho pocˇ´ıtacˇe bez nutnosti instalace na´stroj˚u pro prˇeklad a slozˇite´ho licencova´n´ı. Kazˇda´
aplikace pro platformu FITkit se zpravidla sesta´va´ ze dvou cˇa´st´ı, prˇicˇemzˇ obeˇ vyzˇaduj´ı spe-
cificke´ na´stroje na prˇeklad.
Aplikace pro mikrokontroler napsana´ v jazyce C nebo jazyce symbolicky´ch instrukc´ı
pro rodinu MSP430 firmy Texas Instruments je soucˇa´st´ı veˇtsˇiny aplikac´ı. Zajiˇst’uje prˇedevsˇ´ım
komunikaci s termina´lovy´m programem a rˇ´ızen´ı programu. Pro prˇeklad do strojove´ho ko´du
je pouzˇit volneˇ dostupny´ prˇekladacˇ MSP GCC zalozˇeny´ na open-source prˇekladacˇ´ı GCC.
Konfiguracˇn´ı rˇeteˇzec pro FPGA Spartan 3 prˇedstavuje druhou cˇa´st aplikace. Ten je
prˇ´ıpadeˇ platformy FITkit zpravidla popsany´ jazykem VHDL a pro prˇeklad se vyuzˇ´ıva´
vy´vojove´ho prostrˇed´ı Xilinx ISE, ktere´ obsahuje mimo prˇekladacˇ take´ simula´tor a mnoho
dalˇs´ıch podp˚urny´ch aplikac´ı.
Prˇekladacˇ MSP GCC i vy´vojove´ prostrˇed´ı Xilinx ISE jsou podporova´ny na platforma´ch
Microsoft Windows i GNU/Linux. Za´porem je vsˇak pomeˇrneˇ slozˇita´ instalace a prˇedevsˇ´ım
na´rocˇnost na´stroj˚u na prostor na pevne´m disku stanice, prˇedevsˇ´ım v prˇ´ıpadeˇ prostrˇed´ı
prostrˇed´ı Xilinx ISE. Z teˇchto d˚uvod˚u jsem v ra´mci pra´ce navrhnul a implementoval pod-
poru pro vzda´leny´ prˇeklad aplikac´ı pro platformu FITkit bez nutnosti instalace na´stroj˚u
pro prˇeklad.
5.1 Komunikace s prˇekladovy´m serverem
Prˇekladovy´ server byl navrzˇen tak, aby bylo mozˇne´ prˇekla´dat jak vzda´leneˇ, tak loka´lneˇ po
prˇipojen´ı na vzda´leny´ termina´l. Z d˚uvodu zabezpecˇen´ı kompatibiln´ı s existuj´ıc´ım syste´mem
uzˇivatelsky´ch u´cˇtu je pro autentizaci i bezpecˇnou komunikaci zvolen protokol Secure Shell
verze 2 (da´le SSHv2)[15], jehozˇ podmnozˇinu implementuje platformoveˇ neza´visla´ knihovna
libssh. Dı´ky pouzˇit´ı protokolu SSHv2 je mozˇne´ vyuzˇ´ıt sta´vaj´ıc´ı syste´m uzˇivatelsky´ch u´cˇt˚u
pro prˇihlasˇova´n´ı na servery FIT VUT. Knihovna nab´ız´ı v´ıce mozˇnost´ı autentizace, z nichzˇ
jsem v pra´ci implementoval dveˇ nejpouzˇ´ıvaneˇjˇs´ı.
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Autentizace heslem
Hlavn´ı prˇednost autentizace heslem je fakt, zˇe nen´ı trˇeba ukla´dat kryptograficke´ tajemstv´ı
na pevny´ disk a je tedy tedy odolna´ v˚ucˇi ztra´teˇ cˇi kra´dezˇi dat. Je tedy vhodna´ zejme´na
na sd´ılene´ pocˇ´ıtacˇe, prˇenosna´ zarˇ´ızen´ı nebo volneˇ dostupne´ stanice. Urcˇitou nevy´hodou
je nepohodl´ı vyply´vaj´ıc´ı z nutnosti prˇi kazˇde´m prˇihla´sˇen´ı vyplnit heslo a take´ nebezpecˇ´ı
odez´ıra´n´ı nebo zaznamena´van´ı stisk˚u kla´ves. V me´ pra´ci je to cˇa´stecˇneˇ rˇesˇeno sd´ılen´ım
jednoho prˇipojen´ı pro komunikaci se serverem pro prˇeklad za celou dobu beˇhu programu.
Heslo je tedy nutne´ zadat pouze prˇi prvn´ım prˇipojen´ı a nikoliv pro kazˇdy´ prˇeklad zvla´sˇt’. V
terminologii SSHv2 se jedna´ o typy autentizace password[15].
Autentizace verˇejny´m kl´ıcˇem
Autentizace verˇejny´m kl´ıcˇem je zalozˇena na principu asymetricke´ kryptografie, kde existuje
soukromy´ kl´ıcˇ A urcˇeny´ pro sˇifrova´n´ı a verˇejny´ kl´ıcˇ B, urcˇeny´ pro desˇifrova´n´ı. Klient zpra-
vidla zasˇifruje tajemstv´ı svy´m soukromy´m kl´ıcˇem a zasˇle jej serveru. Ten si jednodusˇe oveˇrˇ´ı
tajemstv´ı tak, zˇe se jej pokus´ı rozsˇifrovat verˇejny´m kl´ıcˇem a tak oveˇrˇit pa´rovost soukrome´ho
a verˇejne´ho kl´ıcˇe. Pro tuto metodu autentizace je beˇzˇneˇ pouzˇito sˇifrova´n´ı DSA nebo RSA
o de´lce kl´ıcˇe v rˇa´du 1024 - 8192B. Hlavn´ı vy´hodou zp˚usobu autentizace je pohodlnost a
a odolnost v˚ucˇi odez´ıra´n´ı nebo zaznamena´va´n´ı stisk˚u kla´ves. Nevy´hodou je potom nutnost
ukla´dat tajemstv´ı (kl´ıcˇ A) na pevny´ disk stanice, kde se mu˚zˇe sta´t prˇedmeˇtem kra´dezˇe dat.
V terminologii SSHv2 se jedna´ o typ autentizace pubkey[15].
Vzhledem k tomu, zˇe kazˇda´ autentizacˇn´ı metoda ma´ sve´ vy´hody i nevy´hody, rozhodl
jsem se implementovat jak autentizaci heslem, tak verˇejny´m kl´ıcˇem. Obeˇ volby jsou do-
stupne´ v aplikaci QDevKit (obra´zek 5.1) a je mozˇne´ je meˇnit.
Obra´zek 5.1: Uka´zka konfigurace metody autentizace.
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Virtualizace prostrˇed´ı pro prˇeklad aplikac´ı
Prˇi spusˇteˇn´ı aplikace QDevKit s nastaveny´m prˇipojen´ım k prˇekladove´mu serveru dojde
k vytvorˇen´ı spojen´ı na za´kladeˇ na´mi zvolene´ metody autentizace. Protokol pro komuni-
kaci s prˇekladovy´m serverem se sesta´va´ s posloupnosti prˇ´ıkaz˚u v jazyce SH a prˇena´sˇen´ı
soubor˚u pomoc´ı protokolu SFTP, spojen´ı lze tedy povazˇovat za neinteraktivn´ı termina´l.
Beˇhem zˇivotn´ıho cyklu jednoho spojen´ı tak vznika´ N kontext˚u pro vykona´va´n´ı prˇ´ıkaz˚u
nebo prˇenos soubor˚u. Protokol je implementova´n v knihovneˇ libfcmake, je tedy mozˇne´ jej
vyuzˇ´ıt i pro vzda´leny´ prˇeklad aplikac´ı v termina´love´ aplikaci fcmake bez nutnosti insta-
lace graficke´ho prostrˇed´ı. Toho je dosazˇeno bud’ parametrem aplikace nebo generova´n´ım
specia´ln´ıho Makefile. Za´rovenˇ je vsˇak mozˇne´ vyuzˇ´ıt rozhran´ı knihovny pro implementaci
komunikace s prˇekladovy´m serverem v dalˇs´ıch aplikac´ıch, zejme´na v termina´love´ aplikaci
QDevKit.
Protokol pro pra´ci s prˇekladovy´m serverem
Samotny´ prˇekladovy´ server je implementova´n ve formeˇ souboru skript˚u v jazyce SH. Pro
korektn´ı funkci je nutne´ mı´t na serveru zprovozneˇne´ prostrˇed´ı pro prˇeklad aplikac´ı pro
platformu FITkit, tedy zejme´na prˇekladacˇ MSP-GCC a vy´vojove´ prostrˇed´ı Xilinx ISE.
Samotny´ prˇeklad aplikace se sesta´va´ z v´ıce neza´visly´ch krok˚u (obra´zek 5.2).
Inicializace adresáře
pro překlad
Překlad
Odstranění adresáře
pro překlad
Klient
aktualizace
prostředí
pro překlad
přenos souborů
přenos výsledku překladu
Obra´zek 5.2: Posloupnost operac´ı v protokolu pro vzda´leny´ prˇeklad aplikac´ı.
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Inicializace adresa´rˇe pro prˇeklad aplikace je prvn´ım krokem, kdy je pro kazˇde´ho uzˇivatele
vygenerova´n adresa´rˇ pro prˇeklad v adresa´rˇi pro docˇasne´ soubory. Soucˇasneˇ je aktu-
alizova´n aktua´ln´ı strom aplikac´ı platformy FITkit a nastaveno prostrˇed´ı pro prˇeklad
aplikace. Tento krok obstara´va´ skript bserver-prepare a jeho vy´stupem je cesta k
adresa´rˇi pro prˇeklad. Ta se zkla´da´ z cesty k adresa´rˇi pro docˇasne´ soubory, uzˇivatelske´
jme´na a na´hodne´ho cˇ´ısla. To je nutne´ prˇedevsˇ´ım proto, aby mohlo prob´ıhat v´ıce
paraleln´ıch prˇeklad˚u pro jednoho uzˇivatele.
Na´hodna´ cˇ´ısla adresa´rˇ˚u jsou generova´na tak dlouho, dokud se nenajde prvn´ı neobsa-
zene´ cˇ´ıslo. Prˇ´ıklad takove´ cesty je naprˇ. /tmp/xvavru00/build.12345.
Aktualizace soubor˚u potrˇebny´ch pro prˇeklad aplikac´ı je druhy´ krokem. V prˇ´ıpadeˇ pra´ce
prˇ´ımo na prˇekladove´m serveru je nutne´ do prˇipravene´ho adresa´rˇe nahra´t vsˇechny
potrˇebne´ soubory. Pokud prˇeklad prob´ıha´ vzda´leneˇ za pomoc´ı aplikace fcmake nebo
QDevKit, tak se o vyhleda´n´ı a prˇenos vsˇech potrˇebny´ch soubor˚u stara´ aplikace. Dı´ky
prˇechodu prˇekladove´ho syste´mu aplikac´ı platformy FITkit na forma´t XML, je mozˇne´
v ra´mci knihovny libkitclient sestavit strom za´vislost´ı a prˇena´sˇet tak pouze potrˇebne´
soubory pomoc´ı protokolu SFTP.
Prˇeklad aplikace prob´ıha´ pomoc´ı skriptu bserver-make, ktery´ ma´ za u´kol nastavit prostrˇed´ı
a zavolat nainstalovane´ na´stroje pro prˇeklad. V tomto okamzˇiku prob´ıha´ prˇeklad
stejny´m zp˚usobem, jako v prˇ´ıpadeˇ prˇekladu na loka´ln´ım pocˇ´ıtacˇi. Vzda´leny´ prˇeklad
v ra´mci aplikac´ı fcmake a QDevKit zachyta´va´ vy´stup termina´lu v rea´lne´m cˇase a
interpretuje jej uzˇivateli. Po skoncˇen´ı skriptu je propagova´n na´vratovy´ ko´d aplikace
stejny´m zp˚usobem jako v prˇ´ıpadeˇ prˇekladu na loka´ln´ım pocˇ´ıtacˇi.
Zpracova´n´ı prˇelozˇene´ aplikace prˇedstavuje posledn´ı krok prˇekladu. V prˇ´ıpadeˇ u´speˇchu
je nutne´ prˇene´st zpeˇt vy´sledek prˇekladu pomoc´ı protokolu SFTP a pote´ smazat ad-
resa´rˇ pro prˇeklad aplikace. Pokud uzˇivatel prˇekla´da´ aplikaci prˇ´ımo na vzda´lene´m ser-
veru bez vyuzˇit´ı aplikac´ı fcmake a QDevKit, je doporucˇeno po ukoncˇen´ı pra´ce smazat
pouzˇite´ adresa´rˇe pro prˇeklad.
Vzda´leny´ prˇeklad v aplikaci fcmake
Prˇeva´zˇna´ cˇa´st komunikace s prˇekladovy´m serverem je implementova´na v ra´mci sd´ılene´
knihovny libfcmake. Kl´ıcˇ pro autentizaci je realizova´n trˇ´ıdou Key a jejich spra´vu obstara´va´
trˇ´ıda KeyChain. Metoda autentizace heslem nevyzˇaduje zˇa´dnou dalˇs´ı implementaci. Sa-
motne´ rˇ´ızen´ı spojen´ı se serverem je implementova´no trˇ´ıdou Remote a zajiˇst’uje prˇedevsˇ´ım
autentizaci metodou zada´n´ı hesla nebo verˇejny´m kl´ıcˇem. Pa´r kl´ıcˇ˚u je generova´n na straneˇ
serveru vzhledem k tomu, zˇe je vyzˇadova´n beˇh knihovny libfcmake na v´ıce platforma´ch
a knihovna libssh tuto funkcionalitu neposkytuje. Za´rovenˇ je poskytova´no rozhran´ı pro
obousmeˇrny´ prˇenos soubor˚u pomoc´ı protokolu SFTP a mozˇnost vykona´vat vzda´leneˇ prˇ´ıkazy
ve formeˇ neinteraktivn´ıho termina´lu. Toho je vyuzˇito pro funkce pro prˇ´ıpravu prˇekladove´ho
adresa´rˇe a samotne´ funkce pro prˇeklad.
Samotna´ aplikace fcmake umozˇnˇuje jak vytvorˇit Makefile pro vzda´leny´ prˇeklad pomoc´ı
parametru --remote. Alternativneˇ lze pouzˇ´ıt parametr --remote-build a vykonat tak
samotny´ vzda´leny´ prˇeklad prˇ´ımo v aplikaci fcmake bez nutnosti generovat Makefile.
Forma´t prˇ´ıkazu je na´sleduj´ıc´ı: fcmake -r xlogin00@server.
Adresa prˇekladove´ho serveru mus´ı by´t dosazˇitelna´ (nevytva´rˇ´ı se tunel jako v prˇ´ıpadeˇ spojen´ı
z aplikace QDevKit).
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5.2 Tunelova´n´ı spojen´ı na prˇekladovy´ server
Pro u´cˇely prˇekladove´ho serveru na´m byla poskytnuta stanice vyhrazena´ pro vzda´leny´ prˇeklad
aplikac´ı pro platformu FITkit. Stanice je d´ıky osazen´ı procesory Intel Xeon E5640 a 48GB
operacˇn´ı pameˇti dostatecˇneˇ dimenzova´na pro obsluhu paralelneˇ beˇzˇ´ıc´ıch zˇa´dost´ı o prˇeklad
aplikac´ı, prˇedevsˇ´ım na na´rocˇnou synte´zu konfiguracˇn´ıho rˇeteˇzce pro programovatelne´ hradlove´
pole. Dostupnost stanice je vsˇak omezena´ pouze v ra´mci s´ıt’ VUT. Z toho d˚uvodu bylo nutne´
nav´ıc implementovat syste´m tunelova´n´ı spojen´ı prˇes verˇejneˇ dostupny´ server v s´ıti VUT a
zajistit tak funkcˇnost vzda´lene´ho prˇekladu i pro uzˇivatele mimo tuto s´ıt’. Protozˇe protokol
Secure Shell implementuje i mozˇnost tunelova´n´ı port˚u[15], rozhodl jsem se vyuzˇ´ıt sta´vaj´ıc´ı
knihovny libssh k implementaci platformoveˇ neza´visle´ sluzˇby pro s´ıt’ove´ tunelova´n´ı.
S´ıt’ove´ tunelova´n´ı v protokolu Secure Shell
S´ıt’ove´ tunelova´n´ı je metoda zapouzdrˇen´ı p˚uvodn´ıho s´ıt’ove´ho protokolu jiny´m. Je mozˇne´
jej implementovat jak na linkove´ u´rovni modelu ISO/OSI, kde je typicky´m prˇedstavitelem
protokol Layer 2 Tunneling Protocol (L2TP), tak pro potrˇeby me´ pra´ce zaj´ımaveˇjˇs´ı aplikacˇn´ı
vrstveˇ. S´ıt’ove´ tunelova´n´ı popsane´ protokolem Secure Shell je pro potrˇeby me´ pra´ce zaj´ımave´
hned z neˇkolika hledisek.
Klient
Zprostředkovatel
port: 22 port: 80
Server
Obra´zek 5.3: Prˇ´ıklad tunelova´n´ı spojen´ı protokolu HTTP prˇes prostrˇedn´ıka.
Vy´hoda spolecˇna´ pro jaky´koliv protokol s´ıt’ove´ho tunelova´n´ı je obcha´zet omezen´ı ak-
tivn´ıch s´ıt’ovy´ch prvk˚u. Dı´ky te´to vlastnosti je mozˇne´ naprˇ. tunelovat jinak blokovany´ pro-
tokol HTTP prˇes vzda´leny´ server (obra´zek 5.3). Konkre´tn´ım vyuzˇit´ım pro mou pra´ci je
tunelova´n´ı spojen´ı protokolu Secure Shell na prˇekladovy´ server prˇes verˇejneˇ dostupny´ ser-
ver v s´ıti VUT (obra´zek 5.4).
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Druhou vlastnost´ı s´ıt’ove´ho tunelova´n´ı v protokolu Secure Shell je prˇirozeneˇ sˇifrovany´
prˇenos. Vesˇkera´ komunikace je tedy prˇena´sˇena po bezpecˇne´m kana´lu, toho je vyuzˇito pro
mozˇnost tunelovat dalˇs´ı spojen´ı. Zabezpecˇen´ı prˇenosove´ho kana´lu je vyuzˇito pro mozˇnost
tunelova´n´ı spojen´ı k serveru poskytuj´ıc´ımu licence pro simulacˇn´ı prostrˇed´ı ModelSim.
Klient
merlin.fit.vutbr.cz
port: 22 port: 22
fitkit-build.fit.vutbr.cz
Obra´zek 5.4: Tunelova´n´ı spojen´ı na prˇekladovy´ server prˇes merlin.fit.vutbr.cz
Popsanou metodu s´ıt’ove´ho tunelova´n´ı je mozˇne´ popsat i jako formu prˇesmeˇrova´n´ı port˚u.
Prˇedstavuje tedy virtua´ln´ı spojen´ı mezi dveˇma s´ıt’ovy´mi prvky, mezi nimizˇ funguje jeden
jako prostrˇedn´ık umozˇnˇuj´ıc´ı jejich propojen´ı. C´ılovy´ s´ıt’ovy´ prvek mus´ı by´t pro prostrˇedn´ıka
prˇ´ımo dosazˇitelny´, v prˇ´ıpadeˇ takove´ situace je mozˇne´ s´ıt’ove´ tunely rˇeteˇzit. Komunikace mezi
nimi prob´ıha´ zabezpecˇeneˇ, v ra´mci jednoho kana´lu spojen´ı protokolu SSHv2.
Implementace vzda´lene´ho prˇekladu v aplikaci QDevKit
Aplikaci QDevKit jsem rozsˇ´ıˇril o sluzˇbu implementuj´ıc´ı s´ıt’ove´ tunelova´n´ı za pomoc´ı knihovny
libssh. Protozˇe se jedna´ o aplikacˇn´ı vrstvu, je nutne´ neusta´le obsluhovat s´ıt’ovy´ provoz na
vytvorˇeny´ch spojen´ıch a sledovat nove´ pozˇadavky o prˇipojen´ı. Za´rovenˇ je nutne´ zajistit
aby obsluha prob´ıhaj´ıc´ıch spojen´ı neblokovala hlavn´ı smycˇku uda´lost´ı knihovny Qt a ne-
docha´zelo tak ke zpomalova´n´ı aplikace. Toho bylo dosazˇeno v´ıcevla´knovou implementac´ı
obsluhy prob´ıhaj´ıc´ıch spojen´ı. Pro kazˇdy´ vytvorˇeny´ s´ıt’ovy´ tunel je vytvorˇena instance trˇ´ıdy
TunnelService, ktera´ vyuzˇ´ıva´ vlastnosti trˇ´ıdy QTcpServer asynchronn´ım zp˚usobem zpra-
cova´vat prˇ´ıchoz´ı spojen´ı. Pro kazˇde´ vytvorˇene´ spojen´ı je pak spusˇteˇna obsluha ve zvla´sˇtn´ım
vla´kneˇ.
Sluzˇba pro s´ıt’ove´ tunelova´n´ı rozliˇsuje tunel k prˇekladove´mu serveru a ostatn´ı volitelne´
tunely. Ty jsou vyuzˇity prˇedevsˇ´ım k tunelova´n´ı spojen´ı k licencˇn´ımu serveru. Protozˇe se
seznam port˚u mu˚zˇe kdykoliv zmeˇnit, je mozˇne´ je konfigurovat formou seznamu tunelovany´ch
port˚u. Ty je mozˇne´ zmeˇnit v nastaven´ı aplikace QDevKit na karteˇ S´ıt’. Za´rovenˇ je mozˇne´
je aktualizovat automaticky formou za´suvny´ch modul˚u v jazyce Python i C++.
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Existuj´ıc´ı s´ıt’ove´ tunely sdruzˇuje trˇ´ıda TunnelService, ktera´ nav´ıc zobrazuje stav s´ıt’ovy´ch
tunel˚u a spojen´ı s prˇekladovy´m serverem formou tlacˇ´ıtka ve stavove´ liˇsteˇ programu. V
prˇ´ıpadeˇ ztra´ty spojen´ı je mozˇne´ se stisknut´ım znovu prˇipojit.
Spra´va spojen´ı k prˇekladove´mu serveru
Spra´va spojen´ı k prˇekladove´mu serveru umozˇnˇuje odliˇsit tunelovane´ spojen´ı od prˇ´ıme´ho
a umozˇnˇuje tak vyuzˇ´ıt tunely, ktere´ si jizˇ uzˇivatel vytvorˇil prˇed spusˇteˇn´ım aplikace. V
prˇ´ıpadeˇ automaticke´ho tunelova´n´ı prˇes server merlin.fit.vutbr.cz je vytvorˇen tunel z
portu 20022 na mı´stn´ım pocˇ´ıtacˇi na prˇekladovy´ server. Spojen´ı zprostrˇedkova´va´ server
merlin.fit.vutbr.cz, viz obra´zek 5.4. Prˇi zˇa´dosti na vzda´leny´ prˇeklad je tedy mozˇne´
oveˇrˇit stav spojen´ı a pozˇadavek prˇ´ıpadneˇ odmı´tnout. Za´rovenˇ uchova´va´ spojen´ı k prˇekladove´mu
serveru po dobu beˇhu aplikace. Nen´ı tak nutne´ prˇi kazˇde´ zˇa´dosti o vzda´leny´ prˇeklad zada´vat
heslo nebo se v´ıcekra´t autentizovat pomoc´ı verˇejne´ho kl´ıcˇe.
Konfigurace prˇipojen´ı k prˇekladove´mu serveru s vlastn´ım tunelem
Aplikace QDevKit i FCMake umozˇnˇuj´ı prˇipojen´ı na prˇekladovy´ server prˇes vlastn´ı tu-
nel. Je nutne´ jej vytvorˇit tak, aby koncovy´ bod byl vzˇdy prˇekladovy´ server s adresou
fitkit-build.fit.vutbr.cz, naprˇ. za pomoc´ı aplikac´ı OpenSSH nebo Putty v prostrˇed´ı
Microsoft Windows. Pomoc´ı OpenSSH se takovy´ tunel vytvorˇ´ı na´sleduj´ıc´ım prˇ´ıkazem:
ssh -L 20022:fitkit-build.fit.vutbr.cz:22 xlogin00@merlin.fit.vutbr.cz -N
Vytvorˇeny´ tunel je mozˇne´ vyuzˇ´ıt v aplikac´ıch QDevKit a FCMake t´ım zp˚usobem, zˇe
jako adresa prˇekladove´ho serveru se nakonfiguruje localhost a port 20022. Popsany´m
zp˚usobem je mozˇne´ vzda´leneˇ prˇekla´dat z aplikace FCMake i mimo s´ıt’ VUT.
Port 20022 je mozˇne´ nahradit jiny´m dostupny´m.
Tunelova´n´ı spojen´ı na licencˇn´ı server
Pro spra´vnou pra´ci simulacˇn´ıch a prˇekladovy´ch na´stroj˚u je zapotrˇeb´ı platna´ licence. V ra´mci
s´ıt’eˇ VUT je dostupna´ na licencˇn´ım serveru. Pro pra´ci z domu nebo mimo s´ıt’ VUT vsˇak ser-
ver nen´ı dostupny´. Rˇesˇen´ım, ktere´ jsem navrhnul a implementoval je rozsˇ´ıˇrit syste´m tunel˚u
na licencˇn´ı server. Protozˇe se vsˇak seznam port˚u licencˇn´ıch sluzˇeb nepravidelneˇ pravidelneˇ
meˇn´ı, ve spolupra´ci s Ing. Zdenˇkem Vasˇ´ıcˇkem jsem navrhnul rozsˇ´ıˇren´ı za´suvne´ho modulu
pro aplikaci QDevKit, ktery´ automaticky aktualizuje seznam tunelovany´ch port˚u.
Pro spra´vnou funkci je trˇeba v souboru hosts nastavit mapova´n´ı dome´nove´ho jme´na
semik na adresu 127.0.0.1. A nastavit promeˇnne´ urcˇuj´ıc´ı adresy licencˇn´ıch sluzˇeb
LD LICENSE FILE=1717@localhost a XILINXD LICENSE FILE=2100@localhost.
Spra´vnou funkci lze oveˇrˇit pomoc´ı utility lmutil lmstat.
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Kapitola 6
Za´veˇr
C´ılem bakala´rˇske´ pra´ce bylo rozsˇ´ıˇrit softwarove´ vybaven´ı platformy FITkit o mozˇnost sd´ılet
zarˇ´ızen´ı v IP s´ıt´ıch za u´cˇelem propagace, realizace virtua´ln´ı laboratorˇe a kra´tkodobe´ho
p˚ujcˇova´n´ı FITkitu mezi studenty. Soucˇasneˇ take´ rˇesˇit proble´m na´rocˇne´ instalace softwa-
rovy´ch na´stroj˚u pro prˇeklad aplikac´ı pro FITkit a nedostupnost licenc´ı mimo s´ıt’ VUT.
Pro mozˇnost sd´ıleny´ch zarˇ´ızen´ı je knihovna libkitclient, ktera´ poskytuje jednotne´ rozhran´ı
pro komunikaci s FITkitem, rozsˇ´ıˇrena o podporu virtua´ln´ıch zarˇ´ızen´ı a mozˇnosti spravovat
v´ıce typ˚u zarˇ´ızen´ı soucˇasneˇ. S´ıt’ova´ komunikace je zajiˇsteˇna vlastn´ı platformoveˇ neza´vislou
knihovnou a bina´rn´ım komunikacˇn´ım protokolem implementuj´ıc´ım standard X.680 ASN.1 s
ko´dova´n´ım X.690 BER. Na teˇchto za´kladech je vytvorˇen modul IPBackend, ktery´ umozˇnˇuje
pracovat se vzda´leny´mi zarˇ´ızen´ımi a soucˇasneˇ automaticky vyhleda´vat nova´ zarˇ´ızen´ı v
mı´stn´ı s´ıti. Aplikace QDevKit je rozsˇ´ıˇrena o uzˇivatelske´ rozhran´ı pro pra´ci se vzda´leny´mi
zarˇ´ızen´ımi, a take´ o za´suvny´ modul pro vizualizaci periferi´ı FITkitu vytvorˇeny´ ve spo-
lupra´ci s Ing. Zdenˇkem Vasˇ´ıcˇkem. Proble´m na´rocˇne´ instalace na´stroj˚u pro prˇeklad aplikac´ı
rˇesˇ´ı podpora vzda´lene´ho prˇekladu. Komunikace s prˇekladovy´m serverem je zabezpecˇena´
pomoc´ı protokolu SSHv2 s podporou v´ıce zp˚usob˚u autentizace. Klientska´ cˇa´st sesta´va´ z
aplikace FCMake, ktera´ umozˇnˇuje vzda´leny´ prˇeklad z termina´lu, a prˇedevsˇ´ım uzˇivatelske´ho
rozhran´ı aplikace QDevKit. Soucˇasneˇ je v aplikaci QDevKit implementova´na sluzˇba pro tu-
nelova´n´ı spojen´ı a rˇesˇ´ı tak proble´m nedostupnosti prˇekladove´ho a licencˇn´ıho serveru mimo
s´ıt’ VUT.
Protokol je mozˇne´ da´le rozsˇ´ıˇrit o podporu obousmeˇrne´ komunikace, a cˇa´stecˇneˇ tak elimi-
novat s´ı’tovou latenci pozorovatelnou prˇi znakove´m cˇten´ı dat. Dalˇs´ı mozˇnost´ı rozsˇ´ıˇren´ı ko-
munikacˇn´ıho protokolu je jednoduche´ zabezpecˇen´ı sd´ıleny´ch zarˇ´ızen´ı, naprˇ. formou cˇ´ıselne´ho
PINu nebo hesla. Protokol pro vzda´leny´ prˇeklad je take´ mozˇne´ rozsˇ´ıˇrit pro jine´ typy plat-
forem.
Virtualizace prostrˇed´ı pro prˇeklad aplikac´ı byla oveˇrˇena v letn´ım semestru 2011 v kurzu
INC, kde vzda´leny´ prˇeklad vyuzˇilo prˇiblizˇneˇ 125 student˚u.
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