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ABSTRACT
Drowsiness is a transitional psychophysiological state from alertness towards sleep, which
decreases concentration and increases response time. Drowsiness during duty hours is common
for in-flight pilots due to frequent travel across different time zones, extended duty hours as well
as circadian rhythm disruption. Hence, drowsy flying is one of the leading reasons for increased
risk of accidents, especially in commercial aviation. Mainly three approaches (i.e., vehicle-based,
behavioral, and physiological signal based) are used for onboard drowsiness detection. Among
them, physiological signal-based approach is advantageous for early detection of drowsiness with
reasonable accuracy due to the strong relationship among some of the physiological signals (e.g.,
cardiac signal, brain wave) and psychophysiological states. Continuous monitoring of these
physiological signals can be useful for early drowsiness detection. In this study of pilots’
drowsiness detection, potentials of Electroencephalogram (EEG), Electrocardiogram (ECG), and
Photoplethysmogram (PPG) have been explored for on-board wearable drowsiness detection and
warning system design. ECG, ear PPG, EEG, and vertical Electrooculogram (EOG) were recorded
from 18 commercially rated pilots from 02:00 AM to 04:30 AM during simulated flight operation.
In the case of EEG analysis, power spectral density (PSD) estimation has been used. Relative band
power changes during microsleep (MS, <15s) and longesleep (LS, >15s) periods compared to
baseline periods were tested for four EEG frequency bands (delta (δ, 0.5-4Hz), theta (θ, 4-8Hz),
alpha (α, 8-13Hz), and beta (β, 13-30Hz)) from five brain regions ((Frontal, F), (Central, C),
(Parietal, P), (Temporal, T), and (Occipital, O)). Delta band power reduced significantly (p<0.05)
during microsleep periods, whereas alpha band power showed a significant increase during
microsleep events for all the brain regions. Theta and beta band power did not show any significant
xiv

change during drowsiness. RR intervals using ECG, PP intervals, crest time, diastolic peak time,
systolic peak to diastolic peak, and diastolic time using PPG increased significantly during drowsy
periods. Pulse arrival time (PAT) calculated using ECG R-peak and PPG peak increased
significantly (p<0.05) during drowsy periods compared to baseline (443.51±14.07ms vs.
407.66±09.85ms). However, decrease in PAT/RR during drowsy periods for most of the subjects
indicates that increase in PAT and RR intervals during drowsy periods are not linearly correlated;
and PAT/RR can be used as an independent feature for drowsiness estimation. Besides, some other
heart rate variability (HRV) features (e.g., SDNN, RMSSD, LF, and HF) showed significant
change during drowsy periods. This study shows that besides mostly used EEG, which is not quite
feasible for on-board applications due to the requirement of numerous electrodes placement on the
scalp, both ECG and PPG can be used to monitor the physiological changes during drowsy periods.
Especially, PPG has the potential for wearable applications, since it is easily obtainable compared
to both EEG and ECG. However, studies on more subjects with variations in age range, different
parts of the day, and study environment are required for generalizing current findings and universal
recommendations.
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CHAPTER 01
INTRODUCTION

1.1

Motivation
Drowsiness causes a reduction in human cognitive ability and increases reaction time, as a

result raises the risk of accidents. Drowsiness is one of the main reasons of accidents occurred in
highways and a huge safety concern for aviation, especially in commercial aviation. Studies
showed that 10-30% of road fatalities and around 20% of accidents in unsafe working places are
somehow related to drowsiness [1]. Estimation of the US National Highway Traffic Safety
Administration (NHTSA) found that every year solely in the US drowsy driving results almost
100,000 crashes, approximately 1550 deaths, and 71,000 non-fatal injuries [2]. For aviation, it has
been reported that in-flight drowsiness affects about 20% of medium-haul flights and about 40%
of long-haul flights [3]. For long-haul flights where pilots and aircrews who travel across time
zones and need to be alert during the circadian low of vigilance (2:00 AM to 6:00 AM) are
particularly at risk due to problems of disrupted sleep cycles [4][5][6]. Hence, drowsiness and
fatigue can reach particularly high levels during long-haul overnight flights and hard to avoid
during trans-meridian operations [7]. During these conditions, voluntary or involuntary sleep
epochs can occur, which is extremely risky for flight operation [8]. Between 41% to 54% of pilots
reported that fatigue-related quick vigilance reduction severely impaired flight security at least
once in their career [9]. Even the missions of US Air Force are not out of the effect of drowsiness
and involuntary sleep, 50% of the Air Force pilots admitted that they fell asleep at least once during
a mission [8][10].

17

These alarming reports indicate the disastrous effect of drowsiness in aviation as well as in
transportation industry. Hence, the development of a supplemental system that can rapidly and
accurately detect drowsiness will be an excellent solution. Fast and automatic detection of onboard
drowsiness will help to reduce the overall number of accidents [11].
1.2

Defining Drowsiness
Sleep is a neurobiological necessity with a predictable periodic pattern of sleepiness and

wakefulness. Sleepiness is the transition period between wakefulness and falling asleep. Using
behavioral definition, sleep is a reversible behavioral state of perceptual detachment from, and
insensitivity to the environment [12]. Sleepiness results from the components of the circadian cycle
of sleep and wakefulness, the constraint of sleep and disruption, or shattering of sleeping period
[13]. The term “drowsiness” frequently used as a synonym of “sleepiness,” both words refer
simply to the condition just before the actual sleep or a feeling to fall asleep.
Sleep stages are categorized as wakefulness, non-rapid eye movement (NREM) sleep, and
rapid eye movement (REM) sleep. Further, the non-rapid eye movement (NREM) sleep can be
subdivided into three stages [14][15], which are:
Stage 1: Transition from alert to sleep
Stage 2: Light sleep
Stage 3: Deep sleep
For perceiving and exploring drowsiness, investigators in this field mainly focus on Stage 1 sleep
period [31].
However, onboard drowsiness is directly related to some other factors, such as the period of the
day, quality of last sleep, spell of the current task, and circadian rhythm [16]. Sleep deprivation
and time interval between the last sleep also influence sleepiness a lot [17]. Other
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psychophysiological factors may have interrelation with activation, arousal, and vigilance as well
[18]. However, it is not possible to observe all the related variables in a single study of drowsiness
detection [19]. Hence, investigators select one or a few specific variables related to drowsiness
and observe the influence of those specific factors on drowsiness.
1.3

Approaches used for Onboard Drowsiness Detection
Though onboard drowsiness is common among airline pilots due to frequent irregular and

extended work hours, traveling across time zones, and circadian rhythm disruption, there are not
many studies that have been conducted on airline pilots compared to a vast amount of studies
conducted on drowsy drivers. Some of the reasons can be, number of fatal accidents due to drowsy
driving are much higher than aircraft crashes, unavailability of aircraft pilots for research studies,
price and operation cost of an aircraft simulator which is much higher than a driving simulator and
not many research groups are able to get an aviation expert in their team to conduct a proper
research on aircraft pilots. However, previous studies showed that findings from a driving
simulator-based study are similar to the findings from an aircraft simulator since the ultimate focus
is drowsiness detection of an operator.
Various methods have been used for on board drowsiness detection; among them,
(i)

Vehicle-based measure,

(ii)

Behavioral measure and

(iii)

Physiological signal based measure

are three widely investigated measures [20], commonly accompanied by another method named
subjective measure. The basic concept is quite similar for all of the methods, i.e., getting data from
the operator (driver/pilot) or vehicle, then data analysis takes place, and if the system detects any
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drowsiness or abnormal behavior, a warning or feedback need to be sent to the operator. Although
all the applied techniques used for drivers are not equally applicable for the pilots, the
physiological signal based measure is quite similar for both pilots and drivers.
Parameters used for these approaches, previous studies, outcomes, accuracy, and limitations are
briefly described below for a better idea about onboard drowsiness detection procedures.
1.3.1 Vehicle-based measure
Vehicle operating support systems are getting better day by day, such as navigation system,
security systems are much helpful to enjoy a safe ride, but still, there are not enough technologies
to prevent sleep-related accidents [12]. In the case of a vehicle-based approach of drowsiness
detection, the research works are conducted focusing on vehicle behavior, and the vehicle-based
parameters are used to define the drowsiness level of operators. The parameters mostly used are
steering wheel movement (SWM), deviations from lane position, pressure on the accelerator, speed
deviations, standard deviation of lateral position, lane tracking, standard deviation of acceleration
rate, and some other vehicle-based measures. This vehicle-based approach is not quite feasible for
aircraft since speed of an aircraft can vary a lot within a short time, and deviation from desired
route also can vary a lot compared to on-road vehicles, and these are fine with an aircraft’s normal
operation. However, an extreme deviation from the desired route and change in altitude can be
used as useful measures.
Since the real-time driving based study is risky enough, usually, simulators are used for
this kind of study. The simulators create a realistic environment for pilots or drivers (Figure 2),
and routing scenario is also easily changeable [21]. Sensors like accelerometers and gyroscopes
are used to get the desired readings from the driving session, and these readings are recorded after
a specific time interval [22].
20

Several research groups measured drowsiness by following the vehicle-based approach. For
example, Pia et al. [23] suggested a method to detect driver drowsiness by considering vehicle lane
variability. Twenty-nine subjects participated in that study at three shifts, which were daylight,
afternoon and night shift. The result was analyzed based on two variances; steering wheel
variability, and lane variability. They found lane variability increased at the end of the night and
decreased at the termination of the day shift. Otmani et al. [24] measured four parameters for
driving performance measurement but later considered only the number of right edge-line
crossings, since studies suggest that most of the trajectory deviation occurred on the right side of
the road [25][26]. Besides these, some other notable works using this approach and their findings
are briefly presented in Table 1.
Table 1. Previous works based on vehicle-based measures
Ref.
[27]

Subjects
10

Duration
1h for 3 times

Measures

Findings

Steering wheel angular Steering wheel angular
velocity

velocity over time is a
useful indicator

[18]

[21]

56

10

40 mins driving (2

Steering

wheel Frequent large SWM for

times)

movements (SWM)

2-hour driving

Speed, lateral

monotonous driving,

position, Observed a ‘complicated’

time for line crossing, and relation among KSS, SD
steering wheel angle

of lateral position and
blink duration

[28]

31

Four 30-min sessions

Lane tracking, deviation Multiple measures should

with 2-hour intervals

tracking, speed deviation, be considered
reaction time, and crashes

[22]

50

After lunch, about 3

SD of acceleration rate and Lateral acceleration rate

hours

yaw rate acceleration

and yaw rate acceleration
were significantly larger
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Most of the studies measured many parameters during the experiment which allowed them to
access more useful information about the alertness of the operators but later worked with fewer
measures. One reason behind this is that all the recorded parameters are not equally useful as well
as some parameters showed no significant changes during operation while drowsy. However,
previous works suggest that the vehicle-based parameters are not enough to get a reliable idea
about operators' drowsy state; also the nature of the driving environment has impacts on the
recorded readings and should be considered during the study as well as for safe driving
recommendations [18]. Now, though drowsiness detection using vehicle-based measures can be
used for on-road vehicles, it is not quite suitable for aircraft. In the case of aircraft, it is reasonable
to see comparatively higher deviation in aircraft speed and track than on-road vehicles. However,
it can be used to check the extreme deviations due to drowsy flying of responsible pilots.

1.3.2 Behavioral measure
As it is mentioned earlier, drowsiness detection using vehicle-based measures is not a
reliable solution for all situations, and the outcomes of the vehicle-based research are not useful to
draw a clear relationship between drowsiness and operating properties. For these reasons, another
approach that is mainly focused on the behavior of the operator is useful since there is a significant
variation in operator’s behavior during drowsiness. Behavioral properties, especially yawning, eye
closure, blinking, head motions, percentage of eye closure (PERCLOS), hand movements, are
monitored in this method. Usually, this method uses webcam/camera and computer vision
techniques for drowsiness observation.
Comparatively more research groups worked on behavioral measures than the above-mentioned
vehicle-based measure, and the accuracy of drowsiness detection using behavioral measures is
higher than vehicle-based measures. For example, an in-flight study on 21 pilots (Air New
22

Zealand) has been conducted by Wright et al. [4] to justify the usefulness of a wrist-worn alertness
device (AD). The AD provided an auditory alarm of 95 dB when it detected wrist inactivity for at
least 5 mins. The study showed that the device was able to awaken the pilots from sleep and most
of the participants found the device acceptable to use for better safety measure.
Picot et al. [29] proposed a method to detect driver drowsiness by using visual signs, which can
be extracted from the recorded video. An algorithm was proposed that merged the useful blinking
features like PERCLOS, frequency of the blinks, amplitude-velocity ratio, and duration. The
proposed algorithm was tested for 60 hours of driving, and 20 drivers participated. The algorithm
was subject-independent and the claimed accuracy was more than 80%. Horng et al.[30] proposed
a vision-based real-time drowsiness detection method. The eye region was detected for tracking
and used for fatigue detection and an alarm was used for warning. Brandt et al. [31] presented a
visual surveillance system to track the operator’s head motion and eye blinking. The system was
able to detect fatigue and monotony, also can work in the darkness. At first, face region was
identified, and then eyes were searched in the detected face region using optical flow of the eye
region. The performance of the implemented system was tested in both simulation and natural
environments. Besides these works, Table 2 summarizes some other studies conducted using the
behavioral approach.
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Table 2. Previous works based on operator’s behavioral measures
Ref.
[4]

Sensors
Alertness

device

Subjects
21

Measures
Wrist movements

(accelerometer)
[32]

Accelerometer

12

Wrist

and

head

Classifier

Accuracy

Alarm when 5 min of

Above

wrist inactivity

80%

Statistical analysis

movements
[33]

Web camera

10

Yawning

[34]

Charge-coupled

10

Eye blinking,

device Camera

AdaBoost
SVM

98%

ANN

90.68%

Adaboost and multi-

Above

nomial ridge regression.

90%

Adaboost

86%

2-class SVM

96 %

PERCLOS

[35]

IR camera

10

Eyes closure

[36]

DV-cam,

04

Blinking,

accelerometer

yawn

motions, and head
motion

[37]

Camera

09

PERCLOS, corners
of eyes

[38]

Camera

01

face, eyes, and skin

It is apparent that for behavioral measures various features have been tested, among them,
PERCLOS is the most used one, it indicates the accumulative eye closure ( percentage of time the
eye is more than 80% closed) duration over time [39] [40]. “PERCLOS” has been designated as
the most reliable and valid behavioral parameter to measure drowsiness level [41], which has been
confirmed by using both EEG and subjective readings [40]. Apart from PERCLOS, blinking
frequency, blink duration, and head position are some other critical behavioral measures.
Overall, the behavioral measure is a non-invasive technique, as well as it is easy to acquire
the desired readings and do not bother operators since most of the cases it is a contactless process
[42]. Now the problem is, sometimes, behavioral measures are not enough to predict drowsiness
correctly, and many systems based on behavioral approaches are unable to work precisely in a
shortage of light or high-intensity scenarios. Moreover, sometimes it is too late to prevent an
24

accident based on behavioral measures since behavioral measures are an external expression of an
internal change of physiological states, where a fatal accident may occur within a very short time
due to the sudden reduction in attention level. So, in this situation, physiological change-based
measurements are more likely to provide earlier and better detection.

1.3.3 Physiological signal-based measure
Sleepiness during flight operation is common among pilots due to long duty periods, flight
operation during the circadian low of alertness, and frequent disruption of circadian rhythm due to
time zone shift. It is worth mentioning that a previous study found that long-haul pilots use inflight napping as a fatigue and sleepiness countermeasure [43]. In-flight napping or having a nap
during duty periods is sometimes authorized if there is another pilot or co-pilot take control of the
aircraft. Since getting enough sleep is the only solution to reduce spontaneous sleepiness in
cockpit, it is not possible to strictly prohibit napping for pilots during a flight. Rather, introduction
of a nap schedule can be helpful to improve the vigilance level during a flight operation [44].
Therefore, the focus of these drowsiness detection systems is not to keep both pilot and co-pilot
alert when there is no apparent risk if one of them having a nap; rather, the goal of these systems
is to keep the pilot or operator alert who is in charge at that time.
Moreover, the desired devices are not intended to replace the development of rosters that
minimize fatigue and sleepiness [4]. Physiological measures based drowsiness detection focuses
on the changes of the commonly used physiological signals, such as Electroencephalography
(EEG), Electrocardiography (ECG), Electrooculography (EOG), Electromyography (EMG), and
Photoplethysmography (PPG). This method is reliable because physiological signals start to
change at an earlier stage of drowsiness, whereas behavioral and vehicular changes become
noticeable much later when preventing accidents become tough [20]. The schematic of
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physiological signal based drowsiness detection and warning system design is illustrated below in
Figure 1.

Figure 1. Drowsiness detection using physiological measures

Extensive research has been done based on this approach because of its early drowsiness detection
ability compared to two other methods; some notable works are discussed here to make it more
comprehensive. Sauvet et al. used EEG to design an in-flight automatic detection system for low
vigilance states [8]. Fourteen pilots participated in the study, and they found it is possible to detect
in-flight sleepiness with reasonable accuracy by using only one EEG electrode (O1-M2). In
another real-time in-flight study (London to Miami), Wright and McGown used EEG and EOG to
see the changes that happen in physiological parameters during sleepiness [32]. Twelve British
Airways pilots participated in the study who conducted the flight operation for around 9 hours
(London and Miami). The findings of this study showed that EEG and EOG were able to detect
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sleepiness within a short time frame (<20s), and they recommended eye movements measure as
the optimal way to monitor the onset of sleep. In another study focusing on EOG changes, Morris
and Miller found that blink amplitude, blink rate, and long closure rate were the three potential
features and can be used to measure the pilot’s vigilance state [45].
Zhang and Liu [46] studied the impact of drowsiness on ECG and pulse signals and worked
to find a natural way to monitor drowsiness. In another study, Akin et al. [47] used two other
signals EEG and EMG for observing the changes at the time of transition from wakefulness to
sleep. Both EEG and EMG were used simultaneously to increase the detection accuracy. Thirty
subjects participated in that study, and three conditions were studied for vigilance study: awake,
drowsy, and sleep. Chieh et al. [48] used EOG as a detection measure, which measured the change
of eye activities due to drowsiness. A mobile biosignal acquisition module captured the EOG
signals. Like another group (Wright and McGown) they found the EOG signal as promising to
detect drowsiness with a detection rate of 80%. In a different combination of physiological signals,
ECG and EMG were used by Sahayadhas et al. [49] for a 2-hours study at three different phases
of the day. ECG and EMG signals were recorded during driving, and the analysis of the recorded
signals was performed offline. Significant differences have been observed in the ECG and EMG
signals during the alert and drowsy period. Three signals, EEG, ECG, and EOG, were used by
Khushaba et al. [50], with a target to gather more information regarding drowsiness and to increase
the detection accuracy. Signals were acquired during the simulated driving test. The obtained
classification accuracy was 95% to 97%. Apart from these works, Table 3 summarizes some other
notable studies done in this field using physiological signal analysis.
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Table 3. Notable studies conducted using physiological signal based measures
Ref.

Sensors

Subjects

Used Features

Classification

Accuracy

[8]

EEG

14

EEG frequency bands ( α, β, and

Comparison of

98%

θ) relative power

means

EOG: rate of change in amplitude

Discriminant

Above

EEG: frequency domain features

analysis

80%

Statistical analysis

p<0.05

Statistical analysis

p<0.05

[4]

EEG

21

EMG
EOG
[32]

EEG

12

EOG
[51]

EEG

EEG signal activity
12

ECG
[45]

EOG

Eye movements using EOG and

EEG frequency band activities,
heart rate

10

Blink rate, blink duration, long
closure rate, blink amplitude,
saccade velocity

[52]

EOG

37

Eyelid movement features

SVM

86.67%

EEG
EMG
[53]

PPG

05

Width and height of pulse wave

SVM

83%

[54]

EEG

20

Dominant frequency, Avg. power

SVM

99%

EOG
[55]

ECG

of dominant peak and 2 others
03

EOG

HRV (RR interval), and 6 other

90.1%

blinks features

EEG
[56]

EEG

18

STD and 18 others

ANN

83.6%

[57]

EEG

25

Ratio, amplitude, symmetry, and

Bayesian-Copula

98.1%

extension

Discriminant

ECG
EMG

Classifier

EOG
[58]

EEG

20

Center frequency, relative power

Thresholding

in delta and alpha wave band

classifier

28

93%

Among the physiological signals, EEG is widely studied for drowsiness detection and sleep
disorder study [59][60]. Previous studies found that low-frequency EEG bands (within 0.5 to 13
Hz) have a substantial relationship with drowsiness [61], and regarded as reliable indices for
drowsiness detection [55]. This informative signal can be subdivided into five frequency bands,
denoted as delta band (0.5-4 Hz), theta band (4-8 Hz), alpha (8-13 Hz), the beta band (13- 30 Hz)
and gamma (>30 Hz) [62][63]. Among these, first four frequency bands (delta, theta, alpha, and
beta) are well-studied for sleep analysis. In particular, most of the drowsiness research based on
EEG is focused on the relative power variation of the theta, alpha, and beta band, as well as their
ratio indices [47][64][65]. Many of the previous studies found an inverse relationship between
alpha and beta band activity during drowsiness, alpha activity tends to increase during drowsiness,
in contrast, beta activity reduces [63][66][67][68].
ECG based heart rate variability (HRV) analysis is another measure used by many groups
for drowsy state detection. It is a measure of variations in heart rate with time and calculated by
determining beat to beat intervals ( ECG peak to peak or R to R interval) [69][70]. HRV is easy to
analysis and provides a passive way to quantify drowsiness and fatigue physiologically [71].
Individual frequency bands (such as low frequency (0.04 - 0.15 Hz) and high-frequency (0.15 0.40 Hz ) band) of HRV have been used for drowsiness measures [72].

1.3.4 Subjective measure
Besides these three methods of drowsiness detection, there is another approach where
subjects are directly requested to indicate his or her drowsiness level. This measure is called
subjective measure since the subject actively indicates his/her observation. Most of the time it is
used as a reference for other techniques. For subjective analysis, different scales are used by
researchers, such as Stanford Sleepiness Scale (SSS) [73][74], which had been used by some
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groups to measure sleepiness in sleep-deprived subjects [75]. Another scale named Epworth
Sleepiness Scale (ESS) [76], used to measure the excessive daytime sleepiness in different sleepdisordered patients [77], as well as for screening abnormalities in sleep. Profile of Mood States
(POMS) scale was used to evaluate sleepiness in different conditions [78], like sleep deprivation
[79], and work shifting [80]. Visual Analogue Scale (VAS) [81], used to measure subjective
sleepiness [82], and many research groups used this measure in their research setup [83].
Karolinska Sleepiness Scale (KSS) is the most frequently used scale for subjective sleepiness
quantification [84][85][86]; this scale uses 1 to 9 rating option, where 1 is used for extremely alert
condition, and rating 9 indicates highly sleepy state. Investigations have been conducted to test the
validity and reliability of the KSS using behavioral approach, EEG and other subjective signs of
drowsiness [87]. The study showed that the KSS measures were significantly related to EEG and
behavioral indicators, which further confirm the validity of KSS for drowsiness quantification.
The KSS ratings and their meanings are briefly mentioned in Table 4.
Table 4. Rating and meaning of the Karolinska Sleepiness Scale (KSS) [20]
Scale

Degree of Alertness/Sleepiness

1

Subject extremely alert

2

Very alert

3

Alert

4

Fairly alert

5

Neither alert nor in sleep mode

6

Few signs of sleepiness

7

Sleepy, no effort to keep alert

8

Sleepy, noticeable effort to keep alert

9

Extremely sleepy, great effort to keep alert, fighting with sleepiness
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Usually, a subjective measure is used along with other approaches (i.e., behavioral, physiological,
or vehicle-based measure) to justify the research outcomes. Though studies on pilots found
subjective sleepiness reports were reliable for vigilance state measurement [45], a study on pilots
operating international flights found that sleep quality in prior 24h of a flight has a significant
effect on self-rated fatigue [88]. Hence, this measure is thoroughly subjective, and if measured
over a relatively long time interval, sometimes unable to provide precise measures as well as fails
to record abrupt drowsiness variation in different situations [51][61].

1.4 Simulator based Study
Simulator-based study environments are chosen most of the time over real-time studies
because real-time drowsy flying or driving experiments have a huge safety concern for both
participants and researchers. For these reasons, research groups almost always conduct their
investigations using simulators in laboratory conditions. Although there are studies that conducted
real-time studies when the subjects were operating an actual flight [51] or driving on the road,
operating with sleepiness is only safe in controlled setup used for simulation-based study [89]. The
simulators are specialized systems where a realistic route is displayed by using projectors or
computer monitors, and the aircraft movement is controlled using controllers similar to real aircraft
or using wheel used for driving [90]. It allows the operator to immerse himself/herself in a reallife condition, also provides an opportunity for the investigators to inspect their algorithms [35].
Modern simulators use more than one projector and able to provide an almost 360-degree realistic
visual display with a combination of various scenarios [91]. Figure 2 shows a snap of an aircraft
simulator used for a study [92].
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Figure 2. Photos of the National Higher French Institute of Aeronautics and Space (Institut
Supérieur de l’Aéronautique et de l’Espace-ISAE) flight simulator. Cockpit view (left panel)
and the view from outside of the simulator (right panel) [92]
Simulators have various advantages like route scenario can be created as wish and can be
reproduced over and over again. Moreover, the danger for pilots, drivers, other road users,
vehicles, and the researcher can be avoided [90]. Besides these, simulator-based study, during
investigations, often some special procedures are followed by the research teams to induce
sleepiness artificially. Usually, subjects are asked to have adequate sleep on the previous night,
avoid alcohol and smoking, not to take coffee or strong tea, should avoid anti-fatigue drinks and
drowsiness triggering medications during a specified period before the actual study [93]. Also,
parts of the day which are helpful for drowsiness induction (such as circadian rhythm low of
alertness (2:00 to 6:00 AM), dawn, and early afternoon 13.00 to 14.00, 15.00 to 17.00) are selected
as study time [65], with a variation in study duration from 30 minutes to 9 hours [32].
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1.5 Discussion
Based on the review of previous works it is clear that the vehicle-based approach is not quite
feasible for aircraft due to the frequent variation in aircraft speed and deviation from the desired
route compared to on-road vehicles, which are all counted as reasonable for aviation. However,
extreme deviation from the desired route, change of direction, and change in altitude can be used
as features, though extensive research required to check their capability and usability.
Although the behavioral approach is easy to apply for real-time applications due to being
contactless or using less body contact, they are not reliable enough compared to physiological
signal-based approach and unable to provide early warning. Hence, the physiological signal-based
approach is the better option since it has a close relation with the internal states of the body and
able to provide an earlier warning before drowsiness interrupts operation. However, to make it
applicable for the real-time applications there is a necessity to facilitate less intrusive and
comfortable physiological data acquisition.
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CHAPTER 02
METHODOLOGY
As discussed earlier, physiological signal-based approach has the potential to predict
drowsiness earlier with better accuracy compared to two other methods. So, in this research work,
the focus was to detect drowsiness using some of the commonly used physiological signals.
2.1

Commonly used Physiological Signals

The physiological signals which are commonly studied for drowsiness detection are
Electrocardiogram (ECG)
Electroencephalogram (EEG)
Electrooculogram (EOG)
Photoplethysmography (PPG)
Electromyogram (EMG)
2.1.1 Electrocardiogram (ECG)
The heart is a vital organ that pumps blood throughout the body using the body circulatory
system, it supplies oxygen and nutrients to the tissues and removes carbon dioxide and other wastes
produced by the tissues [94]. It can pump more than 6000 liters of blood each day continuously
during the whole life period and beats around 40 million times per year [95]. The heart has four
chambers: two atria (upper chambers) and two ventricles (lower chambers). The right atrium and
the right ventricle together make up the “right heart” whereas the left atrium and the left ventricle
make up the “left heart.” A muscle wall named the septum between the two sides of the heart
works as a separator [94][96]. The right atrium receives the deoxygenated blood from the body
and sends it to the right ventricle. The right ventricle then pumps the oxygen poor blood to the
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lungs, where the blood gets purified and oxygenated. The oxygen-rich blood then goes to the left
atrium, and it pumps the blood to the left ventricle. The left ventricle finally pumps the oxygenrich blood to the body through the body circulatory system [97]. The atria and ventricles work
together, periodically contract and relax to pump blood throughout the body. The electrical system
of the heart is the power source, which makes it possible. Each heartbeat is triggered by an
electrical impulse that travels through a special pathway down to the heart. The sinoatrial node
(SA node), a small bundle of specialized cells located in the right atrium is the source of this
electrical impulse [98]. The SA node is known as the natural pacemaker of the heart. The electrical
activity then spreads throughout the walls of the right atrium and left atrium and triggers them to
contract. The contraction of both atrium then push their blood into the right and left ventricle [99].
The atrioventricular node (AV node) is a bundle of cells in the center of the heart, situated
between the atria and ventricles. The AV node works like a gate, which slows down the electrical
impulse before it travels to the ventricles which in turn provides time to both right and left atrium
to contract before ventricle contraction starts. The His-Purkinje fibers then conduct the electrical
impulse to the muscular wall of the two ventricles and trigger them to contract. The contraction of
the muscles of the ventricles results in pushing the blood out of the heart to the lungs (from the
right ventricle) and body (from the left ventricle) [98].
However, when the electric signal travels through the heart, there are changes in voltage
which can be detected by placing/attaching electrodes on the chest, which are then graphed, and
this process of recording is known as electrocardiography (ECG), also known as 12-lead ECG, or
EKG. This is a non-invasive test, and the acquired record is known as an electrocardiogram (ECG),
which helps to know about the heart rhythm, heart diseases, frequency, action, and the position of
the heart [95][99]. A typical ECG waveform is shown below.
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Figure 3. A normal Electrocardiogram tracing [96]
The P wave represents the depolarization of the right and left atrium, whereas the short duration
QRS complex represents the ventricular (right and left ventricle) depolarization. The T wave
represents the ventricular repolarizations [100].
2.1.2 Electroencephalogram (EEG)
The brain is the most complex organ of the human body. It works like the command center
for the human nervous system. The outermost layer of the brain is known as the cerebral cortex,
which gives it the wrinkly characteristics [101]. The cerebral cortex is lengthwise divided into two
subsections, one is the left hemisphere, and another is the right hemisphere. Each hemisphere is
then subdivided into four lobes, named, frontal, parietal, occipital, and temporal lobe [101][102].
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Figure 4. Four lobes of the human brain [103]
The frontal lobe is in the front part of the brain and responsible for higher executive functions like
an emotional response, control, planning, problem-solving, and reasoning. The parietal lobe is
located behind the frontal lobe and responsible for human sensory information like pain, touch,
temperature, and pressure. The occipital lobe is found behind the parietal lobe and is considered
as the major visual processing center of the brain. It receives the information from the eyes and
interprets distance, depth, location and other features of the seen object. The temporal lobe works
on processing the sensory information related to hearing, memory, and recognizing languages
[101].
The brain consists of billions of neurons which play a vital role in controlling human
behavior with respect to internal and external stimulations. The neurons act as information carriers
between the body and the brain [104]. These neurons are densely connected via synapses. Any
synaptic activity between two neurons generates a subtle electric impulse, which is referred as
postsynaptic potential. Though the electric impulse is very small when a large number of neurons
fire simultaneously the electrical field becomes big enough to spread through tissue, bone, and
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skull. Eventually, can be measured on the head surface or skin [105][106]. Electroencephalography
(EEG) is the physiological method used to record this electrical activity generated by thousands of
neurons in the brain by placing electrodes on the scalp. Simply, EEG is a record of the electrical
activities of the brain [63]. In 1929, German psychiatrist, Hans Berger invented the EEG [107].
The EEG uses several electrodes placed in the different regions of the brain to get an overall idea
of the brain state/activity at a particular time and state. There are several methods for EEG
electrodes placement such as the international 10-20 system, 10-10 system, 10-5 system [63].
Among them, the international 10-20 system is the most used one, where distinct landmarks are
identified on the head and the electrodes are placed at 10% or 20% intervals of the total distance
between the identified landmarks [108]. The electrodes placement using the international 10-20
system is shown below.

Figure 5. EEG electrodes placement using 10-20 electrode placement system [109]
The number of electrodes placed and the position of the electrodes on the scalp greatly depend on
the purpose of the study. According to the American Academy of Sleep Medicine (AASM), a
frontal electrode for best K-complex detection, a central electrode for spindles and an occipital
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electrode for alpha wave should be placed for the visual scoring purpose. They recommended a
frontal electrode Fz, a central one C4, and an occipital one O1. Also, F4, C3, Cz, and O2 are
recommended to use in case any electrode falls off or not working properly [108][109].
2.1.3 Electrooculogram (EOG)
The human eye acts as an electric dipole, which has a positive potential at the front (cornea)
and a negative potential at the back (retina), maintained due to the active ion transport within the
pigmented layer [110][111]. By placing two electrodes near to the electric field of the eye (above
and under the eye or left and right of the eye), the difference of the electrical charges can be
measured, which ultimately can detect the movements of the eyes. This process of eye movement
detection is known as electrooculography (EOG). As the eye moves EOG measures the changes
in the electrical charge between the negative charge-rich retina and positive charge rich cornea.
The EOG data acquisition is a noninvasive technique and sometimes used with EEG data
acquisition. EOG used for vertical eye movement (i.e., looking up and down) is known as vertical
EOG, and EOG used for horizontal eye movement (i.e., looking left and right) is known as
horizontal EOG [110]. The technique of both vertical and horizontal EOG recording is shown
below in figure 06.

Figure 6. Anatomy of a normal human eye [114]
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Figure 7. Horizontal and vertical electrooculography (EOG) [112]

2.1.4 Photoplethysmogram (PPG)
Photoplethysmography (PPG) is a remarkably simple, low-cost, and non-invasive optical
technique used to detect blood volume changes in the microvascular bed of tissue. Usually attached
at the skin surface to make the measurement of blood volume changes and comprised of two
components: AC and DC component. The pulsatile (AC) waveform is attributed to cardiac
synchronous changes in the blood volume with each heartbeat, whereas the slowly varying (DC)
baseline attributed to the sympathetic nervous system, respiration, and thermoregulation. Although
the source of the components is not clear but they can provide valuable information regarding the
cardiovascular system and operations [113]. The PPG data acquisition technique is very simple,
consisting of a light source (commonly an LED) and a light detector (commonly a photodiode).
Based on the location of the light detector, the PPG can be divided into two categories; the detector
is directly placed across the light source for transmission type PPG and next to the light source for
reflective type PPG [114].
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Figure 8. Photoplethysmography (PPG) technique (transmission and reflection type) [115]

2.1.5 Electromyogram (EMG)
Human body movements are controlled by the interaction between the nervous system and
the muscles; the nervous system sends the signals to the muscle fibers which activate the muscles
to perform the specific task. In order to coordinate properly, these fibers are subdivided into
different functional units called motor units [116]. A motor unit is defined as the group of a motor
neuron (from the spinal cord or brain stem) and the muscle fibers it innervates or controls. As a
motor unit gets activated, the attached muscle fibers generate and conduct their own electrical
impulses that ultimately result in the contraction of the muscle fibers. Though each fiber generates
and conducts a very weak electrical impulse (less than 100 mV), many fibers conducting
simultaneously induces voltage differences in the overlying skin that are large enough to be
detected by a pair of surface electrodes placed on the skin. The detection, amplification, and
recording of the changes in skin voltage produced by underlying skeletal muscle contraction are
known as electromyography. The recording obtained in this way is called an electromyogram
(EMG). EMG is commonly used in clinical purposes to monitor the health status of the muscles,
and the nerve cells innervate them [117].
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However, EMG is used by some of the research groups to detect or quantify the drowsiness during
driving [49]. Mainly EMG is used to see the changes in muscle behavior during drowsiness or
impaired attention level compared to alert periods. Usually, trapezius muscles are targeted for
drowsiness monitoring since there is a significant change in these muscle bundles during
drowsiness and head movements [118].
2.2

Our System
The goal of this project (Smartsealz) is to design a headset like device (commonly used by

the pilots) with physiological data acquisition, analysis capability, and feedback facility, which
can provide warning whenever a drowsy state is detected. Three physiological signals, ECG, PPG
(ear), and EEG were recorded simultaneously, where the cardiovascular signals (ECG and PPG)
are used to check their applicability for the desired system, and EOG was recorded as a gold
standard of eye closure measure. The idea is to incorporate the ECG, PPG sensor and a haptic
warning system in the headset ear pad (see Figure 9). Whereas informative EEG electrodes can be
positioned in the headband as well (in the future). The desired system should not be uncomfortable
for the aircraft pilots since they are already used to this headset mainly used for communication
with Air Traffic Control (ATC) and noise cancellation. However, with a simpler design, the
headset can be useful for on-road applications as well, which will help to avoid many accidents
occur due to drowsy driving.
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Figure 9. Desired headset system for drowsiness detection and warning
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Three objectives of this study are:

a. Exploring the potentials of all the recorded physiological signals for drowsiness detection
b. Drowsiness detection using cardiovascular signals (ECG and PPG)
c. Feasibility of PPG for wearable drowsiness detection and warning system design
2.3

Data Acquisition
The simulated flight and physiological data acquisition were performed in a Piper Seminole

fixed-base aviation training simulator at John D. Odegard School of Aerospace Sciences,
University of North Dakota, ND. The simulation center was quiet and well ventilated with a
comfortable temperature and humidity. Eighteen Federal Aviation Administration (FAA) certified
commercial pilots with no previous sleep disorders participated in this study. Participants were
requested to report for a routine flight that would take place during the period of circadian low
hours (2:00 AM - 6:00 AM) well-defined by the FAA. Further, as an additional experimental
protocol, participants were instructed to avoid naps, alcohol, smoking, and caffeine from the time
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they woke up in the previous day in advance of appearing for the study at midnight (around 01:30
AM). Each participant’s data acquisition was subdivided into two phases: a take-off phase of
approximately 6 minutes and a cruise phase (autopilot activation allowed) of about 2 hours. The
data acquisition process was approved by the Institutional Review Board (IRB) of the University
of North Dakota. The participants had signed an informed consent form before starting the study.
The data acquisition sessions were concluded upon meeting one of the three conditions: (1) the
simulated flight course reached at least 2.5 hours of flight time, (2) the subject had been awoken
by the researchers twice during sleeping with a duration of more than five minutes, (3) the subject
himself/herself decided to discontinue the data recording session [11][119]. Table 6 represents the
general information about all the subjects who participated in this study; subject IDs were
randomly selected.
Table 5. Information of participants. A significant difference was observed in the KSS
value at the end of the study compared to the beginning. ‘*’ represents alpha level at 0.05
Subject
ID

Age
(years)

Gender

Flight
Time
(hours)

Takeoff
time
(am)

End
Time
(am)

KSS
(start)

KSS
(end)

105
122
126
133
135
136
140
143
145
149
165
172
179
183
198
199
Mean

20
27
21
21
28
21
21
20
20
21
21
20
21
21
21
20
21.5±2.4

Male
Male
Male
Male
Male
Female
Male
Male
Male
Male
Male
Male
Male
Male
Female
Male
14 / 2

250
400
280
315
419
185
200
400
430
200
215
280
250
300
195
200
282±87

2:04
2:14
2:11
2:11
1:57
2:08
2:06
2:06
2:10
2:09
2:00
2:05
2:09
2:13
2:20
2:08
2:08

4:26
4:21
4:11
4:18
4:04
4:08
3:25
4:18
4:15
4:23
4:26
4:20
4:33
3:42
4:06
4:15
4:11

6.0
6.0
7.0
4.0
6.0
7.0
7.0
7.0
6.0
3.0
3.0
7.0
4.0
7.0
5.0
1.0
5.4±1.9

9.0
8.0
8.0
9.0
9.0
9.0
9.0
9.0
8.0
8.0
9.0
9.0
8.0
9.0
9.0
9.0
8.7±0.5*
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Biopac data recording system (MP 160, BIOPAC Systems, Inc. CA, USA) was used to acquire
ECG, EEG, PPG (ear), and vertical EOG signals synchronously during the simulated flight period,
with a sampling frequency of 500 Hz. The drowsy periods were directly observed and noted by
one researcher presented during the data recording sessions, sitting behind the simulator
(approximately 7 ft.). The observation technique from behind did not intervene in the pilot task,
but the researcher was able to observe the pilot’s facial and physiological signal behavior in the
computer monitor. Besides the direct observation, there was a video recording system for the full
flight operation session as well; the recording system was provided by one of the collaborators,
Seeing Machines. The video recording was a behavioral feature (i.e., eye blinking, facial tracking)
based drowsiness tracking system commercially available for some luxury vehicles and in mining
sectors. The collaborator later provided the annotation of the recorded sessions based on
Percentage of Eye Closure (PERCLOS) parameter. Figure 10 depicts the simulated fight and data
acquisition setup.

EEG

Simulator

EOG
Pilot

PPG

Data acquisition
ECG

(a)

(b)

Figure 10. a) Simulated flight, b) placement of EEG, ECG, PPG, and EOG electrodes [11]
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However, drowsy periods annotated in this way (i.e., based on PERCLOS and direct observation)
were further validated by manual observation of the EOG signal that no blink was witnessed in
those periods. Some of the events which disagreed with the PERCLOS and direct observationbased annotations were later disregarded for analysis. There were many sleepy events less than
15s (Seeing Machines named these periods as Microsleeps), as well as greater than 15s, with a
duration as long as 4-5 minutes (Seeing Machines named these periods as Longsleeps).
We used different lengths of periods for different aspects of the study which are described
later. For example, for heart rate variability (HRV) analysis, different segment lengths varying
from commonly used 5 min, 3 min, to 120s, and 30s for ultra-short HRV measurement were used.
For pulse arrival time (PAT) and PPG feature analysis, the focus was on drowsy periods greater
than 15s and less than 35s based on the EOG analysis. Since it is unusual for a person to keep
his/her eyes open for more than this period without any blink considering a normal blinking
frequency of 15-20 times per minute [120], this consideration allowed us a natural interpretation
of EOG and aggregation of a significant number of drowsy periods. Moreover, much shorter
duration drowsy periods (less than 5s) were not suitable for getting a reliable PAT due to the very
few numbers of ECG and PPG waveforms.
As mentioned earlier, the take-off and climb phase was roughly 6 minutes, when the pilots
were manually operating the flight simulator. Therefore, the participants were more engaged (i.e.,
comparatively alert) during this period. On the other hand, after the take-off phase, pilots were
allowed to activate the “autopilot” which reduced interaction with aircraft control. The use of the
autopilot combined with operations during the window of circadian low facilitated the opportunity
for observation of sleepy periods. These periods of reduced wakefulness were selected from the
whole recording of around 2 hours, while baseline or alert periods were selected within the first
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12 minutes of the recording. Considering noise and excessive moving artifacts, the first 3 minutes
were excluded from the baseline, so the actual baseline considered here was within the range of 3
to 12 minutes of the beginning of the recording session.
2.4

Data Analysis
ECG and PPG signals were filtered with a high pass filter of 0.5 Hz cut-off frequency to

remove the baseline and later filtered with a 60 Hz notch filter to remove the power line noise
[121]. PPG signals are significantly vulnerable to physiological (e.g., respiration, head tilt) and
measurement (e.g., motion) oriented artifacts [115] [122]. So, PPG signals were further filtered
with a low pass filter of cut off frequency of 10 Hz [123]. The used filters did not add any phase
shifts in the original signals.
The R-peaks of the ECG signal were detected by using the Pan-Tompkins algorithm [124].
Then RR intervals were calculated using the distance between consecutive R-peaks. These RR
intervals were later used to measure heart rate and different heart rate variability (HRV) parameters
as shown in Tables 2 and 3. As it is known, a PPG pulse is observed within consecutive R peaks
of the ECG waveform, the R-peaks location obtained from the Pan-Tompkins algorithm were used
to locate the PPG waveform peaks. These PPG peaks (P-peak) were used to calculate the PP
intervals (like RR intervals). Later, PP intervals were used to calculate different pulse rate
variability (PRV) parameters. Distance between the ECG R peak and the PPG peak, foot, first
derivative peak, and second derivative peak were calculated to determine the pulse arrival time
(PAT) during the drowsy and baseline periods [11].
Each subject had to fulfill two conditions to be counted for PAT analysis, which were:
(a) Good PPG and ECG (i.e., less distortion in each cycle) signal in both baseline and drowsy
periods
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(b) Has at least one drowsy period greater than 15s
Four methods were used for pulse arrival time calculation using ECG R peaks and PPG waveform:
(a) Using the lowest point (foot) of PPG waveform
(b) Peak values of PPG waveforms
(c) The peak value of the first derivative of PPG
(d) The peak value of the second derivative of PPG
In case of EEG analysis, power spectral density (PSD) analysis was used to measure the changes
in band power in four EEG frequency bands (delta (0.5-4Hz), theta (4-8Hz), alpha (8-13Hz), and
beta (13-30Hz)) during drowsiness (microsleeps and longsleeps) compared to alert periods [63].
Among 18 subjects recorded initially, Subject 173 data recording was interrupted due to a
technical issue, Sub. 136 had finger PPG due to problems with ear PPG, Sub. 140, 143, 149, and
198 had bad PPG or ECG signals either in drowsy periods or baseline periods. As a result, these
six subjects were excluded from our PAT analysis. Therefore, 12 subjects had been used for PAT
analysis [11]. Whereas for heart rate variability (HRV) and pulse rate variability (PRV)
measurement number of subjects included in the analysis varied based on the sleepy periods, for
example, 10 subjects were included in the study for HRV measurement using 5 min window since
other subjects did not have significant drowsy periods in this range. Fifteen subjects were used for
HRV analysis before the first drowsy period, 10 subjects were used for the ultra-short (30s) HRV
analysis, and 12 subjects were used for only PPG based feature extraction due to bad PPG signal
of some of the subjects. Besides, sixteen subjects were used for EEG spectral analysis.
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2.5

Discussion
Physiological signal-based approach appeared as a suitable option for pilots’ drowsiness

detection due to its ability to provide earlier prediction and better detection accuracy. Since EEG
provides insights about brain function, it is the most commonly used physiological signal in this
purpose. However, the problem with EEG is that EEG data acquisition requires many electrodes
placed on the scalp which is not feasible for real-time on-board applications. By identifying
informative brain regions for drowsiness quantification, it is possible to reduce the number of
electrodes and it will be beneficial for real-time applications.
However, based on previous studies, both ECG and PPG appear to be promising in
discriminating between alert and drowsy periods. Further, they need fewer electrodes compared to
EEG, which is advantageous for on-board applications. Hence, instead of depending on only one
signal it is better to use a combination of signals which can provide a better detection accuracy
with reduced false positive rate. The goal of this study was to explore the potentials of these
physiological signals (especially ECG and PPG), whether they can significantly differentiate
between drowsy periods and alert periods.
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CHAPTER 03
RESULTS
Analyses for drowsiness detection based on physiological signals are mainly focused on
heart rate variability (HRV) analysis using ECG signal, pulse rate variability (PRV) analysis using
PPG signal, HRV and PRV agreement comparison, pulse arrival time (PAT) calculation using
PPG and ECG, features based on PPG, and power spectral density (PSD) analysis of EEG bands.
For HRV analysis, different time domain and frequency domain features have been extracted with
a variation of the time window varying from commonly used 5-minute window to 30s- window
(ultrashort HRV). The same was followed for PRV analysis as well. For PAT analysis (time
interval between ECG R peak and any specific point of PPG waveform), four methods of PAT
calculation i.e., PPG peak, PPG foot, the first derivative peak of PPG signal, and the second
derivative peak of PPG were followed. For only PPG based features, PPG width, timing, and
height-based features were extracted from each PPG pulse and compared for both baseline and
drowsy periods.

3.1

Heart Rate Variability (HRV) Analysis
Heart rate variability (HRV) is the variation in the duration or length of heartbeat intervals

[125]. It is a noninvasive method and reflects the capability of the heart to respond to various
psychophysiological and environmental stimuli. HRV provides a powerful way of observing the
interrelation between the sympathetic and parasympathetic nervous system activities. [126].
HRV is controlled by the autonomic nervous system (ANS), and it’s two branches named the
sympathetic nervous system (SNS) and parasympathetic nervous system (PNS). The sympathetic
branch is the stress, exercise, or fight or flight system and helps us to act quickly, react, and perform
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when required. On the other hand, the parasympathetic system is denoted as the rest and digest
system, which allows the body to power down and recover after the reduction of the sympathetic
activity or when there is no necessity for a quick response. The sympathetic system activates stress
hormone production, which results in the heart’s increased contraction rate (i.e., increased heart
rate) and force (cardiac output), as a result, decreased HRV during exercise, and physically or
mentally challenging/stressful conditions. On the other hand, the parasympathetic system reduces
heart rate and increases HRV to restore homeostasis when there is less or no stress or mentally
challenging task performance required [126][127]. The separate contributions from sympathetic
and parasympathetic activity modulate the heart rate, i.e., RR intervals of the QRS complex in the
electrocardiogram at different frequencies. Sympathetic activity is related to a low-frequency
range (0.04 to 0.15 Hz), whereas parasympathetic activity is related to the higher frequency range
(0.15 to 0.4 Hz) of modulation frequencies of heart rate. Based on the activity in specific frequency
range it is possible to separate sympathetic and parasympathetic activity domination in HRV
analysis [126].

Figure 11. RR interval variation [129]
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Figure 12. Heart rate variability over 24 hours [121]
However, for HRV analysis, different time domain, frequency domain, and nonlinear parameters
are used. Commonly used time domain and frequency domain parameters are presented in Tables
2 and 3. Though the standard duration of recording length for HRV analysis is still arguable, the
Task Force suggested that the duration for the short-term recording should be 5 minutes in order
to ensure the comparability of the results among different investigations and labs all over the world
[70][128]. This recommendation is challenged with a much shorter length of recordings like 1 min,
120s [129], and even 10 to 50 seconds[130]. Hence, the recommendation is when possible the
recording duration for HRV analysis should be 5 mins recording to enable comparison among
clinical studies. And, depending on the research target a shorter duration (1 min) can be considered
to facilitate frequency analysis and even shorter duration of recording can be considered for certain
conditions [128]. In the case of our study for drowsiness detection, we used various lengths of
recording for HRV analysis, such as conventional 5 mins, 3 mins, 2 mins, 1 min segmentation, and
30s segmentation for ultra-short HRV analysis.
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Table 6. Commonly used time-domain parameters for HRV analysis [70] [131]
Variables

Units

Description

RR

ECG R peak to R peak interval

SDNN

milliseconds
(ms)
ms

The standard deviation of all RR intervals (also known as NN intervals)

SDSD

ms

Standard deviation of differences between adjacent RR intervals

SDANN

ms

Standard deviation of the averages of RR intervals in all segments of the
entire recording

RMSSD

ms

SDNN
Index

ms

Root mean square of the successive differences (i.e., the square root of
the mean of the sum of the squares of the differences between adjacent
RR intervals)
Mean of the standard deviations of all RR intervals for all segments of
the entire recording

NN50 count

pNN50

Number of pairs of adjacent RR intervals differing by more than 50 ms
in that segment or the entire recording. Three variants are possible
counting all such RR interval pairs, or only pairs where the first one or
the second one is greater
%

NN50 count divided by the total number of all NN pairs

Table 7. Commonly used frequency domain parameters for HRV analysis [70] [131]
Variables

Units

Frequency range

ms2

Description
Short time segments (5 min, 3 min)
Absolute power in very low frequency range

VLF
LF

ms2

Absolute power in low frequency range

0.04 to 0.15 Hz

HF

ms2

Absolute power in high frequency range

0.15 to 0.4 Hz

LF
normalized
or LF (%)
HF
normalized
or HF (%)
Total power
LF/HF

n.u. or
%

Relative power in normalized unit or
(LF/ total power)*100

n.u. or
%

Relative power in normalized unit or
(HF/ total power)*100

ms2

The variance of RR intervals over the segment
Ratio of LF and HF
For 24h recording

Within in ≤ 0.4 Hz

ULF

ms2

Absolute power in the ultra-low frequency range

≤0.003 Hz

VLF

ms2

Absolute power in very-low frequency range

0.003 to 0.04 Hz
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≤0.04 Hz

LF

ms2

Absolute power in low frequency range

0.04 to 0.15 Hz

HF

ms2

Absolute power in high frequency range

0.15 to 0.4 Hz

Total power

ms2

Variance of all RR intervals within the segment

≤ 0.4 Hz

Slope of the linear interpolation of the spectrum in
a log-log scale

approximately ≤0.04
Hz

∞

3.1.1 HRV using 5 min windowing
HRV analysis had been performed using 5 min (300s) windowing, with 50% overlapping
and 1-second progression. Commonly used time-domain features (i.e., HR, SDNN, SDSD,
RMSSD, NN50, and PNN50) and frequency domain features (i.e., VLF, LF, HF, and LF/HF) were
calculated for baseline and drowsy periods (including both microsleep (10-15s) and longsleep
(>16s)). Then the feature values were compared for two classes to check the significant changes.
Among the 10 features, SDNN, SDSD and RMSSD showed significant (p<0.05, two sample ttest) change during drowsy periods compared to baseline periods. Tables 4 to 7 represent the
feature values (Mean±Std) calculated using 5 min windowing.
Table 8. Comparison of Heart rate, SDNN, and SDSD
Heart rate

SDNN

SDSD

Subs.

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

105
122

73.2±0.5
73.0±0.

70.5±0.6
72.9±0.2

127.2±8
53.35±3.6

169.9±9. 2
60.9±5. 5

183.8±17.5
54.9±9.3

242.6±17.8
63.6±12.6

133

78.5±0.3

78.2±0.3

94.4±13.2

101.0±8. 5

132.7±21.3

143.8±13.8

135
140

64.7±0.3
80.8±0.3

63.5±0.2
77.3±0.4

81.0±2.7
121.8±9.9

73.8±3. 0
206.5±7. 9

73.7±6.5
174.9±15.4

68.3±5.2
308.6±14.3

143

75.0±0.4

70.7±0.5

116.5±8.5

187.6±8. 2

162.3±17.0

250.6±16.4

145
165

97.4±1.0
88.3±0.3

86.0±0.2
83.0±0.3

132.7±13.1
113.9±12.1

255.9±1.9
231.7±4.3

194±25.9
162.1±17.2

409.1±5.1
346.6±7.6

179

91.3±0.7

80.3±0.3

134.1±18.3

284.5±3. 1

191.8±28.2

439±7.2

183
Mean

82.1±0.3
80.4±0.4

81.1±0.3
76.3±0.3

91.6±14.1
106.7±10.3

135.2±8.9
170.7±6. 1

128.3±20.6
145.9±17.9

194.5±12.9
246.7±11.3
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Table 9. Comparison of NN50, PNN50, and RMSSD
NN50
Subs.
105
122
133
135
140
143
145
165
179
183
Mean

Baseline
(Mean±Std)
79.9±3.6
12.2±1.8
23.6±3.0
41.9±3.7
33.4±2.9
51.6±3.5
34.3±7.9
16.3±2.9
24.5±5.2
9.1±2.4
32.7±3.7

PNN50

Drowsy
(Mean±Std)
45.9±2.8
10.9±2.3
23.1±2.6
24.8±2.3
44.5±3.4
36.7±2.9
93.0±2.5
50.1±1.9
82.6±2.7
15.6±1.7
42.7±2.5

Baseline
(Mean±Std)
0.3±0.0
0.04±0.0
0.1±0.0
0.2±0.0
0.1±0.0
0.2±0.0
0.1±0.0
0.04±0.0
0.1±0.0
0.02±0.0
0.1±0.0

RMSSD

Drowsy
(Mean±Std)
0.3±0.0
0.1±0.0
0.1±0.0
0.2±0.0
0.2±0.0
0.2±0.0
0.2±0.0
0.1±0.0
0.3±0.0
0.04±0.0
0.2±0.0

Baseline
(Mean±Std)
183.6±17.5
54.8±9.3
132.5±21.35
73.5±6.52
174.6±15.4
162.0±16.9
193.7±25.9
161.9±17.2
191.6±28.2
128.1±20.5
145.7±17.9

Drowsy
(Mean±Std)
241.9±17.7
63.5±12.5
143.6±13.8
68.1±5.2
308.03±14.2
249.8±16.4
408.6±5.08
346.2±7.5
438.3±7.3
194.2±12.9
246.2±11.2

Table 10. Comparison of VLF(%), LF(%) and HF(%)
VLF (%)

LF(%)

HF(%)

Subs.

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

105
122
133
135
140
143
145
165
179
183
Mean

5.6±2.5
26.1±3.4
6.5±2.0
22.2±1.8
4.4±0.9
6.4±1.6
4.5±3.1
5.0±0.8
4.6±1.3
6.1±1.2
9.1±1.9

7.0±2.0
24.6±3.7
6.2±1.3
22.1±2.4
5.8±0.9
10.4±2.4
2.5±0.3
4.3±0.5
4.8±0.5
4.7±0.5
9.3±1.5

30.1±4.7
41.9±3.8
33.9±3.6
53.0±2.8
31.8±2.5
36.1±4.1
28.8±4.5
32.8±2.3
32.6±2.1
33.8±2.6
35.5±3.3

29.5±5.5
39.0±4.4
32.3±3.5
49.0±2.8
26.4±2.7
35.2±5.0
15.4±1.2
26.1±2.1
21.1±2.2
31.3±1.9
30.5±3.1

64.3±6.5
31.9±6.8
59.6±5.2
24.8±3.7
63.8±3.0
57.5±5.2
66.6±7.4
62.2±2.7
62.8±3.0
60.1±3.4
55.4±4.7

63.6±6.9
36.4±7.6
61.4±4.2
28.9±4.0
67.7±3.0
54.3±6.5
82.1±1.4
69.6±2.3
74.1±2.4
64.0±2.1
60.2±4.0

Table 11. Comparison of LF/HF
LF/HF
Subs.
105
122
133
135
140
143
145
165

Baseline
(Mean±Std)
0.5±0.1
1.4±0.5
0.6±0.1
2.2±0.4
0.5±0.1
0.6±0.1
0.5±0.1
0.5±0.1
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Drowsy
(Mean±Std)
0.5±0.2
1.2±0.4
0.5±0.1
1.8±0.3
0.4±0.1
0.7±0.2
0.2±0.0
0.4±0.0

179
183
Mean

0.5±0.1
0.6±0.1
0.8±0.2

0.3±0.0
0.5±0.1
0.6±0.1

3.1.2 HRV using 3 min segmenting (baseline vs. before the first drowsy epoch)
Heart rate variability (HRV) using a sliding window of 3 min with 90s progression had
been tested as well based on drowsy periods annotation provided by Seeing Machines. In this case,
the time period before the first drowsy period was selected for HRV measurement and then
compared with the baseline periods. The time domain and frequency domain features were
extracted. However, no significant changes before the first drowsy period compared to baseline
periods had been observed based on the extracted features. For statistical analysis two sample Ttest was applied, where the p-values were, heart rate (p=0.63), SDNN (p=0.78), SDSD (p= 0.88),
RMSSD (p=0.88), NN50(p=0.86), pNN50 (p=0.86), LF(p=0.85), HF (p=0.75), LF percentage
(p=0.73), HF percentage (p=0.73), and LF/HF (p=0.89). Since the periods before the first drowsy
period were used in this case, which facilitated to include more subjects in our analysis due to less
noisy data. Tables 8 to 12 represent the feature values calculated before the first drowsy periods
and the baseline periods.
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Table 12. Comparison of Heart rate, SDNN, and SDSD
Heart rate

SDNN

SDSD

Subs.

Baseline
(Mean±Std)

Before Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Before Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Before Drowsy
(Mean±Std)

105

74.5±1.0

67.5±2.8

71.5±10.5

97.6±21.3

57.2±3.9

65.6±17.6

122

68.9±1.5

64.0±1.2

57.1±19.4

85.4±24.8

39.6±5.0

69.7±22.5

126

68.1±2.3

68.6±1.2

53.1±4.9

74.9±14.4

29.5±2.5

58.0±24.3

133

76.1±1.6

77.8±0.3

130.4±11.8

107. 5±17.4

191.8±9.9

144.2±24.3

135

61.5±1.3

63.1±0.5

82.1±6.2

124.3±19. 2

79.0±11.7

140.3±18.8

136

79.1±0.2

79.0±0.6

68.2±7.3

67.71±9.5

81.8±17.7

68.4±3.1

140

80.8±0.6

77.4±0.5

52.9±14.7

63.1±7.6

54.4±24.1

72.3±10.2

143

70.9±1.1

65.4±1.8

198.2±30.2

108.9±8.3

279.9±38.6

98.8±45

145

83.4±0.9

81.3±1.1

271.6±6.5

282.8±7.8

421.7±18.9

440.6±9.7

149

53.8±0.9

56.4±0.7

66.0±12.7

135.5±11. 7

77.1±10.7

110.1±2.5

165

84.4±1.0

81.8±1.3

174.6±13.7

187.4±36. 7

249.3±19.1

264.3±54.7

172

76.1±0.7

77.9±0.5

199.0±50

159. 0±25.1

291. 3±76.0

232.1±44.1

179

87.6±0.8

84.0±0.8

120.5±0.8

102.0±5.2

167.3±3.8

124.6±3.5

183

81.3±0.1

81.6±1.5

118.3±8.0

135.2±21.5

170.6±11. 4

194.8±32.3

198

63.8±0.8

59. 1±2.4

72.5±10.6

99.5±21.4

66.5±6.3

82.8±16.5

Mean

74.0±1.0

72. 4±1.2

115.8±13.9

122.1±16. 8

150. 5±17.3

144.5±21.9

Table 13. Comparison of RMSSD, NN50, and PNN50
RMSSD
Subs.
105
122
126
133
135
136
140
143
145
149
165
172
179
183
198
Mean

Baseline
(Mean±Std)
57.1±3.9
39.5±5.0
29.4±2.5
191.2±9.8
78.4±11.7
81.7±17.6
54.2±24.1
278.7±38.5
420.7±18.8
76.6±10.7
248.8±19.1
290.3±75.8
166.9±3.7
170.3±11.3
66.4±6.2
150.0±17.3

Before Drowsy
(Mean±Std)
65.5±17.6
69.5±22.4
57.8±24.2
143.8±24.3
139.7±18.8
68.3±3.0
72.1±10.1
98.3±44.7
439.5±9.7
109.6±2.4
263.7±54.6
231.6±44.0
124.3±3.4
194.4±32.2
82.5±16.4
144.1±21.9

NN50
Baseline
(Mean±Std)
32.3±1.5
17.3±7.7
7.3±2.0
15±1.7
10.6±1.5
6±1
6.3±0.5
22±5
54.7±2.3
18.7±2.8
20.7±1.5
27.7±2.8
10.7±0.5
7±1
40.7±7.1
19.8±2.6
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Before Drowsy
(Mean±Std)
37.7±11.5
18.3±3.2
9±1.7
9.3±2.3
22.3±0.5
7.3±3.5
8.7±3.5
14.3±4.9
50.3±0.5
28.3±3.2
20.3±5.5
21±4.5
9.3±2.0
10±2.6
43.7±1.5
20.7±3.4

PNN50
Baseline
(Mean±Std)
0.1±0.0
0.1±0.0
0.1±0.0
0.1±0.0
0.2±0.0
0.1±0
0.1±0
0.2±0.0
0.2±0.0
0.2±0.0
0.1±0.0
0.2±0.0
0.1±0
0.1±0.0
0.2±0.0
0.1±0.0

Before Drowsy
(Mean±Std)
0.2±0.1
0.1±0.0
0.1±0.0
0.1±0.0
0.2±0.0
0.1±0.0
0.1±0.0
0.2±0.0
0.3±0
0.3±0.0
0.1±0.0
0.1±0.0
0.1±0.0
0.1±0.0
0.3±0.0
0.1±0.0

Table 14. Comparison of NN20, PNN20, and NN10
NN20

PNN20

NN10

Subs.

Baseline
(Mean±Std)

Before Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Before Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Before Drowsy
(Mean±Std)

105
122
126
133
135
136
140
143
145
149
165
172
179
183
198
Mean

72.3±3.2
66±3.6
50.3±2.5
48.7±3.2
23.3±5.1
54±8
46±4.5
36.3±4.7
64.7±2.5
32±4.3
49.7±6.0
54.7±6.5
33.7±3.8
14.3±5.1
67.7±6.6
47.6±4.7

65.3±6.8
67.7±1.5
37.7±1.5
34.3±5.5
34.3±3.5
45.7±0.5
38±5.3
21±4
61±1.7
37.7±4.7
54±2
52.7±1.5
43.3±5.8
14.7±1.5
70.3±2.1
45.2±3.2

0.3±0.0
0.3±0.0
0.3±0.0
0.3±0.0
0.4±0.0
0.2±0.0
0.2±0.0
0.3±0.0
0.3±0.0
0.4±0.0
0.2±0.0
0.3±0.0
0.1±0.0
0.1±0.0
0.4±0.0
0.3±0.0

0.3±0.1
0.4±0.0
0.2±0.0
0.2±0.0
0.3±0.0
0.2±0
0.3±0
0.2±0.0
0.3±0.0
0.4±0.0
0.2±0.0
0.3±0.0
0.2±0.0
0.1±0.0
0.4±0.0
0.3±0.0

88.7±3.5
95±3
74.7±3.7
69±4.5
25.7±4.0
86±3.6
75.7±3.2
46±4.3
81.3±1.5
40.3±3.5
84.3±8.9
69.3±6.8
66±5
45.3±3.5
80.3±5.5
68.5±4.3

79±1.7
82±1.7
60±4.5
58±3.4
41±5.5
83.3±4.7
67±11.5
27±3
76.7±6.5
40±4.3
88.3±1.1
76.3±6.1
76.3±4.1
35±2.6
76.7±2.5
64.4±4.3

Table 15. Comparison of PNN10, LF, and HF
PNN10
Subs.

Baseline
(Mean±Std)

105
122
126
133
135
136
140
143
145
149
165
172
179
183
198
Mean

0.4±0.0
0.5±0.0
0.4±0.0
0.4±0.0
0.4±0.0
0.4±0.0
0.3±0.0
0.4±0.0
0.4±0.0
0.4±0.0
0.4±0.0
0.4±0.0
0.3±0.0
0.2±0.0
0.4±0.0
0.4±0.0

Before
Drowsy
(Mean±Std)
0.4±0.0
0.5±0.0
0.3±0.0
0.3±0.0
0.4±0.0
0.4±0.0
0.3±0.0
0.3±0.0
0.4±0.0
0.4±0.0
0.4±0.0
0.4±0.0
0.3±0.0
0.2±0.0
0.5±0.0
0.4±0.0

LF

HF

Baseline
(Mean±Std)

Before Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Before Drowsy
(Mean±Std)

2138.3±284.5
1096.3±708.8
691.9±224.0
3372.2±427.9
2082.3±212.7
661.4±481.8
1039.6±490.5
6975.6±2583.3
8812.2±590.1
1389.2±567.2
6023.1±1958.8
9156.5±2360.5
2977.5±557.4
2320.6±601.4
1245.8±415.8
3332.2±831.0

2070.7±845.1
1651.1±372.9
1644.7±102.1
2129.3±824.2
5599.4±1267.9
1692.7±827.9
973.6±177.79
3769.2±586.6
8856.6±4253.8
5051.9±2332.9
5712.4±758.2
5193.5±1613.8
2390.4±260.7
4041.7±1219.4
1794.4±707.4
3504.8±1076.7

954.4±121.5
434.3±131.5
210.6±31.8
6278.7±786.6
2795.2±2159.4
1837.5±748.9
859.4±626.0
20696.6±11705.3
42211.8±2035.5
1244.1±548.7
14723.8±2750.8
20224.5±12253.1
6470.4±954.0
5993.1±849.0
1320.4±292.2
8417.0±2399.6

1626.8±883.2
1350.3±753.2
879.3±639.3
4749.9±1892.4
5005.7±924.8
1299.3±557.6
1254.4±375.9
2765.2±1913.6
40028.7±7582.9
3508.1±450.4
18892.5±10023
10920.7±4404.4
3765.1±522.3
9103.4±2663.4
1764.8±508.7
7127.6±2273.1
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Table 16. LF(%), HF(%), and LF/HF values for baseline and before drowsy periods
LF (%)

HF (%)

LF /HF

Subs.

Baseline
(Mean±Std)

Before Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Before Drowsy
(Mean±Std)

Baseline
(Mean±Std)

105
122
126
133
135
136
140
143
145
149
165
172
179
183
198
Mean

69.1±0.9
68.5±11.0
75.8±5.5
34.9±3.2
47.7±18.5
24.7±6.0
59.8±13.6
26.7±5.0
17.3±1.5
52.9±4.2
28.7±4.7
34.9±12.1
31.5±2.6
27.6±3.8
48.1±13.9
43.2±7.1

57.0±3.3
57.7±10.8
68.2±19.6
31.0±0.2
52.5±4.0
55.0±10.3
44.1±6.8
60.3±16.1
18.5±9.5
56.6±12.3
25.9±9.6
32.7±3.0
39±5.6
30.6±0.3
49.8±3.4
45.3±7.7

30.8±0.9
31.5±11.0
24.2±5.5
65.0±3.2
52.2±18.5
75.2±6.0
40.1±13.6
73.3±5.0
82.7±1.5
47.0±4.2
71.3±4.7
65.0±12.1
68.5±2.5
72.3±3.7
51.9±13.9
56.7±7.1

42.9±3.3
42.2±10.8
31.7±19.6
68.9±0.2
47.4±4.0
44.9±10.3
55.8±6.8
39.7±16.0
81.5±9.5
43.3±12.3
74.1±9.6
67.2±3.0
61±5.6
69.3±0.3
50.1±3.4
54.7±7.7

2.2±0.1
2.4±1.0
3.2±1.1
0.5±0.1
1.0±0.6
0.3±0.1
1.7±1.1
0.3±0.1
0.2±0.0
1.1±0.1
0.4±0.1
0.5±0.3
0.4±0.0
0.3±0.0
1.02±0.5
1.0±0.3

Before
Drowsy
(Mean±Std)
1.3±0.2
1.5±0.7
3.9±4.3
0.4±0
1.2±0.2
1.3±0.6
0.8±0.2
1.8±1.1
0.2±0.1
1.4±0.6
0.3±0.2
0.4±0.1
0.6±0.1
0.4±0.0
1±0.1
1.1±0.6

3.1.3 Ultra-short HRV (30s)
Ultra-short HRV using 30s segmentations were tested to check the feasibility for faster
drowsiness detection. The same time domain and frequency domain parameters were extracted.
Two-Sample T-test has been used to identify the significant features, where most of the features
did not show significant change during drowsiness. The calculated p values for all the features
were: heart rate (p=0.13), SDNN (p=0.06), SDSD (p=0.08), RMSSD (p=0.08), NN50 (p=0.58),
pNN50 (p=0.16), LF percentage (p=0.14), HF percentage (p=0.14), LF(p<0.05)*, HF(p<0.05)*,
and LF/HF (p=0.17). Among all the features, LF and HF showed significant change during drowsy
periods compared to baseline periods. Tables 13 to 16 represent the time domain and frequency
domain feature values extracted for ultra-short HRV analysis.
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Table 17. Comparison of Heart rate, SDNN, and SDSD
Heart rate

SDNN

SDSD

Subs.

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

105
122
133
135
140
143
145
165
179
183
Mean

78.9±2.7
71.3±0.6
79.1±1.7
67.1±1.2
82.9±1.0
73.3±1.2
93.4±1.2
89.8±1.4
90.2±1.8
83.1±0.8
80.9±1.4

65.7±3.4
69.7±1.0
78.3±1.4
65.5±1.1
75.8±1.9
70.2±1.5
84.4±1.1
83.9±1.17
79.9±1.5
80.5±1.02
75.4±1.5

255.9±28.0
71.4±6.4
122.6±50.1
81.2±7.8
197.9±22.5
74.7±27.3
68.5±35.6
164.5±35.3
161.4±40.9
105.8±51.2
130.4±30.5

325.0±16.2
85.5±11.0
143.6±44.1
79.8±12.0
297.4±15.0
104.6±65.5
240.2±13.2
252.5±15.3
283.7±13.7
189.8±29.0
200.2±23.5

394±52.5
52.8±18.8
171.7±82.1
65.7±18.0
289.9±36.7
96.4±53.1
87±58.6
241.9±51.3
238.1±64.4
144.2±73.6
178.1±50.9

499.1±48.8
55.7±17.5
207.4±69.9
72.4±17.8
461.2±36.0
157.8±109.1
369.4±17.3
385.3±31.3
447.4±31.1
275.3±39.6
293.1±41.8

Table 18. Comparison of RMSSD, NN50, and PNN50
RMSSD

NN50

PNN50

Subs.

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

105

387.1±51.1

480.9±46.7

9.6±1.2

5.1±1.0

0.3±0.0

0.3±0.0

122

52.6±18

56.7±15.9

0.8±0.7

0.2±0.4

0.1±0.0

0.0±0.0

133

168.9±80.7

203.7±68.8

1.5±1.0

1.7±0.8

0.1±0.0

0.0±0.0

135

64.3±17.5

70.9±16.1

2.5±0.8

1.05±0.4

0.1±0.0

0.1±0.0

140

285.5±36.0

452.3±35.1

3.6±0.8

6.1±1.0

0.1±0.0

0.2±0.0

143

94.8±52.1

150.2±103.6

4.0±1.2

1.8±0.6

0.1±0.0

0.2±0.0

145

86.0±57.96

364.1±17.03

1.6±1.1

5.7±0.5

0.0±0.0

0.2±0.0

165

238.8±50.5

379.5±30.6

2.9±1

6.0±0.7

0.1±0.0

0.2±0.0

179

235.0±63.4

439.8±30.4

4.05±1.2

7.6±0.9

0.1±0.0

0.3±0.0

183

142.4±72.5

270.9±39.1

0.9±0.6

2.5±0.6

0.0±0.0

0.1±0.0

Mean

175.5±50.0

286.9±40.3

3.2±1

3.8±0.7

0.1±0.0

0.1±0.0
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Table 19. Comparison of LF(%), HF(%), and LF
LF (%)
Subs.
105
122
133
135
140
143
145
165
179
183
Mean

Baseline
(Mean±Std)
24.8±3.1
42.9±4
31.0±6.7
41.8±3.8
28.3±2.6
33.9±5.3
35.3±6.7
26.7±3.1
27.8±4.0
32.6±6.6
32.5±4.6

HF(%)

Drowsy
(Mean±Std)
24.8±4.8
39.4±5.9
29.5±5.6
35.3±7.2
24.5±3.3
30.9±5.9
23.9±3.2
24.9±2.7
24.7±3.1
28.1±3.2
28.6±4.5

Baseline
(Mean±Std)
75.1±3.1
57.1±4
68.9±6.7
58.1±3.8
71.7±2.6
66.0±5.3
64.6±6.7
73.2±3.1
72.1±4.0
67.3±6.5
67.4±4.6

LF

Drowsy
(Mean±Std)
75.1±4.8
60.5±5.9
70.4±5.6
64.7±7.2
75.5±3.3
69.1±5.9
76.0±3.2
75.0±2.7
75.2±3.1
71.8±3.2
71.3±4.5

Baseline
(Mean±Std)
8835.3±2733.9
1323.3±404.51
2785.1±1890.8
1886.3±475.7
6464.1±2030.3
1314.0±822.2
1047.6±1067.5
4240.4±2114.9
4333.0±2298.8
2239.2±2145.7
3446.8±1598.4

Drowsy
(Mean±Std)
14306.3±4715.2
1661.5±732.5
3879.5±1836.0
1480.5±592.8
11830.0±2836.9
3004.0±2941.8
7141.6±2034.7
8364.9±1822.9
10283.9±2541.6
5774.8±2149.8
6772.7±2220.4

Table 20. Comparison of HF and LF/HF
HF

LF/HF

Subs.

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

105
122
133
135
140
143
145
165
179
183
Mean

26539.8±6849.2
1727.3±435.8
7056.2±4712.9
2598.5±576.0
16223.3±4295.0
2822.7±2265.3
2277.8±2534.9
11447.2±4863.9
11411.9±5603.2
5251.6±4231.4
8735.6±3636.8

41976.4±6396.8
2385.7±948.5
10035.8±4376.5
2584.4±803.0
36298.8±5359.6
8480.4±8656.2
22290.8±3514.2
25248.7±3985.7
31227.1±4965.7
15657.1±4351.7
19618.5±4335.8

0.3±0.0
0.7±0.1
0.4±0.1
0.7±0.1
0.4±0.0
0.5±0.1
0.5±0.1
0.3±0.0
0.3±0.0
0.5±0.1
0.5±0.1

0.3±0.1
0.6±0.1
0.4±0.1
0.5±0.1
0.3±0.0
0.4±0.1
0.3±0.0
0.3±0.0
0.3±0.0
0.4±0.0
0.4±0.0

3.2

Pulse Rate Variability (PRV) Analysis
Pulse rate variability (PRV) analysis using PPG is very similar to commonly used HRV

analysis using ECG. PPG is easily obtainable compared to ECG, which is beneficial for on-board
real-time applications. Previous studies showed that PRV could replicate HRV during the resting
condition (especially supine position), but both PRV and HRV are not similar during tensed or
active condition and often disagree to an unacceptable range [132]. However, to check the
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feasibility of PPG, PRV using 5 min segmentation has been calculated. Like HRV analysis, time
domain and frequency domain features were extracted. Two sample T-test had been used to check
whether any significant change happened during drowsy periods compared to baseline. The p
values for different features are, heart rate (p=0.14), SDNN (p=0.057), SDSD (p=0.06), RMSSD
(p=0.06), NN50 (p=0.63), pNN50 (p=0.44), VLF percentage (p=0.60), LF percentage (p=0.22),
HF percentage (p=0.62), and LF/HF (p=0.75). No features showed significant (p<0.05) change
during drowsy periods. Tables 17 to 20 represent the feature values extracted for PRV analysis
using 5 min segmentation.
Table 21. Comparison of Heart rate, SDNN, and SDSD
Pulse rate
Subs.
105
122
133
135
140
143
145
165
179
183
Mean

Baseline
(Mean±Std)
77.7±1.2
73.6±0.4
81.0±0.8
68.3±1.2
83.0±0.5
80.3±0.8
98.6±0.9
89.9±0.3
92.0±0.8
83.4±0.3
82.8±0.7

SDNN

Drowsy
(Mean±Std)
71.8±0.7
73.8±0.4
80.6±0.6
64.2±0.5
78.3±0.4
72.7±0.8
86.2±0.2
83.8±0.3
80.9±0.5
81.9±0.6
77.4±0.5

Baseline
(Mean±Std)
161.6±12.2
70.9±7.5
109.4±12.9
137.9±12.2
139.0±8.5
162.6±9.2
136.8±12.8
127.0±11.2
136.6±16.4
99.9±13.7
128.2±11.7

SDSD

Drowsy
(Mean±Std)
169.2±9.4
80.2±8.9
111.6±9.7
95.3±9.9
210.0±7.3
195.2±9.57
253.9±2.3
226.3±5.0
269.9±4.2
136.5±9.0
174.8±7.5

Baseline
(Mean±Std)
213.9±18.8
86.6±11.8
145.6±19
151.9±18.9
202.6±13.4
216.8±14.6
201.5±24.5
190.1±16
199.7±25.7
139.8±20.9
174.8±18.3

Drowsy
(Mean±Std)
238.6±15.5
95.3±14.2
150.8±14.2
102.3±16.1
306.7±11.8
266.5±16.1
400.2±6.9
334.0±9.2
412.8±8.8
196.8±14.0
250.4±12.7

Table 22. Comparison of RMSSD, NN50, and PNN50
RMSSD

NN50

PNN50

Subs.

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

105
122
133
135

213.6±18.8
86.4±11.7
145.4±18.9
151.6±18.9

237.9±15.5
95.0±14.2
150.6±14.1
102.0±16.1

97.1±4
29.9±2.9
57.0±2.8
46.0±4.2

52.6±2.6
20.3±2.5
54.3±3.1
28.3±2.5

0.3±0.0
0.1±0.0
0.1±0.0
0.1±0.0

0.3±0.0
0.1±0.0
0.1±0.0
0.2±0.0

140
143
145
165

202.2±13.3
216.4±14.6
201.3±24.5
189.9±15.9

306.2±11.8
265.8±16.1
399.7±6.8
333.5±9.2

111.2±3.2
103.8±3.7
47.9±7.1
152.1±2.9

95.9±3.8
59.0±3.3
91.9±3.3
134.0±3.4

0.2±0.0
0.3±0.0
0.1±0.0
0.3±0.0

0.3±0.0
0.3±0.0
0.2±0.0
0.4±0.0
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179
183

199.5±25.7
139.6±20.9

412.2±8.7
196.5±13.9

81.7±3.4
14.2±3.4

97.8±3.9
18.4±2.5

0.1±0.0
0.0±0.0

0.3±0.0
0.05±0.0

Mean

174.6±18.3

249.9±12.6

74.1±3.8

65.3±3.1

0.2±0.0

0.2±0.0

Table 23. Comparison of VLF(%), LF(%), and HF(%)
VLF (%)
Subs.
105
122
133
135
140
143
145
165
179
183
Mean

Baseline
(Mean±Std)
5.2±1.4
16.2±3.7
7.0±1.6
11.3±2.3
3.9±0.7
4.9±0.8
4.1±2.5
4±0.5
4.0±1.1
5.1±0.7
6.6±1.5

LF(%)

Drowsy
(Mean±Std)
6.8±1.6
17.9±3.5
6.4±1.0
17.0±3.4
5±0.8
8.0±1.2
2.7±0.3
4.0±0.4
4.3±0.5
4.7±0.5
7.7±1.3

Baseline
(Mean±Std)
35.9±2.9
37.2±3.6
36.9±3.2
42.1±3.8
31.5±2.3
35.1±2.7
28.3±3.4
30.6±2.2
31.4±1.7
34.2±2.3
34.3±2.8

HF(%)

Drowsy
(Mean±Std)
32.1±4.5
36.0±4.3
36±3.1
45.0±5.1
27.1±2.6
33.8±4.0
19.2±1.7
26.4±2.2
22.3±2.4
31.6±1.6
30.9±3.2

Baseline
(Mean±Std)
58.9±3.7
46.5±5.7
55.9±4.1
46.4±5.4
64.4±2.6
60±3
67.5±5.8
65.3±2.3
64.5±2.4
60.6±2.7
59.0±3.8

Drowsy
(Mean±Std)
61.0±5.4
46.0±6.3
57.5±3.6
37.9±7.3
67.8±2.9
58.1±4.6
78.0±1.9
69.5±2.4
73.3±2.6
63.6±1.7
61.3±3.9

Table 24. Comparison of LF/HF
LF/HF
Subs.
105
122
133
135
140
143
145
165
179
183
Mean

3.3

Baseline
(Mean±Std)
0.6±0.0
0.8±0.1
0.6±0.1
0.9±0.2
0.4±0.0
0.5±0.0
0.4±0.0
0.4±0.0
0.4±0.0
0.5±0.0
0.6±0.1

Drowsy
(Mean±Std)
0.5±0.1
0.8±0.0
0.6±0.0
1.2±0.4
0.4±0.0
0.6±0.1
0.2±0.0
0.3±0.0
0.3±0.0
0.5±0.0
0.5±0.1

Pulse arrival time (PAT) Analysis
Several critical physiological features can be easily obtained using both ECG and PPG. For

example, these two signals can be used to calculate pulse arrival time (PAT). PAT is measured as
the time delay between the ECG R-wave and a distal arterial waveform [121][123]. In this study
of the pilots’ drowsiness detection, we focused on the PAT’s behavioral changes during drowsy
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periods compared to alert periods. The basic concept for PAT measurement is depicted in Figure

Voltage (mV)

13.

Time (s)

Figure 13. Pulse arrival time (PAT) calculation technique [11]
Besides PAT using four commonly used methods (i.e., ECG R- peak to PPG peak, ECG
R- peak to PPG foot, ECG R- peak to PPG first derivative peak and PPG second derivative peak),
RR interval, PPG based PP (peak to peak) interval, and PAT/RR were calculated as well. The
reason behind the PAT/RR calculation was to check whether changes in PAT during drowsy
periods were only influenced by the changes in RR intervals during drowsiness; since during
drowsiness there was an increase in RR intervals (i.e., decrease in heart rate) compared to baseline
due to the decrease in sympathetic activity and an increase in parasympathetic activity.
Two sample T-test was performed to check the significant changes in feature values during
drowsy periods compared to alert periods. P-values for all the features are: PAT-peak (p=0.04)*,
RR interval (p=0.004)*, PAT/RR (p=0.06), PP interval (p=0.005)*, PAT-foot (p=0.88), PAT-first
derivative (p=0.10), PAT-second derivative (p=0.11). PAT using PPG peak, RR interval, and PP
interval showed significant change during drowsy periods. Though PAT/RR did not show
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significant change, it has the potential, and for a large number of subjects, it can be a useful feature.
Table 21 represents the PAT-peak and RR interval values calculated for baseline and drowsy
periods, Table 22 represents PAT/RR and PP intervals, and Table 23 presents the PAT values
calculated using three other PAT measurement techniques (i.e., PAT- PPG foot, PAT- PPG first
derivative, and PAT- PPG second derivative). Figure 14 shows the PAT values calculated during
baseline and drowsy periods (mean± SE) for each subject. Figure 15 illustrates RR intervals and
PAT/RR (%) comparison for each subject during baseline and drowsy periods (mean± SE).

Table 25. PAT-peak and RR intervals comparison during drowsy and baseline periods
PAT (Peak)
Subs.

RR Interval

105

Baseline
(Mean±Std)
455.1±16.3

Drowsy
(Mean±Std)
508.8±14.5

Baseline
(Mean±Std)
830.2±39.8

Drowsy
(Mean±Std)
1094.9±110.0

122

355.7±6.1

378.6±14.7

868.0±28.8

1094.8±118.9

126

486.5±13.7

525.4±20.9

908.9±23.5

1247.7±79.8

133

393.3±6.1

439.3±23.0

779±27

826.0±26.4

135

408.1±12.3

470.7±14.4

918.1±57.3

1189.3±29.5

139

430.3±12.9

450.4±13.6

830.6±28.0

872.1±30.8

145

368.9±4.6

432.5±15.0

622.8±20.5

743.9±41.4

165

397.1±12.0

434.0±26.1

698.9±27.2

848.4±64.6

172

383.0±12.4

411.8±3.6

746.0±35.4

868.3±47

179

430.7±14.6

459.1±13

657.7±20.1

865.9±78.0

183

416.9±3.2

421.8±3.7

732.1±16.6

791.5±33.1

199

365.8±3.5

389.2±5.8

789.6±29.0

1062.0±81.0

Mean

407.6±9.8

443.5±14.0

781.8±29.4

958.7±61.7
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Figure 14. Pulse arrival time (PAT) comparison during baseline and drowsy periods (mean±
SE). (Black and red color indicate during the baseline and drowsy periods respectively) [11]

Figure 15. RR interval and PAT/RR (%) comparison for each subject during baseline and
drowsy periods. (Black and red color indicate during the baseline and drowsy periods
respectively) [11]

66

Table 26. Comparison of PAT/RR and PP intervals
PAT/RR
Subs.
105
122
126
133
135
139
145
165
172
179
183
199
Mean

Baseline
(Mean±Std)
0.5±0.0
0.4±0.0
0.5±0.0
0.5±0.0
0.4±0.0
0.5±0.0
0.5±0.0
0.5±0.0
0.5±0.0
0.6±0.0
0.5±0.0
0.4±0.0
0.5±0.0

PP Interval
Drowsy
(Mean±Std)
0.4±0.0
0.3±0.0
0.4±0.0
0.5±0.0
0.3±0.0
0.5±0.0
0.5±0.0
0.5±0.0
0.4±0.0
0.5±0.0
0.5±0.0
0.3±0.0
0.4±0.0

Baseline
(Mean±Std)
829.7±49.8
868.2±27.3
910.2±37.7
779.2±28.2
937.0±52.0
831.1±33.2
622.7±21.0
698.9±29.7
748.2±30.7
657.2±28.3
732.1±18.2
789.8±29.1
783.7±32.1

Drowsy
(Mean±Std)
1094.1±116.2
1094.5±115.5
1249.2±99.4
827.5±41.5
1202.2±44.1
872.6±35.2
743.4±46.5
848.5±62.8
868.7±46.4
868.1±78.5
791.5±34.3
1061.7±81.4
960.2±66.8

Figure 16 depicts all the RR intervals and PATs calculated from all the baseline and drowsy epochs
from all the subjects.

Figure 16. All the PAT and RR intervals comparison (Baseline vs Drowsy)
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Table 27. PAT (foot, first derivative and second derivative) comparison during drowsy
periods and baseline
PAT (PPG foot)
Subs.

PAT (PPG first derivative)

PAT (PPG 2nd derivative)

105
122

Baseline
(Mean±Std)
180.8±9.8
160.1±9.8

Drowsy
(Mean±Std)
169.9±27.4
154.7±25.6

Baseline
(Mean±Std)
277.0±4.6
263.3±3.7

Drowsy
(Mean±Std)
291.6±8.3
275.7±5.8

Baseline
(Mean±Std)
221.0±6.2
214.4±3.7

Drowsy
(Mean±Std)
233.3±6.7
226.6±6.0

126
133

194.1±16.9
170.9±6.5

153.2±43.1
181.3±10.6

307.2±10.7
276.3±2.4

303.8±18.4
288.8±5.8

241.4±15.0
223.9±3.1

239.4±27.1
233.3±8.8

135
139

150.4±9.4
159.6±10.6

125.1±35.5
169.1±8.2

259.5±4.1
262.1±5.1

293.3±7.4
270.0±6.7

207.9±5.3
207.4±7.3

237.1±9.4
215.1±6.8

145
165

178.6±6.9
197.5±10.4

202.0±9.0
190.8±11.7

277.7±4.2
293.2±6.4

306.8±7.3
290.0±6.6

223.7±5.1
239.2±8.6

247.2±6.2
237.4±7.4

172
179

154.2±11.3
205.0±13.7

197.8±6.0
200.3±17.5

270.3±3.7
303.4±10.3

308.1±4.1
317.0±7.3

213.7±4.9
239.0±16.1

253.3±4.3
258.4±9.4

183
199

207.5±15.1
179.1±10.6

200.4±29.8
177.7±24.0

340.2±3.2
282.0±3.6

346.3±3.7
301.3±5.8

291.3±3.2
232.1±3.4

297.7±3.7
252.0±6.3

Mean

178.1±10.9

176.9±20.7

284.3±5.2

299.4±7.3

229.6±6.8

244.2±8.5

Figure 17 delineates PAT values calculated using PPG foot and PPG first derivative peak for
baseline and drowsy periods for each subject.

Figure 17. Comparison of baseline and drowsy PAT using PPG foot and PPG first
derivative peak
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Figure 18 illustrates the comparison of baseline and drowsy PATs using PPG second derivative
peaks.

Figure 18. Comparison of baseline and drowsy PAT using PPG second derivative peak

3.4

PPG Waveform based Features Extraction

3.4.1 Commonly used PPG features
Besides PAT, some other only PPG based features feasibility were checked for drowsiness
detection, namely: systolic amplitude (i.e., PPG foot to PPG peak height), crest time (time required
to reach PPG peak from the previous PPG foot), pulse interval (PPG foot to foot distance), ratio
of pulse interval and systolic amplitude, and diastolic time (time required to reach the next foot
from the current PPG peak). Figure 19 illustrates all the features just mentioned. Two sample Ttest showed three features that have the potential (p<0.05) to discriminate drowsy and baseline
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periods, which are crest time (p=0.047) *, pulse interval (p=0.007) *, and diastolic time (p=0.009)
*. Two other features did not show any significant changes, systolic amplitude (p=0.55) and pulse
interval/systolic amplitude (p=0.239).

Figure 19. PPG waveform based features extraction [11]
Tables 24 and 25 represent the comparison of the feature values calculated during baseline and
drowsy periods.

Table 28. PPG based features (systolic amplitude, crest time, and pulse interval)
comparison during baseline and drowsy periods
Systolic Amplitude
Subs.
105
122
126
133
135
139
145
165
172
179
183
199
Mean

Baseline
(Mean±Std)
0.8±0.0
0.7±0.0
0.6±0.1
1.7±0.1
1.2±0.1
1.1±0.1
2.1±0.1
0.3±0.0
0.8±0.0
0.6±0.1
4.7±0.2
1.2±0.2
1.3±0.1

Drowsy
(Mean±Std)
0.8±0.1
0.8±0.1
0.2±0.0
0.9±0.0
1.3±0.2
1.1±0.1
1.2±0.1
0.4±0.0
0.6±0.0
1.0±0.1
3.5±0.3
1.3±0.3
1.1±0.1

Crest Time
Baseline
(Mean±Std)
270.4±20.0
194.6±11.3
287.9±15.9
222.3±9.9
252.6±20.0
270.6±16.0
192.7±10.4
200.5±18.2
232.4±14.2
231.7±24.2
209.4±15.2
196.1±14.9
230.1±15.9
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Drowsy
(Mean±Std)
346.9±43.9
249.9±51.9
404.2±63.2
242.6±25.0
343.4±45.6
281.3±15.4
230.5±16.2
243.8±31.2
213.6±6.1
259±23.3
231.2±34.9
214.4±30.5
271.7±32.3

Pulse Interval
Baseline
(Mean±Std)
813.4±42.6
854.8±31.0
925.4±29.3
778.9±27.1
946.7±67.9
830.3±33.0
633.9±34.2
702.7±37.1
771.9±33.3
672.1±36.5
732.6±19.7
810.0±49.9
789.4±36.8

Drowsy
(Mean±Std)
1093.7±110.3
1094.8±125.1
1248.9±110.0
805.1±35.4
1202.0±65.3
872.1±33.6
743.7±43.2
849±65.3
868.9±47.5
867.2±81.1
791.3±40.9
1058.2±81.1
957.9±69.9

Table 29. PPG based features (pulse interval/systolic amplitude and diastolic time)
comparison during drowsy periods and baseline
Pulse Interval/Systolic Amplitude
Subs.

Diastolic Time

105
122
126
133
135
139
145
165
172
179
183
199

Baseline
(Mean±Std)
954.7±78.2
1137.4±109.9
1427.5±233.5
445.2±34.2
769.5±82.2
700.9±58.6
295.1±18.6
2084.5±260.3
947.2±51.5
1061.8±173.1
158.7±9.9
642.3±111.7

Drowsy
(Mean±Std)
1347.0±153.4
1330.3±150.1
4782.6±486.2
887.5±102.7
1023.7±157.7
775.6±79.7
671.4±86.5
2024.1±319.8
1279.5±105.1
826.1±79.8
233.0±31.8
825.4±155.0

Baseline
(Mean±Std)
543.5±37.6
660.2±25.9
636.5±23.7
556.5±24
693.4±54.0
560.3±28.9
441.5±26.9
501.9±30.0
540.4±23.2
441.4±23.7
522.9±9.0
614.9±40.2

Drowsy
(Mean±Std)
747.0±90.0
844.3±91.5
844.1±76.0
566.0±31.3
858.6±44.6
590.8±30.4
512.9±36.9
605.1±51.1
655.1±43.3
607.9±66.8
559.9±15.9
846.4±74.2

Mean

885.4±101.8

1333.9±159.0

559.4±28.9

686.5±54.3

Figure 20 illustrates the comparison of crest time and diastolic time during baseline and drowsy
periods (mean ± SE).

Figure 20. Increase in PPG crest time and diastolic time (Mean ± standard error (SE)) during
drowsy periods compared to alert periods [11]
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3.4.2 PPG width based features
3.4.2.1 Systolic side
PPG waveform width based features were extracted based on different points (fraction or
percentage) of the total height of the waveform. The features were, 10%, 20%, 25%, 33%, 50%,
66%, 75%, and 90% of the height of the waveform, for both systolic and diastolic side. None of
the features appeared as potential indicator (p<0.05) of drowsiness based one the two sample Ttest results, where systolic width-10%(p=0.44), systolic width-20% (p=0.46), systolic width-25%
(p=0.46), systolic width-33% (p=0.47 ), systolic width-50% (p=0.48), systolic width-66%
(p=0.47), systolic width-75% (p=0.48), and systolic width-90% (p=0.46). Table 26, 27, and 28

Voltage (mV)

present the feature values from the systolic side.

Samples (500Hz)

Figure 21. PPG width-based features extraction (both systolic and diastolic side)

72

Table 30. PPG width based features (10%, 20%, and 25% of the systolic peak) comparison
(systolic side)
Systolic Width (10%)
Subs.
105
122
126
133
135
139
145
165
172
179
183
199
Mean

Baseline
(Mean±Std)
235.2±31.3
144.7±7.4
266.5±65.6
172.1±9.8
187.5±26.6
226.4±12.7
157.3±15.7
184.4±34.3
166.0±9.5
189.4±18.1
137.6±2.8
140.5±8.5
184.0±20.2

Drowsy
(Mean±Std)
269.4±20.5
157.8±14.1
321.5±50.7
203.9±21
192.5±30.1
226.1±14.3
175.8±13.4
197.4±28.0
159.0±4.7
199.5±15.8
137.0±3.2
146.4±7.4
198.9±18.6

Systolic Width (20%)
Baseline
(Mean±Std)
216.0±29.5
126.4±6.8
243.1±62.2
154.3±9.6
167.3±25.9
207.3±12.6
139.4±14.8
167.3±33.7
147.0±8.8
170.4±17.3
118.0±2.2
123.0±7.2
165±19.2

Drowsy
(Mean±Std)
246.8±19.7
139.0±13.6
294.2±48.5
184.8±21.7
171.3±28.4
207.1±13.9
157.3±12.8
179.9±27.4
140.6±4.1
179.5±15.2
117.5±2.3
127.8±6.6
178.8±17.8

Systolic Width (25%)
Baseline
(Mean±Std)
208.0±28.3
119.4±6.6
233.6±61.1
147.0±9.5
159.8±25.6
199.3±12.5
132.1±14.4
160.3±33.3
139.5±8.4
162.3±16.7
110.4±1.9
115.9±6.7
157.3±18.8

Drowsy
(Mean±Std)
237.6±19.4
131.9±13.4
283.4±48.2
177.4±21.8
163.5±27.7
199.3±13.9
149.7±12.6
172.8±27.2
133.4±4
171.1±14.9
110.1±2.1
120.5±6.2
170.9±17.6

Table 31. PPG width based features (33%, 50%, and 66% of the systolic peak) comparison
(systolic side)
Systolic Width (33%)

Systolic Width (50%)

Systolic Width (66%)

Subs.

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

105
122
126
133
135
139
145
165
172
179
183
199
Mean

195.8±26.8
109.3±6.6
219.8±59.6
136.7±9.3
148.6±25.2
187.7±12.7
121.9±13.7
150.3±33.1
128.5±8.15
150.9±16.5
100.0±1.9
106.3±6.4
146.3±18.3

223.7±19.3
121.7±13.3
266.8±47.8
166.4±22.1
151.8±26.9
187.8±13.7
138.8±12.1
162.4±26.8
122.6±3.8
159.5±14.7
99.6±1.9
110.5±6
159.3±17.3

171.2±23.3
90.4±6.2
191.2±54.9
116.8±9.2
127.9±24.2
164.3±12.7
101.8±12.6
130.6±32.0
107.7±7.5
128.2±15.8
80.8±1.5
87.7±5.6
124.9±17.1

194.7±19.1
102.3±12.9
231.8±46.6
144.7±22.2
130.2±24.8
164.4±13.1
117.3±11.1
142.1±25.7
102.5±3.5
136.6±14.2
80.6±1.7
91.2±5.2
136.5±16.7

143.4±18.8
73.0±5.9
155.8±34.6
97.8±8.9
108.1±22.5
139.6±13.0
82.7±10.9
111.6±30.7
88.1±6.8
105.6±14.7
63.6±1.5
70.7±5.04
103.3±14.4

161.2±19.5
84.5±12.4
189.4±38.5
123.7±22.0
109.6±22.4
139.5±12.6
96.6±9.8
122.2±24.3
83.6±3.2
114.07±13.3
63.7±1.5
73.8±4.8
113.5±15.3
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Table 32. PPG width based features (75% and 90% of the systolic peak) comparison
(systolic side)
Systolic Width (75%)
Subs.
105
122
126
133
135
139
145
165
172
179
183
199
Mean

Baseline
(Mean±Std)
124.0±16.1
62.5±5.5
135.7±32.1
85.9±8.8
95.5±21.4
121.9±13.3
70.8±10.1
99.0±29.1
75.9±6.4
91.1±14.2
53.4±1.4
60.5±4.8
89.7±13.6

Drowsy
(Mean±Std)
136.4±19.3
73.5±11.8
162.5±38.9
109.8±21.7
96.6±20.7
121.6±13.1
83.5±9.2
109.1±22.9
71.8±3.1
99.4±12.6
53.5±1.4
63.0±4.7
98.4±15

Systolic Width (90%)
Baseline
(Mean±Std)
78.8±12.8
40.1±4.5
87.8±29.5
59.0±8.3
66.8±18.1
75.5±11.2
45.3±7.0
69.2±23.2
49.5±4.9
58.5±10.6
32.8±1.3
38.7±3.8
58.5±11.2

Drowsy
(Mean±Std)
81.4±15.5
49.5±10
102.6±37.4
77.3±21.3
67.4±17.0
75.9±12.3
54.3±6.7
76.8±18.3
46.6±2.5
65.4±9.7
32.9±1.3
40.6±3.6
64.2±13

3.4.2.2 Diastolic side
For the diastolic side of the PPG waveform, the T-test result is quite same. None of the
features from diastolic side appeared as potential indicator (p<0.05) of drowsiness. Two sample
T-test results: diastolic width-10%(p=0.19), diastolic width-20%(p=0.22), diastolic width25%(p=0.30), diastolic width-33%(p=0.41), diastolic width-50%(p=0.44), diastolic width66%(p=0.51), diastolic width-75%(p=0.55), and diastolic width-90%(p=0.65). Table 29, 30, and
31 represent the feature values for both baseline and drowsy periods calculated from the PPG
diastolic side.
Table 33. PPG width based features (10%, 20%, and 25% of the systolic peak)
comparison (diastolic side)
Diastolic Width (10%)

Diastolic Width (20%)

Diastolic Width (25%)

Subs.

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

Baseline
(Mean±Std)

Drowsy
(Mean±Std)

105

489.3±91.4

588.3±52.7

424.5±74.5

502.9±39.9

397.2±67.8

466.6±34.4

122
126

574.3±75.5
575.6±116.3

589.3±42.9
694.8±73.7

476.9±57.9
509.5±127.9

485.8±32.6
608.0±69.1

441.1±49.8
459.7±92.4

448.2±28.8
545.9±54.2

133

448.6±18.4

473.6±25.7

386.9±16

413.3±27.5

361.5±15.7

383.5±29.0
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135
139

594.4±68.5
485.9±35.6

610.2±43.2
488.2±28.9

491.9±50.6
408.3±30.3

507.1±30.4
416.2±21.7

455.6±45.4
376.8±29.3

470.0±27.1
382.7±21.9

145

382.3±32.1

415.8±28.7

324.5±27.4

354.7±25.9

297.9±27.7

329.7±26.0

165
172

476.5±48.1
454.8±52.5

502.4±45.5
499.2±30.2

420.0±39.5
389.3±36.9

437.7±36.3
421.7±16.6

395.7±36.8
364.8±34.1

410.0±33.6
394.4±13.7

179

423.0±56.5

480.7±41.5

369.4±44.1

411.1±29.3

346.7±40.1

382.8±27.0

183
199

410.6±11.1
537.3±86.2

412.3±9.9
614.2±53.1

350.8±10.2
453.3±55.7

346.4±10.5
506.4±33.8

311.9±19.1
424.1±50.6

277.2±38.8
468.9±29.8

Mean

487.7±57.7

530.7±39.7

417.1±47.6

450.9±31.1

386.1±42.4

413.3±30.4

Table 34. PPG width based features (33%, 50%, and 66% of the systolic peak)
comparison (diastolic side)
Subs.
105
122
126
133
135
139
145
165
172
179
183
199
Mean

Diastolic Width (33%)

Diastolic Width (50%)

Diastolic Width (66%)

Baseline
(Mean±Std)
357.9±57.2
394.2±40.8
413.9±84.4
325.1±15.8
405.4±39.4
333.6±26.3
256.7±33.2
360.3±33.6
329.9±31.3
314.3±35.8
165.1±18.5
385.3±43.2
336.8±38.3

Baseline
(Mean±Std)
286.0±39.6
311.7±30.3
321.8±54.7
245.9±16.6
310.7±32.1
259.1±22.0
174.4±34.1
288.5±27.8
256.5±29.0
249.0±33.9
113.6±6.6
315.6±30.1
261.1±29.7

Baseline
(Mean±Std)
224.3±27.5
226.4±47.0
253.7±38.4
165.4±11.6
218.4±28.2
194.1±19.4
118.3±18.4
217.4±31.7
171.7±22.7
175.4±34.7
81.9±3.5
206.6±65.7
187.8±29.1

Drowsy
(Mean±Std)
414.9±29.0
398.8±24.3
480.6±44.7
345.5±29.9
417.7±23.1
338.8±20.7
294.0±25.2
370.0±31.3
356±10.8
343.5±23.6
166.6±20.4
420.3±26.0
362.2±25.7

Drowsy
(Mean±Std)
321.3±24.0
313.6±21.6
371.7±41.8
270.8±26.5
319.4±23.8
264±17.8
216.8±27.8
296.0±27.3
280.3±9.2
271.9±20.4
114.6±7.8
335.3±21.5
281.3±22.5

Drowsy
(Mean±Std)
244.9±19.4
215.5±31.8
282.6±36.5
184.2±25.0
223.8±24.3
199.0±16.9
143.3±26.1
228.2±25.9
186.2±14.9
198.0±21.9
82.3±4.4
228.1±46.7
201.3±24.5

Table 35. PPG width based features (75% and 90% of the systolic peak) comparison
(diastolic side)
Diastolic Width (75%)
Subs.
105
122
126
133
135
139
145
165
172
179
183
199
Mean

Baseline
(Mean±Std)
187.2±26.1
174.6±42.3
214.1±35.2
132.8±9.7
161.4±24.6
154.0±20.2
93.9±12.7
170.6±34.0
128.3±12.9
126.9±26.5
65.9±2.4
142±54.3
146.0±25.1

Drowsy
(Mean±Std)
203.9±18.5
160.0±25.9
238.6±34.8
143.4±22.2
167.9±20.1
157.6±18.1
112.0±19.8
182.8±26.7
134.8±9.3
144.2±20.5
65.9±3.0
164.1±42.2
156.3±21.8
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Diastolic Width (90%)
Baseline
(Mean±Std)
106.5±26.8
88.4±18.6
126.8±39.4
80.9±7.7
91.9±17.6
76.5±13.5
53.6±7.2
84.4±20.1
69.1±6.1
65.1±12.1
37.5±1.3
68±33.1
79.1±16.9

Drowsy
(Mean±Std)
122.2±22.4
79.1±16.1
135.4±43.9
81.3±15.2
95.6±14.8
78.0±14.5
62.6±6.5
92.5±20.0
69.6±5.4
72.3±10.1
37.3±1.4
79.1±31.0
83.8±16.8

3.4.3 Timing features from PPG waveform
PPG features based on commonly used points (i.e., peak, dicrotic notch, diastolic peak)
were extracted as well. The features were: crest time (from previous PPG foot to PPG peak),
dicrotic notch time (previous PPG foot to PPG dicrotic notch), diastolic peak time (last PPG foot
to PPG diastolic peak), systolic peak to dicrotic notch time (distance between PPG peak and
dicrotic notch), dicrotic notch to diastolic peak time, systolic peak to diastolic peak time, diastolic
time (from diastolic peak to PPG foot), and diastolic time (from dicrotic notch to PPG foot). Figure
22 depicts all the features just discussed.
Based on the two sample T-test, two features diastolic peak time (p=0.05) and systolic peak
to diastolic peak (p=0.05) appeared as promising indicators and may show significant change for
a large number of subjects. All other features, i.e., crest time (p=0.08), dicrotic notch time
(p=0.07), systolic peak to dicrotic notch time (p=0.08), dicrotic notch to diastolic peak (p=0.09),
diastolic time using diastolic peak (p=0.07) and diastolic time using dicrotic notch (p=0.07) might
show significant change for large number of subjects. Tables 32, 33, and 34 present the feature

Voltage (mV)

values calculated on the PPG diastolic side.

Samples (500Hz)

Figure 22. PPG waveform timing features extraction
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Table 36. PPG features (crest time, dicrotic notch time, and diastolic peak time)
comparison for baseline and drowsy periods
Crest time
Subs.
105
122
126
133
135
139
145
165
172
179
183
199
Mean

Baseline
(Mean±Std)
263.1±19.8
169.7±8.1
285.5±18.4
204.8±12.5
244.8±22.2
263.5±17.3
177.6±10.6
181.4±20.1
219.1±17.4
219.6±26.3
202.3±16.2
167.8±10.6
216.6±16.6

Drowsy
(Mean±Std)
325.9±38.4
217.2±55.2
320.8±82.2
226.6±40.1
323.0±56.3
273.4±17.5
220.6±17.5
227.2±40.4
196.2±7.4
253.9±27.2
224.9±41.1
192.2±31.3
250.2±37.9

Dicrotic notch time
Baseline
(Mean±Std)
498.9±199.6
357.1±29
559.4±177.9
429.4±82.3
546.9±115.8
536.2±99.4
331.3±46.3
335.8±63.7
429.7±78.7
364.0±101.9
400.1±42.2
327.2±84.6
426.3±93.4

Drowsy
(Mean±Std)
752.3±134.0
462.1±126.1
684.7±234.9
435.6±83.4
755.5±132.8
590.7±105.2
388.8±85.0
433.8±150.6
374.1±24.8
465.0±119.1
433.8±58.8
420.3±90.0
516.4±112.1

Diastolic peak time
Baseline
(Mean±Std)
559.8±219.2
415.3±27.0
611.4±194.8
484.5±84.9
610.6±128.1
596.3±111.3
404.1±64.0
403.1±84.3
483.5±80.2
419.8±88.7
467.2±46.9
394.3±84.7
487.5±101.2

Drowsy
(Mean±Std)
813.7±151.9
525.1±126.7
744.0±224.0
508.5±78.2
817.8±136.4
655±125.1
451.7±98.3
499.3±151.3
451.4±20.6
529.2±112.1
502.9±60.7
491.1±88.9
582.5±114.5

Table 37. PPG features (systolic peak to dicrotic notch time, dicrotic notch to diastolic
peak, and systolic peak to diastolic peak) comparison for baseline and drowsy periods
Systolic peak to dicrotic
notch time
Subs.
105
122
126
133
135
139
145
165
172
179
183
199
Mean

Baseline
(Mean±Std)
235.7±189.1
187.3±28.9
273.9±176.4
224.6±85.2
302.0±108.8
272.6±98.1
153.6±45.2
154.3±62.6
210.6±75.7
144.3±96.6
197.7±37.5
159.4±83.9
209.7±90.7

Drowsy
(Mean±Std)
426.3±124.6
244.9±93.4
363.8±192.2
209±83.8
432.5±119.4
317.2±106.1
168.1±86.1
206.6±138.4
177.9±22.6
211.0±110.9
208.9±37.3
228.1±83.2
266.2±99.8

Dicrotic notch to
diastolic peak
Baseline
(Mean±Std)
57.3±40.6
58.1±21.0
51.9±31.6
53.6±29.4
63.7±31.2
60.1±29.8
72.7±28.2
67.3±40.3
54.7±29.2
55.8±37.0
66.1±28.1
67.1±36.6
60.7±31.9
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Drowsy
(Mean±Std)
60.1±38.8
62.9±21.0
59.3±27.6
65.7±19.3
56.6±25.7
64.2±39.1
65.4±25.7
65.2±28.9
77.2±29.1
64.2±31.3
69.0±31.2
70.1±24.1
65.0±28.5

Systolic peak to diastolic
peak
Baseline
(Mean±Std)
296.3±208.1
245.5±27.2
325.8±193.2
279.7±87.7
365.8±123.7
332.7±110.4
226.6±63.1
221.7±82.4
264.9±77.9
200.2±83.4
264.9±41.0
226.5±84.8
270.9±98.6

Drowsy
(Mean±Std)
488.2±143.6
307.8±94.3
423.2±185.9
277.8±86.4
494.1±124.8
381.5±126.3
232.1±100.6
271.9±138.9
255.2±23.4
275.2±106.2
277.9±42.6
298.7±83.4
332.0±104.7

Table 38. PPG features (diastolic time (from diastolic peak), and diastolic time (from
dicrotic notch)) comparison for baseline and drowsy periods
Diastolic time (from diastolic peak)
Subs.
105
122
126
133
135
139
145
165
172
179
183
199
Mean
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Baseline
(Mean±Std)
257.0±207.3
448.27±39.6
258.8±153.6
283.4±64.6
316.7±124.3
227.7±110.3
197.1±30.4
324.8±125.7
258.0±65.9
365.5±245.9
254.3±14.6
405.5±64.4
299.8±103.9

Drowsy
(Mean±Std)
268.1±160.2
571.9±119.9
474.2±269.7
309.2±82.7
381.8±125.3
223.1±139.8
288.4±98.7
355.6±141.6
415.8±57.6
337.6±117.8
289.5±49.6
575.1±100.4
374.2±122.0

Diastolic time (from dicrotic notch)
Baseline
(Mean±Std)
318.3±188.4
510.3±38.5
320±146.7
340.8±70.3
384.3±106.4
288.9±96.8
275.9±22.4
394.0±110.8
318.0±70.4
429.4±232.2
322.7±17.1
474.7±49.6
364.8±95.8

Drowsy
(Mean±Std)
330.3±140.7
636.7±119.4
533.6±278.5
375±81.6
439.8±114.2
288.5±119.8
353.7±88.7
422.2±143.2
496.5±45.2
404.2±121.0
360.9±53.2
648.2±96.3
440.8±116.8

EEG Spectral Analysis
As it is mentioned earlier, focus of this study is to detect drowsiness using only the

cardiovascular signals (i.e., ECG and PPG) since they are comparatively easier to collect than EEG
and feasible for real-time applications. However, EEG spectral analysis also been performed to
see the changes in different EEG frequency bands during drowsy periods compared to baseline.
Relative power spectral density (PSD) estimation has been performed in four EEG frequency
bands (delta (δ, 0.5-4Hz), theta (θ, 4-8Hz), alpha (α, 8-13Hz), and beta (β, 13-30Hz)) [63]. The
steps followed for processing EEG data is shown below in Figure 25. The EEGLAB toolbox
(Version 14.1.1b) was used for processing the raw EEG data [133]. EEG data from all the channels
were resampled to 125 Hz, then the high amplitude artifacts due to body movements were removed
by visual observation. The signal was then filtered using 0.5-30 Hz bandpass FIR filter to eliminate
other high or low-frequency artifacts.
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Figure 23. Signal processing steps followed in computing relative spectral power
distribution in the respective EEG frequency bands [119]
INFOMAX algorithm for Independent Component Analysis (ICA) was applied to decompose the
filtered data, and then ocular artifacts were removed automatically by applying the ADJUST
algorithm [134][135]. After these, power spectral density (PSD) was calculated using Welch’s
method of power spectral density estimation. Relative PSD of the frequency bands were then
calculated. Besides each frequency band’s relative power, four other ratio indices were calculated
as well, which were (i) (θ+α)/β, (ii) α/β, (iii) (θ+α)/(α+β), and (iv) θ/β [66]. In total, means of the
eight indicators were calculated for three physiological states (i.e., alert, microsleeps (<15s) and
longsleeps (>15s)) from the corresponding channels of the brain regions. All the mean values were
later used for statistical analysis to find useful indicators for drowsiness detection [119].

Table 39. Relative spectral power distribution in four frequency bands for five brain
regions ((frontal, F), (central, C), (parietal, P), (temporal, T), and (occipital, O)) under
three conditions (baseline, microsleep, and longsleep). ‘*’ and ‘†’ represent the alpha level:
p=0.05, and p=0.01 [119]
Indicator

Region

Baseline (%)

MS (%)

LS (%)

δ

F
C
P
T
O
F
C
P
T
O

68.1±10.9
64.9±9.9
63.3±11.7
66.1±11.9
60.4±13.3
13.6±4.2
13.4±3.3
13.7±3.7
9.8±3.2
11.7±3.4

49.2±12.†
42.8±12.2†
36.3±13.4†
50.3±12.0*
38.6±12.8†
15.8±3.4
15.8±5.5
13.0±4.6
12.5±4.0
12.6±6.6

57.1±9.6
52.2±11.0
47.2±14.8*
56.9±11.5
47.2±14.2
16.1±2.4
15.7±2.9
15.3±3.4
12.4±2.4
13.9±3.3

θ
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α

β

F
C
P
T
O
F
C
P
T
O

8.1±3.8
9.6±3.5
10.5±3.9
8.0±3.8
10.4±3.5
10.3±4.5
12.1±4.9
12.4±5.5
15.9±8.7
17.4±9.3

23.6±12.8†
28.6±14.0†
39.6±16.3†
20.6±11.3†
33.7±16.6†
11.3±3.4
12.7±4.8
11.0±3.7
16.6±6.8
15.1±6.1

15.8±9.2*
20.2±11.7*
27.0±17.0*
14.4±8.4
22.2±13.4*
10.9±5.1
11.8±6.4
10.4±5.1
16.2±7.6
16.6±8.1

Table 40. Change in ratio indices in five brain regions, under three conditions (baseline,
microsleep, and longsleep). ‘*’ and ‘†’ indicate the alpha level: p=0.05, and p=0.001
respectively [119]
Indicator

Region

Baseline (%)

MS (%)

LS (%)

(θ+α)/β

F

2.4±0.9

3.9±2.2*

3.4±1.6

C

2.2±0.9

4.1±2.2*

3.9±2.8*

P

2.2±0.7

5.5±2.8†

5.1±3.6*

T

1.6±0.9

2.5±1.3

2.1±1.3

O

1.5±0.6

3.8±2.4†

2.7±1.4

F

0.8±0.2

2.4±1.7*

1.8±1.3

C

0.8±0.2

2.7±2.0†

2.3±2.5*

P

0.9±0.2

4.2±2.7†

3.4±3.5†

T

0.6±0.2

1.5±1.1*

1.2±1.1

O

0.7±0.2

2.9±2.3†

1.7±1.3*

F

1.3±0.4

1.1±0.1

1.2±0.2

C

1.2±0.4

1.1±0.1

1.1±0.2

P

1.1±0.3

1.0±0.1

1.1±0.1

T

0.9±0.4

0.9±0.1

0.9±0.1

O

0.9±0.2

0.9±0.1

0.9±0.2

F

1.6±0.8

1.5±0.5

1.7±0.5

C

1.4±0.7

1.4±0.4

1.6±0.6

P

1.3±0.6

1.2±0.3

1.6±0.5

T

1.0±0.7

0.9±0.3

0.9±0.3

O

0.9±0.4

0.9±0.4

1.0±0.4

α/β

(θ+α)/(α+β)

θ/β
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Our analysis showed that the delta band (0.5-4Hz) power decreases significantly during
microsleeps (all the brain regions) and longsleeps (frontal and parietal) compared to baseline.
Alpha band (8-13Hz) power increases significantly during microsleeps (all the brain regions) and
longsleeps (except temporal region) compared to baseline. In the case of ratio indices, (θ+α)/β
showed significant increases during microsleeps (except temporal region) and longsleeps (except
temporal and occipital) compared to baseline. Besides, α/β showed a substantial increase during
microsleeps (all the brain regions) and longsleeps (except frontal and temporal) compared to
baseline. Figures 24 and 25 depict the changes of different indicators during three
psychophysiological states (i.e., baseline, microsleeps, and longsleeps).

Figure 24. Relative spectral power distribution (mean±SE) in four EEG frequency bands: δ,
θ, α, and β during three psychological states (baseline (BL), microsleeps (MS), and longsleeps
(LS)) in five brain regions ((Frontal, F), (Central, C), (Parietal, P), (Temporal, T), and
(Occipital, O)). The x-axis represents three psychological states, and the y-axis represents
relative PSD [119]
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Figure 25. Changes observed in four ratio indices (mean±SE) during three psychological
states (Baseline (BL microsleeps (MS), and longsleeps (LS)) in five brain regions ((Frontal,
F), (Central, C), (Parietal, P), (Temporal, T), and (Occipital, O)). The x-axis represents three
psychological states and the y-axis represents relative PSD [119]

3.6

Machine Learning for drowsy periods detection
Machine learning algorithms were utilized to check the real-time applicability of the

proposed system. All the drowsy and baseline periods were separated based on the annotations
provided by Seeing Machines and manual observation of the EOG signal. At first, five features
(using both ECG and PPG) were extracted from each epoch since these features were proved useful
based on statistical analysis. The features were PAT-peak, RR interval, PP interval, crest time,
and diastolic time. Later, these extracted features were fed to machine learning algorithms to check
the drowsy and baseline epoch classification accuracy. Support Vector Machine (SVM, Gaussian)
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achieved 90% accuracy in classification of drowsy and baseline epochs (AUC=0.89, 25% held
out).
Then only PPG based features were extracted and checked to see whether it is possible to
detect drowsiness using only the PPG signal since PPG is much easier to collect than ECG and
EEG, as well as feasible for real-time wearable applications. Eight features, (crest time, dicrotic
notch time, diastolic peak time, dicrotic notch to systolic peak, diastolic peak to dicrotic notch,
diastolic peak to systolic peak, diastolic time (from diastolic peak), and diastolic time (from
dicrotic notch)) were extracted from each subject PPG signal. In this case the classification
accuracy was 87% using SVM (Gaussian, AUC=0.91, 5-fold Cross-validation). Though overall
classification accuracy reduced, it indicates that using only PPG features it is possible to classify
the drowsy epochs with satisfactory accuracy.
In another approach, instead of dealing with all the subjects’ drowsy and baseline epochs
at the same time, leave-one-out cross-validation procedure was applied. One subject was excluded
from the classifier model training; once the model was trained with rest of the subjects (n-1
subjects, where n is total number of subjects), it was then used to classify the drowsy and baseline
epochs on that subject. This procedure was repeated n times. In this way the classifier performed
well for drowsy epochs detection with an average accuracy of 75.8% (SVM (Gaussian)); for some
subjects, the drowsy epoch detection accuracy was more than 90%.
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CHAPTER 04
DISCUSSION
Operating an aircraft or driving a vehicle is an intricate task which requires flying or driving
skill, high attention, rapid decision-making capability, planning, visual perception, and object
detection ability [136]. Drowsiness reduces the attention level and increases the reaction time,
which is responsible for a vast amount of accidents occur every year. Physiological signals based
continuous vigilance state monitoring and on-time warning can help in reducing the number of
accidents happen due to drowsiness.
Among the commonly used physiological signals, EEG is the most used one followed by
the ECG, whereas EOG is mainly used as the gold standard to verify the drowsy periods since this
signal is directly related to the eye closure and opening. Based on the previous studies, though
PPG is easily obtainable compared to EEG and ECG, it is not used by many research groups for
drowsiness detection applications. In this study, the feasibility of the cardiovascular signals,
especially PPG has been checked, whether it is able to detect drowsiness without other signals or
with the help of another easily obtainable signal, like ECG. Hence, both ECG and PPG signals
behavior were studied to check their usability for drowsiness detection. Heart rate variability, pulse
rate variability, pulse arrival time, morphological, timing, width, and height-based features were
studied to check whether there are any significant changes happen during drowsy periods
compared to alert periods.
For ECG, different signal length based HRV analysis was performed, such as HRV using
5 min windowing, 3 min windowing, ultra-short HRV using 30 seconds windowing. HRV features,
including heart rate, SDNN, SDSD, NN50, PNN50, RMSSD, VLF (%), LF (%), HF (%), and
LF/HF were calculated for 5 min data windowing (see Table 9, 10, 11 and 12). Heart rate
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decreased for all the subjects during drowsy periods (76.34±0.33) compared to baseline or alert
periods (80.44±0.42). Also, LF (35.51±3.31 for baseline vs. 30.55±3.13 for drowsy periods), RLH
(0.79±0.17 for baseline vs. 0.64±0.14 for drowsy periods) decreased during drowsy periods
compared to baseline. In contrast, SDNN (106.66±10.34 vs. 170.73±6.05), SDSD (145.85±17.91
vs. 246.68±11.29), NN50, PNN50, RMSSD, VLF, and HF showed increased value during
drowsiness compared to baseline. However, based on statistical analysis (two-sample t-test), only
SDNN, SDSD, and RMSSD showed significant change during drowsy periods compared to alert
periods.
HRV analysis using 3 min windowing has been performed as well, but this time the focus
was not the drowsy periods, instead the periods before the first drowsy period was focused. The
goal behind this approach was to check whether there was any significant change in signal behavior
just before the first drowsy period. Previously mentioned features were calculated along with
NN20, PNN20, NN10, PNN10, absolute power of LF and HF band (see Table 13, 14, 15, 16, and
17). Heart rate, SDSD, RMSSD, NN20, PNN20, NN10, PNN10, HF (absolute power) and HF
(%) showed decreased value before the first drowsy period compared to baseline. In contrast
SDNN, NN50, PNN50, LF, and LF/HF showed increased value during the periods before the first
drowsy period. However, none of the features showed significant (based on two sample t-test)
changes during the period before the first drowsy period compared to baseline periods.
Ultra-short HRV analysis was applied using 30s data segmentation to check the feasibility
of early drowsiness detection. For this, first 30s of a drowsy period are compared to the baseline
periods. HRV features including, heart rate, SDNN, SDSD, RMSSD, NN50, PNN50, LF (%), HF
(%), LF (absolute power), HF (absolute power) and LF/HF ratio were calculated (see Table 18,
19, 20, and 21). Heart rate decreased during drowsy periods; the same is applicable for LF (%) and
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LF/HF ratio. Whereas SDNN, SDSD, RMSSD, NN50, PNN50, HF (%), LF (absolute power), and
HF (absolute power) increased during drowsy periods. However, based on statistical analysis (twosample t-test) only SDNN, LF (absolute), and HF (absolute) showed significant change. The
changes could happen due to the decrease in sympathetic activities and increase in parasympathetic
activities during drowsy periods. In contrast, for the baseline periods, sympathetic activity was
high compared to parasympathetic activity due to the subject’s involvement with flight operation.
Pulse rate variability (PRV) using the PPG signal was performed to check whether the PRV
behavior is similar to ECG based HRV analysis. PRV with 5-minute data segmentation was used
to calculate pulse rate, SDNN, SDSD, RMSSD, NN50, PNN50, VLF (%), LF (%), HF (%) and
LF/HF feature (see Table 22, 23, 24, 25). Based on two sample t-test, none of the features showed
significant (p<0.05) change. However, the p-value for SDNN (p=0.057), SDSD (p=0.06), and
RMSSD (p=0.06) indicate that for a larger population these features might show significant change
during drowsiness compared to alert or baseline periods.
In the case of the correlation between the PRV and HRV features, some of the time domain
features showed a high correlation, whereas most of the frequency domain features were not.
Previous studies showed that both HRV and PRV showed significant correlation when the subjects
are in rest condition especially in supine position. On the other hand, for active condition the
correlations are not high and consistent [132]. Our study was performed in an active mode, i.e.,
subjects were requested to perform a routine flight operation using a flying simulator, which
influenced the correlation between HRV and PRV analysis.
Pulse arrival time (PAT) was calculated using both ECG and PPG signals. PAT is the time
delay between the ECG R-peak and a specific point (e.g., peak, foot, first derivative peak, second
derivative peak) on the PPG waveform (see Figure 13). ECG R–peak is used as the proximal point
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and another point in PPG waveform is used as the distal point. Besides PAT, RR interval, and PP
intervals were calculated for each PPG waveform in selected drowsy periods (15s to 35s). PAT/RR
was calculated for each epoch to see whether the change in pulse arrival time is only influenced
by RR interval changes during drowsy periods due to the decreased sympathetic activity and
increased parasympathetic activity (see Table 26 and 27). PPG peak based PAT (PAT-peak,
p=0.04), RR interval (p=0.004), and PP interval (p=0.005) showed significant change during
drowsiness. PAT-peak showed a significant (p<0.05) increase during drowsy periods
(443.51±14.07ms) compared to alert periods (407.66±9.85ms) [11]. All the subjects (12 for this
analysis) showed an increase in PAT during drowsiness (Figure 26). For RR interval the mean was
781.87±29.48ms during baseline and 958.78±61.74ms for drowsy periods. PP interval mean was
similar to RR interval, 783.75±32.16ms for baseline vs. 960.22±66.85ms for drowsy periods. All
the subjects showed increased RR and PP intervals during drowsy periods compared to alert
periods (Figure 17 and Figure 18).
In the case of PAT/RR, the p-value was 0.06, which is not significant based on our
threshold (p<0.05) for being significant. However, it indicates that PAT/RR can show significant
changes for a large number of subjects. Also, PAT/RR showed the opposite behavior of both PAT
and RR interval (Figure 17). The decrease in PAT/RR during drowsy periods for most of the
subjects (9 out of 12) indicates that increase in pulse arrival time is not solely influenced by the
heart rate changes instead some other factors like arterial stiffness could play a role. It also
indicates that PAT/RR can be used as an independent feature for drowsiness detection since
commonly used heart rate can fluctuate for many others physiological factors (e.g., stress, pain,
hormones, medication) and environmental factors (e.g., temperature), as well as independent of
age.
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Though PPG foot is the conventional and mostly used point for PAT calculation [137],
[138], there are studies that used other points for PAT calculation as well. For example, Chua and
Heneghan used ECG R-peak and the point with the highest gradient on the upward edge of the
PPG for PAT calculation [139], Baek et al. used PPG first derivative [140], Rajala et al. used PPG
peak, foot, first and second derivative peak [121], PPG peak, foot, 20% height, and the maximum
first derivative was used by another group [141]. As mentioned earlier, we used three other
measures (i.e., ECG R peak to PPG foot, first derivative peak, and second derivative peak) for
PAT calculation (see Table 28, Figures 19 and 20). PAT based on PPG foot reduced for most of
the subjects with a group mean of 176.89±20.72ms for drowsy periods compared to
178.18±10.96ms for baseline periods. Both PATs based on the first derivative peak and second
derivative peak increased during drowsy periods compared to baseline periods, PAT- first
derivative (299.44±7.32ms vs. 284.39±5.2ms) and PAT-second derivative (244.27±8.55ms vs.
229.64±6.87ms). However, none of them should significant (p<0.05) change based on statistical
analysis (two-sample t-test), PAT-foot (p=0.88), PAT- first derivative (p=0.10) and PAT-second
derivative (p=0.11). Based on their current p values, PAT-first derivative and PAT-second
derivative might show significant change for a large number of subjects.
Based on our analysis, PPG peak based PAT is highly promising (compared to three other
methods) and showed significant change during drowsiness. Moreover, PPG peak based PATs are
easy to calculate and computationally less expensive. As mentioned earlier, ear PPG had been used
for signal acquisition, this spot (i.e., earlobe) is proved to be less sensitive to age and height
compared to other commonly used PPG acquisition spots (e.g., fingers, toes) [142]. Since our
participants’ age range was not wide (21±2.4 years), the ear PAT should not be affected due to age
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variation. Though heart rate, which is independent of age, affects ear PAT, study showed it is not
significant [142].
Since one of the goals of our study was to check the feasibility of a single signal (especially
PPG) for drowsiness detection, only PPG based features were extracted as well, such as PPG
morphological and width based features. At first, commonly used features, like systolic amplitude,
crest time, pulse interval, pulse interval/systolic amplitude, and diastolic time features were
calculated (see Table 29 and 30). Except decrease in systolic amplitude during drowsiness
compared to baseline periods (1.13±0.14 vs. 1.38±0.13), other features showed increased values
during drowsiness compared to baseline, such as crest time (271.78±32.31ms vs. 230.15±15.9ms),
pulse interval (957.96±69.94ms vs. 789.43±36.85ms), pulse interval/systolic amplitude
(1333.9±159.04 vs. 885.46±101.86) and diastolic time (686.55±54.36ms vs. 559.49±28.97ms).
Among these features, based on two sample t-test three features showed the potential (p<0.05) to
discriminate drowsy and baseline periods, the features are crest time (p=0.047), pulse interval
(p=0.007), and diastolic time (p=0.009). 11 out of 12 subjects showed increased mean values for
crest time and diastolic time during drowsy periods (see Figure 22), which might happen due to
the extended pulse waveform during drowsy periods, resulting in wider crest time and diastolic
time. Two other features, systolic amplitude (p=0.55) and pulse interval/systolic amplitude
(p=0.239) did not show any significant changes. These two features might show significant change
for larger subject size.
PPG waveform width features from both systolic and diastolic side were calculated as well,
using a gradual increase in height (e.g., width at 10% or 20% height). The features were systolic
width and diastolic width at 10%, 20%, 25%, 33%, 50%, 66%, 75%, and 90% height (see Figure
23, Table 31, 32, 33, 34, 35 and 36). The assumption was since there was an increase in crest time
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(time between a PPG foot to the immediate next PPG systolic peak) and diastolic time (time
between a systolic peak to its immediate next PPG foot), PPG waveform widths at different points
should increase as well. All the features showed increased value for drowsy periods compared to
alert periods. However, based on the statistical test (two-sample t-test), none of the features
appeared as a potential indicator (p<0.05). This implies that, though there is an increase in crest
time during drowsiness, the increased duration is not evenly distributed at different points of PPG
width, and it varies subject to subject.
PPG based timing features were calculated using commonly used and apparent PPG peaks
and notches, i.e., systolic peak, diastolic peak, dicrotic notch, and foot (see Figure 24). The
calculated features were: crest time (from previous PPG foot to immediate next PPG peak), dicrotic
notch time (previous PPG foot to immediate next PPG dicrotic notch point), diastolic peak time
(previous PPG foot to immediate next PPG diastolic peak), systolic peak to dicrotic notch time
(distance between PPG peak/systolic peak and dicrotic notch point), dicrotic notch to diastolic
peak time, systolic peak to diastolic peak time, diastolic time1 (from diastolic peak to immediate
next PPG foot), and diastolic time2 (from dicrotic notch to immediate next PPG foot) (see Table
37, 38, and 39). All the features' value increased during drowsiness compared to baseline periods.
Based on the two sample t-test, two features diastolic peak time (p<0.05) and systolic peak to
diastolic peak (p<0.05) showed a significant increase during drowsiness. All other features i.e.,
crest time (p=0.08), dicrotic notch time (p=0.07), systolic peak to dicrotic notch time (p=0.08),
dicrotic notch to diastolic peak (p=0.09), diastolic time using diastolic peak (p=0.07) and diastolic
time using dicrotic notch (p=0.07) might show significant change for large number of subjects and
can be used as indicators of drowsiness. However, if the signal quality is not good, and some of
the desired points in PPG waveform (like dicrotic notch, diastolic peak) are not apparent like the
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systolic peak and foot, (appearance of these points also influenced by the subject’s age) it is better
to avoid the features related to these points instead of a wrong estimation.
To investigate the pilot's EEG behavior within the window of circadian low, our
experiment was conducted from 2:00 AM to 4:30 AM, and the initial 3-5 minutes of simulated
flight was chosen as the baseline. Participants were awake for 18-20 hours before they appeared
for the study; therefore, they were already into the early stage of drowsiness before starting the
experiment. This is in good agreement with the ratings of the KSS assessment. Average pre-flight
KSS value of 5.4 corroborates our statement that the pilots seem to have some signs of sleepiness
[143]. Additionally, in the literature, there are no set criteria for "microsleep" and the authors used
a variety of definitions and measurements [28]. Therefore, we set sleep duration from 1.5-15s as
MS and greater than 15s as LS for this study [18].
For EEG analysis, power spectral density (PSD) estimation was applied. Relative band
power changes during microsleep (MS, <15s) and longesleep (LS, >15s) periods compared to
baseline periods were calculated for four EEG frequency bands (delta (δ, 0.5-4Hz), theta (θ, 48Hz), alpha (α, 8-13Hz), and beta (β, 13-30Hz)) from five brain regions ((Frontal, F), (Central, C),
(Parietal, P), (Temporal, T), and (Occipital, O)) (see Figure 25 and 26, Table 40). Besides power
in four frequency bands, four other ratio indices using these four frequency bands power ((θ+α)/β,
α/β, (θ+α)/(α+β) and θ/β) were calculated as well (see Table 41). For EEG, in existing literature,
researchers have found a significant change in delta and theta power, more specifically, in theta
power during drowsy state [63] [144] [145]. In a study of simulated driving, it was found that theta
power increased significantly during nighttime compared to baseline taken during daytime [146].
Another study on prolonged awakening revealed that theta power showed a significant increase
only at 9th, 21th, and 24th hours [147]. In our experiment for two hours of simulated flight, delta
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power had a significant (p<0.05) decrease in all regions during microsleep (MS) as well as in
parietal region for longesleep (LS), while theta and beta power had no significant change [119]. A
similar result for delta activity has been reported in a monotonous simulated driving where total
driving time was segmented into 10 equal sections to identify changes in EEG spectra. Their result
showed a significant decrease in sections 6, 8 and 10 compared to section 4 in terms of delta
activity [148]. In the literature, alpha activity has been shown to be associated with microsleep
[134][149]. Gharagozlou et al. found a significant increase in absolute alpha power between the
first and the last 10 minutes of simulated driving sessions [150]. Papadelis et al. found a significant
increase in relative alpha power during drowsiness for on-road experiments [145]. Additionally,
other researchers revealed that alpha burst could be related to drowsiness [149][151]. These studies
comprehensively revealed that alpha activity is an important indicator of drowsiness. In our study,
we found that relative alpha band power showed a significant increase during MS (p<0.001, in all
regions), and LS (p<0.05, in all regions except temporal) compared to the baseline. Furthermore,
the alpha power has a decreasing but insignificant trend during LS compared to MS. These results
further confirm the importance of alpha band power in drowsiness assessment.
In the case of drowsy and alert periods classification using machine learning, combining
both ECG and PPG features showed better classification accuracy than relying on only PPG
features. Hence, it is recommended that both ECG and PPG should be used simultaneously for
better classification accuracy. However, in both cases, classification accuracy (>85%) indicates
that satisfactory classification of the drowsy and alert periods is possible using the cardiovascular
signals (ECG and PPG).
In the end, it can be mentioned, though EEG is the most studied physiological signal for
drowsiness detection, numerous electrodes placement on scalp made it impractical for on board
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applications. Identification of the most useful electrode for drowsiness detection is another
challenge. However, a reduction in the number of electrodes and use of dry electrodes will play a
crucial role. On the other hand, other easily obtainable signals like ECG and PPG can be used for
drowsiness detection. Especially PPG should be extensively studied since it is much easier to
record and an excellent fit for wearable applications. ECG based HRV features are useful for
drowsiness estimation. However, for earlier detection the length of data needs to be shortened
which impacts the HRV analysis, and some of the HRV parameters are not useful for short time
window. In this case, PPG and ECG based PAT can play a substantial role since PAT can be
calculated from a short data length (as low as 5s, and for better reliability 10-15s). Besides PAT,
some other PPG based features like crest time, diastolic time, pulse interval, diastolic peak time,
and systolic peak to diastolic peak features showed significant change during drowsiness compared
to baseline periods. Hence, these features can be used for drowsiness detection and warning system
design. Other features, like dicrotic notch time, systolic peak to dicrotic notch time, dicrotic notch
to diastolic peak, diastolic time using diastolic peak, and diastolic time using dicrotic notch should
be studied as well.
Finally, for simple drowsiness detection and warning system design, the focus should be
on ECG and PPG. If the desired system is a headset like system, it is beneficial to include the EEG
as well; it might improve the overall drowsiness detection accuracy.
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CHAPTER 05
CONCLUSION, FUTURE WORK, AND CONTRIBUTION
5.1

Conclusion
Based on our analysis, it is evident that the physiological signals are beneficial for early

and precise drowsiness detection. Among the signals we have recorded, EOG was used as the gold
standard to verify the eye closure which was further verified with video monitoring and the
researcher participated in data recording. EEG is the most widely used physiological signal for
drowsiness study; it has some parameters which showed significant change during drowsiness
compared to alert periods. In our study, relative spectral power in four EEG frequency bands, i.e.,
delta, theta, alpha, and beta band was calculated for five brain regions (i.e., frontal, central,
temporal, parietal and occipital). We found that delta band power reduced significantly (p<0.05)
during microsleep periods, and alpha power showed a significant increase during microsleep
events for all the brain regions. Theta and beta band power did not show any significant change
during drowsiness. However, one of the goals of this study was to check the capability of ECG
and PPG signals for on-board drowsiness detection since they are easily obtainable compared to
commonly used EEG. For ECG, some of the HRV parameters (like RR interval, SDNN, RMSSD,
LF, HF) showed significant changes for various segments (5 min, 3 min, 30s ) of analysis. In the
case of PPG, some of features based on only PPG (i.e., crest time, diastolic time, diastolic peak
time, systolic peak to diastolic peak, and peak to peak intervals) showed significant change during
drowsy periods compared to baseline. Pulse arrival time (PAT) calculated using ECG R-peak and
PPG peak showed a significant (p<0.05) increase during the drowsy periods compared to alert
periods (443.51±14.07ms vs. 407.66±09.85ms). Though PAT calculated using other methods like
ECG R-peak to PPG foot, ECG R-peak to PPG first derivative peak and second derivative peak
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did not show any significant change in this study, for more subjects they might show significant
change. However, decrease in PAT/RR ratio during drowsy periods for most of the subjects
indicates that increase in PAT is not linearly correlated to change in RR interval, and other factors
like change in arterial stiffness during drowsiness might influence the PAT change. This study
shows that both ECG and PPG have the potential to discriminate the drowsy periods from alert
periods. Though all the commonly used features of these two signals did not appear as useful,
some of the easily obtainable and computationally inexpensive features showed significant
changes during drowsy periods. Hence, besides commonly used EEG, these two easily obtainable
signals (especially PPG) can be used for wearable drowsiness monitoring system design.
5.2

Limitations
Whenever simulated events, machinery, or scenarios are used to proxy a real-life scenario,

there can be outcomes that are not exact replicas of the real-world. Some of the pilots participated
in this study might be less alert in the simulator than they would be in a real aircraft and might feel
less stressed due to lack of life-threatening consequences, which are naturally absent in a simulated
environment. Conversely, the simulator experience and minor control differences between the real
aircraft might cause some pilots to show an increased level of anxiety; however, this was not
measured as a part of this study.
Secondly, though PAT is widely used due to its simplicity of measurement, it includes a
pre-ejection period (PEP) and pulse transit time (PTT) in its calculation, where PEP depends on
the electromechanical operation of the heart, and it changes independently of PTT [138][152]. So,
PAT should not be considered as an absolute indicator, instead can be used with other commonly
used indicators (like heart rate, oxygen saturation) to support the findings [11].
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Thirdly, our participants were young (21.5±2.4 years), healthy and there were only two
female subjects out of 18 subjects. Though young people are a considerable part of the total
population, the same outcomes might not be similarly applicable to all other people with different
age ranges, and gender distribution should be close in percentage. Besides, pilots or operators can
feel drowsy during different parts of the day. Hence, study on more subjects and different parts of
the day (i.e., out of circadian low hours) is required to generalize the current findings.

5.3

Future work
The main goal of this project is to implement a headset like drowsiness monitoring system

(Samrtsealz). All the useful physiological signal acquisition and analysis will be performed within
the headset. However, for the desired implementation it is not feasible to use as many EEG
electrodes (13 electrodes) as we used for data acquisition. Hence, by identifying the most
informative brain region, reducing the number of EEG electrodes to 2 or 3 electrodes is one of the
future goals which will make the system much more feasible for real-time applications. PPG
recording through the headset earpad needs to be tested. Besides, all the participants for this study
were young (21.5±2.4 years), healthy and there were only two female subjects. So, study on more
subjects with a variety of age groups and more female subjects is required to generalize the current
findings and further recommendations.

5.4

My contribution
As one of the team members, I worked for physiological data acquisition from 1:00 AM to

4:30 AM. I was involved with the physiological data recording of all 18 subjects, and for 12
subjects I was in the simulation center from the beginning to the end, while for 6 subjects I was
there for first 45-50 minutes. After the raw data recording, I worked on manual EOG annotation
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which was later compared with the annotation provided by Seeing Machines using their Driver
Monitoring System (DMS) technology. I worked on ECG, PPG, and EEG signal analysis to check
their ability for drowsiness detection, where MATLAB 2017b (The MathWorks Inc., USA) was
used for signal processing and algorithm development. I significantly helped the team with writing
a journal paper based on EEG data analysis for drowsiness detection. My analyses and findings on
PPG and ECG signal behavior during drowsiness have been published in Design of Medical
Devices Conference 2019. Another paper on EEG based drowsiness detection has been published
in 2019 IEEE International Conference on Electro/Information Technology. Besides, I presented
this project and the analysis outcomes in three symposiums.
Publications
Shubha Majumder, Ajay K. Verma, Chunwu Wang, Abdiaziz Mohamud, Lewis Archer,
Kouhyar Tavakolian, Nicholas Wilson, “Using Photoplethysmography Based Features as
Indicators of Drowsiness : Preliminary Results.,” Design of Medical Devices Conference 2019.
Shubha Majumder, Bijay Guragain, Chunwu Wang, and Nicholas Wilson, “On-board
Drowsiness Detection using EEG : Current Status and Future Prospects.,” 2019 IEEE
International Conference on Electro/Information Technology.
Naimahmed Nesaragi, Shubha Majumder, Ashish Sharma, Kouhyar Tavakolian, and
Shivnarayan Patidar, “Application of recurrent neural network for the prediction of target nonapneic arousal regions in physiological signals.,” Computing in Cardiology, 2018.
Chunwu Wang, Bijay Guragain, Ajay K. Verma, Lewis Archer, Shubha Majumder, Abdiaziz
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Myers, Jonny Kuo, Shiyan Yang, Nicholas Wilson, Kouhyar Tavakolian, “Spectral Analysis of
EEG during Microsleep Events Annotated via Driver Monitoring System to Characterize
Drowsiness.,” IEEE Transactions on Aerospace and Electronic Systems.
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