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AN ATTITUDE DETERMINATION SYSTEM WITH MEMS GYROSCOPE DRIFT 
COMPENSATION FOR SMALL SATELLITES 
 
This thesis presents the design of an attitude determination system for 
small satellites that automatically corrects for attitude drift. Existing attitude 
determination systems suffer from attitude drift due to the integration of noisy rate 
gyro sensors used to measure the change in attitude. This attitude drift leads to a 
gradual loss in attitude knowledge, as error between the estimated attitude and 
the actual attitude increases.  
In this thesis a Kalman Filter is used to complete sensor fusion which 
combines sensor observations with a projected attitude based on the dynamics 
of the satellite. The system proposed in this thesis also utilizes a novel sensor 
called the stellar gyro to correct for the drift. The stellar gyro compares star field 
images taken at different times to determine orientation, and works in the 
presence of the sun and during eclipse. This device provides a relative attitude 
fix that can be used to update the attitude estimate provided by the Kalman filter, 
effectively compensating for drift. Simulink models are developed of the 
hardware and algorithms to model the effectiveness of the system. The Simulink 
models show that the attitude determination system is highly accurate, with 
steady state errors of less than 1 degree.   
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A nontechnical description of an attitude determination and control system 
is given, as well as a description of the key limitations of existing systems. The 
problem statement of this thesis is presented. 
1.1 Attitude Determination and Control Systems 
 An Attitude Determination and Control subsystem (ADCS) is the satellite 
subsystem responsible for controlling the orientation of a satellite in space. In the 
case of both aircraft and spacecraft, the term attitude refers to the orientation of 
the spacecraft in a given reference frame. Another term that is often used is 
pointing, as in a payload may have a pointing requirement such that the satellite 
must be oriented for a sensor to “point” at a target. An example of a payload with 
a pointing requirement is a camera that must point at a specific location on the 
surface of the earth [8].  
 A functional block diagram of an ADCS is shown in Figure 1. An ADCS 
system has two main functional components. The first is the Attitude 
Determination component, or AD component, indicated by the blue shading. The 
AD component’s role is to monitor several different sensors and determine the 
orientation of the satellite using a set of algorithms. Examples of sensors in the 
AD component are magnetometers that measure the earth’s magnetic field, sun 
sensors that measure the spacecraft to sun vector, and star trackers that 
determine the spacecraft’s attitude relative to the stars. Once the attitude is 
known, a control law is used to calculate the error between the actual and the 
desired attitude that is used to generate a control signal that is sent to the 
actuators, which then reorients the satellite back to the desired attitude. 
Examples of actuators include thrusters, magnetic torque rods, and reaction 
wheels. It is important to note that the ADCS has two closely related but distinct 
roles on the satellite. The first is slewing, which refers to changing the orientation 
of the satellite such that it points in a different direction. The other is attitude 
stabilization, which is the process of maintaining the satellite attitude in the 
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desired orientation. This is often referred to as tracking or attitude maintenance.  
 
Figure 1:  System Level Block Diagram of an Attitude Determination and Control 
System (ADCS) 
 ADCS systems are crucial to satellites for a number of different reasons. 
On some satellites, the payload may have a pointing requirement for operation. 
For instance, a payload like a space telescope will require that the satellite’s 
attitude afford the telescope an unobstructed view of a certain region of space 
containing an astronomical feature of interest. The ADCS must maintain this 
attitude accurately, with high stability, for long periods of time to facilitate clear 
images. The satellite may also maintain its attitude such that their solar panels 
are always pointed to the sun. An earth observation satellite would have special 
requirements to reorient the satellite frequently to take observations of different 
areas of the earth. A communication satellite must remain pointed at a fixed 
location on the earth so that customers on the surface of the earth can orient 
their satellite dish antennas to transmit or receive radio signals from it.  
 An additional distinction is active versus passive attitude control systems. 
Active systems utilize sensors and actuators to monitor and control the attitude 
as described previously. They have the ability to change the attitude to arbitrary 
orientations. The second type, which are particularly common on smaller 
satellites, are passive control systems [8]. Passive control systems utilize 
permanent magnets to orient the satellite with the magnetic field lines of the 
earth. Damping of oscillations in the passive attitude control system are provided 
by hysteresis material that receive a temporary magnetic field dipole from the 
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earth’s magnetic field, and subsequently provide oscillation damping with the 
oscillatory energy being dissipated as heat [9]. This thesis deals primarily with 
the attitude determination function of the ADCS. 
1.2 Absolute Attitude Determination and Attitude Propagation 
Attitude determination is comprised of two different, yet complementary, 
techniques. Absolute attitude determination refers to the process of 
determining the orientation of an object in space. This requires two different 
vector measurements provided by sensors on the spacecraft. These vectors 
include measured earth magnetic field vectors from sensors called 
magnetometers, sun vectors from sun sensors, or vectors indicating the location 
of the earth that are provided by earth horizon sensors. An algorithm called the 
QUEST algorithm takes two or more of these vector measurements and 
determines the absolute attitude.  
On a spacecraft in orbit, it may not always be possible to measure two 
different vectors. This situation can occur for a number of different reasons. 
Optical type sensors such as star trackers and earth horizon sensors could be 
blinded by the sun, for instance. Another reason is caused by the absence of the 
sun due to obscuration by the earth. For most types of satellite orbits, at least 
some portion of the orbit will be spent on the dark side of the earth, without a line 
of sight to the sun. This situation is known as eclipse. In the eclipse scenario, the 
spacecraft loses one reference vector, the sun vector. Unless the spacecraft has 
large, complex, and expensive sensors such as star trackers or earth horizon 
sensors onboard, which are not affected by eclipse, attitude knowledge will be 
lost at some point during the orbit.  
When two vector measurements are not available, the attitude must be 
propagated from the last known attitude determined using the QUEST algorithm. 
Attitude propagation is the second technique of the attitude determination 
process, and it requires knowledge of spacecraft angular body rates. Angular 
rate knowledge is provided by onboard gyroscopes.  These angular rates are 
used to track the change from the initial absolute attitude. An algorithm known as 
    
4 
 
a Kalman filter uses the angular rate measurements from the gyroscopes to 
propagate the attitude. 
Another motivation for implementing attitude propagation algorithms is to 
lower the duty cycle of a sensor. Many sensors consume large amounts of 
power, so it is often not possible to keep certain sensors such as star trackers 
and earth sensors on permanently, since most satellites have limited power 
generation capability. Adding an attitude propagation algorithm allows these 
sensors to be switched off, which is advantageous for small satellites where 
power can often be particularly limited.  
This method of attitude propagation using a Kalman filter works fairly well, 
although it suffers from one key limitation. Integrating the angular rate 
measurements, which are noisy and suffer from other inaccuracy issues, causes 
a slow degradation in attitude knowledge over time. If the error is not 
compensated for, all attitude knowledge will eventually be lost. Building an 
attitude determination system that can compensate for attitude drift is a non-
trivial problem.  
1.3 The Attitude Determination Process  
This section will present an initial attempt at designing an Attitude 
Determination System for small satellites. This system is particularly optimal for a 
class of satellites called CubeSats, which have dimensions in the 10 centimeter 
range. This type of satellite will be described in more detail in Chapter 2. Figure 
2, below, shows an initial attempt at an attitude determination system for small 
satellites. This system design assumes an initial condition where the satellite has 
a complete lack of knowledge of its attitude in space, a situation that every 
satellite faces after deployment from a launch vehicle, or immediately after a full 
system reset. The first step of the attitude determination process is utilizing the 
solar panels as coarse sun sensors. The electrical power systems of satellites 
provide telemetry to the main spacecraft computer that identifies the voltage and 
current from each of the solar panels on the spacecraft. This information 
indicates the location of the sun relative to the different faces of the small 
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satellite, since only solar panels on faces illuminated by the sun will generate 
current. Thus, the solar panels can be used as a type of coarse sun sensor, 
providing inaccurate but useful information about the relative location of the sun. 
This method of using solar cells as coarse sun sensors has been demonstrated 
on Boeing CubeSat Testbed 1 [20].  
 
Figure 2: System Schematic of a small satellite attitude determination system 
The coarse sensors are not accurate enough to provide the absolute attitude 
determination algorithm with one of the two vectors it needs to determine the 
attitude, but they do have adequate accuracy to assist the satellite in determining 
how it can orient itself so that the sun occupies the field of view of the highly 
accurate fine sun sensor. Thus, with the relative location of the sun provided by 
the solar panels, the satellite can command onboard actuators, such as 
magnetorquers and reaction wheels, to generate torque so that the satellite can 
rotate such that a more accurate fine sun sensor can acquire the sun vector. This 
maneuver does not require precision. Sun Sensors are available with fields of 
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view of 114 Degrees and with rapid update rates of 10 Hz, so only a slow rotation 
of the satellites is required to move the sun into the field of view of the sensor, a 
maneuver that is not extremely challenging [44]. 
After acquisition of a sun vector, an onboard magnetometer can provide the 
additional vector that QUEST needs to determine the attitude. The 
magnetometer is particularly useful for satellites, since the vector measurement it 
provides is always available, assuming a satellite is in orbit around a celestial 
body like the earth where a measureable magnetic field is present. In order to 
determine the attitude, QUEST must also be provided with reference vectors 
corresponding to the two measured vectors. These reference vectors must be 
calculated onboard the satellite using software models. These calculations 
require accurate knowledge of the satellite’s current position. The CubeSat 
position can be determined in two different ways, through accurate knowledge of 
the spacecraft’s orbit along with the current time, or through an onboard Global 
Positioning System (GPS) module. 
The orbit of the satellite is described through Keplerian elements [8], which 
are a series of parameters that fully describe the orbit of the satellite. They are 
provided to satellite operators shortly after deployment by the North American 
Aerospace Defense Command (NORAD), a joint command of the United States 
Air Force and the Canadian Forces. NORAD operates a network of ground 
tracking radars that can accurately determine the orbits of satellites. NORAD 
supplies the Keplerian Elements in a format called Two Line Elements, or TLEs. 
These TLEs can then be uplinked to the satellite along with the current time, 
where a suitable algorithm can then determine the location of the satellite [21].  
An alternative method for determining the location of the satellite is through 
an onboard GPS receiver. This method is more complicated from a hardware 
perspective, since the satellite must have a GPS receiver installed onboard. This 
oftentimes requires an additional set of external antennas so that the GPS 
receiver can detect the weak signals from the GPS constellation satellites. 
Additionally, the GPS unit can often have high power requirements, a problem for 
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satellites such as CubeSats with extremely limited onboard power generation [8]. 
In the experience of the author, the GPS option should be strongly considered, 
since accurate TLEs often take a long time to acquire from NORAD.  
Once this location is known, the magnetic field reference vector and the sun 
reference vector can be calculated through the International Geomagnetic 
Reference Field (IGRF) magnetic field model and the VSOP 87 sun vector 
model, respectively [11] [44].   
Providing a set of two vector measurements, along with corresponding 
reference vectors, allows QUEST to determine the absolute attitude. This 
absolute attitude is then provided to the Kalman filter. The Kalman filter 
propagates this absolute attitude to maintain attitude knowledge. In order to 
propagate the attitude, the satellite must include a set of gyroscopes to provide 
angular rotation rate measurements. These measurements must first be 
conditioned using a low pass filter to compensate for the random noise present in 
gyroscope outputs [45]. This process is known as smoothing [36]. The Kalman 
filter than integrates these angular rates to propagate the attitude.  
This system has the advantage of requiring a minimal set of hardware. It can 
be implemented using a three-axis gyroscope, a sun sensor, and a 
magnetometer for a total of 3 pieces of hardware. This design is effective on 
paper. In practice however, it has a key limitation. Any system that relies on 
integration of gyro measurements will experience the attitude drift described in 
section 1.2. Any practical system must find a way to compensate for attitude drift, 
which will be described next. 
1.4 Attitude Drift  
Attitude drift is degradation in the propagated attitude solution, as time 
increases, since the last absolute attitude fix using the QUEST algorithm. This 
means that the error steadily accumulates in the attitude solution over time. This 
degradation is shown in Figure 3, below.  




Figure 3: Attitude Error Due to Drift, given as Roll, Pitch, Yaw Euler Angle Errors 
 Figure 3 shows the drift error in a simulated attitude determination system 
over the course of an orbit. This system accurately models a gyro system and a 
Kalman Filter. At time 0, an absolute attitude is received, and the Kalman filter 
begins integrating the gyroscope outputs. The error is minimal at first, but begins 
to increase rapidly after 1000 seconds, or about 16 minutes. Eventually, the 
attitude error grows so great that the attitude knowledge is effectively lost. The 
conventional method for dealing with this problem on larger satellites is to update 
the attitude estimate periodically using the QUEST algorithm. This solution 
requires additional sensors and works well for larger satellites, which have less 
restrictive power requirements, as well as a large surface area and external 
structure to mount sensors. Larger satellites could install multiple sun sensors to 
cover a huge swath of the sky to ensure that a sun vector can always be 
measured, provided it is not in eclipse. Additionally, the large satellite would 
include multiple star trackers or earth sensors to provide an external reference 
when the sun is not visible, during eclipse for instance. This brute force approach 
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is not feasible on smaller satellites, such as CubeSats, due to power and form 
factor limitations. It is extremely difficult to mount an adequate number of sensors 
on a CubeSat to solve the drift problem in this manner. Every sensor installed on 
a CubeSat reduces the power generation capability of the CubeSat since the 
sensors occupy space that would normally be allocated for solar panels. At the 
same time, additional sensors require additional power. Clearly, this solution is 
not feasible on a CubeSat or other types of smaller satellites. 
In order to solve this problem, it is necessary to take a closer look at the drift 
mechanism and identify a more targeted solution. Drift has a number of sources; 
all related to different types of errors in the gyro measurements. These errors, 
when integrated by the Kalman filter, produce the drift in the estimated attitude. 
The solution to this problem is presented in Chapter 4. 
1.5 Problem Statement 
This thesis describes the development of an attitude determination 
algorithm appropriate to small satellites, and the sensors commonly used on 
small satellites. This thesis will also demonstrate a solution to the problem of 
spacecraft attitude determination in eclipse, which is a significant problem for 
both large and small satellites. To this end, an attitude determination system is 
developed that utilizes a novel new sensor, a stellar gyroscope that uses images 
of star fields to determine the orientation of a satellite in space. Success of the 
final algorithm will be demonstrated through studies of the accuracy of the 
algorithm with models of actual sensors. The resulting system produces a 
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2 Background and Previous Work 
This chapter presents background information about the hardware, 
mathematics, and techniques in spacecraft attitude determination and control 
field. Specific examples of hardware and system implementations will be 
presented.  
2.1 CubeSat Form Factor 
The CubeSat form factor was first proposed in 2001 by Jordi Puig-Suari of 
the California Polytechnic University and Bob Twiggs of Stanford University. The 
motivation was to dramatically lower the barriers to entry of space exploration 
such that non-nation entities with limited resources such as Universities and 
small companies could launch satellites. The CubeSat form factor is based 
around the basic volume and mass unit of the “U.” A “U” is a 10cm Cube with a 
mass of 1 kilogram and a center of gravity within 1 centimeter of the center of 
volume. A single CubeSat can be 1, 2, or 3 Us in length, but no longer. This 
constraint is a result of the design of the standard CubeSat deployer, which is 
called a Poly-PicoSatellite Orbital Deployer, or P-POD. The P-POD can only 
accept up to 3 1U CubeSats. The P-Pod provides a standard bolt pattern and 
standard deployment system for all CubeSats. The P-POD itself is not large, with 
dimension of approximately 3 feet long and 10 inches tall and wide.  It was 
designed specifically to bolt to large space rockets, and allow up to 3 1U 
CubeSats to share a ride as secondary payloads on a larger mission. Most 
rockets launching large satellites have extra mass and volume left over after the 
main satellite is integrated with the launch vehicle. In the past, in order to make 
the dynamics of the rocket predictable, this volume and mass allocation was 
taken up by ballast. The P-POD and the CubeSat standard thus put this extra 
volume and mass to good use, by providing low cost access to space to 
organizations without the access to large budgets [1].  




Figure 4: A promotional poster for the NASA ElaNa 
Program showing three 1U CubeSats deploying from 
a P-Pod. In reality the P-Pod would be mounted on a 
rocket. Source: NASA 
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2.1.1 CubeSat Mission Examples 
To date, many CubeSats have been built, conducting a variety of different 
mission types. Mission types conducted include biological experiments, 
engineering technology demonstration, space weather research, astrophysics, 
and education and public outreach (E/PO). 
NASA’s Ames research center has flown a series of 3U biological 
research CubeSats. An example of one of these missions is Pharmasat, which 
launched in 2009.  Pharmasat contained a temperature controlled payload with a 
life support system for a colony of yeast microbes. The health and viability of the 
yeast in microgravity was monitored, as well as the effect of drugs on the yeast in 
the space environment [2]. 
RAX-2, a 3U CubeSat built by the University of Michigan and funded by 
the National Science Foundation, studies space weather phenomena, an 
Figure 5: The Pharmasat 3U CubeSat Source: NASA 
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important area of study in aeronautics due to the serious disruptions that space 
weather, such as plasma and solar flares, can cause for satellite missions. In the 
RAX-2 experiments, ground-based radar transmits RF energy into plasma clouds 
in low earth orbit. On orbit, RAX-2 then measures the scattering caused by the 
plasma clouds, which provides important information about the distribution and 
the formation mechanism of these clouds, which can cause communication 
outages for spacecraft in earth orbit [3].  
Pico Satellite Solar Cell Testbed-2 (PSSCT-2) is an example of an 
engineering technology demonstration mission. Developed by the Aerospace 
Corporation, PSSCT-2 was ejected from the Space Shuttle Atlantis during the 
final STS-135 mission on July 20, 2011. The purpose of this satellite was to test 
new solar cell technology. PSSCT-2 is notable for having an active control 
system with sensors and actuators that allowed the CubeSat to track the sun [4].  
The Cosmic X-Ray Background NanoSat (CXBN) is an example of a 
CubeSat that had an astrophysics mission. CXBN, built at Morehead State 
University in Morehead, Kentucky with a sensor provided by University of 
California-Berkeley, was meant to study cosmic background radiation present in 
space spread by the big bang. It was a 3U CubeSat with deployable solar cells 
and an active control system that slowly rotates the CubeSat to provide 
gyroscope stabilization and allows the sensor to view the full sky [5].  
KySat-1 was an example of an education and public outreach (E/PO) 
mission. Initiated in 2006 by the Kentucky Science and Technology Corporation, 
KySat-1 was meant to jump start aerospace development in the state of 
Kentucky and provide K-12 educators with a unique teaching tool through a 
network of mobile ground stations that would allow K-12 students to interact with 
the satellite. KySat-1 launched as part of the first NASA ELANA (Educational 
Launch of Nanosatellite) Mission in March 2011. Unfortunately the Taurus XL 
carry rocket failed to reach orbital velocity, and KySat-1 never made it to orbit. A 
follow-on mission with the same education objective, KySat-2, is scheduled to 
launch from Wallops Island in the fall of 2013 [6] [7]. 
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2.1.2 CubeSat Subsystems 
Although CubeSats are small, they are still complex spacecraft that 
contain the same subsystems as large satellites. All of these subsystems must 
be designed together so that they can be correctly integrated together to achieve 
the satellite’s mission. If any of them should fail, the satellite will no longer be 
able to achieve its mission. These subsystems include a Payload, an Electrical 
Power System, a Communication System, a Command and Data Handling 
System, and an Attitude Determination and Control System, which has been 
introduced in Chapter 1. 
 The satellite payload is usually the subsystem that is the justification for 
the mission. All of the other subsystems support the operation of the payload. A 
payload could be a scientific instrument taking a measurement of space, an earth 
imaging camera that is used to take imagery of the earth, or a communication 
transponder that receives a radio signal from earth and then retransmits it to 
earth, as seen on a communication satellite. A satellite’s design requirements 
greatly depend on the payload’s operational requirements, and other subsystems 
must be designed appropriately to facilitate operation of this payload on orbit. 
 The Electrical Power System, commonly known as the EPS, provides 
power to the rest of the subsystems. For a short duration, CubeSat missions of a 
few days or a few weeks, this system can be as simple as a bank of batteries. 
Most CubeSats, however, are more complex and have solar cells which can 
recharge the batteries using the energy from the sun. The EPS also must contain 
circuits to regulate the voltage in the batteries, inhibiting battery charging when 
they are at full charge, and protecting against short circuit conditions. Oftentimes 
the EPS contains a DC to DC power converter to increase or decrease the 
battery voltage level as required by the other subsystems.  
 The Communication System provides a method for controllers on the 
ground to communicate with the satellite, and for the satellite to transmit 
telemetry back to the ground. On CubeSats, the communication system consists 
of a radio, antennas, and antenna deployment systems. Larger satellites also 
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include encryption systems to protect transmissions from interception.  
 The Command and Data Handling (C&DH) subsystem is the main flight 
computer used to control the satellite. It executes commands sent from the 
ground, performs system-wide maintenance tasks, and controls the operations of 
the other subsystems. It can be considered the brain of the satellite.  
 The final subsystem, the Attitude Determination and Control Subsystem 
(ADCS) is the subsystem responsible for controlling the orientation of the satellite 
in space, and has been discussed in Chapter 1. 
2.2 Coordinate Reference Frames 
Coordinate reference frames are one of the fundamental concepts in attitude 
determination and control. Coordinate reference frames refer to the convention 
by which origin and the axes of an <x,y,z> Cartesian coordinate system are 
defined. In spacecraft design, 4 common sensor frames exist. See Figure 2.1 
following the descriptions for a comprehensive diagram of these coordinate 
systems.  
2.2.1 Earth Centered, Earth Fixed (ECEF)  
ECEF coordinates have an origin point  (0,0,0)  at the center of the earth, with 
an axis collinear with the rotation axis of the earth and with other axes orthogonal 
to this one and each other. Several different conventions exist for ECEF 
coordinates, the main difference being that the points at which the two axes 
orthogonal to the Earth’s rotation axis intersect the surface of the earth. Latitude 
and longitude are an example of ECEF coordinates, but one based on spherical 
coordinates and not the familiar <x,y,z>  Cartesian coordinate system. In the 
Cartesian representation, the Z-axis is collinear with the Earth’s rotation axis; the 
X-axis intersects the surface of the earth at the point where the equator and the 
prime meridian (the 0 degree longitude line) intersect. The third axis, the Y-axis, 
is orthogonal to the X and Z axis. It is important to note that the coordinate 
system rotates with the earth. Thus, a given point on the earth has a constant 
ECEF coordinate representation, which is what makes it earth fixed. Another 
name for ECEF is International Terrestrial Reference Frame, or ITRF. [8] [10] 
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2.2.2  Earth Center Inertial (ECI)  
ECI coordinates have their origin at the center of the earth, but unlike the 
ECEF system, the axes are not referenced to a fixed position on the earth like 
the intersection of the equator to the prime meridian, but rather to this position at 
a fixed moment in time. In this thesis, the reference frame is the Z-axis that is 
collinear with the rotation axis through the North Pole, and the X-axis is 
orthogonal to the rotation axis, and passes through the point of intersection of the 
equator and the prime meridian at a specific instant in time: the vernal equinox, 
the longest day of the year. At this precise instant, ECEF and ECI coordinate 
systems are the same. As the earth continues to rotate however the ECEF 
moves with it, but the ECI frame, being inertial, does not. The ECI frame is often 
used to describe the local frame or orbital frame. At any instance in time, ECI 
coordinates will locate a local frame for the spacecraft [8]. 
2.2.3 Spacecraft or Body Fixed Coordinates  
One of the most important coordinate systems in the ADCS field is spacecraft 
or body fixed coordinates. The origin of this system is the center of the 
spacecraft. The positive X-axis is in the nominal velocity vector direction, which is 
the forward flight direction of the spacecraft. The positive Z-axis is in the nominal 
nadir direction, which is the direction pointing towards the center of the earth. 
The positive Y- axis is the nominal orbital anti-normal, which is a vector that is 
negatively perpendicular to the orbital plane. The nominal stipulation refers to the 
fact that, in flight, these directions might not match the actual trajectory of the 
spacecraft if it is tumbling, for instance, but rather when it is flying in a normal 
trajectory, these are where the axes are oriented. Attitude determination is 
essentially the process of describing the rotation between the body fixed 
coordinates of the spacecraft and the local frame [8].  
2.2.4 Roll, Pitch, and Yaw (RPY) Coordinates 
 Roll, Pitch, and Yaw (RPY) coordinates are widely used in aviation. In this 
system, angles represent the parameters of the coordinate. It shares the same 
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axes as the nominal body fixed orientation, and represents the orientation of the 
spacecraft in the local orbital frame as rotations around the body axis. The 
positive roll is defined as a clockwise rotation around the X, or velocity axis, as 
viewed by an observer at the body coordinate origin looking down the positive 
velocity axis. Pitch and Yaw are identically defined for Y (orbit anti normal) and Z 
(nadir vector) respectively. In RPY coordinates, the order of the rotations must be 
specified as well. A 123 sequence indicates a roll axis rotation, followed by a 
pitch axis rotation, and finally a yaw axis rotation. Many different conventions 
exist for the rotation sequences. Another term for roll, pitch, and yaw angles are 
Euler angle rotations [10] [8]. .  
Sensor frame- Another frame of reference that is used in this paper is the 
sensor frame. In this frame, the origin is the detector of a sensor, with the x axis 
down the so-called bore sight, which can also be described as a line orthogonal 
to the surface of a detector, and the Y and Z axes being orthogonal to it by a 
given convention. This frame is useful in a simulation environment, where a 
vector measurement in ECI could be rotated into body frame, and subsequently 
rotated into the sensor frame, to provide a simulated sensor measurement.  




Figure 6: The body frame, along with RPY angles are shown, as well as the local 
frame convention. Source: Creative Commons. 
2.3 Coordinate Rotation and Parameterizations 
Switching between different coordinate frames is an integral part of ADCS. 
The entire process of determining satellite attitude is essentially determining a 
coordinate rotation between two different reference frames, usually the ECI 
orbital frame and satellite body frame. Orientation of a body in space, which is 
referred to as attitude, is a coordinate rotation. The primary tool for rotating 
between different frames is the Direction Cosine Matrix. 
2.3.1 Direction Cosine Matrix (DCM) 
The Direction Cosine Matrix (DCM) is a 3x3 matrix that is used to rotate a 
vector from one frame to another. The equation below shows the DCM being 
used to rotate a vector in the ECI frame to the body frame. A, in the equation 
below, is the DCM. 












If the matrix inverse is taken of the DCM, the DCM can be used to rotate a vector 
















The DCM has an additional property of being an orthogonal matrix. With an 
orthogonal matrix, the transpose of the matrix is also the inverse. This 






To carry out sequential rotations between different frames, DCMs can be 
multiplied together. For instance, to rotate from ECI to Body Frame to Sensor 












2.3.2 Euler Angle Parameterization of the DCM 
 
A variety of different parameterizations exist for the DCM. The most intuitive 
is the Euler angle parameterization. The Roll, Pitch, and Yaw angles are 
examples of Euler angles. Euler angles describe a rotation in terms of three 
parameters: roll (φ), pitch (θ), and yaw (ψ). To fully describe the DCM as 
parameterized by Euler Angles, it is also necessary to describe the rotation 
order. An Euler angle is not fully described unless the order in which the rotations 
are carried out as specified. For instance, R-P-Y, or 1-2-3, describe a roll rotation 
followed by a pitch, followed by a yaw. A DCM for a 1-2-3 rotation sequence is 
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shown below [12].  
[    ]=       
=  
sinψcosθ cosψsinθ+ sinψcosφ −cosψsinθcosφ+ sinψsinφ
−sinψcosθ −sinψsinθsinφ+ cosψcosφ sinψsinθcosφ+ cosψsinφ
sinθ −cosθsinφ cosθcosφ
  
 Although Euler Angles are useful and intuitive, they have a critical 
limitation. Due to the trigonometric functions in the DCM, singularities are 
encountered in certain orientations, such as 0 or 90 degrees. In these 
orientations, sine and cosine functions respectively equal zero. This leads to a 
loss of attitude knowledge, as terms in the DCM go to zero, whenever a term is 
the product of sine or cosine [13].  
2.3.3 Quaternion Parameterization of the DCM 
The DCM could also be parameterized in terms of quaternions. Quaternions, 
also known as Euler symmetric parameters, are very useful in ADCS, although 
they are a much more abstract representation than the Euler angles. Quaternions 
are particularly useful because they do not contain the singularities of an Euler 
Angle representation, due to the lack of trigonometric functions. Quaternions 
originate from the concept of the Euler axis, which holds that any rotation or 
sequence of rotations can be represented as a single rotation about an axis 










A quaternion has two distinct parts. The first 3 elements, the components of the 
vector	  , represent an Euler axis of rotation. The fourth element,   , represents 
the magnitude of the rotation around the Euler axis, Each element in the 
quaternion can be calculated given knowledge of the Euler axis and the angle of 
rotation around this axis. 
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In these equations,   ,   , and   , are the elements of a unit vector that is 
collinear with the Euler axis. The parameter  	represents the angle of the rotation 
around this vector [12].  
Quaternions are subject to the unit norm constraint. This constraint holds 
that the norm or length of a quaternion must equal unity, as shown below.  
| |=      +	    +     +     = 1 
 Another useful relationship for the quaternion is the quaternion conjugate 







A conjugate or inverse is calculated simply by negating the vector components of 
the quaternion. Physically, the inverse represents the same rotation as the 
original quaternion, but in the opposite direction [11].  
In order to rotate a vector between coordinate frames, the direction cosine 














































































With quaternions, it’s much easier to carry out the sequential rotations. In terms 








Instead of multiplying the DCM directly, it is possible to multiply the quaternion as 
shown below [12].  
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2.4  An Overview of Spacecraft Dynamics 
The modeling of spacecraft dynamics is extremely important in ADCS. 
Spacecraft dynamics equations are given by a set of ordinary differential 
equations that predict the effect of applied torques from actuators and the 
environment on the attitude of the spacecraft. Applying a torque to a spacecraft 
generates angular acceleration, which increases the rotation rates of the 
spacecraft. The dynamics equations permit determination of spacecraft 
orientation at a given time if the applied torques are known, along with the 
current angular momentum in the system and the angular rates.  
2.4.1 An Overview of Rigid Body Dynamics 
The motion of a spacecraft is analyzed using rigid body dynamics. In rigid 
body dynamics, a rotating body has angular momentum that is proportional to the 
angular velocity as shown below. 
 =    
Each element in the angular momentum vector,  , represents the angular 
momentum in the x, y, or z  body axes.  Similarly, each component in the angular 
velocity vector,  , represents the angular rates in the x, y, or z body axes. They 
are directly proportional through the constant matrix,  .   has a special name. It is 
called the moment of inertia tensor, which is a matrix that translates the angular 
velocity in each of the body axes to the resulting body axis angular momentum 
vector component. If our rigid body is perfectly symmetric, the moment of inertia 
tensor is simply the identity matrix. When this is true, the angular momentum in 
each axis is simply a scalar multiple of the angular velocity in this axis. In most 
real world situations, however, this is not the case, and the other components of 
angular velocity will factor into determining the angular momentum component in 
a given body axis.  
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 The rate of change of the angular momentum vector is a quantity called 




2.4.2 Kinematics and Dynamics 
Dynamics equations have two distinct components: the dynamics equations 
themselves and the kinematics equations. Kinematics equations describe the 
motion of the spacecraft in terms of angular rates which are assumed to be 
known. These angular rates, imparted by applied torques, do not have a distinct 
origin in the equations. Instead the equations incorporate angular rates which are 
provided with no knowledge of how they were generated. In other words, a given 
sum of torques produces some angular rates on the spacecraft, which are used 
to predict the orientation of the spacecraft [14]. In order to determine these 
angular rates, the dynamics equations are used to account for all torques on the 
spacecraft and all existing angular momentum. Integrating the dynamics equation 
provides angular rates that can used to solve the kinematics equation, allowing 




[  ]=            +         −   ×    − [  × ℎ+          ] 
In this dynamics equation,   is the angular momentum tensor, a 3 x 3 matrix.  
             and          are disturbance and control torques, respectively. The 
cross product operation is indicated by the ×  operator. ℎ is the total angular 
momentum of the any internal rotating mechanisms, and           is the torque 
generated by accelerations of any internal rotating mechanisms in the spacecraft. 
After using this equation to find the angular velocity vector, the kinematics 
equation is used to calculate the current attitude of the spacecraft. This 
differential equation is shown below. Attitude is parameterized in terms of the 
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2.4.3 Sources of Disturbance Torques 
A spacecraft in orbit is affected by several different types of torques from the 
space environment, which cause deviations from the desired attitude. One of the 
main purposes of an ADCS is to maintain the attitude of the satellite in spite of 
these so called disturbance torques. Disturbance torques fall into two categories: 
cyclic and constant. Cyclic torques are periodic over the course of an orbit. In 
other words, they have a pattern of minima and maxima over the course of an 
orbit that repeat each orbital period. On the other hand, constant torques do not 
change over the course of an orbit. They have the same value during orbit 10 as 
they have on orbit 100 or 1000. Several different types of disturbance torques 
exist [8].  
Aerodynamic torques are caused by atmospheric drag. Although the 
atmosphere as experienced on the earth’s surface doesn’t exist in space, trace 
amounts of oxygen and nitrogen are present in the orbital environment. These 
trace amounts, taken collectively, can induce noticeable drag on a spacecraft. 
When a spacecraft is not symmetrical, the imbalance of drag forces across the 
surface of the spacecraft induces these torques on the surface of the spacecraft. 
The equation for aerodynamic torque is given below [8]. 






In this equation,   is the atmospheric density,     is the center of 
aerodynamic presentation, A is the surface area, V is the forward velocity, and cg 
is the center of gravity. This equation shows that as the velocity or surface area 
increases, the aerodynamic torque also increases, but only as long as a 
difference exists between the center of pressure and the center of gravity. If this 
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quantity is zero, implying a balanced symmetrical spacecraft, then surface area 
and velocity can be very large and not induce aerodynamic torques. 
Aerodynamic torques are constant given a constant orbit altitude. As orbit altitude 
increases, the atmospheric density decreases, leading to a subsequent decrease 
in atmospheric drag. Thus, variable altitude orbits, such as a Molniya orbits, are 
cyclical, due to the periodic changes of the atmospheric density throughout the 
orbital period.  
 Solar radiation represents another type of disturbance torque. Solar 
radiation, hitting the surface of a spacecraft, can generate drag in much the same 
way as residual atmosphere does with aerodynamic torques. The equation is 
shown below. 





   is the solar constant, c is the speed of light,    is the surface area of the 
spacecraft, cg is the center of gravity, q is the surface reflectance factor, ranging 
from 0 to 1, and   is the angle to the sun. The greater the angle to the sun, the 
lower the solar radiation torques, due to the cosine relationship. Larger surface 
area increases the torque as well, as does reduced reflectance of the spacecraft 
surface. As with the aerodynamic torque, the quantity represented by the 
difference between the center of solar pressure and the center of gravity is 
crucial. If this quantity is very small, indicating that these two points closely 
coincide, solar radiation will not generate a large disturbance torque on the 
spacecraft. Solar radiation torque is cyclic given a nadir or zenith pointing 
spacecraft, due to the periodic presence or absence of the sun [8]. 
 The Earth’s magnetic fields also lead to disturbance torques. These occur 
due to interactions between magnetic field dipoles contained within the 
spacecraft and the earth’s magnetic field. These magnetic dipoles arise from 
permanent magnets, electric motor windings, torque coils, and current loops in 
the spacecraft electronics [8]. 
 Gravity gradient torque is a fourth source of disturbance torque, which can 
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be used to provide stabilization of certain spacecraft designs. Gravity gradient 
torques result from the differential effect of gravity on an object with a center of 
mass that is offset from the center of volume. Given an object with a high aspect 
ratio, a term that refers to an object that is much longer in one dimension than 
any other, gravity gradient torques will cause such an object to orient itself such 
that the long axis will point towards the center of the earth. It will tend to remain 
in this position unless acted on by other torques. Given certain spacecraft 
geometries, this can provide a method of stabilization. If it is not desirable to 
have the long axis oriented towards the center of the earth, then an ADCS must 
compensate for this disturbance torque [11]. 
2.5  Attitude Determination and Control System Components 
An Attitude Determination and Control subsystem has two main hardware 
components. These components are actuators, which generate torques to 
change the attitude, and sensors that provide indirect measurements of the 
attitude that an algorithm can process to determine the attitude.  
2.5.1 Actuators 
Thrusters are gas jets that produce thrust by ejecting propellant. The thrust 
from this propellant ejection generates an external torque that changes the 
spacecraft attitude. Thrusters fall into two different categories. Cold gas thrusters 
provide thrust through the expansion of a propellant that is compressed inside a 
storage tank. This thrust is called an impulse. Hot gas thrusters, on the other 
hand, generate thrust through a chemical reaction. Hot gas thrusters can be 
further classified as monopropellant or bipropellant. Bipropellant thrusters 
combine two different chemicals that react to produce thrust. Monopropellant 
thrusters use just one chemical that undergoes a reaction to produce thrust. Hot 
gas systems generally produce higher thrust than cold gas systems. Cold gas 
thrusters are generally better for fine control, since they produce smaller thrusts. 
The major limitation of thrusters is that they depend on a finite fuel supply. Once 
this fuel is depleted, the attitude control capability is lost on the spacecraft unless 
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other types of actuators are present [11].  
Reaction wheels are often used to produce torques to slew a spacecraft. A 
reaction wheel is an electric motor attached to a flywheel with significant inertia. 
Accelerating the rotation of the flywheel generates an external torque on the 
spacecraft due to the principle of conservation of angular momentum. Reaction 
wheels are often placed in a three-axis configuration corresponding to the three 
body rotation axes of the spacecraft. Torque can then be generated in each body 
axis of the satellite. They are particularly useful on spacecraft, since they run on 
electricity that can be generated onboard the spacecraft using solar panels. 
Thus, they don’t depend on consumable resources like propellant in the case of 
thrusters.  During normal operations, reaction wheels periodically need to be 
spun down when they reach their maximum speed. When they reach this 
maximum speed, they are saturated and can no longer be spun up to provide a 
torque. In order to be used again, they must be spun down in a technique known 
as momentum dumping. To complete a momentum dumping operation, an 
additional set of actuators that can provide compensating torque is required [8].  
 
Magnetorquers are electromagnets that interact with the earth’s magnetic 
field to produce a torque to rotate a spacecraft. Since they are electromagnets, 
the magnetic field will disappear when power is removed by the control system. 
The torque will then disappear. Torque rods are typically arranged in a three-axis 
configuration to provide torque in all three axes. In a three-axis stabilized system 
using reaction wheels, it is common to use a set of torque rods for momentum 
dumping. A spacecraft must perform momentum dumping when its reaction 
wheels reach their maximum rotational speed. This stored momentum must be 
Figure 7: An example of a reaction wheel. Note the large 
flywheel.  Source: NASA 
    
28 
 
“dumped” by decelerating, or spinning down, the wheels. Due to conservation of 
angular momentum, this deceleration would normally cause the spacecraft to 
rotate back to its original orientation. In the momentum dumping process, 
magnetorquers are turned on immediately before the reaction wheels are spun 
down, which holds the spacecraft in its original orientation as the reaction wheels 
decelerate [13] [16]. 
 
Control moment gyros are similar to reaction wheels since they both have 
electric motors that accelerate a mass. A control moment gyro (CMG) differs 
from a reaction wheel in that this wheel and motor is mounted on a set of gimbals 
that can rotate the apparatus. The wheel motor combination produces an angular 
moment that has a constant orientation in inertial space. A CMG takes advantage 
of this fact, by using the gimbals to move the spacecraft body around this 
constant angular moment vector. Unlike reaction wheels, CMGs do not require 
momentum dumping, since they can spin at a constant rate to produce the 
crucial angular moment. Additionally, one CMG can take the place of a three-axis 
reaction wheel system, which leads to power saving efficiency, although this 
comes at the cost of the additional complexity of the CMG system.  CMGs have 
Figure 8: An example of magnetorquers. Note that they are 
essentially tightly wound coils of wire that become an 
electromagnet when energized. Source: Wikimedia Commons 
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not yet been flown on CubeSats, although their efficiency has been compared to 
three-axis reaction wheels in the research [17], and units have been 
demonstrated on the laboratory bench top [18]. 
2.5.2 Sensors 
Attitude determination systems utilize several different types of sensors. One 
of the most crucial is the gyroscope. Gyroscopes measure the angular rotation of 
the spacecraft in the 3 body axes. Gyroscopes are used for attitude propagation. 
Propagation involves tracking the changes in orientation from a known point. By 
measuring the changes in orientation from a starting point using a gyroscope, it’s 
possible to maintain full attitude knowledge through propagation. Traditionally 
gyroscopes have been mechanical devices that contain a spinning mass that 
rotates in 3 or more axes. The joint where rotation occurs is called a gimbal. The 
spinning mass maintains a constant angular momentum vector in inertial space 
aligned with the spin axis. As the spacecraft orientation changes, it is possible to 
measure the angular change by the rotation of the gimbals. A unique problem 
with gyroscope is gimbal lock. It is possible for the spacecraft to enter certain 
orientations where the 2 or more gimbal axes are aligned. When this occurs, 
rotations in either aligned axis appear identical in the other axis, and as a result, 
a degree of attitude knowledge is lost [19]. Due to the power and mass limitations 
of CubeSats, it is not feasible to use large mechanical gyroscopes. Instead, 
MEMS (Microelectronic Mechanical Systems) gyroscopes must be used. MEMS 
gyros provide an angular rate output that must be integrated to determine the 
orientation of the spacecraft. MEMS gyros are small enough to fit inside a single 
integrated circuit package and are low power. Instead of using a spinning mass, 
MEMS gyros use a miniature piezoelectric oscillating mass. Motion caused by a 
centrifugal force due to motion disturbs the mass, and this disturbance can be 
correlated with angular motion. This is commonly known as the Coriolis Effect 
[13].  




Figure 9: Gyro from a Jupiter IRBM showing gimbals. Source: USAF 
Although MEMs gyros have the advantage of compactness and low power 
consumption, they suffer from a problem known as drift. Drift occurs due to 
thermal variations that cause the vibrating thermal mass’s mechanical properties 
to fluctuate over time, leading to a systematic error. 
Magnetometers are another widely used sensor in attitude determination. A 
magnetometer is essentially a compass that measures the current direction of 
the earth’s magnetic field.  Assuming the spacecraft knows it’s location in space, 
through either an onboard GPS or accurate knowledge of the time and the 
spacecraft’s orbital parameters, the earth’s magnetic field can be calculated. 
Comparing the measured magnetic field to the calculated field provides attitude 
knowledge. Ambiguity remains in the attitude knowledge, however, because 
although it’s possible to establish the spacecraft orientation in terms of this 
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magnetic field vector, the spacecraft can still rotate around this vector without the 
vector measurement changing. Thus, another vector measurement is needed to 
fully establish attitude knowledge [11] [12].  
A good candidate for a second observation is the spacecraft to sun vector, a 
vector that is determined using a sun sensor. As with the magnetometer, using a 
sun sensor requires accurate knowledge of the spacecraft’s current position, so 
that the sun vectors’ position in the local ECI frame can be determined and 
subsequently correlated with the measured sun vector. Sun sensors are 
particularly useful because the sun’s intensity or luminosity is often constant over 
the course of a spacecraft’s orbit, and it is always the brightest object in the sky, 
a situation the makes it very distinct in the sky. Sun sensors can be either analog 
or digital devices. Analog sensors have a slit and a photo diode that detects the 
sun. The output current from the photo diode generally varies with a cosine 
relationship to the incident angle with the sun. Digital sun sensors contain a slit 
with an array of photo detectors beneath, with each pixel representing a single 
digital bit [12]. Sun sensor implementations on CubeSats are often staring type 
sensors. These sensors normally involve multiple discrete photo diodes on each 
face of the CubeSat. These photodiodes have overlapping fields of view, and 
thus overlapping response curves. Comparing the outputs from each sensor on a 
face mathematically establishes the sun’s position. This sensor type was 
demonstrated on orbit on Boeing’s CubeSat Testbed 1 in 2007 [20]. Sun sensors 
suffer an obvious limitation in that they require the sun to be visible in order to 
work. When a spacecraft is in eclipse, they do not provide meaningful data. 
Star sensors are widely used on larger satellites, and are particularly useful 
because they provide a complete attitude determination solution and additional 
angular rate measurements. A typical star sensor output would be a quaternion 
that represents the rotation between the ECI frame and the star sensor frame 
[21]. Star sensors are one of the more complex attitude determination sensors. 
They essentially use a CMOS or CCD sensor array to image the sky, and then 
use image processing techniques to pick out certain stars. Every star sensor has 
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an onboard star catalog that it uses to identify the orientation of the spacecraft in 
inertial space by comparing the visible star pattern to the onboard catalog. The 
sun must be well out of the star sensor’s field of view to prevent potential 
damage to the CCD or CMOS sensors. A light shade, also known as a baffle, 
must be installed to protect the sensor from the sun [22]. This device, although 
necessary for effective operation of the Star sensor, is very large and must 
protrude from the spacecraft body. Given the constraints of the CubeSat form 
factor driven by the P-Pod, large protruding objects can be difficult to implement 
on the CubeSat. Thus using a star sensor on a CubeSat can be complicated. An 
additional issue with the star sensor is that they tend to be power hungry, due 
both to the computational requirements of the star sensor algorithms, and the 
fact that the sensors must often be cooled using thermo electric coolers to 
decrease inaccuracies associated with dark current flow in the semiconductor 
pixels [23]. 
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Earth Sensors are another type of attitude determination sensor. These work 
by detecting the presence of the earth in the sensor’s field of view. This normally 
involves detecting the contrast between the earth’s warm surface and the 
approximate 0 Kelvin temperature of space. Earth sensors are implemented in a 
number of different ways. Horizon sensors detect the earth’s horizon, and based 
on the orientation of the earth’s crescent in the field of view, determine the 
spacecraft orientation in roll and pitch axes [14]. The specific sensor inside the 
earth sensor are often thermopile devices that output a DC current proportional 
to the infrared energy absorbed by the sensor. The sensor design is complicated 
due to the varying infrared emission from the earth that tends to change 
according to the presence of clouds or whether the portion of the Earth’s surface 
in view is desert, ocean, or temperate. Existing earth sensors are typically very 
large and power hungry, although devices have been proposed that are 
appropriate for the CubeSat form factor [24] [25]. One of the most useful 
characteristics of earth sensors is that they work independent of eclipse. To date, 
in-flight demonstration of an earth sensor for CubeSats has not been described 
Figure 10.4 An example of star sensors installed on a large 
satellite. Note the large baffles installed on the three star sensors. 
Source: NASA 
Figure 11: A set of three Star sensors with attached baffles. 
Source: NASA 
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in the literature.  
A novel attitude determination device, that has great potential for CubeSat 
applications, is the stellar gyro system. From a hardware perspective, the stellar 
gyro is a CMOS or CCD device that can image star fields. Using onboard 
processing, the self-contained stellar gyro sensor uses image processing 
algorithms to identify stars that appear in two different star field images. By 
comparing the movement of the stars between images, it is possible to determine 
the relative attitude of the spacecraft between the frames. The measurement is 
relative. In other words, the output is a quaternion that reflects a rotation between 
the two star field images. In order for the stellar gyro to be used, an initial attitude 
must be known. The stellar gyro can then provide a relative orientation from this 
known starting attitude. A major advantage of the stellar gyro is that it works 
equally well in eclipse or in the presence of the sun. Additionally, it doesn’t 
require detection of specific stars or patterns of stars to match those found in a 
database [26] [27] [28].  
2.6  Overview of Previous CubeSats with ADAC Systems 
Previous work on CubeSat ADCS normally presents results and designs of 
systems for specific spacecraft. Papers on the Aeneas bus show the capabilities 
of the three-axis stabilized CubeSat in Low Earth Orbit [16]. A sun tracking, 
three-axis stabilized CubeSat is shown in the paper by the Aerospace 
corporation [4]. A description of attitude determination using sun vectors and 
magnetometer vectors in a flown implementation is presented in the paper about 
the Boeing CubeSat validation efforts [20]. The simulation work in this thesis 
work builds heavily off of the thesis work of Samir Rawashdeh, completed in 
2009. In this thesis, the Smart Nanosatellite Attitude Propagator is developed. 
The underlying dynamic model and environmental torque models were leveraged 
in completing this thesis [9]. The thesis completed by Orlando Diaz presents a 
comparison of different attitude propagation algorithms that helped to select the 
attitude propagation algorithm in this thesis [29]. Theses completed at the 
University of Toronto Institute of Aerospace Studies (UTIAS) present very good 
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coverage of the capabilities and the data provided by attitude determination 
sensors. This provided much insight towards developing the sensor simulator 
models in this paper [21] [15]. Finally, previous work on the stellar gyroscope 
completed at the University of Kentucky Space Systems Lab laid the groundwork 
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3 Attitude Determination Algorithms 
Up to now, the discussion has revolved around attitude determination and 
control systems in general, with some specific discussions of sensors and 
actuators. The algorithms involved have only been mentioned in passing. The 
crux of this work is integration of attitude determination algorithms to build a 
complete attitude determination system, so some in depth discussion of the 
mathematics is required. The mathematics are then implemented in software 
running on a spacecraft computer to complete the attitude determination system.  
Two complementary areas comprising attitude determination that will be 
described are absolute attitude determination and attitude propagation. The 
algorithms described here rely on these two different types of algorithms to work. 
An absolute attitude determination algorithm provides a measurement of the 
absolute attitude based on vector measurements. An attitude propagation 
algorithm is then used to maintain attitude knowledge using gyroscope 
measurements. This propagation will periodically need to be reset, since it will 
tend to diverge from the true attitude, a situation known as drift. Resetting the 
algorithm involves providing it with a new initial estimate through the absolute 
attitude determination algorithm. This strategy is used because over the course 
of an orbit, multiple vector measurements are not always available to execute an 
absolute attitude determination fix. During these lapses, attitude knowledge must 
be propagated.  
 
3.1 Absolute Attitude Determination 
This section will introduce the problem and the subsequent solution to the 
absolute attitude determination problem. This problem was first identified in the 
1960s, and finding solutions to this problem is still an active area of research. 
 
3.1.1 Wahba’s Problem 
The basic attitude determination problem was first posed in 1965 by Grace 
Wahba, an applied mathematician working for NASA. The problem is stated as 
    
37 
 
the following: given a series of vector measurements in spacecraft frame and a 
representation of the same vectors in a different frame such as ECI, minimize the 






In this equation, bi is a vector in the spacecraft body frame, and ri is the same 
vector in a reference frame such as ECI, A is a direction cosine matrix 
parameterized by a quaternion, and ai  is a weighting factor. When the quantity L 
is minimized through manipulating the quaternion that parameterizes the attitude 
matrix A, the resulting sum of squares will provide a statistically optimal estimate 
of the true spacecraft orientation. Explained in a more intuitive way, if a given 
quaternion is close to the actual attitude quaternion, ri will be rotated such that it 
is very close to bi, and the resulting quantity will be very small when the body and 
the reference frames are subtracted. This process is repeated for each vector 
measurement. The resulting sum of squares will thus be minimized, which 
provides the quaternion that is closest to the actual system state. This problem 
description is very realistic for spacecraft attitude determination because the 
output from most types of attitude determination sensors is a vector 
measurement in the sensor frame. Another term for this type of attitude 
determination is statistical attitude determination. [11] [30] 
3.1.2 Solutions to Wahba’s Problem: Davenport’s q-Method 
Several different solutions to Wahba’s problem exist. One of the most widely 
used is Davenport’s q-Method. This method is a starting point for other solutions 
to Wahba’s problem as well. The starting point in the derivation is a reformulation 
of the loss function shown above.  This is shown below. 





A is the direction cosine matrix,   ,  ,    are a weighting factor, a reference frame 
vector, and a body frame vector, respectively. The T superscript indicates a 
    
38 
 
vector transpose, and   (   ) is the trace, or sum of diagonal elements of the 
matrix outer product. In order to minimize the Loss function, the negative quantity 
  (   ) should be maximized. The term to be maximized is given below.8 
 ′( )= −  (   ) 
The next step in the derivation is to substitute in a quaternion 
parameterized direction cosine matrix. The form of the direction cosine matrix for 
this substitution is given below [30].  
 ( )= (  






In this formulation of the direction cosine matrix, which is numerically identical to 
the previously given direction cosine matrix, q is the quaternion,    is the scalar 
portion of the quaternion, and Q is the skew symmetric matrix of the first three 
quaternion elements. Substituting this direction cosine matrix into the trace of the 
loss function produces the following form of the new loss function  ′( ) [11]. 
  ( )=      
The matrix K and all the constituent terms are defined below. I is the identity 
matrix.  
  =  
 −   ∗  ( )  
     ( )
  






 Next, the maximum extrema of the new loss function   ( ) is found using 
the method of Lagrange multipliers. The following function is derived.  
 ( )=     −      
In this equation,   represents a Lagrangian multiplier, and the assumption is 
made that     is equal to 1. The maxima of this function is found by taking the 
derivative of it according to   and setting the result equal to zero. This produces 
the following equation.  




This is the familiar eigenvalue problem. This result is then inserted into the 
minimal loss function as shown below. 
  ( )=     =     =   
To summarize, the modified loss function is at a maximum when the largest 
eigenvalue of K is chosen [11]. The optimal quaternion is found by defining the 
eigenvector corresponding to the maximum eigenvalue of the matrix K. This 
solution assumes that all eigenvectors of K are distinct. In order to ensure this, a 
minimum of two non-collinear vector pairs must be available, a situation that is 
consistent with the intuitive explanation given earlier [31].  
 
3.1.3 Solutions to Wahba’s Problem: QUEST Algorithm 
The q-Method provides a robust method of attitude determination, but it is 
less computationally efficient than other methods, mostly due to the need to 
calculate exact eigenvalues. Another method that is widely used and more 
computationally efficient is the QUEST algorithm [31]. QUEST was developed 
specifically for the MAGSAT mission in 1978, a mission that mapped the earth’s 
magnetic field. In order to achieve a high fidelity mapping of the earth’s magnetic 
field, it was necessary to frequently measure the magnetic field. In order to do 
meaningful analysis of this data, it was necessary to calculate the attitude of the 
spacecraft each time the magnetic field state was measured. The computers at 
the time were not capable of calculating an attitude solution this rapidly using the 
q-Method, so a new, more rapid algorithm was required. QUEST, developed by 
Malcolm D. Shuster, was developed as a solution [32].  
The development of the Quest algorithm is conveniently a modification of the 
q-Method algorithm, so the initial derivation is the same. It essentially modifies 
the q-Method by utilizing an iterative method to approximate the maximum 
eigenvalue. Recalling that 
     =  
   =         
And that the loss function can be rewritten as 
    
40 
 
 ( )=    − 	  (  
 )=    −  ( ) 
And the function   ( ), can be rewritten, when the DCM as is parameterized by 
a quaternion as 
  ( )=  
  	  
Then we rewrite the maximum eigenvalue function as 
     =    − 	 ( ) 
Since 
   −  ( )=  ( )=  
    
The important result here is that, given an optimal quaternion selection,     will 
be very close to   , the sum of weighting factors. This situation arises because 
the loss function  ( ) will be minimized and thus much smaller than   , given the 
optimal quaternion selection. It is now possible to write 
     =    
This result is important, it means that the sum of weighting factors can serve as 
an initial guess later when the Newton-Raphson Method is used to solve for the 
result      .  
 The next task is to derive the equation to solve using the Newton-Raphson 
method. The starting point for this is the following equation, developed 
previously. 
  =    
Carrying out the algebra in the above equation produces the following equation. 
       +   ( )   −      =     
It is important to remember that the quaternion can be described as a scalar part, 
  , and   , the vector part of the quaternion. 
Rearranging the previous equation, gives another form 




   ((     +   ( ))  −  )
   [((     +   ( ))  −  )]  
The operators det and adj indicate the determinant and the adjoint of the 
quantity, respectively. The    term can be combined with the scalar term,   , to 
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The division by the quadratic term is a normalization step, meaning that the 
magnitude of the quaternion is one. The vector   and the scalar   are defined 
below. 
  = 	   [(     +   ( ))  −  ] = [   + (     +   ( )) +  
 ]  
  =    ((     +   ( ))  −  )=  [     +   ( )]− det	( ) 
  =     
  − [  ( )]  + 	  (   ( )) 
The resulting form of these equations is a result of the Cayley-Hamilton 
Theorem. The          equation and the   equation are then inserted into the 
following equation, which results from manipulation of the    =    equation. 
(     −    ( ))   =   
  
The resulting equation produces the characteristic equation that can be solved 
for      . 
Ψ(    )=  [(     −   ( )]−  
 [   + (     −   ( ) +  
 ]  
At this point, the Newton-Raphson method is used to solve for      , with    as 
the initial guess. This initial guess selection generally results in a convergence to 
the optimal solution in a single iteration. This initial guess made the Quest 
approximately 1000 times faster than the q-method on the computing equipment 
available at the time of the MAGSAT mission [33]. 
3.2 Attitude Propagation  
Attitude propagation refers to a technique that a spacecraft uses to maintain 
attitude knowledge when an absolute fix is not available. This propagation 
process involves measuring changes in attitude using gyroscopes, and then 
integrating these measurements to determine the change in attitude from an 
initial fix. Mathematically, propagation is carried out using a class of system 
models called state space models, and a special type of algorithm called an 
estimator. The estimator used in this case is a Kalman Filter.  
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3.2.1 State Space Models 
Models of the spacecraft system dynamics are an integral part of the Kalman 
Filter design. These models are a series of differential equations that describe 
the evolution of system behavior given different inputs and internal conditions. An 
example of a differential system model is given below. 
   
  
=       +      +   ( ) 
   
  
=       +      +   ( ) 
  =      +     +   ( ) 
These equations represent a 2nd order system of differential equations, 
describing the dynamics of the system to be controlled [34]. The first two 
differential equations model how the system variables change based on the 







both depend on the current values of    and    as well as  ( ), a time varying 






 would depend 
only on   and    [35].  Solving for    and   , using the differential equations allow 
us to solve the y equation, which is the output equation. The output equation 
determines the system output state based on the internal state variables    and 
  .  
It is relatively easy to define a state space form of the system model above. 
The process converts the system model into a matrix form representation. First, 
it’s necessary to define a state vector. In this case,    and   , fully describe the 
system’s internal states. The state vector for the equation incorporates both of 










All of the coefficient terms must be combined into vectors and matrices. 











Now that these terms are defined, it is possible to rewrite the system model in 
state space, as shown below [34]. 
 ̇ =  	  +  u(t) 
  =   + D	u(t) 
3.2.2 Kalman Filter 
The Kalman Filter is a state estimator. A state estimator is an algorithm that 
estimates the value of state variables of a dynamic system when the actual 
system state cannot be directly measured. An optimal estimator does this by 
combining known system dynamics, with current sensor data, and knowledge of 
the random variability of the system, also known as noise [36].  
The dynamics and measurement state space equations are shown below. 
     = Φ    + Γ    +	Υ    
   =      +    
Both of these equations are discrete time next state equations. The name 
next state alludes to the fact that the next value of the system state,     , is 
calculated based on the previous value,   . The k subscript indicates the discrete 
time indice of the state vector. The first equation is the dynamics equation. Φ  is 
the discrete time state transformation matrix. This matrix defines the contribution 
of the previous state on the next state. Γ  is a matrix that defines the contribution 
of inputs to the system,  , to the next state equation. Υ  is the coefficient of the 
current process noise vector,    [37] [31].The next equation describes how 
sensor measurements depend on system state.    is a vector of sensor 
measurements that depend on the current state vector   .    is the 
measurement matrix, also called a sensitivity matrix [38]. The vector    is the 
measurement noise [31].  
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One of the underlying assumptions of the Kalman filter is that the noise terms 
are zero-mean Gaussian white noise processes, and uncorrelated. Figure 12 
below shows a Gaussian distribution that is centered at zero. In a stochastic 
variable theory, a random variable tends to vary around its mean such that if all 
the measurements are recorded on a histogram, the resulting pattern will 
approximate the Gaussian distribution shown in the figure [39] [40]. The zero 
mean condition specifies that the mean is at zero. Thus the zero-mean Gaussian 
distribution means that the histogram of the random noise term must 
approximate the shape of a Gaussian distribution centered at zero.  
 
Figure 12: The Gaussian Probability distribution, centered at zero. Source: 
Wikimedia Commons 
The other assumption of the Kalman filter is that the noise terms are 
uncorrelated. Physically, the elements of the noise vector are the random 
deviations from the ideal exhibited by a given variable. It is an additive term to 
the value of the state variable. If the terms are uncorrelated, they are 
independent of each other. If    in    changes by some amount, it is not 
    
45 
 
expected that    will change at the same time, in the same direction, or by a 
similar amount. No association exists between the random variables, meaning 
they are uncorrelated. Mathematically, the test for correlation is covariance.    
and    are the covariance matrices of the measurement noise    and process 













   term in both equations is called the expectation value of the 
quantity within the brackets. In stochastic systems, this is another name for 
mean. It is the weighted average of all possible values that the variable can 
assume [39]. Note how all elements, except the diagonal, are equal to zero. This 
situation results from the zero correlation assumption between variables, as 
previously discussed. An additional assumption of the Kalman filter is that the 
process noise and the measurement noise are uncorrelated. This condition is 
shown below [31].  
      
   = 0 
The Kalman filter involves several calculation steps. In the first step, the 
previous state is propagated in discrete time. This step is also known as the a 
priori update [41], or as an extrapolation [42]. The equations for this step are 
shown below [31]. 
    
  = Φ   






The first equation propagates the state vector in time. The second equation 
propagates the error covariance. The error covariance terms describe the error in 
the system state, which is why it includes the process noise,    [31]. 
The next step is the calculation of the Kalman gain. Intuitively, the Kalman 
gain determines the weight that measurements have on the estimate of the 
system state [31].  









Large measurement errors correspond to a large error covariance term,   . This 
large term leads to a small Kalman gain. Subsequently, measurements are not 
weighted heavily in the subsequent estimates of the state.  
The next step in the Kalman filter algorithm is the update step. This step is 
also known as the a posteriori update [41]. In this step, the a priori state estimate 
is updated based on the measurements. The previously calculated at the Kalman 
gain is employed here [31].  
    
  =     
  +   [   −   (    
  )] 
    
  = [  −     ]    
   
In the next iteration of the algorithm, the values calculated in the update step 
become the new    
  and    
 , and the calculations are repeated.  
3.2.3 Kalman Filter for Attitude Propagation 
The Kalman filter for attitude propagation uses the equations outlined above, 
but with modifications to use quaternions and gyroscope signals. The state 







This state vector is obviously the quaternion. With the state vector defined, it 











0 ω  −ω  ω 
−ω  0 ω  ω 
ω  −ω  0 ω 






This state space model is based on the differential equation of the quaternion. 
As in the quaternion differential equation, the ω terms represent the body angular 
rates. 
The next step is to discretize the continuous time model to generate the 
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discrete-time next state equation that is suitable for implementation on a digital 
computer. This discretization is carried out by finding the matrix exponential and 
carrying out a power series expansion [11].  




    = −ω   
Ω   = (−1) ω    
Ω     = (−1) ω  Ω 
Next, the matrix exponential is represented as a power series, and 
appropriated substitutions are made for the Ω   and Ω     terms. The resulting 
summation is then converted from the series representation to a corresponding 
trigonometric function representation. This trigonometric function is then 
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   is the sampling period of the attitude determination system. This value is 
equivalent to the reciprocal of the update frequency of the attitude determination 
system in Hertz. The end result of the derivation is Φ, the discrete time state 
transformation matrix.Φ is used to complete the a priori update of the state vector 
in the Kalman filter [11]. This step in the Kalman filter is also called state 
propagation. 
The equation to complete the a priori update of the covariance requires a 
different Φ , that will be noted by the variable Φ  . This matrix is a state 
transformation matrix, and is derived using a power series in a similar manner to 






















Φ   = 0    







The matrix [  ] is the matrix representation of the cross product of the 
angular momentum vector. The term    that is multiplied by the process noise 





Next the process noise covariance    is defined below.    and    represent 
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In this form of the Kalman filter, a unique form of the sensitivity matrix is used. 






This sensitivity matrix is the skew symmetric cross product matrix of the 
magnetic field vector rotated into the body frame. This magnetic field vector is 
calculated using an onboard model of the earth’s magnetic field. At each 
execution of the Kalman filter, the spacecraft computer calculates the value of 
the Earth’s magnetic field in ECI, based on the current spacecraft position. This 
ECI vector is then rotated into body frame using the a priori propagated 
quaternion. This formulation of the sensitivity matrix is particularly useful because 
its usage dramatically reduces the computation requirements of the algorithm. A 
larger sensitivity matrix would introduce many more multiplication steps in the 
algorithm overall, since the sensitivity matrix is used to calculate the Kalman gain 
and the a posteriori update of the covariance [31].  
An additional equation is part of the propagation equation. This equation 
compensates for the gyro drift measurement. The gyro drift model is assumed to 
be a first order Markov process. A Markov process exhibits the Markov property, 
which means that current value of the process depends only on the preceding 
value and not on the sequences long term history [42]. The gyro drift model is 
shown below [31].  
  =   −   −    
  =̇    
   is the actual angular rate vector, and   is the measured angular rate of 
the sensor that is provided by the sensor and visible to the user.   is the bias 
vector, and    is the Gaussian white noise process. The term   ̇ describes the 
rate of change of the bias. Since this is a first order model, it only depends on 
another zero mean Gaussian white noise process,   	[31]  .  
The estimated angular rates equation is given below, along with the 
differential equation for the angular rates.  
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  =   −    
   =   −   
Substituting the angular rate equation and the process model into the 
differential equation produces the following. 
   = −(Δ  +   ) 
Δ  =   −    
A linearized model for the second order derivative of the quaternion is given 
below [31].  




  ̇  = 0 
Substituting the differential equation for the angular rates into the above 
equation produces the following. 
   =̇ −[  ]   −
1
2
(Δ  +   ) 
Next, a substitution is made for    =  
 
 
 with   being a vector representing 
the Euler angles of roll, pitch, and yaw. The underlying assumption for this 
substitution is the small angle approximation. 
  ̇ = −[  ]   −
1
2
(Δ  +   ) 
This representation of the quaternion error lends itself to be rewritten as the 
Kalman error in the state vector, since the state vector is a quaternion. This 
Kalman error model is shown below [31].  
 













The error term Δ 	 will prove useful in conducting the a posteriori update. In 
    
51 
 
this step, measurements are used to update the a priori propagated state, based 
on the Kalman gain. Another way of looking at this step is as a compensation 
step for the error in the propagated state, based on new knowledge of the system 
state from the measurements. In a mathematical format, the a posteriori update 
step can be written as 
    
  =     








  )]   
  	 must be calculated during the a posteriori update phase. This provides 
values for    and    that are used in the next phase. After this is done, it is 
possible to calculate a new value for the gyro bias. This gyro bias is 
subsequently used to compensate for gyro drift and calculate a new angular rate 
based on the gyro rate measurements. These updated equations are shown 




 	=   −    
  
   
  is the previous bias value,    
  is the updated bias term,   is the gyro 
measurement, and  	 is the angular rate estimate after compensation using the 
bias term. This estimate of  	 is used on the next iteration of the algorithm to 
propagate the quaternion using the Φ  state transition matrix.  





























   is a vector consisting of the vector part of the quaternion.   
  is the skew 
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4 Attitude Drift and Compensation 
This chapter will describe sources of attitude drift and methods to 
compensate for it. This chapter concludes with a description of an attitude 
determination system that utilizes the stellar gyro system to compensate for drift.  
4.1 Attitude Drift Sources 
This section will describe the sources of attitude drift. Sources of attitude drift 
include the analog to digital conversion process that includes sampling and 
quantization error. Other sources include random sensor noise described by the 
sensor Allan variance. A final source of attitude drift error is limits in the gyro 
resolution. 
4.1.1 Analog to Digital Conversion Process 
A significant source of error in the gyroscope measurements results from the 
analog to digital (A to D) conversion process. The A to D process is common in 
electronics. It involves converting a real world continuous signal, otherwise 
known as an analog signal, into a digital discrete signal. Figure 13 illustrates the 
A to D process graphically. The grey line is the underlying analog signal, and the 
red stair step pattern represents the resulting digital signal, produced in the A to 
D conversion process. The A to D process consists of two distinct activities, 
discretization and quantization. Discretization results from limitations in the 
sensor electronics’ ability to switch fast enough to take a snapshot of a rapidly 
changing analog signal. This process is often known as a zero order hold. The 
analog signal is sampled, or read instantaneously, by the digital electronics at 
equally spaced intervals in time. This fact is apparent from the stair step pattern 
visible in red digital signal in Figure 13. If a signal is changing much faster than it 
is being sampled, any fluctuations between the vertical lines are not detectable. 
Quantization is another component of the A to D process and it is caused by the 
limited number of digital bits available to represent the amplitude of the analog 
signal. A real analog signal has infinite resolution that is not possible to represent 
with a digital signal, due to the limited number of bits. These bits must be used to 
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represent the full sensor range. The quantization means fixed levels for the 
sensor output. Values falling between these fixed quantization levels are rounded 
up or rounded down to the nearest quantized number. This rounding produces a 
type of error known as quantization error. A method to compensate for this error 
is through dithering. Dithering involves injecting small amplitude analog white 
noise into a signal, with amplitude of approximately a third of the smallest 
quantization value. This noise injection will cause the sampled value of the signal 
to toggle between the two adjacent quantization levels. When these samples are 
averaged using a smoother or moving average filter, the resulting number will be 
much closer to the analog signal [48].  
 
Figure 13: The Analog to Digital Conversion Process showing a zero-order hold 
process, with sampling and quantization. Source: Wikimedia Commons 
4.1.2 Allan Variance 
Gyroscopes are inherently noisy instruments. Error in gyro measurements is 
not easily described by a single number or specification in a data sheet. Gyro 
error specifications are often given in terms of an Allan Variance plot, shown in 
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Figure 14 below. An Allan Variance plot expresses the error in a gyro 
measurement in terms of integration period. This integration period represents an 
average of sequential measurements from the gyro. The y-axis of the Allan 
Variance quantifies the actual error in the measurement. In Figure 14, this value 
is referred to as the Root Allan Deviation, in degrees per second. The Root Allan 
Deviation specifies the 1 Sigma Standard deviation of the measurement from the 
nominal measured value [48]. 
 
Figure 14: Allan Deviation of Gyroscope Source: Analog Devices ADIS16334 
IMU Datasheet 
The underlying assumption of the Allan Variance is that by averaging 
sequential gyro measurements, an error minimum is reached. At shorter 
integration periods, the measurement error is high, reaching a maximum error at 
the minimum integration time. Error in this region is referred to as Angular 
Random Walk (ARW). The formula for the measurement variance due to ARW is 
shown below [49]. 







In this equation,    represents the measurement variance, which is square of the 
root Allan deviation.    is a  squared constant, and   is the integration period. 
Through inspection of the ARW equation, it is clear that the ARW noise is 
essentially high frequency noise. Since it is high frequency noise, it can be 
effectively eliminated through data smoothing techniques, such as a moving 
average filter. This is consistent with the equation above, since the noise 
decreases with the integration period.  
 Figure 14 shows that increasing the integration period greatly reduces the 
noise, but it does not fully eliminate it. Another noise source is present in the 
statistical model of the gyro. It is referred to as Bias Instability. The equation for 







(sin  + 4  cos )+   (2 )−   (4 )  
  = 2   	  
Here,    represents the measurement variance,   is the bias instability 
coefficient,    is the cosine integral,    is the sampling frequency of the 
gyroscope, and   represents the integration period. This equation is rather 
complicated, but fortunately it is possible to apply a simplification that will reduce 
the number of terms in the equation. It is reasonable to assume that  , the 




this assumption is made, it’s possible to reduce the Bias Instability error equation 







In this equation,   is the previously discussed Bias Instability. This simplification 
also eliminates the dependence on the integration time,  . This means that Bias 
Instability error becomes an error signal with constant variance when   is much 
larger than the sampling period of the gyro, 
 
  
. The validity of this assumption 
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appears in the Allan Variance plot. In the region where Bias Instability is 
dominant, the variance curve is flat, representing the constant Bias Instability 
error. Thus, the bias instability is modeled as a white noise process with constant 
variance, assuming a   that is much greater than the sampling period of the 
sensor.  
4.1.3 Gyro Resolution Limits 
The quantization inherent in the A to D process leads to another issue with 
MEMS gyros beyond quantization error. Quantization also leads to resolution 
limits. Resolution limits mean that only angular rates above a certain minimum 
value can be measured, otherwise the output appears to be zero. Resolution 
limits are essentially an effect of quantization since, during quantization, values 
below half the lowest quantization level are rounded to zero. In practice, this 
means that angular rates that are less than the number can be represented by 
the least significant bit of the sensor output fall below the resolution of the sensor 
and are not measureable. Figure 15 shows the angular rates of the body axes of 
a 2U CubeSat subject to environmental torques in low earth orbit. For reference, 
the resolution limits of the Analog Devices ADIS16334 IMU [50] are shown as 
well. The gyro in this IMU represent the angular rates in a 24 bit, two’s 
complement number. The bold horizontal lines represent the minimum angular 
rate, (+/-) 0.015 Degrees/Second, that the gyro can display using the least 
significant bit (LSB).  




Figure 15: Angular Rates of a CubeSat Subject to Environmental Torques and 
the +/1 LSB Resolution Limits of the ADIS16334 Gyro 
As discussed in Chapter 2, a satellite in Low Earth Orbit is subject to a variety of 
disturbance torques from the space environment. The magnitude of many of 
these disturbance torques, such as solar pressure torque and aerodynamic 
torque, are proportional to the surface area of the satellite. For a CubeSat with its 
small external surface area, these disturbance torques are small. For reference, 
a 2U CubeSat has a surface area of 0.1 meters squared. Using the equations 
given in Chapter 2, the magnitudes of the torques are on the order of 1x10-6 
Newton-Meters. These environmental torques generate the angular rates shown 
in Figure 15. These angular rates fall below the least significant bit resolution of 
the sensor for much of the orbit. The conclusion here is that the practical limits in 
the resolution of even high end rate sensors, such as the ADIS16638, prevent 
the sensors from measuring the angular rates experienced on orbit. This 
limitation handicaps a Kalman Filter from accurately estimating the attitude of the 
satellite, since it is essentially integrating zero. 
 Some method of compensating for this lack of resolution should be 
attempted. One possibility is using analog rate sensors and an op-amp circuit 
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with appropriate low pass filtering to amplify the low angular rates. This amplified 
signal can then be sampled by an A to D converter. The op-amp circuit should 
have a gain selected that will amplify the voltage corresponding to the maximum 
angular rate up to the maximum voltage allowed by the A to D converter. In this 
way, it’s possible to take advantage of the full dynamic range of the sensors [52] . 
This approach may not be ideal due to the additional complexity of the analog 
circuitry involved.  
 Another approach is to use oversampling and noise shaping sigma delta 
modulation techniques to enhance the resolution of the A to D conversion 
process. This approach involves sampling at above the Nyquist frequency, and 
employing filtering techniques to reduce the quantization noise to produce much 
higher resolutions. Oversampling a signal by a factor of 16 can produce an extra 
2 bits of resolution of the A to D [53].    
4.2 Drift Compensation through Stellar Gyro Updates 
The stellar gyro provides a convenient solution to the attitude drift problem. 
The stellar gyro, after being provided with an absolute attitude fix by QUEST, can 
provide a drift free attitude estimate and update to the Kalman filter by measuring 
the attitude changes by comparing the changes in position of stars in the field of 
view. This allows a drift free propagation of the attitude. In terms of 
implementation, the stellar gyro requires a small, externally mounted CMOS 
detector to image the star field. If two of these CMOS sensors are oriented with a 
180 degree angular offset, it’s possible to ensure that a star field image is always 
visible, regardless of the presence of the earth in the field of view of an individual 
sensor.  Figure 16 on the following page shows the updated system diagram with 
the stellar gyro installed. Note that the stellar gyro provides an attitude update 
directly to the Kalman filter, and that the MEMS gyros are still part of the system. 
MEMs gyros still must be present to measure rapid changes in attitude.  
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5 Simulink Modeling of the Attitude Determination System 
This section will describe the Simulink models developed to model a CubeSat 
attitude determination system. This Simulink model includes models of common 
attitude determination sensors. It also includes dynamics models to simulate the 
effects of torques on the CubeSat. Finally, the Simulink model includes models of 
the unified stellar gyro and Kalman filter system.  
5.1 High Level System Model 
Figure 17 shows the highest level of the Simulink model. The blocks in the 
Simulink model represent different subsystems. The lines between the different 
subsystems represent different signals moving between the subsystems. The 
block in the upper middle is the 6 Degree of Freedom (DoF) dynamics model. It 
receives torque as an input and outputs velocity, position, attitude and angular 
rates. The magnetic field model also appears at this level, below and to the right 
of the 6 DoF dynamics model. It receives position as an input, indicated by the 
Green ‘P,’ and outputs a magnetic field in Teslas. On the upper left of the 6 DoF 
is a gravity model. This model takes position as an input, and outputs a 
gravitational force, which the 6 DoF model uses to model the effect of gravity 
gradient torques on the CubeSat. To the right and below the 6 DoF model is the 
Sun Vector calculation block. This block determines the ECI sun vector, using a 
position input signal and a calendar date. This model utilizes a VSOP 87 model 
to calculate the sun vector [44]. At the lower left of the Simulink model is the 
block containing the attitude determination sensor models. The Kalman Filter and 
attitude determination algorithms are contained within the blue subsystem. The 
complex series of subsystems and signals on the lower right are used to 
calculate the error in the attitude estimate from the Kalman filter.  
Error is determined by calculating the difference between the attitude 
estimate provided by the Kalman filter and the truth attitude. In simulation terms, 
the truth attitude is the output from the 6 DoF model, which is considered reality, 









Figure 17: High Level Simulink Model 
    
63 
 
5.2 Simulink Sensor Models 
Sensor models were an important part of the Simulink attitude determination 
system. Models were created for MEMS gyros, magnetometers, sun sensors, 
and solar panel based coarse sun sensors. The Simulink models of the sensors 
are shown in Figure 18. These sensors simulate hardware by modeling 
quantization and the analog to digital conversion process, and additive system 
noise. For the optical type sensors, such as sun sensors and star trackers, a field 
of view feature checks to see if a reference object appears in the sensor field of 
view, and blocks the output if an object is not visible. These sensor models also 
include masked variables, which allow configuration of various system 
parameters through a graphical user interface (GUI) based popup menu. The 
GUI based menu for the magnetometer is shown in Figure 19. Noise 
characteristics, field of view, quantization levels, and sampling rates can all be 
specified through this GUI menu. This menu also allows the user to specify the 
orientation of the sensor in the spacecraft body frame using Euler angles.  
Figure 20 shows the internal framework of the magnetometer model. The first 
step in this model is rotation of the ECI magnetic field vector to the body frame. 
This rotation is completed using the DCM matrix that is input into this block 
through the actual attitude port. Next this body frame vector must be rotated into 
the sensor frame. The Roll, Pitch, and Yaw Euler angles, specified by the user in 
the mask, are represented as Simulink constants R, P, and Y within the Simulink 
block. The black vertical bar that these constants connect to is a Simulink mux 
block that combines these constants into a vector. In the lower left, these Euler 
Angles are fed into a Simulink block called Rotation Angles to DCM. This block 
generates a DCM that is used to rotate the sensor vector measurement from the 
body frame to the sensor frame. The important Euler angle rotation order must 
be specified for this block, which is shown below the block as Z-X-Y, 
corresponding to a Yaw-Roll-Pitch, or 3-1-2 rotation order. This rotation order 
must be consistent across the different Simulink blocks. After rotating into the 
sensor frame, the signal passes into a summing block, where Gaussian white 
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noise is added. The variance of this noise is also specified in the mask by the 
user. The signal then passes into the portion of the block simulating the A to D 
conversion process. The rate transition block converts the continuous time signal 
to a discrete representation, with frequency specified in the mask. The quantizer 
similarly converts this discrete signal to a digital signal with quantization levels 
specified in the mask. For simulation purposes, the mask parameters allow the 
sensor models to be configured to have the same characteristics of actual 
hardware. The magnetometer hardware simulated in this thesis was a surface 
mount Honeywell HMC512 magnetometer.  
 
Figure 18: Simulink Sensor Models Showing the GUI Menu for configuring 
sensor parameters. 







Figure 19: The Masked Variable Context Menu for the Magnetometer 
 




Figure 20: Magnetometer Model 
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Figure 21 shows the internals of the Simulink sun sensor model. This sensor 
model contains the same ECI-Body-Sensor Frame rotation as the magnetometer, 
as well as the A to D modeling process and noise injection as described 
previously in the description of the magnetometer model. In order to most 
accurately simulate a sun sensor, this model also includes functionality to 
determine if the sun is in the sensor field of view. To complete this logical check, 
the angle between the sun vector in the sensor frame and the sensor bore sight 
are compared. If this angle is less than the half cone angle of the sun sensor field 
of view (FOV), then the sun is visible to the sensor, and the sun vector is passed 
out of the block. If it is not visible, the sensor passes a vector of NaN values. The 
passing of the NaN or the actual vector occurs at the Switch 1 block, while the 
logical checking occurs upstream, using the Angle Between two Vectors blocks 
and a series of logical blocks.  This sensor model is based on an SSBV Fine Sun 
sensor model, a highly accurate small form factor sun sensor appropriate for 
CubeSats and larger small satellites.  
Figure 22 shows a coarse sun sensor model. This model simulates the 
use of solar panels as coarse sun sensors, generating an output that indicates 
which faces of the CubeSat are illuminated by the sun. The specific output is a 6 
element vector, with 1 element for each face of the CubeSat. If a face sees the 
sun, the corresponding element in vector is set to 1, otherwise it is 0.  This model 
works in a similar manner to the fine sun sensor model above. The angle 
between the sun vector and the normal vectors for each face are compared to a 
fixed field of view. If the angle is less than the half cone angle of the field of view, 
then the sun can illuminate the face of the CubeSat, and the vector element is 
set to 1. This comparison is completed for all faces of the CubeSat. The 
individual outputs of these logical checks are then combined using muxes to 

















Figure 22: Coarse Sun Sensor Internal 
Model 
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5.3 Quaternion Extended Kalman Filter Subsystem 
Figure 23 below shows the Quaternion Extended Kalman Filter subsystem. 
The actual code to implement the Extended Kalman Filter is on the far right. This 
block provides an output of estimated angular rates, along with the estimated 
quaternion. This subsystem also contains several other subsystems to support 
the Kalman Filter. The block on the top left is the Check_NaN block. This block 
checks for valid sensor inputs, indicated by the actual numbers and not the NaN 
data type that MATLAB uses to represent undefined data types. These inputs are 
not subsequently used in later calculations. The block to the right of the 
Check_NaN measurements is the Rotate Measurements block. This block 
rotates sensor readings from the sensor frame into the body frame. This step is 
required by the Kalman filter and the absolute attitude determination algorithms. 
Finally, the subsystem in the middle-bottom is the absolute attitude determination 
block, containing the QUEST algorithm and the stellar gyro. This subsystem is 
connected directly to the Kalman Filter, and provides a method of updating the 
quaternion that the Kalman filter is propagating.  
 
Figure 23: Quaternion EKF Subsystem 
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5.4 Absolute Attitude Determination Block 
The absolute attitude determination block is shown below in Figure 24. It 
contains the QUEST algorithm and the stellar gyro and supporting subsystems. 
On the upper left, vector measurements and reference vectors are passed into 
the Form Vectors subsystem. This block combines the reference vectors and the 
measurement vectors into two different matrices. These matrices are arranged 
such that each vector measurement and reference vector pair has the same 
column number in each matrix. This format is appropriate for the QUEST 
algorithm that subsequently uses these two matrices to determine the absolute 
attitude. The quaternion determined using QUEST gets passed into the Stellar 
Gyro system block. The Stellar Gyro then uses this as a starting point to update 
the quaternion. A system clock input is also passed into the stellar gyro block, 
and the stellar gyro uses this to determine when it should update the quaternion.  
 
Figure 24: Absolute Attitude Determination Subsystem 




This chapter will demonstrate drift free attitude estimation through stellar gyro 
updates. Two different situations are used to demonstrate Kalman Filter. The first 
is a CubeSat with an initial angular rate of 0 degrees per second in each body 
axis, and accelerated by the environmental torques. The second situation is a 
CubeSat with 0.1 degrees per second roll rate in each body axis at the start of 
the simulation. The estimate of the attitude for both scenarios is compared to the 
truth attitude that is the output of the 6 Degree of Freedom dynamics block. 
Errors are calculated between the estimated attitude and the truth attitude.  
6.1 Drift Compensation with Low Roll Rate 
The next case demonstrates the effectiveness of the attitude determination 
system in a situation where the satellite is slowly rolling, subject to only 
environmental torques. This situation was previously discussed in the context of 
gyro resolution limits, where the slow roll rates imparted by environmental 
torques are not measureable by the MEMS gyros. Figure 25 below shows the 
truth attitude. This data is taken directly from the output of the 6 Degree of 
Freedom dynamics block. A significant characteristic of this plot are the 
discontinuities present. These discontinuities are visible in the roll angle at 8000 
seconds and 1100 seconds, and pitch and yaw at 8000 seconds. These 
discontinuities are due to singularities in the Euler angle representation of the 
attitude that occur at 180 and -180 degrees in the roll angle, and -90 and 90 
degrees in the pitch and yaw angles. The output of the Kalman filter is a 
quaternion that is subsequently converted to an Euler angle representation. The 
quaternion representation is useful because it does not experience these 
singularities. Thus, these discontinuities do not represent an issue with the 
Kalman Filter itself, but rather with the way the data is displayed. Figure 26 
shows the attitude estimate that is the output of the Kalman filter. Inspection of 
the two figures reveals that the estimate and the truth attitude closely 
correspond. Figure 27 shows the estimate error. This error is calculated by 
subtracting the Euler angle representation of the estimate from the corresponding 
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truth attitude. The error in the estimate is less than 2 degrees over the course of 
the simulation. The large increases in error that occur around 8000 seconds and 
1000 seconds are due to discontinuities in the Euler angle representation of the 
attitude, as previously discussed. Stellar gyro updates were completed at 60 
second intervals.  
 
Figure 25: Truth Attitude with no initial spin 
 
 




Figure 26: Attitude Estimate with no initial spin 
 
Figure 27: Attitude Estimate Error 
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6.2 Drift Compensation with Higher Roll Rate 
The attitude determination system works equally well with higher roll rates. 
The roll rates in this simulation are on the order of 0.1 degrees/second in each 
second. This rate was selected because it is substantially higher than the 
resolution limits of a high performance, off the shelf MEMS gyro. Figure 28 
shows the truth attitude. One of the differences between this simulation and the 
lower angular rates is the increased number of singularities associated with the 
more rapid role rates. Figure 29 shows the estimated attitude. Comparison of 
Figure 28 and Figure 29 demonstrates a close correlation between the estimated 
attitude and the truth attitude. Figure 30 shows the error in the estimate. The 
same singularities appear as with the lower angular rate. This error is very low, 
less than 1 degree, which is due to the availability of reliable gyro measurements 
to integrate, since the initial roll rates are within the gyros dynamic range.  
 
Figure 28: Truth attitude with some initial angular body rates 





Figure 29: Attitude estimate with some initial spin 
 
Figure 30: Attitude error with some initial spin 
 




This section summarizes the major results of this thesis. The underlying 
theory and the results are discussed. Future work to build a flight ready system is 
also described.  
7.1 Summary of Work 
This thesis proposes a new attitude determination system for small satellites. 
This system is particularly suitable for CubeSats, since it eliminates the need for 
a large complement of hardware and can be realized using small and relatively 
low power sensors. The attitude drift problem is effectively dealt with using the 
new stellar gyro sensor. 
The attitude determination system utilizes the solar panels as course sun 
sensors to provide an approximate fix on the sun. The satellite is subsequently 
rotated so that the fine sun sensor can acquire the sun. This sun sensor provides 
an accurate sun vector that, when combined with a magnetometer vector, 
enables the QUEST algorithm to determine the absolute attitude. This absolute 
attitude is then propagated by a quaternion Kalman filter that maintains attitude 
knowledge.  
This system employs gyroscopes to provide high frequency updates of the 
system attitude. The use of gyroscopes inevitably leads to drift in the attitude 
estimate when the rate information from the gyroscopes is integrated by the 
Kalman filter. This drift leads to a steadily increasing error in the attitude 
estimate, eventually leading to a total loss in attitude knowledge over time.   
Several sources of the gyro error are described. Errors result from the analog 
to digital conversion process and the Allan variance noise. These issues are 
partially compensated for using a low pass or moving average filter. The gyro 
resolution also introduces an additional source of error. The gyro resolution is a 
result of the quantization limits in the analog to digital conversion process. The 
resolution error results from the small angular rates generated by environmental 
torques. These angular rates are not measureable by the gyros.   
The stellar gyro provides effective compensation for the drift errors. Using 
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image processing techniques to compare star field images, the stellar gyro is 
able to determine the drift free change in attitude. This provides a low frequency 
update of the attitude that is used to update the Kalman filter attitude.  
This system is then implemented in the Simulink environment. Multiple sensor 
models are created in Simulink, including sun sensors, magnetometers, and 
gyroscopes. The noise characteristics, quantization errors, and sampling of these 
sensors are simulated. The QUEST algorithm and the quaternion Kalman Filter 
are implemented as well.  
The results from the Simulink model show a marked improvement in the 
accuracy of the attitude estimate. These simulations are run with two different 
initial angular rates. 0.1 degree per second rotation was tested, as well as 0 
degree per second initial rates. In both cases, the estimated attitude is compared 
to a truth model that represents the actual attitude as simulated by the Simulink 
dynamics model. The estimated attitude accurately tracks the truth attitude, and 
error is less than 1 degree in all three Euler angles for both initial conditions. 
7.2 Future Work 
Advancing this system from the simulation stage to a prototype system 
involves a significant amount of hardware and software work. Actuators to 
execute slewing maneuvers currently exist on the market, so off the shelf 
components can provide the maneuvering capability. In terms of sensors, at a 
minimum, this system requires a sun sensor, a magnetometer, and a MEMS 
gyroscope, as well as the stellar gyroscope. The first 3 sensors are also readily 
available, off the shelf commercial products. The stellar gyro, on the other hand, 
is still in development, with a proof of concept unit completed. Further work is 
required to reduce the power consumption of this unit and ruggedize it for the 
space environment.  
Another focus needs to be selections of a low power microprocessor that can 
do the math required by the attitude determination algorithms. These calculations 
include implementations of a 400 point moving average filter, the QUEST 
algorithm, magnetic field models, sun vector reference model calculation 
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algorithm, and the Kalman Filter. An excellent candidate processor for this 
application is the ARM Cortex M4. Numerous implementations of this processor 
exist, but all processors containing the Cortex M4 core contain a floating point 
unit that is capable of completing IEEE 754 Standard Single Precision Floating 
Point Operations such as multiplication and addition in 1 processor clock cycle  
[47]. This is a huge advantage for an attitude determination processor, since 
single precision floating point is adequate for the attitude determination 
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