A multi-envelope generalised coordinate system for numerical ocean modelling is introduced. In this system, computational levels are curved and adjusted to multiple 'virtual bottoms' (aka envelopes) rather than following geopotential levels or the actual bathymetry. This allows defining computational levels which are optimised to best represent different physical processes in different sub-domains of the model. In particular, we show how it can be used to improve the representation of tracer advection in the ocean interior. The new vertical system is compared with a widely used z-partial step scheme. The modelling skill of the models is assessed by comparison with the analytical solutions or results produced by a model with a very high-resolution z-level grid. Three idealised process-oriented numerical experiments are carried out. Experiments show that numerical errors produced by the new scheme are much smaller than those produced by the standard z-partial step scheme at a comparable vertical resolution. In particular, the new scheme shows superiority in simulating the formation of a cold intermediate layer in the ocean interior and in representing dense water cascading down a steep topography.
The z-level coordinates are a natural framework for describing horizontal pressure gradients. However, the zlevel system generates an unnatural step-like representation of bottom topography and consequently introduces an error in simulating near-bottom processes, including dense water overflows (e.g. Ezer and Mellor 2004; Ivanov et al. 2004 ). Gerdes (1993a) concluded that the crude approximation to the actual topography used in z-level models results in large errors in the simulated mass transport in regions where planetary and topographic beta-effects are of comparable magnitudes. Horizontal overshoots of dense water due to step-like representation of bottom topography lead to spurious convective mixing. Recently, Ezer (2016) showed that the unrealistic representation of topographic slopes in zocean models has a negative impact on the simulation of the dynamics of western boundary currents and consequently of large-scale circulation. The disadvantages of z-level grids initiated intensive development of terrain-following grids for ocean modelling (Blumberg and Mellor 1987; Haidvogel et al. 1991; Ezer and Mellor 1992) . The terrain-following coordinate (σ -coordinate system) offers a smooth representation of bottom topography and a natural parametrisation of the bottom boundary layer (Mellor et al. 2002) . However, it introduces a pressure gradient error, in particular on steep slopes (Haney 1991; Mellor et al. 1994; Mellor et al. 1998) .
The use of computational surfaces that are not aligned with isopycnals (which is generally the case of both zand σ -coordinate systems) in simulating tracer transport introduces the contamination of slow diapycnal processes by fast isopycnal exchanges (e.g. Roberts and Marshall 1998; Griffies et al. 2000b) . As a consequence, spurious diapycnic mixing poses a major problem in non-isopycnal models (see Holt et al. (2017) and references therein). Such deficiencies are not present in vertical grids where computational levels follow isopycnals (so-called isopycnic grids), e.g. used in the MICOM ocean model, see Bleck (1998) . However, isopycnic models experience difficulties in weakly stratified areas, such as over the continental shelf or in the upper or bottom mixed layers (Griffies et al. 2000a ). Legg et al. (2006) compared the performance of isopycnal and z-models in representing dense cascades while (Legg et al. 2009 ) pointed out the importance of a correct simulation of oceanic overflows in numerical climate models.
In order to minimise the disadvantages of the various vertical coordinate systems, further modifications were introduced either to the vertical grids themselves or to the numerical representation of the governing equations. For example, the introduction of shaved (Adcroft et al. 1997) or partial (Pacanowski et al. 1998 ) cells which slightly change the shape of 'pure' z-coordinate grids was proposed to improve the representation of bottom topography in zmodels. The z-partial steps approach is now widely used for global (Barnier et al. 2006 ) and regional (e.g., Oddo et al. 2009; Trotta et al. 2016 ) ocean models. A stretched terrainfollowing s-coordinate system (Song and Haidvogel 1994) and its several variants (e.g, Madec et al. 1996; Siddorn and Furner 2013) as well as advanced methods in calculation of pressure gradients (Shchepetkin 2003) were developed to improve σ -coordinates flexibility and accuracy.
The concept of a generalised vertical coordinate system (see for example Kasahara 1974 or Mellor et al. 2002 allowed in principle the development of vertical grids of various complexity, as for example the hybrid vertical schemes where different 'pure' grids were applied to different sub-domains of the ocean. The aim of this was to better represent the differing physical processes which might prevail in different sub-domains, by using one specific grid rather than another. Examples of those methods are the HYCOM model (Bleck and Boudra 1981; Bleck 2002) , the vertical grids by Gerdes (1993a, b) , Madec et al. (1996) , Shapiro et al. (2013) or the Song and Hou (2006) parametric vertical coordinate system.
The idea of Arbitrary Lagrangian-Eulerian (ALE) vertical coordinates (Hirt et al. 1974) permitted the development of z * - (Adcroft and Campin 2004) andz-coordinates (Leclair and Madec 2011 ) and the adaptive σ -based coordinate (Hofmeister et al. 2010) .
A significant improvement in terrain-following schemes was achieved by introducing the idea of the 'enveloping' bathymetry, where computational surfaces follow a 'virtual bottom' (aka envelope) rather than the real bathymetry (Enriquez et al. 2005; Dukhovskoy et al. 2009; Shapiro et al. 2013) . This solution allows the reduction of slopes of computational surfaces and the reduction of pressure gradient errors to an acceptable level.
In this study, we introduce the 'Multi-Envelope scoordinate' (hereinafter MEs-coordinate). It extends the classical concept of terrain-following coordinates by defining s-levels which follow multiple envelopes rather than a single one as is the case in existing models. This approach allows to combine the ideas behind the hybrid schemes (best representation of different physics in different sub-domains of the model) and numerical improvements (e.g. enveloping) developed for 'pure' vertical discretisation grids. The new vertical system represents a generalised coordinate system, since all non-isopycnal vertical grids (both 'pure' and hybrid) can be considered a special case of MEscoordinates.
The paper is organised as follows. Section 2 defines the MEs-coordinate, detailing its features. Section 3 describes the idealised model domain, the design of the three different vertical grids and the set-up of the three numerical experiments. In Section 4, the results are presented, analysed and discussed. Section 5 summarises our main conclusions.
The multi-envelope s-coordinate
In this paper we show how the MEs system can be used to improve the representation of the oceanic transport in a nonisopycnal coordinate model. The MEs-coordinate combines the s-coordinate concept and the idea of 'enveloping' the bottom topography.
Let us consider a local Cartesian x, y, z coordinate system with a downward vertical unit vectorẑ. A stretched envelope-following s-coordinate can be defined as
where η (x, y, t) is the deviation of the sea surface from its unperturbed position, H e (x, y) is a smoothed version of the actual bottom topography (aka bathymetry envelope) and −1 ≤ σ ≤ 0, with σ = 0 at z = η and σ = −1 at z = H e . A general stretching function is represented by S(σ, η, H e ). It can be, for example, the one by Song and Haidvogel (1994) , Shchepetkin and McWilliams (2005) or Siddorn and Furner (2013) .
The MEs vertical system defines n arbitrary reference surfaces (hereafter called envelopes) H k e (x, y, t) , with 0 ≤ k ≤ n and n ∈ {2m + 1} with m a positive integer such that
Each envelope H k e (x, y, t) moves with the free-surface according to the following equation:
where h k e (x, y) is the depth of the k th envelope when the ocean free-surface is unperturbed (η = 0) and h = h n e . The envelopes divide the ocean model vertical domain into n sub-zones D i , with 1 ≤ i ≤ n. 
where h i c is the critical depth at which transition from pure σ to the stretched s-coordinate occurs and C i (σ i ) is the hyperbolic function of Song and Haidvogel (1994) (their C(s) ).
The function P 3 x,y,i (σ i ) in Eq. 5b is a complete cubic spline whose coefficients are determined by the following three constraints:
1. Monotonicity:
3. Continuity of the first derivative:
A description of the method used to determine the coefficients of complete cubic splines P 3 x,y,i (σ i ) is given in Appendix. Under these conditions, the Jacobian of the transformation from z to σ is continuous, ensuring one of the requirements of improved accuracy formulated by Marti et al. (1992) and Treguier et al. (1996) . The new MEs represents a generalised coordinate system, in the sense that 'pure' and hybrid non-isopycnal vertical coordinates can be considered a special case of MEs-coordinate. For example, z-grids are simply generated by defining a single horizontal envelope H 1 e = max(H B ), where H B (x, y) is the actual bathymetry (see Fig. 1a) . Similarly, terrain-following σ -coordinates can be generated by choosing H 1 e = H B , see Fig. 1a ). Figure 1c and d show how hybrid 'z-on-top-of-s' (Madec et al. 1996) and 's-on-top-of-z' ) grids, respectively, can be easily generated with the MEs vertical system. In MEs all grid cells are full, both near the bottom and in the interior, and their shape is dictated by the corresponding envelope.
An important feature of the MEs system is that envelopes H i e can be arbitrarily chosen surfaces. This implies that they can be designed to optimise the representation of those physical processes that are prioritised, allowing the modeller to manage and control the design of model levels with enhanced flexibility. Figure 2 shows an example of MEs design by using five reference surfaces H i e . In this configuration, sub-zone D 5 has model levels which follow envelope H 5 e , a smooth version of the actual bottom topography up to 1500 m. This enables realistic simulations of dense water overflows over the ocean bottom while reducing pressure gradient errors. In sub-zone D 3 , model levels are horizontal. Zones D 2 and D 4 work as transition zones which gradually reduce the slope of s-levels toward geopotential surfaces in D 3 .
The upper envelope H 1 e follows the 'main pycnocline' (i.e. long-term mean pycnocline) in open ocean areas but it follows the topography in coastal regions. Such an envelope allows to obtain realistic simulations of both dense water cascades in shelf areas and the formation of a cold intermediate layer in the open sea. The pycnocline-shaped envelope reduces the angle between the computational surfaces and the isopycnals, and hence reduces the spurious diapycnal mixing, thus performing similar to isopycnal coordinate systems.
To clarify this effect, let us consider the idealised case of a two-layer immiscible fluid depicted in Fig. 3 .
In this case, tracer advection and diffusion occurs exclusively along the isopycnal surface, as represented by black and green arrows in Fig. 3a , and there is no diapycnal mixing. Figure 3b , c and d illustrate how the real isopycnal surface is represented with z-level, s-level and MEs grids, respectively.
Black arrows in Fig. 3b and c show how advection is simulated in z-and s-models, resulting in the spurious mixing across (Madec et al. 1996) z-on-top-of-s (c) and Shapiro et al. (2013) s-on-top-of-z (d) approaches as retrieved with the MEs-coordinate system. Envelopes H i e used to define each specific configuration are shown in red different densities due to much stronger 'along-computationallevel' numerical diffusion (see the red arrows) , which transfers mass and momentum between the density layers. The rotation of the diffusion operator to align the lateral diffusion with isopycnals (Redi 1982) would have reduced this undesirable effect. However, s-models typically use geopotentially oriented diffusion, because of the difficulties in computing isoneutral diffusion (Barnier et al. 1998; Marchesiello et al. 2009; Furner 2012; Lemarié et al. 2012) . Another approach (widely used in regional models) could be the subtraction of climatological temperature and salinity fields before the lateral diffusion fluxes are calculated, hence diffusing only tracer anomalies, following Mellor and Blumberg (1985) .
If model levels mimic the pycnocline as in the MEs model, the angle between the isopycnals and computational 
Experiments to assess model skill
In this section we assess the modelling skills of the MEs scheme in comparison to the widely used z-level with partial steps scheme by performing a set of idealised numerical experiments with an axisymmetric ocean basin.
The model domain is a bowl-shape basin with a diameter of 500 km, maximum depth of 1000 m and the downward positive topography H B defined by
with h 0 = 25000 m, σ = 8, and x, y ∈ [−40 km ,40 km] (see Fig. 4 ). The slope at the 200 m isobath of the idealised basin is ≈ 1.5%. In order to use the MEs grid for our computations, we modified the Nucleus for European Modelling of the Ocean (NEMO) Ocean General Circulation model code accordingly. The NEMO hydrodynamic component is a three-dimensional, finite differences, free-surface primitive equation ocean model suitable for modelling ocean circulation at regional and global scales. It solves the incompressible, hydrostatic, Boussinesq approximated primitive equations along with a non-linear equation of state. NEMO provides a selection of various turbulence closure schemes. In this study we use the NEMO 3.6-stable code, see Madec and The NEMO Team (2008) .
Model grids
All the numerical experiments are carried out by using two models which have the same horizontal mesh but two different vertical grids: one uses the common z-level with partial steps (hereafter called zps) while the second uses the new MEs scheme. In the horizontal, the mesh has 140 grid points in both the zonal and the meridional directions and a uniform grid spacing x = y ≈ 3.57 km.
For better comparison between the MEs against the zps vertical grid, both models have the same number of 34 numerical levels and hereafter they are called MEs-34 and zps-34, respectively. For the same reason, the computational level n o 26 is placed at the same depth of 250m for both grids.
One experiment is also carried out with a z-full step vertical grid at a very high vertical resolution of 150 levels (hereafter zf s-150) . This simulation is used as a reference where analytical solutions are not available (see Section 3.2).
The zps-34 grid uses a standard NEMO-3.6 z-partial steps scheme ( Fig. 4c ) with a minimum layer thickness of 4 m. The partial step parameters are tuned in such a way that the topography represented with 34 levels is close to the one discretised with 150 geopotential levels.
The MEs-34 grid is configured by using three envelopes (see Fig. 4d ). The middle H 2 e and the deep H 3 e envelopes are horizontal and located at 250 m and 1000 m respectively. Therefore, the deeper D 3 zone of the MEs grid is effectively discretised with a z-coordinate grid. The upper envelope H 1 e of the MEs-34 grid is dome-shaped in the ocean interior, following a typical shape of the thermocline in a sea with a cyclonic circulation, but it follows an 'enveloping'-bathymetry over the continental slope and shelf.
The 'enveloping'-bathymetry is a smoothed version of the actual bathymetry with a maximum depth of 200 m and (2006) smoothing algorithm to the actual topography, which reduces the maximum value of the slope parameter (Mellor et al. 1998) 
where H a and H b are the depths of adjacent grid cells. With the H 1 e envelope, the value of r is reduced from r = 0.13 (actual bathymetry) to 0.09 (H 1 e envelope), allowing the reduction of pressure gradients errors.
The uppermost envelope H 1 e has a parabolic shape in deep areas (H B (x, y) ≥ 200) given by equation The zf s-150 model uses a standard NEMO-3.6 z-full step grid (Madec and The NEMO Team 2008) with the stretched function tuned in such a way that layers thickness up to 200 m depth is almost constant with a value of ≈ 2 m (Fig. 4b ).
Experiment set-up
We carry out three idealised process-oriented numerical experiments which mimic three typical oceanic conditions. The first experiment (hereinafter called HPGE) is designed to assess the generation of spurious currents due to horizontal pressure gradient errors (see Section 3.2.1). The second (Ivanov et al. 2004 ), see Section 3.2.2. The third experiment (hereinafter CILF) simulates the formation of a cold intermediate layer over a permanent thermocline, a process observed in many subarctic seas (Chubarenko and Demchenko 2010; Cyr et al. 2011) . The latter process is monitored in our simulations by using a passive tracer (see Section 3.2.3). The inventory of the experiments is given in Table 1 .
The skills of MEs-34 and zps-34 models are assessed by comparison with known analytical solutions for the first and the second experiments. In the third experiment the analytical solution is not available and the comparison is made against a reference numerical simulation which uses zf s-150.
In all the numerical experiments, the time-splitting formulation for the non-linear free surface is applied, with the baroclinic and barotropic time-steps equal to 150 and 7.5 s, respectively. The Asselin time filter parameter is 0.1. We use the pressure Jacobian scheme together with a leapfrog time scheme for calculation of the hydrostatic pressure gradient term. The Total Variance Dissipation (TVD) and Energy and ENstrophy (EEN) conservative schemes are used for tracer and momentum advection, respectively. All the simulations are performed using the f -plane approximation (f ≈ 10 −4 ). For the lateral diffusion of momentum, we use a second order operator aligned with horizontal levels together with a fourthorder operator discretised along model levels (O'Dea et al. 2012) . The Laplacian and bi-laplacian viscosity coefficients are constant with values equal to 10 2 [m 2 s −1 ] and −2 · 10 9 [m 4 s −1 ], respectively. The lateral diffusion is simulated by using a horizontal harmonic operator with constant diffusivity (see Table 2 for the values used in each experiment). The vertical diffusivity and viscosity coefficients are constant in the HPGE and CILF experiments while are computed using the Generic Length Scale (GLS) turbulent closure scheme Burchard 2003, 2005) tuned following Wobus et al. (2013) in the CASC experiment (see Table 2 ). In the HPGE and CILF experiments we reduce the explicit vertical diffusivity to the minimum value allowed by model stability (10 −7 [m 2 s −1 ]), in order to isolate the effect of spurious numerical diffusion linked to the vertical discretisation scheme. All the If not specified, NEMO standard values are used (see Madec 2008) models use no-slip lateral boundary conditions and a loglayer enhanced quadratic bottom friction parametrisation with minimum and maximum bottom drag coefficient values equal to 2.5·10 −3 and 10 −1 , respectively. Convection is parameterised by applying enhanced vertical diffusion on tracers in regions where the stratification is unstable. The enhanced vertical mixing coefficient is set equal to 10 m 2 s −1 . 
Generation of spurious currents
In this experiments we assess the accuracy of the zps and MEs vertical schemes in representing horizontal pressure gradients. In zps models, the near-bottom grid points within a vertical level are not necessarily at the same depth as the grid points in the interior, resulting in problems with pressure gradient errors and spurious diapycnal diffusion (Pacanowski et al. 1998 ).
The initial condition for each run is obtained by horizontally spreading the temperature and salinity profiles showed in Fig. 6 , so that there are no horizontal pressure gradients, there is no initial circulation and the sea surface is flat. There is no meteorological forcing or river discharge. In the absence of any external forcing, the analytical solution for current velocities and horizontal density gradients is zero. However, numerical errors due to the vertical discretisation may lead to errors in the pressure gradient computation, generating spurious current velocities (see for example Berntsen 2002) .
The HPGE experiments consist of two prognostic simulations, one for each vertical grid, where the NEMO model is run for 30 days without any external forcing. The computational and physical NEMO settings are listed in Table 2 (HPGE experiments).
Dense water cascading on the shelf
In the second experiment we investigate the ability of the two 34 levels models to properly represent the flow of dense water down a steep topographic slope.
We consider an initial axisymmetric, three-dimensional density ring of dense water with a homogeneous density ρ + ρ, situated upon the shelf and an ambient ocean with constant density ρ. The initial velocity is zero everywhere.
The initial condition used for the numerical simulations is shown in Fig. 7 . The axisymmetrical dense ring is confined in coastal areas, has a maximum depth of 50 m If such initial condition is allowed to evolve freely, the dense water will tend to descend downslope driven by the gravitational force while the Coriolis force will deflect such motion toward the right (Northern hemisphere). In the absence of friction an equilibrium eventually will be reached. For a constant bottom slope angle θ , the geostrophic current velocity u g is given by u g = g f tan θ (Nof 1983) , where g is the reduced gravity g = g ρ ρ 0 and f is the Coriolis parameter. In the presence of friction, a tongue of dense water of approximately 2 Ekman depths will continue to descend.
In the case of a fully developed cascading without entrainment and ambient current, there is an analytical solution for the downslope velocity (Shapiro and Hill 1997) given by
where u g is the along slope geostrophic velocity (Nof 1983) . While the formula by Shapiro and Hill (1997) was derived for constant slopes, we compare our model results against this formula as the horizontal curvature of our domain is negligible as compared to the topographic slope, and the change of the slope over the length of the tongue is small. A similar approach was used in Wobus et al. (2011) , Wobus et al. (2013) .
One month-long NEMO runs are performed with the computational and physical settings listed in Table 2 (CASC experiments). The GLS turbulence closure scheme is configured according to Wobus et al. (2013) . The convective adjustment parameterisation is used following Laanaia et al. (2010) . The experiment is conducted with 2 vertical grids, the zps-34 and the MEs-34.
Formation of cold intermediate layer
In the third experiment, we assess the ability of the zps-34 and MEs-34 vertical grids to represent the formation of a Cold Intermediate Layer (CIL) over a permanent pycnocline by monitoring the advection of a passive tracer in the ocean interior. The experiment simulates the sinking and spreading of a dense (cold) patch of water in an idealised cyclonic ocean with a doming pycnocline.
The initial condition is axisymmetric and represents a two-layer fluid with a cold cylindrical patch at the centre of the basin (see Fig. 8 ). The main pycnocline is defined by Eq. 9 with A = 92.92 and B = 193.33 (note: the pycnocline does not coincide with the H 1 e envelope). Salinity is equal to 35 PSU and is constant everywhere. The initial velocity is zero. We use a linear equation of state with coefficients shown in Table 2 (CILF experiment). Temperature and density anomaly above (i.e. in layer 1) and below (layer 2) the pycnocline are T 1 = 26 • C, σ 1 = 23.4 kg m −3 and T 2 = 6 • C, σ 2 = 26.7 kg m −3 , respectively. The cylindrical dense convective patch has a radius of 50 km, a maximum depth of 92.94 m and temperature, density anomaly and passive tracer concentration equal to T 3 = 16 • C, σ 3 = 25.0 kg m −3 and C = 8 ppt, respectively. The ratio between the volume of the cold dense patch (green slug in Fig. 8 ) and the volume of the domed denser layer (blue fluid portion in Fig. 8 ) is 0.011 in all the models. Explicit tracer diffusion is negligibly small in order to isolate the numerical diffusion linked to advection schemes. However, we use a standard high value (10 m 2 s −1 ) of vertical diffusivity for convective adjustment. The computational and physical settings are listed in Table 2 (CILF experiment). We use the numerical solution of the very high vertical resolution zf s-150 model as a reference to evaluate the performance of both zps-34 and MEs-34 vertical schemes.
The numerical simulations are performed for 60 days. When the lateral exchange and spreading of an oceanic cold water patch occurs, baroclinic instabilities break up the mixed patch and homogeneous water sinks and spreads out at its neutrally buoyant level (see Fig. 3 in Marshall and Schott 1999) .
Results and discussion

Horizontal pressure gradients errors
The numerical results of this experiment demonstrate that horizontal pressure gradient errors appear in both MEs and zps models. After 31 days, spurious currents develop in both models, however their absolute values are small in both cases. In the zps-34 model they are localised only in proximity of the sloping sea-floor while in the MEs-34 model they affect all the domain.
Time series of the maximum value of spurious currents computed over the whole domain (Fig. 9a) show that u max values are less than 5 · 10 −3 ms −1 , i.e. well within the acceptable margin of error and are comparable with the accuracy of high-precision instruments (Valeport 2017) . The averaged over the length of the simulation maximum error for the zps-34 model is 0.59 · 10 −3 ms −1 , which is slightly better than the one of the MEs model, where the average maximum value is 1.47 · 10 −3 ms −1 .
The time series of the basin averaged Kinetic Energy (KE) due to spurious currents are compared in Fig. 9b . The zps-34 model has a time-averaged KE of 5.41 · 10 −6 J m −3 , which corresponds to an average speed of 1.02·10 −4 ms −1 . The MEs-34 model shows slightly higher but still very low values: basin averaged KE of 4.42 · 10 −5 J m −3 and average speed of 2.93 · 10 −4 ms −1 . After one month of simulation, the KE in the MEs model does not reach an equilibrium. In the case of σ -coordinates, this behaviour has been classified as sigma error of the second kind (SESK) (Mellor et al. 1998 ) and it has been reported and studied in a number of publication (see for example Shchepetkin (2003) and references therein). Figure 9c presents differences between the temperature profiles extracted in the middle of the domain of the two models after 30 days of simulation and the initial condition, showing that the same level of spurious mixing is obtained with both the models.
As discussed in Section 3.1, the doming of the computational levels in MEs-34 was introduced to deal with ocean domains characterised by a cyclonic circulation. In this experiment we use MEs-34 for an ocean with largely horizontal isopycnals and an absence of any background circulation. In order to evaluate a potential negative effect of curved computational levels in the ocean interior we also performed an additional simulation with the same grid set-up of the MEs-34 grid but using a modified upper envelope H 1 e which is horizontal in the ocean interior. Hereinafter we call this grid SH13-34, since it follows Shapiro et al. (2013) , see Fig. 1d . Comparisons of numerical results obtained with the MEs-34 and the SH13-34 grids demonstrate that inclining the model levels in the ocean interior (used in MEs-34) does not increase the magnitude of spurious currents. The time-averaged maximum value of spurious currents in the SH13-34 is 1.46 · 10 −3 ms −1 as compared to 1.47 · 10 −3 ms −1 in MEs-34. This result supports the use of MEs-34 type models with the curved upper envelope even in areas without cyclonic circulations or where ocean fronts are weak or moderate.
Dense water cascading on the shelf
We evaluate the zps-34 and MEs-34 models' performance in representing dense water overflows down a steep topography by comparing the numerical results of the downslope velocity with theoretical values given by Shapiro and Hill (1997) .
The downslope speed is defined as the speed of the plume head in an azimuthally averaged sense. The plume is defined as a water mass with potential density ≥ 1014.99 kg m −3 . The speed is computed using the horizontal distance of each grid cell representing the plume head from the middle of the domain.
Time series of the plume edge depths show that both models reproduce a dense water cascading with nearly constant downward speed (Fig. 10) . The plume head reaches the deepest zone of the model topography (1000 m) after 11 days in the case of the MEs-34 model and after 14 days with the zps-34 grid.
In order to compare the numerical and analytical solutions, we compute the downslope velocity u model of the simulated cascades only when the plume edge is located in areas where the topographic slope is between 0.006 and 0.020 and the depth is less than 800 m (see Fig. 11a ). To compute the Nof's velocity we use a slope of 0.014, the mean value of the actual bottom slope. In order to compute the reduced gravity g , we consider a reference potential density ρ 0 given by the daily mean of azimuthally averaged potential densities in model cells just above the model bathymetry. The ambient water density ρ a is obtained by computing the daily mean of azimuthally averaged potential densities in model bottom cells with values less than 1014.99 kg m −3 . Finally, the daily potential density ρ c representative of the dense cascade of each model run is computed by daily averaging potential densities of bottom cells where the azimuthally-averaged potential density is between 1015.35 and 1014.99 kg m −3 . Figure 11b shows the comparison between the daily values of the downslope velocity given by the analytical solution (Shapiro and Hill 1997) and the numerical solutions obtained with the zps-34 and the MEs-34 models.
Results show that the MEs-34 model performs significantly better than the zps-34 model. In the zps-34 model, the dense water cascade crosses the analysed zone (i.e. the area between the water depths of 90 and 450 m, see Fig. 11a ) from day three to day 9. Throughout the entire period, the zps-34 underestimates the downslope speed of cascading, especially in the beginning of the event (day 3). The RMS error of the zps-34 model is 0.031 ms −1 , which is high (about 50%) compared to the average downslope speed of 0.05 -0.07 ms −1 . On the other hand, in the MEs-34 model the plume descends faster, has lower loss of density due to entrainment, and crosses the analysed zone from day 2 to 7. The modelled downslope speeds are in the range of 0.06-0.12 ms −1 and are almost equal to the analytical solution, with a RMS error of 0.009 ms −1 , or about 10% of the Fig. 11 a Actual topography of the model domain (black) and the slope used to compute the Nof (1983) velocity (red) . The locations where the topographic slope is equal to 0.006 and 0.020 and the maximum depth of envelope H 1 e of the MEs model are shown as well.
b Comparison between the daily values of the downslope velocity predicted by the Shapiro and Hill (1997) theoretical model with the numerical ones obtained with the zps-34 (red) and the MEs-34 (green) models. Numbers indicate the day average speed. The fact that the downslope cascading in zps-34 is slower than in MEs-34 is probably due to the enhanced artificial mixing (reducing g ) which characterises z-type models with step-like topography (see Fig. 10 ). This agrees with other gravity current overflow experiments results (see for example fig. 2 in Ezer 2005) . Figure 11b shows that during the days 6 and 7 of the MEs-34 simulation, the plume reaches the lower computational zone D2, which has some horizontal (geopotential) levels. The accuracy of the simulation slightly decreases at this point in time as the cascade head reaches a point in the vertical coordinate system which begins to resemble a z-level grid.
Formation of Cold Intermediate Layer
For this experiment, an analytical solution is not available. Therefore, we compare the results of zps-34 and MEs-34 models with the reference solution produced by the high resolution zf s-150 model.
A zf s-150 simulation is significantly more expensive computationally than a simulation performed with the other two low resolution models. In this experiment for example, the duration of the zf s-150 simulation on our HPC cluster was 70556 s (≈ 19.6 hr), while zps-34 and MEs-34 numerical runs took 17579 s (≈ 4.9 hr) and 21646 s (≈ 6.0 hr), respectively.
We begin the analysis with the comparison of the 60 days long time series of the volume averaged Kinetic Energy (KE) of the three models (Fig. 12) .
After a few days of spin-up, all the simulations seem to represent the same general dynamics: a first energetic stage where the dense cold patch sinks and spreads along the permanent pycnocline and a second less active regime where the CIL is at its neutrally buoyant level and geostrophy is the leading dynamics.
The time series of basin averaged KE produced with MEs-34 and the reference zf s-150 models are quite similar, with a RMS error equal to 0.15 J m −3 (or approximately 2% of the mean KE). Both models show a maximum of KE at day 10 with values of 10.81 J m −3 in the case of the MEs-34 model and 11.13 J m −3 for the reference zf s-150 model.
On the other hand, the zps-34 model simulates a shorter and less energetic first phase and a moderately more vigorous geostrophic stage, with a RMS error of 0.96 J m −3 (or 14% of the mean KE). The maximum of KE in the zps-34 simulation is 9.76 J m −3 and is reached at day 8, i.e. 2 days earlier than the reference.
Daily averaged horizontal distribution maps and vertical cross sections of density anomaly and passive tracer concentration after 18 and 50 days illustrate how the more energetic (day 18) and the less dynamical (day 50) stages of the CIL formation are represented by the three models.
After 18 days, the zf s-150 and MEs-34 models represent similar mesoscale baroclinic structures (see Figs. 13b, c and 14b, e, d, f) . As expected, the high resolution reference model zf s-150 is able to maintain the sharp pycnocline, both in the lateral and in the vertical directions (Fig. 14b,  e) . The MEs-34 model demonstrates a similar capability, especially for horizontal gradients (Fig. 14c-f ). On the other hand, Figs. 13a and 14a-d show that the zps-34 model generates stronger diapycnal diffusion and entrainment than MEs-34.
The transport of the passive tracer along the pycnocline after 18 days is similarly represented by both the zf s-150 and MEs-34 models (Fig. 13e-f) . To the contrary, the zps-34 model generates spurious mixed patches of tracer concentration shown in blue in Fig. 13d .
This effect is probably due to the fact that the horizontal computational levels create a staggered representation of the pycnocline, and hence are subject to the same spurious mixing as when z-levels hit the sloping bottom. Figure 15a shows a vertical profile of temperature simulated by the reference zf s-150 model in the proximity of the head of spreading dense water (blue profile, left sub-panel). It also shows the errors relative to the reference produced by the zps-34 (red) and MEs-34 (green) models, demonstrating that the MEs-34 grid has a significantly smaller error than the zps-34 model.
The vertical profiles of errors in horizontally averaged density and passive tracer concentration relative to the reference zf s-150 numerical solution after 18 days are presented in Fig. 16a, b . They show that the error generated by MEs-34 model is approximately 50% smaller in comparison to the zps-34 model.
At day 50, all three models simulate a less active dynamics, where the lateral exchange and spreading of the dense cold water to its neutrally buoyant level is terminated and geostrophic adjustment is the driving process, see Figs. 17 and 18.
The reference zf s-150 solution shows that after 50 days the initial dense cold patch has formed a nearly uniform well-defined density layer with sharp fronts above the main pycnocline (see Fig. 18b -e). The passive tracer is advected with low numerical diffusion, reaching depths of around 150 m at almost the original concentration ( Fig. 17b-e) . After 50 days, the MEs-34 model represents a nearly uniform tracer distribution along the main pycnocline up to 120-130 m (see Fig. 17f ). The MEs-34 model simulates a horizontal passive tracer ring-shaped distribution at a depth of 120 m (Fig. 17c) which is very similar to the reference zf s-150 solution (Fig. 17b) . This proves a lower artificial diffusion of the MEs-34 model in comparison to the zps-34 one. Figure 16d shows that at day 50 both zps-34 and MEs-34 models generate slightly higher values than the reference solution. At depths around 150 m, both zps-34 and MEs-34 simulate lower values than the reference.
The zps-34 model shows the formation of a more extended and diffusive CIL, with weaker horizontal and vertical gradients (Fig. 18a-d) . These artefacts are the result of the low vertical resolution combined with the step-like representations of both pycnocline and advection.
A spurious downwelling event is produced with the zps-34 model, while it is not present either in the reference zf s-150 or MEs-34 solutions (see Figs. 18d , e, f and 15b). Following James (1996) , in Fig. 19 we compare the cumulative loss with time of the discrete passive tracer total variance in the three models in terms of the ratio V ar(C) n /V ar(C) 0 , where n indicates the discrete time level and n = 0 is the initial condition. Numerical results show that, as expected, the reference zf s-150 model has the lowest loss of variance with time, and hence the smallest numerical diffusion. The MEs-34 model performs generally better than zps-34, especially during the more dynamic phase of the simulation. Both models give similar results after the end of the active phase.
Conclusions
In this study we present and assess the skills of a new vertical discretisation scheme which we call the 'Multi-Envelope scoordinate system' or 'MEs'. Our new system further develops the earlier concept of 'enveloped bathymetry', where model levels followed a 'virtual bottom' (aka envelope) rather than the actual bathymetry. Such 'single-envelope' system could be classed as an extreme case of the new 'multi-envelope' system.
The multi-enveloping method allows the definition of computational surfaces which are optimised to best represent the physical processes in question. This method provides greater flexibility in the designing of a vertical grid than currently available geopotential level or terrainfollowing systems. All of these systems can be obtained as specific implementations of MEs.
An assessment of the MEs model skill for a number of idealised process studies shows that MEs generates a small pressure gradient error, gives a better representation of dense water cascades down the continental slope and provides a more accurate simulation of formation of a cold intermediate layer, than a comparable z-partial steps system.
The MEs systems allows achieving a quality of simulation similar to a standard geopotential grid which has a much higher number of levels, and hence the MEs system is more computationally efficient.
The algorithm of creating MEs was implemented in NEMO for this study, but can easily adapted for any 3D ocean model.
