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Abstract
Based on a new a priori estimate method, so-called asymptotic a priori estimate, the existence
of a global attractor is proved for the wave equation utt + kg(ut ) − Δu + f (u) = 0 on a bounded
domain Ω ⊂ R3 with Dirichlet boundary conditions. The nonlinear damping term g is supposed to
satisfy the growth condition C1(|s| − C2)  |g(s)|  C3(1 + |s|p), where 1  p < 5; the damp-
ing parameter k (> 0) is arbitrary; the nonlinear term f is supposed to satisfy the growth condition
|f ′(s)|  C4(1 + |s|q), where q  2. It is remarkable that when 2 < p < 5, we positively answer
an open problem in Chueshov and Lasiecka [I. Chueshov, I. Lasiecka, Long-time behavior of sec-
ond evolution equations with nonlinear damping, Math. Scuola Norm. Sup. (2004)] and improve
the corresponding results in Feireisl [E. Feireisl, Global attractors for damped wave equations with
supercritical exponent, J. Differential Equations 116 (1995) 431–447].
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In this paper, based on a new a priori estimate method given in [18,19,21] for verifying
the asymptotic compactness of the semigroup in Lp(Ω), the so-called asymptotic a priori
estimate method, we give a new method (or scheme) to obtain the existence of global
attractors in H 10 (Ω)×L2(Ω) for the following wave equation:
⎧⎨
⎩
utt + kg(ut )−Δu+ f (u) = 0 in Ω ×R+,
u|∂Ω = 0,
u(x,0) = u0(x), ut (x,0) = u1(x),
(1.1)
where k is a positive constant and Ω ⊂R3 is a bounded domain with smooth boundary.
We impose the following assumptions on the nonlinear damping g and the nonlinear-
ity f :
g ∈ C1(R), g(0) = 0, g strictly increasing, (1.2)
lim inf|s|→∞ g
′(s) > 0, (1.3)
C1
(|s| −C2) ∣∣g(s)∣∣ C3(1 + |s|p), (1.4)
where 1 p < 5; f ∈ C1(R) and satisfies
∣∣f ′(s)∣∣ C4(1 + |s|q) (1.5)
and
lim inf|s|→∞
f (s)
s
> −λ1, (1.6)
where q  2 and λ1 is the first eigenvalue of −Δ in H 10 (Ω). The assumptions on g are the
same as those in [11], which are more general than the corresponding assumptions in [7,8]
(since here we allow q = 2).
About the well-posedness of problem (1.1), we borrow the definitions from [7,8,11]:
Definition 1.1. [7,8,11] A function u(t) ∈ C([0, T ];H 10 (Ω))∩C1([0, T ];L2(Ω)) possess-
ing the properties u(0) = u0 and ut (0) = u1 is said to be
(S) strong solution to problem (1.1) on the interval [0, T ], iff
• u ∈ W 11 (a, b;H 10 (Ω)) and ut ∈ W 11 (a, b;L2(Ω)) for any 0 < a < b < T ;
• −Δu(t)+ kg(ut (t)) ∈ L2(Ω) for almost all t ∈ [0, T ];
• Eq. (1.1) is satisfied in L2(Ω) for almost all t ∈ [0, T ];
C. Sun et al. / J. Differential Equations 227 (2006) 427–443 429(G) generalized solution (or weak solution) to problem (1.1) on the interval [0, T ], iff
there exists a sequence of strong solutions {un(t)} to problem (1.1) with initial data
(u0n,u
1
n) instead of (u0, u1) such that
lim
n→∞ maxt∈[0,T ]
{∫
Ω
∣∣∂tu(t)− ∂tun(t)∣∣2 +
∫
Ω
∣∣∇(u(t)− un(t))∣∣2
}
= 0.
Applying monotone operator theory or Faedo–Galerkin method, e.g., see [11,14,16], it
is easy to see that conditions (1.2)–(1.6) guarantee the existence and uniqueness of strong
solution and generalized solution, that is
Lemma 1.2. [7,8] Let Ω be a bounded domain in R3 with smooth boundary, g satisfies
(1.2)–(1.4), k > 0 and f satisfy (1.5)–(1.6). Then Eq. (1.1) generates a continuous semi-
group {S(t)}t0 in H 10 (Ω) × L2(Ω) by the formula S(t)(u0, u1) = (u(t), ut (t)), where
u(t) is the unique generalized solution to (1.1) with the initial data (u0, u1).
Moreover, conditions (1.2)–(1.6) also guarantee that the semigroup {S(t)}t0 has a
bounded absorbing set in H 10 (Ω)×L2(Ω), that is
Lemma 1.3. [7,8,11] Under the hypotheses of Lemma 1.2, {S(t)}t0 has a bounded ab-
sorbing set in H 10 (Ω) × L2(Ω), that is, there is a positive constant ρ such that for any
bounded subset B ⊂ H 10 (Ω)×L2(Ω), there exists T = T (B) such that
∫
Ω
∣∣ut (t)∣∣2 +
∫
Ω
∣∣∇u(t)∣∣2  ρ for any t  T and any (u0, u1) ∈ B,
where (u(t), ut (t)) = S(t)(u0, u1) is the unique generalized solution associated with
(u0, u1).
The existence of global attractors has completely been solved for the case of f satisfies
(1.5)–(1.6) and g is linear, i.e., g(ut ) ≡ ut , see [1,3] etc. If g is nonlinear, the problem about
the existence of global attractors has been discussed in [7–9,11,12] etc. In [11], the author
admits that q may be larger than 2, but some additional conditions have been imposed
on g. In [7,8], the authors consider the existence of global attractors and their properties
(structure, dimension, etc.) for Eq. (1.1), in addition, they give a general abstract theory (or
framework) for discussing the asymptotic behaviors of solutions for evolutionary equation
with second-order time term similar to (1.1).
It is well known that if we want to prove the existence of global attractors, the key
point is to obtain the compactness of the semigroup in some sense. The number q = 2 is
called the critical exponent since the nonlinearity f is not compact when q = 2, which is
an essential difficulty in proving the existence of global attractors.
In essence, if g satisfies (1.2)–(1.4), the author in [11] has only proved the existence of
global attractors for (1.1) with f subcritical, i.e., q < 2. Recently, in [8] (see also in [7]), the
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additional conditions:
(i) p  2;
(ii) there exist m> 0, l > 2, such that g(s)s m|s|l , ∀|s| 1;
(iii) g′(s)m1, ∀s ∈ R, and damping parameter k is sufficiently large.
Condition (i) gives a strict restriction to the growth of g; as for condition (ii), we can
admit q > 2 if applying the idea in [11]; about condition (iii), it is unnatural if we only
consider the existence of global attractors. (Maybe) in view of this, the authors in [8]
developed the following open problem [8, p. 110]:
Whether one can obtain compact attractors in the critical case (q = 2, n = 3), without
assuming large values of the damping parameter and subject to unstructured “wilder”
growth condition assumed on g, i.e., 2 <p  5−, is an open question.
Devoted to the problem/difficulty arising from critical exponent, in this paper, we will
give a new method (or scheme) to verify the necessary compactness. Precisely, we will
verify the asymptotic smoothness of semigroup {S(t)}t0 by the following two steps:
Step 1. We prove that for any ε > 0 and any bounded subset B ⊂ H 10 (Ω)×L2(Ω), there
is T = T (ε,B) such that
κL6(Ω)
(⋃
tT
S1(t)B
)
Cε,
where κL6(Ω)(·) denotes the Kuratowski measure of noncompactness in the sense
of the L6(Ω)-norm and constant C is independent of ε and T ,
S1(t) = π ◦ S(t),
here
π :H 10 (Ω)×L2(Ω) → H 10 (Ω)
is the projector.
Step 2. Based on Step 1, similar to the subcritical case, by using the usual method,
we prove that {S(t)}t0 is asymptotically smooth or asymptotically compact in
H 10 (Ω)×L2(Ω).
Step 1 is vital since it overcomes the difficulty which comes from the critical exponent in
some sense. The ideas in the proof of Step 1 have firstly been developed in [19,21] to obtain
the asymptotic compactness for reaction–diffusion equations, and in [18] for nonclassical
diffusion equation. Here we generalize these methods to wave equations. We modify the
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group or a contractive perturbation of a compact mapping, see [1,5–13,20] etc. Here, based
on Step 1, we regard {S(t)}t0 as an asymptotically compact perturbation of a contractive
mapping (Section 4). It is remarkable that this method is very effective for dealing with the
critical exponent problem.
Our main result is:
Theorem 1.4. Under the hypotheses of Lemma 1.2, {S(t)}t0 has a global attractor A in
H 10 (Ω)×L2(Ω), that is, A is invariant, compact in H 10 (Ω)×L2(Ω), and attracts every
bounded subset of H 10 (Ω)×L2(Ω) under the H 10 (Ω)×L2(Ω)-norm.
This result positively answers the open question above.
Remark 1.5. In [8], the authors also consider the nonconservative case, i.e., the right-hand
part of (1.1) is not 0 but g∗(ut ). However, as considering the existence of global attractors,
we are always imposing various conditions on g∗ such that it can be dominated by the left
terms of (1.1) (e.g., see [7,8]). Hence, without loss of generality, we assume that g∗ ≡ 0
throughout this paper for emphasizing our method and simplifying the problem.
Remark 1.6. Using the methods in this paper, if (1.2) is substituted by (G3) of [11], i.e.,
C1
(|s|r −C2) ∣∣g(s)∣∣ C3(1 + |s|p), (G3)
where 1  r  p < 5, then we can also allow that the growth of f is critical, i.e., q 
2 2r−1
r+1 + 1, and obtain the similar result of Theorem 1.4.
Remark 1.7. From Theorem 3.1, Lemma 3.2 and their proofs in Section 3, we can see that
(i) if q < 5, we can also obtain the (H 10 (Ω) × L2(Ω),L6(Ω))-attractability (attracting
every bounded subset of H 10 (Ω) × L2(Ω) under the L6(Ω)-norm, see [2] for more
details) by using the framework of dealing with nonuniqueness (see [3,11], for exam-
ple);
(ii) if f satisfies the following conditions (see [3,4] etc.):
f (s) ∈ C(R), ∣∣f (s)∣∣ γ0(|s|l−1 + 1), γ0 > 0, (1.7)
F(s) =
s∫
0
f (τ) dτ, F (s) γ1|s|l −C1, (1.8)
f (s)s  γ2F(s)−C2, (1.9)
for all s ∈ R, where γi > 0, Ci > 0, i = 1,2 and l > 1 is arbitrary, then we can obtain
the (H 10 (Ω) × L2(Ω),Ll(Ω))-attractability. Notice that in [4], the authors only ob-
tain the (H 10 (Ω) × L2(Ω), (Ll(Ω))w)-attractability, and in [3], the author obtain the
(H 1(Ω)×L2(Ω),Ll(Ω))-attractability under some unproved assumptions.0
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(or absolute value) of u, m(e) (sometimes we also write it as |e|) the Lebesgue measure
of e ⊂ Ω , Ω(u M) = {x ∈ Ω | u(x) M} and Ω(u  −M) = {x ∈ Ω | u(x)  −M},
Ω(|u|M) = {x ∈ Ω | |u(x)|M}, and C an arbitrary positive constant, which may be
different from line to line and even in the same line.
2. Abstract results
2.1. Preliminaries
We briefly review the basic concept about the Kuratowski measure of noncompactness
and recapitulate its basic properties, which will be used to establish the asymptotic com-
pactness.
Definition 2.1. [13,17] Let X be a complete metric space and A be a bounded subset of X.
The Kuratowski measure of noncompactness κ(A) of A is defined by
κ(A) = inf{δ > 0 | A has a finite open cover of sets of diameter < δ}.
If A is a nonempty, unbounded set in X, then we define κ(A) = ∞.
The properties of κ(A), which we will use in this paper, are given in the following
lemmas.
Lemma 2.2. [13,17] The Kuratowski measure of noncompactness κ(A) on a complete
metric space X satisfies the following properties:
(1) κ(A) = 0 if and only if A¯ is compact, where A¯ is the closure of A;
(2) κ(A¯) = κ(A);
(3) if At is a family of nonempty, closed, bounded sets defined for t > r that satisfy
At ⊂ As , whenever s  t , and κ(At ) → 0, as t → ∞, then ⋂t>r At is a nonempty,
compact set in X.
If in addition, X is a Banach space, then the following are valid:
(4) κ(A+B) κ(A)+ κ(B) for any A,B ⊂ X;
(5) let X has the following decomposition:
X = X1 ⊕X2 with dimX1 < ∞,
P :X → X1, Q :X → X2 be the canonical projectors, and A be a bounded subset
of X. If the diameter of Q(A) is less than ε, then κ(A) < ε.
Theorem 2.3. [13,15,17] Let X be a Banach space and {S(t)}t0 be a continuous semi-
group on X. Then {S(t)}t0 has a global attractor in X provided that the following
conditions hold:
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(2) for any bounded subset B of X, we have
κ
(
S(t)B
)→ 0, as t → ∞.
Definition 2.4. [2] Let {S(t)}t0 be a semigroup on Banach space X. {S(t)}t0 is called
(X,Z)-asymptotically compact, if for any bounded (with respect to ‖ · ‖X) sequence
{xn}∞n=1 ⊂ X and tn  0, tn → ∞ as n → ∞, {S(tn)xn}∞n=1 has a convergent subsequence
with respect to the topology of Z.
In the following, we will recall some properties of bounded sets in Lp(Ω), which
are useful for establishing the asymptotic compactness of the semigroup in Lp(Ω), see
[18,19,21] for their proofs and more details.
Lemma 2.5. Let {S(t)}t0 be a semigroup on Lp(Ω) (p  1) and suppose that {S(t)}t0
has a bounded absorbing set in Lp(Ω). Then for any ε > 0 and any bounded subset B of
Lp(Ω), there exist positive constants T = T (B) and M = M(ε) such that
m
(
Ω
(∣∣S(t)u0∣∣M))< ε for any u0 ∈ B and t  T .
Lemma 2.6. Let B be a bounded subset in Lp(Ω) (p  1), ε(> 0) be arbitrary and assume
that there is an M = M(B,ε) such that ∫
Ω(|u|M)(|u|−M)p  ε holds for any u ∈ B , then
we have
∫
Ω(|u|2M)
|u|p  2p+1ε for all u ∈ B.
Lemma 2.7. Let B be a bounded subset in Lp(Ω) (p  1). If B has a finite ε-net in Lp(Ω),
then there exists M = M(B,ε) such that for any u ∈ B , the following estimate is valid:
∫
Ω(|u|M)
|u|p  2p+1εp.
Lemma 2.8. For any ε > 0, the bounded subset B of Lp(Ω) (p > 0) has a finite ε-net
in Lp(Ω) if there exists a positive constant M which depends on ε, such that
(i) B has a finite (3M)(q−p)/q(ε/2)p/q -net in Lq(Ω) for some q , 0 < q  p; and
(ii)
( ∫
Ω(|u|M)
|u|p
)1/p
 2−(2p+2)/pε for any u ∈ B.
Remark 2.9. The Ω in Lemmas 2.5–2.8 can be any bounded subset of Rn (∀n ∈ N).
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Let ΩT = [0, T ] ×Ω . Then
Ls
(
0, T ;Ls(Ω))= Ls(ΩT ) for any 1 s < ∞.
Lemma 2.10. [14] The embedding
L∞
(
0, T ;H 10 (Ω)
)∩W 1,∞(0, T ;L2(Ω)) ↪→ Lm(0, T ;Ls(Ω))
is compact for any 1 <m< ∞ and any 1 s < 6.
Corollary 2.11. Let f satisfy |f ′(u)|  C(1 + |u|2) for any u ∈ R, and B be a bounded
subset in L∞(0, T ;H 10 (Ω))∩W 1,∞(0, T ;L2(Ω)), then
f (B) is pre-compact in Lr
(
0, T ;Lr(Ω)) for any 1 < r < 2,
where f (B) = {f (u) | u ∈ B}.
Therefore, as an immediate consequence of Lemma 2.8, we have the following simple
result, which will be very useful when we establish the asymptotic compactness later.
Lemma 2.12. Let B ⊂ L∞(0, T ;L2(Ω)) and B is pre-compact in Lr(0, T ;Lr(Ω)) for
some 1 < r < 2. Assume, furthermore, that there exists a positive constant M which de-
pends only on ε and the L∞(0, T ;L2(Ω))-norm of B , such that
∫
Ω(|u(x,t)|M)
∣∣u(x, t)∣∣2 dx  2−6
T
ε2 for any u ∈ B and any t ∈ [0, T ].
Then B has a finite ε-net in L2(0, T ;L2(Ω)).
Proof. Thanks to Fubini’s theorem, we know that for any u ∈ L∞(0, T ;L2(Ω)) and any
M  0, we have
∫
ΩT (|u(x,t)|M)
∣∣u(x, t)∣∣2 dx dt =
T∫
0
∫
Ω(|u(x,t)|M)
∣∣u(x, t)∣∣2 dx dt.
Hence, we have
∫
ΩT (|u(x,t)|M)
∣∣u(x, t)∣∣2 dx dt  2−6ε2 for any u ∈ B,
which shows that the conditions of Lemma 2.8 are satisfied. 
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Hereafter, we always assume that the hypotheses of Lemma 1.2 hold, and without loss
of generality, we assume k ≡ 1.
Note that condition (1.4) implies that
∣∣g(s)∣∣ 1p  C(1 + |s|),
therefore, we have
∣∣g(s)∣∣ p+1p = ∣∣g(s)∣∣ 1p · ∣∣g(s)∣∣ C(1 + |s|)∣∣g(s)∣∣C∣∣g(s)∣∣+Cg(s) · s,
combining Young inequality and (1.2), we obtain that
∣∣g(s)∣∣ p+1p  C(1 + g(s) · s) for all s ∈R1, (3.1)
where constant C is independent of s. And from (1.2) and (1.4), we have also that
C1
2
s2  g(s)s +C for all s ∈ R1. (3.2)
According to the definition of the generalized solutions, it suffices to deal with the strong
solutions of (1.1). Hence, hereafter, all of a priori estimates in this paper are in the sense of
strong solutions.
The following theorem is crucial in our paper.
Theorem 3.1. For any ε > 0 and any bounded subset B ⊂ H 10 (Ω) × L2(Ω), there is
T = T (ε,B) such that
κ
L6(Ω)
(⋃
tT
S1(t)B
)
 Cε,
where constant C is independent of ε and T .
In order to prove the above theorem, we will use the method in [18], that is, we will
prove the following lemma at first, and then apply Lemma 2.8 to show that Theorem 3.1 is
true.
Lemma 3.2. For any ε > 0 and any bounded subset B ⊂ H 10 (Ω) × L2(Ω), there are
positive constants M = M(ε) and T = T (ε,B) such that
∫
Ω(|u(t)|M)
∣∣∇u(t)∣∣2 Cε for any t  T and (u0, u1) ∈ B,
where u(t) = S1(t)(u0, u1), and positive constant C is independent of ε,M and B .
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⋃
tT1 S1(t)B is bounded
in H 10 (Ω). Hence,
⋃
tT1 S1(t)B is pre-compact in L
s(Ω) for any 1 s < 6.
Especially, for s = p + 1 < 6 and from Lemma 2.7 we know that there exists M1 =
M1(ε, s) such that
∫
Ω(|u(t)|M1)
∣∣u(t)∣∣s < ε for any (u0, u1) ∈ B and any t  T1. (3.3)
On the other hand, we know that (1.1) is equivalent to the following equation:
(ut + τu)t + τ(ut + τu)+ g(ut )− 2τut −Δu+ f (u)− τ 2u = 0,
where 0 < τ < C1/8.
Taking (u−M2)+t + τ(u−M2)+  v as the test function, where M2 = 2M1, we have
〈
(ut + τu)t , v
〉+ τ 〈ut + τu, v〉 + 〈g(ut ), v〉− 2τ 〈ut , v〉
− 〈u,v〉 + 〈f (u), v〉− τ 2〈u,v〉 = 0, (3.4)
where 〈·,·〉 denotes the L2(Ω)-inner product, and (u − M2)+ denotes the positive part
of u−M2, i.e.,
(u−M2)+ =
{
u−M2, uM2,
0, otherwise.
Next, we will deal with each term of (3.4) one by one as follows. At first, from (3.3)
and Lemma 1.3, we have
∣∣∣∣2τ
∫
Ω(uM2)
M1v
∣∣∣∣ 2τ
∫
Ω(uM2)
|u−M1| · |v| 2τ
( ∫
Ω(uM2)
|u−M1|2
)1/2
· |v|2  Cε,
therefore,
〈ut + τu, v〉 =
∫
Ω(uM2)
|v|2 + 2τ
∫
Ω(uM2)
M1 · v 
∫
Ω(uM2)
|v|2 −Cε.
Second,
∫
Ω(uM2)
g(ut )v =
∫
Ω(uM2)
g(ut )ut + τ
∫
Ω(uM2)
g(ut )(u−M2),
and by using Cauchy inequality, we have
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∫
Ω(uM2)
∣∣g(ut )(u−M2)∣∣
∫
Ω(uM2)
∣∣g(ut )∣∣|u|
 η
∫
Ω(uM2)
∣∣g(ut )∣∣ p+1p +Cη
∫
Ω(uM2)
|u|p+1.
Then by virtue of (3.3), we get
∫
Ω(uM2)
∣∣g(ut )(u−M2)∣∣ η
∫
Ω(uM2)
∣∣g(ut )∣∣ p+1p +Cηε,
as t is large enough, where η is a positive constant small enough.
In the sequel, we deal with the residual four terms:
−〈2τut , v〉 = −2τ
∫
Ω(uM2)
|ut |2 − 2τ 2
∫
Ω(uM2)
ut · (u−M2),
where
∣∣∣∣
∫
Ω(uM2)
ut · (u−M2)
∣∣∣∣ |ut |2 · ε  Cε,
and from (3.2), we have
2τ
∫
Ω(uM2)
|ut |2  2τ 2
C1
∫
Ω(uM2)
g(ut )ut +Cε;
〈−u, (u−M2)+t + τ(u−M2)+〉= 12
d
dt
∫
Ω(uM2)
|∇u|2 + τ
∫
Ω(uM2)
|∇u|2;
∣∣−τ 2〈u,v〉∣∣=
∣∣∣∣−τ 2
∫
Ω(uM2)
u · v
∣∣∣∣ τ 2|v|2 ·
( ∫
Ω(uM2)
|u|2
) 1
2
Cε
and
〈
f (u), (u−M2)+t + τ(u−M2)+
〉= d
dt
∫
Ω(uM2)
F (u)+ 〈f (u), τ (u−M2)+〉,
where F(u) = ∫ u f (s) ds.0
438 C. Sun et al. / J. Differential Equations 227 (2006) 427–443At the same time, from (1.5) and (3.3), we get
∣∣∣∣
∫
Ω(uM2)
F (u)
∣∣∣∣Cε and
∣∣∣∣
∫
Ω
f (u)(u−M2)+
∣∣∣∣ Cε. (3.5)
Hence, we have
1
2
d
dt
∫
Ω(uM2)
|v|2 +C
∫
Ω(uM2)
|v|2 + 1
2
∫
Ω(uM2)
g(ut )ut + 12
d
dt
∫
Ω(uM2)
|∇u|2
+C
∫
Ω(uM2)
|∇u|2 + d
dt
∫
Ω(uM2)
F (u)+
∫
Ω(uM2)
F (u) η
∫
Ω(uM2)
∣∣g(ut )∣∣ p+1p +Cε.
By virtue of (3.1), we know that, as η is small enough,
1
2
d
dt
∫
Ω(uM2)
|v|2 + 1
2
d
dt
∫
Ω(uM2)
|∇u|2 + d
dt
∫
Ω(uM2)
F (u)
+C
( ∫
Ω(uM2)
|v|2 +
∫
Ω(uM2)
|∇u|2 +
∫
Ω(uM2)
F (u)
)
 Cε.
Applying Gronwall lemma, we obtain
∫
Ω(uM2)
|v|2 +
∫
Ω(uM2)
|∇u|2 +
∫
Ω(uM2)
F (u) C(R) · e−Ct + ε
C
(
1 − e−Ct),
where R is the radius of B in H 10 (Ω)×L2(Ω).
Therefore, noticing (3.5) again, as t is large enough, we have
∫
Ω(uM2)
∣∣v(t)∣∣2 +
∫
Ω(uM2)
∣∣∇u(t)∣∣2 Cε, (3.6)
where v(t) = (u(t)−M2)+t + τ(u(t)−M2)+.
Similarly, taking (u+M2)−t + τ(u+M2)− as the test function, we have
∫
Ω(u(t)−M2)
∣∣(u(t)+M2)−t + τ
(
u(t)+M2
)
−
∣∣2 +
∫
Ω(u(t)−M2)
∣∣∇u(t)∣∣2  Cε, (3.7)
where (u+M2)− denotes the negative part of u+M2.
Combining (3.6), (3.7) and (3.3), we complete the proof. 
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(∫
Ω
∣∣(u−M)+∣∣6
)1/6
 C
(∫
Ω
∣∣∇(u−M)+∣∣2
)1/2
and
(∫
Ω
∣∣(u+M)−∣∣6
)1/6
C
(∫
Ω
∣∣∇(u+M)−∣∣2
)1/2
for any u ∈ H 10 (Ω). Hence, from Lemma 3.2 we can immediately obtain that
for any ε > 0 and any bounded subset B ⊂ H 10 (Ω) × L2(Ω), there are positive con-
stants M = M(ε) and T = T (ε,B) such that
( ∫
Ω(|u(t)|M)
(∣∣u(t)∣∣−M)6
)1/6
 Cε for any t  T and (u0, u1) ∈ B,
where u(t) = S1(t)(u0, u1), positive constant C is independent of ε,M and B .
Then, from Lemmas 1.3, 2.6 and 2.8, we know that Theorem 3.1 is true. 
4. Existence of global attractors
In what follows, let B0 be a positive invariant, bounded absorbing set of {S(t)}t0.
4.1. Some results in [11]
Similar to what u done in [11], let u = v +w, we decompose Eq. (1.1) as follows:
{
vtt + g(vt +wt)− g(wt )− v = 0,
v|∂Ω = 0, v(0) = u0, vt (0) = u1; (E1)
{
wtt + g(wt )− w = f (u),
w|∂Ω = 0, w(0) = wt(0) = 0. (E2)
Since our assumptions about g are the same as those in [11] and the proof of [11,
Lemma 1.3] is valid for the critical exponent (i.e., q = 2) case, we have the following
conclusion which is the same as [11, Lemma 1.3], that is
440 C. Sun et al. / J. Differential Equations 227 (2006) 427–443Lemma 4.1. [11] There exists a function γ = γ (t) such that γ (t) → 0 as t → ∞ and
∣∣vt (t)∣∣2 +
∣∣∇v(t)∣∣2  γ (t) for all t  0,
for any solution v of (E1) with (u0, u1) ∈ B0. In particular, γ is independent of wt .
This lemma and its proof are completely the same as Lemma 1.3 and its proof in [11].
4.2. Proof of Theorem 1.4
In this subsection, for clearness, we will denote by κ
X
(A) the Kuratowski measure of
noncompactness of A in the sense of the norm of X.
Lemma 4.2. For any ε > 0, there exists T0 = T0(ε,B0) such that
κL2(Ω)
(
f
(
S1(t)B0
))
< ε, for all t  T0,
where f (S1(t)B0) = {f (S1(t)(u0, u1)) | (u0, u1) ∈ B0}.
Proof. At first, from (1.5) we know that f :H 10 (Ω) → L2(Ω) is continuous and maps the
bounded subset of H 10 (Ω) into the bounded subset of L
2(Ω).
Let ω1(B0)
⋂
s0
⋃
ts S1(t)B0
H 10
. Since {S1(t)}t0 is (H 10 (Ω) × L2(Ω),L6(Ω))-
asymptotically compact, we know that ω1(B0) is nonempty, invariant and compact
in L6(Ω). Therefore, we have that f (ω1(B0)) is compact in L2(Ω).
We claim that
distL2(Ω)
(
f
(
S1(t)B0
)
, f
(
ω1(B0)
))→ 0, as t → ∞, (4.1)
where distL2(Ω)(·,·) means the Hausdorff semidistance in L2(Ω).
In fact, if (4.1) is not true, then there is ε0 > 0 such that for each n ∈ N, there exist
tn  n and xn ∈ B0, where xn = (u0n,u1n) ∈ B0, such that
distL2(Ω)
(
f
(
S1(tn)xn
)
, f
(
ω1(B0)
))
 ε0 for all n ∈ N. (4.2)
On the other hand, noticing again that {S1(t)}t0 is (H 10 (Ω) × L2(Ω),L6(Ω))-asympto-
tically compact, we know that {S1(tn)xn}∞n=1 is pre-compact in L6(Ω). Without loss of
generality, we assume that S1(tn)xn
|·|6−−→ y0. Then by the definition of ω1(B0) we know
that y0 ∈ ω1(B0). Hence, by the continuity of f :H 10 (Ω) → L2(Ω), we have that f (y0) ∈
f (ω1(B0)), which contradicts with (4.2).
Hence, from (4.1) and the compactness of f (ω1(B0)) in L2(Ω), we can complete the
proof immediately. 
Lemma 4.3. For any ε > 0 and t0 > 0, there exists T1 = T1(ε, t0,B0) such that
κL2(Ωt0 )
({
f
(
S1(T + t)
(
u0, u1
)) ∣∣ t ∈ [0, t0], (u0, u1) ∈ B0}) ε for all T  T1,
where Ωt = [0, t0] ×Ω .0
C. Sun et al. / J. Differential Equations 227 (2006) 427–443 441Proof. From Lemma 1.3 and Corollary 2.11 we know that {f (S1(T + t)(u0, u1)) | t ∈
[0, t0], (u0, u1) ∈ B0} is pre-compact in Lr(0, t0;Lr(Ω)) for any T  0 and any 1 < r < 2.
On the other hand, from Lemma 4.2 we know also that there exists T1 = T1(ε, t0,B0)
such that
κL2(Ω)
(
f
(
S1(t)B0
))

(
1
t0
2−9
)1/2
ε, for any t  T1.
Therefore, combining with Lemmas 2.7 and 2.12, for any T  T1, we get that
{
f
(
S1(T + t)
(
u0, u1
)) ∣∣ t ∈ [0, t0], (u0, u1) ∈ B0}
has a finite ε-net in L2(0, t0;L2(Ω)), which implies that Lemma 4.3 holds. 
Lemma 4.4. For any ε > 0 and t0 > 0, there exists T1 = T1(ε, t0,B0) such that
κH 10 (Ω)×L2(Ω)
({
(w(t0),wt (t0)
) ∣∣ (u0, u1) ∈ S(T )B0})Cε for all T  T1,
where (w(t),wt (t)) is the solution of (E2) corresponding to (u0, u1) ∈ S(T )B0, and C is
independent of ε, t0, T1 and T .
The proof of this lemma is similar to that of [11, Lemma 2], the only (but important)
difference is that the initial data (u0, u1) is chosen in S(T )B0 instead of B0.
Proof. As in [11], we have
∣∣w1t (t0)−w2t (t0)∣∣22 +
∣∣∇(w1(t0)−w2(t0))∣∣22
 C
t0∫
0
∫
Ω
(
f 1 − f 2)(w1t −w2t )dx dt

∥∥f 1 − f 2∥∥
L2([0,t0]×Ω)
∥∥w1t −w2t ∥∥L2([0,t0]×Ω) (4.3)
and
∫
Ω
∣∣wi(t)∣∣2 C0 for any t  0 and i = 1,2, (4.4)
where f i = f (S1(t)(u0i , u1i )), t  0 and (u0i , u1i ) ∈ S(T )B0, i = 1,2.
Hence, from Lemma 4.3, combining with (4.3) and (4.4), we know Lemma 4.4 is
valid. 
Now we are ready to prove the main result about the asymptotic smoothness.
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κH 10 (Ω)×L2(Ω)
(
S(t)B0
)
 Cε for all t  T ,
where the constant C is independent of ε and T .
Proof. We will accomplish the proof by three steps.
Step 1. From Lemma 4.1, we know that there is t0 = t0(ε) which is independent of wt ,
such that for any solution of (E1) with (u0, u1) ∈ B0, we have
∣∣vt (t)∣∣2 +
∣∣∇v(t)∣∣2  ε for all t  t0. (4.5)
Step 2. Thanks to Lemma 4.4, for t0 given in Step 1, there exists T1 = T1(ε, t0,B0) such
that
κH 10 (Ω)×L2(Ω)
({(
w(t0),wt (t0)
) ∣∣ (u0, u1) ∈ S(T )B0)}) Cε for all T  T1, (4.6)
where C is independent of ε, t0, T1 and T .
Step 3. For any T  T1 (T1 is given in Step 2), we decompose u as follows:
u(t) =
{
u(t) (do not decompose), if t  T ,
w(t − T )+ v(t − T ) (decompose), if t > T .
Then, from the positive invariance of B0, we have
S(T + t0)B0 ⊂
{(
w(t0),wt (t0)
) ∣∣ (u0, u1) ∈ S(T )B0}+ {(v(t0), vt (t0)) ∣∣ (u0, u1) ∈ B0}.
Therefore, combining (4.5) and (4.6), from property (4) in Lemma 2.2, we have
κH 10 (Ω)×L2(Ω)
(
S(T + t0)B0
)
Cε, (4.7)
where the constant C is independent of t0, T and ε.
Since T ( T1) is arbitrary, Theorem 4.5 follows from (4.7) immediately. 
Proof of Theorem 1.4. From Lemma 1.3 and Theorem 4.5, we know that the conditions
of Theorem 2.3 are all satisfied. 
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