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Abstract
In a paper on F-rationality [J. Algebra 176 (1995) 824–860] Donna Glassbrenner showed that over
a field of odd characteristic p the Hilbert ideals of the tautological representations of the symmetric
group Σn and alternating group An coincide if n ≡ 0,1 mod p. She asked if this was always the sit-
uation in the modular case. We answer this in the affirmative using Macaulay’s theory of irreducible
ideals in polynomial algebras: a somewhat forgotten bywater of commutative algebra. As a bonus,
the method yields applications back to the original question of F-rationality studied in [J. Algebra
176 (1995) 824–860].
 2004 Elsevier Inc. All rights reserved.
Let ρ :G ↪→ GL(n,F) be a representation of a finite group G over the field F. Denote by
V = Fn the representation space on which G acts via ρ and F[V ] the algebra of polynomial
functions on V . If z1, . . . , zn ∈ V ∗ is a basis for the space of linear forms V ∗ we use the
alternate notation F[z1, . . . , zn] for F[V ]. Associated with ρ is the subalgebra F[V ]G of
invariant polynomial functions and the Hilbert ideal h(ρ) ⊂ F[V ]; the latter is the ideal in
F[V ] generated by all the homogeneous invariant forms of strictly positive degree. If ρ is
clear from context we simply write h(G) for the Hilbert ideal.
In her study [2] of F-rationality of invariant rings Donna Glassbrenner proved that the
Hilbert ideals of the symmetric group Σn on n letters and its alternating subgroup An
coincide for the standard representation of Σn on V = Fn by permutation of the coordinates
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(
n
2
)
. The Hilbert
ideals h(Σn) and h(An) are distinct if p > n or F has characteristic 0. She asked what
happens in the remaining cases and provided evidence that for fields of characteristic p = 2
they agree in these cases. This was proven by A.R. Singh in [8]. Both papers make use of
special identities involving the elementary symmetric polynomials, viz., [2, Section 11] and
[8, Section 5]. We provide a more conceptual proof of these result using F.S. Macaulay’s
theory1 of irreducible ideals in polynomial algebras (see [4] and [6]). Since this approach
does not depend on specific identities it works equally well for the one missing prime
p = 2, and yields the following result.
Proposition. Let F be a field of characteristic p. If the symmetric group Σn of degree n
acts on the vector space V = Fn by permutation of the coordinates, then h(Σn) = h(An) if
and only if p divides n!/2, which is the order of the alternating group.
In short: the Hilbert ideals h(Σn) and h(An) agree precisely in the modular case for both
groups. As a bonus, our method shows that these examples of complete intersections that
are not F-rational constructed by Donna Glassbrenner are generic in a certain sense. We
provide some other examples of invariant rings with the same Hilbert ideals and discuss
briefly their nature.
We will need to assume some familiarity with Macaulay’s theory of irreducible
m-primary ideals2 in graded polynomial algebras F[z1, . . . , zn]. We recall that this theory
provides a bijective correspondence between such ideals and nonzero cyclic F[z1, . . . , zn]-
submodules of the algebra of inverse polynomials F[z−11 , . . . , z−1n ] (see, e.g., [6, Theo-
rems VI.2.1 and II.2.1] or [1, Theorem 21.7]). A modern treatment using Hopf algebra
duality of Macaulay’s theory appears in Parts I and VI of the book length manuscript [6].
For the readers convenience we provide a resumé of the salient features used here. Fix
a ground field F and let F[z1, . . . , zn] be the polynomial algebra over F in n variables.
Grade F[z1, . . . , zn] in the standard way by setting deg(zi) = 1 for i = 1, . . . , n. Likewise
let F[z−11 , . . . , z−1n ] be the polynomial algebra over F in the n formal variables z−11 , . . . , z−1n
and grade it by assigning deg(z−1i ) = −1 for i = 1, . . . , n. This is called the algebra of
inverse polynomials. The contraction product
∩ : F[z1, . . . , zn] × F
[
z−11 , . . . , z
−1
n
]→ F[z−11 , . . . , z−1n ]
makes the algebra of inverse polynomials into a module over F[z1, . . . , zn]. This product
is defined between monomials zE = ze11 · · ·zenn , e1, . . . , en ∈ N0 = {0,1, . . .} and inverse
monomials z−F = z−f11 · · ·z−fnn , f1, . . . , fn ∈ N0 by
zE ∩ z−F =
{
z−F+E if − F +E ∈ −Nn0,
0 otherwise,
1 Macaulay’s book is very hard to read since his terminology is so different from current usage. See however
[5] for his resumé in more modern language of these results. For the sake of completeness we include a short
summary the salient points of Macaulay’s theory and the K ⊂ L-paradigm of [6].
2 We use the notation m for the maximal ideal of a commutative graded connected algebra such as
F[z , . . . , z ] if the algebra is clear from context since the usual notation F[z , . . . , z ] is so ugly.1 n 1 n
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sider Θ ∈ F[z−11 , . . . , z−1n ] as a linear form defined on F[z1, . . . , zn]−deg(Θ).
If I ⊂ F[z1, . . . , zn] is an ideal then
I⊥ = Ann
F[z−11 ,...,z−1n ](I) =
{
Θ ∈ F[z−11 , . . . , z−1n ] | f ∩Θ = 0 ∀f ∈ I}
is an F[z1, . . . , zn]-submodule of F[z−11 , . . . , z−1n ]. Likewise, if M ⊂ F[z−11 , . . . , z−1n ] is an
F[z1, . . . , zn]-submodule then
M⊥ = AnnF[z1,...,zn](M) =
{
f ∈ F[z1, . . . , zn] | f ∩ Θ = 0 ∀Θ ∈ M
}
is an ideal in F[z1, . . . , zn]. Here is one version of Macaulay’s Double Duality Theorem.
Theorem (F.S. Macaulay). There is a bijective correspondence between the m-primary
irreducible ideals in F[z1, . . . , zn] and the nonzero cyclic F[z1, . . . , zn]-submodules of
F[z−11 , . . . , z−1n ] given by associating to a nonzero cyclic submodule M ⊂ F[z−11 , . . . , z−1n ]
its annihilator ideal M⊥ ⊂ F[z1, . . . , zn], and to a proper m-primary irreducible ideal
I ⊂ F[z1, . . . , zn] the submodule I⊥ ⊂ F[z−11 , . . . , z−1n ] of elements annihilated by it.
Moreover (M⊥)⊥ = M and (I⊥)⊥ = I .
For a proof see [4, Part IV] or [6, Theorems VI.2.1 and II.2.1], or [1, Theorem 21.7].
For an m-primary irreducible ideal I ⊂ F[z1, . . . , zn] a generator for the submodule I⊥ ⊂
F[z−11 , . . . , z−1n ] is called a Macaulay inverse to I : it is unique up to a nonzero scalar
multiple. For example z−(k−1) ∈ F[z−1] is a Macaulay inverse for the ideal (zk) ⊂ F[z]
and more generally z−(k1−1)1 · · ·z−(kn−1)n ∈ F[z−11 , . . . , z−1n ] is a Macaulay inverse for the
ideal (zk11 , . . . , z
kn
n ) in F[z1, . . . , zn].
The K ⊂ L-paradigm is a basic tool for computing Macaulay inverses. Here is how
it works. If K ⊂ L are m-primary irreducible ideals in F[z1, . . . , zn] then L is principal
over K , i.e.,
(K : L) = (h)+K,
for some h ∈ F[z1, . . . , zn]. Moreover
(K : h) = L.
See, e.g., [11, Chapter IV, Theorems 34 and 35]. For a simplified proof in the graded case
see [6, Theorem I.2.1]. Such an element h is called a transition element for L over K .
Theorem (The K ⊂ L-Paradigm [6, Theorem II.5.1]). Let K  L ⊂ F[z1, . . . , zn] be
m-primary irreducible ideals and h ∈ F[z1, . . . , zn] a transition element for L over K .
If Θ is a Macaulay dual for K then h∩ Θ is a Macaulay dual for L.
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Fix a ground field F and let Σn act on V = Fn by permutation of the coordinates. The el-
ementary symmetric polynomials e1, . . . en ∈ F[z1, . . . , zn] are defined by some variation3
on the formula
ϕn(t) = en + en−1 · t + · · · + e1 · tn−1 + tn =
n∏
i=1
(t + zi) ∈ F[z1, . . . , zn][t]. (†)
It is well known (see, e.g., [9, Section 1.1]) that F[z1, . . . , zn]Σn = F[e1, . . . , en]. If the
characteristic of F is not 2 and we restrict the permutation representation of Σn to the
alternating subgroup An, then as is also well known the ring of invariants F[z1, . . . , zn]An
is a complete intersection generated by e1, . . . , en and the discriminant
∆n =
∏
1i<jn
(zi − zj ) =
∑
σ∈Σn
sgn(σ ) · z0σ(1)z1σ(2) · · ·zn−1σ(n),
the square ∆2n being a polynomial in e1, . . . , en given by the resultant of ϕn and ϕ′n (see,
e.g., [9, Section 1.3] and [2, Section 12]). Less well known4 would appear to be the invari-
ants in characteristic 2. If we set
Sn =
∑
σ∈An
z0σ(1)z
1
σ(2) · · ·zn−1σ(n),
then independent of the characteristic, F[z1, . . . , zn]An is a complete intersection gener-
ated by e1, . . . , en and Sn, the square S2n being a polynomial in e1, . . . , en (see, e.g.,
[9, Theorem 1.3.5]).
The elementary symmetric polynomials e1, . . . , en generate the Hilbert ideal h(Σn)
which is a regular parameter ideal in a polynomial algebra, and hence m-primary and irre-
ducible.
Lemma 1.1 (Kathryn Kuhnigk [3, Satz 2.3.1]). Let F be a field. A Macaulay inverse
∇n ∈ F[z−11 , . . . , z−1n ] for the ideal (e1, . . . , en) ⊂ F[z1, . . . , zn] generated by the elemen-
tary symmetric polynomials is the inverse discriminant
∇n =
∑
σ∈Σn
sgn(σ )z0σ(1)z
1
σ(2) · · ·zn−1σ(n) ∈ F
[
z−11 , . . . , z
−1
n
]
.
3 The variations depend on the choice of signs in
∏n
i=1(t ± zi ) and the resulting expansion in powers of t .
4 This fact gets rediscovered every couple of years and published circa once a decade.
492 L. Smith / Journal of Algebra 280 (2004) 488–499Proof. The generating function (†) for the elementary symmetric polynomials shows that
(ϕn(−zi) = 0 for i = 1, . . . , n. This leads to the matrix equation
−


zn1
...
...
znn

=


1 z1 · · · zn−11
...
. . .
...
...
. . .
...
1 zn · · · zn−1n

 ·


en
...
...
e1

 .
So the ideal L = (e1, . . . , en) contains the ideal K = (zn1 , . . . , znn). Cramer’s rule shows that
a transition element (see [6, Proposition VI.3.1]) for L over K is the discriminant
∆n = det


1 z1 · · · zn−11
...
. . .
...
...
. . .
...
1 zn · · · zn−1n

=
∏
1i<jn
(zi − zj ) =
∑
σ∈Σn
sgn(σ )z0σ(1)z
1
σ(2) · · ·z(n−1)σ (n) .
A generator Θ for the Macaulay inverse of the ideal K = (zn1, . . . , znn) is the inverse mono-
mial z−(n−1)1 · · ·z−(n−1)n , so by the K ⊂ L paradigm [6, Theorem II.5.1] we find a Macaulay
inverse for (e1, . . . , en) is ∆n ∩ Θ = ∇n as claimed. 
The following two lemmas complete the result obtained by Donna Glassbrenner
[2, Lemma 12.1] relating the Hilbert ideals of the symmetric and alternating groups for
their tautological representations.
Lemma 1.2. Let F be a field of characteristic p not equal to 2. Then
∆n ∈ (e1, . . . , en) = h(Σn)
if and only if n! ≡ 0 mod p.
Proof. Note that deg(∆n) =
(
n
2
)
is the formal dimension of the quotient algebra F[z1,
. . . , zn]/(e1, . . . , en). Therefore by Macaulay’s Double Duality Theorem [6, Theo-
rem II.2.1] and Lemma 1.1, ∆n ∈ (e1, . . . , en) if and only if ∇n(∆n) = 0. By direct com-
putation we have
∇n(∆n) =
( ∑
σ∈Σn
sgn(σ )z0σ(1)z
1
σ(1) · · ·z(n−1)σ (n)
)
∩
( ∑
σ∈Σn
sgn(σ )z0σ(1)z
−1
σ(1) · · ·z−(n−1)σ (n)
)
=
∑
σ∈Σn
sgn(σ )2 = n!
where ∩ is the contraction product making F[z−11 , . . . , z−1n ] an F[z1, . . . , zn]-module.
Therefore ∆n ∈ (e1, . . . , en) if and only if n! ≡ 0 mod p as claimed. 
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Sn ∈ (e1, . . . , en) = h(Σn)
if and only if n!/2 ≡ 0 mod p.
Proof. Note that deg(Sn) =
(
n
2
)
, so as in the proof of Lemma 1.2, Sn ∈ (e1, . . . , en) if and
only if ∇n(Sn) = 0. By direct computation we have
∇n(Sn) =
( ∑
σ∈An
z0σ(1)z
1
σ(1) · · ·z(n−1)σ (n)
)
∩
( ∑
σ∈Σn
sgn(σ )z0σ(1)z
−1
σ(1) · · ·z−(n−1)σ (n)
)
=
∑
σ∈An
1 = |An| = n!2
and the result follows. 
The result relating the Hilbert ideals of symmetric and alternating invariants follows
directly from these lemmas. To wit:
Proposition 1.4. Let F be a field of characteristic p. If the symmetric group Σn of degree
n acts on the vector space V = Fn by permutation of the coordinates, then h(Σn) = h(An)
if and only if p divides n!/2, which is the order of the alternating group.
Note that the ideal (e1, . . . , en) ⊂ F[z1, . . . , zn]An is m-primary, irreducible, and it does
not contain Sn. This follows immediately from the fact that the quotient algebra is
F[z1, . . . , zn]An/(e1, . . . , en) = F[Sn]/
(
S2n
)
,
which satisfies Poincaré duality [6, Proposition I.1.3]. Proposition 1.4 says that the exten-
sion (e1, . . . , en)ex ⊂ F[z1, . . . , zn] of this ideal contains Sn in the modular cases. In partic-
ular there is no ideal whatsoever in F[z1, . . . , zn] lying over (e1, . . . , en) ⊂ F[z1, . . . , zn]An ,
so the lying over theorem for irreducible ideals [6, Proposition VI.4.4] can fail in a
spectacular way: namely if A is a subalgebra of F[z1, . . . , zn] for which the inclusion
A ⊂ F[z1, . . . , zn] is not split as a map of A-modules.
2. Application to F-rationality
In this section we show how the viewpoint of Section 1 can be applied to the questions
of F-rationality considered in [2]. In particular the examples given there are generic in the
sense that we could have started with almost any regular sequence in F[z1, . . . , zn] in place
of the elementary symmetric polynomials.
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is a regular sequence. Let di = deg(fi) for i = 1, . . . , n, so a Macaulay inverse ∇ ∈
F[z−11 , . . . , z−1n ] for the ideal (f1, . . . , fn) ⊂ F[z1, . . . , zn] has degree d =
∑n
i=1(di − 1).
The Poincaré series P(F[z1, . . . , zn], t) and P(F[f1, . . . , fn], t) are related by the for-
mula (see, e.g., [7, Theorem 5.5.1])
P
(
F[z1, . . . , zn], t
)= P (F[f1, . . . , fn], t) · n∏
i=1
(
1 + t + · · · + tdi−1),
so excluding trivial cases (e.g., n = 1, or d1 = · · · = dn = 1, etc.) one sees that the homoge-
neous component F[f1, . . . , fn]d of F[f1, . . . , fn] of degree d cannot have codimension 1
in F[z1, . . . , zn]d . Therefore regarding ∇ as a linear form ∇ : F[z1, . . . , zn]d → F it follows
that ker(∇) cannot be contained in F[f1, . . . , fn]d . This means we can choose a nonzero
form h ∈ F[z1, . . . , zn]d such that5
h /∈ F[f1, . . . , fn]
and
h ∈ ker(∇).
Let A ⊂ F[z1, . . . , zn] be the subalgebra generated by h and f1, . . . , fn. Then the first
condition says that
F[f1, . . . , fn]  A,
and from the second it follows that
h ∈ (f1, . . . , fn) ⊂ F[z1, . . . , zn].
Therefore, making use of the proof of [2, Proposition 9.1(4)], we have shown:
Proposition 2.1. Let F be a field and f1, . . . , fn ∈ F[z1, . . . , zn] a regular sequence
with ∇ ∈ F[z−11 , . . . , z−1n ] a Macaulay inverse for the ideal (f1, . . . , fn) ⊂ F[z1, . . . , zn].
Set di = deg(fi), i = 1, . . . , n, and d = ∑ni=1(di − 1), and assume that n  2 and
d1 · · ·dn = 1. Choose a nonzero form h ∈ F[z1, . . . , zn]d such that
h /∈ F[f1, . . . , fn]
and
h ∈ ker(∇).
5 Proposition 9.1 in [2] is stated for rings of invariants only. But her proof works for a finite extension S ↪→ R
provided that S is Gorenstein. Since the algebra A is a hypersurface it is Gorenstein so her argument applies.
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conditions hold.
(1) F[f1, . . . , fn]  A.
(2) Aex = (f1, . . . , fn), i.e., the extension of the maximal ideals of A and F[f1, . . . , fn] to
F[z1, . . . , zn] are the same.
(3) The ideal (f1, . . . , fn) of A is not the contraction of any ideal of F[z1, . . . , zn].
(4) There is no A-module splitting for the inclusion A ↪→ F[z1, . . . , zn].
(5) A is not F-rational.
Remark. Actually it is not necessary to restrict attention to forms h /∈ F[f1, . . . , fn] of
degree d = −deg(∇): This was just a convenience which allowed us to regard ∇ as a
linear form on F[z1, . . . , zn]d and choose h in its kernel appropriately. More generally, as
long as h ∈ AnnF[z1,...,zn](∇) the same argument applies.
The pair of forms
∆n ∈ F[z1, . . . , zn]
and
∇n ∈ F[z−11 , . . . , z−1n ]
that occur in the discussion of the invariants of the symmetric and alternating groups have
a number of special properties which the preceding result shows are not directly related
to the F-rationality problem. For example they are inverse to each other in the sense that
written as a linear combinations of monomials
∆n =
∑
aEz
E
respectively inverse monomials
∇n =
∑
aEz
−E
they have the same coefficients: the sums are over the index sequences E ∈ Nn0 for the
respective bases. In addition they are integral, i.e., aE ∈ Z for all E ∈ Nn0 : in fact aE = ±1
for all E in the support of either ∆n or ∇n. The fact that they are integral is what makes
the examples of [2] characteristic dependent.
Specifically let f1, . . . , fn be integral forms, i.e., elements of Z[z1, . . . , zn], that are
a regular sequence in the sense that they are algebraically independent and Z[z1, . . . , zn]
is a finitely generated free Z[f1, . . . , fn]-module. Let ∇ ∈ Z[z−11 , . . . , z−1n ] be a Macaulay
inverse for the ideal (f1, . . . , fn) ⊂ Z[z1, . . . , zn] in the sense that (f1, . . . , fn) is the an-
nihilator ideal of ∇ with respect to the Z[z1, . . . , zn]-module structure on Z[z−11 , . . . , z−1n ]
defined by the contraction product. Without loss of generality assume ∇ is primitive,
i.e., the greatest common divisor of the coefficients is 1. Let h ∈ Z[z1, . . . , zn]−deg(∇)
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at the primes dividing ∇(h) ∈ Z the mod p reduction of the algebra generated by h and
f1, . . . , fn will fail to be F-rational: at the remaining primes it is F-rational.
3. Hilbert ideals
Let ρi :Gi ↪→ GL(n,F) for i = 1,2 be representations of finite groups G1, G2 over
the field F. If G1 = G2 then the rings of invariants are distinct. This follows from Galois
theory. As noted in the introduction the Hilbert ideals need not be distinct. The purpose of
this section is to examine under what conditions h(G1) and h(G2) can be equal. We will
need the following simple observations.
Observation 3.1. If A ↪→ B is an inclusion of commutative algebras that splits as an
A-module, and I ⊂ A an ideal, then I ex ∩ A = I . Hence every ideal of A is contracted
from B .
Proof. Let σ :B → A split the inclusion A ↪→ B as A-modules. Then
I = σ (I ex)= σ (I ex)∩ A = σ (I ex ∩A)= I ex ∩ A
and the result follows. 
Observation 3.2. Suppose that A ↪→ B is an inclusion of commutative algebras and
A = B . Then Aex = B where A and B are the respective maximal ideals.
Proof. Choose an indecomposable element b ∈ B that is not in A. If b ∈ Aex then there
are elements a1, . . . , ak ∈ A such that
b =
k∑
i=1
aibi.
Since A ⊆ B the elements a1, . . . , ak also belong to B so the previous equation says that b
is decomposable in B which contradicts the choice of b. 
These observations lead to our first result concerning Hilbert ideals.
Proposition 3.3. Let ρ :G ↪→ GL(n,F) be a representation of a finite group over the field
F and H < G a proper subgroup. If h(G) = h(H) then both |H | and |G| are divisible by
the characteristic of F.
Proof. If |G| ∈ F× then so is |H | ∈ F×. Thus it will suffice to show: if |H | ∈ F× then
h(G) = h(H). Since |H | ∈ F× we may define an F[V ]H -module splitting
πH = 1 TrH : F[V ] → F[V ]H|H |
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h(H). But since H = G we also have F[V ]G = F[V ]H .
Let J = (F[V ]G)ex ⊂ F[V ]H be the extension of the maximal ideal of F[V ]G to F[V ]H .
By Observation 3.2, J = F[V ]H . Extending J up to F[V ] yields the Hilbert ideal of G. By
Observation 3.1 the ideal J is contracted from F[V ] so
J = h(G) ∩ F[V ]H = h(H)∩ F[V ]H = F[V ]H
which is a contradiction, and therefore h(H) h(G) as was to be shown. 
A carefull examination of the proof of Proposition 3.3 shows that the crux of the matter
is that the ideal J = (F[V ]G)ex of F[V ]H cannot be the maximal ideal of F[V ]H . On the
other hand, if F[V ]H ↪→ F[V ] splits as F[V ]H -module map, then J must be the contraction
of J extended up to F[V ]. If h(G) = h(H), this would be h(H) ∩ F[V ]H , which is the
maximal ideal, yielding a contradiction. So the same proof shows:
Proposition 3.4. Let ρ :G ↪→ GL(n,F) be a representation of a finite group over the field
F and H <G a proper subgroup. If the inclusion F[V ]H ↪→ F[V ] splits as map of F[V ]H -
modules then h(G) = h(H).
Using this formulation we can draw out a few further results.
Corollary 3.5. Let ρ :G ↪→ GL(n,F) be a representation of a finite group over the field F
and F[V ]G is a polynomial algebra. Then there is no faithfull extension ρ˜ : G˜ ↪→ GL(n,F)
to a proper overgroup G˜ of G with h(G˜) = h(G).
Proof. Since F[V ]G is a polynomial algebra F[V ] is a free F[V ]G-module so the inclu-
sion F[V ]G ↪→ F[V ] splits as a map of F[V ]G-modules and Proposition 3.4 yields the
conclusion. 
Corollary 3.6. Let ρ :G ↪→ GL(2,F) be a representation of a finite group over the field F
and H <G a proper subgroup. Then h(G) = h(H).
Proof. By Proposition 3.3 we may assume that F has nonzero characteristic. Then by [10,
Proposition 3] the inclusion F[x, y]G ↪→ F[x, y] is split as a map of F[x, y]G-modules so
Proposition 3.4 applies. 
The following observation and example were pointed out by Julia Hartmann: it shows
that two groups can have the same Hilbert ideal without one being contained in the other.
Observation 3.7 (Julia Hartmann). Note that for a representation of a finite group ρ :G ↪→
GL(n,F) over the field F and H < G a subgroup with h(G) = h(H) that any subgroup S
satisfying H  S  G also has the same Hilbert ideal, viz., h(G) = h(S) = h(H). Thus
for a for a finite subgroup G of GL(n,F) there are maximal overgroups and minimal
subgroups with the same Hilbert ideal.
498 L. Smith / Journal of Algebra 280 (2004) 488–499Example 1 (Julia Hartmann). Consider the group G = Z/2 ×Z/2 ×Z/2 and its 6-dimen-
sional representation over a field F of characteristic 2 implemented by the matrices

0 1
1 0 0 0
0 1 00 1 0
0 0 1 00 1


,


1 0
0 1 0 0
0 0 11 0 0
0 0 1 00 1


,


1 0
0 1 0 0
0 1 00 1 0
0 0 0 11 0


∈ GL(6,F).
Let H = Z/2 < Z/2 × Z/2 × Z/2 be the diagonal subgroup. Then as noted in [7, Propo-
sition 6.3.7] h(H) = h(G). There are three subgroups H1, H2, H3 of G of order 4 lying
between H and G itself, neither one of which is contained in the other, but by Observa-
tion 3.7 all with the same Hilbert ideal.
Clearly this vectorizing process can be used to produce more examples of this sort.
For example An × Σn and Σn × An in Σn × Σn acting on Fn ⊗ Fn via permutation of
the coordinates all have the same Hilbert ideal as the restriction of this representation to
An × An. Other examples can be constructed using the generalized signed permutation
groups6 Z/k Σn and their subgroups Z/k An in characteristic p where k | p.
The following problem is a natural outgrowth of Example 1.
Problem 3.8. Suppose that ρ :G ↪→ GL(n,F) is a representation of a finite group G over
the field F. Does there exist a unique maximal overgroup, respectively minimal subgroup,
with the same Hilbert ideal as G?
Note that Corollary 3.5 implies that if F[V ]G is a polynomial algebra then there is a
unique maximal overgroup, namely G itself. This same corollary suggests another prob-
lem:
Problem 3.9. Suppose that a regular ideal I ⊂ F[z1, . . . , zn] occurs as a Hilbert ideal. Is it
possible to choose a regular sequence f1, . . . , fn generating I and such that F[f1, . . . , fn]
occurs as a ring of invariants?
References
[1] D. Eisenbud, Commutative Algebra, Springer-Verlag, Heidelberg, Berlin, 1995.
[2] D. Glassbrenner, The Cohen–Macaulay property and F -rationality in certain rings of invariants, J. Alge-
bra 176 (1995) 824–860.
[3] K. Kuhnigk, Poincarédualitätsalgebren, Koinvarianten und Wu-Klassen, Dissertation, Göttingen, 2003.
[4] F.S. Macaulay, The Algebraic Theory of Modular Systems, in: Cambridge Math. Lib., Cambridge Univ.
Press, Cambridge, 1916 (reissued with an introduction by P. Roberts 1994).
[5] F.S. Macaulay, Modern algebra and polynomial ideals, Math. Proc. Cambridge Philos. Soc. 30 (1934) 27–46.
6 These are the groups of Type 2a in the Shephard and Todd list [9, Table 7.3.1].
L. Smith / Journal of Algebra 280 (2004) 488–499 499[6] D.M. Meyer, L. Smith, Poincaré Duality Algebras, Macaulay’s Dual Systems, and Steenrod Operations,
Cambridge University Press, in press.
[7] M.D. Neusel, L. Smith, Invariant Theory of Finite Groups, in: Surveys Monogr., vol. 94, Amer. Math. Soc.,
Providence, RI, 2002.
[8] A.K. Singh, Failure of F -purity and F -regularity in certain rings of invariants, Illinois J. Math. 42 (1998)
441–448.
[9] L. Smith, Polynomial Invariants of Finite Groups, A.K. Peters, Wellesley, MA, 1995, 2nd ed., 1997.
[10] L. Smith, On a theorem of R. Steinberg on rings of coinvariants, Proc. Amer. Math. Soc. 131 (2003) 1043–
1048.
[11] O. Zariski, P. Samuel, Commutative Algebra, vols. I, II, in: Grad. Texts in Math., vol. 28, 29, Springer-
Verlag, Berlin, New York, 1975.
