ABSTRACT
INTRODUCTION
Median filtering is a nonlinear smoothing technique for removing impulsive noise and preserving sharp changes in signals [1, 2] . For a one-dimensional signal, a window of an odd number of elements slides over the entire signal. In every window, the central sample is replaced by the median of the samples [1, 2] . Characterized by easy implementation and quick ex- * Corresponding author : YangQuan.chen@usu.edu ecution, median filtering has been successfully used in many areas of digital signal processing, including speech processing [3] , medical signal processing [4] , digital image processing [5] , and so on. Some generalized and modified median filters have been provided to improve the filtering result [6] . The main drawback of the median filter or modified median filters is that they modify the data points not contaminated by noise when filtering the signal [1, 2] . In this research, we investigate the effects of median filtering on fractional processes.
Fractional processes are increasingly concerned in areas ranging from financial science to computer networking. Fractional processes are based on the knowledge of α-stable distribution, and fractional calculus, which is a generalization of the conventional integer order differential and integral operators [7] [8] [9] [10] . Fractional calculus is the mathematical basis of fractional-order systems described by fractional-order differential equations. A fractional process with a constant LRD parameter can be regarded as the output signal of a fractional-order system driven by white Gaussian noise (wGn) or white stable noise [11] . The main property of fractional processes is longrange dependence (LRD) or heavy-tailed distribution. The LRD property of a fractional processes can be characterized by its long memory parameter H, the Hurst parameter (Hurst exponent) [12] . The heavy-tailed distribution property can be characterized by an adjustable tail thickness parameter α. Some fractional processes not only display LRD property, but also the heavy-tailed distribution property. The fractional autoregressive integrated moving average (FARIMA) with stable innovations model based processes are typical fractional processes, which combine both features: heavy-tailed distribution and LRD. These two properties i.e., heavy-tailed distribution and LRD, cannot be simply removed or smoothed in time series analysis, because the tail thickness of the distribution and long memory property of the time series are critical in characterizing the essence of the resulting natural or man-made phenomenon of the time series. In this research, therefore, we investigate the effects of median filtering on the properties of fractional processes. The effects of median filtering on both the LRD and heavy-tailed distribution properties of fractional processes are studied, where the LRD parameter is estimated using Kettani and Gubner's Hurst estimator [13] , and the heavy tailedness parameter is estimated using McCullochs method [14] . The analysis results are summarized with tables and figures in the paper.
The paper is organized as follows. In Section 2, we briefly introduce the LRD and the heavy-tailed distribution. In Section 3, the effects of median filtering on the heavy-tailed distribution property of α-stable processes, and on the LRD property in long-range dependent processes are investigated, respectively. Besides, the effects of median filtering on both heavy tailedness and LRD in FARIMA with stable innovations are also studied. The conclusions of the study are presented in Section 4.
PRELIMINARIES 2.1 Heavy-Tailed Distribution
Heavy-tailed distributions have been observed in plenty of natural phenomena, such as physics, hydrology, biology, financial and network traffic [15] [16] [17] [18] . Heavy-tailed distributions are probability distributions whose tails are heavier than the exponential distribution. The tails of heavy-tailed distributions cannot be cut off, and the large-scale and the rare events cannot be neglected. Because of the heavier tail than Gaussian distribution, this kind of time series always exhibit sharp spikes or occasional bursts of outlying observations than one would expect from normally distributed signals. So, heavy-tailed distributions generally have high variation or infinite second-order moment. Infinite second-order moment makes it meaningless to discuss variance and correlation function. Similarly, many standard signal processing tools which are based on the assumption of finite second-order moment, such as least-squares techniques, spectral analysis, may give misleading results [19] .
The distribution of a random variable X with distribution function F(t) is said to have a heavy tail if its complementary cumulative distribution F c (t) = 1 − F(t) decays more slowly than exponentially [20] , that is, for all γ > 0,
A typical heavy-tailed distribution is power-tailed if F c (t) ∼ αt −β as t → ∞ for constants α > 0 and β > 0, where '∼' means the ratio of the left hand and the right hand sides converges to 1.
The classic examples of one-side distribution exhibiting heavytailed behavior are Pareto distribution, Log-normal distribution, Lévy distribution, Weibull distribution, and so on. The typical two-side heavy-tailed distributions are α-stable distribution, Cauchy distribution, skew lognormal cascade distribution, and so on. Among them, the α-stable distribution is a good heavy-tailed distribution model for signals and noises of impulsive nature, because of the generalized central limit theorem, which states that if the sum of independent and identically distributed (i.i.d.) random variables with or without finite variance converges to a distribution by increasing the number of variables, the limit distribution must belong to the family of stable laws [21, 22] . The α-stable distribution has a characteristic exponent parameter α(0 < α ≤ 2), which controls the heaviness of its tails. A small value of α will imply considerable probability mass in the tails of the distribution. α = 2 corresponds to the Gaussian distribution. So, it can exactly model heavy-tailed distribution non-Gaussian processes with different tail thickness [19] .
Long Range Dependence
LRD phenomenon occurs in many fields of study, such as economics, agronomy, chemistry, astronomy, engineering, geosciences, hydrology, mathematics, physics and statistics. A stationary process is said to have long-range correlations if its covariance function C(n) (assume that the process has finite second-order statistics) decays slowly as n → ∞, i.e. for 0 < µ < 1,
where c is a finite, positive constant. That is to say, for large n, C(n) looks like c/n µ [23] . The parameter µ is related to the Hurst parameter via the equation µ = 2 − 2H. We can also define the LRD using the spectral density. The weakly-stationary time-series X(t) is said to be long-range dependent if its spectral density obeys
as λ → 0, for some C f > 0 and some real parameter β ∈ (0, 1). The parameter β is related to the Hurst parameter by H = (1 + β )/2 [24] . Hurst parameter H is a simple parameter which can characterize the level of LRD. The Hurst exponent, which was proposed for the analysis of long-term storage capacity of reservoirs more than a half century ago, is used today to measure the intensity of LRD. Indeed a lot of time series are often described in the model with LRD characters. The case when 0 < H < 0.5 indicates the time serial is a negatively correlated process, or anti-persistent process; the case when 0.5 < H < 1 indicates that it is a positively correlated process; the case when H = 0.5 indicates that the process is almost not a correlated process.
EFFECTS OF MEDIAN FILTERING ON FRACTIONAL PROCESSES
For a time series x 1 , · · · , x n , one-dimensional median filtering of window size l = 2d + 1, d ∈ N is defined bỹ
Median filtering has good preservation of sharp changes and excellent suppression of impulsive noise in signals. But the median filtering leads to some signal distortion and thus lose some features, which directly relates to the window size of the median filter. Larger window size may distort the signal and the lower window size cannot remove the noise at high density. In this section, we investigate the effects of the window size of median filter on the properties of fractional processes. 
FIGURE 2. α-STABLE DISTRIBUTION TIME SERIES AND ME-DIAN FILTER SMOOTHED TIME SERIES

Effects on the LRD Property of Fractional Processes
In order to investigate the effects of median filtering on the LRD property of fractional processes, we generated the fractional Gaussian noise (fGN) processes using the embedding method [25] . fGn time series with different Hurst parameter (H = 0.5, 0.6, 0.7, 0.8, 0.9) were generated. The data length for each fGn time series is 10000 data points. Each fGn time series was filtered using median filters with different window size. The Hurst parameters of these filtered time series were estimated using Kettani and Gubner's Hurst estimator [13] , which has good robustness and can provide accurate estimation results [26] . The detailed introduction of the Kettani and Gubner's Hurst estimator was proposed in [13] . Figure 1 (a) shows the generated fGn time series, where the Hurst parameter H = 0.6. Figures 1 (b) and (c) provide the median filtering smoothed time series, where the window sizes of the filter are 3 and 5, respectively. Table 1 summarizes the changes of the LRD parameter H with the window size of median filter. From the analysis results in Table 1 we can see that the LRD property is significantly affected by median filtering, and the Hurst parameters become bigger and close to 1 with the increase in window size of the median filter. 
FIGURE 3. FARIMA WITH STABLE INNOVATIONS TIME SE-RIES AND MEDIAN FILTER SMOOTHED TIME SERIES
Effects on the Heavy-Tailed Distribution Property of Fractional Processes
In a similar way, we investigated the effects of median filtering on heavy-tailed distribution property of fractional processes using the α-stable distribution time series with different heavy tailed distribution parameter (α = 1, 1.2, 1.5, 1.8, 2). The α-stable distribution time series were generated using the simulation method in [27] , and the data length for each α-stable distribution time series is 10000 data points. Each α-stable distribution time series was filtered using median filters with different window size. The heavy tailedness parameter of these time series were estimated using McCullochs method, which was introduced in [14] . Figure 2 (a) shows an α-stable distribution time series, where the heavy tailedness parameter α = 1.2. Figures 2 (b) and (c) provide the median filtering smoothed time series, where the window sizes of the filter are 3 and 5, respectively. Table 2 summarizes the analysis results for the effects of median filtering on the heavy-tailed distribution property of α-stable distribution time series. From the analysis results of Table 2 we can see that the heavy-tailed distribution property is significantly affected by median filtering, and the heavy tailedness parameter α become bigger and close to 2 with the increase in window size of the 
Effects on FARIMA with Stable Innovations Processes
FARIMA with symmetric α-stable (SαS) innovations model based fractional processes have both the heavy tailed distribution and LRD properties, where the heavy-tailed distribution and the LRD properties are also characterized by the Hurst parameter H and the heavy tailedness parameter α [28] . The Hurst parameter H of FARIMA with SαS innovation time series can be described as H = d + 1/α [15] , where d(d < 1 − 1/α) is the fractional differencing exponent. In this research, the FARIMA(0, d, 0) with stable innovations time series were simulated using the methods in [29] . The data length for each time series is 10000 data points. Each FARIMA with stable innovations time series was filtered using median filters with different window size. The heavy tailedness parameter of these time series were estimated using McCullochs method [14] . Figure 3 (a) shows an FARIMA with SαS innovations time series, where the heavy tailedness parameter α = 1.4, Hurst parameter H = 0.6. Figures 3 (b) and (c) provide the median filtering smoothed time series, where the window sizes of the filter are 3 and 5, respectively. Table 3 summarizes the analysis results for the effects of median filtering on the heavy-tailed distribution and the LRD characteristics of FARIMA with SαS innovation time series. From Table 3 we can see that both the heavy tailedness parameter α and the Hurst parameter H are affected by the window size of the median filter. The level of the LRD property become bigger and close to 1, which means that the median filtering leads to the stronger coupling between data points in time series. In contrast, the median filtering minish the tail thickness of the distribution of the time series, which was indicated by the increase in heavy tailedness parameter α.
CONCLUSION
This research investigates the effects of median filtering on the properties of fractional processes. The LRD and the heavytailed distribution properties are studied by estimating the Hurst parameter and the heavy tailedness parameter, respectively. The analysis results show that the median filtering produces an obvious effect on the properties of fractional processes. Median filtering can lead to the stronger LRD property. The wider the window size of median filter, the higher the Hurst parameter. Besides, the median filtering can reduce or eliminate the heavy tailed distribution property of the fractional processes. For the fractional processes which have both the heavy-tailed distribution and the LRD properties, the median filtering has strong effects on LRD characteristic, but has limited effects on the heavy tailed distribution characteristic of the fractional processes.
