ABSTRACT In this paper, we investigate the multiple attribute decision-making (MADM) problems for risk evaluation of enterprise human capital investment with interval-valued bipolar 2-tuple linguistic numbers (IVB2TLNs). Then, we propose some arithmetic and geometric aggregation operators with IVB2TLNs and analyze the characteristics of these operators. Furthermore, we present methods that apply these operators to solve the MADM problems with IVB2TLNs. Finally, a real-world example for the risk evaluation of enterprise human capital investment is used to illustrate the effectiveness of the proposed methodology.
I. INTRODUCTION
Extending the concept of the fuzzy set [3] , Atanassov [1] , [2] defined the intuitionistic fuzzy set (IFS). An element belonging to any IFS is characterized by an ordered pair of its membership degree and non-membership degree. The sum of the pair should not exceed 1. The intuitionistic fuzzy set has been widely accepted [4] - [22] in solving uncertain MADM problems. The bipolar fuzzy set (BFS) [23] , [24] has emerged lately as an alternative tool to depict uncertainty in MADM problems. BFSs have been applied in many research areas including but not limited to bipolar logical reasoning and set theory [25] , [26] , traditional Chinese medicine theory [27] , [28] , bipolar cognitive mapping [29] , [30] , computational psychiatry [31] , [32] , decision analysis and organizational modeling [33] , [34] , quantum computing [35] , [36] , biosystem regulation [27] , [37] , [38] , quantum cellular combinatorics [35] , physics and philosophy [39] and graph theory [40] - [43] . Recently, Gul [44] defined some bipolar fuzzy aggregations operators. Wei et al. [45] proposed some hesitant bipolar fuzzy aggregation operators in MADM. Xu and Wei [46] defined the concept of dual bipolar fuzzy sets and developed some aggregation operators for aggregating dual hesitant bipolar fuzzy information. Lu et al. [47] defined the concept of bipolar 2-tuple linguistic sets.
Although, BFSs has been successfully applied in some areas, but there are situations in real life which can't be represented by BFSs. Voting can be a good example of such situation as the human voters may be divided into two groups of those who: vote for and refusal of voting. Basically, bipolar fuzzy sets based models may be adequate in situations when we face human opinions involving two answers of the type: yes or refusal. However, all the above approaches are unsuitable to describe the uncertain degree of positive membership and uncertain degree of negative membership of an element to a linguistic label, which can reflect the decision maker's confidence level when they are making an evaluation. In order to overcome this limit, we shall propose the concept of interval-valued bipolar 2-tuple linguistic set (IVB2TLS) to solve this problem based on the BFSs [23] , [24] and 2-tuple linguistic information processing model [48] - [55] . Thus, how to aggregate these IVB2TLNs is an interesting topic. To solve this issue, in this paper, we shall develop some aggregation operators with IVB2TLNs based on the traditional arithmetic and geometric operations [56] - [62] . In order to do so, the remainder of this paper is organized as follows. In the next section, we briefly review the basic concepts of BFS and propose the concepts of the IVB2TLS and the fundamental operational laws of IVB2TLNs. In Section 3, we develop some aggregation operators with IVB2TLNs. In Section 4, some models are developed to solve MADM problems with IVB2TLNs. An illustrative example for risk evaluation of enterprise human capital investment is analyzed in Section 5. Some remarks are given in Section 6 to conclude the paper.
II. PRELIMINARIES A. THE BIPOLAR FUZZY SET
In this section, we present a short overview of BFSs [23] , [24] . Afterwards, novel score and accuracy functions for BFNs are proposed. Furthermore, a new comparison method for BFNs is developed.
Definition 1 [23] , [24] : Let X be a fix set. A BFS is an object having the form
where the positive membership degree function µ Let b = µ + , ν − be a bipolar fuzzy number (BFN). We now define a score function and an accuracy function for b.
Definition 2 [44] : Some basic operations on BFNs are expressed as follows:
(1) b 1 ⊕ b 2 = µ 
B. THE INTERVAL-VALUED BIPOLAR 2-TUPLE LINGUISTIC SET
Let S = {s i |i = 1, 2, · · · , t } be a linguistic term set with odd cardinality. Any label, s i represents a possible value for a linguistic variable, and it should satisfy the following characteristics [48] , [49] :
(1) The set is ordered: [48] , [49] : Let β be the result of an aggregation of the indices of a set of labels assessed in a linguistic term set S, i.e., the result of a symbolic aggregation operation, β ∈ [1, t], being t the cardinality of S. Let i = round (β) and α = β − i be two values, such that, i ∈ [1, t] and α ∈ [−0.5, 0.5) then α is called a symbolic translation.
Definition 4 [48] , [49] : Let S = {s 1 , s 2 , · · · , s t } be a linguistic term set and β ∈ [1, t] is a number value representing the aggregation result of linguistic symbolic. Then the function used to obtain the 2-tuple linguistic information equivalent to β is defined as:
where round(.) is the usual round operation, s i has the closest index label to β and α is the value of the symbolic translation. Definition 5 [48] , [49] : Let S = {s 1 , s 2 , · · · , s t } be a linguistic term set and (s i , α i ) be a 2-tuple. There is always a function −1 can be defined, such that, from a 2-tuple
In the following, we shall propose the concepts and basic operations of the interval-valued bipolar 2-tuple linguistic sets on the basis of the bipolar fuzzy sets (23-24) and 2-tuple linguistic information processing model [48] , [49] .
Definition 6: An interval-valued bipolar 2-tuple linguistic sets (IVB2TLS)B in X is giveñ
where s θ(a) ∈ S and ρ ∈ [−0.5, 0.5) , the positive membership degree functionμ , ρ to some implicit counter property corresponding to an IVB2TLSB, respectively, and, for every x ∈ X andμ
· · · , 7) be an interval-valued bipolar 2-tuple linguistic number (IVB2TLN). We now define a score function and an accuracy function forb.
If µ L+ = µ R+ and ν L− = ν R− , then the interval-valued bipolar 2-tuple linguistic sets (IVB2TLS) reduces to bipolar 2-tuple linguistic sets (B2TLS) [47] .
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Definition 7: The score function S ofb = {(s θ , ρ),
Definition 8: The accuracy function H ofb is formulated as
Note that H b assesses the degree of accuracy ofb. A larger value of H b implies a higher degree of accuracy of the
IVB2TLNb.
Applying the score function S and the accuracy function H , we next define an ordered relation between two IVB2TLNs
Definition 10: Some basic operations on IVB2TLNs are expressed as follows:
Based on the Definition 13, we can introduce the Theorem 1 easily.
III. INTERVAL-VALUED BIPOLAR 2-TUPLE LINGUISTIC AGGREGATION OPERATORS
be a collection of IVB2TLNs. We next establish interval-valued bipolar 2-tuple linguistic arithmetic aggregation operators.
Definition 11: The interval-valued bipolar 2-tuple linguistic weighted average (IVB2TLWA)operator is
where ω = (ω 1 , ω 2 , · · · , ω n ) T denotes the weight vector associated withb j (j = 1, 2, · · · , n), and ω j > 0,
Theorem 2 can be shown by its definition and mathematical induction.
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Theorem 2: The IVB2TLWA operator returns an IVB2TLFN with
and for the right side of the (10), we have
Therefore, (10) holds for n = 1. 2) Assume that (10) holds for n = k, we have
According to steps 1) and 2), we have get (10) holds for any n.
It can be easily proven that the IVB2TLWA operator possesses three properties stated below.
Example 1:
as shown at the top of this page.
Definition 12:
The interval-valued bipolar 2-tuple linguistic ordered weighted average (IVB2TLOWA) operator is defined as (14) where (σ (1), σ (2), · · · , σ (n)) is a permutation of (1, 2,
T is the aggregation-associated weight vector such that w j ∈ [0, 1] and
Theorem 3 is straightforward.
Theorem 3:
The interval-valued bipolar 2-tuple linguistic ordered weighted average (IVB2TLOWA) operator is evaluated as
where (σ (1), σ (2), · · · , σ (n)) is a permutation of (1, 2,
We can prove that the IVB2TLOWA operator has the following properties.
Property 4 (Idempotency):
[−0.3, −0.2]) be four IVB2TLNs, by (7), we calculate the scores ofb j (j = 1, 2, 3, 4):
2) is the weighting vector of the IVB2TLOWA operator. Then, by (15) , it follows that respectively. An interval-valued bipolar 2-tuple linguistic hybrid average (IVB2TLHA) operator is proposed below to combine the characteristics of the IVB2TLWA operator and the IVB2TLOWA operator together.
Definition 13: An interval-valued bipolar 2-tuple linguistic hybrid average (IVB2TLHA) operator is defined as follows: (20) where 
ω j = 1, and n is the balancing coefficient.
Note that the IVB2TLHA operator reduces to the IVB2TLWA operator if w = 1 n, 1 n, · · · , 1 n T , and the
The next theorem holds for the IVB2TLHA operator.
Theorem 4:
The IVB2TLHA operator returns a IVB2TLN, and 
is the weighting vector of intervalvalued bipolar 2-tuple linguistic argumentsb j (j = 1, 2, · · ·,n),
B. INTERVAL-VALUED BIPOLAR 2-TUPLE LINGUISTIC GEOMETRIC AGGREGATION OPERATORS
Applying the interval-valued bipolar 2-tuple linguistic arithmetic aggregation operators and the concept of geometric mean [58] , [59] , we can define interval-valued bipolar 2-tuple linguistic geometric aggregation operators.
Definition 14: The interval-valued bipolar 2-tuple linguistic weighted geometric (IVB2TLWG) operator is defined as
T is the weight vector of
By definition, we can prove the following theorem by mathematical induction.
Theorem 5: The IVB2TLWG operator returns an IVB2TLN, and
Proof:
and for the right side of the (23), we have
Therefore, (23) holds for n = 1.
2) Assume that (23) holds for n = k, we have (23) holds. According to steps 1) and 2), we have get (23) holds for any n.
It is easy to shown that the IVB2TLWG operator exhibits the following properties.
Property 8: (Idempotency) If allb j (j = 1, 2, · · · , n) are equal, i.e.b j =b for all j, then
Property 9 (Boundedness): Letb j (j = 1, 2, · · · , n) be a collection of IVB2TLNs, and
Property 10 (Monotonicity): Letb j (j = 1, 2, · · · , n) and b j (j = 1, 2, · · · , n) be two set of IVB2TLNs. Ifb j ≤b j , for all j, then 
w j (27) where (σ (1), σ (2), · · · , σ (n)) is a permutation of (1, 2, · · · , n), such thatb σ (j−1) ≥b σ (j) for all j = 2, · · · , n, and w = (w 1 , w 2 , · · · , w n )
The following theorem is valid for the IVB2TLOWG operator.
Theorem 6:
The IVB2TLOWG operator returns an IVB2TLN, and
where (σ (1), σ (2), · · · , σ (n)) is a permutation of (1, 2, · · · , n), such thatb σ (j−1) ≥b σ (j) for all j = 2, · · · , n, and
The following properties of the IVB2TLOWG operator can be proven. 
Property 13 (Monotonicity): Letb j (j = 1, 2, · · · , n) and b j (j = 1, 2, · · · , n) be two set of IVB2TLNs. Ifb j ≤b j , for all j, then
Property 14 (Commutativity):
Letb j (j = 1, 2, · · · , n) and b j (j = 1, 2, · · · , n) be two set of IVB2TLNs, for all j, then 
is the weighting vector of intervalvalued bipolar 2-tuple linguistic argumentsb j (j = 1, 2,
ω j = 1, and n is the balancing coefficient. By definition, IVB2TLHG becomes the IVB2TLWG operator when w = 1 n, 1 n, · · · , 1 n T , and the IVB2TLOWG operator when if ω = 1 n, 1 n, · · · , 1 n . Theorem 7 is a natural conclusion.
Theorem 7:
The IVB2TLHG operator returns a IVB2TLN, and 
IV. MODELS FOR MULTIPLE ATTRIBUTE DECISION MAKING WITH INTERVAL-VALUED BIPOLAR 2-TUPLE LINGUISTIC INFORMATION
We next apply the interval-valued bipolar 2-tuple linguistic aggregation operators developed in the previous section to solve MADM problems with interval-valued bipolar 2-tuple linguistic information.
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The following assumptions or notations are used to represent the MADM problem with interval-valued bipolar 2-tuple linguistic information. Denote a discrete set of alternatives by A = {A 1 , A 2 , · · · , A m } and the set of attributes by 
The process of utilizing the IVB2TLWA (or IVB2TLWG) operator to solve a MADM problem is presented below.
Step 1: Applying the IVB2TLWA operator to process the information in matrixR, derive the overall values r i (i = 1, 2, · · · , m) of the alternative A i .
If the IVB2TLWG operator is chosen instead, we havẽ
Step 2: Calculate the scores S (r i ) (i = 1, 2, · · · , m).
Step 3: Rank all the alternatives
If there is no difference between two scores S (r i ) and S r j , then calculate the accuracy degrees H (r i ) and H r j to rank the alternatives A i and A j .
Step 4: Select the best alternative(s).
V. NUMERICAL EXAMPLE
Human capital theory has become ''one of the most useful theories in practice'' since its establishment in sixties of 20th, and been used widely in theories such as population economy, labor economy, development economy, system economy. Countries, enterprises and individuals invest a lot on human capital investment because of its big distribution. At the same time, human capital investment is a high-risk activity. The risk that the anticipated profit can't be attained in reality always exists because of indefinite elements. At present, the risk research of human capital investment has drawn more and more researchers' attention, but there is still something unsatisfactory such as less model analysis, no theory accepted widely is taken as a foundation for risk recognition of human capital investment, risk evaluation has not been combined tightly with requirements of the enterprise, how the investors will chose their strategies in the portfolio and staged investment of human capital has not been researched intensively. Thus, in this section we shall present a numerical example for risk evaluation of enterprise human capital investment with IVB2TLNs in order to illustrate the method proposed in this paper. There are five potential high and new technology enterprises A i (i = 1, 2, 3, 4, 5) are to be evaluated the risk of enterprise human capital investment according to four attributes G j (j = 1, 2, 3, 4). The four attributes include enterprise human capital formation risk (G 1 ), enterprise human capital structure risk (G 2 ), enterprise human capital efficiency risk (G 3 ) and enterprise human capital loss risk (G 4 ), respectively. The five possible high and new technology enterprises A i (i = 1, 2, 3, 4, 5) are gauged by the decision maker using the IVB2TLNs in terms of the four attributes (whose weighting vector ω = (0.2, 0.1, 0.3, 0.4) T ). The ratings are presented in the Table 1. The problem, which is MADM in nature, can be solved using the IVB2TLWA operator in steps as shown below.
Step 1: Apply the IVB2TLWA operator to compute the overall preference valuesr i of the high and new technology enterprises A i (i = 1, 2, 3, 4, 5) 
Step 2:
Step 3: Rank all the high and new technology enterprises A i (i = 1, 2, 3, 4, 5) in accordance with the scores S (r i ) (i = 1, 2, · · · , 5) of the overall bipolar fuzzy values:
Step 4: A 4 is chosen as the most desirable high and new technology enterprise.
If the IVB2TLWG operator is applied instead, the problem can be solved in a similar way.
Step 1: Aggregate all IVB2TLNs via the IVB2TLWG operator to derive the overall IVB2TLNsr i (i = 1, 2, · · · , 5) of the high and new technology enterprises A i : Step 3: Rank all the high and new technology enterprises A i (i = 1, 2, 3, 4, 5) in accordance with the scores S (r i ) (i = 1, 2, · · · , 5):
Step 4: Return A 4 as the most desirable high and new technology enterprise.
From the above analysis, it is easily seen that although the overall rating values of the alternatives are the same by using two operators, respectively, and, the most desirable high and new technology enterprise is A 4 .
VI. CONCLUSION
In this paper, we investigate the MADM problem for risk evaluation of enterprise human capital investment with IVB2TLNs. Motivated by the traditional aggregation operators, we develop a group of aggregation operators for aggregating interval-valued bipolar 2-tuple linguistic information VOLUME 6, 2018 and further analyze their prominent properties. A procedure is constructed to apply these operators for solving the MADM problems with IVB2TLNs. Finally, an example for risk evaluation of enterprise human capital investment is analyzed to demonstrate the validity and applicability of the method proposed. In our future study, we shall extend the proposed models to other domain, such as, pattern recognition, risk analysis, supplier selection [68] - [76] and other uncertain environments [45] , [77] - [88] .
