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Abstract
In this thesis, we study the problem of simultaneous approximation to a fixed fam-
ily of real and p-adic numbers by roots of integer polynomials of restricted type.
The method that we use for this purpose was developed by H. Davenport and
W.M. Schmidt in their study of approximation to real numbers by algebraic inte-
gers. This method based on Mahler’s Duality requires to study the dual problem of
approximation to successive powers of these numbers by rational numbers with the
same denominators. Dirichlet’s Box Principle provides estimates for such approxi-
mations but one can do better. In this thesis we establish constraints on how much
better one can do when dealing with the numbers and their squares. We also con-
struct examples showing that at least in some instances these constraints are optimal.
Going back to the original problem, we obtain estimates for simultaneous approxi-
mation to real and p-adic numbers by roots of integer polynomials of degree 3 or 4
with fixed coefficients in degree ≥ 3. In the case of a single real number (and no
p-adic numbers), we extend work of D. Roy by showing that the square of the golden
ratio is the optimal exponent of approximation by algebraic numbers of degree 4 with
bounded denominator and trace.
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Chapter 1
Introduction
1.1 Approximation to real numbers
Firstly, we consider the problem of approximation to transcendental real numbers by
elements of a given infinite set A of algebraic numbers. To each such set A, we attach
an exponent of approximation τ(A) defined as the supremum of all numbers τ ∈ R,
such that for any transcendental number ξ ∈ R there exist infinitely many numbers
α ∈ A, with |ξ − α|∞ ≤ H(α)−τ . Here | ∗ |∞ denotes the absolute value on R and
H(α) denotes the height of α. It is defined as the height of the minimal polynomial
of α over Z, namely the largest absolute value of the coefficients of this polynomial.
Let γ = (1 +
√
5)/2 denote the golden ratio. Consider the case where A = An
is the set of all algebraic integers of degree ≤ n over Q and write τn = τ(An). In
1969 H. Davenport and W.M. Schmidt showed that τ2 = 2, τ3 ≥ γ2, τ4 ≥ 3
and τn ≥ [(n + 1)/2] for each n ≥ 5 (see in [5]). To prove this in the case n = 3,
H. Davenport and W.M. Schmidt consider the system of inequalities
max
0≤l≤2
|xl|∞ ≤ X and max
0≤l≤2
|xl − x0ξl|∞ ≤ cX−λ. (1.1.1)
Choosing λ = 1/γ and assuming that ξ is a non-quadratic real number they show,
in Theorem 1a of [5], that there exists a constant c > 0 such that the inequalities
1
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(1.1.1) have no non-zero solution x = (x0, x1, x2) ∈ Z3 for arbitrarily large values of
X . Combining the above result with Mahler’s Duality they conclude, in Theorem
1 of [5], that there are infinitely many algebraic integers α of degree ≤ 3 satisfying
|ξ − α|∞ ≤ c′H(α)−γ2 for some constant c′ > 0. This means that τ3 ≥ γ2.
Around 2003, using additional tools presented in [9] and [10], D. Roy showed
conversely that there exist a transcendental real number ξ and a constant c > 0,
such that the inequalities (1.1.1), with λ = 1/γ, have a non-zero solution x ∈ Z3 for
each real X ≥ 1. Such a number is called an extremal real number. In [10] D. Roy
constructed a special class of extremal real numbers and showed that, for each number
ξ from this class, there exists a constant c1 > 0, such that for any algebraic integer α
of degree at most 3 over Q, we have |ξ−α|∞ ≥ c1H(α)−γ2. This means that τ3 ≤ γ2.
Together with the result of H. Davenport and W.M. Schmidt, it gives τ3 = γ
2.
In Chapter 3 of this thesis we work with the set all algebraic numbers which are
roots of polynomials of the form a0T
4 + a1T
3 + a2T
2 + a3T + a4, with |a0|+ |a1| 6= 0
bounded by some given number. We first show that if ξ is a non-quadratic real
number then, for any given polynomial R ∈ Z[T ], there are infinitely many algebraic
numbers α which are roots of polynomials F ∈ Z[T ] satisfying
deg(R− F ) ≤ 2 and |ξ − α|∞ ≤ cH(α)−γ2,
for an appropriate constant c > 0 depending only on ξ and R. Here deg(P ) denotes
the degree of a polynomial P ∈ R[T ]. Upon taking R(T ) = T 3, we recover the result
of H. Davenport & W.M. Schmidt concerning to approximation to ξ by algebraic
integers of degree ≤ 3.
Our result below extends the main result of D. Roy in [10] to the case of ap-
proximation to real numbers by algebraic numbers of degree ≤ 4 with bounded de-
nominator and trace.
Theorem 1.1.1 There exist a transcendental real number ξ and a constant c =
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c(ξ) > 0 such that, for any algebraic number α of degree 3 or 4, we have
|ξ − α| ≥ cD−2γ9H(α)−γ2,
where
D =

 |a0|+ |a1| if deg(α) = 4,|a0| if deg(α) = 3,
and where a0, a1 denote the first and the second leading coefficients of the minimal
polynomial of α over Z.
In view of the preceding discussion, this means that for any fixed choice of a0, a1 ∈ Z
not both 0, the optimal exponent of approximation to non-quadratic real numbers by
roots of polynomials of the form a0T
4 + a1T
3 + a2T
2 + a3T + a4 is γ
2. In particular,
if we fix a real number B > 0, then γ2 is the optimal exponent of approximation to
non-quadratic real numbers by algebraic numbers of degree 3 or 4 with denominator
and trace bounded above by B in absolute value. The real number ξ that we use in
the proof of Theorem 1.1.1 belongs to the specific family of extremal real numbers
considered by D. Roy in Theorem 3.1 of [10], some of which are given explicitly, by
Proposition 3.2 of [10], in terms of their continued fraction expansion.
D. Roy showed in [9] that for any extremal real number ξ there exists an un-
bounded sequence of primitive points xk = (xk,0, xk,1, xk,2) ∈ Z3 indexed by integers
k ≥ 1, such that
‖xk+1‖∞ ∼ ‖xk‖γ∞, max{|xk,0ξ − xk,1|∞, |xk,0ξ2 − xk,2|∞} ≪ ‖xk‖−1∞ , (1.1.2)
where ‖xk‖∞ = max{|xk,0|∞, |xk,1|∞, |xk,2|∞}. For X, Y ∈ R the notation Y ≪ X
means that Y ≤ cX for some constant c > 0 independent of X and Y and the
notation X ∼ Y means that Y ≪ X ≪ Y . D. Roy showed also that there exists
a unique non-symmetric matrix M with det(M) 6= 0, such that for sufficiently large
k ≥ 1 viewing the point xk as a symmetric matrix

xk,0 xk,1
xk,1 xk,2

, the point xk+1 is a
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rational multiple of xkMkxk−1, where
Mk =

M if k is even,tM if k is odd. (1.1.3)
In §2.4.3 we show similarly that there exists a number λ0 ≈ 0.611455261 . . ., so
that if ξ is non-quadratic and if λ ∈ (λ0, 1/γ] are such that the inequalities (1.1.1)
have a non-zero solution x ∈ Z3 for each X ≥ 1, then there exist an unbounded
sequence (xk)k≥1 of primitive points in Z
3 satisfying constraints similar to (1.1.2) and
a non-symmetric matrix M ∈ Mat2×2(Z) with det(M) 6= 0, such that for sufficiently
large k ≥ 3, the point xk+1 is a rational multiple of xkMkxk−1, where Mk is defined
as in (1.1.3).
1.2 Approximation to p-adic numbers
Now we turn to the problem of approximation to p-adic numbers by algebraic integers.
Let p be a prime number and let | ∗ |p denotes the usual absolute value on Qp with
|p|p = p−1. For each n ≥ 2, we define the exponent of approximation τ ′n as the
supremum of all numbers τ ∈ R such that, for any transcendental number ξp ∈ Zp,
there exist infinitely many algebraic integers α of degree ≤ n, with |ξp−α|p ≤ H(α)−τ .
In 2002, O.Teulie´ transposed the method of H.Davenport andW.M. Schmidt
to the realm of p-adic numbers and showed similarly that τ ′2 ≥ 2, τ ′3 ≥ γ2, τ ′4 ≥ 3
and τ ′n ≥ [(n + 1)/2] for each n ≥ 5 (see in [8]). To prove this in the case n = 3,
O. Teulie´ considers the system of inequalities
max
0≤l≤2
|xl|∞ ≤ X and max
0≤l≤2
|xl − x0ξlp|p ≤ cX−λ. (1.2.1)
Choosing λ = γ and assuming that ξp ∈ Zp is non-quadratic, he shows that there
exists a constant c > 0 such that inequalities (1.2.1) have no non-zero solution x ∈ Z3
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for arbitrarily large values of X (see Theorem 2 of [8]). Combining the above result
with Mahler’s Duality, he deduces that there are infinitely many algebraic integers
α of degree ≤ 3 with |ξp − α|p ≤ H(α)−γ2 (see Theorem 3 of [8]). This means that
τ ′3 ≥ γ2.
Conversely, we show in §2.5.2 of this thesis that, for each λ < γ, there exist a
constant c > 0 and a number ξp ∈ Qp which is non-quadratic, such that the inequal-
ities (1.2.1) have a non-zero solution x ∈ Z3 for each X ≥ 1. Moreover, suppose that
ξp ∈ Qp is a non-quadratic and that λ is such that the system of inequalities (1.2.1)
has a non-zero solution x ∈ Z3 for each X ≥ 1. Similarly as in the real case, we show
that there exists some real number λp,0 ≈ 1.615358873 . . ., such that for each expo-
nent λ ∈ (λp,0, γ] there exist an unbounded sequence (yk)k≥1 of primitive points in Z3
satisfying constraints similar to (1.1.2) and a non-symmetric matrix M ∈ Mat2×2(Z)
with det(M) 6= 0, such that for sufficiently large k ≥ 3, each point yk+1 is a non-zero
rational multiple of ykMkyk−1, where Mk is defined as in (1.1.3).
1.3 Simultaneous approximation to real and p-adic
numbers
Now we consider simultaneous approximation to real and p-adic numbers by alge-
braic numbers of bounded degree. Our goal is to unify and extend the results of
H. Davenport and W.M. Schmidt in [5] and those of O. Teulie´ in [8] concerning
the system (1.1.1) or (1.2.1) and the exponents τ3 or τ
′
3.
For this purpose, we fix a finite set S of prime numbers and points
ξ¯ = (ξ∞, (ξp)p∈S) ∈ R×
∏
p∈S
Qp and λ¯ = (λ∞, (λp)p∈S) ∈ R|S|+1.
We say that λ¯ is an exponent of approximation in degree n ≥ 1 to ξ¯ if there exists a
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constant c > 0 such that the inequalities
max
0≤l≤n
|xl|∞ ≤ X,
max
0≤l≤n
|xl − x0ξl∞|∞ ≤ cX−λ∞ ,
max
0≤l≤n
|xl − x0ξlp|p ≤ cX−λp (∀p ∈ S),
(1.3.1)
have a non-zero solution x = (x0, x1, . . . , xn) ∈ Zn+1 for each real number X ≥ 1.
Based on Minkowski’s convex body theorem we show in Chapter 1 that λ¯ is
an exponent of approximation in degree n ≥ 1 to ξ¯ if the following conditions are
satisfied
λ∞ ≥ −1, λp ≥ 0 (p ∈ S) and λ∞ +
∑
p∈S
λp ≤ 1/n.
In Chapter 1, we also prove the following statement which provides constraints
that a point λ¯ must satisfy in order to be an exponent of approximation in degree 2.
Theorem 1.3.1 Suppose that
λ∞ +
∑
p∈S
λp ≥ 1/γ
and suppose that one of the following conditions is satisfied:
(i) [Q(ξ∞) : Q] > 2 and λ∞ > 1/γ
2,
(ii) S = {p} for some prime number p, [Q(ξp) : Q] > 2,
−1 ≤ λ∞ < 0 and λp > 2− 1/γ.
If λ∞ +
∑
p∈S λp = 1/γ, there exists a constant c > 0 such that for n = 2 the system
of inequalities (1.3.1) have no non-zero solution x ∈ Z3 for arbitrarily large values of
X. If λ∞ +
∑
p∈S λp > 1/γ, then any constant c > 0 has this property.
Applying this result with S = ∅ and λ∞ = 1/γ we recover Theorem 1a of H. Daven-
port and W.M. Schmidt in [5]. Applying it with S = {p}, λ∞ = −1 and λp = γ,
1.3. Simultaneous approximation to real and p-adic numbers 7
it gives Theorem 2 of O. Teulie´ in [8]. Combining the above result with Mahler’s
Duality we obtain the following statement.
Theorem 1.3.2 Suppose that ξ¯ and λ¯ satisfy the hypothesis of Theorem 1.3.1 and
suppose that λ∞ +
∑
p∈S λp = 1/γ. Let R(T ) be a polynomial in Z[T ]. Suppose
R(ξp) ∈ Zp for each p ∈ S. Then there exist infinitely many polynomials F (T ) ∈ Z[T ]
with the following properties:
(i) deg(R− F ) ≤ 2,
(ii) if λ∞ > −1, there exists a real root α∞ of F , such that
|ξ∞ − α∞|∞ ≪ H(F )−γ(λ∞+1),
(iii) for each p ∈ S, there exists a root αp of F in Qp, such that
|ξp − αp|p ≪ H(F )−γλp.
Moreover, for each p ∈ S such that ξp ∈ Zp, we can choose αp ∈ Zp.
Here H(F ) stands for the height of a polynomial F , which is the maximum of the
absolute values of its coefficients.
Suppose that S = ∅. Then Theorem 1.3.1 implies Theorem 1a in [5] while The-
orem 1.3.2 applied with R(T ) = T 3 implies Theorem 1 in [5], due to H. Davenport
and W.M. Schmidt. Let p be a prime number and suppose that S = {p}. If
λ¯ = (−1, λp), then Theorem 1.3.1 implies the case n = 3 of Theorem 2 in [8] while
Theorem 1.3.2 applied with R(T ) = T 3 implies the case n = 3 of Theorem 3 in [8],
due to O. Teulie´.
Fix n ∈ Z≥2, R(T ) ∈ Z[T ] and a finite set S of prime numbers and define τS,R,n
as the supremum of all sums ∑
ν∈{∞}∪S
τν
1.3. Simultaneous approximation to real and p-adic numbers 8
taken over families τν ∈ R (ν ∈ {∞} ∪ S) such that, for any transcendental numbers
ξ∞ ∈ R and ξp ∈ Zp (p ∈ S), there exist infinitely many polynomials F (T ) ∈ Z[T ]
with deg(R− F ) ≤ n having roots α∞ ∈ R and αp ∈ Zp (p ∈ S) such that
|ξν − αν |ν ≤ H(F )−τν (ν ∈ {∞} ∪ S).
In this context Theorem 1.3.2 leads to the conclusion that τS,R,2 ≥ γ2.
In §2.5, we construct examples showing that the condition λ∞ +
∑
p∈S λp ≥ 1/γ
in Theorem 1.3.1 cannot be improved. We obtain the following statement.
Theorem 1.3.3 For any λ¯ ∈ R|S|+1>0 with
∑
ν∈S∪{∞}
λν <
1
γ
there exist a non-zero point ξ¯ = (ξ∞, (ξp)p∈S) ∈ R ×
∏
p∈S Qp with [Q(ξ∞) : Q] > 2
such that λ¯ is an exponent of approximation in degree 2 to ξ¯.
We also prove the following result which shows that, for any λp with λp < γ,
the pair λ¯ = (−1, λp) is an exponent of approximation in degree 2 to some point
ξ¯ = (ξ∞, ξp), with [Q(ξp) : Q] > 2.
Theorem 1.3.4 Let p be some prime number. For any real λp < γ, there exists a
number ξp ∈ Qp with [Q(ξp) : Q] > 2, such that the inequalities
max
0≤l≤2
|xl|∞ ≤ X and max
0≤l≤2
|xl − x0ξlp|p ≤ cX−λp,
have a non zero solution x ∈ Z3, for any X ≫ 1.
Chapter 2
Simultaneous Approximation to
real and p-adic numbers
2.1 General Setting
Let n ≥ 1 be an integer, let S be a finite set of prime numbers and let ξ¯ =
(ξ∞, (ξp)p∈S) ∈ R×
∏
p∈S Qp. Let ν ∈ S or ν =∞. For any point x = (x0, x1, . . . , xn) ∈
Qn+1ν we define the ν-adic norm of x by
‖x‖ν := max
0≤i≤n
{|xi|ν}, (2.1.1)
and we put
Lν(x) := ‖x− x0tν‖ν , (2.1.2)
where tν := (1, ξν, . . . , ξ
n
ν ). We denote by |S| the number of elements in S.
Definition 2.1.1 Let ξ¯ ∈ R×∏p∈S Qp and λ¯ = (λ∞, (λp)p∈S) ∈ R|S|+1. We say that
λ¯ is an exponent of approximation in degree n to ξ¯ if there exists a constant c > 0
9
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such that the inequalities
‖x‖∞ ≤ X,
L∞(x) ≤ cX−λ∞ ,
Lp(x) ≤ cX−λp ∀p ∈ S,
(2.1.3)
have a non-zero solution x ∈ Zn+1 for each real number X ≥ 1.
2.1.1 Application of Minkowski’s convex body theorem
The following proposition based on Minkowski’s convex body theorem provides a
sufficient condition for λ¯ ∈ R|S|+1 to be an exponent of approximation in degree n.
Proposition 2.1.2 Suppose that λ¯ = (λ∞, (λp)p∈S) ∈ R×R|S|≥0 satisfies the inequali-
ties
λ∞ ≥ −1 and λ∞ +
∑
p∈S
λp ≤ 1/n. (2.1.4)
Then λ¯ is an exponent of approximation in degree n to any ξ¯ ∈ R×∏p∈S Qp.
Proof: Fix any ξ¯ ∈ R×∏p∈S Qp. For each c > 0 and X ≥ 1 we define the convex
body
Cc,X = {x ∈ Rn+1 | ‖x‖∞ ≤ X, L∞(x) ≤ cX−λ∞}
and the lattice
Λc,X = {x ∈ Zn+1 | Lp(x) ≤ cX−λp for each p ∈ S}.
We claim that there exists a constant c > 0 such that for each X sufficiently large, we
have Cc,X∩Λc,X 6= ∅. This means that for such a constant c > 0 the inequalities (2.1.3)
have a non-zero solution x ∈ Zn+1 for each X sufficiently large. Upon replacing c by
a larger constant if necessary, we ensure that the inequalities (2.1.3) have a non-zero
solution x ∈ Zn+1 for each real number X ≥ 1, which means that λ¯ is an exponent of
approximation to ξ¯.
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To prove the claim, we fix a constant c > 0 (all implied constants below depend
on c). For each X ≥ 1, we define a new convex body
C ′c,X = {x ∈ Rn+1 | |x0|∞ ≤ X/M, L∞(x) ≤ cX−λ∞}
= {x ∈ Rn+1 | ‖Ax‖∞ ≤ 1},
where M = 2max{1, |ξn∞|∞} and
A =


MX−1 0 0 . . . 0
−ξ∞c−1Xλ∞ c−1Xλ∞ 0 . . . 0
...
...
...
. . .
...
−ξn∞c−1Xλ∞ 0 0 . . . c−1Xλ∞


.
Case 1. If λ∞ > −1, we have C ′c,X ⊆ Cc,X for each X sufficiently large. Assuming
X ≫ 1, we also construct a lattice Λ′c,X as follows. Fix any real X sufficiently large.
For each p ∈ S, we choose np ∈ Z≥0 such that
p−np ≤ cX−λp < p−np+1 (2.1.5)
and put b =
∏
p∈S p
np. Let d0 be the smallest positive integer such that d0tp ∈ Zn+1p
for each p ∈ S. By the Strong Approximation Theorem (see [4]), for each l = 1, . . . , n,
there exists dl ∈ Z>0 satisfying
|dl − d0ξlp|p ≤ cX−λp for each p ∈ S. (2.1.6)
Let (el)l=0,...,n denote the canonical basis of Q
n+1. Define another basis (ul)l=0,...,n as
follows
u0 = (d0, d1, . . . , dn),
ul = bel for each l = 1, . . . , n,
and put
Λ′c,X = 〈u0,u1, . . . ,un〉Z.
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By (2.1.5) and (2.1.6), for each p ∈ S, we have
Lp(u0) = max
l=1,...,n
|dl − d0ξlp|p ≤ cX−λp,
Lp(ul) = |b|p = p−np ≤ cX−λp for each l = 1, . . . , n.
So, we have Λ′c,X ⊆ Λc,X for each X ≫ 1. Hence, for each X ≫ 1, we get
C ′c,X ∩ Λ′c,X ⊆ Cc,X ∩ Λc,X.
We make the stronger claim that C ′c,X ∩ Λ′c,X 6= ∅ for each X sufficiently large. By
Minkowski’s convex body theorem [3] (see p. 71), it suffices to show that the inequality
vol(C ′c,X) > 2
n+1 det(Λ′c,X) (2.1.7)
holds for each X sufficiently large. Let us find the value of vol(C ′c,X) and an upper
bound for det(Λ′c,X) in terms of X . Using (2.1.5), we find that
vol(C ′c,X) =
∫
A−1
(
[−1,1]n+1
) dx = ∫
[−1,1]n+1
| det(A)|−1dy = 2n+1M−1cnX1−nλ∞ ,
and
| det(Λ′c,X)| = det[u0,u1, . . . ,un] = d0bn = d0
∏
p∈S
pnnp = d0
(∏
p∈S
pn
)∏
p∈S
pn(np−1)
≤ d0
(∏
p∈S
pn
)∏
p∈S
(c−nXnλp) = d0c
−n
(∏
p∈S
pn
)
Xn
P
p∈S λp .
To fulfill (2.1.7), it suffices to require that
2n+1M−1cnX1−nλ∞ > 2n+1d0c
−n
(∏
p∈S
pn
)
Xn
P
p∈S λp.
This gives
X1−n(λ∞+
P
p∈S λp) > Md0c
−2n
∏
p∈S
pn.
Since λ∞ +
∑
p∈S λp ≤ 1/n, the above inequality holds for each X sufficiently large,
provided that c is chosen large enough to ensure that Md0c
−2n
∏
p∈S p
n < 1.
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Case 2. If λ∞ = −1, then Cc,X = {x ∈ Rn+1 | ‖x‖∞ ≤ X} provided that c > 0
is large enough. Since vol(Cc,X) = 2
n+1X1+n, we get Cc,X ∩Λ′c,X 6= ∅ if c is chosen so
that d0c
−n
∏
p∈S p
n < 1. Then the conclusion follows as in the previous case.
2.1.2 A covering of R≥1
Throughout this paragraph, we fix a point ξ¯ ∈ (R\Q) ×∏p∈S(Qp\Q) and an expo-
nent of approximation λ¯ = (λ∞, (λp)p∈S) ∈ R × R|S|≥0 to ξ¯ in degree n. We also fix
a corresponding constant c > 0 such that the inequalities (2.1.3) have a non-zero
solution in Zn+1 for each X ≥ 1.
For each X ≥ 1, we denote by Cc,X = Cc,X(ξ¯, λ¯) the set of all non-zero integer
solutions of the system of inequalities (2.1.3). We also denote by ZS the set of all
non-zero integers of the form ±∏p∈S pkp, where kp ≥ 0 is an integer for each p ∈ S.
Let v be a primitive point in Zn+1. Looking at (2.1.3) we note that if lv ∈ Cc,X
for some integer l ∈ Z6=0, then the integer m =
∏
p∈S |l|−1p ∈ ZS also has the property
that mv ∈ Cc,X . We can therefore define a set Ic(v) in the following two ways:
Ic(v) = {X ∈ R≥1 | ∃l ∈ Z s.t. lv ∈ Cc,X}
= {X ∈ R≥1 | ∃m ∈ ZS s.t. mv ∈ Cc,X}.
For any non-empty compact set A ⊂ R we denote by maxA and minA its maximal
and minimal elements respectively. The next lemma shows that, if the sum of the
components of λ¯ is positive, then the sets Ic(v) provide a covering of R≥1 by compact
sets.
Lemma 2.1.3 Suppose that λ :=
∑
ν∈{∞}∪S λν > 0.
(i) For each primitive point v ∈ Zn+1, the set Ic(v) is a compact subset of R≥1.
(ii) R≥1 is covered by the sets Ic(v), where v runs through all primitive points of
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Zn+1.
(iii) For any X ≥ 1, there exists a primitive point w ∈ Zn+1, such that
X ∈ Ic(w) and X < max Ic(w),
Moreover, if X > 1, there also exists a primitive point u ∈ Zn+1, such that
X ∈ Ic(u) and X > min Ic(u).
(iv) Define φ(X) := min{‖w‖∞ | X ∈ Ic(w) for some primitive point w ∈ Zn+1} for
each X ≥ 1. Then φ(X)→∞ as X →∞.
Proof: For the proof of (i) we suppose that Ic(v) 6= ∅ and choose any X ∈ Ic(v).
Then there exists some m ∈ ZS , such that mv ∈ Cc,X , and using the product formula,
we find
∏
ν∈{∞}∪S
Lν(v) =
∏
ν∈{∞}∪S
|m|νLν(v)
=
∏
ν∈{∞}∪S
Lν(mv)
≤ c|S|+1
∏
ν∈{∞}∪S
X−λν
= c|S|+1X−λ.
For each ν ∈ {∞} ∪ S, we have ξν /∈ Q and so Lν(v) 6= 0. Hence, because of the
hypothesis λ > 0, we get
Ic(v) ⊆ [1, c(|S|+1)/λ
∏
ν∈{∞}∪S
Lν(v)
−1/λ].
This shows that Ic(v) is a bounded subset of R≥1. Now, we suppose that X is an
accumulation point of Ic(v). Then there exists an infinite sequence (Xi)i≥1 in Ic(v)
and a sequence (mi)i≥1 in ZS , such that limi→∞Xi = X and miv ∈ Cc,Xi for each
i ≥ 1. Using the first inequality in (2.1.3), we have
|mi|∞‖v‖∞ ≤ Xi.
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Since (Xi)i≥1 is bounded, we deduce that the sequence (mi)i≥1 contains only finitely
many different elements. Hence, there exists an index i0 ≥ 1, such that mi0v ∈ Cc,Xi,
for infinitely many values of i. By continuity we deduce that mi0v ∈ Cc,X , which
means that X ∈ Ic(v). Therefore Ic(v) is closed and so it is a compact subset of R≥1.
For the proof of (ii) we use the assumption that for any X ∈ R≥1 the system
(2.1.3) has a non-zero solution x ∈ Zn+1. Writing x = lv for some l ∈ Z and some
primitive point v, we deduce that X ∈ Ic(v). This shows that R≥1 is covered by sets
Ic(v) where v runs through all primitive points of Z
n+1.
To show the first part of (iii), we consider the interval [X,X + 1]. Denote by W
the set of primitive points w in Zn+1 such that [X,X + 1] ∩ Ic(w) 6= ∅. By Part (ii),
we have
[X,X + 1] ⊆ ∪w∈WIc(w).
Moreover, the set W is finite since for each w ∈ W, we have ‖w‖∞ ≤ X + 1. Define
also
WX = {w ∈ W | X = max Ic(w)}
so that,
(X,X + 1] ⊆ ∪
w∈W\WXIc(w).
Since W is finite, the set ∪
w∈W\WXIc(w) is compact and thus, we have
[X,X + 1] ⊆ ∪
w∈W\WXIc(w).
This means that there exists a primitive point w, such that X ∈ Ic(w) and X <
max Ic(w).
To show the second part of (iii), we consider instead the interval [1, X ]. Denote
by U the set of primitive points u ∈ Zn+1 such that [1, X ] ∩ Ic(u) 6= ∅. By Part (ii),
we have
[1, X ] ⊆ ∪u∈UIc(u).
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Moreover, the set U is finite since for each u ∈ W, we have ‖u‖∞ ≤ X . Define also
UX = {u ∈ U | X = min Ic(u)}
so that,
[1, X) ⊆ ∪
u∈U\UXIc(u).
Since U is finite, the set ∪u∈U\UX Ic(u) is compact and thus, we have
[1, X ] ⊆ ∪
u∈U\UX Ic(u).
This means that there exists a primitive point u, such that X ∈ Ic(u) and X >
min Ic(u).
For the proof of (iv), we suppose on the contrary that there exists some positive
real number B ≥ 1 and a sequence (Xi)i≥0 such that limi→∞Xi =∞ and φ(Xi) ≤ B
for all i ≥ 0. Then there exists a sequence of primitive points (wi)i≥0 in Z3 such
that Xi ∈ Ic(wi) and ‖wi‖∞ ≤ B, for each i ≥ 0. Hence, we have only finitely many
different elements in the sequence (wi)i≥0. By Part (i), we have that each Ic(wi)
is compact and thus the sequence (Xi)i≥0 is contained in a finite collection of com-
pact sets. So, it is bounded, which contradicts the assumption that limi→∞Xi =∞.
Remark 2.1.4 Lemma 2.1.3(iii) shows in particular that, for any primitive point
v ∈ Zn+1 with Ic(v) 6= ∅, there exists a primitive point w ∈ Zn+1 such that w 6= ±v
and Ic(v) ∩ Ic(w) 6= ∅.
2.1.3 A sequence of primitive points
Let the notation and hypotheses be as in the previous paragraph. Here, we construct
a sequence of primitive points (vk)k≥0 in Z
n+1 which in our context will play the
role of the sequence of minimal points of H. Davenport and W.M. Schmidt in [5].
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Because of the extra complexity of working with several places at the same time, we
will also need to introduce other sequences (xk)k≥0 and (x
′
k)k≥0 in Z
n+1 which will
be derived from (vk)k≥0.
In order to fulfill the above task, we introduce one more piece of notation. For
each real number X ≥ 1 and each primitive point v ∈ Zn+1, we define
Lc(v, X) = {mv | m ∈ ZS and mv ∈ Cc,X}
= ZSv ∩ Cc,X .
Note that if X ∈ Ic(v), then Lc(v, X) 6= ∅. We first prove a technical lemma.
Lemma 2.1.5 Let v be a primitive point in Zn+1 with Ic(v) 6= ∅. Let X ∈ Ic(v)
and let x be a point in Lc(v, X) with minimal norm. Then for any Y ∈ Ic(v) with
Y ≥ X, we have
Lc(v, Y ) ⊆ ZS x,
L∞(x) ≤ cY −λ∞ .
(2.1.8)
Proof: Fix Y ∈ Ic(v) with Y ≥ X and choose a point y ∈ Lc(v, Y ). There exist
m,n ∈ ZS , such that x = mv and y = nv. In order to prove that Lc(v, Y ) ⊆ ZS x,
we need to show that m | n. Suppose on the contrary that |m|q < |n|q for some q ∈ S.
Put l = m|m|q|n|−1q . Then l ∈ ZS and it satisfies the following relations
|l|∞ < |m|∞,
|l|q = |n|q > |m|q,
|l|p = |m|p for each p ∈ S \ {q}.
So, using the fact that x ∈ Cc,X , y ∈ Cc,Y and the assumption λq ≥ 0, we have
‖lv‖∞ = |l|∞‖v‖∞ < |m|∞‖v‖∞ = ‖x‖∞ ≤ X,
L∞(lv) = |l|∞L∞(v) < |m|∞L∞(v) = L∞(x) ≤ cX−λ∞ ,
Lq(lv) = |l|qLq(v) = |n|qLq(v) = Lq(y) ≤ cY −λq ≤ cX−λq ,
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Lp(lv) = |l|pLp(v) = |m|pLp(v) = Lp(x) ≤ cX−λp for each p ∈ S \ {q}.
This means that lv ∈ Lc(v, X). Since ‖lv‖∞ < ‖x‖∞, this contradicts the fact that
x has minimal norm in Lc(v, X). Hence, m | n and so we find that
L∞(x) = |m|∞L∞(v) ≤ |n|∞L∞(v) = L∞(y).
Finally, since y ∈ Cc,Y , we conclude that
L∞(x) ≤ L∞(y) ≤ cY −λ∞ .
We can now state and prove the main result of this paragraph.
Proposition 2.1.6 Suppose that λ :=
∑
ν∈{∞}∪S λν > 0. Then, there exist a se-
quence of primitive points (vk)k≥0 in Z
n+1 any two of which are linearly independent,
two sequences (xk)k≥0 and (x
′
k)k≥0 of non-zero integer points in Z
n+1, and an un-
bounded increasing sequence of real numbers (Xk)k≥0, such that for each k ≥ 0, we
have
x′k ∈ ZS xk ⊆ ZS vk,
x′k,xk+1 ∈ Cc,Xk+1,
L∞(xk) ≤ cX−λ∞k+1 ,
Xk /∈ Ic(vk+1).
(2.1.9)
In particular, any two points of (xk)k≥0 or of (x
′
k)k≥0 with distinct indexes are linearly
independent.
Proof: Choose v0 to be an integer point in Cc,1 with the largest max Ic(v0). Since
‖v0‖∞ = 1, this point v0 is primitive. Put X1 = max Ic(v0) and consider the following
finite set
V1 = {v ∈ Zn+1 | v is primitive with X1 ∈ Ic(v) and X1 < max Ic(v)}.
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By Part (iii) of Lemma 2.1.3, we have that V1 6= ∅ and that v 6= ±v0 for each v ∈ V1.
Choose a point v1 ∈ V1 such that max Ic(v1) is the largest. Arguing in this way we
construct an increasing sequence of real numbers (Xk)k≥1 and a sequence of primitive
points (vk)k≥0 in Z
n+1, any two of each are linearly independent, such that for each
k ≥ 0, we have
Xk ∈ Ic(vk) and Xk < Xk+1 = max Ic(vk),
max
v∈Vk
{
max Ic(v)
}
= max Ic(vk),
(2.1.10)
where
Vk = {v ∈ Zn+1 | v is primitive with Xk ∈ Ic(v) and Xk < max Ic(v)}.
Since, for each k ≥ 1, we have Xk ∈ Ic(vk), then ‖vk‖∞ ≤ Xk. Since the sequence
(vk)k≥0 consists of infinitely many different elements, this shows that the sequence
(Xk)k≥1 is unbounded. Also, we note that Xk /∈ Ic(vk+1). Indeed, suppose on the
contrary that Xk ∈ Ic(vk+1). Since Xk < Xk+1 < Xk+2 = max Ic(vk+1), this means
that vk+1 ∈ Vk. So, we have
Xk+2 = max Ic(vk+1) ≤ max
v∈Vk
{
max Ic(v)
}
= max Ic(vk) = Xk+1,
but this contradicts the second relation in (2.1.10) with k replaced by k + 1.
Now, for each k ≥ 1, we choose a point xk ∈ Lc(vk, Xk) with minimal norm
and a point x′k ∈ Lc(vk, Xk+1). Then, the sequences (xk)k≥0 and (x′k)k≥0 satisfy
the second relation in (2.1.9). Moreover, since the points in the sequence (vk)k≥0 are
primitive and since vi 6= ±vj for i, j ≥ 0 with i 6= j, then any two of them are linearly
independent. Hence any two different points of (xk)k≥0 and any two different points
of (x′k)k≥0 are linearly independent. Finally, the first and third relations follow from
Lemma 2.1.5 applied to v = vk, x = xk and Y = Xk+1.
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2.1.4 A criterion in terms of primitive points
The following proposition provides a criterion which interprets the notion of an expo-
nent of approximation in degree n in terms of the existence of primitive points with
certain properties. In the case where the set S consists of just one prime number p
and where λ∞ ≤ −1, this is due to O. Teulie´ [8].
Proposition 2.1.7 Let ξ¯ ∈ (R\Q) ×∏p∈S(Qp\Q). Then λ¯ = (λ∞, (λp)p∈S) ∈ R ×
R
|S|
≥0 is an exponent of approximation to ξ¯ in degree n iff there exists a constant c1 > 0
such that the relation
1 ≤ min
{ X
‖v‖∞ ,
c1X
−λ∞
L∞(v)
}∏
p∈S
min
{
1,
c1X
−λp
Lp(v)
}
(2.1.11)
has a non-zero primitive solution v ∈ Zn+1 for each real number X ≥ 1.
Proof:
(⇒ ) If λ¯ is an exponent of approximation to ξ¯, there exists a constant c > 0 such
that the inequalities (2.1.3) have a non-zero solution x ∈ Zn+1 for each real number
X ≥ 1. Fix a real X ≥ 1. According to the comments made in §2.1.2, we can choose
a solution x of the system (2.1.3) in the form x = mv, where v ∈ Zn+1 is primitive
and m ∈ ZS . Then, we have
|m|∞‖v‖∞ ≤ X,
|m|∞L∞(v) ≤ cX−λ∞ ,
|m|pLp(v) ≤ cX−λp ∀p ∈ S.
This is equivalent to the system of inequalities
|m|∞ ≤ min
{ X
‖v‖∞ ,
cX−λ∞
L∞(v)
}
,
|m|p ≤ cX
−λp
Lp(v)
and |m|p ≤ 1 ∀p ∈ S.
2.1. General Setting 21
Since |m|∞
∏
p∈S |m|p = 1, it follows that
1 = |m|∞
∏
p∈S
|m|p ≤ min
{ X
‖v‖∞ ,
cX−λ∞
L∞(v)
}∏
p∈S
min
{
1,
cX−λp
Lp(v)
}
.
Choosing c1 = c, we get (2.1.11).
(⇐ ) Fix a real X ≥ 1 and assume that (2.1.11) holds for some primitive point
v ∈ Zn+1 and some constant c1 > 0 independent of X . Let m be the largest positive
element in ZS satisfying
|m|p ≥ c1X
−λp
Lp(v)
for each p ∈ S. (2.1.12)
By the choice of m, we also have
|m|p < pc1X
−λp
Lp(v)
for each p ∈ S. (2.1.13)
By (2.1.11) and (2.1.12), we get
1 ≤ min
{ X
‖v‖∞ ,
c1X
−λ∞
L∞(v)
}∏
p∈S
min
{
1,
c1X
−λp
Lp(v)
}
≤ min
{ X
‖v‖∞ ,
c1X
−λ∞
L∞(v)
}∏
p∈S
min
{
1, |m|p
}
≤ min
{ X
‖v‖∞ ,
c1X
−λ∞
L∞(v)
}∏
p∈S
|m|p.
Since |m|∞
∏
p∈S |m|p = 1, it follows that
|m|∞ ≤ min
{ X
‖v‖∞ ,
c1X
−λ∞
L∞(v)
}
and therefore, we have
|m|∞‖v‖∞ ≤ X,
|m|∞L∞(v) ≤ c1X−λ∞ .
From this and (2.1.13) it follows that the point x = mv is in Cc,X , with c =
c1maxp∈S p. Thus λ¯ is an exponent of approximation to ξ¯, if (2.1.11) has a non-
zero primitive solution v ∈ Zn+1 for each X ≥ 1.
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2.1.5 Another covering of R≥1
Let ξ¯, λ¯ and c be as in §2.1.2. For each c1 > 0 and each primitive point v ∈ Zn+1,
we define the set
Jc1(v) = {X ∈ R≥1 | X satisfies (2.1.11)}.
This set is a closed interval because it can be presented as the set of all solutions of
a system of inequalities of the form a1 ≤ Xα1, . . . , as ≤ Xαs, where a1, . . . , as ∈ R>0
and α1, . . . , αs ∈ R. The proof of Proposition 2.1.7 provides moreover the following
connection between J-sets and I-sets.
Lemma 2.1.8 For each primitive point v ∈ Zn+1, the set Jc(v) is a closed interval
and, we have
Ic(v) ⊆ Jc(v) ⊆ Ic′(v),
with c′ = cmaxp∈S p.
Proof: Fix a primitive point v ∈ Zn+1 such that Ic(v) 6= ∅ and choose any
X ∈ Ic(v). The first part of the proof of Proposition 2.1.7 shows that X ∈ Jc(v).
Now, suppose that Jc(v) 6= ∅ and choose any X ∈ Jc(v). The second part of the
proof of Proposition 2.1.7 shows that X ∈ Ic′(v), with c′ = cmaxp∈S p.
By combining the above lemma with Lemma 2.1.3, we obtain the following.
Lemma 2.1.9 Suppose that λ :=
∑
ν∈{∞}∪S λν > 0.
(i) For each primitive point v ∈ Zn+1, the set Jc(v) is a compact sub-interval of R≥1.
(ii) R≥1 is covered by the sets Jc(v), where v runs through all primitive points of
Zn+1.
(iii) For any X ≥ 1, there exists a primitive point w ∈ Zn+1, such that
X ∈ Jc(w) and X < max Jc(w),
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Moreover, if X > 1, there also exists a primitive point u ∈ Zn+1, such that
X ∈ Jc(u) and X > min Jc(u).
(iv) Define ψ(X) := min{‖w‖∞ | X ∈ Jc(w) for some primitive point w ∈ Zn+1} for
each X ≥ 1. Then ψ(X)→∞ as X →∞.
The following result is an analogue of Proposition 2.1.6 in terms of J-sets.
Proposition 2.1.10 Suppose that λ :=
∑
ν∈{∞}∪S λν > 0. There exists a sequence
of primitive points (vk)k≥0 in Z
n+1, any two of which are linearly independent and
satisfy the following relations
max Jc(vk) < min Jc(vk+2) ≤ max Jc(vk+1) for each k ≥ 0, (2.1.14)
and the sequence (max Jc(vk))k≥1 is unbounded. Moreover, there exist sequences
(xk)k≥0 and (x
′
k)k≥0 of non-zero integer points in Z
n+1 such that, for each k ≥ 0,
upon putting Xk+1 = max Jc(vk), we have
x′k ∈ ZS xk ⊆ ZS vk,
x′k,xk+1 ∈ Cc′,Xk+1,
L∞(xk) ≤ c′X−λ∞k+1 ,
(2.1.15)
where c′ = cmaxp∈S p. Finally, for each k ≥ 0, the points x′k and xk+1 are linearly
independent.
Proof: Choose v0 to be a primitive point in Z
n+1 satisfying the inequality (2.1.11)
with X = 1 and c1 = c, with the largest max Jc(v0). Consider the following finite set
V1 = {v ∈ Zn+1 | v is primitive with max Jc(v0) ∈ Jc(v)
and max Jc(v0) < max Jc(v)}.
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By Part (iii) of Lemma 2.1.9, we have that V1 6= ∅ and that v 6= ±v0 for each v ∈ V1.
Choose a point v1 ∈ V1 such that max Jc(v1) is largest. Arguing in this way we
construct recursively a sequence of primitive points (vk)k≥0 in Z
n+1, any two of each
are linearly independent, such that for each k ≥ 0, we have
max Jc(vk) ∈ Jc(vk+1),
max Jc(vk) < max Jc(vk+1),
max Jc(vk) = max
v∈Vk
{
max Jc(v)
}
,
(2.1.16)
where
Vk = {v ∈ Zn+1 | v is primitive with max Jc(vk−1) ∈ Jc(v)
and max Jc(vk−1) < max Jc(v)}.
Since, for each k ≥ 0, we have max Jc(vk) ∈ Jc(vk+1), then ‖vk+1‖∞ ≤ max Jc(vk).
Since the sequence (vk)k≥0 consists of infinitely many different elements, this shows
that the sequence (max Jc(vk))k≥1 is unbounded.
Using the first relation in (2.1.16) with k replaced by k + 1, we deduce that
min Jc(vk+2) ≤ max Jc(vk+1) for each k ≥ 0. We claim that max Jc(vk) < min Jc(vk+2)
for each k ≥ 0. Fix any k ≥ 0 and suppose on the contrary that max Jc(vk) ≥
min Jc(vk+2). By the second relation in (2.1.16) this means that we have max Jc(vk) ∈
Jc(vk+2) and max Jc(vk) < max Jc(vk+2). So, it follows that vk+2 ∈ Vk+1. Hence, we
have
max Jc(vk+2) ≤ max
v∈Vk+1
{
max Jc(v)
}
= max Jc(vk+1),
but this contradicts the second relation in (2.1.16) with k replaced by k + 1.
Moreover, put Xk+1 = max Jc(vk) for each k ≥ 0. By construction, we have
Xk, Xk+1 ∈ Jc(vk) for each k ≥ 0. Since Lemma 2.1.8 gives Jc(vk) ⊆ Ic′(vk), we
have Lc′(vk, Xk) 6= ∅ and Lc′(vk, Xk+1) 6= ∅ for each k ≥ 0. Now, choose a point
xk ∈ Lc′(vk, Xk) with minimal norm and a point x′k ∈ Lc′(vk, Xk+1). Then, the se-
quences (xk)k≥0 and (x
′
k)k≥0 satisfy the second relation in (2.1.15). Moreover, since
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the points in the sequence (vk)k≥0 are primitive and since vi 6= ±vj for i, j ≥ 0 with
i 6= j, then any two of them are linearly independent. Hence any two different points
of (xk)k≥0 and any two different points of (x
′
k)k≥0 are linearly independent. Finally,
the first and third relations in (2.1.15) follow from Lemma 2.1.5 applied to v = vk,
x = xk and Y = Xk+1, with c replaced by c
′.
In the next two paragraphs, we show how the above proposition allows one to
recover the construction of minimal points by H. Davenport and W.M. Schmidt
in [5] and by O. Teulie´ in [8].
2.1.6 Approximation to real numbers
In the case where S = ∅, the Definition 2.1.1 takes the following form.
Definition 2.1.11 Let ξ∞ ∈ R and λ∞ ∈ R. We say that λ∞ is an exponent of
approximation to ξ∞ in degree n if there exists a constant c > 0 such that the inequal-
ities
‖x‖∞ ≤ X,
L∞(x) ≤ cX−λ∞ ,
(2.1.17)
have a non-zero solution x ∈ Zn+1, for any real number X ≥ 1.
In this context, Proposition 2.1.10 leads to the following statement.
Lemma 2.1.12 Let λ∞ ∈ R>0 be an exponent of approximation in degree n to ξ∞ ∈
R \Q. There exists a sequence of non-zero primitive points (vk)k≥0 ⊆ Zn+1 such that
for each k ≥ 0, we have
‖vk‖∞ < ‖vk+1‖∞,
‖vk+3‖−λ∞∞ ≪ L∞(vk+1) < L∞(vk)≪ ‖vk+1‖−λ∞∞ .
(2.1.18)
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Proof: By Proposition 2.1.10 there exists a sequence of primitive points (vk)k≥0
in Zn+1, any two of which are linearly independent, satisfying the relations (2.1.14)
for some constant c > 0. Since S = ∅, then for each k ≥ 0, we have
Jc(vk) =
{
X ∈ R≥1 | X satisfies 1 ≤ min
{ X
‖vk‖∞ ,
cX−λ∞
L∞(vk)
}}
=
[
‖vk‖∞, (c/L∞(vk))1/λ∞
]
and then the relations (2.1.14) can be written in the form
(c/L∞(vk))
1/λ∞ < ‖vk+2‖∞ ≤ (c/L∞(vk+1))1/λ∞ for each k ≥ 0.
So, the sequence (vk)k≥0 satisfies the inequalities (2.1.18).
2.1.7 Approximation to p-adic numbers
Let p be a prime number. In the case where S = {p} and λ∞ = −1, the condition
that (λ∞, λp) is an exponent of approximation in degree n to a point (ξ∞, ξp) ∈ R×Qp
is independent of the choice of ξ∞. This justifies the following definition.
Definition 2.1.13 Let ξp ∈ Qp \ Q and λp ∈ R. We say that λp is an exponent
of approximation in degree n to ξp if there exists a constant c > 0 such that the
inequalities
‖x‖∞ ≤ X, Lp(x) ≤ cX−λp, (2.1.19)
have a non-zero solution x ∈ Zn+1 for any real number X ≥ 1.
Remark 2.1.14 The criterion presented in Proposition 2.1.7 shows that λp ∈ R is
an exponent of approximation to ξp ∈ Qp \ Q in degree n if there exists a constant
c > 0 such that the inequalities
‖x‖∞ ≤ X, ‖x‖∞Lp(x) ≤ cX1−λp , (2.1.20)
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have a non-zero solution x ∈ Zn+1 for any real number X ≥ 1.
In this context, Proposition 2.1.10 leads to the following statement.
Lemma 2.1.15 Let λp ∈ R>0 be an exponent of approximation in degree n to ξp ∈
Qp \Q and suppose that λp > 1. There exists a sequence of primitive points (vk)k≥0
in Zn+1 such that, for each k ≥ 0, we have
‖vk‖∞ < ‖vk+1‖∞
‖vk+3‖1−λp∞ ≪ ‖vk+1‖∞Lp(vk+1) < ‖vk‖∞Lp(vk)≪ ‖vk+1‖1−λp∞ .
(2.1.21)
Proof: As mentioned before Definition 2.1.13, we choose any number ξ∞ ∈ R \Q
and put λ∞ = −1. Then (λ∞, λp) is an exponent of approximation in degree n to
(ξ∞, ξp) and by Proposition 2.1.10 there exists a sequence of primitive points (vk)k≥0
in Zn+1, any two of which are linearly independent, satisfying the relations (2.1.14)
for some constant c > 0. Also, for each k ≥ 0, we have
Jc(vk) =
{
X ∈ R≥1 | X satisfies 1 ≤ min
{ X
‖vk‖∞ ,
cX
L∞(vk)
}
min
{
1,
cX−λp
Lp(vk)
}}
.
Assuming that the constant c > 0 is sufficiently large, so that the inequality L∞(vk) ≤
c‖vk‖∞ holds for each k ≥ 0, we get min
{
X/‖vk‖∞, cX/L∞(vk)
}
= X/‖vk‖∞. Then,
since λp > 1, we obtain
Jc(vk) =
{
X ∈ R≥1 | X satisfies 1 ≤ X‖vk‖∞ min
{
1,
cX−λp
Lp(vk)
}}
=
[
‖vk‖∞,
( c
‖vk‖∞Lp(vk)
)1/(λp−1)]
and the relations (2.1.14) become( c
‖vk‖∞Lp(vk)
)1/(λp−1)
< ‖vk+2‖∞ ≤
( c
‖vk+1‖∞Lp(vk+1)
)1/(λp−1)
for each k ≥ 0.
So, the sequence (vk)k≥0 satisfies the inequalities (2.1.21).
Note that if λ¯ = (λ∞, (λp)p∈S) ∈ R|S|+1 is an exponent of approximation in degree n
to ξ¯ ∈ R ×∏p∈S Qp, then λ∞ is an exponent of approximation to ξ∞ and λp is an
exponent of approximation to ξp for each p ∈ S in the same degree n.
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2.2 Inequalities (Case n=2)
From now on, we assume that n = 2. An exponent of approximation to a point
ξ¯ = (ξ∞, (ξp)p∈S) ∈ R ×
∏
p∈S Qp means simply an exponent of approximation in
degree 2 to this point.
Any triple x = (x0, x1, x2) ∈ Z3 can be identified with a symmetric matrix
x0 x1
x1 x2

 with determinant det(x) := x0x2−x21. Following [9], for points x,y, z ∈ Z3
viewed as symmetric matrices, we also define
[x,y, z] := −xJzJy, where J =

 0 1
−1 0

 .
We recall from [9] that [x,y, z] is also a symmetric matrix if x,y and z are linearly
independent over Q. It then corresponds to a new point w ∈ Z3. The next lemma
provides most of the estimates used throughout the thesis.
Lemma 2.2.1 Let x,y, z ∈ Z3 and ν ∈ S ∪ {∞}.
(i) For the determinants det(x) and det(x,y, z) we have the following estimates
| det(x)|ν ≪ ‖x‖νLν(x),
| det(x,y, z)|ν ≤ ‖x‖νLν(y)Lν(z) + ‖y‖νLν(x)Lν(z) + ‖z‖νLν(x)Lν(y).
(ii) Let w = [x,x,y], then
‖w‖ν ≪ max{‖y‖νLν(x)2, ‖x‖2νLν(y)},
Lν(w)≪ Lν(x)max{‖y‖νLν(x), ‖x‖νLν(y)}.
(iii) Let V be a subspace of Q2 and let x,y ∈ Z3 be a basis of V over Q. Then its
height H(V ), satisfies
H(V )≪ max{‖x‖∞L∞(y), ‖y‖∞L∞(x)}
∏
q∈S
max{Lq(x), Lq(y)}.
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Proof: (i): Since
|x2 − x1ξν |ν ≤ |x2 − x0ξ2ν |ν + |x1 − x0ξν|ν |ξν |ν ≪ Lν(x),
we get by multilinearity of determinants,
| det(x)|ν =
∥∥∥∥∥∥
x0 x1 − x0ξν
x1 x2 − x1ξν
∥∥∥∥∥∥
ν
≤ |x0|ν |x2 − x1ξν |ν + |x1|ν |x1 − x0ξν |ν ≪ ‖x‖νLν(x).
Similarly we obtain following the estimates
| det(x,y, z)|ν =
∥∥∥∥∥∥∥∥∥
x0 x1 − x0ξν x2 − x0ξ2ν
y0 y1 − y0ξν y2 − y0ξ2ν
z0 z1 − z0ξν z2 − z0ξ2ν
∥∥∥∥∥∥∥∥∥
ν
≤ ‖x‖νLν(y)Lν(z) + ‖y‖νLν(x)Lν(z) + ‖z‖νLν(x)Lν(y).
(ii): By the computations in [9], p. 45, we have
w = [x,x,y] = −xJyJx =


∣∣∣∣∣∣∣∣∣
x0 x1∣∣∣∣∣∣
x0 x1
y0 y1
∣∣∣∣∣∣
∣∣∣∣∣∣
x0 x1
y1 y2
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
x0 x1∣∣∣∣∣∣
x1 x2
y0 y1
∣∣∣∣∣∣
∣∣∣∣∣∣
x1 x2
y1 y2
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
x1 x2∣∣∣∣∣∣
x0 x1
y0 y1
∣∣∣∣∣∣
∣∣∣∣∣∣
x0 x1
y1 y2
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
x1 x2∣∣∣∣∣∣
x1 x2
y0 y1
∣∣∣∣∣∣
∣∣∣∣∣∣
x1 x2
y1 y2
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣


.
By multilinearity of determinants, w can be presented in the following form

∣∣∣∣∣∣∣∣∣
x0 x1 − x0ξν∣∣∣∣∣∣
x0 x1 − x0ξν
y0 y1 − y0ξν
∣∣∣∣∣∣
∣∣∣∣∣∣
x0 x1
y1 − y0ξν y2 − y1ξν
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
x0 x1 − x0ξν∣∣∣∣∣∣
x1 x2 − x1ξν
y0 y1 − y0ξν
∣∣∣∣∣∣
∣∣∣∣∣∣
x1 x2
y1 − y0ξν y2 − y1ξν
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
x1 x2 − x1ξν∣∣∣∣∣∣
x0 x1 − x0ξν
y0 y1 − y0ξν
∣∣∣∣∣∣
∣∣∣∣∣∣
x0 x1
y1 − y0ξν y2 − y1ξν
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
x1 x2 − x1ξν∣∣∣∣∣∣
x1 x2 − x1ξν
y0 y1 − y0ξν
∣∣∣∣∣∣
∣∣∣∣∣∣
x1 x2
y1 − y0ξν y2 − y1ξν
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣


.
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Hence, since |xl+1−xlξν|ν ≪ Lν(x) and |yl+1−ylξν |ν ≪ Lν(y), for l = 0, 1, we deduce
that
‖w‖ν ≪ max{‖y‖νLν(x)2, ‖x‖2νLν(y)}.
We now find the upper bound for |w1 − w0ξν |ν. Using the above presentation of w,
we find that w1 − w0ξν can be written in the form∣∣∣∣∣∣∣∣∣
x0 x1 − x0ξν∣∣∣∣∣∣
x1 x2 − x1ξν
y0 y1 − y0ξν
∣∣∣∣∣∣
∣∣∣∣∣∣
x1 x2
y1 − y0ξν y2 − y1ξν
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣∣
x0 x1 − x0ξν∣∣∣∣∣∣
x0 x1 − x0ξν
y0 y1 − y0ξν
∣∣∣∣∣∣
∣∣∣∣∣∣
x0 x1
y1 − y0ξν y2 − y1ξν
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
ξν
=
∣∣∣∣∣∣∣∣∣
x0 x1 − x0ξν∣∣∣∣∣∣
x1 − x0ξν (x2 − x1ξν)− (x1 − x0ξν)ξν
y0 y1 − y0ξν
∣∣∣∣∣∣
∣∣∣∣∣∣
x1 − x0ξν x2 − x1ξν
y1 − y0ξν y2 − y1ξν
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
,
and so
|w1 − w0ξν |ν ≪ max{‖y‖νLν(x)2, ‖x‖νLν(x)Lν(y)}.
Similarly, the same upper bound holds for |w2 − w0ξ2ν |ν , and therefore
Lν(w)≪ Lν(x)max{‖y‖νLν(x), ‖x‖νLν(y)}.
(iii): Recall that
H(V ) =
∏
ν
‖x ∧ y‖ν ,
where ν runs through all prime numbers and ∞. Thus
H(V ) ≤ ‖x ∧ y‖∞
∏
q∈S
‖x ∧ y‖q,
and so we simply need upper bounds for ‖x ∧ y‖∞ and ‖x ∧ y‖q (q ∈ S). Using the
presentation
x ∧ y =
( ∣∣∣∣∣∣
x1 x2
y1 y2
∣∣∣∣∣∣ ,−
∣∣∣∣∣∣
x0 x2
y0 y2
∣∣∣∣∣∣ ,
∣∣∣∣∣∣
x0 x1
y0 y1
∣∣∣∣∣∣
)
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=
( ∣∣∣∣∣∣
x1 x2 − x1ξν
y1 y2 − x1ξν
∣∣∣∣∣∣ ,−
∣∣∣∣∣∣
x0 x2 − x0ξ2ν
y0 y2 − y0ξ2ν
∣∣∣∣∣∣ ,
∣∣∣∣∣∣
x0 x1 − x0ξν
y0 y1 − y0ξν
∣∣∣∣∣∣
)
,
we find the estimates
‖x ∧ y‖∞ ≪ max{‖x‖∞L∞(y), ‖y‖∞L∞(x)},
‖x ∧ y‖q ≪ max{Lq(x), Lq(y)} (q ∈ S),
and thus
H(V )≪ max{‖x‖∞L∞(y), ‖y‖∞L∞(x)}
∏
q∈S
max{Lq(x), Lq(y)}.
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2.3 Constraints on exponents of approximation
Let S be a finite set of prime numbers. Here we consider the problem of simultaneous
approximation to real and p-adic numbers in degree n = 2. We find constraints on
λ¯ ∈ R|S|+1 and ξ¯ ∈ R ×∏p∈S Qp which ensure that, for some constant c > 0, the
inequalities
‖x‖∞ ≤ X, L∞(x) ≤ cX−λ∞ , Lp(x) ≤ cX−λp ∀p ∈ S,
have no non-zero solution x ∈ Z3 for arbitrarily large values of X .
2.3.1 Simultaneous case
Throughout this paragraph, we fix a finite set S of prime numbers, a point
ξ¯ =
(
ξ∞, (ξp)p∈S
) ∈ (R \Q)×∏
p∈S
(Qp \Q),
and a point
λ¯ =
(
λ∞, (λp)p∈S
) ∈ [−1,∞)× R|S|≥0.
We define S ′ to be the set (possibly empty) of all ν ∈ {∞}∪S such that [Q(ξν) : Q] >
2. We also define
λ :=
∑
ν∈{∞}∪S
λν .
Proposition 2.3.1 Suppose that
λ > 0 and λ+
∑
ν∈S′
λν >

0 if ∞ ∈ S
′,
1 if ∞ /∈ S ′.
(2.3.1)
Suppose also that there exists a constant c > 0 for which the inequalities
‖x‖∞ ≤ X,
L∞(x) ≤ cX−λ∞ ,
Lp(x) ≤ cX−λp ∀p ∈ S,
(2.3.2)
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have a non-zero solution x = (x0, x1, x2) ∈ Z3 for each X sufficiently large. Suppose
finally that, for each X sufficiently large, any such solution has
det(x) = x0x2 − x21 6= 0. (2.3.3)
Then, we have λ ≤ 1/γ. Moreover, if λ = 1/γ, then c is bounded from below by a
positive constant depending only on ξ¯.
Proof: WLOG, we may assume that 0 < c ≤ 1. The hypotheses imply that
λ¯ is an exponent of approximation to ξ¯ in degree 2, with corresponding constant c.
Proposition 2.1.10 applies to this situation with n = 2, as the main condition λ > 0
is fulfilled.
Consider the sequences (vk)k≥0, (xk)k≥0, (x
′
k)k≥0 and (Xk)k≥1 given by Proposi-
tion 2.1.10. For all k sufficiently large, the assumption (2.3.3) implies that det(xk) 6=
0. Using Part (i) of Lemma 2.2.1 and the first relation in (2.1.15), we deduce that
1 ≤ | det(xk)|∞
∏
p∈S
| det(xk)|p
≪ XkL∞(xk)
∏
p∈S
Lp(xk) = XkL∞(x
′
k)
∏
p∈S
Lp(x
′
k),
for all these values of k, with implied constants depending only on ξ¯ and not on c
(same through all the proof). Using this and the second relations in (2.1.15), we get
1≪ XkL∞(x′k)
∏
p∈S
Lp(x
′
k)
≪ Xkc|S|+1X−λ∞k+1
∏
p∈S
X
−λp
k+1 = c
|S|+1XkX
−λ
k+1,
(2.3.4)
for all k sufficiently large.
Now, we claim that for infinitely many k ≥ 1, the points vk−1,vk,vk+1 are
linearly independent over Q. To prove this, we argue like in [5] and [8], assuming on
the contrary that vk−1,vk,vk+1 are linearly dependent for each k sufficiently large.
Since any two different points of (vk)k≥0 are linearly independent, it follows that
〈vk−1,vk〉Q = 〈vk−1,vk,vk+1〉Q = 〈vk,vk+1〉Q,
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for each k sufficiently large. Hence, there is a two dimensional subspace V in Q3 such
that V = 〈vk,vk+1〉Q for each k sufficiently large. There exist integers r, s, t ∈ Z, not
all zero, such that
V = {x = (x0, x1, x2) ∈ Q3 | rx0 + sx1 + tx2 = 0}.
Since vk ∈ V for each k sufficiently large, then for these values of k, we get
rvk,0 + svk,1 + tvk,2 = 0. (2.3.5)
Fix ν ∈ S ′. Since [Q(ξν) : Q] > 2, we have
r + sξν + tξ
2
ν 6= 0. (2.3.6)
Using this and (2.3.5), we find that, for those values of k,
|vk,0|ν ≪ |s(vk,1 − ξνvk,0) + t(vk,2 − ξ2νvk,0)|ν ≪ Lν(vk)
and therefore
‖vk‖ν ≪ Lν(vk).
Finally, since x′k and xk+1 are integer multiples of vk and vk+1 and since they both
belong to Cc′,Xk+1, where c′ = cmaxp∈S p ≤ maxp∈S p, we deduce that
‖x′k‖ν ≪ Lν(x′k)≪ X−λνk+1 and ‖xk+1‖ν ≪ Lν(xk+1)≪ X−λνk+1 , (2.3.7)
for each ν ∈ S ′.
Fix any index k ≥ 0. By Proposition 2.1.10, the points x′k and xk+1 are linearly
independent. This means that the matrix
 x′k,0 x′k,1 x′k,2
xk+1,0 xk+1,1 xk+1,2

 ,
has rank 2. So, there exist i, j ∈ {0, 1, 2} with i < j, such that∣∣∣∣∣∣
x′k,i x
′
k,j
xk+1,i xk+1,j
∣∣∣∣∣∣ 6= 0.
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Using the product formula and the fact that x′k and xk+1 both belong to Cc′,Xk+1, we
find that
1 ≤
∥∥∥∥∥∥
x′k,i x
′
k,j
xk+1,i xk+1,j
∥∥∥∥∥∥
∞
∏
p∈S
∥∥∥∥∥∥
x′k,i x
′
k,j
xk+1,i xk+1,j
∥∥∥∥∥∥
p
≤
(
‖x′k‖∞L∞(xk+1) + ‖xk+1‖∞L∞(x′k)
)
∏
p∈S
max{‖x′k‖pLp(xk+1), ‖xk+1‖pLp(x′k)}
≪ X−λ∞k+1
(‖x′k‖∞ + ‖xk+1‖∞)∏
p∈S
X
−λp
k+1 max{‖x′k‖p, ‖xk+1‖p}
= X−λk+1
(‖x′k‖∞ + ‖xk+1‖∞)∏
p∈S
max{‖x′k‖p, ‖xk+1‖p}.
(2.3.8)
If ∞ ∈ S ′, this estimate combined with (2.3.7) gives
1≪ X−λk+1X−λ∞k+1
∏
p∈S′\{∞}
X
−λp
k+1 = X
−λ−
P
ν∈S′ λν
k+1 .
Since λ¯ satisfies inequalities (2.3.1), this is impossible for k large enough.
If ∞ /∈ S ′, we find instead that
1≪ X−λk+1Xk+1
∏
p∈S′
X
−λp
k+1 = X
−λ+1−
P
p∈S′ λp
k+1 ,
using the fact that ‖x′k‖∞, ‖xk+1‖∞ ≤ Xk+1. By (2.3.1), this leads again to a con-
tradiction for k large enough. So, we proved the claim.
Thus, for infinitely many values of k, we have det(x′k−1,x
′
k,xk+1) 6= 0. Com-
bining the product formula with Lemma 2.2.1(i), we get for those values of k the
following
1 ≤ | det(x′k−1,x′k,xk+1)|∞
∏
p∈S
| det(x′k−1,x′k,xk+1)|p
≪ (‖x′k−1‖∞L∞(x′k)L∞(xk+1) + ‖x′k‖∞L∞(x′k−1)L∞(xk+1) + ‖xk+1‖∞L∞(x′k−1)L∞(x′k))∏
p∈S
max{Lp(x′k)Lp(xk+1), Lp(x′k−1)Lp(xk+1), Lp(x′k−1)Lp(x′k)}.
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Since x′k−1 ∈ Cc′,Xk while x′k,xk+1 ∈ Cc′,Xk+1, and since c′ = cmaxp∈S p, this gives
1≪ c2(|S|+1)(XkX−λ∞k+1 X−λ∞k+1 +Xk+1X−λ∞k X−λ∞k+1 +Xk+1X−λ∞k X−λ∞k+1 )∏
p∈S
max{X−λpk+1X−λpk+1 , X−λpk X−λpk+1 , X−λpk X−λpk+1}.
(2.3.9)
Note that, since λ∞ ≥ −1, we have X1+λ∞k ≤ X1+λ∞k+1 and so XkX−λ∞k+1 X−λ∞k+1 ≤
Xk+1X
−λ∞
k X
−λ∞
k+1 for each k ≥ 0. Combining this with (2.3.9) and recalling that
λp ≥ 0 for each p ∈ S, we find that
1 ≤ c2(|S|+1)X−λ∞k X1−λ∞k+1
∏
p∈S
X
−λp
k X
−λp
k+1 = c
2(|S|+1)X−λk X
1−λ
k+1 . (2.3.10)
Since λ > 0, multiplying (2.3.10) by (2.3.4) raised to the power λ, we get
c(2+λ)(|S|+1)X−λ
2+1−λ
k+1 ≫ 1.
So, we conclude that −λ2 + 1 − λ ≥ 0, which means that λ ≤ 1/γ. Moreover, if
−λ2 + 1− λ = 0, which means that λ = 1/γ, this gives c≫ 1.
Remark 2.3.2 The above proof shows that, under hypotheses of Proposition 2.3.1,
the points vk−1,vk,vk+1, of the sequence (vk)k≥0 given by Proposition 2.1.10, are
linearly independent over Q for infinitely many k ≥ 1.
In the case where S = ∅, the following statement implies Lemma 2 of H. Davenport
& W.M. Schmidt in [5].
Proposition 2.3.3 Assume that
λ∞ ≥ 0, λ > 0 and λ+ λ∞ > 1.
Suppose also that, for some c > 0, the system
‖x‖∞ ≤ X,
L∞(x) ≤ cX−λ∞ ,
Lp(x) ≤ cX−λp ∀p ∈ S,
(2.3.11)
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has a non-zero solution x ∈ Z3, for each X ≥ 1. Then, for each X sufficiently large,
any such solution x satisfies det(x) 6= 0.
As we indicated above, if S = ∅, the condition λ + λ∞ > 1 becomes λ∞ > 1/2 and
we recover Lemma 2 of [5].
Proof: Suppose that x ∈ Z3 is a non-zero solution of (2.3.11) for some large
real number X . Let v be a primitive point of Z3 of which x is a multiple. By of
Lemma 2.1.3(iv), we have that ‖v‖∞ tends to infinity with X . In particular, we have
‖v‖∞ > 1 if X is sufficiently large. Assuming, as we may, that this is the case, put
Y = min I(v) and choose a point x′ ∈ Lc(v, Y ). This choice means in particularly
that x′ is a non-zero solution of the system (2.3.11) with X replaced by Y . Since
λ∞ ≥ 0, the point x′ is also a solution of the system (2.3.11) with X replaced by
‖x′‖∞, and then ‖x′‖∞ ∈ Ic(v). Since ‖x′‖∞ ≤ Y and Y = min Ic(v), we conclude
that ‖x′‖∞ = Y . Since Y ≥ ‖v‖∞ > 1, Lemma 2.1.3(iii) ensures the existence of
a primitive point u ∈ Z3 such that Y ∈ Ic(u) and min Ic(u) < Y . Choose a point
y ∈ Lc(u, Y ). Since min I(u) < Y = min I(v), we have u 6= ±v, so u and v are
linearly independent over Q and thus x′ and y are linearly independent points of Cc,Y .
Now, suppose that det(x) = 0. Then we get det(v) = 0, and so
v = ±(a2, ab, b2),
for some non-zero (a, b) ∈ Z2. Since v is primitive, the point s = (a, b) is also
primitive, and therefore ‖s‖p = 1 for each p ∈ S. Writing x′ = mv with m ∈ Z, we
2.3. Constraints on exponents of approximation 38
find that
L∞(x
′) = |m|∞L∞(v)
∼ |m|∞max{|ab− a2ξ∞|∞, |b2 − abξ∞|∞}
= |m|∞|b− aξ∞|∞‖s‖∞,
Lp(x
′) = |m|pLp(v)
∼ |m|pmax{|ab− a2ξp|p, |b2 − abξp|p}
= |m|p|b− aξp|p‖s‖p
= |m|p|b− aξp|p, p ∈ S,
|b− aξp|p ≪ ‖s‖p = 1 for p ∈ S.
(2.3.12)
Since ‖v‖∞ = ‖s‖2∞ and ‖x′‖∞ = |m|∞‖v‖∞, we find that
|a|∞ ≤ ‖s‖∞ = ‖x′‖1/2∞ |m|−1/2∞ = Y 1/2|m|−1/2∞ . (2.3.13)
Recall that the points x′ and y are linearly independent. Therefore the matrix
y0 y1 y2
x′0 x
′
1 x
′
2

 ,
has rank 2. We claim that x′1 6= 0. Otherwise, since x′ is a multiple of v, we would
have ab = 0, then s = ±(1, 0) or s = ±(0, 1) and so, ‖v‖∞ = 1 against our assumption
that ‖v‖∞ > 1. Since x′1 6= 0, at least one of the determinants∣∣∣∣∣∣
y0 y1
x′0 x
′
1
∣∣∣∣∣∣ ,
∣∣∣∣∣∣
y1 y2
x′1 x
′
2
∣∣∣∣∣∣
is not zero. So, there exists i ∈ {0, 1} such that∣∣∣∣∣∣
yi yi+1
a b
∣∣∣∣∣∣ 6= 0.
For such a choice of i, we find, using the estimates (2.3.12) together with those of
Lemma 2.2.1, that
1 ≤
∥∥∥∥∥∥
yi yi+1
a b
∥∥∥∥∥∥
∞
∏
p∈S
∥∥∥∥∥∥
yi yi+1
a b
∥∥∥∥∥∥
p
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≤ (‖y‖∞|b− aξ∞|∞ + |a|∞L∞(y))∏
p∈S
max{|b− aξp|p, Lp(y)}
≪ (‖y‖∞L∞(x′)|m|−1∞ ‖s‖−1∞ + |a|∞L∞(y))∏
p∈S
max{min{Lp(x′)|m|−1p , 1}, Lp(y)}.
Using (2.3.13) and the fact that x′ and y belong to Cc,Y , we deduce that
1≪ (Y Y −λ∞ |m|−1∞ Y −1/2|m|1/2∞ + Y 1/2|m|−1/2∞ Y −λ∞)∏
p∈S
max{min{Y −λp|m|−1p , 1}, Y −λp}
≪ Y 1/2−λ∞−
P
p∈S λp|m|−1/2∞
∏
p∈S
max{min{|m|−1p , Y λp}, 1}.
Since |m|∞
∏
p∈S |m|p ≥ 1, this can be rewritten as
1≪ Y 1/2−λ∞−
P
p∈S λp
∏
p∈S
|m|1/2p min{|m|−1p , Y λp}.
Fix p ∈ S. If we suppose that |m|−1p ≤ Y λp , we get
|m|1/2p min{|m|−1p , Y λp} = |m|−1/2p ≤ Y λp/2.
On the other hand, if we suppose that |m|−1p ≥ Y λp, we get
|m|1/2p min{|m|−1p , Y λp} = |m|1/2p Y λp ≤ Y λp/2.
So, in both cases, we obtain the same upper bound. Combining these relations for all
p ∈ S, we find that
∏
p∈S
|m|1/2p min{|m|−1p , Y λp} ≪ Y (
P
p∈S λp)/2. (2.3.14)
So, we obtain
1≪ Y 1/2−λ∞−(
P
p∈S λp)/2.
Since λ+λ∞ > 1, we have λ∞+(
∑
p∈S λp)/2 > 1/2 and this means that Y ≪ 1, thus
‖v‖∞ ≪ 1. Therefore, if X is large enough, we have det(x) 6= 0.
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The previous proposition assumed that λ∞ ≥ 0. The next proposition deals with
the case when λ∞ < 0 and the set S consists of just one prime number p. So that, in
this case, we have λ¯ = (λ∞, λp) and ξ¯ = (ξ∞, ξp).
Proposition 2.3.4 Assume that
−1 ≤ λ∞ < 0 and λ∞/2 + λp > 1. (2.3.15)
Suppose also that, for some c > 0, the system
‖x‖∞ ≤ X,
L∞(x) ≤ cX−λ∞ ,
Lp(x) ≤ cX−λp,
(2.3.16)
has a non-zero solution x ∈ Z3, for each X ≥ 1. Then, for each X sufficiently large,
any such solution x satisfies det(x) 6= 0.
In particular, if λ∞ = −1, the condition λ∞/2 + λp > 1 becomes λp > 3/2 and we
recover the p-adic analog of Lemma 2 of H. Davenport & W.M. Schmidt in [5],
given by O. Teulie´ in [8].
Proof: Let x be a non-zero solution of the system of inequalities (2.3.16) for some
large X ≥ 1. Write x = mv for a non-zero integer m and a primitive point v ∈ Z3.
We note that λ∞ + λp > 0, so the requirements of Lemma 2.1.3 are satisfied. Put
X ′ = min Ic(v) and Y = max{‖v‖∞, c1/λ∞L∞(v)−1/λ∞}.
By Lemma 2.1.3(iv), we have that ‖v‖∞ tends to infinity with X , and so Y tends to
infinity with X . So, assuming that X is sufficiently large, we have Y ≥ ‖v‖∞ > 1.
Then, by Lemma 2.1.3(iii), there exists a primitive point u ∈ Z3 such that Y ∈ Ic(u)
and min Ic(u) < Y . Since X
′ = min Ic(v), we have ‖v‖∞ ≤ X ′ and L∞(v) ≤
c(X ′)−λ∞ and so, Y ≤ X ′. This means that min Ic(u) < Y ≤ X ′ = min Ic(v) and
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therefore the points u and v are linearly independent. Choose any points y ∈ Lc(u, Y )
and x′ ∈ Lc(v, X ′).
Now, suppose that det(x) = 0. So, we get det(v) = 0. Arguing as in [5], we find
that
v = ±(a2, ab, b2),
for some non-zero point s = (a, b) ∈ Z2. Since v is primitive, the point s is primitive,
and therefore ‖s‖p = 1. Since ‖v‖∞ = ‖s‖2∞, we find that
|a|∞ ≤ ‖s‖∞ = ‖v‖1/2∞ . (2.3.17)
Also, since x′ = plv ∈ Lc(v, X ′) for some integer l ≥ 0, since λ = λ∞ + λp > 0 and
since λp > 1− λ∞/2 > 1, we have
L∞(v)
λpLp(v)
−λ∞ ≤ pl(λp+λ∞)L∞(v)λpLp(v)−λ∞
= L∞(x
′)λpLp(x
′)−λ∞ ≪ 1,
‖v‖∞Lp(v)≪ (X ′)1−λp ≪ ‖v‖1−λp∞ ,
(2.3.18)
Since the points x′ and y are linearly independent, the matrix
y0 y1 y2
x′0 x
′
1 x
′
2

 ,
has rank 2. As in the proof of the previous Proposition 2.3.3, we have x′1 6= 0 and so,
at least one of the determinants ∣∣∣∣∣∣
y0 y1
x′0 x
′
1
∣∣∣∣∣∣ ,
∣∣∣∣∣∣
y1 y2
x′1 x
′
2
∣∣∣∣∣∣
is not zero. So, there exists i ∈ {0, 1}, such that∣∣∣∣∣∣
yi yi+1
a b
∣∣∣∣∣∣ 6= 0.
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For such a choice of i, we have
1 ≤
∥∥∥∥∥∥
yi yi+1
a b
∥∥∥∥∥∥
∞
∥∥∥∥∥∥
yi yi+1
a b
∥∥∥∥∥∥
p
≤ (‖y‖∞|b− aξ∞|∞ + |a|∞L∞(y))max{|b− aξp|p, Lp(y)}
≪ (‖y‖∞‖v‖−1/2∞ L∞(v) + ‖v‖1/2∞ L∞(y))max{Lp(v), Lp(y)}.
Firstly, if ‖v‖∞ ≥ c1/λ∞L∞(v)−1/λ∞ , we have Y = ‖v‖∞. By this assumption and
by the last relation in (2.3.18), we have that L∞(v)≪ ‖v‖−λ∞∞ and Lp(v)≪ ‖v‖−λp∞ .
Then, using the fact that y ∈ Cc,Y , we get
1≪ (‖v‖∞‖v‖−1/2∞ ‖v‖−λ∞∞ + ‖v‖1/2∞ ‖v‖−λ∞∞ )max{‖v‖−λp∞ , ‖v‖−λp∞ }
≪ ‖v‖1/2−λ∞−λp∞ .
Since λ∞/2 + λp > 1 and λ∞ ≥ −1, we find that λ∞ + λp = λ∞/2 + λp + λ∞/2 >
1− 1/2 = 1/2. So, we have ‖v‖∞ ≪ 1. This is impossible if X is sufficiently large.
Secondly, if c1/λ∞L∞(v)
−1/λ∞ > ‖v‖∞, we have Y = c1/λ∞L∞(v)−1/λ∞ and y ∈
Cc,Y . By the first relation in (2.3.18), we obtain Lp(v) ≪ ‖v‖−λp∞ . Using this, the
assumption L∞(v)
−1/λ∞ ≫ ‖v‖∞ and the trivial estimate L∞(v)≪ ‖v‖∞, we get
1≪ (L∞(v)−1/λ∞‖v‖−1/2∞ L∞(v) + ‖v‖1/2∞ L∞(v))max{L∞(v)λp/λ∞ , L∞(v)λp/λ∞}
≪ (L∞(v)−1/λ∞+1/2 + L∞(v)1−1/(2λ∞))L∞(v)λp/λ∞
Since c1/λ∞L∞(v)
−1/λ∞ > ‖v‖∞ and since ‖v‖∞ is large if X is large, we deduce that
L∞(v) is large for large X . Hence, by this and since −1 ≤ λ∞ < 0, we find that
L∞(v)
−1/λ∞+1/2 ≥ L∞(v)1−1/(2λ∞). Using this, we have
1≪ L∞(v)−1/λ∞+1/2+λp/λ∞ .
Since λ∞/2 + λp > 1 and since −1 ≤ λ∞ < 0, we get L∞(v) ≪ 1. Thus Y ≪ 1,
which is impossible if X is sufficiently large.
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The following is the main result of this paragraph. It is essential for the next
chapter where we apply Mahler’s Duality Theorem to find a measure of simultaneous
approximation to real and p-adic numbers.
Proposition 2.3.5 Suppose that
λ > 0 and λ+
∑
ν∈S′
λν >

0 if ∞ ∈ S
′,
1 if ∞ /∈ S ′.
(2.3.19)
Suppose also that one of the following conditions is satisfied:
(i) λ∞ ≥ 0 and λ+ λ∞ > 1,
(ii) S = {p} for some prime number p, −1 ≤ λ∞ < 0 and λ+ λp > 2.
If λ ≥ 1/γ, then there exists a constant c > 0 such that the inequalities
‖x‖∞ ≤ X,
L∞(x) ≤ cX−λ∞ ,
Lp(x) ≤ cX−λp ∀p ∈ S,
(2.3.20)
have no non-zero solution x ∈ Z3 for arbitrarily large values of X. Moreover, if
λ > 1/γ, then any constant c > 0 has this property.
Proof: Suppose on the contrary that, for each constant c > 0 and each X suf-
ficiently large (with a lower bound depending on c), the inequalities (2.3.20) have a
non-zero solution in Z3. Since one of the conditions (i)-(ii) is satisfied, by Proposition
2.3.3 or by Proposition 2.3.4, we have that the requirement (2.3.3) of Proposition
2.3.1 is fulfilled. Together with the condition (2.3.19) this fulfills all the requirements
of Proposition 2.3.1 and so λ < 1/γ, which is a contradiction.
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2.3.2 Special cases
Applying Proposition 2.3.5 with S = ∅ or with S = {p} and λ∞ = −1, we obtain the
following results of H. Davenport & W.M. Schmidt in [5] or of O. Teulie´ in
[8], respectively.
Corollary 2.3.6 ( H. Davenport & W.M. Schmidt, [5] ) Let ξ∞ ∈ R \ Q.
Assume that [Q(ξ∞) : Q] > 2. Then there exists a constant c > 0 such that the
inequalities
‖x‖∞ ≤ X, L∞(x) ≤ cX−1/γ ,
have no non-zero solution x ∈ Z3 for arbitrarily large values of X.
Corollary 2.3.7 ( O. Teulie´, [8] ) Let p be a prime number and let ξp ∈ Qp \Q.
Assume that [Q(ξp) : Q] > 2. Then there exists a constant c > 0 such that the
inequalities
‖x‖∞ ≤ X, Lp(x) ≤ cX−γ,
have no non-zero solution x ∈ Z3 for arbitrarily large values of X.
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2.4 Special approximation sequences
Let S be a finite set of prime numbers and let λ¯ = (λ∞, (λp)p∈S) ∈ R|S|+1 be an
exponent of approximation in degree 2 to ξ¯ = (ξ∞, (ξp)p∈S) ∈ (R\Q)×
∏
p∈S(Qp \Q).
Note that λν is an exponent of approximation in degree 2 to ξν for each ν ∈ S ∪{∞}
in the sense of Definition 2.1.11 or Definition 2.1.13. Under this hypothesis we study
the cases where λ∞ or λp for some p ∈ S belongs to a given interval.
2.4.1 Growth conditions for an approximation sequence (real
case)
Recall that γ = (1 +
√
5)/2 is the golden ratio. Assuming that λ∞ ∈ R>0 is an
exponent of approximation in degree 2 to a non-quadratic real number ξ∞, we show
the existence of a sequence of primitive points in Z3 satisfying a certain growth
condition.
Proposition 2.4.1 Let ξ∞ ∈ R be such that [Q(ξ∞) : Q] > 2 and let λ∞ ∈ R>0 be
an exponent of approximation to ξ∞ in degree 2. Assume that 1/2 < λ∞ ≤ 1/γ and
define
θ = λ∞/(1− λ∞).
Then there exists a sequence (yk)k≥1 of primitive points in Z
3 such that upon putting
Yk = ‖yk‖∞, for each k ≥ 1, we have
Y θk ≪ Yk+1 ≪ Y 1/(θ−1)k ,
Y −1k ≪ L∞(yk)≪ Y −θ
2/(θ+1)
k ,
1 ≤ det(yk) ≤ Y 1−θ
2/(θ+1)
k ,
1 ≤ det(yk,yk+1,yk+2) ≤ Y 1/(θ−1)
2−θ2
k .
(2.4.1)
Proof: We consider the sequence (vi)i≥0 of primitive points of Z
3 constructed
in Lemma 2.1.12 and put Xi = ‖vi‖∞ for each i ≥ 0. By Proposition 2.3.3 (with
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S 6= ∅), there exists an index i0 ≥ 2 such that det(vi) 6= 0 for each i ≥ i0. Define I
to be the set of indexes i ≥ i0 for which vi−1,vi,vi+1 are linearly independent over
Q. According to Remark 2.3.2, the set I is infinite since λ∞ > 1/2.
Using (2.1.18) and the estimates of of Lemma 2.2.1(i), we find that, for each
i ∈ I,
1 ≤ | det(vi)|∞ =
∥∥∥∥∥∥
vi,0 vi,1 − vi,0ξ∞
vi,1 vi,2 − vi,1ξ∞
∥∥∥∥∥∥
∞
≪ XiL∞(vi)≪ XiX−λ∞i+1 (2.4.2)
and
1 ≤ | det(vi−1,vi,vi+1)|∞
=
∥∥∥∥∥∥∥∥∥
vi−1,0 vi−1,1 − vi,0ξ∞ vi−1,2 − vi−1,0ξ2∞
vi,0 vi,1 − vi,0ξ∞ vi,2 − vi,0ξ2∞
vi+1,0 vi+1,1 − vi+1,0ξ∞ vi+1,2 − vi+1,0ξ2∞
∥∥∥∥∥∥∥∥∥
∞
≪ X−λ∞i X1−λ∞i+1 .
(2.4.3)
Combining these estimates upon noting that λ∞ ≤ 1/γ < 1, we deduce that
X
λ∞/(1−λ∞)
i ≪ Xi+1 ≪ X1/λ∞i ,
X−1i ≪ L∞(vi)≪ X−λ∞i+1 ≪ X−λ
2
∞/(1−λ∞)
i .
(2.4.4)
Now, fix i ∈ I and let j to the largest integer such that vi, vi+1, . . . , vj ∈ 〈vi,vi+1〉Q.
Since any two consecutive points of the sequence (vi)i≥1 are linearly independent
over Q, we have 〈vi,vi+1〉Q = 〈vj−1,vj〉Q. Since vj+1 /∈ 〈vi,vi+1〉Q, the points
vj−1,vj,vj+1 are linearly independent over Q, and we deduce that j ∈ I. Since
vi, vi+1, . . . , vj ∈ 〈vi,vi+1〉Q, then any three of these points are linearly dependent,
and therefore j is the smallest element of I with j ≥ i+ 1. Put
Vi := 〈vi,vi+1〉Q and Vj := 〈vj,vj+1〉Q.
To proceed further, we need estimates for the heights of the subspaces Vi, Vj, Vi ∩ Vj
and Vi + Vj. Since Vi ∩ Vj = 〈vj〉Q and Vi + Vj = Q3, we have (see [7], p. 10)
H(Vi ∩ Vj) = H(〈vj〉Q) ∼ Xj ,
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H(Vi + Vj) = H(Q
3) = 1.
By Lemma 2.2.1(iii) and (2.1.18), we have
H(Vi) ≤ ‖vi ∧ vi+1‖∞ ≪ Xi+1L∞(vi)≪ X1−λ∞i+1 .
Similarly, we have
H(Vj)≪ X1−λ∞j+1 .
Applying W.M. Schmidt’s inequality (see [7], Lemma 8A, p. 28)
H(Vi ∩ Vj)H(Vi + Vj)≪ H(Vi)H(Vj),
we conclude that
Xj ≪ X1−λ∞i+1 X1−λ∞j+1 .
Since i, j ∈ I, then by (2.4.4), we have Xi+1 ≪ X1/λ∞i and Xj+1 ≪ X1/λ∞j . So, it
follows that
Xλ∞j ≪ X1−λ∞i X1−λ∞j ,
and therefore, we get
Xj ≪ X(1−λ∞)/(2λ∞−1)i .
To establish a lower bound for Xj, recall that i+ 1 ≤ j. So, by (2.4.4), we find that
X
λ∞/(1−λ∞)
i ≪ Xi+1 ≤ Xj .
Combining the above two estimates, we obtain
X
λ∞/(1−λ∞)
i ≪ Xj ≪ X(1−λ∞)/(2λ∞−1)i . (2.4.5)
Now, if we write all the elements of I in increasing order, we obtain a sequence
{i1, i2, . . . , ik, . . .}. Then ik = i for some index k ≥ 1, and by the minimality of j we
deduce that ik+1 = j. Let us define yk := vik and Yk := Xik = ‖yk‖∞ for each k ≥ 1.
Then by (2.4.4) and (2.4.5), we have
Y
λ∞/(1−λ∞)
k ≪ Yk+1 ≪ Y (1−λ∞)/(2λ∞−1)k ,
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Y −1k ≪ L∞(yk)≪ Y −λ
2
∞/(1−λ∞)
k .
These are the first two estimates in (2.4.1). Furthermore, since any three of the points
vi, vi+1, . . . , vj are linearly dependent over Q, then vj−1 ∈ 〈vi,vj〉Q = 〈yk,yk+1〉Q.
Going one step further, we obtain the point yk+2 = vh, for some h ≥ j + 1, such
that any three of the points vj, vj+1, . . . , vh are linearly dependent over Q, and
therefore vj+1 ∈ 〈vj,vh〉Q = 〈yk+1,yk+2〉Q. It follows that 〈yk,yk+1,yk+2〉Q contains
the linearly independent points vj−1,vj,vj+1, and therefore yk,yk+1,yk+2 are also
linearly independent.
To prove the third estimate in (2.4.1), we proceed as in (2.4.2). For each k ≥ 1,
we find that
1 ≤ | det(yk)|∞ ≪ YkL∞(yk).
Using the second estimates in (2.4.1), this gives
1 ≤ | det(yk)|∞ ≪ Y 1−θ
2/(θ+1)
k .
To prove the last estimate in (2.4.1), we use the fact that yk,yk+1,yk+2 are linearly
independent for each k ≥ 1. Proceeding as in (2.4.3), we find that
1 ≤ | det(yk,yk+1,yk+2)|∞ ≪ Yk+2L∞(yk)L∞(yk+1).
Using the first two estimates in (2.4.1), this leads to
1 ≤ | det(yk,yk+1,yk+2)|∞ ≪ Yk+2Y −θ
2/(θ+1)
k Y
−θ2/(θ+1)
k+1
≪ Y 1/(θ−1)2−θ2/(θ+1)−θ3/(θ+1)k = Y 1/(θ−1)
2−θ2
k .
In [9] D. Roy showed that there exist a transcendental real number ξ, such that
for an appropriate constant c = c(ξ) > 0, the inequalities
max
0≤l≤2
|xl|∞ ≤ X, max
0≤l≤2
|xl − x0ξl|∞ ≤ cX−1/γ,
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have a nonzero solution x ∈ Z3 for any real number X ≥ 1. Such real numbers are
called extremal.
Suppose that ξ is extremal, then applying Proposition 2.4.1 with ξ∞ = ξ and
λ∞ = 1/γ, we obtain an unbounded sequence of positive integers (Yk)k≥1 and a
sequence of points (yk)k≥1 in Z
3 with
Yk+1 ∼ Y γk , ‖yk‖∞ ∼ Yk, L∞(yk)≪ Y −1k ,
| det(yk)|∞ ∼ 1 and | det(yk,yk+1,yk+2)|∞ ∼ 1,
This is the second part of the statement of Theorem 5.1 in [9], which is a criterion
characterizing an extremal real number.
2.4.2 Approximation by quadratic algebraic numbers
Let n ≥ 1 be an integer and ξ be a real number. Recall that the classical exponent
of approximation wn(ξ), introduced by Mahler in [1], is defined as the supremum of
the real numbers w for which the inequality
0 < |P (ξ)|∞ ≤ H(P )−w
holds for infinitely many polynomials P (T ) ∈ Z[T ] of degree at most n.
The main result of this paragraph is that for any extremal real number ξ, we
have w2(ξ) = γ
3. Y. Bugeaud and M. Laurent computed in [16] the exponent
of approximation w2(ξ) for any Sturmian continued fraction ξ and our result agrees
with their formula in the case where ξ is a Fibonacci continued fraction. However,
our result below applies to all extremal real numbers instead of just the Fibonacci
continued fractions, and it is more precise.
Theorem 2.4.2 Let ξ be an extremal real number. There exist constants c1, c2 > 0
with the following properties:
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(i) there exists infinitely many polynomials P (T ) ∈ Z[T ]≤2, such that
|P (ξ)|∞ ≤ c1H(P )−γ3, (2.4.6)
(ii) for any polynomial P (T ) ∈ Z[T ]≤2, we have
|P (ξ)|∞ > c2H(P )−γ3. (2.4.7)
Proof: We know from [11], Theorem 7.2, p.282 that there exist a sequence of
irreducible polynomials (Qk)k≥1 of degree 2 in Z[T ] and a constant c ≥ 1, such that
for each k ≥ 1, we have

c−1H(Qk)
−γ3 ≤ |Qk(ξ)|∞ ≤ cH(Qk)−γ3,
H(Qk+1) ≤ cH(Qk)γ ,
1 ≤ H(Q1) < H(Q2) < . . . < H(Qk) < . . . .
(2.4.8)
The first relation in (2.4.8) with c1 = c proves the part (i) of the theorem.
For the proof of part (ii), it suffices to consider a polynomial P (T ) ∈ Z[T ]≤2
with gcd(P,Qk) = 1 for all k ≥ 1. To the polynomials P (T ) and Qk(T ) we apply the
following inequality for the resultant (see [12], Lemma 2, p.98.)
|Res(P,Qk)|∞ ≤ 6H(P )2H(Qk)2

 |P (ξ)|∞
H(P )
+
|Qk(ξ)|∞
H(Qk)

 .
Since gcd(P,Qk) = 1, we have |Res(P,Qk)| ≥ 1 and the above inequality implies
1 ≤ 6H(P )2H(Qk)2

 |P (ξ)|∞
H(P )
+
|Qk(ξ)|∞
H(Qk)

 , ∀k ≥ 1. (2.4.9)
Choose a real number ǫ with
0 < ǫ ≤ (2 c)−3/2 and ǫ ≤ H(Q1)−1. (2.4.10)
Then there exists an index k = k(ǫ, P ) ≥ 1 such that
ǫH(Qk) ≤ H(P ) < ǫH(Qk+1). (2.4.11)
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By (2.4.8) and (2.4.11), we have
H(P )−2 > ǫ−2H(Qk+1)
−2 ≥ ǫ−2c−2H(Qk)−2γ
and so (2.4.9) leads to
1
6
ǫ−2c−2H(Qk)
−2γ2 <
|P (ξ)|∞
H(P )
+
|Qk(ξ)|∞
H(Qk)
≤ |P (ξ)|∞
H(P )
+ cH(Qk)
−γ3−1.
Since γ3 + 1 = 2γ2, we deduce that
(1
6
ǫ−2c−2 − c
)
H(Qk)
−2γ2 <
|P (ξ)|∞
H(P )
.
By (2.4.10) and (2.4.11) this gives
1
3
cǫ2γ
2
H(P )−2γ
2+1 < |P (ξ)|∞.
This shows that for each P ∈ Z[T ]≤2 such that gcd(P,Qk) = 1 (k ≥ 1), we have
c1H(P )
−γ3 < |P (ξ)|∞, where c1 = 1
3
cǫ2γ
2
. (2.4.12)
Since c1 < c
−1, we deduce from (2.4.8) that the estimate (2.4.12) holds for all
P ∈ Z[T ]≤2.
We recall also that the classical exponent of approximation w∗n(ξ) introduced by
Koksma in [2] is the supremum of the real numbers w for which the inequality
|ξ − α|∞ ≤ H(α)−w−1
holds for infinitely many algebraic numbers α of degree at most n.
Part (i) of the previous proposition follows from the first part of Theorem 1.4
of [9] which states the existence of infinitely many algebraic numbers α of degree at
most 2 over Q, such that
|ξ − α|∞ ≤ c3H(α)−2γ2 , (2.4.13)
for some constant c3 > 0. Similarly, Part (ii) of the previous proposition implies the
following result, which is the second part of Theorem 1.4 of [9].
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Corollary 2.4.3 Let ξ be an extremal real number. There exists a constant c4 > 0,
such that for any algebraic number α of degree at most 2 over Q, we have
|ξ − α|∞ ≥ c4H(α)−2γ2 . (2.4.14)
Proof: Suppose that α is an algebraic number of degree at most 2 over Q and that
P (T ) ∈ Z[T ]≤2 is its minimal polynomial. Since H(α) = H(P ), the result follows
from Theorem 2.4.2 applied to P , combined with the inequality
|P (ξ)|∞ ≤ 2(|ξ|∞ + 1)H(P )|ξ − α|∞.
In particular, this means that we have w∗2(ξ) = γ
3 for any extremal real number ξ.
2.4.3 Constraints on the exponents of approximation and a
recurrence relation among points of an approximation
sequence (real case)
Let ξ∞ ∈ R with [Q(ξ∞) : Q] > 2. Suppose that λ∞ ∈ (1/2, 1/γ] is an exponent
of approximation in degree 2 to ξ∞ in the sense of Definition 2.1.11. Let (yk)k≥1
and (Yk)k≥1 be the sequences corresponding to ξ∞, constructed in Proposition 2.4.1.
Define monotone increasing functions on the interval (0, 1) by the following formulas
θ(λ) =
λ
1− λ,
δ(λ) =
θ2
θ + 1
=
λ2
1− λ = λθ,
φ(λ) =
θ2 − 1
θ2 + 1
,
ψ(λ) =
θ − 1
θ + 1
= 2λ− 1,
(2.4.15)
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and monotone decreasing functions on the interval (1/2, 1) by the formulas
f(λ) =
1
λ(θ − 1) − θ − 1,
g(λ) = 1− δθ(θ − 1).
(2.4.16)
We note that ψ(1/2) = φ(1/2) = 0 and g(1/γ) = f(1/γ) = 0, and that
0 < g(λ) ≤ f(λ) ∀λ ∈ (1/2, 1/γ],
0 < ψ(λ) < φ(λ) ∀λ ∈ (1/2, 1).
(2.4.17)
We also note that the functions f and φ map the interval
(
1/2, 1/γ
)
respectively onto
the intervals (0,∞) and (0, γ/(2 + γ)). Since the function f − φ is continuous and
changes its sign on the interval
(
1/2, 1/γ
)
, there exists a number λ∞,0 ∈ (1/2, 1/γ)
such that φ(λ∞,0) = f(λ∞,0) and
0 < g(λ) ≤ f(λ) < φ(λ) ∀λ ∈ (λ∞,0, 1/γ]. (2.4.18)
Its numerical value is λ∞,0 ≈ 0.60842266 . . .. Furthermore, the function ψ maps the
interval
(
1/2, 1/γ
)
onto the interval (0, 1/γ3). By the second relation in (2.4.17) and
the fact that the function f − ψ is continuous and changes its sign on the interval(
1/2, 1/γ
)
, there exists a number λ∞,1 ∈ (λ∞,0, 1/γ) such that ψ(λ∞,1) = f(λ∞,1) and
0 < g(λ) ≤ f(λ) < ψ(λ) < φ(λ) ∀λ ∈ (λ∞,1, 1/γ]. (2.4.19)
Its numerical value is λ∞,1 ≈ 0.61263521 . . ..
Proposition 2.4.4 Take ǫ ∈ (0, γ/(2 + γ)).
(i) Suppose that φ(λ∞) > ǫ. Then for k ≫ 1, we have
Y 1+ǫk < Y
1−ǫ
k+2 . (2.4.20)
(ii) Furthermore, suppose that f(λ∞) < ǫ. Then for each k ≫ 1 and each real number
X ≥ 1 with
X ∈ [Y 1+ǫk , Y 1−ǫk+2 ], (2.4.21)
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and any non-zero integer point x ∈ Z3 with
‖x‖∞ ≤ X, L∞(x) ≤ cX−λ∞ , (2.4.22)
we have
x ∈ 〈yk,yk+1〉Q. (2.4.23)
Proof: For the proof of (i) we rewrite the condition φ(λ∞) > ǫ in the form
1 + ǫ < (1− ǫ)θ2,
where θ = θ(λ∞) is defined in (2.4.15). Also, by the estimates (2.4.1), we have
Y θ
2
k ≪ Yk+2,
for each k ≥ 1. Combining these inequalities, we find that (2.4.20) holds for k ≫ 1.
For the proof of (ii), we use part (i). Fix a real number X satisfying (2.4.21).
Choose a non-zero integer solution x of (2.4.22) corresponding to this X . In order to
prove (2.4.23), it suffices to show that the determinant det(yk,yk+1,x) is zero when
k ≫ 1. Using Lemma 2.2.1(i) and the fact that L∞(yk+1) < L∞(yk), we have
| det(yk,yk+1,x)|∞ ≪ YkL∞(yk+1)L∞(x) + Yk+1L∞(yk)L∞(x) +XL∞(yk+1)L∞(yk)
≪ Yk+1L∞(yk)L∞(x) +XL∞(yk+1)L∞(yk)
for each k ≥ 1. By (2.4.1) and (2.4.21), we find that
| det(yk,yk+1,x)|∞ ≪ Yk+1Y −δk X−λ∞ +XY −δk+1Y −δk
≪ Yk+1Y −δk Y −λ∞(1+ǫ)k + Y 1−ǫk+2Y −δk+1Y −δk
≪ Y 1/(θ−1)−δ−λ∞(1+ǫ)k + Y 1−ǫ−δ(θ−1)−δ(θ−1)
2
k+2
= Y
λ∞(f(λ∞)−ǫ)
k + Y
g(λ∞)−ǫ
k+2 ,
(2.4.24)
where δ = δ(λ∞) and f(λ∞), g(λ∞) are as defined in (2.4.15) and (2.4.16). Since
λ∞ ∈ (1/2, 1/γ] and f(λ∞) < ǫ, it follows from (2.4.17) that g(λ∞) < ǫ, and so
| det(yk,yk+1,x)|∞ = o(1).
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Since the determinant is an integer, we conclude that it is zero, and therefore the
points yk,yk+1 and x are linearly dependent. Hence (2.4.23) holds.
Proposition 2.4.5 Take ǫ ∈ (0, 1/γ3).
(i) Suppose that ψ(λ∞) > ǫ. Then for k ≫ 1, we have
Y 1+ǫk < Y
1−ǫ
k+1 . (2.4.25)
(ii) Furthermore, suppose that f(λ∞) < ǫ. Then for each k ≫ 1 and each real number
X ≥ 1 with
X ∈ [Y 1+ǫk , Y 1−ǫk+1 ], (2.4.26)
any non-zero integer point x ∈ Z3 with
‖x‖∞ ≤ X,
L∞(x) ≤ cX−λ∞ ,
(2.4.27)
is a rational multiple of yk.
Proof: For the proof of (i) we write the condition ψ(λ∞) > ǫ in the form
1 + ǫ < (1− ǫ)θ(λ∞).
Also, by the estimates (2.4.1), we have
Y
θ(λ∞)
k ≪ Yk+1,
for each k ≥ 1. Combining these relations, we find that (2.4.25) holds for k ≫ 1. For
the proof of (ii) we use part (i) and Proposition 2.4.4. By part (i), we have that
[Y 1+ǫk−1 , Y
1−ǫ
k+1 ] ∩ [Y 1+ǫk , Y 1−ǫk+2 ] = [Y 1+ǫk , Y 1−ǫk+1 ] 6= ∅,
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for each k ≫ 1. Also, by (2.4.17), we have φ(λ∞) > ψ(λ∞) > ǫ. Hence, by Proposition
2.4.4, for each k ≫ 1 and each real number X ∈ [Y 1+ǫk , Y 1−ǫk+1 ], any non-zero integer
solution x of (2.4.27) satisfies
x ∈ 〈yk−1,yk〉Q ∩ 〈yk,yk+1〉Q = 〈yk〉Q.
Corollary 2.4.6 Let λ¯ = (λ∞, (λp)p∈S) ∈ R|S|+1>0 be an exponent of approximation in
degree 2 to ξ¯ = (ξ∞, (ξp)p∈S) ∈ R \ Q ×
∏
p∈S(Qp \ Q), with [Q(ξ∞) : Q] > 2 and
λ∞ ∈ (1/2, 1/γ]. Suppose that f(λ∞) < ψ(λ∞). Then, we have∑
p∈S
λp ≤ 1− δ(λ∞)
1 + f(λ∞)
.
Proof: Choose ǫ ∈ R such that f(λ∞) < ǫ < ψ(λ∞). Since λ∞ ∈ (1/2, 1/γ],
we have f(λ∞) ≥ 0 and ψ(λ∞) ≤ 1/γ3, so that ǫ ∈ (0, 1/γ3) and we can apply
Proposition 2.4.5. To do this, we note that for each X ≥ 1 a solution of (2.1.3) is
also a solution of (2.1.17). Hence, by Proposition 2.4.5, for each k ≫ 1 and each
real number X ≥ 1 with X ∈ [Y 1+ǫk , Y 1−ǫk+1 ], any non-zero integer solution x of (2.1.3)
is of the form myk, for some non-zero integer m, where (yk)k≥1 and (Yk)k≥1 are the
sequences corresponding to ξ∞, as in Proposition 2.4.1.
Choosing X = Y 1+ǫk , we obtain
|m|∞Yk = |m|∞‖yk‖∞ ≤ X = Y 1+ǫk ,
|m|∞L∞(yk)≪ X−λ∞ = Y −λ∞(1+ǫ)k ,
|m|pLp(yk)≪ X−λp = Y −λp(1+ǫ)k ∀p ∈ S.
By the third relation in (2.4.1) the determinant det(yk) is a non-zero integer for each
k ≥ 1. So, we find that
1 ≤ | det(yk)|∞
∏
p∈S
| det(yk)|p
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≪ YkL∞(yk)
∏
p∈S
Lp(yk)
≤ |m|∞YkL∞(yk)
∏
p∈S
|m|pLp(yk)
≪ Y 1+ǫk L∞(yk)
∏
p∈S
Y
−λp(1+ǫ)
k .
By the second relation in (2.4.1), we have L∞(yk)≪ Y −δk , and hence
1≪ Y 1+ǫk Y −δk Y
−(1+ǫ)
P
p∈S λp
k = Y
1+ǫ−δ−(1+ǫ)
P
p∈S λp
k .
It follows that
1 + ǫ− δ − (1 + ǫ)
∑
p∈S
λp ≥ 0,
whence we get ∑
p∈S
λp ≤ 1− δ(λ∞)
1 + ǫ
.
The conclusion follows by letting ǫ→ f(λ∞).
Corollary 2.4.7 There exists a number λ∞,2 = 0.61455261 . . ., such that if λ∞ ∈
(λ∞,2, 1/γ], then for each sufficiently large k ≥ 3, the point yk+1 is a non-zero rational
multiple of [yk,yk,yk−2].
Moreover, there exists a non-symmetric matrix M , such that for each sufficiently
large k ≥ 3, the point yk+1 is a non-zero rational multiple of ykMkyk−1, where
Mk =

M if k is even,tM if k is odd.
Proof: Here we follow the proof of Corollary 5.2 on p. 50 of [9]. Let k ≥ 0 be an
integer and put w := [yk,yk,yk+1]. By Lemma 2.1(i) of [9], we have
det(w) = det(yk)
2 det(yk+1).
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By the third relation in (2.4.1), we have det(w) 6= 0 and then 0 6= w ∈ Z3. We claim
that w is a rational multiple of yk−2. If we take this claim for granted and use the
identity
[yk,yk,w] = det(yk)
2yk+1
given by Lemma 2.1(ii) of [9], we deduce that yk+1 is a non-zero rational multiple of
[yk,yk,yk−2].
Fix any λ∞ ∈ (λ∞,2, 1/γ]. Using the first estimate in Lemma 3.1(iii) of [9], we
find that
‖w‖∞ ≪ Y 2k L∞(yk+1) + Yk+1L∞(yk)2
L∞(w)≪
(
YkL∞(yk+1) + Yk+1L∞(yk)
)
L∞(yk).
(2.4.28)
Using the estimates (2.4.1), we also obtain
Y 2k L∞(yk+1)≪ Y a(λ∞)k ,
Yk+1L∞(yk)
2 ≪ Y b(λ∞)k ,
YkL∞(yk+1)L∞(yk)≪ Y c(λ∞)k ,
where
a(λ∞) = 2− θ
3
θ + 1
, b(λ∞) =
1
θ − 1 −
2θ2
θ + 1
, c(λ∞) = 1− θ
2
θ + 1
− θ
3
θ + 1
.
Note that since λ∞ ∈ (λ∞,2, 1/γ], we have
c(λ∞) < b(λ∞) < 0 < a(λ∞).
So, from (2.4.28) it follows that
‖w‖∞ ≪ Y a(λ∞)k ≪ Y a(λ∞)/(θ−1)k−1 ,
L∞(w)≪ Y b(λ∞)k ≪ Y θ
2b(λ∞)
k−2 .
(2.4.29)
Since λ∞,2 ≥ λ∞,1 = 0.61263521 . . ., then by (2.4.19), we have f(λ∞) < ψ(λ∞) ≤
1/γ3. So, by Proposition 2.4.5, applied with the index k replaced by k− 2, it suffices
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to show that w satisfies the inequalities
‖w‖∞ ≤ X,
L∞(w) ≤ cX−λ∞ ,
(2.4.30)
for some X ∈ [Y 1+ǫk−2 , Y 1−ǫk−1 ], and some ǫ ∈
(
f(λ∞), ψ(λ∞)
)
. Since the conditions
(2.4.30) are equivalent to
X ∈ [‖w‖∞, c1/λ∞L∞(w)−1/λ∞],
then for such X to exist it suffices that
[Y 1+ǫk−2 , Y
1−ǫ
k−1 ] ∩
[‖w‖∞, c1/λ∞L∞(w)−1/λ∞] 6= ∅.
This is possible if the inequalities
‖w‖∞ ≤ Y 1−ǫk−1 ,
L∞(w) ≤ cY −(1+ǫ)λ∞k−2
hold and, by (2.4.29), this is the case if
a(λ∞)
θ − 1 < 1− ǫ and θ
2b(λ∞) < −(1 + ǫ)λ∞.
So, the constraints on ǫ become simply
f(λ∞) < ǫ < min{ψ(λ∞), 1− a(λ∞)
θ − 1 ,−1−
θ2b(λ∞)
λ∞
}
and this interval is not empty for each λ∞ ∈ (λ∞,2, 1/γ]. So, by Proposition 2.4.5, we
conclude that w is proportional to yk−2 for each λ∞ ∈ (λ∞,2, 1/γ].
From now on, we use the notation a ∝ b to express that a is a rational multiple
of b. To show the last part of the corollary, we first choose k0 to be the smallest even
index such that yk+1 ∝ [yk,yk,yk−2] holds for each k ≥ k0. Recall that
[yk,yk,yk−2] = −ykJyk−2Jyk, where J =

 0 1
−1 0

 (2.4.31)
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and that
wJwJ = JwJw = − det(w)I, where I =

1 0
0 1

 , (2.4.32)
for any 2× 2 symmetric matrix w (see pp.45,46 of [9]). Put
M = Jyk0−2Jyk0y
−1
k0−1
.
We define
Mk =

M if k is even,tM if k is odd,
and show by induction that yk+1 ∝ ykMkyk−1 for each k ≥ k0. Clearly this holds for
k = k0. Assume that yk+1 ∝ ykMkyk−1 holds for each index k with k0 ≤ k < m. We
need to show that this holds for k = m. Since ym is a symmetric matrix and that
Mm =
tMm−1, the induction hypothesis gives ym ∝ ym−2Mmym−1. By the first part
of the corollary, together with the identities (2.4.31) and (2.4.32), we deduce that
that
ym+1 ∝ ymJym−2Jym ∝ ymJym−2Jym−2Mmym−1
= −ym det(ym−2)Mmym−1 ∝ ymMmym−1.
It remains only to show that the matrixM is non-symmetric. Suppose on the contrary
that M is symmetric. Then Mk is symmetric for each k ≥ k0. It is shown in [9] that
for any 2× 2 symmetric matrices x,y, z, we have
Tr(JxJyJz) = det(x,y, z),
For each k ≥ k0, we have yk+1 ∝ ykMkyk−1 and JykJyk = − det(yk)I, thus
Jyk−1JykJyk+1 ∝ Jyk−1JykJykMkyk−1 ∝ Jyk−1Mkyk−1.
SinceMk is symmetric, then yk−1Mkyk−1 is also symmetric, and so Tr(Jyk−1Mkyk−1) =
0. Hence, we have det(yk−1,yk,yk+1) = 0 for each k ≥ k0, which contradicts the last
relation in (2.4.1) of Proposition 2.4.1.
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2.4.4 Growth conditions for an aproximation sequence (p-
adic case)
We now turn to a p-adic analog of the study done in §2.4.1.
Proposition 2.4.8 Let p be a prime number and let ξp ∈ Qp be with [Q(ξp) : Q] > 2.
Let λp ∈ R>0 be an exponent of approximation to ξp in degree 2. Assume that 3/2 <
λp ≤ γ and define
θ = (λp − 1)/(2− λp).
Then there exists a sequence (yk)k≥1 of primitive points in Z
3 such that upon putting
Yk = ‖yk‖∞ for each k ≥ 1, we have
Y θk ≪ Yk+1 ≪ Y 1/(θ−1)k ,
Y −2k ≪ Lp(yk)≪ Y −(1+θ
2/(θ+1))
k ,
1 ≤ | det(yk)|∞| det(yk)|p ≪ Y 1−θ
2/(θ+1)
k ,
1 ≤ | det(yk,yk+1,yk+2)|∞| det(yk,yk+1,yk+2)|p ≪ Y 1/(θ−1)
2−θ2
k .
(2.4.33)
Proof: We consider the sequence (vi)i≥0 of primitive points of Z
3 constructed
in Lemma 2.1.15 and put Xi = ‖vi‖∞ for each i ≥ 0. By Proposition 2.3.4 (with
S = {p} and λ∞ = −1), there exists an index i0 ≥ 2 such that det(vi) 6= 0 for each
i ≥ i0. Define I to be the set of indexes i ≥ i0 for which vi−1,vi,vi+1 are linearly
independent over Q. According to Remark 2.3.2, the set I is infinite since λp > 3/2.
Using (2.1.21) and the estimates of of Lemma 2.2.1(i), we find that, for each i ∈ I,
1 ≤ | det(vi)|∞| det(vi)|p ≪ ‖vi‖2∞Lp(vi)≪ XiX1−λpi+1 .
From this, we get
Xi+1 ≪ X1/(λp−1)i and X−2i ≪ Lp(vi). (2.4.34)
Note that, by (2.1.21), we have
Lp(vi+1) <
‖vi‖∞
‖vi+1‖∞Lp(vi) < Lp(vi),
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for each i ≥ 0. So, applying Lemma 2.2.1(i) to the non-zero integer det(vi−1,vi,vi+1)
and using (2.1.21), we find, for each i ∈ I,
1 ≤| det(vi−1,vi,vi+1)|∞| det(vi−1,vi,vi+1)|p
≪ ‖vi−1‖∞‖vi‖∞‖vi+1‖∞Lp(vi−1)Lp(vi)
≪ X1−λpi X2−λpi+1 .
From this, we get
X
(λp−1)/(2−λp)
i ≪ Xi+1. (2.4.35)
Combining (2.4.34), (2.4.35) and (2.1.21) upon noting that 3/2 < λp ≤ γ, we have,
for each i ∈ I,
X
(λp−1)/(2−λp)
i ≪ Xi+1 ≪ X1/(λp−1)i ,
X−2i ≪ Lp(vi)≪ X−1i X1−λpi+1 ≪ X−1i X−(λp−1)
2/(2−λp)
i
= X
−1−(λp−1)2/(2−λp)
i .
(2.4.36)
Now, fix i ∈ I and let j be the largest integer such that vi, vi+1, . . . , vj ∈ 〈vi,vi+1〉Q.
Since any two consecutive points of the sequence (vi)i≥1 are linearly independent
over Q, we have 〈vi,vi+1〉Q = 〈vj−1,vj〉Q. Since vj+1 /∈ 〈vi,vi+1〉Q, the points
vj−1,vj,vj+1 are linearly independent over Q, and we deduce that j ∈ I. Since
vi, vi+1, . . . , vj ∈ 〈vi,vi+1〉Q, then any three of these points are linearly dependent,
and therefore j is the smallest element of I with j ≥ i+ 1. Put
Vi := 〈vi,vi+1〉Q and Vj := 〈vj,vj+1〉Q.
To proceed further, we need estimates for the heights of the subspaces Vi, Vj, Vi ∩ Vj
and Vi + Vj. Since Vi ∩ Vj = 〈vj〉Q and Vi + Vj = Q3, we have (see [7], p. 10)
H(Vi ∩ Vj) = H(〈vj〉Q) ∼ Xj ,
H(Vi + Vj) = H(Q
3) = 1.
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By Lemma 2.2.1(iii), the estimates (2.1.21) and (2.4.36), we have
H(Vi)≪ ‖vi‖∞‖vi+1‖∞max{Lp(vi), Lp(vi+1)}
≪ ‖vi‖∞‖vi+1‖∞Lp(vi)≪ X2−λpi+1 ≪ X(2−λp)/(λp−1)i .
Similarly, we get
H(Vj)≪ X(2−λp)/(λp−1)j ,
Applying W.M. Schmidt’s inequality (see [7], Lemma 8A, p. 28)
H(Vi ∩ Vj)H(Vi + Vj)≪ H(Vi)H(Vj),
we conclude that
Xj ≪ X(2−λp)/(λp−1)i X(2−λp)/(λp−1)j ,
and hence, we have
Xj ≪ X(2−λp)/(2λp−3)i .
For the reverse estimate recall that i+ 1 ≤ j, and then
X
(λp−1)/(2−λp)
i ≪ Xi+1 ≤ Xj ≪ X(2−λp)/(2λp−3)i . (2.4.37)
Now, if we write all the elements of I in increasing order, we obtain a sequence
{i1, i2, . . . , ik, . . .}. Then ik = i for some index k ≥ 1, and by the minimality of j we
deduce that ik+1 = j. Let us denote yk := vik and Yk := Xik = ‖yk‖∞ for each k ≥ 1.
Then by (2.4.36) and (2.4.37), we have
Y θk ≪ Yk+1 ≪ Y 1/(θ−1)k ,
Y −2k ≪ Lp(yk)≪ Y −(1+θ
2/(θ+1))
k .
(2.4.38)
These are the first two estimates in (2.4.33). Furthermore, since any three of the points
vi, vi+1, . . . , vj are linearly dependent over Q, then vj−1 ∈ 〈vi,vj〉Q = 〈yk,yk+1〉Q.
Going one step further, we obtain the point yk+2 = vh for some h ≥ j + 1, such
that any three of the points vj, vj+1, . . . , vh are linearly dependent over Q, and
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therefore vj+1 ∈ 〈vj,vh〉Q = 〈yk+1,yk+2〉Q. It follows that 〈yk,yk+1,yk+2〉Q contains
the linearly independent points vj−1,vj,vj+1, and therefore yk,yk+1,yk+2 are also
linearly independent.
To prove the third estimate in (2.4.33), we use the fact that det(yk) is a non-zero
integer, for each k ≥ 1. So, using the second estimates in (2.4.33), for each k ≥ 1, we
find that
1 ≤ | det(yk)|∞| det(yk)|p ≪ Y 2k Lp(yk)≪ Y 1−θ
2/(θ+1)
k .
To prove the last estimate in (2.4.33), we use the fact that yk,yk+1,yk+2 are linearly
independent for each k ≥ 1. We also note that the sequence (Lp(yk))k≥0 is decreasing
since (Lp(vi))i≥0 is decreasing (as we observed above). So, using these facts, Lemma
2.2.1(i) and the first two estimates in (2.4.33), for each k ≥ 1, we find that
1 ≤ | det(yk,yk+1,yk+2)|∞| det(yk,yk+1,yk+2)|p
≤ ‖yk‖∞‖yk+1‖∞‖yk+2‖∞Lp(yk)Lp(yk+1)
≪ YkYk+1Yk+2Y −(1+θ
2/(θ+1))
k Y
−(1+θ2/(θ+1))
k+1
= Yk+2Y
−θ2/(θ+1)
k Y
−θ2/(θ+1)
k+1
≪ Y 1/(θ−1)2−θ2k .
2.4.5 Extremal p-adic numbers.
Here we introduce a notion of extremal p-adic numbers and present a criterion which
is a p-adic analog of Theorem 5.1 of [9].
Definition 2.4.9 A number ξp ∈ Qp is called extremal if it is not rational nor
quadratic irrational and if γ is an exponent of approximation to ξp in degree 2.
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Remark 2.4.10 By the Remark 2.1.14, we can say that ξp ∈ Qp is extremal if it is
not rational nor quadratic irrational and if there exists a constant c > 0 such that the
inequalities
‖x‖∞ ≤ X, ‖x‖∞Lp(x) ≤ cX−1/γ , (2.4.39)
have a non-zero solution x ∈ Z3 for any real number X ≥ 1.
Theorem 2.4.11 A number ξp ∈ Qp is extremal if and only if there exist an increas-
ing sequence of positive integers (Xk)k≥1 and a sequence of primitive points (xk)k≥1
in Z3 such that, for all k ≥ 1, we have
Xk+1 ∼ Xγk , ‖xk‖∞ ∼ Xk, Lp(xk) ∼ X−2k ∼ | det(xk)|p,
| det(xk)|∞| det(xk)|p ∼ 1,
| det(xk,xk+1,xk+2)|∞| det(xk,xk+1,xk+2)|p ∼ 1.
(2.4.40)
Proof: (⇐) Suppose that for a given number ξp ∈ Qp there exist sequences
(Xk)k≥1 and (xk)k≥1 satisfying (2.4.40). If ξp is rational or quadratic irrational, then
there exists r, t, s ∈ Z not all zero such that r+ tξp+ sξ2p = 0 and hence, for all k ≥ 1,
we have
|rxk,0 + txk,1 + sxk,2|∞|rxk,0 + txk,1 + sxk,2|p
≪ Xk|t(xk,1 − xk,0ξp) + s(xk,2 − xk,0ξ2p)|p
≪ XkLp(xk)≪ XkX−2k ≪ X−1k .
Since rxk,0 + txk,1 + sxk,2 is an integer, this implies that rxk,0 + txk,1 + sxk,2 = 0
for all k sufficiently large. So, for each k sufficiently large, the point xk belongs
to some fixed 2-dimensional subspace of Q3, but this contradicts the fact that the
determinant of three consecutive points is non-zero. Therefore ξp is not rational nor
quadratic irrational. Moreover, for any sufficiently large real number X there exists
an index k ≥ 1 such that ‖xk‖∞ ≤ X < ‖xk+1‖∞ and hence the point xk satisfies
‖xk‖∞ ≤ X, ‖xk‖∞Lp(xk)≪ X−1k ≪ X−1/γk+1 ≪ ‖xk+1‖−1/γ∞ ≤ X−1/γ .
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So, ξp is extremal.
(⇒) This follows from Proposition 2.4.8, with λp = γ.
2.4.6 Constraints on the exponents of approximation and a
recurrence relation among points of an approximation
sequence (p-adic case)
Let p be some prime number in S and let ξp ∈ Qp with [Q(ξp) : Q] > 2. Suppose
that λp ∈ (3/2, γ] is an exponent of approximation to ξp in degree 2 in the sense
of Definition 2.1.13. Let (yk)k≥1 and (Yk)k≥1 be the sequences corresponding to ξp,
constructed in Proposition 2.4.8. Define monotone increasing functions on the interval
(1, 2), by the following formulas
θ(λ) =
λ− 1
2− λ,
δ(λ) =
θ2
θ + 1
,
φ(λ) =
θ2 − 1
θ2 + 1
,
ψ(λ) =
θ − 1
θ + 1
= 2λ− 3,
(2.4.41)
and monotone decreasing functions on the interval (3/2, 2), by the formulas
f(λ) =
1
(θ − 1)(λ− 1) −
δ
λ− 1 − 1 =
1
(θ − 1)(λ− 1) − θ − 1,
g(λ) = 1− δθ(θ − 1).
(2.4.42)
We note that ψ(3/2) = φ(3/2) = 0 and g(γ) = f(γ) = 0, and that
0 < g(λ) < f(λ) ∀λ ∈ (3/2, γ),
0 < ψ(λ) < φ(λ) ∀λ ∈ (3/2, 2).
(2.4.43)
2.4. Special approximation sequences 67
Also, we note that functions f and φ map the interval
(
3/2, γ
)
respectively onto
the intervals (0,∞) and (0, γ/(2 + γ)). Since the function f − φ is continuous and
changes its sign on the interval
(
3/2, γ
)
, there exists a number λp,0 ∈ (3/2, γ), such
that φ(λp,0) = f(λp,0) and
0 < g(λ) ≤ f(λ) < φ(λ) ∀λ ∈ (λp,0, γ], (2.4.44)
and λp,0 ≈ 1.60842266 . . .. Furthermore, the function ψ maps the interval (3/2, γ)
onto the interval (0, 1/γ3). By the second relation in (2.4.43) and since the function
f−ψ is continuous and changes its sign on the interval (3/2, γ), there exists a number
λp,1 ∈ (λp,0, γ), such that ψ(λp,1) = f(λp,1) and
0 < g(λ) ≤ f(λ) < ψ(λ) < φ(λ) ∀λ ∈ (λp,1, γ], (2.4.45)
and λp,1 ≈ 1.61263521 . . ..
Proposition 2.4.12 Take ǫ ∈ (0, γ/(2 + γ)).
(i) Suppose that φ(λp) > ǫ. Then for k ≫ 1, we have
Y 1+ǫk < Y
1−ǫ
k+2 . (2.4.46)
(ii) Furthermore, suppose that f(λp) < ǫ. Then for each k ≫ 1 and each real number
X ≥ 1 with
X ∈ [Y 1+ǫk , Y 1−ǫk+2 ], (2.4.47)
any non-zero integer solution x of (2.1.19) satisfies
x ∈ 〈yk,yk+1〉Q. (2.4.48)
Proof: For the proof of (i) we rewrite the condition φ(λp) > ǫ in the form
1 + ǫ < (1− ǫ)θ2,
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where θ = θ(λp) is defined in (2.4.42). Also, by the estimates Proposition 2.4.8, we
have
Y θ
2
k ≪ Yk+2,
for each k ≥ 1. Combining these inequalities, we find that (2.4.46) holds, for k ≫ 1.
For the proof of (ii) we use Part (i). Fix a real number X satisfying (2.4.47). Choose
a non-zero integer solution x of (2.1.19), corresponding to this X . In order to prove
(2.4.48), it suffices to show that the determinant det(yk,yk+1,x) is zero. Using Lemma
2.2.1(i) and the fact that Lp(yk+1) < Lp(yk) for each k ≥ 0, which follows from
Lemma 2.1.15, we have
| det(yk,yk+1,x)|∞ ≪ YkYk+1X,
| det(yk,yk+1,x)|p ≪ max{Lp(yk+1)Lp(x), Lp(yk)Lp(x), Lp(yk+1)Lp(yk)}
= max{Lp(yk)Lp(x), Lp(yk+1)Lp(yk)}.
By Proposition 2.4.8, we find that
| det(yk,yk+1,x)|p ≪ max{Y −1−δk X−λp, Y −1−δk+1 Y −1−δk }
≪ Y −1−δk max{X−λp, Y −1−δk+1 },
where δ = δ(λp) is as defined in (2.4.41). To find an upper bound for the product of
these two norms we use Proposition 2.4.8, the hypothesis (2.4.47) and the fact that
λp > 1. So, we have
| det(yk,yk+1,x)|∞| det(yk,yk+1,x)|p ≪ Yk+1XY −δk max{X−λp, Y −1−δk+1 }
≪ max{Yk+1Y −δk X−(λp−1), XY −δk+1Y −δk }
≪ max{Y 1/(θ−1)−δ−(λp−1)(1+ǫ)k , Y 1−ǫ−δ(θ−1)−δ(θ−1)
2
k+2 }
= max{Y (λp−1)(f(λp)−ǫ)k , Y g(λp)−ǫk+2 },
where θ = θ(λp) and f(λp), g(λp) are defined in (2.4.42). Since λp ∈ (3/2, γ] and
f(λp) < ǫ, by (2.4.43), we also get g(λp) < ǫ, and so
| det(yk,yk+1,x)|∞| det(yk,yk+1,x)|p = o(1).
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Since the determinant is an integer, we conclude that it is zero, and therefore the
points yk,yk+1 and x are linearly dependent. Hence, (2.4.48) holds.
Proposition 2.4.13 Take ǫ ∈ (0, 1/γ3).
(i) Suppose that ψ(λp) > ǫ. Then for k ≫ 1, we have
Y 1+ǫk < Y
1−ǫ
k+1 . (2.4.49)
(ii) Furthermore, suppose that f(λp) < ǫ. Then for each k ≫ 1 and each real number
X ≥ 1 with
X ∈ [Y 1+ǫk , Y 1−ǫk+1 ], (2.4.50)
any non-zero integer solution x of (2.1.19) is a rational multiple of yk.
Proof: For the proof of (i) we write the condition ψ(λp) > ǫ in the form
1 + ǫ < (1− ǫ)θ(λp).
Also, by Proposition 2.4.8, we have
Y
θ(λp)
k ≪ Yk+1,
for each k ≥ 1. Combining these relations, we find that (2.4.49) holds for each k ≫ 1.
For the proof of (ii) we use Part (i) and Proposition 2.4.12. By Part (i), we have that
[Y 1+ǫk−1 , Y
1−ǫ
k+1 ] ∩ [Y 1+ǫk , Y 1−ǫk+2 ] = [Y 1+ǫk , Y 1−ǫk+1 ] 6= ∅,
for each k ≫ 1. Also, by (2.4.43), we have φ(λp) > ψ(λp) > ǫ. Hence, by Proposition
2.4.12, for each k ≫ 1 and each real number X ∈ [Y 1+ǫk , Y 1−ǫk+1 ], any non-zero integer
solution x of (2.1.19) satisfies
x ∈ 〈yk−1,yk〉Q ∩ 〈yk,yk+1〉Q = 〈yk〉Q.
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Let p ∈ S and let λ¯ = (λ∞, λp, (λν)ν∈S\{p}) ∈ R|S|+1>0 be an exponent of approximation
to ξ¯ = (ξ∞, ξp, (ξν)ν∈S\{p}) ∈ R× Qp ×
∏
ν∈S\{p}Qν in degree 2, with [Q(ξp) : Q] > 2
and λp ∈ (3/2, γ]. Let (yk)k≥1 and (Yk)k≥1 be the sequences corresponding to ξp, as
in Proposition 2.4.8.
Corollary 2.4.14 Suppose that f(λp) < ψ(λp). Then, we have
λ∞ +
∑
ν∈S\{p}
λν ≤ −δ(λp)
1 + f(λp)
.
Proof: Similarly as in the proof of Corollary 2.4.6, we choose ǫ ∈ R such that
f(λp) < ǫ < ψ(λp). Since λp ∈ (3/2, γ], we have f(λp) ≥ 0 and ψ(λp) ≤ 1/γ3,
so that ǫ ∈ (0, 1/γ3) and we can apply Proposition 2.4.13. We note that for each
X ≥ 1 a solution of (2.1.3) is a solution of (2.1.19). Hence, by Proposition 2.4.13,
for each k ≫ 1 and each real number X ≥ 1 with X ∈ [Y 1+ǫk , Y 1−ǫk+1 ], any non-zero
integer solution x of (2.1.3) is of the form myk, for some non-zero integer m. Putting
X = Y 1+ǫk , we have
|m|∞Yk = |m|∞‖yk‖∞ ≤ X = Y 1+ǫk ,
|m|pLp(yk)≪ X−λp = Y −λp(1+ǫ)k ,
|m|∞L∞(yk)≪ X−λ∞ = Y −λ∞(1+ǫ)k ,
|m|νLν(yk)≪ X−λν = Y −λν(1+ǫ)k ∀ν ∈ S \ {p}.
By the third relation in (2.4.33), we have that the determinant det(yk) is non-zero,
for each k ≥ 1. So, we find that
1 ≤ | det(yk)|∞| det(yk)|p
∏
ν∈S\{p}
| det(yk)|ν
≪ Yk|m|∞L∞(yk)Lp(yk)
∏
ν∈S\{p}
|m|νLν(yk)
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≪ Y 1−
(
λ∞+
P
ν∈S\{p} λν
)
(1+ǫ)
k Lp(yk),
for each k ≫ 1. By Proposition 2.4.8, for each k ≥ 1, we have Lp(yk) ≪ Y −1−δ(λp)k ,
and then the relation
1≪ Y 1−
(
λ∞+
P
ν∈S\{p} λν
)
(1+ǫ)
k Y
−1−δ(λp)
k
= Y
−(1+ǫ)
(
λ∞+
P
ν∈S\{p} λν
)
−δ(λp)
k ,
holds for each k ≫ 1. So, it follows that
(1 + ǫ)
(
λ∞ +
∑
ν∈S\{p}
λν
)
+ δ(λp) ≤ 0,
whence we get
λ∞ +
∑
ν∈S\{p}
λν ≤ −δ(λp)
1 + ǫ
.
Finally, the conclusion follows by letting ǫ→ f(λp).
Proposition 2.4.15 Let p be a prime number and let ξp ∈ Qp be with [Q(ξp) : Q] > 2.
Let λp ∈ R>0 be an exponent of approximation to ξp in degree 2. Let (yk)k≥1 and
(Yk)k≥1 be as in the statement of Proposition 2.4.8. There exists a number λp,0 ≈
1.615358873 . . ., such that if λp ∈ (λp,0, γ], then for each k ≥ 3 sufficiently large, the
point yk+1 is a non-zero rational multiple of [yk,yk,yk−2].
Moreover, there exists a non-symmetric matrix M , such that for each sufficiently
large k ≥ 3, the point yk+1 is a non-zero rational multiple of ykMkyk−1, where
Mk =

M if k is even,tM if k is odd.
Proof: For the proof we follow the arguments of [9] (see proof of Corollary 5.1,
p. 50), using estimates with the p-adic norm. Let k ≥ 4 be an integer and put
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w := [yk,yk,yk+1]. By Lemma 2.1(i) of [9], we have
det(w) = det(yk)
2 det(yk+1).
Since det(yk) 6= 0 for each k ≫ 1, then det(w) 6= 0 and so w 6= 0. By Lemma 2.2.1(ii)
and Lemma 2.1.15, we get
‖w‖∞ ≪ Y 2k Yk+1,
‖w‖p ≪ max{Lp(yk)2, Lp(yk+1)},
Lp(w)≪ Lp(yk)max{Lp(yk), Lp(yk+1)}.
Using these estimates, Lemma 2.2.1(i) and Proposition 2.4.8, we find that
| det(w,yk−3,yk−2)|∞ ≪ ‖w‖∞‖yk−3‖∞‖yk−2‖∞
≪ Y 2k Yk+1Yk−3Yk−2
≪ Y 2+1/(θ−1)+1/θ2+1/θ3k ,
| det(w,yk−3,yk−2)|p ≪ max{‖w‖pLp(yk−3)Lp(yk−2), Lp(w)Lp(yk−2), Lp(w)Lp(yk−3)}
≪ Lp(yk−3)max{‖w‖pLp(yk−2), Lp(w)}
≪ Lp(yk−3)max{Lp(yk)2Lp(yk−2), Lp(yk+1)Lp(yk−2),
Lp(yk)
2, Lp(yk)Lp(yk+1)}
≪ Lp(yk−3)max{Lp(yk)2, Lp(yk+1)Lp(yk−2)}.
Since 3/2 < λp ≤ γ, we have 1 < θ ≤ γ. So, θ + (θ − 1)2 ≤ 2 and we find that
| det(w,yk−3,yk−2)|p ≪ Y −(1+θ
2/(θ+1))
k−3 max{Y −2(1+θ
2/(θ+1))
k , Y
−θ(1+θ2/(θ+1))
k Y
−(1+θ2/(θ+1))
k−2 }
≪ Y −(θ−1)3(1+θ2/(θ+1))k max{Y −2k , Y −θ−(θ−1)
2
k }(1+θ
2/(θ+1)).
≪ Y −(θ+(θ−1)2+(θ−1)3)(1+θ2/(θ+1))k .
Combining these estimates, we get
| det(w,yk−3,yk−2)|∞| det(w,yk−3,yk−2)|p ≪ Y f(θ)k , (2.4.51)
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where
f(θ) = 2 + (θ − 1)−1 + θ−2 + θ−3 − (θ + (θ − 1)2 + (θ − 1)3)(1 + θ2/(θ + 1)).
Similarly, we find that
| det(w,yk−2,yk−1)|∞ ≪ ‖w‖∞‖yk−2‖∞‖yk−1‖∞
≪ Y 2k Yk+1Yk−2Yk−1
≪ Y 2+1/(θ−1)+1/θ+1/θ2k ,
| det(w,yk−2,yk−1)|p ≪ max{‖w‖pLp(yk−2)Lp(yk−1), Lp(w)Lp(yk−1), Lp(w)Lp(yk−2)}
≪ Lp(yk−2)max{‖w‖pLp(yk−1), Lp(w)}
≪ Lp(yk−2)max{Lp(yk)2Lp(yk−1), Lp(yk+1)Lp(yk−1),
Lp(yk)
2, Lp(yk)Lp(yk+1)}
≪ Lp(yk−2)max{Lp(yk)2, Lp(yk+1)Lp(yk−1)
≪
(
Y −1k−2max{Y −2k , Y −1k+1Y −1k−1}
)(1+θ2/(θ+1))
≪
(
Y
−(θ−1)2
k max{Y −2k , Y −2θ+1k }
)(1+θ2/(θ+1))
.
Since λp ∈ [8/5, γ], then θ(λp) ∈ [3/2, γ] and so, −2θ + 1 ≤ −2. So, we have
| det(w,yk−2,yk−1)|p ≪ Y −(2+(θ−1)
2)(1+θ2/(θ+1))
k .
Combning these estimates, we get
| det(w,yk−2,yk−1)|∞| det(w,yk−2,yk−1)|p ≪ Y g(θ)k , (2.4.52)
where
g(θ) = 2 + (θ − 1)−1 + θ−1 + θ−2 − (2 + (θ − 1)2)(1 + θ2(θ + 1)−1).
Using MAPLE we find that λp,0 ≈ 1.615358873 . . . is the smallest number from the
interval [8/5, γ], with the property that g(θ(λ)) < 0 and f(θ(λ)) < 0 for each λ ∈
(λp,0, γ]. Since λp ∈ (λp,0, γ], it follows that
| det(w,yk−3,yk−2)|∞| det(w,yk−3,yk−2)|p = o(1),
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| det(w,yk−2,yk−1)|∞| det(w,yk−2,yk−1)|p = o(1).
Since det(w,yk−3,yk−2) and det(w,yk−2,yk−1) are integers, then by the above es-
timates, they are zero for each k sufficiently large. Since three consecutive points
yk−3,yk−2,yk−1 are linearly independent over Q, this implies that w is a rational
multiple of yk−2. By Lemma 2.1 (iii) of [9], we have
[yk,yk,w] = det(yk)
2yk+1,
and deduce that yk+1 is a non-zero rational multiple of [yk,yk,yk−2].
The proof of the second part of the corollary repeats exactly the proof of the
second part of Corollary 2.4.7.
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2.5 Examples
First we recall some notations introduced in [13]. Put M = Mat2×2(Z) ∩GL2(C). A
sequence (wi)i≥0 in M is a Fibonacci sequence if wi+2 = wi+1wi for each i ≥ 0. We
call a Fibonacci sequence (wi)i≥0 in M admissible if there exists a matrix N ∈ M
such that the sequence (yi)i≥0, given by yi = wiNi, where
Ni =


N if i is even,
tN if i is odd,
consists of symmetric matrices. This new sequence satisfies the following recurrence
relation
yi = wiNi = wi−1Ni−1N
−1
i−1wi−2Ni−2 = yi−1N
−1
i−1yi−2.
Let S be a finite set of prime numbers. Define MQ to be the set of all prime numbers
of Q together with the infinite prime ∞.
2.5.1 Simultaneous case.
In this paragraph we will show that for any λ¯ ∈ R|S|+1>0 , with the sum of its components
< 1
γ
, there exists a point ξ¯ ∈ R×∏p∈S Qp such that λ¯ is an exponent of approximation
to ξ¯ in degree 2 and [Q(ξ∞) : Q] > 2. First, we prove several auxiliary results.
Lemma 2.5.1 Let (wi)i≥0 be an unbounded admissible Fibonacci sequence inM and
let (yi)i≥0 be a corresponding sequence of symmetric matrices. Then for any ν ∈MQ,
we have
| det(wi+1)|ν ∼ | det(wi)|γν ,
‖yi‖ν ∼ ‖wi‖ν , | det(yi)|ν ∼ | det(wi)|ν ,
(2.5.1)
Proof: Since det(wi+1) = det(wi) det(wi−1) for each i ≥ 1, Lemma 5.2 of [13]
provides the required estimates for the determinants. All other relations follow from
the relation yi = wiNi, since Ni is N or
tN .
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For any ν ∈ MQ and any u ∈ Q3ν , we denote by [u] the point of P2(Qν) having u
as a set of homogeneous coordinates. For any pair of non-zero points u,v ∈ Q3ν , we
define the projective distance in P2(Qν), between the corresponding points [u] and
[v] of P2(Qν), by
distν([u], [v]) = distν(u,v) =
‖u ∧ v‖ν
‖u‖ν‖v‖ν .
The next lemma shows that distp is a metric on P
2(Qp) for each prime number p.
Lemma 2.5.2 Let p be a prime number and let u,v,w ∈ Q3p. We have
‖〈u,w〉v− 〈u,v〉w‖p ≤ ‖u‖p‖v ∧w‖p, (2.5.2)
‖v‖p‖u ∧w‖p ≤ max{‖w‖p‖u ∧ v‖p, ‖u‖p‖v ∧w‖p}. (2.5.3)
Moreover, if u,v,w are non-zero then
distp([u], [w]) ≤ max{distp([u], [v]), distp([v], [w])}. (2.5.4)
Proof: Upon writing v = (v0, v1, v2), w = (w0, w1, w2), we find that for i = 0, 1, 2,
‖viw− wiv‖p ≤ ‖v ∧w‖p, (2.5.5)
and so
|〈u,w〉vi − 〈u,v〉wi|p = |〈u, viw− wiv〉|p ≤ ‖u‖p‖v ∧w‖p,
which implies (2.5.2). Combining (2.5.5) with the identity
vi(u ∧w) = wi(u ∧ v) + u ∧ (viw − wiv),
we also get
|vi|p‖u ∧w‖p ≤ max{|wi|p‖u ∧ v‖p, ‖u‖p‖v ∧w‖p}
for i = 0, 1, 2, and this gives (2.5.3). Dividing both sides of (2.5.3) by ‖u‖p‖v‖p‖w‖p,
we obtain (2.5.4).
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The next proposition extends the result obtained by D. Roy in [13] to the p-adic
case. Here we use the fact that P2(Qν) is complete with respect to distν for each
ν ∈MQ.
Proposition 2.5.3 Let ν ∈ MQ, let (wi)i≥0 be an unbounded admissible Fibonacci
sequence in M such that
‖wi+1‖ν ∼ ‖wi‖γν , (2.5.6)
let (yi)i≥0 be a corresponding sequence of symmetric matrices viewed as points in Z
3
and let (δν,i)i≥1 be the sequence defined by
δν,i :=
| det(wi)|ν
‖wi‖ν . (2.5.7)
Assume that det(y0,y1,y2) 6= 0 and δν,i = o(‖wi‖ν). Then there exists a non-zero
point yν = (yν,0, yν,1, yν,2) ∈ Q3ν with det(yν) = 0 such that
‖yi ∧ yi+1‖ν ∼ δν,i‖wi+1‖ν ,
‖yi ∧ yν‖ν ∼ δν,i,
|〈yi ∧ yi+1,yν〉|ν ∼ δν,i+2.
(2.5.8)
Proof: The proof in the case ν =∞ is given in [13]. Assume that ν ∈MQ \ {∞}.
We note that the identity
JwJ tw = − det(w)I (2.5.9)
holds for any matrix w ∈ Mat2×2(Qν). Using this, the recurrence relation yi+1 =
yiN
−1
i yi−1 and the fact that the matrix yi is symmetric, we get
JyiJyi+1 = JyiJyiN
−1
i yi−1 = − det(yi)N−1i yi−1. (2.5.10)
Since
yi ∧ yi+1 =
( ∣∣∣∣∣∣
yi,1 yi,2
yi+1,1 yi+1,2
∣∣∣∣∣∣ ,−
∣∣∣∣∣∣
yi,0 yi,2
yi+1,0 yi+1,2
∣∣∣∣∣∣ ,
∣∣∣∣∣∣
yi,0 yi,1
yi+1,0 yi+1,1
∣∣∣∣∣∣
)
,
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JyiJyi+1 =


yi,1yi+1,1 − yi,2yi+1,0
∣∣∣∣∣∣
yi,1 yi,2
yi+1,1 yi+1,2
∣∣∣∣∣∣
−
∣∣∣∣∣∣
yi,0 yi,1
yi+1,0 yi+1,1
∣∣∣∣∣∣ yi,1yi+1,1 − yi,0yi+1,2


,
and since ∣∣∣∣∣∣
yi,0 yi,2
yi+1,0 yi+1,2
∣∣∣∣∣∣ = (yi,1yi+1,1 − yi,2yi+1,0)− (yi,1yi+1,1 − yi,0yi+1,2),
is the difference of the elements of the diagonal of JyiJyi+1, we find that
‖yi ∧ yi+1‖ν ≤ ‖JyiJyi+1‖ν .
Combining this with (2.5.10), we obtain
‖yi ∧ yi+1‖ν ≤ | det(yi)|ν‖N−1i yi−1‖ν ∼ | det(yi)|ν‖yi−1‖ν .
By Lemma 2.5.1 and the hypothesis (2.5.6), we conclude that
‖yi ∧ yi+1‖ν ≪ | det(wi)|ν‖wi−1‖ν ∼ δν,i‖wi+1‖ν , (2.5.11)
and so
distν([yi], [yi+1]) =
‖yi ∧ yi+1‖ν
‖yi‖ν‖yi+1‖ν ≪
δν,i
‖wi‖ν .
By Lemma 2.5.1 and (2.5.6), we also note that δν,i+1 ∼ δγν,i. So, δν,i/‖wi‖ν is decreas-
ing for all i sufficiently large, and by Lemma 2.5.2, we deduce that, for any i and j
with 1≪ i < j, we have
distν([yi], [yj ]) ≤ max
k=0,...,j−i−1
{distν([yi+k], [yi+k+1])}
≪ max
k=0,...,j−i−1
δν,i+k
‖wi+k‖ν ≤
δν,i
‖wi‖ν ,
(2.5.12)
Therefore ([yi])i≥0 is a Cauchy sequence in P
2(Qν) and so it converges to a point [yν ]
for some non-zero yν ∈ Q3ν . By Lemma 2.5.1, we have
| det(yi)|ν
‖yi‖2ν
∼ δν,i‖wi‖ν .
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Since the left hand side of this inequality depends only on the class [yi] of yi in P
2(Qν)
and since δν,i = o(‖wi‖ν), we get by continuity that | det(yν)|ν/‖yν‖2ν = 0, and hence
det(yν) = 0. Moreover, by continuity, it follows from (2.5.12) that distν([yi], [yν ])≪
δν,i/‖wi‖ν , which implies that
‖yi ∧ yν‖ν ≪ δν,i. (2.5.13)
Combining (2.5.2), (2.5.11) and (2.5.13), we obtain
‖〈yi ∧ yi+1,yν〉yi+2 − 〈yi ∧ yi+1,yi+2〉yν‖ν ≤ ‖yi ∧ yi+1‖ν‖yi+2 ∧ yν‖ν
≪ δν,i‖wi+1‖νδν,i+2
∼ δν,i‖wi‖ν | det(wi+2)|ν.
Since 〈yi∧yi+1,yi+2〉 = det(yi,yi+1,yi+2), we find by Proposition 4.1(d) of [13], that
‖〈yi ∧ yi+1,yi+2〉yν‖ν = | det(y0,y1,y2)|ν| det(w2)|ν ‖yν‖ν | det(wi+2)|ν
∼ | det(wi+2)|ν .
(2.5.14)
Since δν,i = o(‖wi‖ν), the above two estimates imply that
‖〈yi ∧ yi+1,yν〉yi+2‖ν ∼ | det(wi+2)|ν
which leads to the last estimate in (2.5.8)
|〈yi ∧ yi+1,yν〉|ν ∼ | det(wi+2)|ν‖wi+2‖ν ∼ δν,i+2.
In turn, this implies
‖〈yi+1 ∧ yi+2,yν〉yi‖ν ∼ δν,i+3‖wi‖ν = | det(wi+2)|ν | det(wi+1)|ν‖wi‖ν‖wi+3‖ν
∼ δν,i+1‖wi+1‖ν | det(wi+2)|ν .
Since 〈yi+1 ∧ yi+2,yi〉 = det(yi,yi+1,yi+2) = 〈yi ∧ yi+1,yi+2〉, then the estimate
(2.5.14) can be rewritten in the form
‖〈yi+1 ∧ yi+2,yi〉yν‖ν ∼ | det(wi+2)|ν.
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Now, applying (2.5.2) and using the preceding two estimates, we find that
‖yi+1∧yi+2‖ν‖yi∧yν‖ν ≥ ‖〈yi+1∧yi+2,yν〉yi−〈yi+1∧yi+2,yi〉yν‖ν ≫ | det(wi+2)|ν .
This together with (2.5.11) and (2.5.13) implies that
| det(wi+2)|ν ≪ ‖yi+1 ∧ yi+2‖ν‖yi ∧ yν‖ν ≪ δν,i+1‖wi+1‖νδν,i ≪ | det(wi+2)|ν .
Thus, we have
‖yi+1 ∧ yi+2‖ν ∼ δν,i+1‖wi+1‖ν and ‖yi ∧ yν‖ν ∼ δν,i,
which prove the first two estimates in (2.5.8).
Proposition 2.5.4 Let (wi)i≥0 be an unbounded admissible Fibonacci sequence in
M satisfying (2.5.6), with a corresponding sequence of symmetric matrices (yi)i≥0
satisfying det(y0,y1,y2) 6= 0, and let S ′ be a finite subset of MQ. Suppose that, for
each ν ∈ S ′, the numbers δi,ν defined by (2.5.7) satisfy δν,i = o(‖wi‖ν) as i → ∞.
Suppose also that ∏
p∈S′\{∞}
δp,i =

 o(δ
−1
∞,i) if ∞ ∈ S ′,
o(‖wi‖−1∞ ) if ∞ /∈ S ′.
(2.5.15)
Finally, for each ν ∈ S ′, let yν be a non-zero point of Q3ν with det(yν) = 0 satisfying
(2.5.8), as given by Proposition 2.5.3. Then the points t′l = (yν,l)ν∈S′ ∈
∏
ν∈S′ Qν
(l = 0, 1, 2) are linearly independent over Q.
Proof: Suppose on the contrary that the points t′0, t
′
1, t
′
2 are linearly dependent
over Q. This means that there exists a non-zero point u ∈ Z3, such that 〈u,yν〉 = 0
for each ν ∈ S ′. So, by Lemma 2.5.2 in the case where ν 6= ∞ or by Lemma 2.2 of
[13] otherwise, we have for each ν ∈ S ′ and for each i ≥ 0,
|〈u,yi〉|ν‖yν‖ν = ‖〈u,yν〉yi − 〈u,yi〉yν‖ν ≪ ‖u‖ν‖yi ∧ yν‖ν . (2.5.16)
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Assume that 〈u,yi〉 6= 0 for some i ≥ 1. Since 〈u,yi〉 is an integer, then
|〈u,yi〉|∞
∏
p∈S′\{∞}
|〈u,yi〉|p ≥ 1.
Using the inequality (2.5.16) and the estimate |〈u,yi〉|∞ ≪ ‖yi‖∞ ∼ ‖wi‖∞, this
becomes
1≪
( ∏
p∈S′\{∞}
‖yi ∧ y∞‖p
)
‖yi ∧ y∞‖∞ if ∞ ∈ S
′,
‖yi‖∞ if ∞ /∈ S ′.
By the second relation in (2.5.8), it follows that
1≪
( ∏
p∈S′\{∞}
δp,i
)
 δ∞,i if ∞ ∈ S
′,
‖wi‖∞ if ∞ /∈ S ′,
which contradicts the hypothesis (2.5.15) if i is large. So, we conclude that 〈u,yi〉 = 0
for each i sufficiently large. By Proposition 4.1(d) of [13] and the assumption that
det(y0,y1,y2) 6= 0, we know that any three consecutive points of the sequence (yi)i≥0
are linearly independent over Q. This is a contradiction.
Remark 2.5.5 In particular, if S ′ = {ν} for some ν ∈ MQ, then all components
of the point yν are non-zero and after dividing yν by its first coordinate, we deduce
from the condition det(yν) = 0, that yν can be written in the form yν = (1, ξν , ξ
2
ν),
for some ξν ∈ Qν with [Q(ξν) : Q] > 2. So, in this case, we have Lν(x) ∼ ‖x ∧ yν‖ν.
Corollary 2.5.6 Let S be a finite set of prime numbers. Let (αp)p∈S be a sequence
of positive real numbers indexed by S and β be a real number such that
∑
p∈S
αp ≤ β < 2. (2.5.17)
Let (wi)i≥0 be an unbounded admissible Fibonacci sequence in M such that
‖wi+1‖∞ ∼ ‖wi‖γ∞, ‖wi‖p ∼ 1 (∀p ∈ S),
| det(wi)|∞ ≪ ‖wi‖β∞, | det(wi)|p ≪ ‖wi‖−αp∞ (∀p ∈ S).
(2.5.18)
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Let (yi)i≥0 be a corresponding sequence of symmetric matrices. Assume that det(y0,y1,y2) 6=
0 and define
µ =


(1− β)/γ if β < 1,
1− β if 1 ≤ β < 2.
There exist non-zero points y∞ = (y∞,0, y∞,1, y∞,2) ∈ R3 and yp = (yp,0, yp,1, yp,2) ∈
Q3p (p ∈ S), with det(y∞) = 0 and det(yp) = 0 (p ∈ S), such that the inequalities
‖x‖∞ ≤ X, ‖x ∧ y∞‖∞ ≪ X−µ, ‖x ∧ yp‖p ≪ X−αp/γ for p ∈ S, (2.5.19)
have a non-zero solution x in Z3, for every X ≫ 1.
Moreover,
(i) if β < 1, then the point y∞ can be written in the form y∞ = (1, ξ∞, ξ
2
∞), for some
ξ∞ ∈ R with [Q(ξ∞) : Q] > 2. So, in (2.5.19), we have L∞(x) ∼ ‖x ∧ y∞‖∞.
(ii) if
∑
p∈S αp > 1, then the points t
′
l = (yp,l)p∈S ∈
∏
p∈S Qp (l = 0, 1, 2) are lin-
early independent over Q.
(iii) if β < 1 +
∑
p∈S αp, then the points t
′
l =
(
y∞,l, (yν,l)p∈S
) ∈ R × ∏p∈S Qp
(l = 0, 1, 2) are linearly independent over Q.
Proof: For each i ≥ 0 we have det(wi) 6= 0 and so, by (2.5.18),
1 ≤
∏
ν∈{∞}∪S
| det(wi)|ν ≪ ‖wi‖β−
P
p∈S αp
∞ .
So, we necessarily have
∑
p∈S αp ≤ β.
To show the first statement of the corollary we apply Proposition 2.5.3. To this
end, we need only to check that δν,i = o(‖wi‖ν) for each ν ∈ {∞} ∪ S. By (2.5.18),
we find that
δ∞,i
‖wi‖∞ ∼
| det(wi)|∞
‖wi‖2∞
≪ ‖wi‖β−2∞ = o(1),
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δp,i
‖wi‖p ∼ | det(wi)|p ≪ ‖wi‖
−αp
∞ = o(1) for p ∈ S.
So, Proposition 2.5.3 provides non-zero points y∞ ∈ R3 and yp ∈ Q3p (p ∈ S) with
det(yν) = 0 for each ν ∈ S ∪ {∞}, satisfying the estimates (2.5.8).
Fix a real number X . If X is sufficiently large, there exists an index i ≥ 0 such
that
‖wi‖∞ ≤ X < ‖wi+1‖∞ ∼ ‖wi‖γ∞. (2.5.20)
By (2.5.8) and (2.5.18), we have
‖yi ∧ y∞‖∞ ∼ | det(wi)|∞‖wi‖∞ ≪ ‖wi‖
−1+β
∞ ,
‖yi ∧ yp‖p ∼ | det(wi)|p‖wi‖p ∼ | det(wi)|p ≪ ‖wi‖
−αp
∞ for p ∈ S.
Combining this with (2.5.20) we obtain
‖yi ∧ y∞‖∞ ≪ X−µ and ‖yi ∧ yp‖p ≪ X−αp/γ for p ∈ S.
Thus the point x = yi satisfies (2.5.19).
To prove Part (i) in the statement of the corollary, we apply Proposition 2.5.4
with S ′ = {∞}. Here we assume that β < 1 and we have only to check that the
condition (2.5.15) holds. Indeed, we find
δ∞,i =
| det(wi)|∞
‖wi‖∞ ≪ ‖wi‖
β−1
∞ = o(1).
Applying Remark 2.5.5 completes the proof of Part (i).
Similarly, to show Part (ii), we apply Proposition 2.5.4 with S ′ = S. Since∑
p∈S αp > 1, we find by (2.5.18) that
‖wi‖∞
∏
p∈S
δp,i ∼ ‖wi‖∞
∏
p∈S
| det(wi)|p ≪ ‖wi‖1−
P
p∈S αp
∞ = o(1),
which shows that the condition (2.5.15) holds.
2.5. Examples 84
Finally, to show Part (iii), we use Proposition 2.5.4 with S ′ = {∞} ∪ S. Again,
we need only to check that the condition (2.5.15) holds. Since β < 1 +
∑
p∈S αp, we
find by (2.5.18) that
∏
ν∈{∞}∪S
δν,i ∼
∏
ν∈{∞}∪S
| det(wi)|ν
‖wi‖ν ≪ ‖wi‖
β−1−
P
p∈S αp
∞
and thus (2.5.15) holds.
Theorem 2.5.7 Let S be a finite set of prime numbers. For any λ¯ = (λ∞, (λp)p∈S) ∈
R
|S|+1
>0 with ∑
ν∈S∪{∞}
λν <
1
γ
(2.5.21)
there exists a non-zero point ξ¯ =
(
ξ∞, (ξp)p∈S
) ∈ R×∏p∈S Qp with [Q(ξ∞) : Q] > 2,
such that λ¯ is an exponent of approximation in degree 2 to ξ¯.
Proof: For the proof we use the construction of Example 3.3 in [13]. Fix integers
a, b, c with a ≥ 2 and c > b ≥ 1. We consider the Fibonacci sequence (wi)i≥0 in M
with initial matrices w0, w1 given by
w0 =

1 b
a a(b+ 1)

 , w1 =

1 c
a a(c + 1)

 .
Put
N =

−1 + a(b+ 1)(c+ 1) −a(b + 1)
−a(c + 1) a

 .
Since the matrices
y0 = w0N =

−1 + a(c+ 1) −a
−a 0

 ,
y1 = w1
tN =

−1 + a(b+ 1) −a
−a 0

 ,
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y2 = w1w0N =

−1 + a −a
−a −a2


are symmetric, it follows from Proposition 3.1 of [13] that the Fibonacci sequence
(wi)i≥0 is admissible with det(y0,y1,y2) = a
4(c − b) and det(w0) = det(w1) =
− det(N) = a. By Lemma 5.1 of [13], we have
‖wi‖∞‖wi+1‖∞ < ‖wi+2‖∞ ≤ 2‖wi‖∞‖wi+1‖∞
for each i ≥ 0. By Lemma 5.2 of [13], this implies that the sequence (wi)i≥0 is
unbounded with
‖wi+1‖∞ ∼ ‖wi‖γ∞. (2.5.22)
Since
w0,w1 ≡

1 ∗
0 0

 mod a and N ≡

−1 0
0 0

 mod a,
we deduce that
wi ≡

1 ∗
0 0

 mod a and yi ≡

−1 0
0 0

 mod a for any i ≥ 0.
Using the hypothesis (2.5.21), we can choose numbers (λ′ν)ν∈S∪{∞}, such that
λ′ν > λν (ν ∈ {∞} ∪ S) and
∑
ν∈{∞}∪S
λ′ν =
1
γ
. (2.5.23)
Fix an arbitrarily large integer N > 0 and define integers a, b, c by
a =
∏
p∈S
p
[
γλ′pN/ log p
]
, b = exp
[
γλ′∞N
]
and c = b+ 1. (2.5.24)
This choice of a implies that, for each i ≥ 0, we have
‖wi‖p = ‖yi‖p = 1 for each p ∈ S. (2.5.25)
So, together with (2.5.22) this means that the first two conditions in (2.5.18) of
Corollary 2.5.6 are satisfied.
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Define
β =
log(a)
log(a(b+ 1))
and αp =
log(|a|−1p )
log(2a(c+ 1))
for each p ∈ S. (2.5.26)
We have that 0 < β < 1 and 0 < αp < 1 for each p ∈ S. So, the inequalities
| det(wi)|∞ ≤ ‖wi‖β∞ and | det(wi)|p ≤ (2‖wi‖∞)−αp (p ∈ S) (2.5.27)
hold for i = 0, 1. We claim that these inequalities (2.5.27) hold for any i ≥ 0. To prove
this we proceed by induction on i. Assuming that i ≥ 2 and that the inequalities
hold for i < 2, we get
| det(wi)|∞ = | det(wi−1)|∞| det(wi−2)|∞
≤ ‖wi−1‖β∞‖wi−2‖β∞ ≤ ‖wi‖β∞,
| det(wi)|p = | det(wi−1)|p| det(wi−2)|p
≤ (4‖wi−1‖∞‖wi−2‖∞)−αp ≤ (2‖wi‖∞)−αp (p ∈ S),
which completes the induction step. Together with (2.5.22), (2.5.25) and these esti-
mates, we have that conditions (2.5.18) of Corollary 2.5.6 are satisfied. We also note
that the numbers (αp)p∈S and β satisfy
∑
p∈S
αp =
log(
∏
p∈S |a|−1p )
log(2a(c+ 1))
=
log(a)
log(2a(c+ 1))
<
log(a)
log(a(b+ 1))
= β < 1.
So, by Corollary 2.5.6 and moreover, by its Part (i), there exist a non-zero point
ξ∞ ∈ R with [Q(ξ∞) : Q] > 2 and non-zero points yp ∈ Q3p with det(yp) = 0 for each
p ∈ S, such that inequalities
‖x‖∞ ≤ X, L∞(x)≪ X−(1−β)/γ , ‖x ∧ yp‖p ≪ X−αp/γ for each p ∈ S, (2.5.28)
have a non-zero solution x ∈ Z3, for each X ≥ 1. Moreover, since yk ≡ (−1, 0, 0)
mod a for each k ≥ 0, the first component of yp is non-zero for each p ∈ S. So, for
each p ∈ S, we deduce from the relation det(yp) = 0, that yp is a rational multiple
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of (1, ξp, ξ
2
p) for some ξp ∈ Qp. Then, we have Lp(x) ∼ ‖x∧ yp‖p, and (2.5.28) can be
rewritten as
‖x‖∞ ≤ X, L∞(x)≪ X−(1−β)/γ , Lp(x)≪ X−αp/γ for p ∈ S. (2.5.29)
By (2.5.23), (2.5.24) and (2.5.26), we find that β and αp (p ∈ S) converge respectively
to ∑
q∈S λ
′
q∑
q∈S λ
′
q + λ
′
∞
= γ
∑
q∈S
λ′q = 1− γλ′∞ and
λ′p∑
q∈S λ
′
q + λ
′
∞
= γλ′p (p ∈ S).
Thanks to (2.5.23), this means that we can choose N large enough so that
1− β
γ
> λ∞ and
αp
γ
> λp (p ∈ S).
Then, according to (2.5.29), the inequalities
‖x‖∞ ≤ X, L∞(x)≪ X−λ∞ , Lp(x)≪ X−λp (p ∈ S),
have a non-zero solution x ∈ Z3 for each X ≥ 1. This completes the proof.
2.5.2 P -adic case.
Here we present a p-adic version of the results of the previous paragraph.
Corollary 2.5.8 Let p be a prime number and let (wi)i≥0 be an unbounded admissible
Fibonacci sequence in M such that
‖wi‖p ∼ 1, | det(wi)|∞| det(wi)|p ∼ 1 and ‖wi‖αp∞ ≪ | det(wi)|∞, (2.5.30)
for some real αp > 1. Suppose that the corresponding sequence (yi)i≥0 satisfies
det(y0,y1,y2) 6= 0. Then there exists a non-zero number ξp ∈ Qp with [Q(ξp) : Q] > 2
and a constant c1 > 0 such that inequalities
‖x‖∞ ≤ X, ‖x‖∞Lp(x) ≤ c1X−(αp−1)/γ , (2.5.31)
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have a non-zero solution x in Z3 for every X ≫ 1.
Proof: Proposition 2.5.4 applies to the present situation with S ′ = {p} since by
(2.5.30), we have
δp,i
‖wi‖p =
| det(wi)|p
‖wi‖2p
∼ | det(wi)|p ≪ ‖wi‖−αp∞ = o(1)
and
‖wi‖∞δp,i = ‖wi‖∞| det(wi)|p‖wi‖p ∼
‖wi‖∞
| det(wi)|∞ ≪ ‖wi‖
1−αp
∞ = o(1).
Hence, by Remark 2.5.5, there exists ξp ∈ Qp with [Q(ξp) : Q] > 2, such that the
point yp = (1, ξp, ξ
2
p) ∈ Q3p satisfies the estimates (2.5.8). Using (2.5.30), this means
that
Lp(yi) = ‖yi ∧ yp‖p ∼ | det(wi)|p‖wi‖p ∼ | det(wi)|p ∼ | det(wi)|
−1
∞ . (2.5.32)
Now, we fix a real number Y ≥ 1. If Y is sufficiently large, there exists an index i ≥ 0
such that
| det(wi)|∞ ≤ Y < | det(wi+1)|∞ ∼ | det(wi)|γ∞.
By the hypothesis, there also exists a constant c > 0 independent of i such that
c−1‖yi‖∞ ≤ ‖wi‖∞ ≤ c| det(wi)|1/αp∞ . (2.5.33)
Combining (2.5.32) with the previous two inequalities, we get
‖yi‖∞Lp(yi)≪ | det(wi)|1/αp∞ | det(wi)|−1∞ = | det(wi)|(1−αp)/αp∞
∼ | det(wi+1)|−(αp−1)/(αpγ)∞ ≪ Y −(αp−1)/(αpγ).
So, putting X = c2Y 1/αp , we find that the point yi satisfies
‖yi‖∞ ≤ X, ‖yi‖∞Lp(yi)≪ X−(αp−1)/γ .
Since X is a continuous increasing function of Y , the conclusion follows.
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Corollary 2.5.9 Let p be a prime number and let ǫ > 0. There exist a p-adic number
ξp ∈ Qp with [Q(ξp) : Q] > 2 and a constant c1 > 0, such that inequalities
‖x‖∞ ≤ X, ‖x‖∞Lp(x) ≤ c1X−1/γ+ǫ, (2.5.34)
have a non-zero solution x ∈ Z3 for any X ≥ 1.
Proof: Let m ≥ 1 be an integer to be determined later. Fix a real ǫ > 0 and
consider the Fibonacci sequence (wi)i≥0 of M generated by the matrices
w0 =

1 p
p 0

 , w1 =

 1 pm
−pm 0

 .
Since
‖wi+1‖∞ ≤ 2‖wi‖∞‖wi−1‖∞,
we claim that the following estimates are satisfied for each i ≥ 0
‖wi‖∞ ≤ 2fi+1−1‖w0‖fi−1∞ ‖w1‖fi∞,
det(wi) = det(w0)
fi−1 det(w1)
fi ,
(2.5.35)
where (fi)i≥−1 is the Fibonacci sequence defined by the conditions f−1 = 1 and
f0 = 0, and the recurrence formula fi+1 = fi + fi−1 for each i ≥ 0. Clearly the
relations (2.5.35) hold for i = 0. Suppose that they hold for some index i ≥ 0. We
find
‖wi+1‖∞ ≤ 2‖wi‖∞‖wi−1‖∞
≤ 2(2fi+1−1‖w0‖fi−1∞ ‖w1‖fi∞)(2fi−1‖w0‖fi−2∞ ‖w1‖fi−1∞ )
= 2fi+2−1‖w0‖fi∞‖w1‖fi+1∞
and
det(wi+1) = det(wi) det(wi−1)
=
(
det(w0)
fi−1 det(w1)
fi
)(
det(w0)
fi−2 det(w1)
fi−1
)
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= det(w0)
fi det(w1)
fi+1.
Thus (2.5.35) holds for each i ≥ 0. Since ‖w0‖∞ = p and ‖w1‖∞ = pm, this means
that
‖wi‖∞ ≤ 2fi+1−1pmfi+fi−1 ≤ 2fi+1pmfi+fi−1 .
Since 2 ≤ p and fi+1 + fi−1 ≤ 3fi for each i ≥ 1, this gives
‖wi‖∞ ≤ pmfi+fi−1+fi+1 ≤ pfi(m+3) if i ≥ 1. (2.5.36)
Put αp = 2m/(m+ 3). Since | det(w0)|∞ = p2 and | det(w1)|∞ = p2m, the estimates
(2.5.35) also give | det(wi)|∞ = p2(mfi+fi−1) and, from (2.5.36), it follows that
‖wi‖αp∞ ≤ p2mfi ≤ p2(mfi+fi−1) = | det(wi)|∞ if i ≥ 1.
We claim that the Fibonacci sequence (wi)i≥0 satisfies all the requirements of Corol-
lary 2.5.8. Indeed, we find that it is admissible with the corresponding matrix
N =

 p(pm+1 + p2m) −p(p+ pm − 2p2m+1)
−pm+1 − 2p2m+2 − p2m p + pm+2 + pm − p2m+1


and that the determinant of the first three consecutive points of the corresponding
sequence (yi)i≥0 is
det(y0,y1,y2) = p
8m+4(16p4 + 8p2 + 1)− p6m+62(4p2 + 1) + p4m+8 > 0.
The sequence (wi)i≥0 is unbounded as | det(wi)|∞ tends to infinity with i. We also
have
| det(wi)|∞| det(wi)|p = 1
and
wi ≡

1 0
0 0

 mod p,
for each i ≥ 0. The latter relation implies that ‖wi‖p = 1. So, all the requirements
of Corollary 2.5.8 are satisfied with our choice of αp. Choose m ≥ 3(2− ǫγ)/(ǫγ), so
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that (αp− 1)/γ ≥ 1/γ− ǫ. Then the number ξp ∈ Qp provided by Corollary 2.5.8 has
all the required properties.
Chapter 3
Duality
Let n ≥ 1 be an integer and let S be a finite set of prime numbers. Fix ξ¯ =
(ξ∞, (ξp)p∈S) ∈ R ×
∏
p∈S Qp. Recall that for any point x = (x0, x1, . . . , xn) ∈ Qn+1ν
we define the ν-adic norm of x by
‖x‖ν := max
0≤i≤n
{|xi|ν},
and we put
Lν(x) := ‖x− x0tν‖ν ,
where tν := (1, ξν, . . . , ξ
n
ν ). We denote by |S| the number of elements in S.
In this chapter we extend the method of H. Davenport and W.M. Schmidt in
[5] to the study of simultaneous approximation to the real and p-adic components of
ξ¯ by algebraic numbers of a restricted type. To do this, we assume that for a given
λ¯ = (λ∞, (λp)p∈S) ∈ R|S|+1 and some constant c > 0 the inequalities
‖x‖∞ ≤ X,
L∞(x) ≤ cX−λ∞ ,
Lp(x) ≤ cX−λp (∀p ∈ S),
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have no non-zero solution x ∈ Zn+1 for arbitrarily large values of X . We can refor-
mulate this by saying that the convex body
C = {x ∈ Rn+1 | ‖x‖∞ ≤ X, L∞(x) ≤ cX−λ∞} (3.0.1)
contains no non-zero points of the lattice
Λ = {x ∈ Zn+1|Lp(x) ≤ cX−λp ∀p ∈ S}, (3.0.2)
for arbitrarily large values of X . Therefore, for these values of X the first minimum
τ1 of Λ with respect to C is > 1. By Mahler’s Duality, we have that τ1τ
∗
n+1 ≤ (n+1)! ,
where τ ∗n+1 is the last minimum of the dual lattice Λ
∗ with respect to the dual convex
body C∗. So, for these values of X , we get τ ∗n+1 ≤ (n+ 1)! and thus there exist n+1
linearly independent points in Λ∗ ∩ (n+ 1)! C∗. This translates into the existence of
n + 1 linearly independent polynomials of Z[T ] of degree ≤ n taking simultaneously
small values at the points ξν with ν ∈ S ∪ {∞}. Using this, we show that for any
polynomial R(T ) ∈ Z[T ] satisfying mild assumptions, there exist infinitely many
polynomials F (T ) ∈ Z[T ] with the following properties:
(i) deg(R− F ) ≤ n,
(ii) there exists a real root α∞ of F such that
|ξ∞ − α∞|∞ ≪ H(F )−(λ∞+1)/λ,
(iii) for each p ∈ S, there exists a root αp of F in Qp such that
|ξp − αp|p ≪ H(F )−λp/λ,
where λ = λ∞ +
∑
p∈S λp.
3.1 Simultaneous case.
We start by proving an explicit version of the Strong Approximation Theorem over
Q (see [4]).
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Lemma 3.1.1 For any ǫ¯ = (ǫ∞, (ǫp)p∈S) ∈ R|S|+1>0 satisfying the inequality
ǫ∞ ≥ 1
2
∏
p∈S
ǫ−1p p, (3.1.1)
there exists a rational number r ∈ Q such that
|r − ξ∞|∞ ≤ ǫ∞,
|r − ξp|p ≤ ǫp ∀p ∈ S,
|r|q ≤ 1 ∀q /∈ S.
(3.1.2)
Proof: For each p ∈ S there exists np ∈ Z, such that
p−np−1 ≤ ǫp < p−np, (3.1.3)
Define M =
∏
p∈S p
np+1. By (3.1.3) we find that
|M |p = p−np−1 ≤ ǫp ∀p ∈ S,
|M |q = 1 ∀q /∈ S.
By the Strong Approximation Theorem (see [4]), there exists rˆ ∈ Q such that
|rˆ − ξp|p ≤ ǫp ∀p ∈ S,
|rˆ|q ≤ 1 ∀q /∈ S.
(3.1.4)
Note that rˆ + kM satisfies the inequalities (3.1.4), for any k ∈ Z. We can choose
k ∈ Z such that r = rˆ + kM satisfies furthermore
|r − ξ∞|∞ ≤ 1
2
M.
By (3.1.3), we find that
M ≤
∏
p∈S
ǫ−1p p,
and from the assumption (3.1.1), it follows that r satisfies (3.1.2).
The next lemma studies the dual lattice Λ∗ attached to a lattice Λ of the form (3.0.2).
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Lemma 3.1.2 Fix δ¯ = (δp)p∈S ∈ R|S|>0, with δp ≤ 1 for every p ∈ S. Let Λ be the
lattice of Rn+1 defined as follows
Λ = {x ∈ Zn+1|Lp(x) ≤ δp ∀p ∈ S}, (3.1.5)
with its dual lattice Λ∗ defined by
Λ∗ = {y ∈ Qn+1|〈y,x〉 ∈ Z ∀x ∈ Λ}.
Then, there exists an integer a = a(ξ¯,S) > 0 such that
Λ∗ ⊆ {y ∈ Qn+1| |〈y, tp〉|p ≤ |a|−1p ∀p ∈ S}. (3.1.6)
Moreover,
abΛ∗ ⊆ Zn+1, (3.1.7)
for some integer b > 0 with
|b|∞ ≤
∏
p∈S
pδ−1p , |b|p < δp ∀p ∈ S. (3.1.8)
Proof: Choose a ∈ Z>0 such that atp ∈ Zn+1p for each p ∈ S. Also, for each p ∈ S
we choose kp ∈ Z≥0 such that
pkp ≤ δ−1p < pkp+1 (3.1.9)
and put b =
∏
p∈S p
kp+1. We claim that the numbers a and b have the required
properties. First of all, from (3.1.9) and the construction of the number b, we find
that
|b|p = p−kp−1 < δp ∀p ∈ S,
|b|∞ =
∏
p∈S
pkp+1 ≤
∏
p∈S
pδ−1p ,
which gives (3.1.8).
3.1. Simultaneous case. 96
Now, we fix y = (y0, y1, . . . , yn) ∈ Λ∗. It remains to show that |〈y, tp〉|p ≤ |a|−1p
and that aby ∈ Zn+1 for each p ∈ S. Choose ǫ > 0 such that
ǫ < min
p∈S
{‖tp‖p},
ǫ < min
p∈S
{|a|−1p ‖y‖−1p },
ǫ < min
p∈S
{|a|−1p δp}.
By the Strong Approximation Theorem (see [4]) or by Lemma 3.1.1 above, for each
integer l with 1 ≤ l ≤ n, there exists rl ∈ Q such that
|rl − ξlp|p < ǫ ∀p ∈ S,
|rl|q ≤ 1 ∀q /∈ S,
Putting r = (1, r1, . . . , rn), this becomes
‖r− tp‖p < ǫ ∀p ∈ S,
‖r‖q ≤ 1 ∀q /∈ S.
(3.1.10)
Since ǫ < minp∈S{‖tp‖p}, this gives ‖r‖p = ‖tp‖p for each p ∈ S. Then, since
atp ∈ Zn+1p for each p ∈ S, we deduce that ar ∈ Zn+1p for each p ∈ S. Combining this
with (3.1.10) it follows that ar ∈ Zn+1. Since
Lp(ar) = ‖ar− atp‖p < |a|pǫ ≤ δp ∀p ∈ S,
we conclude that ar ∈ Λ. So, we have 〈y, ar〉 ∈ Z and thus |〈y, ar〉|p ≤ 1 for each
p ∈ S. By virtue of the choice of a, ǫ and r, this leads to
|〈y, tp〉|p = |a|−1p |〈y, atp − ar〉+ 〈y, ar〉|p
≤ |a|−1p max{‖y‖p‖ar− atp‖p, |〈y, ar〉|p}
≤ |a|−1p max{‖y‖pLp(ar), 1}
≤ |a|−1p max{‖y‖p|a|pǫ, 1}
≤ |a|−1p ,
(3.1.11)
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which proves the first part of the claim. To show that aby ∈ Zn+1, denote by
{e0, . . . , en} the canonical basis of Qn+1 and let j be any integer with 1 ≤ j ≤ n.
Since Lp(bej) = |b|p < δp for each p ∈ S, we have bej ∈ Λ and therefore
byj = 〈y, bej〉 ∈ Z.
Finally, 〈y, ar〉 ∈ Z, we deduce that aby0 ∈ Z. By this we conclude that aby ∈ Zn+1.
We now study the dual convex body C∗ attached to a convex body C of the form
(3.0.1).
Lemma 3.1.3 Let δ∞ and X be any numbers with 0 < δ∞ ≤ X. Define a convex
body
C = {x ∈ Rn+1 | ‖x‖∞ ≤ X, L∞(x) ≤ δ∞}.
Then the dual convex body
C∗ = {y ∈ Rn+1 | 〈y,x〉 ≤ 1 ∀x ∈ C}
satisfies the following inclusion
C∗ ⊆ {y ∈ Rn+1 | ‖y‖∞ ≤ c1δ−1∞ , |〈y, t∞〉|∞ ≤ c1X−1}, (3.1.12)
where c1 depends only on n and ξ∞.
Proof: We have the following inclusion
C ⊆ C˜ = {x ∈ Rn+1 | |x0|∞ ≤ X, L∞(x) ≤ δ∞}
= {x ∈ Rn+1 | ‖Ax‖∞ ≤ 1},
where
A =


X−1 0 0 . . . 0
−ξ∞δ−1∞ δ−1∞ 0 . . . 0
...
...
...
. . .
...
−ξn∞δ−1∞ 0 0 . . . δ−1∞


.
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Take a point x ∈ C˜. Since |x0|∞ ≤ X and L∞(x) ≤ δ∞ ≤ X , we have ‖x‖∞ ≤ c2X ,
for some c2(n, ξ∞) > 0. So, we get
C˜ ⊆ c2C.
Taking the dual of both sides, we obtain
c−12 C
∗ ⊆ (C˜)∗ = {y ∈ Rn+1 | 〈y,x〉 ≤ 1 ∀x ∈ C˜}.
Fix any y ∈ Rn+1. Define A∗ = tA−1. Since 〈y,x〉 = 〈A∗y, Ax〉 for any x ∈ Rn+1, we
have
y ∈ (C˜)∗ ⇐⇒ 〈A∗y, Ax〉 ≤ 1 for each x ∈ Rn+1 such that ‖Ax‖∞ ≤ 1
⇐⇒ 〈A∗y, z〉 ≤ 1 for each z ∈ Rn+1 such that ‖z‖∞ ≤ 1
⇐⇒ ‖A∗y‖1 ≤ 1.
This shows that
(C˜)∗ = {y ∈ Rn+1 | ‖A∗y‖1 ≤ 1},
where
A∗ = tA
−1
=


X ξ∞X ξ
2
∞X . . . ξ
n
∞X
0 δ∞ 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . δ∞


.
Since ‖ ∗ ‖∞ ≤ ‖ ∗ ‖1, we also get
(C˜)∗ ⊆ D = {y ∈ Rn+1 | ‖A∗y‖∞ ≤ 1}. (3.1.13)
Also, there exists a constant c3 = c3(n, ξ∞) such that
D ⊆ D˜ = {y ∈ Rn+1 | |〈y, t∞〉|∞ ≤ X−1, ‖y‖∞ ≤ c3δ−1∞ }.
Putting all together, we conclude that
c−12 C
∗ ⊆ D˜
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and therefore (3.1.12) holds with c1 = c2max{1, c3}.
From now on, we fix λ¯ = (λ∞, (λp)p∈S) ∈ [−1,∞)× R|S|>0 and put
λ = λ∞ +
∑
p∈S
λp. (3.1.14)
We also assume that λ > 0. In the following proposition we apply Mahler’s Duality
Theorem to complete the first step of the programme outlined in the introduction to
this chapter.
Proposition 3.1.4 Let c, X be positive real numbers. Suppose that the inequalities
‖x‖∞ ≤ X,
L∞(x) ≤ cX−λ∞ ,
Lp(x) ≤ cX−λp ∀p ∈ S,
(3.1.15)
have no non-zero solution x ∈ Zn+1. Then there exist n + 1 linearly independent
points x1, . . . ,xn+1 ∈ Zn+1 satisfying
‖xi‖∞ ≪ c−|S|−1Xλ
|〈xi, t∞〉|∞ ≪ c−|S|Xλ−λ∞−1,
|〈xi, tp〉|p ≤ cX−λp ∀p ∈ S,
(3.1.16)
for i = 1, . . . , n+1, and the implied constants depend only on ξ¯, n and S (in particular,
they do not depend on c).
Proof: Define a lattice Λ of Rn+1 by
Λ = {x ∈ Zn+1 | Lp(x) ≤ cX−λp ∀p ∈ S}
and consider the convex body
C = {x ∈ Rn+1 | ‖x‖∞ ≤ X, L∞(x) ≤ cX−λ∞}.
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The hypothesis is that C contains no non-zero points of the lattice Λ. Therefore the
first minimum τ1 := τ1(C,Λ) of Λ, with respect to C is > 1.
By Theorem VI, p.219 in [3] (Mahler’s Duality Theorem), we have that
τ1τ
∗
n+1 ≤ (n + 1)!, (3.1.17)
where τ ∗n+1 := τn+1(C
∗,Λ∗) is the last minimum of the dual lattice Λ∗, with respect
to the dual convex body C∗. So, by (3.1.17), we have that τ ∗n+1 ≤ (n + 1)! and thus
there exist n + 1 linearly independent points y1, . . . ,yn+1 with
y1, . . . ,yn+1 ∈ Λ∗ ∩ (n + 1)! C∗. (3.1.18)
WLOG we may assume that 0 < c < 1. Applying Lemma 3.1.3 with δ∞ = cX
−λ∞ ,
we find that there exist a constant c1(n, ξ∞) > 0 such that
C∗ ⊆ {y ∈ Rn+1 | ‖y‖∞ ≤ c1c−1Xλ∞ , |〈y, t∞〉|∞ ≤ c1X−1} (3.1.19)
By Lemma 3.1.2 with δp = cX
−λp for each p ∈ S, there exist integers a, b > 0 with
|b|∞ ≤
∏
p∈S
pc−1Xλp ≪ c−|S|X
P
p∈S λp = c−|S|Xλ−λ∞ ,
|b|p < cX−λp ∀p ∈ S,
(3.1.20)
and a depending only on ξ¯ and S, such that
Λ∗ ⊆ {y ∈ Qn+1 | |〈y, tp〉|p ≤ |a|−1p ∀p ∈ S} and abΛ∗ ⊆ Zn+1. (3.1.21)
Put xi = abyi for i = 1, . . . , n+1. Since τ
∗
n+1 ≤ (n+1)! , the relations (3.1.18)-(3.1.21),
imply that, for each i = 1, . . . , n+ 1, we have xi ∈ Zn+1 and
‖xi‖∞ = |a|∞|b|∞‖yi‖∞ ≪ c−|S|−1Xλ,
|〈xi, t∞〉|∞ = |a|∞|b|∞|〈yi, t∞〉|∞ ≪ c−|S|Xλ−λ∞−1,
|〈xi, tp〉|p = |a|p|b|p|〈yi, tp〉|p ≤ cX−λp ∀p ∈ S.
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The following is the main result of this chapter. It is a result of simultaneous approx-
imation to real and p-adic numbers ην (ν ∈ S∪{∞}) by values of a single polynomial
of Z[T ] evaluated at the points ξν (ν ∈ S ∪ {∞}). We will obtain the result stated in
the introduction as a corollary of it.
Recall that we fixed λ¯ = (λ∞, (λp)p∈S) ∈ [−1,∞)× R|S|>0 with the property that
the sum λ of its coordinates is positive ( see (3.1.14) ).
Theorem 3.1.5 Let c > 0 be a real number, let (η∞, (ηp)p∈S) ∈ R ×
∏
p∈S Zp and,
for each p ∈ S, let ρp ∈ Zp with 0 < |ρp|p ≤ ‖tp‖−1p . Suppose that the inequalities
‖x‖∞ ≤ X,
L∞(x) ≤ cX−λ∞ ,
Lp(x) ≤ cX−λp ∀p ∈ S,
(3.1.22)
have no non-zero solution x ∈ Zn+1 for arbitrarily large values of X. Then there exist
infinitely many non-zero polynomials P (T ) ∈ Z[T ]≤n satisfying
|P (ξ∞) + η∞|∞ ∼ H(P )(λ−λ∞−1)/λ and |P ′(ξ∞)|∞ ∼ H(P ),
|P (ξp) + ηp|p ∼ H(P )−λp/λ and |P ′(ξp)|p = |ρp|p ∀p ∈ S,
(3.1.23)
where the implied constants depend only on ξ¯, η¯, c, n and S.
Note, if ηp 6= 0 for p ∈ S, then the third relation in (3.1.23) implies that∣∣P (ξp)∣∣p = |ηp|p for each P with H(P ) sufficiently large. This requires that |ηp|p ≤
‖tp‖p. Here we ask the stronger condition that |ηp|p ≤ 1 for each p ∈ S.
Proof: Fix a choice of X for which (3.1.22) has no non-zero solution in Zn+1. By
Proposition 3.1.4 there exist n + 1 linearly independent points x1, . . . ,xn+1 ∈ Zn+1
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and a constant c1(n, c, ξ¯) > 0 such that upon writing xi = (x
(i)
0 , . . . , x
(i)
n ), we have
‖xi‖∞ ≤ c1Xλ,
|x(i)n ξn∞ + . . .+ x(i)0 |∞ ≤ c1Xλ−λ∞−1,
|x(i)n ξnp + . . .+ x(i)0 |p ≤ c1X−λp ∀p ∈ S,
(3.1.24)
for i = 1, . . . , n + 1. These points determine linearly independent polynomials
P1, . . . , Pn+1 of Z[T ]≤n given by
Pi(T ) :=
n∑
m=0
x(i)m T
m (1 ≤ i ≤ n+ 1). (3.1.25)
With this notation, the condition (3.1.24) can be rewritten in the form
H(Pi) ≤ c1Xλ,
|Pi(ξ∞)|∞ ≤ c1Xλ−λ∞−1,
|Pi(ξp)|p ≤ c1X−λp ∀p ∈ S,
(3.1.26)
for i = 1, . . . , n+ 1. We introduce auxiliary polynomials
Rν(T ) := −ην + ǫν + ρν(T − ξν) for each ν ∈ {∞} ∪ S, (3.1.27)
where ǫp ∈ Qp for each p ∈ S and ǫ∞, ρ∞ ∈ R will be determined later. Since
P1, . . . , Pn+1 are linearly independent over Q, there exist numbers θp,1, . . . , θp,n+1 ∈ Qp
for p ∈ S and θ∞,1, . . . , θ∞,n+1 ∈ R such that
Rν(T ) =
n+1∑
i=1
θν,iPi(T ) for ν ∈ {∞} ∪ S. (3.1.28)
It follows from (3.1.27) and (3.1.28) that for ν ∈ {∞} ∪ S, we have
n+1∑
i=1
θν,ix
(i)
m = 0 (2 ≤ m ≤ n). (3.1.29)
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Choose a real number ǫ > 0 with ǫ < minp∈S{‖tp‖−1p |ρp|p}. By Lemma 3.1.1, for each
i = 1, . . . , n+ 1, there exist numbers ri ∈ Q such that
|ri − θ∞,i|∞ ≤ ǫ−|S|
∏
p∈S
p,
|ri − θp,i|p ≤ ǫ ∀p ∈ S,
|ri|q ≤ 1 ∀q /∈ S.
(3.1.30)
Put N = ǫ−|S|
∏
p∈S p. Now, we define a polynomial P (T ) ∈ Q[T ]≤n by
P (T ) :=
n+1∑
i=1
riPi(T ) =
n∑
m=0
xmT
m, (3.1.31)
where
xm =
n+1∑
i=1
rix
(i)
m (0 ≤ m ≤ n).
Using (3.1.26) - (3.1.28) and (3.1.31), we find that
|P (ξ∞) + η∞ − ǫ∞|∞ = |P (ξ∞)− R∞(ξ∞)|∞
≤ (n+ 1)N max
1≤i≤n+1
{|Pi(ξ∞)|∞}
≤ (n+ 1)Nc1Xλ−λ∞−1,
|P ′(ξ∞)− ρ∞|∞ = |P ′(ξ∞)− R′∞(ξ∞)|∞
< (n+ 1)N max
1≤i≤n+1
{|P ′i (ξ∞)|∞}
≤ (n+ 1)Nn‖t∞‖∞ max
1≤i≤n+1
H(Pi)
≤ (n+ 1)Nc2Xλ,
where c2 = c1n‖t∞‖∞. Upon choosing
ǫ∞ = 2(n+ 1)Nc1X
λ−λ∞−1 and ρ∞ = 2(n + 1)Nc2X
λ,
it follows that
(n + 1)Nc1X
λ−λ∞−1 ≤ |P (ξ∞) + η∞|∞ ≤ 3(n+ 1)Nc1Xλ−λ∞−1,
(n + 1)Nc2X
λ ≤ |P ′(ξ∞)|∞ ≤ 3(n+ 1)Nc2Xλ.
(3.1.32)
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Fix p ∈ S. Since ‖tp‖p ≥ 1, we have ǫ < ‖tp‖−1p |ρp|p ≤ ‖tp‖−2p ≤ 1. Using (3.1.26) -
(3.1.28) and (3.1.31) again, we get
|P (ξp) + ηp − ǫp|p = |P (ξp)− Rp(ξ)|p
≤ ǫ max
1≤i≤n+1
{|Pi(ξp)|p} < c1X−λp,
|P ′(ξp)− ρp|p = |P ′(ξp)− R′p(ξp)|p
≤ ǫ max
1≤i≤n+1
{|P ′i (ξp)|p} ≤ ǫ‖tp‖p.
Let kp be the integer for which
pkp ≤ c−11 Xλp < pkp+1.
Choose ǫp = p
kp, so that c1X
−λp ≤ |ǫp|p. Since ǫ < minp∈S{‖tp‖−1p |ρp|p}, we note that
ǫ‖tp‖p < |ρp|p. So, we obtain
c1X
−λp ≤ |ǫp|p = |P (ξp) + ηp|p < pc1X−λp,
|P ′(ξp)|p = |ρp|p.
(3.1.33)
To prove that P (T ) ∈ Z[T ]≤n, we need to show that all the coefficients xm in (3.1.31)
are integers for m = 0, . . . , n. By the construction of P (T ) and by the last relation
in (3.1.30), for m = 0, . . . , n, we have that |xm|q ≤ 1 for each q /∈ S. By (3.1.29), we
find that
|xm|p =
∣∣∣ n+1∑
i=1
(ri − θp,i)x(i)m
∣∣∣
p
≤ ǫ < 1 for each p ∈ S (2 ≤ m ≤ n).
This implies that xm ∈ Z for m = 2, . . . , n. Since
|x1 − P ′(ξp)|p =
∣∣∣ n∑
m=2
mxmξ
m−1
p
∣∣∣
p
≤ ‖tp‖p max
2≤m≤n
|xm|p ≤ ǫ‖tp‖p < |ρp|p ≤ ‖tp‖−1p ≤ 1,
the second inequality in (3.1.33) gives
|x1|p = |ρp|p ≤ ‖tp‖−1p ≤ 1,
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and so x1 ∈ Z. Similarly, we find that
|x0 − P (ξp)|p =
∣∣∣ n∑
m=1
xmξ
m
p
∣∣∣
p
≤ ‖tp‖p max
1≤m≤n
|xm|p = ‖tp‖pmax{|x1|p, max
2≤m≤n
|xm|p}
≤ ‖tp‖pmax{|ρp|p, ǫ} = ‖tp‖p|ρp|p ≤ 1.
Since ηp ∈ Zp, the first inequality in (3.1.33) gives |P (ξp)|p ≤ |ηp|p ≤ 1 assuming, as
we may, that X is sufficiently large, and then
|x0|p ≤ max{1, |P (ξp)|p} ≤ 1.
So, we get x0 ∈ Z and conclude that P (T ) ∈ Z[T ]≤n. Moreover, since
H(R∞)≪ Xλ,
H(P ) ≤ H(R∞) +H(P − R∞),
H(P − R∞) ≤ (n+ 1)N max{H(Pi)} ≪ Xλ,
we get H(P )≪ Xλ. Since |P ′(ξ∞)|∞ ≪ H(P ), the second estimate in (3.1.32) gives
H(P )≫ Xλ and so
H(P ) ∼ Xλ. (3.1.34)
Finally, from (3.1.32) - (3.1.34), we get (3.1.23).
We are now ready to prove the result on simultaneous approximation stated in
the introduction.
Theorem 3.1.6 Let c > 0 be a real number and let R(T ) be a polynomial in Z[T ].
Suppose that R(ξp) ∈ Zp for each p ∈ S. Suppose also that the inequalities
‖x‖∞ ≤ X,
L∞(x) ≤ cX−λ∞ ,
Lp(x) ≤ cX−λp ∀p ∈ S,
(3.1.35)
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have no non-zero solution x ∈ Zn+1 for arbitrarily large values of X. Then there exist
infinitely many polynomials F (T ) ∈ Z[T ] with the following properties:
(i) deg(R− F ) ≤ n,
(ii) if λ∞ > −1, there exists a root α∞ of F in R such that
|ξ∞ − α∞|∞ ≪ H(F )−(λ∞+1)/λ, (3.1.36)
(iii) for each p ∈ S, there exists a root αp of F in Qp such that
|ξp − αp|p ≪ H(F )−λp/λ. (3.1.37)
Moreover, for each p ∈ S such that ξp ∈ Zp, we can choose αp ∈ Zp.
All the implied constants depend only on ξ¯, R, n and c.
Proof: Put ην = R(ξν) for each ν ∈ {∞} ∪ S. For each p ∈ S, we have
ηp = R(ξp) ∈ Zp. Choose ρp ∈ Zp satisfying the inequalities 0 < |ρp|p ≤ ‖tp‖−1p
and |ρp|p 6= |R′(ξp)|p. Then, by Theorem 3.1.5, there exist infinitely many non-zero
polynomials P (T ) ∈ Z[T ]≤n satisfying
|P (ξ∞) +R(ξ∞)|∞ ∼ H(P )(λ−λ∞−1)/λ and |P ′(ξ∞)|∞ ∼ H(P ),
|P (ξp) +R(ξp)|p ∼ H(P )−λp/λ and |P ′(ξp)|p = |ρp|p ∀p ∈ S,
(3.1.38)
where the implied constants depend only on ξ¯, R, c, n and S. For each of these
polynomials P , we show that F = P +R satisfies all the required properties. This is
clear for Part (i) of the theorem. To prove Part (iii), we fix p ∈ S and use Corollary
1, p. 51 in [6], which says that for any ξ∗ ∈ Zp and F ∗(T ) ∈ Zp[T ] with
|F ∗(ξ∗)|p < |(F ∗)′(ξ∗)|2p, (3.1.39)
there is a root α∗ of F ∗ in Zp satisfying the inequality
|ξ∗ − α∗|p ≤ |F
∗(ξ∗)|p
|(F ∗)′(ξ∗)|p . (3.1.40)
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To use this fact, we choose a positive integer d, such that dξp ∈ Zp, and define the
number ξ∗ = dξp in Zp and the polynomial F
∗(T ) = dmF (d−1T ) ∈ Z[T ], where
m = deg(F ). Let us check that the condition (3.1.39) holds. For this purpose, we
first note that
F ∗(ξ∗) = dmF (d−1ξ∗) = dmF (ξp),
(F ∗)′(ξ∗) = dm−1F ′(d−1ξ∗) = dm−1F ′(ξp).
(3.1.41)
By the last relation in (3.1.38) and by the fact that |ρp|p 6= |R′(ξp)|p, we have that
|P ′(ξp)|p 6= |R′(ξp)|p and therefore
|F ′(ξp)|p = |P ′(ξp) +R′(ξp)|p = max{|P ′(ξp)|p, |R′(ξp)|p}
= max{|ρp|p, |R′(ξp)|p}.
(3.1.42)
Note that by the third relation in (3.1.38) and by (3.1.42), the inequality
|F (ξp)|p < |d|m−2p |F ′(ξp)|2p,
holds assuming, as we may, that H(P ) is sufficiently large. Combining this with
(3.1.41), we find that
|F ∗(ξ∗)|p = |d|mp |F (ξp)|p < |d|2(m−1)p |F ′(ξp)|2p = |dm−1F ′(ξp)|2p = |(F ∗)′(ξ∗)|2p,
which means that the condition (3.1.39) is satisfied. So, there exists a root α∗ of F ∗
in Zp with
|dξp − α∗|p = |ξ∗ − α∗|p ≤ |F
∗(ξ∗)|p
|(F ∗)′(ξ∗)|p =
|d|p|F (ξp)|p
|F ′(ξp)|p .
Then αp = d
−1α∗ is a root of F in Qp satisfying the inequality
|ξp − αp|p ≤ |F (ξp)|p|F ′(ξp)|p .
By (3.1.38) and (3.1.42), we conclude that
|ξp − αp|p ≪ H(P )−λp/λ ∼ H(F )−λp/λ ∀p ∈ S.
In particular, if ξp ∈ Zp and if H(F ) is sufficiently large, the root αp is in Zp.
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To prove Part (ii), we first note that using (3.1.38) and the fact that R(T ) is
fixed, for these polynomials F , we get
|F (ξ∞)|∞ ∼ H(P )(λ−λ∞−1)/λ ∼ H(F )1−(λ∞+1)/λ,
|F ′(ξ∞)|∞ ∼ |P ′(ξ∞)|∞ ∼ H(P ) ∼ H(F ).
(3.1.43)
Fix any such polynomial F . For any real α with |ξ∞ − α|∞ ≤ 1, we have
F (α) = F (ξ∞) + (α− ξ∞)F ′(ξ∞) + (α− ξ∞)2M, (3.1.44)
where M is a real number with
|M |∞ ≤ c1H(F ),
for some constant c1 > 0 depending only on ξ∞ and the degree of F . Choosing
α = ξ∞ − 2 F (ξ∞)
F ′(ξ∞)
,
and using (3.1.43), we find that
|α− ξ∞|∞ ≪ H(F )−(λ∞+1)/λ. (3.1.45)
Because of our choice of α, we find using (3.1.44) and (3.1.45) that
|F (α) + F (ξ∞)|∞ =
∣∣(α− ξ∞)2M∣∣∞ ≪ H(F )1−2(λ∞+1)/λ.
Since λ∞ > −1, by the first relation in (3.1.43), we get
|F (α) + F (ξ∞)|∞ < |F (ξ∞)|∞,
if H(F ) is sufficiently large. This implies that F (ξ∞) and F (α) have opposite signs,
which means that F has a real root α∞ located between ξ∞ and α. This real root
α∞ satisfies the following inequality
|ξ∞ − α∞|∞ ≤ |ξ∞ − α|∞ ≪ H(F )−(λ∞+1)/λ.
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3.2 Real case
Applying Theorem 3.1.5 with S = ∅, we obtain the following statement.
Theorem 3.2.1 Let n ≥ 1 be an integer and let c, λ∞, ξ∞ and η∞ be real numbers
with c > 0 and λ∞ > 0. Suppose that the inequalities
max
0≤l≤n
|xl|∞ ≤ X and max
0≤l≤n
|xl − x0ξl∞|∞ ≤ cX−λ∞ , (3.2.1)
have no non-zero solution x ∈ Zn+1 for arbitrarily large values of X. Then, there
exist infinitely many non-zero polynomials P (T ) ∈ Z[T ]≤n such that
|P (ξ∞) + η∞| ∼ H(P )−1/λ∞ and |P ′(ξ∞)| ∼ H(P ), (3.2.2)
where the implied constants depend only on c, ξ∞, η∞ and n.
Applying similarly Theorem 3.1.6 with S = ∅, we obtain the following statement,
which contains the result shown by H. Davenport and W.M. Schmidt in Lemma
1 of [5].
Theorem 3.2.2 Let n, c, λ∞ and ξ∞ be as in Theorem 3.2.1. Let R(T ) be a poly-
nomial in Z[T ]. Suppose again that the inequalities (3.2.1) have no non-zero solution
x ∈ Zn+1 for arbitrarily large values of X. Then there exist infinitely many polyno-
mials F (T ) ∈ Z[T ] with the following properties:
(i) deg(R− F ) ≤ n,
(ii) there exists a real root α∞ of F , such that
|ξ∞ − α∞|∞ ≪ H(α∞)−1−1/λ∞ , (3.2.3)
where the implied constants depend only on c, ξ∞, R and n.
For any real number β, denote by ⌈β⌉ the smallest integer ≥ β. For each index
n ≥ 1, we define
µn :=

 γ if n = 2,⌈n/2⌉ if n 6= 2. (3.2.4)
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Refining work of H.Davenport andW.M. Schmidt (see Theorem 1 of [5]), M. Lau-
rent showed in [14] that for n ≥ 2 and any ξ ∈ R which is not algebraic of degree
≤ ⌈(n− 1)/2⌉ there exist infinitely many algebraic integers α of degree n, such that
0 < |ξ − α|∞ ≪ H(α)−⌈(n+1)/2⌉.
The following corollary contains this result for the choice R(T ) = T n+1.
Corollary 3.2.3 Let n ≥ 1 be an integer and ξ∞ be a real number which is not
algebraic of degree ≤ ⌈µn⌉ over Q. Let R(T ) be an arbitrary polynomial in Z[T ].
There exist infinitely many real algebraic numbers α∞, which are roots of poly-
nomials F (T ) ∈ Z[T ] with deg(R− F ) ≤ n, satisfying
|ξ∞ − α∞|∞ ≪ H(α)−µn−1, (3.2.5)
with implied constants depending only on ξ∞, R and n.
Proof: Since ξ∞ is not algebraic of degree ≤ ⌈µn⌉, the hypotheses of Theorem
3.2.2 are fulfilled with λ∞ = 1/µn. For n = 2, this follows from Theorem 1a of [5].
For n 6= 2, this follows from the main result of [14] (which refines Theorem 2a of [5]).
3.3 P -adic case.
Let n ≥ 1 be an integer, p be a prime number and let ξp ∈ Qp. Applying Theorem
3.1.5 with S = {p} and λ∞ = −1, we have the following statement.
Theorem 3.3.1 Let c, λp be positive real numbers and let ηp ∈ Zp. Let ρp ∈ Zp be
with 0 < |ρp|p ≤ ‖tp‖−1p . Suppose that the inequalities
max
0≤l≤n
|xl|∞ ≤ X and max
0≤l≤n
|xl − x0ξlp|p ≤ cX−λp, (3.3.1)
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have no non-zero solution x ∈ Zn+1 for arbitrarily large values of X. Then there exist
infinitely many non-zero polynomials P (T ) ∈ Z[T ]≤n satisfying
|P (ξp) + ηp|p ≪ H(P )−λp/(λp−1) and |P ′(ξp)|p = |ρp|p, (3.3.2)
where the implied constants depend only on ξp, ηp, c, n and p.
Applying Theorem 3.1.6 with S = {p} and λ∞ = −1, we obtain the following
statement.
Theorem 3.3.2 Let c > 0 be a real number and let R(T ) be a polynomial in Z[T ].
Suppose R(ξp) ∈ Zp. Suppose also that the inequalities
max
0≤l≤n
|xl|∞ ≤ X and max
0≤l≤n
|xl − x0ξlp|p ≤ cX−λp, (3.3.3)
have no non-zero solution x ∈ Zn+1 for arbitrarily large values of X. There exist
infinitely many algebraic numbers αp in Qp, which are roots of polynomials F (T ) ∈
Z[T ] with deg(R− F ) ≤ n, satisfying
|ξp − αp|p ≪ H(αp)−λp/(λp−1). (3.3.4)
Moreover, if ξp ∈ Zp, then these algebraic numbers αp can be taken in Zp. All the
implied constants depend only on ξp, R and n.
The following corollary follows from Proposition 2.3.7 and Theorem 3.3.2 with
n = 2 and λp = γ. In the case where R(T ) = T
3, it contains the result of approx-
imation to p-adic numbers by cubic algebraic integers established by O Teulie´ in
Theorem 1 of [8].
Corollary 3.3.3 Let ξp ∈ Zp and let R(T ) be a polynomial in Z[T ]. Suppose that
[Q(ξp) : Q] > 2. Then there exist infinitely many algebraic numbers αp in Zp, which
are roots of polynomials F (T ) ∈ Z[T ] with deg(R− F ) ≤ 2, satisfying
|ξp − αp|p ≪ H(αp)−γ2, (3.3.5)
with implied constants depending only on ξp and R.
Chapter 4
Extremal Real Numbers
Let ξ be a non-quadratic real number, and let γ = (1+
√
5)/2 denote the golden ratio.
Applying Corollary 3.2.3 with n = 2, shows that for any given polynomial R ∈ Z[T ]
there are infinitely many algebraic numbers α which are roots of polynomials F ∈ Z[T ]
satisfying
deg(R− F ) ≤ 2 and |ξ − α| ≤ cH(α)−γ2, (4.0.1)
for an appropriate constant c > 0 depending only on ξ and R. Recall that H(α)
stands for the height of α. It is defined as the height of its minimal polynomial over
Z, where the height H(P ) of a polynomial P ∈ R[T ] is the maximum of the absolute
values of its coefficients. The goal of this chapter is to provide a partial converse to
this statement for a certain class of real numbers defined below. In particular, we will
show that the exponent γ2 in (4.0.1) cannot be improved when R has degree 3 or 4.
4.1 Preliminaries
Recall from the introduction that a real number ξ is called extremal, if [Q(ξ) : Q] > 2
and, for an appropriate constant c = c(ξ) > 0, the inequalities
|x0| ≤ X, |x0ξ − x1| ≤ cX−1/γ , |x0ξ2 − x2| ≤ cX−1/γ, (4.1.1)
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have a non-zero solution (x0, x1, x2) ∈ Z3 for each real number X ≥ 1. The existence
of such numbers is proved in [9] and Theorem 5.1 of [9] provides the following criterion.
A real number ξ is extremal if and only if there exist an unbounded sequence of
positive integers (Xk)k≥1 and a sequence of points (xk)k≥1 in Z
3 with
Xk+1 ∼ Xγk , ‖ xk ‖∼ Xk, max{|xk,0ξ − xk,1|, |xk,0ξ2 − xk,2|} ≪ X−1k ,
| det(xk)| ∼ 1 and | det(xk,xk+1,xk+2)| ∼ 1,
(4.1.2)
where for a point x = (x0, x1, x2) we write det(x) = x0x2−x21, ‖ x ‖= max{|x0|, |x1|, |x2|}
and where X ∼ Y means Y ≪ X ≪ Y . Note that this also follows from Proposition
2.4.1 by taking λ∞ = 1/γ.
Let M =

a b
c d

∈ GL2(Z). As in [10], we denote by E(M) the set of extremal
real numbers ξ whose corresponding sequence of integer points (xk)k≥1, viewed as
symmetric matrices
xk =

xk,0 xk,1
xk,1 xk,2

 ,
belongs to GL2(Z) and satisfies the recurrence formula
xk+1 = xkSkxk−1, where Sk =

M if k is even,tM if k is odd. (4.1.3)
Taking the transpose of this identity, using the fact that xj is symmetric matrix for
each j ≥ 1, we get
xk+1 = xk−1Sk−1xk. (4.1.4)
On the basis of Cayley-Hamilton’s theorem and (4.1.3) the following identities are
established in [10] (see Lemma 2.5, p.1084)
xk+2 = Tr(xkSk)xk+1 − det(xkSk)xk−1, (4.1.5)
xkJxk+1 = det(xk)JSkxk−1, where J =

 0 1
−1 0

 . (4.1.6)
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From now on, we fix an integer a > 0 and an element ξ from the set Ea of extremal
real numbers attached to the matrix M =

 a 1
−1 0

. In this case we have
Sk =

 a (−1)k
−(−1)k 0

 = A+ (−1)kJ, where A =

a 0
0 0

 .
Put
ǫk = det(xk)
For each k ≥ 1, we have ǫk ∈ {−1, 1}, since xk ∈ GL2(Z). Moreover, since det(Sk) =
1, we have the following identities
ǫk+2 = det(xk+1Sk+1xk) = det(xk+1) det(xk) = ǫk+1ǫk,
ǫk+3 = ǫk+2ǫk+1 = ǫ
2
k+1ǫk = ǫk,
ǫk+3ǫk = ǫ
2
k = 1.
(4.1.7)
Since ξ ∈ Ea, the identities (4.1.5) and (4.1.6) can be rewritten in the form
xk+2 = axk,0xk+1 − ǫkxk−1, (4.1.8)
and
xk,0xk+1,1 = xk,1xk+1,0 − ǫk(−1)kxk−1,0,
xk,1xk+1,2 = xk,2xk+1,1 − ǫk(axk−1,1 + (−1)kxk−1,2),
xk,0xk+1,2 = xk,1xk+1,1 − ǫk(−1)kxk−1,1,
xk,1xk+1,1 = xk,2xk+1,0 − ǫk(axk−1,0 + (−1)kxk−1,1).
(4.1.9)
The following identity is the sum of two last identities in (4.1.9).
xk,0xk+1,2 = xk,2xk+1,0 − ǫk(axk−1,0 + 2(−1)kxk−1,1), (4.1.10)
These identities precise the formulas of Lemma 2.5, p.1084 of [10]. Using the formula
wJwJ = JwJw = − det(w)I,
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valid for any symmetric 2× 2 matrix w ( see p.46 of [9]), we find that
xkJxkJ = − det(xk)I = −ǫkI
and so
JxkJ = −ǫkxk−1.
Since J−1 = −J it follows that xkJ = ǫkJxk−1. Multiplying the last formula by xk+2
on the right and applying (4.1.4), we deduce that
xkJxk+2 = ǫkJxk
−1xk+2 = ǫkJx
−1
k xk+1Sk+1xk = ǫkJx
−1
k xkSkxk+1,
and so
xkJxk+2 = ǫkJSkxk+1. (4.1.11)
This is the same identity as in (4.1.6) with subscripts k + 1 and k − 1 replaced by
k + 2 and k + 1. So, similarly as in (4.1.9), the identity (4.1.11) can be rewritten in
the form
xk,0xk+2,1 = xk,1xk+2,0 − ǫk(−1)kxk+1,0,
xk,0xk+2,2 = xk,1xk+2,1 − ǫk(−1)kxk+1,1,
xk,1xk+2,1 = xk,2xk+2,0 − ǫk(axk+1,0 + (−1)kxk+1,1),
xk,1xk+2,2 = xk,2xk+2,1 − ǫk(axk+1,1 + (−1)kxk+1,2).
(4.1.12)
The following identity is the sum of the second and the third identities in (4.1.12).
xk,0xk+2,2 = xk,2xk+2,0 − ǫk(axk+1,0 + 2(−1)kxk+1,1). (4.1.13)
We now derive an identity involving xkJxk+4. We have
xkJxk+4 = xkJxk+2Sk+2xk+3
= ǫkJSkxk+1Sk+2xk+3 ← by (4.1.11)
= ǫkJSkxk+1
(
A+ (−1)kJ)xk+3
4.1. Preliminaries 116
= ǫkJSk
(
xk+1Axk+3 + (−1)kxk+1Jxk+3
)
= ǫkJSk
(
xk+1Axk+3 + (−1)kǫk+1JSk+1xk+2
)
← by (4.1.11)
= ǫk
(
JSkxk+1Axk+3 + (−1)kǫk+1JSkJSk+1xk+2
)
= ǫk
(
JSkxk+1Axk+3 − (−1)kǫk+1xk+2
)
← since JSkJSk+1=−I ,
which gives a new identity
xkJxk+4 = ǫk
(
JSkxk+1Axk+3 − (−1)kǫk+1xk+2
)
.
Let us write this identity in an explicit form
−xk,1xk+4,0 + xk,0xk+4,1 −xk,1xk+4,1 + xk,0xk+4,2
−xk,2xk+4,0 + xk,1xk+2,1 −xk,2xk+4,1 + xk,1xk+4,2


= −ǫka

 (−1)kxk+1,0xk+3,0 (−1)kxk+1,0xk+3,1
(axk+1,0 + (−1)kxk+1,1)xk+3,0 (axk+1,0 + (−1)kxk+1,1)xk+3,1


− (−1)kǫk+2xk+2.
Taking the corresponding elements in the positions (1, 2) and (2, 2), and using (4.1.7),
this gives the identities
xk,0xk+4,2 = xk,1xk+4,1 − ǫk(−1)k(axk+1,0xk+3,1 + ǫk+1xk+2,1), (4.1.14)
xk,1xk+4,2 = xk,2xk+4,1−ǫk
(
a(axk+1,0+(−1)kxk+1,1)xk+3,1+(−1)kǫk+1xk+2,2
)
. (4.1.15)
Now, we introduce some notation and prove an auxiliary lemma. For each k ≥ 1
we put
ak =
∣∣∣∣∣∣
xk,0 xk,1
xk+1,0 xk+1,1
∣∣∣∣∣∣ , bk = −
∣∣∣∣∣∣
xk,0 xk,2
xk+1,0 xk+1,2
∣∣∣∣∣∣ , ck =
∣∣∣∣∣∣
xk,1 xk,2
xk+1,1 xk+1,2
∣∣∣∣∣∣ .
Using the formulas (4.1.8) - (4.1.10), we find that

ak = ǫk(−1)k+1xk−1,0,
bk = ǫk(axk−1,0 + 2(−1)kxk−1,1),
ck = ǫk(−axk−1,1 − (−1)kxk−1,2).
(4.1.16)
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Using this, we find that
det(xk−1,xk,xk+1) = akxk−1,2 + bkxk−1,1 + ckxk−1,0
= ǫk(−1)k+1(xk−1,0xk−1,2 − 2x2k−1,1 + xk−1,2xk−1,0)
= 2ǫk+1(−1)k+1.
Lemma 4.1.1 Let ξ ∈ Ea with a ∈ Z>0. For any k ≥ 1,
(i) the gcd of ak and bkxk+1,2 + ckxk+1,1 divides 2,
(ii) the gcd of ak and bk divides 2.
Proof: Since det(xk+1) =
∣∣∣∣∣∣
xk+1,0 xk+1,1
xk+1,1 xk+1,2
∣∣∣∣∣∣ = ±1, we have
gcd(bkxk+1,1 + ckxk+1,0, bkxk+1,2 + ckxk+1,1) = gcd(bk, ck). (4.1.17)
It follows from det(xk+1,xk,xk+1) = 0 that
akxk+1,2 + bkxk+1,1 + ckxk+1,0 = 0.
We notice that for k ≫ 1, we have xk,0 6= 0 by (4.1.2) and the fact that the sequence
(Xk)k≥1 is unbounded. By (4.1.16), this implies that ak 6= 0. This gives
ak | bkxk+1,1 + ckxk+1,0.
From this relation and (4.1.17) we deduce that
gcd(ak, bkxk+1,2 + ckxk+1,1) | gcd(ak, bk, ck). (4.1.18)
Furthermore, by definition of the determinant we have akxk−1,2+bkxk−1,1+ckxk−1,0 =
det(xk−1,xk,xk+1) = 2ǫk+1(−1)k+1 and therefore
gcd(ak, bk, ck) | 2. (4.1.19)
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The assertion (i) follows by combining (4.1.18) and (4.1.19). The assertion (ii) follows
from the formulas for ak and bk given by (4.1.16) and the fact that
gcd(xk−1,0, xk−1,1) = 1.
4.2 Approximation to extremal real numbers by
algebraic numbers of degree at most 4
Here we show that (3 +
√
5)/2 is the optimal exponent of approximation to tran-
scendental real numbers by algebraic numbers of degree at most 4 with bounded
denominator and trace.
Let the notation be as in §4.1. This means that we fixed a choice of a positive
integer a, an extremal real number ξ ∈ Ea, and corresponding sequences (Xk)k≥1 in
Z>0 and (xk)k≥1 in Z
3 as in (4.1.2). For any integer n ≥ 0, we denote by Z[T ]≤n the
set of polynomials of Z[T ] of degree at most n, and for any real number β, we denote
by {β} the distance from β to its closest integer. In the computations below, we will
often use the fact that for any β, β ′ ∈ R, we have
∣∣{β} − {β ′}∣∣ ≤ min ({β + β ′}, {β − β ′}) (4.2.1)
The main result of this section is the following statement which implies Theorem 1.1.1
of the introduction.
Theorem 4.2.1 There exists a constant c > 0 such that for any R ∈ Z[T ] of degree
3 or 4 and any P ∈ Z[T ]≤2 with P 6= 0, we have
|R(ξ) + P (ξ)| ≥ cH(R)−2γ9H(P )−γ, (4.2.2)
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and moreover
|R(ξ)| ≥ cH(R)−1−γ5. (4.2.3)
Before going into the proof, we mention the following corollary which provides a
measure of approximation to the elements of Ea by algebraic numbers of degree ≤ 4.
Corollary 4.2.2 There exists a constant c = c(ξ) > 0 with the following properties.
For any algebraic number α of degree at most 4 we have
|ξ − α| ≥ cH(α)−5γ2 . (4.2.4)
Moreover, if deg(α) ≤ 3 and the denominator of α is bounded above by some real
number B > 0, then we have
|ξ − α| ≥ cB−6γ9H(α)−γ2. (4.2.5)
If deg(α) = 4, the denominator of α and the absolute value of its trace are bounded
above by B, then we have
|ξ − α| ≥ cB−10γ9H(α)−γ2. (4.2.6)
Proof: Let α be an algebraic number of degree at most 4. As in [9], Proposition
9.1, define Q(T ) ∈ Z[T ]≤4 to be its minimal polynomial or the product of it by some
appropriate power of T , making Q(T ) of degree 3, if it is not of degree 4 originally.
Since H(Q) = H(α), the second part of Theorem 4.2.1 leads to
|ξ − α| ≫ H(Q)−1|Q(ξ)| ≫ H(Q)−2−γ5 = H(α)−5γ2 .
Now, suppose that deg(α) ≤ 3 and that the denominator den(α) of α is bounded
above by some real number B > 0. Write Q(T ) = a0T
3 + a1T
2 + a2T + a3. We have
|a0| ≤ B3 since a0 divides den(α)3. So Q(T ) can be written as a sum Q = R + P ,
where R(T ) = a0T
3 ∈ Z[T ] has degree 3 and height H(R) ≤ B3, and where P (T ) =
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a1T
2 + a2T + a3 ∈ Z[T ]≤2 satisfies H(P ) ≤ H(Q) = H(α). Since P 6= 0, then the
inequality (4.2.2) of Theorem 4.2.1 gives
|ξ − α| ≫ H(α)−1|R(ξ) + P (ξ)| ≫ H(α)−1H(R)−2γ9H(P )−γ ≫ B−6γ9H(α)−γ2.
Finally, suppose that deg(α) = 4 and that the denominator den(α) of α and the
absolute value of its trace |Tr(α)| are bounded above by some real number B > 0.
Write Q(T ) = a0T
4 + a1T
3 + a2T
2 + a3T + a4. We have |a0| ≤ B4 since a0 divides
den(α)4 and |a1| ≤ B5 since |Tr(α)| = |a1/a0| ≤ B. So Q(T ) can be written as a sum
Q = R + P , where R(T ) = a0T
4 + a1T
3 ∈ Z[T ] has degree 4 and height H(R) ≤ B5,
and where P (T ) = a2T
2 + a3T + a4 ∈ Z[T ]≤2 satisfies H(P ) ≤ H(Q) = H(α). Since
P 6= 0, then the inequality (4.2.2) of Theorem 4.2.1 gives
|ξ − α| ≫ H(α)−1|R(ξ) + P (ξ)| ≫ H(α)−1H(R)−2γ9H(P )−γ ≫ B−10γ9H(α)−γ2.
Recall that {β} denotes the distance from a real number β to its closest integer.
To prove the main estimate of Theorem 4.2.1 we need a lower bound for {xk,0R(ξ)}
where k is an arbitrary large positive integer. The next proposition implies that
the sequence {xk,0R(ξ)} tends to a limit as k tends to infinity in a congruence class
modulo 3 or modulo 6 if the polynomial R is of degree of at most 3 or at most 4,
respectively.
Proposition 4.2.3 There exists a constant c > 0 such that for any polynomial R ∈
Z[T ]≤4 and any integer k ≥ 1, we have
| {xk+6,0R(ξ)} − {xk,0R(ξ)} | ≤ cH(R)X−1k . (4.2.7)
Moreover, if deg(R) ≤ 3, we have
| {xk+3,0R(ξ)} − {xk,0R(ξ)} | ≤ cH(R)X−1k . (4.2.8)
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Proof: Suppose that R ∈ Z[T ]≤4. Using (4.2.1) and the fact that ǫk+1 ∈ {−1, 1}
(see sec. 3.1), for each k ∈ Z>0, we find that
| {xk+6,0R(ξ)} − {xk,0R(ξ)} | ≤ {(xk+6,0 − xk,0)R(ξ)}
≤ H(R)
4∑
n=0
{(xk+6,0 − xk,0)ξn},
(4.2.9)
and if deg(R) ≤ 3, we get
| {xk+3,0R(ξ)} − {xk,0R(ξ)} | ≤ {(xk+3,0 + ǫk+1xk,0)R(ξ)}
≤ H(R)
3∑
n=0
{(xk+3,0 + ǫk+1xk,0)ξn}.
(4.2.10)
To prove (4.2.7), it suffices to show that {(xk+6,0 − xk,0)ξn} = O(X−1k ) for n =
0, 1, ..., 4. To prove (4.2.8), we use the fact that ǫk+1 = ±1 and so, it suffices to show
that {(xk+3,0 + ǫk+1xk,0)ξn} = O(X−1k ) for n = 0, 1, ..., 3. If n = 0, 1, 2, this is clear
since by (4.1.2) we have
xk,0ξ
n = xk,n +O(X
−1
k ). (4.2.11)
For n ≥ 3, by applying successively (4.2.11) and the identity (4.1.8) we find
(xk+3,0 + ǫk+1xk,0)ξ
n = (xk+3,2 + ǫk+1xk,2)ξ
n−2 +O(X−1k )
= axk+1,0xk+2,2ξ
n−2 +O(X−1k ).
(4.2.12)
On the other hand, the identity (4.1.10) gives
xk+1,0xk+2,2 = xk+1,2xk+2,0 − ǫk+1(axk,0 + 2(−1)k+1xk,1).
It follows from this and (4.2.11) that
xk+1,0xk+2,2ξ
n−2 = (xk+1,2xk+2,1−ǫk+1(axk,1+2(−1)k+1xk,2))ξn−3+O(X−1k ). (4.2.13)
Combining (4.2.12) and (4.2.13) we deduce that
(xk+3,0 + ǫk+1xk,0)ξ
n = nkξ
n−3 +O(X−1k ), (4.2.14)
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where nk is the integer a(xk+1,2xk+2,1−ǫk+1axk,1+ǫk+12a(−1)kxk,2). So, using (4.2.10),
(4.2.11) and (4.2.14), we complete the proof of (4.2.8).
Furthermore, for n ≥ 4, we have
nkξ
n−3 = a(xk+1,2xk+2,1 − ǫk+1axk,1)ξn−3 + 2aǫk+1(−1)kxk,2ξn−3
= mkξ
n−4 + 2aǫk+1(−1)kxk,2ξn−3 +O(X−1k ),
where mk is an integer. We conclude that
(xk+3,0 + ǫk+1xk,0)ξ
3 = nk +O(X
−1
k ),
(xk+3,0 + ǫk+1xk,0)ξ
4 = mk + 2aǫk+1(−1)kxk,2ξ +O(X−1k ).
Since ǫk+4 = ǫk+1, it follows from these two formulas that
(xk+6,0 − xk,0)ξ3 = (xk+6,0 + ǫk+4xk+3,0)ξ3 − ǫk+4(xk+3,0 + ǫk+1xk,0)ξ3
= nk+3 − ǫk+4nk +O(X−1k ),
(xk+6,0 − xk,0)ξ4 = (xk+6,0 + ǫk+4xk+3,0)ξ4 − ǫk+4(xk+3,0 + ǫk+1xk,0)ξ4
= mk+3 − ǫk+4mk − 2aǫk+4(−1)k(xk+3,0 + ǫk+1xk,0)ξ3 +O(X−1k )
= mk+3 − ǫk+4mk − 2aǫk+4(−1)knk +O(X−1k ),
and therefore, we have {(xk+6,0−xk,0)ξn} = O(X−1k ) for n = 3, 4, which together with
(4.2.9) and (4.2.11), we completes the proof of (4.2.7)
Corollary 4.2.4 Suppose that R ∈ Z[T ]≤4. Then the sequence
(
{xk,0R(ξ)}
)
k≥1
has
at most 6 accumulation points. More precisely, for each l = 0, 1, . . . , 5, {xl+6i,0R(ξ)}
tends to a limit ηl(R) as i tends to infinity.
Moreover, if deg(R) ≤ 3, then
(
{xk,0R(ξ)}
)
k≥1
has at most 3 accumulation
points. More precisely, for each l = 0, 1, 2, {xl+3i,0R(ξ)} tends to a limit δl(R) as i
tends to infinity.
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Proof: Since Xk tends to infinity faster than any geometric sequence, the inequal-
ity (4.2.7) of Proposition 4.2.3 implies that
(
{xl+6i,0R(ξ)}
)
i≥1
is a Cauchy sequence
for each l = 0, 1, . . . , 5. Similarly, if deg(R) ≤ 3, the inequality (4.2.8) implies that(
{xl+3i,0R(ξ)}
)
i≥1
is a Cauchy sequence for each l = 0, 1, 2.
The next proposition provides a rough lower bound for the numbers {xk,0R(ξ)}.
Proposition 4.2.5 There exists a constant c = c(ξ) > 0 such that for any k ≥ 1 and
any non-zero polynomial R ∈ Z[T ] of degree 3 or 4 with H(R) ≤ cX1/γ3k we have
{xk,0R(ξ)} ≥ cX−2/γ
2
k . (4.2.15)
Proof: Let R(T ) = pT 4 + qT 3 + rT 2 + sT + t be a polynomial of Z[T ] of degree
3 or 4. For our purposes, we construct a sequence of polynomials (Pk)k≥1 in Z[T ] of
the same degree by putting
Pk(T ) =
(
pakT
2 + (qak − pbk)T
)
Qk(T ) = a
2
kR(T ) +BkT
2 + CkT +Dk, (4.2.16)
where ak, bk, ck are the integers defined in §2, Qk(T ) = akT 2 + bkT + ck and
Bk = pakck + (qak − pbk)bk − ra2k,
Ck = (qak − pbk)ck − sa2k,
Dk = −ta2k.
By the virtue of the estimates H(Qk) ∼ X1/γk and |Qk(ξ)| ∼ X−γ
2
k (see Proposition
8.1 of [9]), we have
|Bk|, |Ck|, |Dk|, H(Pk)≪ H(R)H(Qk)2 ≪ H(R)X2/γk ,
|Pk(ξ)| ≪ H(R)H(Qk)|Qk(ξ)| ≪ H(R)X−2k .
(4.2.17)
Consider the integer
Nk = a
2
kxk+1,R +Bkxk+1,2 + Ckxk+1,1 +Dkxk+1,0,
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where xk+1,R denotes the closest integer to xk+1,0R(ξ). From (4.2.16), we get
Nk = a
2
k(xk+1,R−xk+1,0R(ξ))+Bk(xk+1,2−xk+1,0ξ2)+Ck(xk+1,1−xk+1,0ξ)+xk+1,0Pk(ξ).
By (4.2.17) it follows that there exists a constant c1 > 0, such that for all k ≥ 1
|Nk| ≤ c1
(
X
2/γ
k
({xk+1,0R(ξ)}+H(R)X−1k+1)+H(R)Xk+1X−2k ). (4.2.18)
We now provide a condition on R that ensures Nk 6= 0. If deg(R) = 4 then p 6= 0 and
we find
Nk ≡ −pbk(bkxk+1,2 + ckxk+1,1) mod ak.
If deg(R) = 3 we have p = 0 and q 6= 0, and then
Nk ≡ qak(bkxk+1,2 + ckxk+1,1) mod a2k.
If Nk = 0 then it follows from Lemma 4.1.1 that ak divides 4p or 4q. Hence we have∣∣ak∣∣≪ H(R) which implies
X
1/γ
k ≪ H(R).
Whence we deduce that if H(R) ≤ c2X1/γk for an appropriate constant c2 > 0 then
|Nk| ≥ 1.
If we furthermore assume
H(R)(X
2/γ
k X
−1
k+1 +Xk+1X
−2
k ) ≤
1
2c1
, (4.2.19)
then the inequality (4.2.18) together with |Nk| ≥ 1 implies
{xk+1,0R(ξ)} ≥
1
2c1
X
−2/γ
k . (4.2.20)
Since X
2/γ
k X
−1
k+1 ∼ Xk+1X−2k ∼ X−1/γ
2
k the condition (4.2.19) is satisfied if H(R) ≤
c3X
1/γ2
k for an appropriate constant c3 > 0. Assuming c3 ≤ c2, we conclude that
(4.2.20) holds whenever H(R) ≤ c3X1/γ
2
k . The conclusion follows.
4.2. Approximation to extremal real numbers by algebraic numbers of degree at most 4 125
By combining the above proposition with the preceding one, we obtain a better
bound for {xl,0R(ξ)} when l is a large integer.
Corollary 4.2.6 There exists a constant c = c(ξ) > 0 such that for any l, k ∈ Z>0
with l ≡ k mod 6 and l ≥ k ≥ 1, and for any non-zero polynomial R ∈ Z[T ] of
degree 3 or 4 with H(R) ≤ cX1/γ3k we have
{xl,0R(ξ)} ≥ cX−2/γ
2
k . (4.2.21)
Proof: Let k and l be positive integers with l ≡ k mod 6 and l ≥ k. Since the
sequence (Xk)k≥1 grows at least geometrically, then by Proposition 4.2.3 there exists
a constant c1 = c1(ξ) ≥ 1 such that
| {xl,0R(ξ)} − {xk,0R(ξ)} | ≤ c1H(R)X−1k ,
for any polynomial R ∈ Z[T ] of degree at most 4. By Proposition 4.2.5 there exists a
constant c2 = c2(ξ) > 0 such that {xk,0R(ξ)} ≥ c2X−2/γ
2
k if R ∈ Z[T ] has degree 3 or
4 and H(R) ≤ c2X1/γ
3
k . Suppose that R ∈ Z[T ] has degree 3 or 4 and that H(R) ≤
c2
2c1
X
1/γ3
k . Then by combining these estimates we find (using 1/γ
3 − 1 = −2/γ2)
{xl,0R(ξ)} ≥ {xk,0R(ξ)} − c1H(R)X−1k ≥
c2
2
X
−2/γ2
k ≥
c2
2c1
X
−2/γ2
k .
In particular, the above corollary shows that the real numbers δl(R) and ηl(R),
defined in Corollary 4.2.4, are all non-zero, for any polynomial R ∈ Z[T ] of degree 3
or 4. Now we can proceed with the proof of the main Theorem 4.2.1.
Proof: (Proof of Theorem 4.2.1)
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Let R(T ) and P (T ) be as in the statement of the theorem. Consider the following
identity
xl,0R(ξ) = xl,0
(
R(ξ) + P (ξ)
)− xl,0P (ξ).
Since {xl,0ξ2} ≪ X−1l , {xl,0ξ} ≪ X−1l , there exists a constant c1 > 0 such that for all
l ≥ 1 we have
c1{xl,0R(ξ)} ≤ Xl|R(ξ) + P (ξ)|+H(P )X−1l . (4.2.22)
In order to obtain a lower bound for |R(ξ)+P (ξ)|we need a lower bound for {xl,0R(ξ)}
and an upper bound for H(P ). Denote by c2 the constant c of Corollary 4.2.6, and
let k be the smallest integer such that H(R) ≤ c2X1/γ
3
k . It follows by Corollary 4.2.6
that {xl,0R(ξ)} ≥ c2X−2/γ
2
k if l ≡ k mod 6 and l ≥ k. Since every integer l ≥ k is
congruent modulo 6 to some integer in [k, k + 5], we deduce that for all l ≥ k, we
have
{xl,0R(ξ)} ≥ c2X−2/γ
2
k+5 . (4.2.23)
Choose l to be the smallest integer with l ≥ k such that
H(P ) ≤ 1
2
c1c2XlX
−2/γ2
k+5 . (4.2.24)
It follows from (4.2.22) and (4.2.24) that
Xl|R(ξ) + P (ξ)| ≥ 1
2
c1c2X
−2/γ2
k+5 .
The choice of k and l implies H(R)≫ X1/γ4k and H(P )≫ X1/γl X−2/γ
2
k+5 . So, we get
Xl ≪ H(P )γX2/γk+5 and Xk+5 ≪ Xγ
5
k ≪ H(R)γ
9
,
and these estimates lead to
|R(ξ) + P (ξ)| ≫ X−1l X−2/γ
2
k+5 ≫ H(P )−γX−2k+5 ≫ H(P )−γH(R)−2γ
9
.
In the case where P (T ) = 0 the inequality (4.2.22) becomes
|R(ξ)| ≥ c1X−1l {xl,0R(ξ)}, for any l ≥ 1. (4.2.25)
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By Proposition 4.2.5 there exists a constant c3 = c3(ξ) > 0 such that {xl,0R(ξ)} ≥
c3X
−2/γ2
l if H(R) ≤ c3X1/γ
3
l . In this case we define l to be the smallest positive
integer such that H(R) ≤ c3X1/γ
3
l . By the choice of l we have H(R)≫ X1/γ
4
l and so
(4.2.25) implies
|R(ξ)| ≫ X−1−2/γ2l ≫ H(R)−γ
4−2γ2 = H(R)−1−γ
5
.
4.3 Accumulation points
4.3.1 Proof of Theorem 4.2.1 revisited
Let ξ be an extremal real number and let (xk)≥1 be the sequence of points in Z
3
attached to ξ as in §4.1. For any real number η, we define
θξ(η) = lim infk→∞{xk,0η}.
With this notation it follows from Corollary 4.2.6 that for any fixed choice of a positive
integer a, an extremal real number ξ ∈ Ea and a non-zero polynomial R ∈ Z[T ] of
degree 3 or 4, we have θξ(R(ξ)) > 0. Then this and the inequality (4.2.22) in the
proof of Theorem 4.2.1 imply that
|R(ξ) + P (ξ)| ≫ H(P )−γ,
for any non-zero P ∈ Z[T ] of degree ≤ 2, which in turn implies that
|ξ − α| ≫ H(α)−γ2
for any root α of a polynomial of the form R(T ) + P (T ) with P ∈ Z[T ]≤2, where
the implied constants depend only on R and ξ. The next theorem implements this
argument in a more general context.
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Theorem 4.3.1 Suppose that θξ(η) 6= 0. Then, for any non-zero polynomial P (T ) ∈
Z[T ]≤2, we have
|P (ξ) + η| ≫ H(P )−γ, (4.3.1)
where the implied constant depends only on ξ and η.
Proof: Fix a polynomial P ∈ Z[T ]≤2. For each k ≥ 1, we have (same as in the
proof of Theorem 4.2.1)
c1{xk,0η} ≤ Xk|P (ξ) + η|+H(P )X−1k ,
for some c1 = c1(ξ) > 0. Since θξ(η) 6= 0, there exists a constant c2 = c2(ξ, η) > 0
and some k0 ≥ 1, such that
c2 ≤ Xk|P (ξ) + η|+H(P )X−1k , (4.3.2)
for each k ≥ k0. Let k be the smallest index such that
H(P ) ≤ c2
2
Xk.
Assuming that the height H(P ) is sufficiently large, we have k ≥ k0 + 1 and
H(P ) >
c2
2
Xk−1.
Using this and the fact that Xi−1 ∼ X1/γi , it follows from (4.3.2) that
|P (ξ) + η| ≥ c2
2
X−1k ≫ H(P )−γ,
where the implied constant depends only on ξ and η.
4.3.2 Properties of the accumulation points
Fix any R ∈ Z[T ] of degree 3 or 4. As in Section 3.2 we fix a choice of a positive
integer a, an extremal real number ξ ∈ Ea and corresponding sequences (Xk)k≥1 and
(xk)k≥1 satisfying (4.1.2).
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Recall that the proof of the fact θξ(R(ξ)) > 0 uses two arguments. Firstly, Corol-
lary 4.2.4 show that the sequence
(
{xk,0R(ξ)}
)
k≥1
has at most 6 accumulation points
(ηl(R))0≤l≤5, reducing to at most 3 accumulation points (δl(R))0≤l≤2 if deg(R) = 3.
Secondly, Corollary 4.2.6 implies that ηl(R) > 0 for each l = 0, . . . , 5.
Here, we give a new proof of the fact θξ(R(ξ)) > 0 by showing that δl(R) /∈ Q¯ for
each l = 0, 1, 2 if deg(R) = 3 and ηl(R) /∈ Q for each l = 0, . . . , 5 if 3 ≤ deg(R) ≤ 4.
Proposition 4.3.2 Suppose that R(T ) ∈ Z[T ] with deg(R) = 3 and let l ∈ {0, 1, 2}.
(i) For any index k ≥ 1 with k ≡ l+ 1 mod 3 there exists an integer y 6= 0 with
gcd(y, xk,0) ∼ 1, such that ∣∣∣δl(R)− y
xk,0
∣∣∣≪ X−γ2k . (4.3.3)
In particular, y/xk,0 is a convergent of δl(R) with denominator ∼ xk,0, for all k
sufficiently large.
(ii) For any index k ≥ 1 with k ≡ l+2 mod 3 there exists an integer z 6= 0 with
gcd(z, xk,0) ∼ 1, such that
∣∣∣δl(R)− z
xk,0
∣∣∣≪ X−γ2−1k . (4.3.4)
In particular, z/xk,0 is a convergent of δl(R) with denominator ∼ xk,0, for all k
sufficiently large.
(iii) Conversely, there exists a constant c = c(ξ, R, l) > 0 such that, for each
convergent of δl(R), with sufficiently large denominator q, there exists an integer
k ≥ 1 with k ≡/ l mod 3 and cxk,0 ≤ q ≤ xk,0.
(iv) δl(R) /∈ Q¯.
Proof: Write R(T ) in the form
R(T ) = gT 3 +Q(T ),
where deg(Q) ≤ 2. For the proof of Part (i), we use the second identity in (4.1.12)
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that gives
xk,0xk+2,2ξ = xk,1xk+2,1ξ − ǫk(−1)kxk+1,1ξ
= Ak +O(X
−1
k+1),
(4.3.5)
where Ak = xk,1xk+2,2 − ǫk(−1)kxk+1,2. Since xk+2,0Q(ξ) = (integer) + O(X−1k+2), we
get
xk+2,0R(ξ) = gxk+2,0ξ
3 + (integer) + O(X−1k+2)
= gxk+2,2ξ + (integer) + O(X
−1
k+2).
(4.3.6)
Also, by (4.3.5), we have xk+2,2ξ = Ak/xk,0 + O(X
−1
k+2), which together with (4.3.6),
implies that
xk+2,0R(ξ) =
gAk
xk,0
+ (integer) + O(X−1k+2).
By this, we obtain
{xk+2,0R(ξ)} =
{gAk
xk,0
}
+O(X−1k+2). (4.3.7)
Since k + 2 ≡ l mod 3, by the inequality (4.2.8) and by Corollary 4.2.4, we have
δl(R) = {xk+2,0R(ξ)}+O(X−1k+2), (4.3.8)
Let Bk denotes the closest integer to gAk/xk,0. By (4.3.8) and (4.3.7), we deduce
δl(R) =
∣∣∣∣∣∣
gAk − Bkxk,0
xk,0
∣∣∣∣∣∣+O(X−γ
2
k ).
Let y be the numerator of the fraction on the right. To complete the proof of
Part (i), it remains only to show that gcd(y, xk,0) is bounded above and non-zero.
Since gcd(y, xk,0) = gcd(xk,0, gAk) divides g gcd(xk,0, Ak) it suffices to show that
gcd(xk,0, Ak) | 2. For this, recall from (4.1.16) that
ak+1 = xk+1,0xk+2,1 − xk+1,1xk+2,0 = ǫk+1(−1)kxk,0. (4.3.9)
Furthermore, we will show below that
Ak = ǫk+1(−1)k+1(bk+1xk+2,2 + ck+1xk+2,1). (4.3.10)
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If we accept this result, then by Lemma 4.1.1 it follows from (4.3.9) and (4.3.10) that
gcd(xk,0, Ak) = gcd(ak+1, bk+1xk+2,2 + ck+1xk+2,1) | 2.
Now, it remains to prove (4.3.10). First we consider bk+1xk+2,2+ck+1xk+2,1 and replace
bk+1 and ck+1 by their expressions given in (4.1.16)
bk+1xk+2,2 + ck+1xk+2,1
= xk+2,2(ǫk+1(axk,0 + 2(−1)k+1xk,1)) + xk+2,1(−ǫk+1(axk,1 + (−1)k+1xk,2))
= ǫk+1axk,0xk+2,2 − ǫk+1
(
(−1)kxk,1xk+2,2
+ axk,1xk+2,1 + (−1)k(xk,1xk+2,2 − xk,2xk+2,1)
)
(4.3.11)
Now, let us compute axk,1xk+2,1 + (−1)k(xk,1xk+2,2 − xk,2xk+2,1) separately
axk,1xk+2,1 + (−1)k(xk,1xk+2,2 − xk,2xk+2,1)
= axk,1xk+2,1 + (−1)k(−ǫk(axk+1,1 + (−1)kxk+1,2)) by (4.1.12)4
= a(xk,1xk+2,1 − (−1)kǫkxk+1,1)− ǫkxk+1,2
= axk,0xk+2,2 − ǫkxk+1,2 by (4.1.12)2
(4.3.12)
Finally, it follows from (4.3.11) and (4.3.12) that
bk+1xk+2,2 + ck+1xk+2,1 = ǫk+1axk,0xk+2,2 − ǫk+1
(
(−1)kxk,1xk+2,2 + axk,0xk+2,2 − ǫkxk+1,2
)
= ǫk+1(−1)k+1
(
xk,1xk+2,2 − ǫk(−1)kxk+1,2
)
= ǫk+1(−1)k+1Ak,
and this completes the proof of Part (i).
For the proof of Part (ii) we multiply the identity (4.1.14) by ξ and obtain
xk,0xk+4,2ξ = Ek +O(X
−1
k+2), (4.3.13)
where Ek = xk,1xk+4,2 − ǫk(−1)k(axk+1,0xk+3,2 + ǫk+1xk+2,2). Using the fact that
xk+4,0R(ξ) = gxk+4,2ξ + (integer) +O(X
−1
k+4), we deduce from (4.3.13) that
{xk+4,0R(ξ)} =
∣∣∣gEk − Fkxk,0
xk,0
∣∣∣+O(X−γ2−1k ), (4.3.14)
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where Fk is the closest integer to gEk/xk,0. Since k+4 ≡ l mod 3, by the inequality
(4.2.7) and by Corollary 4.2.4, we have
δl(R) = {xk+4,0R(ξ)}+O(X−1k+4).
From this and (4.3.14), for any l = 0, 1, 2 and k ≥ 1 with k + 4 ≡ l mod 3, we get
δl(R) =
∣∣∣∣gEk − Fkxk,0xk,0
∣∣∣∣+O(X−γ2−1k ). (4.3.15)
Let z be the numerator of the fraction on the right. We claim that
gcd(xk,0, z) = gcd(xk,0, gEk) | 2g.
If we accept this claim, then (4.3.15) shows that, for each k sufficiently large, z/xk,0
is a convergent of δl(R) with denominator ∼ xk,0. To prove this claim, we first note
that
Ek = xk,1(axk+2,0xk+3,2 − ǫk+2xk+1,2)− ǫk(−1)k(axk+1,0xk+3,2 + ǫk+1xk+2,2) by (4.1.8)
= axk+3,2(xk,1xk+2,0 − ǫk(−1)kxk+1,0)− ǫk+2(xk,1xk+1,2 + (−1)kxk+2,2)
= axk+3,2xk+2,1xk,0 − ǫk+2(xk,1xk+1,2 + (−1)kxk+2,2). by (4.1.12)1
From this we deduce that
Ek ≡ −ǫk+2Tk mod xk,0, (4.3.16)
where Tk = xk,1xk+1,2 + (−1)kxk+2,2. Now we consider
Tkxk,1 = x
2
k,1xk+1,2 + (−1)kxk+2,2xk,1. (4.3.17)
Since Ak = xk,1xk+2,2 − ǫk(−1)kxk+1,2, then xk,1xk+2,2 = Ak + ǫk(−1)kxk+1,2. Also,
from det(xk) = ǫk we have x
2
k,1 = xk,0xk,2− ǫk. From these two equalities and (4.3.17)
we obtain
Tkxk,1 = (xk,0xk,2 − ǫk)xk+1,2 + (−1)k(Ak + ǫk(−1)kxk+1,2)
= xk,0xk,2xk+1,2 − ǫkxk+1,2 + (−1)kAk + ǫkxk+1,2
= xk,0xk,2xk+1,2 + (−1)kAk,
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and therefore
Tkxk,1 ≡ (−1)kAk mod xk,0.
It follows that
gcd(xk,0, Tkxk,1) = gcd(xk,0, Ak),
and since gcd(xk,0, xk,1) = 1, we deduce
gcd(xk,0, Tk) = gcd(xk,0, Ak).
In Part (i) we have shown that gcd(xk,0, Ak) divides 2, which implies that gcd(xk,0, Tk)
also divides 2, and from (4.3.16) we deduce that gcd(xk,0, Ek) | 2. Since gcd(xk,0, gEk)
divides g gcd(xk,0, Ek), we finally obtain that gcd(xk,0, gEk) | 2g, which proves the
claim.
For the proof of Part (iii) we use properties of continued fractions. We know that
for any α ∈ R\Q with convergents (pm/qm)m≥1, we have
∣∣α− pm/qm∣∣ ∼ (qmqm+1)−1. (4.3.18)
Let p/q be a convergent of δl(R) with a sufficiently large denominator q. Then there
exists an integer k such that xk,0 < q ≤ xk+1,0, and we have three cases.
If k ≡ l mod 3, then k−1 ≡ l+2 mod 3 and there exist consecutive convergents
ps/qs and ps+1/qs+1 of δl(R) with ps/qs = z/xk−1,0 for some integer z, which by (4.3.4)
satisfies ∣∣δl(R)− z/xk−1,0∣∣≪ X−γ2−1k−1 .
By this and (4.3.18), we have
(qsqs+1)
−1 ≪ ∣∣δl(R)− z/xk−1,0∣∣≪ X−γ2−1k−1 .
This inequality and the fact that qs ≤ xk−1,0 imply xk+1,0 ≪ qs+1. Since qs and
qs+1 are denominators of consecutive convergents and qs < q, we also have qs+1 ≤ q.
Whence the inequalities xk+1,0 ≪ qs+1 and q ≤ xk+1,0 imply xk+1,0 ≪ q ≤ xk+1,0.
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If k ≡ l + 1 mod 3, there exist consecutive convergents pt/qt and pt+1/qt+1 of
δl(R), with pt/qt = y/xk,0 for some integer y satisfying (4.3.3). It follows from (4.3.3)
and (4.3.18) that
(qtqt+1)
−1 ≪ ∣∣δl(R)− y/xk,0∣∣≪ X−γ2k .
This inequality and the fact that qt ≤ xk,0 imply xk+1,0 ≪ qt+1. Since qt and qt+1 are
denominators of consecutive convergents and qt < q, we also have qt+1 ≤ q. Whence
the inequalities xk+1,0 ≪ qt+1 and q ≤ xk+1,0 imply xk+1,0 ≪ q ≤ xk+1,0.
If k ≡ l + 2 mod 3, there exist consecutive convergents pu/qu and pu+1/qu+1 of
δl(R), with pu/qu = z/xk,0 for some integer z satisfying (4.3.4). It follows from (4.3.4)
and (4.3.18) that
(ququ+1)
−1 ≪ ∣∣δl(R)− z/xk,0∣∣≪ X−γ2−1k .
This inequality and the fact that qu ≤ xk,0 imply xk+2,0 ≪ qu+1. Since qu and qu+1
are denominators of consecutive convergents and qu < q, we deduce that xk+2,0 ≪
qu+1 ≤ q ≤ xk+1,0, which is impossible for k and q sufficiently large. From this we
conclude that there is no convergent with a denominator q satisfying the inequality
xk,0 < q ≤ xk+1,0 for such k.
Part (iv) is a consequence of Roth’s Theorem together with Parts (i) and (ii).
Remark 4.3.3 Part (ii) of Proposition 4.3.2 implies that w∗1
(
δl(R)
) ≥ γ2 for l =
0, 1, 2, where w∗ is Koksma’s classical exponent of approximation introduced in §2.4.2.
Now, we prove that for any non-zero R(T ) ∈ Z[T ] of degree 4 the accumulations
points
(
ηl(R)
)
0≤l≤5
are irrational and so, they are non-zero.
Proposition 4.3.4 Suppose that R(T ) ∈ Z[T ] with deg(R) = 4 and let l ∈ {0, . . . , 5}.
(i) For any sufficiently large index k ≥ 1 with k ≡ l + 4 mod 6 there exists an
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integer y 6= 0 such that ∣∣∣ηl(R)− y
xk,0xk−1,0
∣∣∣≪ X−γ2k . (4.3.19)
(ii) For any sufficiently large index k ≥ 1 with k ≡ l + 2 mod 6 there exists an
integer z 6= 0 such that ∣∣∣ηl(R)− z
x2k,0
∣∣∣≪ X−γ2−1k . (4.3.20)
(iii) ηl(R) /∈ Q.
Proof: We can write R(T ) in the form
R(T ) = fT 4 + gT 3 +Q(T ),
where deg(Q) ≤ 2. For the proof of Part (i) we use (4.3.5), which gives
xk,0xk+2,2ξ
2 = xk,1xk+2,2ξ − ǫk(−1)kxk+1,2ξ +O(X−1k+1)
=
(
xk,2xk+2,1 − ǫk(axk+1,1 + (−1)kxk+1,2)
)
ξ
− ǫk(−1)kxk+1,2ξ +O(X−1k+1) by (4.1.12)4
= (xk,2xk+2,2 − ǫkaxk+1,2)− 2ǫk(−1)kxk+1,2ξ + O(X−1k+1)
Multiplying both sides of the above equality by xk−1,0 we obtain
xk−1,0xk,0xk+2,2ξ
2 = xk−1,0(xk,2xk+2,2 − ǫkaxk+1,2)− 2ǫk(−1)kxk−1,0xk+1,2ξ +O(X−1k ).
By (4.3.5) we have xk−1,0xk+1,2ξ = Ak−1 +O(X
−1
k ), and hence
xk−1,0xk,0xk+2,2ξ
2 = Ck +O(X
−1
k ),
where Ck = xk−1,0(xk,2xk+2,2− ǫkaxk+1,2)−2ǫk(−1)kAk−1. By this and (4.3.5), we get
fxk−1,0xk,0xk+2,2ξ
2 + gxk−1,0xk,0xk+2,2ξ = fCk + gxk−1,0Ak +O(X
−1
k ). (4.3.21)
From this and xk+2,0Q(ξ) = (integer) + O(X
−1
k+2), we have
xk+2,0R(ξ) = fxk+2,2ξ
2 + gxk+2,2ξ + (integer) + O(X
−1
k+2),
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which leads to
{xk+2,0R(ξ)} = {fxk+2,2ξ2 + gxk+2,2ξ}+O(X−1k+2). (4.3.22)
By (4.3.22) and (4.3.21), we get
{xk+2,0R(ξ)} =
∣∣∣∣fCk + gxk−1,0Ak −Dkxk−1,0xk,0xk−1,0xk,0
∣∣∣∣ +O(X−1k+2), (4.3.23)
where Dk denotes the closest integer to (fCk + gxk−1,0Ak)/(xk−1,0xk,0). By the in-
equality (4.2.7) and by Corollary 4.2.4, for any l = 0, . . . , 5 and k ≥ 1 with k + 2 ≡ l
mod 6, we have
ηl(R) = {xk+2,0R(ξ)}+O(X−1k+2),
and by (4.3.23) we deduce
ηl(R) =
∣∣∣∣fCk + gxk−1,0Ak −Dkxk−1,0xk,0xk−1,0xk,0
∣∣∣∣ +O(X−γ2k ).
We notice that if xk−1,0 divides fCk then it divides fAk−1 and, since gcd(xk−1,0, Ak−1)
divides 2, we conclude that xk−1,0 divides 2f . This is impossible if k is sufficiently
large and thus for large k the numerator in the fraction above is non-zero.
For the proof of Part (ii) we multiply the identity (4.1.14) by ξ2 and obtain
xk,0xk+4,2ξ
2 = xk,1xk+4,2ξ−ǫk(−1)k(axk+1,0xk+3,2ξ+ǫk+1xk+2,2ξ)+O(X−1k+2). (4.3.24)
Replacing k with k + 1 in the second identity of (4.1.12) and multiplying it by ξ, we
have
xk+1,0xk+3,2ξ = xk+1,1xk+3,2 + ǫk+1(−1)kxk+2,2 +O(X−1k+2).
Applying this and (4.1.15) to (4.3.24) we get
xk,0xk+4,2ξ
2 = xk,2xk+4,2 − ǫka(axk+1,0xk+3,2 + 2(−1)kxk+1,1xk+3,2 + ǫk+1xk+2,2)
− 2(−1)kǫk+2xk+2,2ξ +O(X−1k+2).
Multiplying this by xk,0 and applying (4.3.5), in order to replace xk,0xk+2,2ξ, we obtain
x2k,0xk+4,2ξ
2 = xk,0Gk − 2(−1)kǫk+2Ak +O(X−1k+1),
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where Gk = xk,2xk+4,2 − ǫka(axk+1,0xk+3,2 + 2(−1)kxk+1,1xk+3,2 + ǫk+1xk+2,2) and Ak
is defined as in (4.3.10). By this and (4.3.13), we have
fx2k,0xk+4,2ξ
2 + gx2k,0xk+4,2ξ = fNk + gxk,0Ek +O(X
−1
k+1), (4.3.25)
where Nk = xk,0Gk−2(−1)kǫk+2Ak. Since xk+4,0Q(ξ) = (integer)+O(X−1k+4), we have
xk+4,0R(ξ) = fxk+4,2ξ
2 + gxk+4,2ξ + (integer) +O(X
−1
k+4),
which leads to
{xk+4,0R(ξ)} = {fxk+4,2ξ2 + gxk+4,2ξ}+O(X−1k+4).
By this and (4.3.25) we deduce
{xk+4,0R(ξ)} =
|fNk + gxk,0Ek − Lkx2k,0|
x2k,0
+O(X−γ
2−1
k ), (4.3.26)
where Lk is the closest integer to (fNk+gxk,0Ek)/x
2
k,0. Also, by the inequality (4.2.7)
and by Corollary 4.2.4, it follows that for any l = 0, . . . , 5 and k ≥ 1 with k + 4 ≡ l
mod 6 we have
ηl(R) = {xk+4,0R(ξ)}+O(X−1k+4),
whence from (4.3.26) we obtain
ηl(R) =
|fNk + gxk,0Ek − Lkx2k,0|
x2k,0
+O(X−γ
2−1
k ).
Finally, since gcd(xk,0, fNk)
∣∣ f gcd(xk,0, Nk) ∣∣ f gcd(xk,0, 2Ak) ∣∣ 2f gcd(xk,0, Ak), and
since gcd(xk,0, Ak)
∣∣ 2, we deduce that the numerator in the fraction above is not zero
for k ≫ 1.
Part (iii) follows from Parts (i) and (ii).
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