The paper studies the nonparametric connection between realized and implied volatilities. No-arbitrage identities and comparison inequalities are found. We formulate the multi-factor trading system on the volatility scale. To empirically determine the number of factors, we develop a high frequency analysis for sequential F-testing. We also design a cross validated estimate of quadratic variation.
Introduction
It is commonly known that volatility can either be estimated through the past variation of the price process of an underlying asset, or be imputed through a derivative pricing model. The former approach delivers the realized or historical volatility, 1 and the latter gives the implied volatility. 2 In the Black and Scholes (1973)-Merton (1973) model, both volatilities represent the same object, the variations of the returns in the underlying security. However, it is rare that realized and implied volatility agree in practice.
In this paper we study the connection between realized volatility and implied volatility. We first establish (Section 2) a conceptual relationship between implied and realized volatility in a nonparametric framework. We here argue that it is natural to think of implied volatility on the cumulative scale, and that there is a tradable part of the implied volatility. One-and multi-factor structures for implied volatility are discussed in Section 3, where we discuss trading schemes. Since our framework is nonparametric, and since the data are only observed at discrete times, there is a need for statistical model selection in the multi-factor structure. We therefore end the paper by proposing two procedures for such model selection: sequential F-testing, and cross validation (Section 4).
Conceptually, the current paper is close to Renault and Touzi (1996) in that implied volatilities are used to facilitate hedging. The difference between the two papers is that Renault and Touzi (1996) uses a probability model to determine the hedging strategy, while the current paper uses non-parametric inference.
Implied volatility has been studied from several other angles. First of all, there is a rich econometric literature investigating which (realized or implied) volatility provides a better forecast for the subsequent variation of the returns. Substantial empirical work suggests that implied volatilities contain information about future variability in the stock in a way that the past realized data cannot capture. 3 Second, there is also an important mathematical finance literature on the concept of local implied volatility 4 , and on the asymptotic behavior of implied volatility near expiration or at extreme strikes. 5 Third, there is a large literature on variance swaps. 6 Finally, inversion of the Black-Scholes-Merton formula can be used in connection with bounds on options prices. 7 2 Implied and Realized Volatility
Setup and Notation
We consider a non-dividend paying stock {S t } and a zero coupon bond {Λ t }, on a time interval [0, T ] , where Λ T = 1. The discounted stock price is given byS t = S t /Λ t , and, in general, for other instruments with price V t ,Ṽ t = V t /Λ t . In the special case of a non-random short rate r t , the price of the zero coupon bond at time t can be expressed as Λ t = exp{− T t r u du}. For simplicity, we shall develop theory for discounted prices, We assume that under the actual physical distribution P , the discounted stock price follows the equation
where the drift term µ t and the diffusion term σ t can be stochastic and time-varying, and W follows a standard Brownian Motion. Under a a risk neutral distribution, (1) becomes dS t = σ tSt dW * t , where W * is the standard Brownian Motion under that risk neutral measure. It will be assumed that all quantities in (1) are adapted to an underlying filtration (F t ), which is not necessarily generated by S or W . However, we do assume that W is an (F t )-Wiener process. We also suppose that S is an (F t )-Itô process, which, in addition to the above, requires |µ u | and σ 2 u to be integrable (a.s.) on the interval [0, T ]. Finally, we shall suppose that σ 2 t > 0 for all t.
Consider a European option with payoff f (S T ) at expiration T , its price from the standard Black and Scholes (1973)-Merton (1973) formula (abbreviated with BS) at time t can be written as C(S t , − log(Λ t ), σ 2 (T − t)), where
The option maturity T and payoff form f are given by the option contract, and Z is standard normal (see, for example, Chapter 6 of Duffie (1996) ). The most common instance would be the call option, where f (s) = (s − K) + with pre-determined strike price K. In general, for simplicity, we assume the following about the payoff function f :
Condition C1. The function f is assumed to satisfy: (i) f : (0, +∞) → R, (ii) f is convex, and f is not an affine function on (0, +∞); and (iii) E|f (exp(U ))| < ∞ for any normal random variable U . 2
From Condition C1, it follows that C in (2) is well defined and infinitely many times differen-7 Mykland (2000 Mykland ( , 2003a .
tiable, with C Ξ > 0 8 , for Ξ > 0, S > 0, and any R. Also, set C(S, R, ∞) = lim Ξ→∞ C(S, R, Ξ). This latter quantity is typically infinity, but not always.
Suppose that the actual market price of this option is given by V t , and also suppose that V = V /Λ is an (F t )-Ito process. We emphasize that the Brownian motion driving V need not be the same as the one driving S, although one expects that in general the two will be connected. The Itô process assumption is natural for both S and V , since their discounted values are martingales under the risk neutral measure, and since the original measure P and the risk neutral measure are mutually absolutely continuous under no-arbitrage assumptions (see Delbaen and Schachermayer (1995a,b, 1998) for details about the no arbitrage argument).
Note that from standard no-arbitrage considerations,
Thus, the following is well defined.
Definition 1. Under Condition C1, the cumulative implied volatility (CIV) at time t is defined to be the unique solution Ξ t of
2
In the following sections, we discuss the relationship between implied and realized volatility when Ξ demonstrates different level of smoothness. The realized volatility is either on its instantaneous (σ 2 t ) or its integrated quadratic variation ( logS, logS t = t 0 σ 2 u du) form.
Remark 1. Dividing both sides of V t = C(S t , − log(Λ t ), Ξ t ) by Λ t yields,
In equation (5), using zero-coupon bond as numeraire reduces the dimensions of model price C of the option, where C becomes only a function of the futures priceS t and of the CIV Ξ t . In particular, Ξ t is also an Ito process by the Implicit Function Theorem, in view of our assumptions on f (and hence on C) and becauseS andṼ are Itô processes. 2
Cumulative vs. Instantaneous Implied Volatility, and The Zero Factor Model
Our notion of implied volatility is on the cumulative scale, from t to expiration T . This is in contrast to much of the literature (cited above), which considers implied instantaneous volatility. We argue that instantaneous implied volatility almost never exists, and even if it does, it must equal to the instantaneous historical volatility σ 2 t . We explain in the following.
Theorem 1. Assume Condition C1. SupposeS andṼ are Ito processes, withS satisfying (1). Let the cumulative implied volatility Ξ be given by (4). Assume that there is (at least one) measure P * , equivalent to P , under whichS t andṼ t are martingales. (In particular, there is no arbitrage). If Ξ t is absolutely continuous as a function of t on the interval (t 1 , t 2 ), ξ t = − d dt Ξ t , then for the same interval, under both the physical probability measure P and the risk neutral measure P * ,
The good news is that in this situation, the implied volatility leads to an exact "delta hedge" (7)- (8).
However, the theorem's prediction as in (6) occurs rarely in reality, in other words, "instantaneous implied volatility" (− d dt Ξ t ) will typically not exist. Intuitively, the reason is as follows: If Ξ t is absolutely continuous on the whole interval until expiration (0, T ), then subject to regularity conditions, (6) leads to
this implies that
T 0 σ 2 t dt will be known and equal to Ξ 0 at time zero. Such a happy state of affairs is not typical.
The model described above will be called the zero factor model, since there is no impact of any factor structure in the volatility on the hedging of the derivative security. This will be consistent with our multi-factor structure below.
Remark 2. (Empirical testing of the zero factor model). To check empirically whether Ξ t is absolutely continuous, one can proceed as follows. From Remark 1, Ξ t is an Itô process. Hence, Ξ t is absolutely continuous if and only if its quadratic variation Ξ, Ξ is zero. This is testable on the basis of high frequency financial data. A general discussion of methods is given in Section 4 below, for the case where there is no microstructure noise. If noise is present, one can estimate Ξ, Ξ (over a desired interval) with an estimator such as the two-or multi-scale realized volatility (Zhang, Mykland, and Aït-Sahalia (2005) , Zhang (2006)). One can then use the asymptotic mixed normality of the estimator to test whether Ξ, Ξ is zero. 2
Remark 3. Most literature on implied volatility define the instantaneous volatility at time t to be Ξ t /(T − t), which by itself is well defined, however, this seems to somewhat defy the notion of "instantaneous". 2
Proof of Theorem 1: This result is a corollary to the more general Theorem 3 below. No arbitrage implies (3). As Ξ t is absolutely continuous, Ξ M G
A Comparison Result for Implied Volatilities
We here provide a further connection between realized and implied volatilities. Let Ξ − < Ξ + , and consider the set
We have the following result:
Theorem 2. Assume Condition C1. SupposeS andṼ are Ito processes, withS satisfying (1). Let the cumulative implied volatility Ξ be given by (4). Assume that there is (at least one) measure P * , equivalent to P , under whichS t andṼ t are martingales. (In particular, there is no arbitrage). Finally, asssume that (9) has probability one. Then the set
also has probability one.
Proof of Theeorem 2. Let > 0. Suppose Ξ t + t 0 σ 2 u du hits Ξ + + at time τ (∈ (0, T ))). At this time τ , sell one unit of V τ , and start a trading strategy at time τ with initial (discounted) value
. From p. 667 of Mykland (2000) , this strategy produces a payoff at time T equal to
Hence, the overall strategy makes a positive profit at time τ , and cannot lose money at time T . This shows the upper bound. The lower bound follows similarly. 2
General No Arbitrage Identities
From Section 2.2, it is clear that one has to expect the implied volatility to be non-differentiable with respect to t, and hence have non-zero quadratic variation. We here explore this more general case.
Using Ito's Lemma on (5), one gets
Now define a smooth process through
since C Ξ = CSSS 2 /2. Also, let the remainder Ξ M G t be given by
Equation (11) therefore becomes
and, in particular, Ξ M G is a martingale under any equivalent martingale measure. As importantly for our purposes, Ξ M G can be seen as the (discounted) value of a traded security.
To summarize the above, we state the following:
Theorem 3. Assume Condition C1. SupposeS andṼ are Ito processes, withS satisfying (1). Let the cumulative implied volatility Ξ be given by (4). Assume that there is (at least one) measure P * , equivalent to P , under whichS t andṼ t are martingales. Then, under P and any equivalent measure, the equations (12) and (14) will hold. 
and
This is an unusual situation in that (15) holds despite the possibility that Ξ M G is nonzero. This is another way of describing why the variance swap can be hedged in S and the log option. 2 3 Hedging Implied Volatility 3.1 Hedging in the Underlying Process 3.1.1 General Considerations; "Gamma" and "Vega" Risk; Leverage Effect
We saw in Section 2.2 that if the implied volatility is absolutely continuous, the above result provides a perfect hedge. In the more general case, suppose that
where ρ t = d Ξ,S t /d S ,S t , for t ∈ (0, T ). One can view equation (17) as a local regression of Ξ oñ S, with ρ being the regression coefficient and Z being the residual. Z may or may not be absolutely continuous. In this case, a minimal martingale hedge (Föllmer and Sondermann (1986) , Föllmer and Schweizer (1991) , Schewizer (1990 Schewizer ( , 1991 ) gives the evolution of the price of the derivative in the following form:
where
Hence, (19) provides a correction term to the "implied" delta hedge which improves trading on the basis of implied volatility only. In analogy with common parlance, we can think of this as a minimization of exposure to "Gamma" and "Vega" risk (see Hull (2008) ).
Similarly,
again since
Remark 4. (Leverage effect.) The coefficient ρ t is a form of leverage effect on the implied volatility, and is empirically expected to have a negative sign. Since C Ξ is positive for convex payoffs, we obtain that the delta hedge in (19) is smaller than the Black-Scholes implied delta CS. The latter will thus tend to overhedge the position. This is similar to the findings of Renault and Touzi (1996) in their setting. 2
Remark 5. Obviously, the hedge in (19) can be obtained by directly using the prices of market traded (European) options {V t }, as CS + ρ t C Ξ = d Ṽ ,S t /d S ,S t . The advantage of proceeding via the implied volatility Ξ rather than the raw price V is that implied volatilities move on the same scale across strike prices, thus share similar statistical properties whereas raw prices of atthe-money options behaves quite differently from those out-of-the-money and in-the-money ones. This consideration motivates the use of statistical techniques in Section 4 below. 2
If one hedges according to this scheme, it is of substantial interest to control the size of the residual C Ξ dZ M G t . This can be done empirically by using the Analysis of Variance/Variation (ANOVA) techniques developed in Zhang (2001) and Mykland and Zhang (2006) . Below, in Section 4.2, we develop a safer estimator of Z, Z , which is based on cross validation.
One Factor Structure on Ξ
Suppose the CIV Ξ has a one-factor structure, by which we mean thatS t exhausts the martingale variation of Ξ M G t . The following result then gives the form of the implied volatility, and asserts that we have a perfect hedge. Corollary 1. Assume the conditions of Theorem 3. Also suppose that the cumulative implied volatility Ξ t process satisfies equation (17) as well as
∆ t is given by (19), under both the physical probability measure P and any equivalent measure.
The result follows directly from (18)- (20) since dZ M G ≡ 0.
Multifactor Structure on Ξ: Hedging as Regression
In general, one cannot expect to be in the one factor situation as in (21). One can then seek to complete the market by adding market traded instruments until one has to a great extent completed the market. Suppose that we have p different options, with prices V (1) , ..., V (p) , written on the underlying stock. Each option V (i) has an implied volatility process Ξ (i) . In extension of model (17), one can then hope to hedge the first option in subset of the remaining options, say
where the aim is for Z, Z to be as small as possible. In view of the relationship (14), this is the same as constructing a hedge forṼ
t , with error C Ξ dZ t . Since we shall now proceed to treating the problem statistically, it is preferable to have the relevant quantities as much as possible on the same scale. See Remark 5 for elaboration.
The question now arises how to select the subset of options to be used in making the market more complete. As a probabilistic problem, with a well defined model and continuously observed process paths, this is straightforward. In particular, if the underlying filtration (F t ) is generated (under some equivalent martingale measure) by r independent Brownian motions, then q = r − 1. For example, in a Heston (1993) model, q = 1.
However, when a model or continuous observation is absent, we need to solve the problem with statistical methods. This motivates the next section.
Empirical Model Selection for Options Hedging
We are dealing with a system on the form
where Itô processes X (1) t , ..., X (p) t and Y t are observed (and traded) at discrete times.
In terms of the development above, we take
We write X and Y to emphasize the general nature of the formulation.
Remark 6. One can equally well take Y t = Ξ (1) , X
(1) t =S t , and X (k) t = Ξ (k) , in view of the asymptotic negligibility of "dt" type terms (Section 2.2 of Mykland and Zhang (2007) ). Apart from the loss of scale comparability, the analysis can also be done on the original system, with
Obviously, the formulation also extends to several underlying securities S, etc.
2
The regression coefficients β (k) t can be estimated at any given time through a rolling regression on the preceding data (Foster and Nelson (1996) , Comte and Renault (1998) , Hayashi and Mykland (2005) , Mykland and Zhang (2008) ). Hence, an approximate statistical trading strategy is well defined. The development in Zhang (2001) and Mykland and Zhang (2006) was concerned with measuring Z, Z in the model of form (25). We now consider model selection for this system. Suppose that one observes this system for, say, a day, and then want to apply the conclusions to trading for the following day, assuming reasonable stability of the system.
For ease of notation, we shall think of the day under observation as being a time span from 0 to T . Observations are made at times t n,j = jT /n, j = 0, ..., n. Take ∆Y t n,j+1 = Y t n,j+1 − Y t n,j , and similarly for ∆X
. We divide the sampling times into blocks of size M > p (the last block may be longer). The number of blocks is K n , where K n is the largest integer ≤ n/M . We denote the block boundaries by τ n,i = t n,M i , except for the last block.
Model Selection through F-testing
A standard way of selecting a model is through (possibly sequential) F-testing (see, for example, Weisberg (1985) , Chapter 4.4 and 8.7). We here present a version of such testing which applies to the system (25). Specifically, we consider the following nested sequence of models (0 = q 0 < q 1 < ... < q ν = p):
where X (k) , Z (1) t = 0 for all t and k ≤ q 1 , X (k) , Z (2) t = 0 for all t and k ≤ q 2 , and so on.
We want to test if the variation in Y is significantly better explained by adding regressees (hedging instruments). Finding the minimal number of hedging instruments will provide the most parsimonious and also cheapest strategy in the sense of incurring least transaction cost.
The procedure is as follows. For each block i, form the following residual sums of squares (RSS) (27) and similarly for the last block. We denote RSS i,0 = ∆Y 2 t n,j over block i. To avoid having too many indices, for the moment we are suppressing the dependence on n. The regressions are in all cases without intercept. The sum of squares additionally explained (in block i) by model number m (going from q m−1 to q m regressors) is given by RSS i,q m−1 − RSS i,qm . An F -statistic to test the significance of this is given by
To cumulate across blocks, write
The heuristic of the testing procedure would now be that if β (k) t ≡ 0 for q r < k ≤ p (i.e., additional models r + 1 to ν contribute nothing), then, for r < m ≤ ν, F m should be close to
where f b = b/(b − 2) is the expected value of an F random variable with a and b degrees of freedom. We now investigate this heuristic rigorously.
Define stable convergence as in Mykland and Zhang (2007) . Under the regularity conditions of that paper, we obtain Theorem 4. Let M > p + 4. Suppose that the quadratic covariation matrix X, X t is of full rank for all t ∈ [0, T ]. Assume that β
converges stably to a normal distribution with mean zero and covariance matrix with elements (m 1 , m 2 = r + 1, ..., ν):
where δ m 1 m 2 is the Kronecker delta.
One can then test the null hypothesis that the trading strategy of Model r is the best attainable (β
The multivariate result in Theorem 4 is useful for the sequential selection procedure.
Proof of Theorem 4. Let the distribution Q n be as in Mykland and Zhang (2007) . Since asymptotics is unaffected, take n = M K n . Let Y n,i be the information at time τ n,i . Note that from standard (normal distribution based) regression theory, (RSS i,q m−1 −RSS i,qm ), m = r+1, ..., ν, and RSS i,p are independent given Y n,i and under Q n , with distributions χ 2 × Z, Z τ n,i ∆t, where the χ 2 distributions have q m − q m−1 , m = r + 1, ..., ν, and M − p degrees of freedom, respectively. Thus, conditionally on Y n,i , the vector (F i,r+1 , ...F i,ν ) has mean f M −p (1, ..., 1), and covariance matrix given by Cov(
. By standard martingale CLT considerations, this yields the result of the theorem under Q n . The validity of the result under P follows Theorem 4 (and Proposition 1) of Mykland and Zhang (2007) (there is no adjustment from these theorems). 2
Cross Validation
Another way to approach the question of model selection is through cross validation (see, for example, Allen (1974) , O'Sullivan (1986) , and Breiman and Spector (1992) ). We shall consider this in its simplest form, where we compute the residual quadratic variation Z, Z T by predicting an increment ∆Y t n,j based on ∆X
, ..., and ∆X
, where the coefficients β were estimated without the j-th observation. One do this estimate for a number of models (like (26), except that there is now no need for nesting), without fear of being overly optimistic due to overfitting). A good model with have a low (though not necessarily minimal) value of Z, Z T .
We proceed using model (25). Of course, the number and choice of regressors can vary, and this give rise to different estimates.
The cross validated sum of squares (CVSS) is given, again using blocks in terms of cross validated residuals
where (β (1) (−j) , ...,β (p) (−j) ) is the least squares estimate in the block i containing j (M i < j ≤ M (i + 1)) using all observations in the block except observation # j. The sum of squares is then
A computationally efficient method for computing the residual ∆Z CV t n,j is given in Weisberg (1985) , equation (8.23) (p. 217), so computation does not require the fitting of n models.
Subject to the conditions of Mykland and Zhang (2007) , we give the theoretical properties of the CVSS for high frequency data. It turns out that to achieve asymptotic unbiasedness, the estimator needs a multiplicative adjustment:
To describe the asymptotic variance, define the matrix random variable H = U (U * U ) −1 U * , where U is an n×p matrix consisting of iid standard normal random variables, and " * " denotes transposition.
We now need the quantity
Theorem 5. Let M > p. Suppose that the quadratic covariation matrix X, X t is of full rank for all t ∈ [0, T ]. Define the cross validated quadratic variation (CVQV) of Z by (34). Then, as n → ∞, n 1/2 ( Z, Z CV T − Z, Z T ) converges stably in law to
where the normal random variable is independent of the underlying filtration (F t ).
In view of this result, one can use the cross validated sum of squares to set confidence intervals for the residual quadratic variation, in analogy with the results in Zhang (2001) and Mykland and Zhang (2006) . Proof of Theorem 5. As in the proof of Theorem 4, let the distribution Q n be as in Mykland and Zhang (2007) . Since asymptotics is unaffected, take n = M K n . Let Y n,i be the information at time τ n,i . Set ∆t = T /n, and also let let Y n,i be the smallest sigma-field containing Y n,i and σ(∆X t n,j , τ n,i < t n,j ≤ τ n,i+1 ).
For the moment, consider block # i. Let (h jl ) be the "hat matrix" (Weisberg (1985) , p. 109) in the regression of ∆Y or the ∆X's. Conditionally on Y n,i , and under Q n , the vector By standard martingale CLT considerations, this yields the result of the theorem under Q n . The validity of the result under P follows Theorem 4 (and Proposition 1) of Mykland and Zhang (2007) 2
Conclusion
In the above, we have described an implied volatility approach to completing markets. To implement the approach in practice, model selection methods are developed. Important open problems include how to carry out the model selection in the presence of market microstructure and asynchronous observations.
