classification is a process that explains and functions to distinguish data classes or concepts that aim to be able to predictions in classes of objects unknown to the label class. Many popular classification techniques, one of which is K-Nearest Neighbor (KNN). The K-NN algorithm functions to find the closest k neighbors and use the majority class. This study aims to determine the best k value by using Learning Vector Quantization as weight weights. Determination of the Local Mean Based test data class K-Nearest Neighbor uses the measurement of the closest distance to each local model of each data class. In processing Learning Vector Quantization, Cross-Validation and Local K-Fold in the K-Nearest Neighbor classification the lowest k = 4 was 72%, while the highest k value was 9 = 80%. And the highest k value is a good K value that is k = 9 for Iris Data.
Introduction
Classification is one of the tasks of data mining that aims to predict the labels of categories of objects that were not previously known, in distinguishing between objects with one another. based on attributes or features [1] . Saputra [2] say that the classification method is a process that explains and functions to distinguish data classes or concepts that aim to be able to predict in classes of objects unknown to the label class. Classification is part of data mining, where data mining is a term used to explain the discovery of knowledge in data. Data mining is also a process that uses statistical techniques, mathematics, artificial intelligence and machine learning to extract and recognize useful information and relevant knowledge from various large databases.
K-Nearset Neigbhour (KNN) is a method that uses a supervised algorithm. The difference between supervised learning and unsupervised learning is that supervised learning aims to find new patterns in data by connecting existing data patterns with new data. Whereas in unsupervised learning, data does not yet have any pattern, and the purpose of unsupervised learning is to find patterns in data. The purpose of the k-NN algorithm is to classify new objects based on attributes and training samples [1] . Where the results of the new test samples are classified based on the majority of the categories on k-NN. In the classification process, 2 this algorithm does not use any model to match and is only based on memory. The k-NN algorithm uses neighboring classification as the predictive value of the new test sample. The distance used is the Euclidean Distance. Euclidean distance is the most commonly used distance for numerical data. Euclidean distance is defined as follows: To classify a new class k-NN looks for k neighbors that are closest and use the majority class. To do this, first, the closest neighbor is identified first [3] . Where x1, x2, ... xn are predictors for instances 1 and u1, u2, ..., un are predictors for instance 2. The K-nearest neighbor (KNN) algorithm is a supervised learning algorithm in which the results of calcification of new data are based on the category of the closest K neighbor. The purpose of this algorithm is to classify new objects based on attributes and training data. Classification is done without using a model but only based on memory. Suppose that given a query, it will get a number of K training data objects closest to the query.
Classification is done by using the majority of votes (such as in elections) between classifications of K objects. The KNN algorithm uses the classification of security as a prediction of new data. This algorithm works based on the minimum distance from the new data to the nearest K neighbor that has been determined. After obtaining the nearest K neighbor, the prediction of the class from the new data will be determined based on the majority of the nearest K neighbors. The steps in classification in the KNN Algorithm: 1. Determine the parameter K = the number of closest neighbors. 2. Calculate the distance between the new data and all the training data. 3. Sort the distance and set the nearest neighbor based on the minimum distance K. 4. Check the class from the nearest neighbor. 5. Use a simple majority of the closest neighbor class as the new data predictive value.
The use of Local Mean is proven to improve performance and also reduce the influence of outliers on the K-NN method, especially for small amounts of data [4] .
The K value on the LMKNN is very different from that of K-NN, on the LMKNN the value of K is the number of closest neighbors of each data class, while in K-NN the value of K is the number of closest neighbors of all data. LMKNN is equal to 1-NN if the K value is 1 [4] .
Learning Vector Quantization (LVQ) is a method for classifying (grouping) patterns and having output representing a particular class. LVQ neural network architecture is basically the same as Kohonen's Self Organizing Map (without a topological structure assumed for output). Its architecture consists of input layers, competitive layers (hidden layers), and output layers. The competitive layer will learn automatically to classify the input vectors given. If several input vectors have very close distances, then the input vectors will be grouped in the same class [5] .
The steps in the Lvq algorithm are as follows:
Step 0: Initialization Weight
Step 1: If the stop condition fails, do steps 2-8
Step 2: For each input vector Xi, do steps 3 to 6
Step 3: For each j, count: 2 (2)
Step 4: Find the index j so that D (j) is minimum
Step 5: Check j index and compare it with class information
Step 6: For each j -Update its weight if index = Class information Wji (New) = Old Wji + (Xi -Wji (old)) (3) -Update its weight if the index ≠ class information Wji (New) = old Wji -(Xi -Wji (lama)) (4) -By is the rate of understanding / learning rate (used 0.1)
Step 7: Modify the comprehension rate (used 0.5)
Step 8: Check the stop condition [5] .
Method
This study aims to optimize good k values, can improve classification performance and also reduce outliers, especially in smaller size data in the k-Nearest Neighbor classification process. By using the Learning Vector Quantization to manage data measurement processes based on dataset criteria from the data mining UCI Repository as training data and tests in classification. [6] 
Result and Discussion
From the process described in the previous sub-chapter at this stage it goes into implementation. The output of the test from k value = 1 -50 on UCI data uses Learning Vector Quantization, K-fold Cross-Validation and Local Mean base K-Nearset Neighbor. [7] Testing is done using some data obtained from the UCI Repository, Iris data. At the time of testing, as much as 80% of the data is used as training data and as much as 20% of the data is used as test data carried out randomly. This study aims to determine the appropriate k value in the K-Nearest Neighbor value classification process to get good accuracy or high accuracy. [8] 
Data
Vector Vector count results using Learning Vector Quantization (LVQ) as a measurement tool for correlations from data sets, where the Learning Vector Quantization will be used as a weighting basis. [9]   3  2  3  2  3  3  2  2  3  3  3  3  3  2  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3   3  3  3  2  3  3  3  2  3  3  2  3  3  3  2  3  3  3  3  3  3  3  3  3  3  3  3  3  3 3 Table 2 Results of new weights generated from LVQ Then the distance between training data and test data is calculated using the Euclaudien distance model. The distance generated can be seen in table 3 [10] . Furthermore, sorting the distance between the data is done ascending, while the order of the closest distance between the data can be seen in table 4 [11] . Table 4 Sequence of the Nearest Distance on the Iris dataset The process for the first stage is to determine the parameters and then calculate the vector using LVQ as a measure for the correlation of the data set, where the LQV will be used as the basis for weighting. [12] Seto Aji [13] The Local Mean and LVQ processes aim to calculate the average value of weights from the distance of the nearest neighbor to each data class and make the highest weighting average as the k value of the test data class and from k = 1-50. After obtaining a new weighting, it will be calculated by using LVQ and LMKNN. The results of LVQ + LMKNN with the Euclidean distance model from the test on the Iris dataset can be seen in Figure 2 The results of Plot k = 1-50 from the testing of the Iris dataset can be seen in Figure 4 Can be obtained from the results of Figure 2 and Figure 3 and Results Graph Figure 4 in the K-Nearest Niegbor classification uses the parameter k for 1 to 50 using Learning Vector Quantization with Local Mean K-Nearest Neighbor to determine a good k value. Then can be obtained in this process the most accurate value of the combined LVQ and LMKNN is very consistent the highest value is only one, namely the value at k = 9 is 0.8. The lowest accuracy value is located at k = 4 of 0.72 resulting from a combination of LVQ and LMKNN.
Conclusion
After discussing in the previous chapters, conclusions can be obtained by looking at Figure 2 , Figure 3 and graphical images 4 by processing Learning Vector Quantization with Local Maen to determine the value of K in K-Nearest Neighbor. The lowest k value in this study is at k = 5 by 72%, while the highest k value for k = 9 is 80% and a good k value for iris data is k = 9.
