Removable Singularities for Anisotropic Elliptic Equations by Igor I. Skrypnik
Potential Anal (2014) 41:1127–1145
DOI 10.1007/s11118-014-9414-9
Removable Singularities for Anisotropic Elliptic
Equations
Igor I. Skrypnik
Received: 4 November 2013 / Accepted: 30 April 2014 / Published online: 28 May 2014
© Springer Science+Business Media Dordrecht 2014
Abstract We study a class of quasi-linear elliptic equations with model representative∑n
i=1(|uxi |pi−2uxi )xi = 0, which solutions have singularities on a smooth manifold. We
establish the condition for removability of singularity on a manifold for solutions of such
equations.
Mathematics Subject Classifications (2010) 35B45 · 35J60
1 Introduction and Main Result
In this paper we study solutions to quasi-linear equations in the divergence form
− div A(x,∇u) = a0(x,∇u), x ∈  \ , (1.1)
where  is a domain in Rn, n ≥ 3 and  ⊂  is a manifold of dimension 1 ≤ s ≤ n − 2.
Throughout the paper we suppose that the functions A :  × Rn → Rn and a0 :  ×
R
n → Rn are such that A(·, ξ ), a0(·, ξ ) are Lebesgue measurable for all ξ ∈ Rn, and
A(x, ·), a0(x, ·) are continuous for almost all x ∈ , A = (a1, a2, . . . , an).
We also assume that the following structure conditions are satisfied:
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where ν1, ν2 are positive constants and



























p˜ = max(pn−s, pn) < min
( (n − 1)p
n − p ,
n − s − 1
n − s − α α
)
, α < n − s. (1.5)
It is well known that the necessary and sufficient conditions for the harmonic function u
to have a removable singularity at x0 is u(x) = o(|x − x0|2−n) as x → x0. Until recently
such a precise result for quasi-linear equations was known only for positive solutions since
the celebrated paper by Serrin [14], under relevant assumptions on the coefficients in terms
of Lq -spaces (see [18] for the survey of the relevant results). For the sign changing solutions
Serrin’s result is expressed in terms of Lq -conditions on the coefficients, and for removabil-
ity of isolated singularities and singularities on the manifolds it leads to a more restrictive
condition. A model example of the isotropic Eq. (1.1) is the following equation involving
p-Laplacian
− pu = gu|u|p−2 + f in  \ , p > 1. (1.6)
For g, f ∈ Lq(), q > n
p
Serrin’s condition [13, 14] on removability of singularities
on manifold  with dimension s reduces to
u(x) = O((d(x,))− n−p−sp−1 +δ), δ > 0, p < n − s, (1.7)
where d(x,) is the distance from point x to the manifold . Further analysis of sufficient
conditions for removability of singularities of solutions has been made by many authors for
different classes of nonlinear elliptic and parabolic equations (c.f., e.g [18] and references
therein). The precise condition for the removability of singularity on the manifold  for
Eq. (1.6) with g, f ∈ Lq(), q > n
p
(and more general quasi-linear equations) has the
form
u(x) = o((d(x,))− n−p−sp−1 ), 1 < p < n − s, (1.8)
which has been proved in [15]. In the case of an isolated singularity (s = 0) an analogous
result was obtained in [12].




(|uxi |pi−2uxi )xi = gu|u|p−2 + f (1.9)
have not been much studied.
Examples constructed by Giaquinta [4] and Marcellini [9] show that Eq.(1.9) may have
unbounded solutions if pis are too far apart. Local boundedness of solutions to Eq. (1.9)
has been obtained in [3, 6] under the condition
1 < p1 ≤ · · · ≤ pn ≤ np
n − p , p < n. (1.10)
This condition is sharp as there are unbounded solutions to Eq. (1.9) if condition
Eq.(1.10) is violated (cf. [3, 6]). Local boundedness of the gradient of a solution to Eq.
(1.9) was obtained in [8, 10] under condition Eq. (1.10) and sufficient smoothness of the
coefficients.
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It is worth nothing that the explicit fundamental solution to Eq. (1.9) is unknown. There-
fore until recently it has not been clear how a precise condition for the removability of an
isolated singularity of a solution to Eq. (1.9) can be stated. This question was successfully
answered in [11], where it was proved that a singularity at the point {x0} is removable if





|u(x)| = o(r− n−pp−1 ), p < n, (1.11)
where R is some fixed number and
D(r) =
{
x ∈  :
n∑
i=1
|xi − x(0)i |ai ≤ r
}
, (1.12)
ai = pi(p − 1)
p(n − 1) − pi(n − p) , i = 1, . . . , n, (1.13)
1 < p1 ≤ · · · ≤ pn < n − 1
n − pp. (1.14)
Existence of the positive fundamental solution to equation Eq. (1.9) was proved in [2]
under condition Eq. (1.14).
We are interested here in pointwise conditions on solutions to guarantee that the singu-
larity on  is removable, that is, the solution can be extended to . Before formulating the
main results, let us remind the reader the definition of a weak solution to Eq. (1.1). Let 
be a manifold of class C1 without boundary of dimension s contained in . Without loss of
generality assume that  ⊂ {x1 = x2 = · · · = xn−s = 0}. We say that u is a weak solution
to Eq. (1.1) in  \  if for an arbitrary function ψ ∈ C1(), vanishing in a neighborhood
of , we have the inclusion uψ ∈ W 1,p1,...,pn () and the integral identity
∫

{A(x,∇u)∇(ϕψ) − a0(x,∇u)ϕψ} dx = 0 (1.15)
holds for any ϕ ∈ ◦W 1,p1,...,pn().
We say that a solution u(x) of Eq. (1.1) has a removable singularity on the manifold 
if u(x) can be extended to  so that the extension u˜(x) of u(x) satisfies Eq. (1.1) in  and
u(x) ∈ W 1,p1,...,pn ().
Let
bi := pi(α − 1)
α(n − s − 1) − pi(n − s − α) , i = 1, . . . , n,

















For R0,H0 > 0 set
D(R0,H0) = {x : ρ(x ′) < R0, ρ(x ′′) < H0},
D1(R0) = {x ′ : ρ(x ′) < R0}, D2(H0) = {x ′′ : ρ(x ′′) < H0}.
We can assume that R0, H0 are sufficiently small such that






∩ {x ′ = 0}.
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Next we define the number M(r) characterizing local behaviour of the solution u in the
neighborhood of the manifold .
M(r) := ess sup{|u(x)| : x ∈ D(R0,H0) \ D(r,H0)}.
The regularity result from [3, 6] yields that M(r) < ∞ for r > 0. Now we are ready to
formulate our main result.
Theorem 1.1 Let u be a weak solution to Eq. (1.1) in  \ . Let conditions Eq. (1.2)–(1.5)





α−1 M(r) = 0, 1 ≤ s ≤ n − 2. (1.17)
Then a singularity of u(x) on  is removable.
Remark 1.1 In the critical case α = n − s the condition of removability on the manifold 
takes the form
lim
r→0 m(r)| ln r|
−1 = 0 (cf. [11]),
where m(r) = ess sup{|u(x)| : x ∈ D˜(R0, H0) \ D˜(r,H0)}, D˜(R0,H0) = {x : d(x ′) <










The result analogous to Theorem 1.1 can be proved for this case with respective changes
in Lemmas 2.1–2.4 (see Section 2). We will not pursue this issue here.
The main step in proving Theorem 1.1 is the following result.
Theorem 1.2 Let the conditions of Theorem 1.1 be fulfilled. Then there exist positive
constants K0, c depending only on ν1, ν2, s, n, p1, . . . , pn,R0,H0 such that
M(r) ≤ K0r− n−s−αα−1 +c, r > 0. (1.18)
We Point out that our approach continues the studies of I. V. Skrypnik [16, 17] on point-
wise estimates of nonlinear capacity potentials. The rest of the paper contains the proof of
the above theorems.
2 Proof of Theorem 1.2
2.1 Auxiliary propositions
The following lemmas will be used in the sequel. The first one is the well-known embedding
lemma (see [1]).















dx < ∞, αi ≥ 0, pi ≥ 1.
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If 1 < p < n, then v ∈ Lq(), q = np































where the constant K1 depends only on n, αi, pi, i = 1, . . . , n.
The next lemma is an immediate consequence of Lemma 2.1.















dx < ∞, 0 ≤ αi < pi, pi ≥ 1. (2.2)
If 1 < p < n, then v ∈ Lq(), q = np































with positive constant K2 depending only on n, αi , pi, i = 1, . . . , n.
In what follows we will frequently use the following lemma [7, Chapter II, Lemma 4.7].
Lemma 2.3 Let {yj } be a sequence of non-negative numbers such that for any j =
0, 1, 2, . . . the inequality
yj+1 ≤ Cbjy1+εj (2.4)
holds with positive constants ε,C > 0, b > 1. Then the following estimate is true









Particularly, if y0 ≤ C− 1ε b−
1
ε2 , then limj→∞ yj = 0.
2.2 Integral estimates for the gradient of solutions
Let τ ∈ C∞(R1) be such that τ(t) = 0 for t ≤ 1, τ(t) = 1 for t ≥ 2, 0 ≤ τ(t) ≤ 1,
0 ≤ dτ(t)
dt
≤ 2, t ∈ R1.
Fix a point |ξ ′′| ≤ H02 , for r > 0, h > 0 set
ψr(x
′) = τ(r−1ρ(x ′)), ζh(x ′′) = 1 − τ(h−1ρ(x ′′ − ξ ′′)).
For 0 < r ≤ R0 set
ur = (u − M(r))+, E(r) = {x ∈ D(R0, H0) : u(x) > M(r)}.
By the known parameters we understand the numbers ν1, ν2, n, s, p1, . . . , pn, R0,
H0,m, where m is a fixed positive number such that m ≥ 1 + p˜. In what follows γ stands
for a generic constant that depends on known parameters only and may vary from line to
line.
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Lemma 2.4 Let the conditions of Theorem 1.2 be fulfilled. Then there exists a positive
constant c1 depending on the known parameters only such that the inequalities






|uxi |piψmr ζmh dx ≤ c1M(r)has (μ(r) + 1) (2.7)





Proof Without loss assume that limr→0 M(r) = ∞ and suppose that R0 satisfies the addi-
tional condition M(R0) ≥ 1. Testing Eq. (1.15) by ϕ = uρψm−1r ζmh , ψ = ψr and using











































































































where K(r) = {x ′ : r < ρ(x ′) < 2r}.
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α−1 (pi−1)(x ′) dx ′.




i sign yi, yi = 1, . . . , n, δ = 2 max1≤i≤n−s(1, bi),























|y ′|−δ (n−s−α)(pi−1)α−1 +δ(n−s)−1d|y ′|
≤ γρn−s− n−s−αα−1 (pi−1).
(2.10)






























h dx ≤ γM(r)has
∫
r≤ρ(x ′)≤ρ
ρ−n+s+α(x ′)dx ′ ≤ γM(r)hasρα. (2.12)
The last term in the right-hand side of Eq. (2.8) we estimate using the inclusion E(ρ) ⊂
D(ρ,H0). Thus collecting Eq. (2.8)–(2.12) we arrive at the required Eq. (2.7).
For 0 < θρ < ρ ≤ R0 set
E(θρ, ρ) = {x ∈ E(ρ) : u(x) < M(θρ)}, u(θρ)(x) = min{uρ(x), M(θρ) − M(ρ)}.
Lemma 2.5 Let the conditions of Theorem 1.2 be fulfilled. Then there exists a positive
constant c2 depending on the known parameters only such that the inequalities




n − s − α
)
, 0 < r <
θρ
2
< ρ ≤ R0, ρ ≤ h















































pi , and as was defined in Lemma 2.4.
























































































α−1 M(r)(1 + μ(r)))1− 1pi ≤ γ (θρ)− λ(n−s−α)α−1 hasμ1(r).
(2.15)
To estimate I2 we decompose E(ρ) as E(ρ) = E(θρ, ρ) ∪ E(θρ). By the Young
inequality and using the evident inequality u−1ρ ≤ (M(θρ) − M(ρ))−1 for x ∈ E(θρ), we
have


































































































uα−1+λρ ψmr ζmh dx
+γ (θρ)− λ(n−s−α)α−1 ρn−shas .
(2.17)
Collecting Eq. (2.14)–(2.17) we arrive at the required Eq. (2.13).
Lemma 2.6 Let the conditions of Lemma 2.5 be fulfilled. Then there exists a positive
































uα−1+λρ ψmr ζmh dx
+c3(M(θρ) − M(ρ))−
λ
pn−1 μ1(r) + c3(M(θρ)
−M(ρ))− λpn−1 ρn−shas ,
(2.18)
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where μ1(s) was defined in Lemma 2.5.
Proof Test Eq. (1.15) by
ϕ =
[
(M(θρ) − M(ρ))− λpn−1 − max − λpn−1 (uρ,M(θρ) − M(ρ))
]
ψm−1r ζmh , ψ = ψr,








ρ |uxi |piψmr ζmh dx




























































The first term in the right-hand side of Eq. (2.19) has been estimated in Eq. (2.15),
therefore we arrive at the required Eq. (2.18).
Combining Lemmas 2.5, 2.6 we get
Theorem 2.1 Let the conditions of Theorem 1.2 be fulfilled. Then there exists a positive
constant c4 depending on the known parameters only such that the inequalities 0 < θ <
1, 0 < λ < min(1, α(α−1)
n−s−α ), 0 < r <
θρ
























uα−1+λρ ψmr ζmh dx + c4G(r, ρ, h), (2.21)
(2.22)
where G(r, ρ, h) = (θρ)− λ(n−s−α)α−1 ρn−shas + (θρ)− λ(n−s−α)α−1 hasμ1(r).
2.3 Integral estimates of solutions
Let
n − s
n − s − (pn − α)n−s−αα−1
< q <
n − s
n − s − α , (2.23)
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set















n−s−α − pn). Then there exists a positive constant c5 depending on the
known parameters only such that





I (ρ,2h) + c5G1(r, ρ, h),
(2.25)
where
























+ραhas (r n−s−αα−1 M(r))α−1+λ.
Proof Let χ(E(θρ,ρ)), χ(E(θρ)) denote the characteristic functions of the sets E(θρ, ρ),
E(θρ) respectively. We will estimate I (ρ, h) using the inequality
uα−1+λρ ≤ uα−1+λρ χ(E(θρ,ρ)) + 2α−1+λ(uα−1+λθρ + (M(θρ) − M(ρ))α−1+λ)χ(E(θρ))
≤ 2α−1+λuα−1+λθρ χ(E(θρ))+ 2α−1+λ(u(θρ))α−1+λ, x ∈ E(ρ).
Thus













Using the Ho¨lder inequality and Lemma 2.2 with α1 = · · · = αn−s = 1−λ, and choosing
m from the condition mp1−1+λ












































































































































q +αG(r, ρ, h).
(2.28)
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Similarly to Eq. (2.30) we have
∫
E(ρ)
uα−1+λρ ψmr ζm2hdx ≤ γ has (r
n−s−α
α−1 M(r))α−1+λ + γρ(n−s) q−1q I (ρ,2h). (2.31)
Combining estimates Eq. (2.26)–(2.31) we arrive at the required Eq. (2.25).
We choose λ such that
0 < λ < min
(
1,
α(n − s − 1)
n − s − α − pn,
α − 1
n − s − α
(




Theorem 2.2 Let the conditions of Theorem 1.2 be fulfilled. Then there exist positive
numbers c6, c7 depending on the known parameters only such that the inequalities
0 < r < 2ρ ≤ R0, ρ ≤ c6h (2.33)
imply that
I (ρ, h) ≤ c7hn+as−sρα−
λ(n−s−α)
α−1 + c7has ρn−s+α−
λ(n−s−α)
α−1 + c7G2(r, ρ, h), (2.34)
where



















α−1 + n−s−αα−1 pi (r
n−s−α
α−1 M(r))pi−1+λ + (r n−s−αα−1 M(r))α−1+λ
}
.
Proof Let A = 2α−1+λθ−(n−s) q−1q , B = c5cα−
n−s−α
α−1 (pn−α)
6 and choose integers N1,N2
such that





< 2N2h ≤ H0. (2.35)
Thus the inequality Eq. (2.25) can be rewritten in the form
I (ρ, h) ≤ AI (θρ, h) + BI (ρ,2h) + γG1(r, ρ, h).
From this we deduce
I (ρ, h) ≤ (2A)N1
N2−1∑
j=0










lρ, 2j h). (2.36)
Let us estimate the terms in the right-hand side of Eq. (2.36). By Eq. (1.17) we have
I (2r,2jh) ≤ γ (2jh)asMα−1+λ(r)rn−s ≤ γ (2jh)as rα− λ(n−s−α)α−1 (r n−s−αα−1 M(r))α−1+λ,
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(2B)jI (2r,2j h) ≤ γ (2A)N1has rα− λ(n−s−α)α−1 (r n−s−αα−1 M(r))α−1+λ. (2.38)




)(n−s) q−1q + α+λlog2 1θ ,
choosing θ ∈ (0,1) from the condition
α + λ
log2 1θ
≤ α − (n − s) q − 1
q
− λ(n − s − α)
α − 1 , (2.39)




(2B)jI (2r,2jh) ≤ γ has ρα− λ(n−s−α)α−1 (r n−s−αα−1 M(r))α−1+λ. (2.40)
Using Eq. (1.17) we have










α−1 (α−1+λ)q (x ′) dx ′
) 1
q
≤ γ (θ lρ)α− λ(n−s−α)α−1 .












q − λ(n−s−α)α−1 ).
(2.41)
Choosing θ, c6 small enough so that
α + λ + 1
log2 1θ
≤ α − (n − s) q − 1
q
− λ(n − s − α)




6 ≤ 2−n−as+s , (2.43)




(2A)lI (θ lρ,H0) ≤ γ hn+as−sρα−
λ(n−s−α)
α−1 . (2.44)
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Finally from the condition Eq. (1.17) we have
AlBjG1(r, θ























α−1 + n−s−αα−1 pi (r
n−s−α
α−1 M(r))pi−1+λ + (r n−s−αα−1 M(r))α−1+λ
}
. (2.45)
First, choose c6 from the condition





α−1 − n−s−αα−1 pn−1, (2.46)
next choose θ from the condition
2α+λθα−(n−s)
q−1
q {θn−s− λ(n−s−α)α−1 + θ− λ(n−s−α)α−1 + 1} ≤ 1
2
, (2.47)






lh, 2j h) ≤ γG2(r, ρ, h) + γ hasρn−s+α−
λ(n−s−α)
α−1 . (2.48)
Combining estimates Eq. (2.36)–(2.48) we arrive at the required Eq. (2.34).
2.4 Pointwise estimates of solutions





]+ 1 set ρj = R0θj . Let x0 be an arbitrary point in
D(R0,H0)\D(ρj ,H0). For l = 0, 1, 2, . . . set Rl = (1−θ)ρj(1− 12 + 12l+1 ), Rl = 12 (Rl +
Rl+1), BRl (x0) = {x : ρ(x ′ − x ′0) ≤ Rl, ρ(x ′′ − x ′′0 ) ≤ c−16 Rl}, kl = 2k0 − k02l , Ak,R ={x ∈ BR(x0) : uρj−1 ≥ k}, here θ, c6 were defined in Theorem 2.2, k0 is a positive number
depending on the known parameters only, which will be specified later.








j , i = 1, . . . , n.
Testing Eq. (1.15) by ϕ = (uρj−1 − kl+1)λ+ξm−1l , ψ = ξl, using Eq. (1.2) and the


















(uρj−1 − kl+1)α−1+λdx + γ |Akl+1,Rl |.
(2.49)
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(uρj−1 − kl+1)λ−1|uxi |pi ξml dx ≤ γ 2γ lρ
s−n− λ(n−s−α)
α−1
j |Akl+1,Rl |. (2.50)




(uρj−1 − kl+1)α−1+λdx ≤
∫
Akl+1,Rl












































Using the evident inequality






and setting yl =
∫
Akl ,Rl
(uρj−1 − kl)α−1+λdx we obtain






−(α−1+λ)(1+ α−1+λp−1+λ pn )
0 y
1+ α−1+λp−1+λ pn
l , l = 0, 1, 2, . . .







(α−1+λ)( np p−1+λα−1+λ +1)
0 .
From this we obtain that
(













Since x0 is an arbitrary point in D(R0,H0) \ D(ρj ,H0), from Eq. (2.52) it follows
(M(ρj ) − M(ρj−1))α−1+λ+
n




















j +G2(r, ρj−1, c−16 ρj−1)}.
(2.53)
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Passing in Eq. (2.53) to the limit r → 0, by Eq. (1.17) we obtain
(M(ρj) − M(ρj−1))α−1+λ+
n
p (p−1+λ) ≤ γρn+α−
λ(n−s−α)
α−1 +(s−n− λ(n−s−α)α−1 ) np
j . (2.54)
In order to complete the proof of Theorem 1.2 we sum up Eq. (2.54) with respect to j
from 1 to J
M(ρ) ≤ M(ρJ ) ≤ M(R0) + γρ−
n−s−α
α−1 +c











(p−1+λ)) > 0 by Eq. (1.5).
From this the required Eq. (1.18) follows, which proves Theorem 1.2.
3 Proof of Theorem 1.1
3.1 Boundedness of the solutions
For j = 0, 1, 2, . . . set ρj = R0
(
1 − 12 + 12j+1
)






, h¯j = 12 (hj + hj+1), kj = 2k0 − k02j , Akj ,ρj ,hj = {x ∈ D(ρj , hj ) : u ≥ kj },
where k0 is a positive number depending on the known parameters only, which will be
specified later. Let ϕj (x ′) ∈ C∞0 (D1(ρ¯j )) be such that ϕj (x ′) ≡ 1 for x ′ ∈ D1(ρj+1),
| ∂ϕj (x ′)
∂xi
| ≤ γ 2j , i = 1, . . . , n − s; ζj (x ′′) ∈ C∞0 (D2(h¯j )) be such that ζj (x ′′) ≡ 1 for
x ′′ ∈ D2(hj+1), | ∂ζj (x
′′)
∂xi
| ≤ γ 2j , i = n − s + 1, . . . , n. Set ξj (x) = ϕj (x ′)ζj (x ′′). Test
(1.15) by ϕ(u − kj+1)ε+ξmj ψm−1r , ψ = ψr, where ε depending on the known parameters






























(u−kj+1)α−1+εψmr ξmj dx+γ |Akj+1,ρ¯j ,h¯j |.
(3.1)



























α−1 ≤ γ rc(p1−1)−ε n−s−αα−1 , (3.2)






c(p1 − 1)(α − 1)
n − s − α
)
(3.3)
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(u − kj+1)α−1+εξmj dx + γ |Akj+1,ρ¯j ,h¯j |. (3.4)
Choose q > 1 such that
p˜ − 1 + ε
α − 1 + ε < q < min
{ (p − 1 + ε)n
(α − 1 + ε)(n − p) ,
n − s
n − s − α
}
, (3.5)





(u−kj+1)ε−1|uxi |pi ξmj dx ≤ γ 2jγ
( ∫
Akj+1,ρj ,hj


















Using the evident inequality
|Akj+1ρ¯j ,h¯j | ≤ 2j (α−1+ε)qk−(α−1+ε)0
∫
Akj ρj ,hj
(u − kj )(α−1+ε)qdx
and setting yj =
∫
Akj ,ρj ,hj
(u − kj )(α−1+ε)qdx we obtain













j , j = 0, 1, 2, . . .
(3.8)
Due to Lemma 2.3 this inequality implies that yj → 0 as j → ∞ if k0 satisfies the
following condition








From Eq. (3.9) we get
ess sup
{












(p−1+ε) np −(α−1+ε)q n−pp
,
(3.10)
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this completes the proof of the boundedness of u in the whole of D(R04 ,
3H0
4 ).
3.2 End of the proof of Theorem 1.1
Let K be a compact subset of domain . Let η ∈ C∞0 () be such that η(x)Eq. ≡ 1 for
x ∈ K.
Testing Eq. (1.15) by ϕ = uηmψm−1r , ψ = ψr using Eq. (1.2) the Young inequality, the














dx ≤ γ. (3.11)
Let ϕ ∈ ◦W 1,p¯(). Test Eq. (1.15) by ϕψr , using Eq. (3.11) and the boundedness of the
solution we pass to the limit r → 0. So we obtain the required integral identity with an
arbitrary ϕ ∈ ◦W 1,p¯() and ψ ≡ 1. Thus Theorem 1.1 is proved.
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