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Dependency Aware Filter Pruning
Kai Zhao, Xin-Yu Zhang, Qi Han, and Ming-Ming Cheng
Abstract—Convolutional neural networks (CNNs) are typically
over-parameterized, bringing considerable computational over-
head and memory footprint in inference. Pruning a proportion
of unimportant filters is an efficient way to mitigate the inference
cost. For this purpose, identifying unimportant convolutional
filters is the key to effective filter pruning. Previous work
prunes filters according to either their weight norms or the
corresponding batch-norm scaling factors, while neglecting the
sequential dependency between adjacent layers. In this paper, we
further develop the norm-based importance estimation by taking
the dependency between the adjacent layers into consideration.
Besides, we propose a novel mechanism to dynamically control
the sparsity-inducing regularization so as to achieve the desired
sparsity. In this way, we can identify unimportant filters and
search for the optimal network architecture within certain
resource budgets in a more principled manner. Comprehensive
experimental results demonstrate the proposed method performs
favorably against the existing strong baseline on the CIFAR,
SVHN, and ImageNet datasets. The training sources will be
publicly available after the review process.
Index Terms—Deep Learning, Nertwork Compression, Filter
Pruning.
I. INTRODUCTION
Convolutional neural networks (CNNs) have achieved re-
markable performance on a wide range of vision and learning
tasks [1]–[11]. Despite the impressive performance, CNNs
are notably over-parameterized and thus lead to high computa-
tional overhead and memory footprint in inference. Therefore,
network compression techniques are developed to assist the
deployment of CNNs in real-world applications.
Filter pruning is an efficient way to reduce the computa-
tional cost of CNNs with negligible performance degradation.
As shown in Fig. 1, a typical pipeline of filter pruning [12]
works as follows: 1) train an over-parameterized model with
the sparsity-inducing regularization; 2) estimate the impor-
tance of each filter and prune the unimportant filters; 3)
finetune the compressed model to recover the accuracy. Among
these, identifying unimportant filters is the key to efficient
filter pruning. Prior work [12]–[15] prunes filters according
to the magnitude of the corresponding model parameters. For
example, Li et al. [14] prune convolutional filters of smaller
L1 norms as they are considered to have less impact on the
functionality of the network. Network Slimming [12] then
proposes to prune channels (i.e., filters) based on the corre-
sponding scaling factors. To be specific, the scaling factors of
the batch normalization (BN) [16] layer serve as an indicator
of the channel importance, on which an L1 regularization
is imposed to promote sparsity. As a result, Liu et al. [12]
derive an automatically searched network architecture of the
compressed model.
The first three students make equal contributions to this paper.
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Fig. 1. A typical pipeline of filter pruning: (a) train a over-parameterized
model with sparsity-inducing regularization; (b) prune unimportant filters
based on certain criteria; (c) finetune the compressed model till convergence.
However, existing methods select unimportant filters based
only on the parameter magnitude of a single layer [12]–
[14], [17]–[19], while neglecting the dependency between
consecutive layers. For example, a specific channel with a
small BN scaling factor may be followed by a convolution
with a large weight magnitude at that channel, making the
channel still important to the output. Besides, in the “smaller
BN factor, less importance” strategy, BN factors from different
layers are gathered together to rank and determine the filters
to be pruned. We argue and empirically verify that this
strategy is sub-optimal and may lead to unstable network
architectures as it neglects the intrinsic statistical variation
among the BN factors of different layers. Empirically, we
observe that the pruned architectures of Network Slimming
[12] are sometimes unbanlanced and lead to severely degraded
performance, especially when the pruning ratio is relatively
high.
In this paper, we propose a dependency-aware filter pruning
strategy, which takes the relationship between adjacent layers
into consideration. Hence, we measure the filter importance
in a more principled manner. Along this line, we introduce
a novel criteria to determine the filters to be pruned by the
local importance of the consecutive two layers. That is, if
one layer is sparse, then more filters will be pruned and
vice versa, regardless of the statistics of other layers. Finally,
we propose an automatic-regularization-control mechanism in
which the coefficient of the sparsity-inducing regularization
is dynamically adjusted to meet the desired sparsity. Our
contributions are summarized below:
• We propose a principled criteria of measuring the filter
importance by taking the dependency between adjacent
layers into consideration.
• Given the dependency-aware filter importance, we prune
filters based on the local statistics of each layer, instead
of ranking the filter importance across the entire network.
• We propose to dynamically control the coefficient of
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the sparsity-inducing regularization to achieve the desired
model sparsity.
Comprehensive experimental results demonstrate that the im-
proved filter pruning strategy performs favorably against the
existing strong baseline [12] on the CIFAR, SVHN, and
ImageNet datasets. We also validate our design choices with
several ablation studies and verify that the proposed algorithm
reaches more stable and well-performing architectures.
II. RELATED WORK
A. Network pruning
Network pruning is a prevalent technique to reduce re-
dundancy in deep neural networks by removing unimportant
neurons. Specifically, weight pruning approaches [20]–[26]
remove network parameters without structural constraints,
thus leading to unstructured architectures that are not well
supported by the BLAS libraries. On the other hand, filter
pruning methods [12], [14], [27]–[30] remove the entire filters
(i.e., channels) from each layer, thus resulting in compact
networks that can be conveniently incorporated into modern
BLAS libraries. According to how to identify the unimportant
filters, existing filter pruning methods can be further divided
into two categories: data-dependent filter pruning and data-
independent filter pruning.
Data-dependent filter pruning utilizes the training data to
determine the filters to be pruned. Polyak et al. [31] remove
filters that produce activations of smaller norms. He et al. [28]
perform a channel selection by minimizing the reconstruction
error. Zheng et al. [32] and Anwar et al. [33] both evaluate
the filter importance via the loss of the validation accuracy
without each filter. Molchanov et al. [29] approximate the
exact contribution of each filter with the Taylor expansion.
A recent work [34] proposes a layer-wise recursive Bayesian
pruning method with a dropout-based metric of redundancy.
Data-independent filter pruning identifies less important
filters based merely on the model itself (i.e., model structure
and model parameters). Li et al. [14] discard filters according
to the L1 norm of the corresponding parameters as filters
with smaller weights are considered to contribute less to the
output. Network Slimming [12] imposes a sparsity-inducing
regularization on the scaling factors of the BN layer and then
prunes filters with smaller scaling factors. Zhou [35] using
the evolutionary algorithm to search redundant filters during
training. He et al. [18] propose to dynamically prune filters
during training. In another work He et al. [27] propose to
prune filters that are close to the geometric median. They argue
that filters near the geometric median are more likely to be
represented by others [36], thus leading to redundancy.
Our method belongs to the data-independent filter pruning,
which is generally more efficient as involving the training data
brings extra computation. For example, Zheng et al. [32] and
Anwar et al. [33] measure the importance of each filter by
removing the filter and re-evaluating the compressed model
on the validation set. This procedure is extremely time-
consuming. Essentially, we take the dependency between the
consecutive layers into consideration, while previous data-
independent methods [12], [14], [27] merely focus on the
parameters (either the convolutional weights [14], [27] or the
BN scaling factors [12]) of a single layer. Besides, we propose
a novel mechanism to dynamically control the coefficient of
the sparsity-inducing regularization, instead of pre-defining it
based on human heuristics [12]. Incorporating these compo-
nents, our principled approches and better estimate the filter
importance (Sec. V-A) and achieve more banlanced pruned
architectures (Sec. V-D).
B. Neural Architecture Search
While most state-of-the-art CNNs [37]–[39] manually de-
signed by human experts, there is also a line of research
that explores automatic network architecture learning [40]–
[46], called neural architecture search (NAS). Specifically,
automatically tuning channel width is also studied in NAS. For
example, ChamNet [41] builds an accuracy predictor on the
Gaussian Process with the Bayesian optimization to predict the
network accuracy with various channel widths in each layer.
FBNet [45] adopts a gradient-based method to optimize the
CNN architecture and search for the optimal channel width.
The proposed pruning method can be regarded as a particular
case of channel width selection as well, except that we impose
the resource constraints on the selected architecture. However,
our method learns the architecture through a single training
process, while typical NAS methods may train hundreds of
models with different architectures to determine the best-
performing one [41], [46]. We highlight that our efficiency
is in line with the goal of neural architecture search.
C. Other Alternatives for Network Compression
a) Low-Rank Decomposition: There is a line of research
[47]–[50] that aims to approximate the weight matrices of
the neural networks with several low-rank matrices using
techniques like the Single Value Decomposition (SVD) [47].
However, these methods cannot be applied to the convolutional
weights, and thus the acceleration in inference is limited.
b) Weight Quantization: Weight quantization [51]–[55]
reduces the model size by using a low bit-width number of
the weights and hidden activations. For example, Courbariaux
et al. [52] and Rastegari et al. [53] quantize the real-valued
weights into binary or ternary ones, i.e., the weight values
are restricted to {−1, 1} or {−1, 0, 1}. Cheng et al. [55]
quantize CNNs with a predefined codebok. Despite the sig-
nificant model-size reduction and inference acceleration, these
methods often come with a mild accuracy drop due to the low
precision.
III. DEPENDENCY-AWARE FILTER PRUNING
A. Dependency Analysis
Generally, we assume a typical CNN involves multiple
convolution operators (Conv layers), batch normalizations (BN
layers) [16], and non-linearities, which are applied to the input
signals sequentially as in Fig. 2. Practically, each channel
is transformed independently in the BN layers and non-
linearities, while inter-channel information is fused in the Conv
layers. To prune filters (i.e., channels) with minimal impact on
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Fig. 2. Illustration of the “batch normalization, convolution” sequential. The input feature Xl (after whitening) is stretched by the scaling factors γl and
convolved with three convolutional kernels, resulting in a three-channel output feature. For the dependency-aware criterion, the importance of the cth feature
map is estimated by the product of the absolute value of the scaling factor |γlc| and the magnitude of corresponding convolutional kernel ||W˜ l+1c ||. (See
Eq. (7).)
the network output, we analyze the role each channel plays in
the Conv layers as follows.
Let X l ∈ RCl×Hl×W l be the hidden activations after
normalization before scaling in the lth BN layer. The scaled
activations Y l can be formulated as∗
Y lc = γ
l
cX
l
c, (1)
where γl ∈ RCl denotes the scaling factor of the lth BN layer
andX lc (resp. Y
l
c ) is the c
th channel ofX l (resp. Y l). Then, a
Lipschitz-continuous non-linearity σ is applied to Y l, namely,
Zl = σ(Y l). (2)
Afterward, all channels of Zl are fused into F l+1 ∈
RCl+1×Hl+1×W l+1 via a convolution operation, and different
channels contribute to the fused activation F l+1 differently.
Formally, let W l+1 ∈ RCl+1×Cl×k×k be the (l + 1)th
convolution filter, where k denotes the kernel size. We have
F l+1 = W l+1 ~Zl, (3)
where ~ denotes the convolution operator. As convolution
is an affine transformation, we re-formulate the linearity of
Eq. (3) explicitly:
F˜ l+1 = W˜ l+1Z˜l, (4)
where F˜ l+1 ∈ RCl+1×Hl+1W l+1 , W˜ l+1 ∈ RCl+1×k2Cl , and
Z˜l ∈ Rk2Cl×Hl+1W l+1 are the unfolded versions of F l+1,
W l+1, and Zl, respectively. Factorize F˜ l+1 along the channel
axis, and we have
F˜ l+1 =
Cl∑
c=1
W˜ l+1c Z˜
l
c, (5)
where W˜ l+1c ∈ RC
l+1×k2 and Z˜lc ∈ Rk
2×Hl+1W l+1 . Then,
we analyze the contribution of each channel as follows:†
∗For simplicity, we omit the shifting parameters in a typical BN layer,
and the bias term in Eq. (3).
†Here, we assume the non-linearity provides zero activations given zero
inputs, and most widely-used non-linearities, such as ReLU [56] and its
variants [57]–[59], satisfy this property.
||F˜ l+1|| ≤
Cl∑
c=1
||W˜ l+1c Z˜lc|| ≤
Cl∑
c=1
||W˜ l+1c || · ||Z˜lc||
≤
Cl∑
c=1
||W˜ l+1c || · L||Y˜ lc ||
= L
Cl∑
c=1
|γlc| · ||W˜ l+1c || · ||X˜ lc||, (6)
where L denotes the Lipschitz constant of function σ, and X˜ l
and Y˜ l are the unfolded versions of X l and Y l, respectively.
Since the normalization operation in BN layer uniformize the
activations X lc (i.e., X˜
l
c) across channels, we quantify the
contribution of the cth channel by
Slc = |γlc| · ||W˜ l+1c ||, (7)
which serves as our metric for network pruning.
B. Filter Selection
Let r ∈ (0, 1) be the pruning ratio, and Cl (l ∈
{1, 2, · · · , L}) be the number of filters in the lth convolutional
layer. Generally, previous works can be divided into two
groups according to the target network.
a) Pruning with Pre-defined Target Network: Many pre-
vious work [17], [18], [27] prune a fixed ratio of filters in each
layer. In other words, there will be r·Cl filters pruned from the
lth layer. The architecture of the target network is known even
without pruning. However, recent work [13], [60] reveals that
this stretagy cannot find the optimal distribution of the neuron
numbers of each convolutional layer across the network, as
some layers will be over-parameterized while some under-
parameterized.
b) Pruning as Architecture Search: Network Slim-
ming [12] treats pruning as a special form of architecture
search, i.e., search for the optimal channel width of each
layer. It compares the importance of each convolutional filter
across the entire network and prunes filters of less importance.
This approach provides more flexibility of the compressed
architecture as a higher pruning ratio can be achieved if a
specific layer is sparse and vice versa.
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However, according to our practice, we find that sometimes
too many filters of a layer (or occasionally all filters of a layer)
are pruned in this strategy, leading to severely degraded perfor-
mance. This is because it does not take the intrinsic statistical
variation among different layers into consideration. Suppose
there are two layers and the corresponding scaling factors are
{0.10, 0.01, 0.03, 0.15} and {1, 100, 2, 200}, respectively. Our
target is to prune half of the filters, i.e., r = 0.5. Apparently,
the second and third channels should be pruned from the
first layer, and the first and third channels should be pruned
from the second layer. However, if we rank the scaling factors
globally, all filters of the first layer will be pruned, which is
obviously unreasonable.
To alleviate this issue, we instead select the unimportant
filters based on the intra-layer statistics. Let Slc be the impor-
tance of the cth channel in the lth layer. Then, filters with
importance factor Slc ≤ max(Sl) ·p will be pruned, where the
threshold p ∈ (0, 1) is a hyper-parameter. Formally, the set of
filters to be pruned in the lth layer is:
F lpruned = {c : Slc ≤ max(Sl) · p}. (8)
In our solution, the choice of the filters to be pruned in one
layer is made independent of the statistics of other layers, so
that the intrinsic statistical differences among layers will not
result in dramatically unbalanced neural architecture.
C. Automatic Control of Sparsity Regularization
Network Slimming [12] imposes an L1 regularization on
the model parameters to promote model sparsity. However,
choosing a proper regularization coefficient λ is non-trivial
and mostly requires manual tuning based on human heuristics.
For example, Network Slimming performs a grid search in
a set of candidate coefficients for each dataset and network
architecture. However, different pruning ratios require different
levels of model sparsity, and thus different coefficients λ. It is
extremely inefficient to tune λ for each experimental setting.
To escape from manually choosing λ and meet the required
model sparsity at the same time, we propose to automatically
control the regularization coefficient λ. Following the practice
in [12], an L1 regularization is imposed on the scaling factors
of the batch normalization layers. As shown in Alg. 1, at the
end of the tth epoch, we calculate the overall sparsity of the
model:
P =
∑
l |F lpruned|∑
l C
l
. (9)
Given the total number of epochs N , we compute the expected
sparsity gain, and if the sparsity gain within an epoch does
not meet the requirement, i.e., Pt−Pt−1 < (r−Pt−1)/(N −
t + 1), the regularization coefficient λ is increased by ∆λ.
If the model is over-sparse, i.e., Pt > r, the coefficient λ
is decreased by ∆λ. This strategy guarantees that the model
meets the desired model sparsity, and that the pruned filters
contribute negligibly to the outputs.
IV. EXPERIMENTAL RESULTS
In this section, we first describe the details of our imple-
mentation in Sec. IV-A, and report the experimental results on
Algorithm 1: Automatic Regularization Control
Initialize λ1 = 0, P1 = 0, N = #epochs
for t := 1 to N do train for 1 epoch
Pt =
∑
l |Flpruned|∑
l C
l
if Pt − Pt−1 < r−Pt−1N−t+1 then
λt+1 = λt + ∆λ
else if Pt > r then
λt+1 = λt −∆λ
end
the CIFAR [61] datasets in Sec. IV-B and the ImageNet [62]
dataset in Sec. IV-D.
A. Implementation Details
Our implementation is based on the official training sources
of Network Slimming in the PyTorch [63] library.‡ We follow
the “train, prune, and finetune” pipeline as depicted in Fig. 1.
a) Datasets and Data Augmentation: We conduct image
classification experiments on the CIFAR [61], SVHN [64], and
ImageNet [62] datasets. For the CIFAR and SVHN datasets,
we follow the common practice of data augmentation: zero-
padding of 4 pixels on each side of the image and random
cropp of a 32 × 32 patch. On the ImageNet dataset, we
adopt the standard data augmentation strategy as in the prior
work [37], [39], [59], [65]: resize images to have the shortest
edge of 256 pixels and then randomly crop a 224 × 224
patch. Besides, we adopt random horizontal flip on the cropped
image for the CIFAR and ImageNet datasets. The input data
is normalized by subtracting the channel-wise means and
dividing the channel-wise standard deviations before being fed
to the network.
b) Backbone Architectures: We evaluate the proposed
method on two representative architectures: VGGNet [39]
and ResNet [37]. Following the practice of Network Slim-
ming [12], we use the Pre-Act-ResNet architecture [65] in
which the BN layers and non-linearities are placed before the
convolutional layers. (See Fig. 3.)
c) Hyper-parameters: The threshold in Eq. (8) is set
to 0.01 unless otherwise specified, and ∆λ = 10−5 in all
experiments. We use the SGD optimizer with a momentum of
0.9 and a weight decay of 10−4. The initial learning rate is
0.1 and divided by a factor of 10 at the specified epochs. We
train for 160 epochs on the CIFAR datasets and 40 epochs on
the SVHN dataset. The learning rate decays at 50% and 75%
of the total training epochs. On the ImageNet dataset, we train
for 100 epochs and decay the learning rate every 30 epochs.
d) Half-precision Training on ImageNet: We train mod-
els on the ImageNet dataset with half-precision (FP16), using
the Apex library,§ where parameters of batch normalization are
represented in FP32 while others in FP16. This allows us to
‡https://github.com/Eric-mingjie/rethinking-network-pruning
§https://github.com/NVIDIA/apex
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Input Output
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feature selection
Conv1
BN2
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Conv3
Fig. 3. Illustration of pruning the bottleneck structure. Planes and grids represent feature maps and convolutional kernels, respectively. The dotted planes and
blank grids denote the pruned feature channels and the corresponding convolutional filters. We perform “feature selection” after the first batch-norm layer,
and prune only the input dimension of the last convolutional layer. Consequently, the number of channels is unchanged in the residual path.
train the ResNet-50 model within 40 hours on 4 RTX 2080Ti
GPUs. Despite training with FP16, we do not observe obvious
performance degradation in our experiments. For example, as
shown in Tab. IV, we achieve a top-1 accuracy of 76.27%
with the Pre-ResNet-50 architecture on the ImageNet dataset,
which is very close to that in the original paper [65] or reported
in [29].
e) Train, Prune, and, Finetune: We adopt the three-stage
pipeline, i.e., train, prune, and finetune, as in many previous
pruning methods [12], [17], [18], [27], [30], [66]. (See Fig. 1.)
In the experiments, we found that in the first stage, the
model sparsity P grows rapidly when the learning rate is
large. After the learning rate decays, the model sparsity hardly
increases unless an extremely large λ is reached. Therefore, to
effectively promote model sparsity, we keep the learning rate
fixed in the first stage, and decays the learning rate normally
when in the third stage. On CIFAR datasets, we train for 160
epochs for the first stage, and on the ImageNet dataset, we
train only 40 epochs for the first stage. On both CIFAR and
ImageNet datasets, we finetune for a full episode.
f) Prune with Short Connections: In the Pre-Act-ResNet
architecture, operators are arranged in the “BN, ReLU, and
Conv” order. As depicted in Fig. 3, given the input feature
maps, we perform a “feature selection” right after the first
batch normalization layer (BN1) to filter out less important
channels according to the dependency-aware channel impor-
tance (Eq. (7)). For the first and second convolutional layers
(Conv1 and Conv2), we prune both the input and output
dimensions of their kernels. (The pruned channels are repre-
sented as the dotted planes in Fig. 3.) For the last convolutional
layer (Conv3), we prune only the input dimension of Conv3 to
preserve the structure of the residual path. After pruning, the
number of channels in the residual path remains unchanged.
Note that when computing the model sparsity (Eq. (9)), the
“feature selection” is not taken into account because it does not
actually prune any filters. For example, in the case of Fig. 3,
there are only 2 filters pruned, i.e., the second filter of Conv2
and the first filter of Conv3.
B. Results on CIFAR
We first evaluate our method on the CIFAR10 and CI-
FAR100 datasets. Experiments on the CIFAR datasets are
conducted using the VGGNets and ResNets with various
depths. On the CIFAR datasets, we record the mean and
TABLE I
EXPERIMENTAL RESULTS ON THE CIFAR10 DATASET. OUR METHOD
PERFORMS FAVORABLY AGAINST THE NETWORK SLIMMING (SLM) [12]
BASELINE AND OTHER PRUNING METHODS ON BOTH VGGNETS AND
RESNETS.
Baseline Finetune
Model Methods ratio r
accuracy accuracy
VGG11
SLM [12]
0.5
92.13 (±0.18) 91.91 (±0.01)
Ours 92.02 (±0.20) 92.17 (±0.18)
VGG16
SLM
0.6
93.73 (±0.06) 93.65 (±0.04)
Ours 93.57 (±0.26) 93.70 (±0.05)
VGG19
SLM (from [67])
0.7
93.53 (±0.16) 93.60 (±0.16)
Ours 93.66 (±0.26) 93.53 (±0.24)
Res56
SFP
0.4
93.59 (±0.58) 92.26 (±0.31)
ASFP [18] 93.59 (±0.58) 92.44 (±0.31)
FPGM [27] 93.59 (±0.58) 92.93 (±0.49)
SLM 93.56 (±0.19) 93.33 (±0.14)
Ours 93.73 (±0.10) 93.86 (±0.19)
SLM
0.5
93.56 (±0.19) 92.90 (±0.14)
Ours 93.73 (±0.10) 93.62 (±0.16)
SLM
0.6
93.56 (±0.19) 91.94 (±0.10)
Ours 93.73 (±0.10) 92.68 (±0.15)
Res110
SFP
0.4
93.68 (±0.32) 93.38 (±0.30)
ASFP [18] 93.68 (±0.58) 93.20 (±0.10)
FPGM [27] 93.68 (±0.32) 93.73 (±0.23)
SLM 94.61 (±0.01) 94.49 (±0.12)
Ours 94.43 (±0.13) 94.75 (±0.12)
SLM
0.5
94.61 (±0.01) 94.24 (±0.13)
Ours 94.43 (±0.13) 94.52 (±0.26)
SLM
0.6
94.61 (±0.01) 93.47 (±0.15)
Ours 94.43 (±0.13) 94.57 (±0.04)
Res164
SLM (from [67])
0.4
95.04 (±0.16) 94.77 (±0.12)
Ours 94.86 (±0.10) 95.01 (±0.15)
SLM
0.5
95.04 (±0.16) 94.52 (±0.09)
Ours 94.86 (±0.10) 94.83 (±0.05)
SLM (from [67])
0.6
95.04 (±0.16) 94.23 (±0.21)
Ours 94.86 (±0.10) 94.53 (±0.35)
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TABLE II
EXPERIMENTAL RESULTS ON THE CIFAR100 DATASET. HERE, “N/A”
INDICATES THE COMPRESSED MODEL COLLAPSES IN ALL RUNS. STILL,
OUR APPROACH CONSISTENTLY OUTPERFORMS THE NETWORK SLIMMING
(SLM) [12] BASELINE. NOTABLY, OUR APPROACH OUTPERFORMS
NETWORK SLIMMING BY UP TO 2% ON THE RESNET-164 BACKBONE.
Baseline Finetune
Model Methods ratio r
accuracy accuracy
VGG11
SLM [12]
0.3
69.33 (±0.26) 66.54 (±0.14)
Ours 68.24 (±0.11) 67.84 (±0.11)
VGG16
SLM
0.3
73.50 (±0.18) 73.36 (±0.28)
Ours 72.16 (±0.23) 73.59 (±0.37)
SLM
0.4
73.50 (±0.18) N/A
Ours 72.16 (±0.23) 73.59 (±0.23)
VGG19
SLM (from [67])
0.5
72.63 (±0.21) 72.32 (±0.28)
Ours 71.19 (±0.54) 72.48 (±0.28)
Res164
SLM (from [67])
0.4
76.80 (±0.19) 76.22 (±0.20)
Ours 76.43 (±0.26) 77.74 (±0.17)
SLM
0.6
76.80 (±0.19) 74.17 (±0.33)
Ours 76.43 (±0.26) 76.28 (±0.27)
0.1 0.2 0.3 0.4 0.5 0.6
92.0
92.5
93.0
93.5
94.0
94.5
Ac
cu
ra
cy
Ours
Slimming
pruning ratio r
Fig. 4. Performance (mean and standard deviation over a 10-fold validation)
of pruning the ResNet-56 network on the CIFAR10 dataset under various
pruning ratios r.
standard deviation over a 10-fold validation. It is worthy of
noting that, as described in Sec. III-B, Network Slimming
[12] often results in unstable architectures, whose performance
is greatly degraded. (See Sec. V-D for details.) Therefore,
for Network Slimming, we skip the outliers and restart the
pipeline if the accuracy is 10% lower than the mean accuracy.
Quantitative results on CIFAR10 and CIFAR100 datasets are
summarized in Tab. I and Tab. II, respectively. Additionally, a
curve of the classification accuracy v.s. the pruning ratio r is
shown in Fig. 4.
a) VGGNets: We start with the simpler architecture,
VGGNet, which is a sequential architecture without skip con-
nections. We find that pruning a large number of filters brings
a puny performance drop. Take the VGGNet-19 as an example.
On the CIFAR10 dataset, with 70% of the filters pruned,
both Network Slimming and our method even bring a little
performance gain. And interestingly, increasing model depth
does not always enhance performance. On both CIFAR10
TABLE III
EXPERIMENTAL RESULTS ON THE SVHN DATASET. SIMILARLY, “N/A”
INDICATES THE COMPRESSED MODEL COLLAPSES IN ALL RUNS. IT CAN
BE SEEN THAT OUR APPROACH IS TOLERANT OF HIGH PRUNING RATIOS
AND OUTPERFORMS THE NETWOEK SLIMMING (SLM) [12] BASELINE
UNDER VARIOUS EXPERIMENTAL SETTINGS.
Baseline Finetune
Model Methods ratio r
accuracy accuracy
Res20
SLM
0.2
95.85 (±0.07) 95.82 (±0.18)
Ours 95.85 (±0.07) 96.18 (±0.09)
SLM
0.4
95.85 (±0.07) 95.77 (±0.13)
Ours 95.85 (±0.07) 96.20 (±0.11)
SLM
0.6
95.85 (±0.07) 95.66 (±0.07)
Ours 95.85 (±0.07) 96.15 (±0.05)
SLM
0.8
95.85 (±0.07) N/A
Ours 95.85 (±0.07) 95.49 (±0.13)
Res56
SLM
0.2
96.87 (±0.04) 96.62 (±0.05)
Ours 96.87 (±0.04) 97.04 (±0.08)
SLM
0.4
96.87 (±0.04) 96.56 (±0.07)
Ours 96.87 (±0.04) 97.00 (±0.02)
SLM
0.6
96.87 (±0.04) N/A
Ours 96.87 (±0.04) 97.03 (±0.02)
SLM
0.8
96.87 (±0.04) N/A
Ours 96.87 (±0.04) 96.77 (±0.05)
and CIFAR100 datasets, VGGNet-16 achieves better (or com-
parable) performance than VGGNet-19. These observations
demonstrate the VGGNet is heavily over-parameterized for
the CIFAR datasets, and that pruning a proportion of filters
brings negligible influence to the performance.
b) ResNets: Pruning the ResNet architectures is more
complicated because of the residual paths. As described
in Sec. IV-A and Fig. 3, we preserve the number of channels in
the residual path and only prune filters inside the bottleneck
architecture. By pruning the same proportion of filters, our
method consistently achieves better results compared with the
Network Slimming [12] baseline.
C. Results on SVHN
We then apply the proposed pruning algorithm to the ResNet
family on the SVHN dataset, following the same evaluation
protocol as in Sec. IV-B. It can be seen from Tab. III that our
approach outperforms the state-of-the-art baseline method [12]
under various model depths and pruning ratios. Also, Network
Slimming [12] often collapses when the pruning ratio is high,
e.g., 80%, while our approach is more tolerant of high pruning
ratios and still maintains a competitive accuracy. For example,
only an accuracy of 0.10% is sacrisficed for 80% of filters
being pruned from the ResNet-56 backbone. Furthermore,
similar to the circumstances on the CIFAR datasets, pruning
a proportion of filters may even bring a performance gain
(e.g., when 20% or 40% of filters are pruned), indicating a
moderate pruning ratio can alleviate the over-fitting problem
on the relatively small datasets, such as CIFAR and SVHN.
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TABLE IV
IMAGE CLASSIFICATION RESULTS ON THE IMAGENET DATASET. OUR
METHOD CONSISTENTLY OUTPERFORMS THE DATA-INDEPENDENT
PRUNING METHODS [12], [14], [19], [66], AND ACHIEVES COMPETITIVE
PERFORMANCE AGAINST THE DATA-DEPENDENT METHOD [29].
Model Methods ratio r Acc. (%) #Params(107)
#FLOPs
(106)
VGG11
Baseline - 70.84 3.18 7.61
SLM [12] 0.50 68.62 1.18 6.93
Ours 0.50 69.12 1.18 6.97
Res50
Baseline - 76.27 2.56 4.13
ThiNet [66] 0.50 71.01 1.24 3.48
ThiNet 0.70 68.42 0.87 2.20
Li et al. [14] N/A 72.04 1.93 2.76
SSR-L2,1 [68] N/A 72.13 1.59 1.9
SSR-L2,0 [68] N/A 72.29 1.55 1.9
SLM 0.50 71.99 1.11 1.87
Ours 0.50 72.41 1.07 1.86
Taylor [29] 0.19 75.48 1.79 2.66
SLM 0.20 75.12 1.78 2.81
Ours 0.20 75.37 1.76 2.82
Res101
Baseline - 77.37 4.45 7.86
Ye et al. [19]-v1 N/A 74.56 1.73 3.69
Ye et al. [19]-v2 N/A 75.27 2.36 4.47
Taylor [29] 0.45 75.95 2.07 2.85
SLM 0.50 75.97 2.09 3.16
Ours 0.50 76.54 2.17 3.23
Taylor [29] 0.25 77.35 3.12 4.70
Ours 0.20 77.36 3.18 4.81
D. Results on ImageNet
Here, we evaluate the proposed method on the large-scale
and challenging ImageNet [62] benchmark. The results of
Network Slimming [12] and our method are obtained from
our implementation, while other results come from the orig-
inal papers. We compare against several recently-proposed
pruning methods with various criterion, including the weight
norm [14], norm of batch-norm factors [12], [19], and a data-
dependent pruning method [29]. As summarized in Tab. IV,
under the same pruning ratios, our method consistently out-
performs the Network Slimming baseline, and retains a com-
parable number of parameters and complexity (FLOPs). Even
compared with the data-dependent pruning method [29], our
method still achieves competitive performance.
V. ABLATION STUDY
In this section, we conduct several ablation studies to justify
our design choice. All the experiments in this section are
conducted on the CIFAR100 dataset.
A. The Effectiveness of Dependency-aware Importance Esti-
mation
In the first ablation study, we verify that our method can
more accurately identify less important filters, thus leading to
a better compressed architecture. This can be evidenced by 1)
the less performance drop after pruning, and 2) the better final
performance after finetuning.
TABLE V
THE PERFORMANCE OF DIFFERENT STRATEGIES BEFORE AND AFTER
FINETUNING ARE DEMONSTRATED IN THE TABLE.
Model Methods ratio r BeforeFinetune
After
Finetune
VGG16
SLM 0.3 52.19 (±6.82) 73.36 (±0.28)
SLM+DA 0.3 61.19 (±6.18) 73.57 (±0.31)
SLM+DA+Auto 0.3 72.83 (±0.26) 73.59 (±0.37)
Res56
SLM 0.5 1.41 (±0.25) 71.13 (±0.26)
SLM+DA 0.5 5.29 (±1.01) 73.62 (±0.14)
SLM+DA+Auto 0.5 55.29 (±1.92) 74.53 (±0.10)
With the same pruning ratio, e.g., r = 0.5, we assume
that the importance estimation is more accurate if the pruned
model (without finetuning) achieves higher performance on the
validation set. Thus, the accuracy of importance estimation can
be measured by the performance of pruned networks under
the same pruning ratio. In this experiment, we compare the
following three strategies: (a) Network Slimming [12] which
measures filter importance by the batch-norm scaling factors
only; (b) the dependency-aware importance estimation in
Eq. (7); and (c) the dependency-aware importance estimation
+ automatic regularization control.
Firstly, we conduct an illustrative experiment on the
VGGNet-16 backbone with a pruning ratio of 0.3. As shown
in Fig. 5, the strategy (c) obtains a compressed model with the
desired sparsity and achieves the best accuracy after finetuning.
Then, we quantitatively compare these three strategies on the
VGGNet-16 and ResNet-56 backbones. The statistics over a
10-fold validation are reported in Tab. V.
The results in Tab. V reveal that 1) the dependency-aware
importance estimation is able to measure the filter importance
more accurately as it achieves a much higher performance
before finetuning compared with the Network Slimming, and
2) the automatic regularization control assists to derive a model
with desired sparsity and search for a better architecture,
evidenced by the favorable performance after finetuning.
B. Fixed v.s. Adjustable Regularization Coefficient
There are two alternative approaches that can help achieve
the desired mode sparsity: (a) fix the threshold p and adjust
the regularization coefficient λ during training; and (b) fix λ
and search for a suitable p after training.
We compare these two alternatives on the ResNet-56 back-
bone with a pruning ratio of 0.5, which means 50% of the
filters will be pruned. For strategy (a), the regularization
coefficient λ is fixed to 10−5, as suggested by [12].
As shown in Tab. VI, under the same pruning ratio, strategy
(a) performs favorably against strategy (b) in terms of the
TABLE VI
COMPARISON OF THE TWO ALTERNATIVES OF REACHING THE DESIRED
MODEL SPARSITY.
Method BeforePruning threshold p
Before
Finetune
After
Finetune
(a) 60.86 0.01 60.86 75.24
(b) 73.59 0.41 1.53 74.36
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Fig. 5. Training dynamics of pruning the VGGNet-16 backbone (r = 0.3) on the CIFAR100 dataset with the three different strategies. The horizontal axis
represents the training epochs in all three plots. Plot (a), (b), and (c) represent the regularization coefficient λ, model sparsity P , and the finetune accuracy,
respectively. Compared with the Network Slimming baseline, the dependency-aware importance estimation assists to identify less important filters, leading to
higher performance before/after finetuning. Then, equipped with the automatic regularization control, the model meets the desired sparsity at the end of the
first stage, and achieves the best performance after finetuning.
TABLE VII
THE PERFORMANCE OF TRAINING THE COMPRESSED ARCHITECTURE
FROM SCRATCH. BY TRAINING THE PRUNED MODEL WITH RANDOMLY
RE-INITIALIZED WEIGHTS, OUR METHOD CAN STILL OUTPERFORM THE
NETWORK SLIMMING (SLM) [12] BASELINE, IMPLYING THAT OUR
APPROACH DERIVES A BETTER NETWORK ARCHITECTURE.
Model Method Accuracy (%)
Baseline Finetune Scratch
Res164
SLM 76.80 (±0.19) 74.17 (±0.33) 75.05 (±0.08)
Ours 76.43 (±0.26) 76.43 (±0.27) 76.41 (±0.32)
performance before and after finetuning. This justifies our
design of dynamically adjusting λ during training.
C. Pruning as Architecture Search
As pointed out in Sec. III-B, Network Slimming [12] may
lead to unreasonable compressed architectures as too many
filters can be pruned in a single layer. In this experiment,
we verify that our method can derive better compressed
architectures. To test the difference of the pruned architectures,
we re-initialize the parameters of pruned models, and then
train the pruned models for a full episode as in the standard
pipeline. Note that we are essentially training the compressed
architecture from scratch under the “scratch-E” setting in
[67]. The results in Tab. VII indicate that our method derives
better compressed architectures, as evidenced by the superior
performance when training from scratch.
D. Pruning Stability
As stated in Sec. III-B, Network Slimming [12] selects
filters to be pruned by ranking channel importance of dif-
ferent layers across the entire network, leading to unstable
architectures. We empirically verify the claim that with a large
pruning ratio, our method can still achieve promising results,
while Network Slimming leads to collapsed models with a
high probability.
Here, we design two experiments. In the first experiment,
we give an intuitionistic illustration of the compressed network
architecture induced by Network Slimming and our method.
TABLE VIII
RECORD OF A 5-FOLD VALIDATION ON THE CIFAR DATASETS WITH THE
VGGNET-16 BACKBONE. IN THE TABLE, (·/·) INDICATES THE FINRTUNE
ACCURACY AND THE MINIMAL NUMBER OF REMAINING CHANNELS IN
EACH LAYER AFTER PRUNING.
Dataset Method ratio r run-1 run-2 run-3 run-4 run-5
CIFAR10
SLM
0.7
10.00 / 0 10.00 / 0 10.00 / 0 10.00 / 0 10.00 / 0
Ours 93.93 / 24 93.66 / 25 93.94 / 27 93.70 / 23 93.89 / 27
CIFAR100
SLM
0.4
1.00 / 0 1.00 / 1 1.00 / 0 1.00 / 0 1.00 / 0
Ours 73.24 / 29 73.60 / 37 73.92 / 35 73.47 / 37 73.71 / 37
We use the VGGNet-16 backbone with a pruning ratio of 0.4.
The filter distributions of compressed architectures are shown
in Fig. 6.
In the second experiment, we conduct a 5-fold validation
on the CIFAR10 and CIFAR100 datasets, again using the
VGGNet-16 backbone. The results in Tab. VIII indicate that
under a relatively high pruning ratio, our method can still
achieve high performance while Network Slimming collapses
in all runs.
VI. CONCLUSION
In this paper, we propose a principled criteria to iden-
tify the unimportant filters with consideration of the inter-
layer dependency. Based on this, we prune filters based on
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Fig. 6. Filter distributions of the pruned VGGNet-16 backbone. Network
Slimming [12] presents an unbalanced architecture where conv5-1 has two
filters remained and conv5-2 has only one filter remained.
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the local channel importance, and introduce an automatic-
regularization-control mechanism to dynamically adjust the
coefficient of sparsity regularization. In the end, our method
is able to compress the state-of-the-art neural networks with
a minimal accuracy drop. Comprehensive experimental re-
sults on CIFAR, SVHN, and ImageNet datasets demonstrate
that our approach performs favorably against the Network
Slimming [12] baseline and achieve competitive performance
among the concurrent data-dependent and data-independent
pruning approaches, indicating the essential role of the inter-
layer dependency in principled filter pruning algorithms.
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