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Shatin, N.T., Hong Kong
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Abstract. In this paper, we describe our studies of cross-language and
cross-media image retrieval at the ImageCLEF 2005. This is the ﬁrst par-
ticipation of our CUHK (The Chinese University of Hong Kong) group at
ImageCLEF. The task in which we participated is the “bilingual ad hoc
retrieval” task. There are three major focuses and contributions in our
participation. The ﬁrst is the empirical evaluation of language models
and smoothing strategies for cross-language image retrieval. The second
is the evaluation of cross-media image retrieval, i.e., combining text and
visual contents for image retrieval. The last is the evaluation of bilingual
image retrieval between English and Chinese. We provide an empirical
analysis of our experimental results, in which our approach achieves the
best mean average precision result in the monolingual query task in the
campaign. Finally we summarize our empirical experience and address
the future improvement of our work.
1 Introduction
Although content-based image retrieval (CBIR) has received considerable at-
tention in the community [1], there are so far only a few benchmark image
datasets available. The CLEF (Cross Language Evaluation Forum) organiza-
tion began the ImageCLEF campaign from 2003 for benchmark evaluation of
cross-language image retrieval [2]. ImageCLEF 2005 oﬀers four diﬀerent tasks:
bilingual ad hoc retrieval, interactive search, medical image retrieval and an au-
tomatic image annotation task [2]. This is the ﬁrst participation of our CUHK
(The Chinese University of Hong Kong) group at ImageCLEF. The task in which
we participated this year is the “bilingual ad hoc retrieval”.
In the past decade, traditional information retrieval has mainly focused on
document retrieval problems [3]. Along with the growth of multimedia infor-
mation retrieval, which has received ever-increasing attention in recent years,
cross-language and cross-media retrieval have been put forward as an important
research topic in the community [2]. The cross-language image retrieval problem
is to tackle the multimodal information retrieval task by unifying the techniques
from traditional information retrieval, natural language processing (NLP), and
traditional CBIR solutions.
In this participation, we oﬀer our main contributions in three aspects. The
ﬁrst is an empirical evaluation of language models and smoothing strategies
for cross-language image retrieval. The second is an evaluation of cross-media
image retrieval, i.e., combining text and visual contents for image retrieval. The
last is the design and empirical evaluation of a methodology for bilingual image
retrieval spanning English and Chinese sources.
The rest of this paper is organized as follows. Section 2 introduces the TF-
IDF retrieval model and the language model based retrieval methods. Section
3 describes the details of our implementation for this participation, and out-
lines our empirical study on the cross-language and cross-media image retrieval.
Finally, Section 4 concludes our work.
2 Language Models for Text Based Image Retrieval
In this participation, we have conducted extensive experiments to evaluate the
performance of LanguageModels and the inﬂuences of diﬀerent smoothing strate-
gies. More speciﬁcally, two kinds of retrieval models are studied in our exper-
iments: (1) The TF-IDF retrieval model, and (2) The KL-divergence language
model based methods. The smoothing strategies for Language Models evaluated
in our experiments [4] are: (1) the Jelinek-Mercer (JM) method, (2) Bayesian
smoothing with Dirichlet priors (DIR), and (3) Absolute discounting (ABS).
2.1 TF-IDF Similarity Measure for Information Retrieval
We incorporate the TF-IDF similarity measure method into the Language Mod-
els (LM) [3]. TF-IDF is widely used in information retrieval, which is a way of
weighting the relevance of a query to a document. The main idea of TF-IDF is to
represent each document by a vector in the size of the overall vocabulary. Each
document Di is then represented as a vector (wi1, wi2, · · · , win) if n is the size of
the vocabulary. The entry wi,j is calculated as: wij = TFij × log(IDFj), where
TFij is the term frequency of the j-th word in the vocabulary in the document
Di, i.e. the total number of occurrences. IDFj is the inverse document frequency
of the j-th term, which is deﬁned as the number of documents over the number
of documents that contain the j-th term. The similarity between two documents
is then deﬁned as the cosine of the angle between the two vectors.
2.2 Language Modeling for Information Retrieval
Language model, or the statistical language model, employs a probabilistic mech-
anism to generate text. The earliest serious approach for a statistical language
model may be tracked to Claude Shannon [5]. To apply his newly founded in-
formation theory to human language applications, Shannon evaluated how well
simple n-gram models did at predicting or compressing natural text. In the past,
there has been considerable attention paid to using the language modeling tech-
niques for text document retrieval and natural language processing tasks [6].
The KL-divergence Measure. Given two probability mass functions p(x)
and q(x), D(p||q), the Kullback-Leibler (KL) divergence (or relative entropy)
between p and q is deﬁned as
D(p||q) =
∑
x
p(x)log
p(x)
q(x)
(1)
One can show that D(p||q) is always non-negative and is zero if and only if
p = q. Even though it is not a true distance between distributions (because it is
not symmetric and does not satisfy the triangle inequality), it is often still useful
to think of the KL-divergence as a ”distance” between distributions [7].
The KL-divergence based Retrieval Model. In the language modeling
approach, we assume a query q is generated by a generative model p(q|θQ), where
θQ denotes the parameters of the query unigram language model. Similarly, we
assume a document d is generated by a generative model p(q|θD), where θQ
denotes the parameters of the document unigram language model. Let θˆQ and
θˆD be the estimated query and document models, respectively. The relevance of
d with respect to q can be measured by the negative KL-divergence function [6]:
−D(θˆQ||θˆD) =
∑
w
p(w|θˆQ)logp(w|θˆD) + (−
∑
w
p(w|θˆQ)logp(w|θˆQ)) (2)
In the above formula, the second term on the right-hand side of the formula
is a query-dependent constant, i.e., the entropy of the query model θˆQ. It can be
ignored for the ranking purpose. In general, we consider the smoothing scheme
for the estimated document model as follows:
p(w|θˆD) =
{
ps(w|d) if word w is present
αdp(w|C) otherwise (3)
where ps(w|d) is the smoothed probability of a word present in the document,
p(w|C) is the collection language model, and αd is a coeﬃcient controlling the
probability mass assigned to unseen words, so that all probabilities sum to
one [6]. We discuss several smoothing techniques in detail below.
2.3 Several Smoothing Techniques
In the context of language modeling study, the term “smoothing” can be deﬁned
as the adjustment of the maximum likelihood estimator of a language model so
that it will be more accurate [4]. As we know that a language modeling approach
usually estimates p(w|d), a unigram language model based on a given document
d, one of the simplest methods for smoothing is based on the maximum likelihood
estimate as follows:
pml(w|d) = c(w; d)∑
w c(w; d)
(4)
Unfortunately, the maximum likelihood estimator will often underestimate the
probabilities of unseen words in the given document. Hence, it is important to
employ smoothing methods that usually discount the probabilities of the words
seen in the text and assign the extra probability mass to the unseen words
according to some model [4].
Some comprehensive evaluation of smoothing techniques for traditional text
retrieval can be found in literature [8, 4]. They have been an important tool
to improve the performance of language models in traditional text retrieval.
To achieve eﬃcient implementations for large-scale tasks, three representative
methods are selected in our scheme, which are popular and relatively eﬃcient.
They are discussed in turn below.
The Jelinek-Mercer (JM) Method. This method simply employs a linear
interpolation of the maximum likelihood model with the collection model, using
a coeﬃcient λ to control the inﬂuence:
pλ(ω|d) = (1− λ)pml(ω|d) + λp(ω|C) (5)
It is a simple mixture model. A more general Jelinek-Mercer method can be
found in [9].
Bayesian Smoothing with Dirichlet Priors (DIR). In general, a language
model can be considered as a multinomial distribution, in which the conju-
gate prior for Bayesian analysis is the Dirichlet distribution with parameters [4]
(µp(ω1|C), µp(ω2|C), . . . , µp(ωn|C)). Thus, the smoothing model can be given as:
pµ(ω|d) = c(ω; d) + µp(ω|C)∑
ω c(ω; d) + µ
(6)
Note that µ in the above formula is a DIR parameter that is usually estimated
empirically from training sets.
Absolute Discounting Smoothing (ABS). The absolute discounting method
subtracts a constant from the counts of seen words for reducing the probabili-
ties of the seen words, meanwhile it increases the probabilities of unseen words
by including the collection language model. More speciﬁcally, the model can be
represented as follows:
pδ(ω|d) = max(c(ω; d)− δ, 0)∑
ω c(ω; d)
+ σp(ω|C) (7)
where δ ∈ [0, 1] is a discount constant and σ = δ|d|µ/|d|, so that all probabilities
sum to one. Here |d|µ is the number of unique terms in document d, and |d| is
the total count of words in the document, i.e., |d| =∑ω c(ω; d).
Table 1 summarizes the three methods in terms of ps(ω|d) and αd in the
general form. In the table, for all three cases, a larger parameter value of λ, µ
Table 1. Summary of three smoothing methods evaluated in our submission.
Method ps(ω|d) αd parameter
JM (1− λ)pml(ω|d) + λp(ω|C) λ λ
DIR c(ω;d)+µp(ω|C)∑
ω
c(ω;d)+µ
µ∑
ω
c(ω;d)+µ
µ
ABS pδ(ω|d) = max(c(ω;d)−δ,0)∑
ω
c(ω;d)
+
δ|d|µδ
|d| p(ω|C)
δ|d|µ
|d| δ
or δ means it involves more smoothing in the language model. Typically, these
parameters can be estimated empirically by training sets. Once the smoothing
parameters are given in advance, retrieval tasks using of the three methods above
can be deployed very eﬃciently.
3 Cross-Language and Cross-Media Image Retrieval
In this section, we describe our experimental setup and development at the
ImageCLEF 2005, in which we have participated in the bilingual ad hoc image
retrieval task. In addition, we empirically analyze the results of our submission.
3.1 Experimental Setup and Development
The goal of the bilingual ad hoc retrieval task is to ﬁnd as many relevant im-
ages as possible for each given topic. The St. Andrew collection is used as the
benchmark dataset for the ad hoc retrieval task. There are 28 queries in total
for each language. More details about the task can be found in [2].
For the bilingual ad hoc retrieval task, we have studied the query tasks in
English and Chinese (simpliﬁed). Both text and visual information are used
in our experiments. To evaluate the language models correctly, we employ the
Lemur toolkit 1. A list of standard stopwords is used in the parsing step.
To evaluate the inﬂuence on the performance of using the diﬀerent schemes,
we produce the results using a variety of conﬁgurations. Tables 2 shows the
conﬁgurations and the experimental results in detail. In total, 36 runs with
diﬀerent conﬁgurations are provided in our submission.
3.2 Empirical Analysis on the Experimental Results
In this subsection, we empirically analyze the experimental results of our submis-
sion. The goal of our evaluation is to check how well the language model performs
for cross-language image retrieval and what kinds of smoothing achieve better
performance. Moreover, we are interested in comparing performance between the
bilingual retrieval with Chinese queries and the monolingual retrieval with the
normal English queries.
1 http://www.lemurproject.org/.
Table 2. The conﬁgurations and oﬃcial testing results of our submission
Run ID Language QE Modality Method MAP
CUHK-ad-eng-t-kl-ab1 english without text KL-LM-ABS 0.3887
CUHK-ad-eng-t-kl-ab2 english with text KL-LM-ABS 0.4055
CUHK-ad-eng-t-kl-ab3 english with text KL-LM-ABS 0.4082
CUHK-ad-eng-t-kl-jm1 english without text KL-LM-JM 0.3844
CUHK-ad-eng-t-kl-jm2 english with text KL-LM-JM 0.4115
CUHK-ad-eng-t-kl-di1 english without text KL-LM-DIR 0.3820
CUHK-ad-eng-t-kl-di2 english with text KL-LM-DIR 0.3999
CUHK-ad-eng-t-tf-idf1 english without text TF-IDF 0.3510
CUHK-ad-eng-t-tf-idf2 english with text TF-IDF 0.3574
CUHK-ad-eng-tn-kl-ab1 english without text KL-LM-ABS 0.3877
CUHK-ad-eng-tn-kl-ab2 english with text KL-LM-ABS 0.3838
CUHK-ad-eng-tn-kl-ab3 english with text KL-LM-ABS 0.4083
CUHK-ad-eng-tn-kl-jm1 english without text KL-LM-JM 0.3762
CUHK-ad-eng-tn-kl-jm2 english with text KL-LM-JM 0.4018
CUHK-ad-eng-tn-kl-di1 english without text KL-LM-DIR 0.3921
CUHK-ad-eng-tn-kl-di2 english with text KL-LM-DIR 0.3990
CUHK-ad-eng-tn-tf-idf1 english without text TF-IDF 0.3475
CUHK-ad-eng-tn-tf-idf2 english with text TF-IDF 0.3660
CUHK-ad-eng-v english without vis Moment-DCT 0.0599
CUHK-ad-eng-tv-kl-ab1 english without text+vis KL-LM-ABS 0.3941
CUHK-ad-eng-tv-kl-ab3 english with text+vis KL-LM-ABS 0.4108
CUHK-ad-eng-tv-kl-jm1 english without text+vis KL-LM-JM 0.3878
CUHK-ad-eng-tv-kl-jm2 english with text+vis KL-LM-JM 0.4135
CUHK-ad-eng-tnv-kl-ab2 english with text+vis KL-LM-ABS 0.3864
CUHK-ad-eng-tnv-kl-ab3 english with text+vis KL-LM-ABS 0.4118
CUHK-ad-eng-tnv-kl-jm1 english without text+vis KL-LM-JM 0.3787
CUHK-ad-eng-tnv-kl-jm2 english with text+vis KL-LM-JM 0.4041
CUHK-ad-chn-t-kl-ab1 chinese without text KL-LM-ABS 0.1815
CUHK-ad-chn-t-kl-ab2 chinese with text KL-LM-ABS 0.1842
CUHK-ad-chn-t-kl-jm1 chinese without text KL-LM-JM 0.1821
CUHK-ad-chn-t-kl-jm2 chinese with text KL-LM-JM 0.2027
CUHK-ad-chn-tn-kl-ab1 chinese without text KL-LM-ABS 0.1758
CUHK-ad-chn-tn-kl-ab2 chinese with text KL-LM-ABS 0.1527
CUHK-ad-chn-tn-kl-ab3 chinese with text KL-LM-ABS 0.1834
CUHK-ad-chn-tn-kl-jm1 chinese without text KL-LM-JM 0.1843
CUHK-ad-chn-tn-kl-jm2 chinese with text KL-LM-JM 0.2024
LM denotes Language Model, KL denotes Kullback-Leibler divergence based, DIR
denotes the smoothing using the Dirichlet priors, ABS denotes the smoothing using
Absolute discounting, and JM denotes the Jelinek-Mercer smoothing.
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Fig. 1. Experimental Result of Precision vs. Recall with Selected Conﬁguration
Empirical Analysis of Language Models. Figure 1 and Figure 2 plot the
curves of Precision vs. Recall and the curves of Precision vs. Number of Re-
turned Documents, respectively. From the experimental results shown in Figure
1 and Figure 2 as well as in Table 2, we can observe that the KL-divergence
language model outperforms the simple TF-IDF retrieval model signiﬁcantly
(around 5%). In the evaluation of the smoothing techniques, we observe that
the Jelinek-Mercer smoothing and the Absolute discounting smoothing yield
better results than the Bayesian smoothing with the Dirichlet priors (DIR).
More speciﬁcally, from Figure 2(b), we see that the Jelinek-Mercer smoothing
achieves the best result when the number of returned documents is less than or
equal to 13, while the Absolute discounting smoothing method achieves the best
when the number of returned documents is greater than 13. Finally, from the
oﬃcial testing results [2], our approach achieves the best MAP (Mean Average
Precision) result among all submissions on the monolingual query. This shows
that the language model method is the state-of-the-art approach for text based
image retrieval.
Cross-Language Retrieval: Chinese-To-English Query Translation. To
deal with the Chinese queries for retrieving English documents, we ﬁrst adopt
a Chinese segmentation tool from the Linguistic Data Consortium (LDC) [10],
i.e., the “LDC Chinese segmenter” 2, to extract the Chinese words from the
given query sentences. The segmentation step is an important step toward eﬀec-
tive query translation. Figure 3 shows the Chinese segmentation results of part
queries. We can see that the results can still be improved.
For the bilingual query translation, the second step is to translate the ex-
tracted Chinese words into English words using a Chinese-English dictionary. In
our experiment, we employ the LDC Chinese-to-English Wordlist [10]. The ﬁnal
translated queries are obtained by combining the translation results.
From the experimental results shown in Table 2, we can observe that the
mean average precision of Chinese-to-English queries is about half of the mono-
2 http://www.ldc.upenn.edu/Projects/Chinese/seg.zip.
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Fig. 2. Experimental Result of Precision vs. Number of Returned Documents with
Selected Conﬁguration. (a) shows the original comparison on 500 returned documents;
(b) shows the detailed comparison on 70 returned documents.
lingual queries. There are many ways that we could improve this performance.
One is to improve the Chinese segmentation algorithm. Some post-processing
techniques may be eﬀective for improving the performance. Also, the transla-
tion results can be further reﬁned. Finally, one can better tune the results by
adopting various Natural Language Processing techniques [11].
Cross-Media Retrieval: Re-Ranking Scheme with Text and Visual
Content. In this task we study the combination of text and visual contents
for cross-media image retrieval. We suggest the re-ranking scheme to combine
text and visual contents. For a given query, we ﬁrst rank the images using the
language modeling techniques. We then re-rank the top ranked images by mea-
suring the similarity of visual content to the query images.
In our experiment, two kinds of visual features are used: texture and color
features. For texture, the discrete cosine transform (DCT) is engaged to calculate
coeﬃcients that multiply the basis functions of the DCT. Applying the DCT to
an image yields a set of coeﬃcients to represent the texture of the image. In our
implementation, a block-DCT (block size 8x8) is applied on a normalized input
image, which generates 256 DCT features. For color, color moment is employed
to represent the images. For each image, 9 color moment features are extracted.
Thus, in total, each image is represented by a 265-dimensional feature vector.
As shown in Table 2, the MAP performance of the retrieval results using
only visual information is only about 6%; this is much lower than the approaches
using text information, which yielded over 40%. From the experimental results,
we observe that the re-ranking scheme produces only a marginal improvement
compared with the text-only approaches. However, there are some reasons that
explain the results. One is that the engaged visual features may not be able to
discriminate between the images eﬀectively. Another is that relevant images of
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    Aircraft on the ground
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    People gathered at bandstand
3. 狗的坐姿
    Dog in sitting position
4. 靠码头的蒸汽船
    Steam ship docked
5. 动物雕像
    Animal statue
6. 小帆船
    Small sailing boat
7. 在船上的渔夫们
    Small sailing boat
8. 被雪覆盖的建筑物
    Fishermen in boat
9. 马拉动运货车或四轮车的图片
    Horse pulling cart or carriage
10. 苏格兰的太阳
    Sun pictures, Scotland
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Fig. 3. Chinese segmentation results of part Chinese (Simpliﬁed) queries. Each dashed
box represents a segmented Chinese word from the given English query.
the same queries in the ground truth may vary signiﬁcantly in visual content,
which makes it diﬃcult for low-level features to discriminate between relevant
and irrelevant images. In the future, two important research directions that
could improve the performance are studying more eﬀective techniques of low-
level features, and ﬁnding more elegant methods of combining text and visual
contents. Moreover, if users’ logs of relevance feedback are available, that may
also help the retrieval task.
Query Expansion for Information Retrieval. In general, Query Expan-
sion (QE) refers to adding further terms to a text query (e.g. through pseudo-
relevance feedback or a thesaurus) or adding further image samples to a visual
query. From the experimental results in Table 2, we observe that most of the
queries are greatly enhanced by adopting query expansion. The average im-
provement for all the queries is around 1.71%, which accounts for 4.14% of the
maximum MAP of 41.35%. It is interesting to ﬁnd that QE especially beneﬁts
considerably from the Jelinek-Mercer smoothing method; in this case, the mean
gain with QE is about 2.49%, which accounts for 6.02% of the maximum MAP of
41.35%. Note that the number of feedback documents or samples usually strongly
inﬂuences the improvement achieved with QE schemes. In our experiments, this
number is estimated empirically from the oﬃcial training set.
4 Conclusions
In this paper, we report our empirical studies of cross-language and cross-media
image retrieval in the ImaegCLEF 2005 campaign. We address three major fo-
cuses and contributions. The ﬁrst is the evaluation of Language Models and the
smoothing strategies for cross-language image retrieval. We empirically show
that the Language modeling approach is the state-of-the-art approach for text-
based cross-language image retrieval. Among the smoothing techniques, the
Jelinek- Mercer smoothing and the Absolute discounting smoothing perform
better than the Bayesian smoothing with the Dirichlet priors. The second is
the evaluation of cross-media image retrieval. We observe that the combination
of text and visual contents gives only a marginal improvement. We can study
more eﬀective low-level features to improve this performance. The last is the
evaluation of the bilingual image retrieval between English and Chinese. In our
experiments, the mean average precision of Chinese-to-English Queries is about
half of the monolingual queries. In future work, we can study more eﬀective
natural language processing techniques to improve this performance.
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