Drug combinations have been proposed as a promising therapeutic strategy to overcome drug resistance and improve efficacy of monotherapy regimens in cancer. This strategy aims at targeting multiple components of this complex disease. Despite the increasing number of drug combinations in use, many of them were empirically found in the clinic, and the molecular mechanisms underlying these drug combinations are often unclear. These challenges call for rational, systematic approaches for drug combination discovery. Although high-throughput screening of single-agent therapeutics has been successfully implemented, it is not feasible to test all possible drug combinations, even for a reduced subset of anticancer drugs. Hence, in vitro and in vivo screening of a large number of drug combinations are not practical. Therefore, devising computational methods to efficiently explore the space of drug combinations and to discover efficacious combinations has attracted a lot of attention from the scientific community in the past few years. Nevertheless, in the absence of consensus regarding the computational approaches used to predict efficacious drug combinations, a plethora of methods, techniques and hypotheses have been developed to date, while the research field lacks an elaborate categorization of the existing computational methods and the available data sources. In this manuscript, we review and categorize the state-of-the-art computational approaches for drug combination prediction, and elaborate on the limitations of these methods and the existing challenges. We also discuss about the recent pan-cancer drug combination data sets and their importance in revising the available methods or developing more performant approaches.
Introduction
Chemotherapy is considered as one of the main pillars in cancer treatments, and is used for both palliative and curative purposes. Despite enormous investments during the past few decades toward identification of chemotherapeutic agents effectively killing the malignant cells, the response rate in most cancers remains low [1] [2] [3] [4] [5] . Advances in molecular profiling have shed light into the hallmarks of cancer [6] . Improved understanding of molecular biology of cancer and the evolution of high-throughput technology enabled the development of targeted therapies that are chemicals targeting cancer-specific proteins or pathways [2] . For instance, imatinib has been developed to inhibit tyrosine kinase, which is crucial in chronic myeloid leukemia patients with the breakpoint cluster region abl (BCR-Abl) [7] , gefitinib and erlotinib for non-small-cell lung cancer patients with epidermal growth factor receptor mutations [8] , or vemurafenib for patients with melanomas harboring BRAF V600E mutation [9] . Such advances accelerated the discovery of more efficient treatment strategies. However, evolution of tumors could result in resistant cancer populations owing to intra-tumor heterogeneity [10] . Different mechanisms such as mutation in the target domain and activation of alternative pathways could result in resistance to targeted therapeutics [11] . In addition, tumor subpopulations that were resistant to a therapy may survive and proliferate, giving rise to a tumor that does not respond to the assigned therapeutics anymore [12] [13] [14] [15] [16] [17] [18] .
To conquer the limitations of the monotherapy regimens, combination therapeutics have been proposed a promising new therapeutic strategy [19] . The rationale behind this strategy is to overcome the complexity of cancer by targeting multiple components of the disease [1, 20] . Moreover, it may be possible to increase the efficacy of each agent in the combination without escalating doses of single agents, resulting in lower toxicities in patients, decrease in resistance to a monotherapeutic agent or decrease in the adverse effect of a monotherapy regimen [5] . For example, targeting MEK and BRAF as two components of mitogenactivated protein kinase (MAPK) pathway in patients with melanomas harboring BRAF V600E mutations shows less toxic effect and resistance with respect to targeting MAPK or BRAF inhibitors alone [11, 21, 22] . Therefore, developing drug combinations with higher efficacies with respect to monotherapeutic strategies would be a chance to improve the control of tumor growth and survival of cancer patients. In clinic, cocktails of well-known drugs, as combination of two or more drugs, have been tested to control tumor growth in patients whose tumors are resistant to monotherapies. However, most of these combinations are the fruit of intensive trials and errors, and few have been designed based on our understanding of their mechanisms of action, leaving many challenges in identifying novel efficacious drug combinations and getting approval for their clinical usage.
Although drug combinations appear to be a promising therapeutic strategy with respect to monotherapy, developing new combination regimen to the clinical setting is difficult. According to the guidelines developed by the US Food and Drug Administration (FDA), the European Medicines Agency and the World Health Organization, justification of a combination therapy should be provided relying on the biology of the disease of interest and preclinical studies (in vitro and preferably in vivo) [23] . Two most common approaches to perform preclinical tests are cell-line-based systems (in vitro) and patient-derived tumor xenografts (PDXs, as an in vivo setting). Combination of potential single agents in vitro helped the biomedical research to discover new potential and highly effective combinatorial chemotherapeutics for different types of cancers [24] [25] [26] [27] . However, it has been shown that cancer cell lines do not fully recapitulate the molecular aberrations observed in patients [28] . In an effort to develop drug testing in vivo models, several initiatives have been launched to screen single-agent and drug combinations in PDXs [29] [30] [31] . A recent study from Novartis showed that responses of PDX models are more informative than the cellline-based systems [31] . However, applying PDX models is more expensive and labor-intensive compared with the traditional cell-line-based systems. Consequently, widespread use of the PDX models has been hindered [32] .
Although high-throughput screening of single-agent therapeutics has been successfully implemented [33] [34] [35] , it is not feasible to test all possible drug combinations, even for a small subset of anticancer drugs. Assuming 1000 single agents, half a million experiments should be performed for only one dose pair with one replicate. Hence, combination of more than two drugs may require billions of experiments [36, 37] . Therefore, in vitro and in vivo screening of a large number of drug combinations are not practical. During the past decade, computational approaches have been developed to overcome the limited throughput of experimental testing [36] [37] [38] [39] [40] [41] [42] [43] . The need to develop in silico predictive models of drug synergy resulted in launching two community challenges by the Dialogue for Reverse Engineering Assessments and Methods (DREAM) consortium [44] . The first DREAM challenge on drug combination aimed at developing in silico methods to rank 91 drug combinations from most synergistic to most antagonistic. The combinations were tested on OCI-LY3 human diffuse large B-cell lymphoma cell line [27] . More recently, AstraZeneca-Sanger Drug Combination DREAM Challenge was launched with the same purpose but containing 85 cancer cell lines, and 11 759 drug combination screening for 118 drugs [44] . The data set provided in this challenge as well as a recent drug combination study by O'Neil et al. [45] , including 583 doublet combinations in 39 diverse cancer cell lines, are the only pan-cancer drug combination data sets that have been released to date.
Computational approaches and mathematical models used for analysis and prediction of combination therapies can be categorized as follows: (1) quantification methods, (2) predictive approaches and (3) methodologies for optimal designs of combinatorial treatment assays (Figure 1 ). More than 10 models have been developed for the quantification of experimental combination therapies [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] , and several reviews have been dedicated to compare these models [48, [58] [59] [60] [61] [62] [63] . The predictive models have been designed to differentiate synergistic, additive and antagonistic combinations and predict new synergistic combinations in silico [27, [36] [37] [38] [39] [40] [41] [42] [43] . These computational approaches incorporate multiple data types such as transcriptomic data [42] , cell signaling pathway data [42] , chemical similarity between drugs as well as available data of drug combination experiments [27] . In the optimization category of methods, the computational pipelines can be used to guide the experimental study by providing a list of combinations that potentially would include more synergistic combinations [37] . Recent reviews describe a subset of the existing predictive models of drug combinations [64] , system biology-based predictive methods [65] and the challenges in drug combination discovery [66] . In this review, we provide a comprehensive study of all steps in drug combination discovery in which computational biologists can contribute toward discovering novel combinations of therapies to treat cancer. The four widely used quantification methods, namely, median-effect, Loewe additivity, Bliss independence and highest single agent, are provided in enough details to use them for quantification of experimental drug combination data with enough knowledge about their similarities. Moreover, we provide the details of the predictive methods for drug combination discovery in cancer to help computational biologists choose the most adapted for their study and to improve over the state of the art. The assessment strategies are provided as well to emphasize the importance of the validation procedure. In addition, we discuss about the challenges regarding the quantification, prediction and assessment of drug combination response for cancer cells and the potential improvements to make the predictive approaches practical for clinical settings.
Quantification of experimental drug combination
The purpose of quantification models is to determine a reference or 'non-interaction level' in which a combination of drugs is considered additive and the participated drug pair do not cooperate [63] . If drugs are non-interactive and the combination is additive, the inhibitory effect of the drug combination, obtained using the median effect metrics (Table 1) , can be considered as the addition of the effect of each single agents. Deviation from the reference (or additive level) can be estimated and used to categorize the combinations into antagonistic and synergistic [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] 67] . There are multiple reference models including median-effect, Loewe additivity, Bliss independence and highest single agent, which can be used to quantify the experimental drug combination data and classify them as synergistic/ antagonistic with more/less inhibitory effects with respect to the addition of the inhibitory effect of each drug in the combination, respectively [23, 50, 56, 57, 63, 67] .
Efforts during the past decades for quantification of the effect of drug combinations with respect to the effect of the single agents resulted in several models such as median-effect, Loewe additivity and Bliss independence (definition of some of the alternative methods can be found in references [23, 63] ). Different steps in assessing synergism and antagonism using these methods are schematically shown in Figure 2 . In these methods, a reference or non-interactive level is defined to identify synergism and antagonism as the positive and negative difference from this reference, respectively [50, 56, 57, 67] . A continuous parameter, usually called combination index (CI), can be obtained as a measure for deviation of the inhibitory effect of the combination from additivity ( Figure 2 ). Then, CI can be used to categorize the drug combinations as being synergistic (CI < 1), additive (CI 1) and antagonistic (CI > 1). These different categories can be also shown graphically in an isobologram proposed by Loewe (Supplementary Figure S2) [57] . The difference between the integral of combinatorial dose-response hyperplane and the reference hyperplane (by adding the response of single agents) estimated from experimental sensitivity data can also be used to quantify synergism [45] . Software packages enabling the computation of Loewe additivity, Bliss independence and median-effect methods are provided in Table 2 .
Median-effect approach
Based on the median effect principle of the mass action law [57, 67] , this approach constructs the median effect plot as shown in Supplementary Figure S1 fraction of the cancer cell population, f u (f u ¼ 1-f a ) is the corresponding unaffected fraction, D is the drug dose, D m is dose required to produce the median effect (IC50, EC50) and m is a Hill-type coefficient signifying the sigmoidicity of the doseeffect curve [67] . Then, the equation
to obtain D x , which is used to define CI as shown in Figure 2A .
Loewe additivity method
Single drug doses and combination doses for the considered inhibitory effect (such as IC50) are used to obtain CI for each combination ( Figure 2B ).
Bliss independence approach
In this method, the additive effect is calculated as the summation of the effect of the single agents in the given doses and compared with the observed inhibitory effect of the same drug dose combination as shown in Figure 2C .
Highest single-agent approach
In this method, CI can be obtained easily as the maximum effect of the single agents in the combination over the inhibitory effect of the drug combination (max(E a , E b )/E ab ) [23] . Drug concentration at which half of the maximum potential of the drug for inhibiting tumor growth can be seen GI50 (half maximum inhibition of cell proliferation) Drug concentration that inhibits the growth of cancer cells by 50%
Despite years of effort in the quantification of the effect of combination of compounds in biological systems, there is still no standardized approach for identification of synergistic, additive and antagonistic combinations [23, 47, 63] , and the widely used methods (shown in Figure 1 ) have some limitations and problems. Loewe additivity model relies on accurately estimated dose-response curve and the response has to fall between the estimated E min and E max after using four-parameter logistic model [23, 47, 63] . When dose-response curves are not accurately estimated, usually because of noise or insufficient sample size, Bliss independence provides a more accurate estimate of the effect of combination because Bliss Independence assess each combination dose and is not a representative measure for the entire tested dose space. This strategy is useful in high-throughput screening where the number of data points is sometimes low [23, 47] . Nevertheless, Bliss-independence model estimations are prone to false-positive results because the variability of the response measures is neglected [23, 47] . Median-effect model also relies on linearity of the medianeffect plot (Supplementary Figure S1) , which may not be relevant in some diseases (or tissue types) or combination of some agents [72] . As presented in Figure 2 , the CI defined in medianeffect method for mutually exclusive drugs is the same as the definition of CI in Loewe additivity approach. All these strategies can be used to quantify the experimental data that comprise the target measures predicted by predictive drug 
where a/b is the ratio of drugs A and B in the combination. Mutually exclusive drugs and non-exclusive drugs are the ones that act competitively and noncompetitively on the same target, respectively (their difference can be seen in the log-log diagrams (Supp. • https://www.genedata.com/ combination approaches. There are various data types that can be used to predict the quantified measures of the drug combination efficacy. Those data types are discussed in the following section.
Potential data sources for predictive drug combination approaches
The process of drug discovery includes three important primary steps: (1) the discovery of drug targets, (2) development of a library of potential compounds and (3) investigation of the interactions between the compounds and the target [73] . To identify synergistic, or antagonistic drug combinations, these data would be available for the single agents in the combinations ( Figure 3 ). This information can be used to predict the effect of the agents in combination and discover highly synergistic combinations. The identified combinations can be validated in vitro, and combinations with verified synergistic inhibition can be passed to the next steps of drug development. Moreover, the predictive approaches can be used to recognize the antagonistic combinations, which have to be avoided in the clinic. The four main categories of data that can potentially be used to predict the efficacy of drug combinations are as follows.
Target-Target
Interaction of target could be a direct interaction or an indirect interaction via downstream pathways. Data regarding the potential drug targets and their interactions, which have been used in the literature to predict efficacious drug combinations, can be molecular profiling of tumor, such as genomic and proteomic and their processed form such as signaling pathways and interaction networks [40, 41] .
Drug-Target
Putative targets of the single agents in a combination have also been used to predict efficacy of drug combinations [27, 42] . Bioassays are the common tests for drug target identification [73] . Existence of drug targets in the same pathway was shown to be predictive of synergism [1] . For example, inhibition of MEK and BRAF as two druggable targets in MAPK pathway have been shown to be synergistic in melanomas harboring BRAF V600E mutations [21] . Drugs in general can be categorized as single target and multi-targets [1] . In the case of multi-target drugs, combinations could be even more efficacious than the combination of targeted agents, as they can target a large number of features and pathways crucial to cancer cells [1] .
Drug-Drug
Chemical information about drugs, such as similarity of structure and biochemical properties between drugs, and their functional classification, such as anatomical therapeutic classification (ATC), can be used to improve predictions of effective combination therapies.
Pharmacological
Response of the cancer cells to the drugs, under monotherapy and/or combination therapy, can be used to obtain the potential targets with similar response to the same drug or the drugs with similar mechanisms of action [26, 42] . Response of cancer cells to drug combinations can be helpful to use supervised learning algorithm, while lack of such data for most cancer cell lines or tumor types causes difficulties to use supervised methods in predicting the effect of drug combinations.
Resources for each of these data types, along with its related tools, are provided in Supplementary Table S1 .
Predictive computational approaches
In the absence of consensus regarding the computational approaches used to estimate and predict drug synergism, a plethora of methods, techniques and hypotheses have been developed to date, and even benchmarked in the communitywide DREAM challenge [27] . We categorize the applied approaches by their mainly varying aspects, as follows: (1) assumptions about drug combination synergism, (2) using a systems-based versus an isolated perspective to the problem, (3) exploring pairwise combination versus cocktail of drugs, (4) connectivity mapping (CMap) utilization and (5) the applied computational methods (Table 3 ).
Assumptions about synergism
The underlying mechanisms of efficacious combinations are complex and highly dependent on the drugs of interest. Hence, the research community has used various intuitive assumptions about compounds' crucial characteristics that can lead to synergistic combinations. Bansal et al. have reviewed the approaches applied by the groups that participated in the 2014 drug combination DREAM challenge, and categorized the main assumptions as follows: (i) similar compound activity, (ii) dissimilar compound activity, (iii) combination of similar and dissimilar activity and (iv) pursuing more complex synergistic relationships [27] . The three best-performing methods, recognized by the DREAM challenge, used the first and third aforementioned assumptions. Studies performed before the DREAM challenge had applied similar assumptions. For instance, applying the first assumption, Zhao et al. compiled a set of commonly enriched patterns in molecular and pharmacological data of known effective combinations, and used the patterns for determining synergism for new combinations [43] . Similarly, Li et al. assumed that combining drugs acting on the same or related functional pathways can result in synergistic behavior [74] . Alternatively, drugs with independent actions, or drugs targeting different disease-related pathways, have also been assumed to have synergistic or complementary effects [39, 41] .
Systems-based versus isolated perspective
A systems-based approach views cancer as a complicated disease resulting from interactions between many genomics, proteomics, transcriptomics and metabolomics modules in the cellular system. Similarly, the drug combination problem can be viewed holistically as a systems biology problem. The interacting modules may reveal more information regarding the underlying mechanisms of action for synergistic/antagonistic drugs. Systems-based approaches manifest the aforementioned modular interactions by constructing various cellular networks [39-42, 74, 75] , and assume drug administration affects and modifies certain pathways, subnetworks and modules of these networks [75] . Therefore, capturing those modifications and comparing them with the same cellular networks constructed for the effective combinations can provide insight into mechanisms of actions of single drugs, as well as suggesting effective approaches to combine them. In contrast, some computational approaches to drug combination prediction have opted for an isolated perspective. These approaches may either rely on one single data type for the prediction [39, 75] , or applying multiple data types, they do not use a holistic view, and do not take the interactions into account [43] .
Pairwise or cocktail of drugs combination
Cocktail of drugs addresses combination of more than two drugs. Hence, the number of possible combinations, to be explored, is even larger than the number of pairwise combinations. Furthermore, possible dosing schedules of each single agent participating in the combination must be explored and optimized as well. Therefore, the cocktail problem is computationally more difficult and costly to tackle. Furthermore, possible dosing schedules of each single agent participating in the combination must be explored and optimized as well. Nevertheless, it is common to use combination of more than two drugs in clinical settings [76] [77] [78] . While most of the efforts in the computational research community target the pairwise combination problem, some of the approaches can handle drug combination of arbitrary size as well [37, 74, 75, 79] . However, to make the cocktail of drugs problem tractable, these approaches have to restrict the problem, for instance, by limiting the number of individual compounds [37, 75, 79] .
Using CMap
CMap [80] is one the large-scale pharmacogenomics data sets that have revolutionized computational pharmacogenomics area, single drug-repurposing and novel drug discovery [80, 81] , and have provided an important tool for computational drug combination as well. CMap comprises two components: (i) drug-induced gene expression profiles (also called genetic perturbations), and (ii) statistical pattern matching algorithms to measure similarity between expression profiles induced by drugs, diseases, etc. We categorize computational combination approaches according to whether they use CMap framework. However, CMap may be used as either a single fundamental data resource [39] or in integration with other data sources [41, 42, 75] .
Computational methods
Three main categories of computational methods are recognized in the drug combination literature, which are the explicit mathematical methods, stochastic search algorithms and machine learning methods.
Explicit mathematical methods
Explicit mathematical methods refer to pipelines that apply one or several direct mathematical models and statistical tests to predict the synergism in drug combination effects. The two best-performing methods in the 2014 drug combination DREAM challenge, such as Drug Induced Genomic Residual Effect (DIGRE) and IUPUI_CCBB methods, belong to this category [27] . In contrast to machine learning approaches, these methods do not rely on positive and negative samples to predict synergy between drugs. Explicit mathematical methods aim to explicate the relationship between drug combination synergy and [37]
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Machine Learning transcriptomic changes induced by individual drugs via direct and simplistic mathematical models. Therefore, success rates of these methods mainly depend on the quality of assumptions behind the models. While the compounds were administered simultaneously in the experimental assays for the DREAM challenge, for DIGRE's development, Yang et al. modeled synergy sequentially, and assumed that treating cell by compound A (before compound B) would affect the drug-induced transcriptomic changes by compound B [27] . DIGRE comprises three steps. First, a compoundcompound similarity measure is computed by comparing the perturbation profiles after treatment by individual drugs and by overlapping profiles with genes associated with the cellgrowth-related pathways, extracted from KEGG database. Second, drug-response curve information and the similarity score are integrated via a mathematical model to estimate induced cell death by the compound combination. Finally, the induced cell death is calculated for both possible sequences of compound treatments. The two cell death values are averaged and used as the final cell death or synergistic score.
For IUPUI_CCBB, Goswami and Li assumed that a core subset of genes is responsible for drug inhibitory effects [27] . They identified differentially expressed genes for each drug treatment by comparing gene expression profiles measured at time point 6 h versus control. All the significantly expressed genes were combined to compile a unique gene list that formed the 'core' gene set. Members of the core gene set that were significantly differentially expressed by both drugs were determined. Genes with the same and opposite direction of regulation in both drugs were determined as synergistic and antagonistic genes, respectively. Subsequently, an interaction score was calculated based on the number of synergistic and antagonistic genes. The higher the score the more synergistic is a combination. Probabilistic concordance index (PC-index) [82] was used to measure performance of the methods. DIGRE and IUPUI_CCBB both scored 0.61, that is statistically significantly better than random.
Lee et al. applied a CMap-based approach to the prediction of drug combinations [39] . The authors assumed that combination of two drugs, regulating two different disease-specific pathways, can be synergistic. First, a 'query signature', that is a list of genes whose expression is significantly associated with a disease state or other condition of interest [80] , is provided and highly enriched pathways in the query signature are identified by performing gene set enrichment analysis. Next, gene expression pattern matching is performed to measure similarity between the query signature and drug perturbation profiles in CMap. For each identified pathway, enrichment analysis was performed on the CMap drug profiles, and the drugs were rankordered accordingly. Assume two pathways P 1 and P 2 are highly enriched in profiles of two drugs, A and B, respectively. The authors assumed that the drug pair could behave synergistically or complementarily, if P 2 is enriched in the profile of the drug A, and vice versa. The methods applied in this study were all statistical tests such as hypergeometric and Kolmogorov-Smirnov.
Wei et al. generated a gene expression signature associated with glucocorticoid resistance in acute lymphoblastic leukemia cells [83] . Using CMap, the authors identified the mTOR inhibitor rapamycin as a potential small molecule that reverses the resistance signature. Rapamycin is an FDA-approved drug, and it has been given safely in combination with glucocorticoids to patients with organ transplant. The authors hypothesized and demonstrated that rapamycin induces glucocorticoid sensitivity via MCL1 modulation in lymphoid malignancy cells as well.
Stochastic search algorithms
Initial computational methods to tackle the drug combination prediction comprised a category of stochastic search algorithms, named genetic algorithms [84] . In contrast to machine learning methods, stochastic search algorithms do not require positive and negative samples (training data) to tackle an optimization problem. Applying genetic algorithms, Zinner et al. showed feasibility of screening drug combinations of arbitrary size [37] . The authors aimed at discovering the most effective cocktail of drugs from a set of 19 drugs. For the first iteration, 18 randomly formed combinations comprised the first generation of candidate solutions. At each iteration, level of fitness of each candidate combination solution was calculated by experimentally measuring the proportion of cells surviving (after treatment with the combination) relative to the control (no treatment). The pool of candidates for the next generation is formed by the fittest solution in the current generation and its one-mutant combinations, i.e. combinations generated by adding each of the drugs to or subtracting them from the fittest combination. The algorithm converged fairly quickly (in the fourth generation), and the enormous search space of all permutations/combinations of the initial 19 drugs (2 19) was explored efficiently through only 72 experimental assay evaluations. Similarly, Wong et al. applied genetic algorithms to the combination problem, but along with an alternative fitness function [79] . The authors explored a space of 1 million dose permutations of six drugs at 10 different doses rather than the space of all combinations of the six drugs. One major advantage of these methods is applicability to drug combinations of arbitrary size. However, it is likely that these search algorithms converge to a local optima rather than a global optima, as the entire landscape is not fully explored.
Machine learning methods
Using machine learning approaches, one can generate predictive models by learning associations between input data (drugdrug, drug-target and target-target) and drug combination inhibitory effect that can be 'labeled', 'unlabeled' or a mixture of both. The type of labels determines whether a 'supervised', 'unsupervised' or 'semi-supervised' learning framework is suitable. Performance of machine learning approaches for drug combination problem has suffered from lack of sufficient experimental drug combination data. However, these data are gradually becoming more abundant and available [31, 44, 45] . This will open up new horizons for application of machine learning methods. Furthermore, machine learning methods facilitate complex integrations of various data types. Computational drug combination studies have shown that systems-based approaches and integration of multiple data types such as pharmacological and omic play key roles in successful prediction [38, 42] . Therefore, machine learning methods provide an important category of the computational methods for the drug combination problem.
Supervised methods
Supervised machine learning methods aim at learning patterns from a set of labeled examples (training data) to predict unknown labels of arbitrary cases. In other words, the method learns a function that describes association between input measures and the labels [85] . Currently, lack of labeled drug combination data, that is, known effective/ineffective or antagonistic/additive/synergistic drug combinations, is a major obstacle in application of supervised machine learning methods. However, a few studies have focused on using supervised learning methods to predict the label, class or quality of drug combinations [38, 43] .
For the first time, Zhao et al. aimed to devise a predictive model that could provide insight into drug combinations' underlying mechanisms of action based on a set of 184 already approved pairwise combinations of 238 drugs [43] . The authors, first, determined the enriched patterns in several pharmacological and molecular properties of the approved combinations. The enrichment of a pattern was determined and scored according to frequency of that pattern's occurrences in the effective combinations. Then, based on the enriched patterns, Zhao et al. designed a set of predictive features to predict novel combinations. The set of features contained target proteins and corresponding downstream pathways, medical indication areas, therapeutic effects as represented in the Anatomical Therapeutic Chemical (ATC) Classification System and side effects. Applying F-measure maximization, Zhao et al. predicted a set of effective combinations, 60% of which have been indicated as synergistic combinations in the literature [43] .
Li et al. applied a Bayesian network approach to integrate chemical and pharmacological features of drugs from a set of known effective drug combinations (EDCs) [38] . First, two lists of drugs, i.e. EDCs and undesirable drug-drug interactions (UDDIs), are compiled from the known drugs pairs. UDDIs refer to drug pairs that can cause an adverse effect, such as an increase in toxicity or a decrease of effect. The authors collected 656 EDCs spanning 375 drugs and 1536 UDDIs involving 313 drugs for which six drug-drug similarity measures (three drug-based and three target-based) could be computed. Hence, for each arbitrary drug pair, the six similarity features can be computed to describe similarity to a known drug pair. The six similarity features are combined via a Bayesian network to compute a probabilistic measure for similarity to every known drug pair. Then, all probabilistic similarity scores to the known drugs are summed up over each set (EDC and UDDI). Therefore, for each drug pair, two similarity scores to EDC and UDDI categories can be assigned, and the scores can be used to determine the category that the new drug pair belong. Using the EDC set as the gold standard, the method performed predictions with high specificity and sensitivity [an area under the receiver operating characteristic curve (AUC) of 0.90].
Unsupervised methods
In contrast to the supervised methods, for the unsupervised methods, the drug combination labels are not available, and the goal mainly is to describe how the data are organized and what is the hidden structure of the given data [85] . Applying an unsupervised method, Huang et al. combined drugs that target multiple disease-specific signaling pathways [41] . First, the authors constructed a drug-drug interaction network based on perturbation profiles, obtained from CMap. Then, they identified communities within the drug network using Bayesian nonnegative matrix factorization approach. A network-based recommendation approach was applied on the drug communities to predict unknown drug targets according to the known ones. On the other hand, a disease-specific signaling network was constructed by integrating genomic and interactome data. Using the disease network and the predicted targets, Huang et al. determined drugs whose targets were enriched in complementary modules of the disease signaling network. Those drugs were assumed to be synergistic by the authors.
Parkkinen and Samuel's unsupervised method was a novel probabilistic CMap [40] that basically extends the original CMap's methodology [80] . The main idea of the probabilistic model is to extract and differentiate between cell-specific and shared information among the cell lines, in contrast to other methods that aggregate information over all the cell lines. The authors viewed the pattern matching of drug perturbation profiles from multiple cell lines as a multi-source information retrieval task. They defined a new relevance measure for retrieving drugs with the most relevant profiles to a single query signature. The new measure was devised based on group factor analysis (GFA) and probabilistic latent factor models. The probabilistic CMap method compares favorably with the original CMap in retrieving functionally and chemically similar drugs. Furthermore, the authors showed application of the new method in drug combination by retrieving multiple similar drugs that match different parts of a given query signature.
Semi-supervised methods
One major issue in the drug combination field is data imbalance, i.e. lack of sufficient number of positive/negative samples (i.e. effective/ineffective combinations) and prevalence of unlabeled data. Sun et al. overcame this issue by applying a semisupervised method, named Ranking-system of Anti-Cancer Synergy (RACS) [42] , based on a manifold ranking method proposed by Zhou et al. [86] . Sun et al. compiled a set of 14 features describing pharmacological and genomic aspects of drugs and their targets. The data used for this study comprised 26 effective combinations spanning >33 individual drugs. By reshuffling the 33 drugs, the authors obtained a set of 502 pairs of unlabeled samples. Seven features of 14 were identified as significantly predictive features. The authors then applied a two-step method to rank drug pairs and refine them as follows. First, the manifold ranking-based method obtained a preliminary ranking system for the drug pairs based on similarities to the positive samples. Next, the ranking was further refined by filtering out drug pairs with insignificant coverage of specific cancer pathways and insignificant overlap between their transcriptomic profiles retrieved from CMap. The authors validated their method by data provided for the 2014 drug combination DREAM challenge data, and achieved the highest prediction score with an AUC value of 0.85. RACS outperformed DIGRE, the bestperforming method of the challenge, and other well-known computational methods proposed for the combination problem.
Assessment strategies
Drug combination screening is an elaborate and costly procedure. Considering six doses for each drug in a pairwise combination, 36 measurements are required while 6 measurements are enough for monotherapy response of each drug separately. Because of this issue, only a few drug combination data set have been generated so far. Hence, computational predictions that primarily rely on small data sets are hard to be validated computationally and experimentally. Previously tested combinations may be used to assess correctness of the predictions, as in supervised machine learning methods [41] . Alternatively, one may predict synergy measures or categorize the combinations using the available biological knowledge of the target cell lines [38, 42] . However, two large pan-cancer drug combination data sets have been recently released [44, 45] , which may help the scientists validate their approaches based on a richer data source containing multiple tissue types and check the robustness of their predictions.
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Various correlations and accuracy measures have been introduced in mathematical and statistical literature to test the performance of predictive models using the available data sets. Application of these accuracy measures depends on the strategy of interest for assessment of the computational pipelines. For the classification strategy, contingency table [87] and its corresponding measures such as Cramer's V and phi coefficients could be used as potential methods to check the accuracy of the predictive drug combination methods (Figure 4 ). For the score estimation strategy, a common approach consists in ranking the drug combinations and measuring the correlation of the predicted rankings versus the gold standard using Spearman correlation, concordance index (as the generalization of AUC) [82, 88] and its modified form, named PC-index [27] .
Challenges

Lack of consensus definition for drug synergy
There have been community efforts during the past two decades to make a consensus on the quantification of experimental data and definition of synergy [89] . No single quantification method necessarily reflects the whole spectrum of possible drug combination modes of action. Hence, the available methods for synergy estimation are exploratory in nature, which complexifies the development of predictors for potential synergy between drugs. Quantification methods such as Bliss independence and Loewe additivity have been used to quantify the experimental data and validate the predictive methods [27, 37, 29] . However, using other estimators of synergy is likely to result in different quality assessment of predictive methods. In this regard, reaching a consensus on the definition of synergy is one of the biggest challenges that the field is currently facing. Previous attempts have failed to provide a standard definition for drug synergy, including the Saariselk€ a agreement [90] . However, a recent review from Tang et al. described a simple approach to combine the Bliss independence model and the Loewe additivity model into a 'interaction barometer' [89] . This approach not only avoids the hard choice of a single synergy quantification method, but also provides an interpretable scale for drug interactions. More efforts in this direction will make the development of synergy predictors more robust and comparable across studies.
Continuous versus discrete measures of drug combination synergy
Applying a computational approach for predicting combination effect with respect to the reference, one can predict CI as a continuous variable or categorize the combination as synergistic, additive or antagonistic. Although predicting CI as a continuous variable can be complex, it helps in eliminating the issue of thresholding in quantification of observed inhibitory effect of drug combinations. For instance, assume two combinations with CI values 0.98 and 1.05, solely relying on the definition of synergism (CI ¼ 1), one cannot determine whether the aforementioned combinations are synergistic and antagonistic, respectively. A CI value close to 1, with due attention to the ranges of CI for synergism and antagonism (synergism: 0 < CI < 1; antagonism: CI > 1), makes the comparison difficult and challenging.
Instead of summarizing the drug combination inhibitory effects in a continuous variable or categorizing it as being synergistic/additive/antagonistic, considering the inhibitory effect of drug combination at each combination dose may be more relevant to drug development and clinical setting. A recent extension of the 'PharmacoGx' package (Table 1) includes the four main quantification methods described in the 'Quantification of experimental drug combination' section, such a unified implementation of methods will help the cancer community compare the quantified combination effects at each combination dose and check the consistency of the existing quantification approaches.
Inconsistency of pharmacological profiling
Experimental protocols used to generate pharmacological profiles of single agents or drug combinations are complex and potentially noisy. Therefore, the procedure can generate potentially inconsistent measures of drug sensitivities and synergism [91] [92] [93] [94] [95] . Such inconsistencies affect the performance of models for drug combination prediction. Therefore, it is of the utmost importance to control the technical and biological variability of the pharmacological assay carefully and to standardize experimental protocols to substantially increase the quality of drug sensitivity data. Furthermore, combination of multiple independent data sets holds the potential to develop more accurate predictive models, and constitutes an essential step toward more EDC discovery.
Data sparsity
Many initiatives have been undertaken to generate large data sets of (i) targets, such as the molecular profiles of cancer cell lines; (ii) drugs, such as ChEMBL databases [88] ; and (iii) cell lines' pharmacological response. However, the data are still highly sparse, not all drug combinations within a data set have been tested and the screening is usually focused on one cancer type. Differences in molecular profiles of the cancer cell lines between tumor types and their signaling pathway activity are among the important factors that make existence of cancerspecific data types essential for further predictions on the same cancer. Recently, two pan-cancer data sets for drug combination response, containing multiple cancer types, have been released [43, 44] . These new data sets provide a unique opportunity to investigate why drug combinations yield different response in specific cancer types. However, it is important to note that is no or little data regarding drug combinations tested on liquid tumors, such as acute myeloid leukemia. 
Generalizability of computational approaches
One concern with the current computational approaches lies in their lack of generalizability to combination of new drugs and other cancer cell lines. Interactions between drugs are already complex in in vitro models and hard to capture by the existing computational methods. Hence, generalizability of these methods to in vivo models and patients will be challenging. To be applicable to in vivo setting, other data types such as pharmacokinetic parameters may need to be considered in the existing predictive computational approaches. Intra-tumor heterogeneity observed in many cancer types also complexifies the translation of in vitro prediction to in vivo settings as tumor subclones are likely to yield different levels of sensitivity to specific drugs, in both mono-and combination therapeutic strategies. In this regard, new single-cell RNA-Seq data [96] may be helpful to investigate the response of the tumor subclones to drugs [97] .
Performance assessment of predictive models
Assessing generalizability of the predictive computational pipelines of drug combination in cancer is challenging owing to the lack of rigorous experimental validation. Most of the methods' predictions have been validated by weak evidence of synergistic combinations in the literature. Although the first drug combination DREAM challenge [27] was a breakthrough in this regard, only 91 drug combinations in one B cell lymphoma were provided. Nevertheless, the recent large pan-cancer drug combination data sets [44, 45] will be crucial for the community to assess the robustness and generalizability of the developed predictive approaches.
Future directions
Most of the developed predictive methods for drug combination efficacy rely on a subset of molecular profiles of cancer cell lines such as transcriptomic profiles [27, 42] . However, integration of other data types, such as mutation and copy number variation (as suggested by Astrazeneca-Sanger DREAM Challenge), may improve the performance of the methods [27] . Moreover, the ultimate goal in cancer community is to provide more effective therapeutics for cancer patients. With due attention to the differences between model systems and patient tumors, the models that are relying on the data types only available for cell lines, such as connectivity-mapping-based methods, would have less potential in clinical practice.
New data types
High-throughput molecular profiles (also called 'omics') hold the potential to elucidate the complex functionality of healthy and diseased cells. Among these molecular data, transcriptomic profiles [27, [40] [41] [42] , interaction networks at the genomic and proteomic levels [38, 39] as well as biological pathways [27, 43] have already been used to predict the efficacy of drug combinations. However, other informative molecular data can be leveraged to predict the effect of combination therapies on the target cells. Mutation, copy number variation and methylation data are new data types, which have been provided by AstrazenecaSanger DREAM Challenge for use in the drug combination prediction pipelines developed by the participants (https://www. synapse.org/#!Synapse:syn4231880/wiki/235651). Although challenging, one can integrate these multiple data types to predict the efficacy of combinatorial cancer treatments and ultimately matching the drug combinations to the patients with the desirable effect. For instance, functions of the target proteins may differ between their wild-type and mutated type. Hence, targeting mutated proteins may cause synergy, while targeting their wildtype does not or vice versa. Although expression of genes can be determined using RNA-Seq or microarray technologies [98] , copy number variation and methylation of the gene promoters provide complementary data regarding the expression of a gene. These data can be helpful in determining the activity and regulation of the target genes. For example, investigating methylation data are essential to study the effects of epigenetic drugs in a monotherapy or combination therapy strategy [99] .
Translation to clinic
Translating computational predictions into clinical practice can be conceptualized with multiple stages, i.e. testing the drug combination predictions in in vitro and in vivo (both in genetically engineered mouse models and patient-derived xenografts) settings. Afterward, moving to the stage of clinical trials and testing the drugs, which have been passed the preclinical trials, on cancer patients. Despite the successful validation of drugs in model systems, most of them fail to reach the approval of the FDA for the clinical use [100] . The bottlenecks associated with the computational approach can be considered as 2-fold. First, the molecular profiles such as the transcriptional profiles, obtained based on in vitro assays, that would be used in predictive computational approaches are distinct from the profiles of patients. To make the predictions more applicable in clinics, there is a need to figure out the similarities between in vitro and patient data in a personalized setting. Second, the methodologies that are relying on sparser data types, such as CMap-based models for which the data are only available for few cells lines in restricted tissue types, makes the models less extensible and practical in clinical settings. Conclusively, computational predictive models that rely on data types with more similarity between in vitro setting and patients as well as less dependent on the data types not available in a personalized clinical setting would increase the applicability of the models in clinical practice.
Although the preclinical studies and predictive computational approaches focus on developing and predicting synergistic drug combinations, respectively, there are other concerns in clinical settings such as reducing acquired resistance to a monotherapy agent, or decrease its adverse effect [22] . Unfortunately, the preclinical studies and the predictive approaches have not yet addressed these important issues.
Conclusions
Finding EDCs for different cancer types, overcoming the limitations of monotherapy, is an elaborate and costly process. In this review, we presented the current state of the art of computational drug combination development. Although there has been a remarkable progress in the performance of predictive approaches, there are still many challenges mainly owing to lack of experimental drug combination data. Nevertheless, the recent pan-cancer drug combination data sets will be crucial sources for improving and extending existing methods, as well as developing new approaches in the near future.
• Various data types, including genomic, proteomic, chemical structure and pharmacological, are publicly available for developing predictive drug combination approaches.
• Recent pan-cancer drug combination data sets will be crucial for developing the next generation of predictive drug combination methods.
