Abstract. This paper analyzes the use of ARTMAP-based in structures of ensembles designed by three variants of boosting (Aggressive, Conservative and Inverse). In this investigation, it is aimed to analyze the influence of the RePART (Reward and Punishment ARTmap) neural network in ARTMAP-based ensembles, intending to define whether the use of this model is positive for ARTMAPbased ensembles. In addition, it aims to define which boosting strategy is the most suitable to be used in ARTMAP-based ensembles.
Introduction
RePART (Reward/Punishment ART) is a more developed version of the simpler fuzzy ARTMAP which employs additional mechanisms to improve performance and operability, such as a reward/ punishment process, an instance counting parameter and variable vigilance parameter. The idea of using a reward/punishment process is to improve the performance of fuzzy ARTMAP networks. The idea of using a variable vigilance parameter is to decrease the complexity (category proliferation problem) of fuzzy ARTMAP models when used in applications with a large number of training patterns. The performance of RePART has been investigated in different pattern recognition tasks, as in [1, 2, 3, 4] . However, the performance of RePART only as individual classifiers has been investigated, not considering its performance in ensemble systems.
It is well known that substantial improvements can be obtained in difficult pattern recognition problems by combining or integrating the outputs of multiple classifiers. Classifier combinations (Multiple classifiers systems or ensembles) exploit the idea that different classifiers can offer complementary information about patterns to be classified, improving the effectiveness of the overall recognition process (see, for example, [5, 6] ). In the literature, ensemble systems have been widely used for several pattern recognition tasks. In the last decade, for instance, a large number of papers [3, 6, 11] has proposed the combination of multiple classifiers as high performance classification systems, in several different areas.
In analyzing ARTMAP-based ensemble systems, this paper aims to analyze the influence of RePART in the accuracy of ensemble systems. These systems will be designed by three variants of boosting, which are Aggressive, Conservative and Inverse [11] . In [7] , an initial investigation was performed. However, a smaller number of base classifiers and combination methods were used. In this paper, a wider analysis will be done and two system sizes will be used, which are: 12 and 48 base classifiers. In addition, ensemble systems were combined by five different combination methods.
ARTMAP-Based Models
The original binary ARTMAP network [8] incorporates two ART1 modules, ARTa (the input vector is received as input) and ARTb (the desired output vector is received as input) as well as a map field module. The latter module forms associations between categories from both ART Modules via a technique known as outstar learning.
An ARTMAP-based model employs a match-based learning process in which the learning is based on the similarity between the input pattern and the weights (templates) of the category neurons. Match-based learning is distinct from an error-based approach as employed in neural networks such as the standard Multi-Layer Perceptron in which the learning process is based on the error between the output of the network and the desired output (gradient descent methods). There are some significant advantages of match-based over error-based learning which may be characterized as easy knowledge extraction, no catastrophic forgetting and fast learning [5] . On the other hand, there are drawbacks in ARTMAP-based models. The main drawback is sensitivity to noise which can cause category proliferation during learning and misclassification during recalling.
-The Fuzzy ARTMAP Model: Fuzzy ARTMAP is a variant of the ARTMAP model which has the same abstract structure as ARTMAP. However, it makes use of some operations of fuzzy set theory [9] . Essentially, the fuzzy ARTMAP model works as follows. Input and desired output are clamped onto fuzzy ARTa and ARTb modules respectively. Their outputs are subsequently associated through the map field module [9] . -The ARTMAP-IC Model: The ARTMAP-IC neural model [10] basically uses the same learning process of ARTMAP model, with some improvements made in the testing phase. One of the changes is the use a distributed category method in order to define winner node in the recalling phase. In this method, instead of only one winner (winner-takes-all method), several neurons are described as winners (set of winners). These winners are used, along with the corresponding map field weights, to produce the final ARTMAP-IC result (map field winner neuron). Along with distributed code, ARTMAP-IC uses a category instance counting which is the frequency of activation of a category node during learning phase. During recall, instance counting is used with the output of the neuron (ARTa) in order to choose the winner category node.
RePART Model
RePART (reward/punishment ART) is a more developed version of the simpler Fuzzy ARTMAP which employs additional mechanisms to improve performance and operability of the Fuzzy ARTMAP learning and testing processes [3] . The main improvements are: a variable vigilance and a reward/punishment process.
Variable Vigilance: A vigilance parameter is used in ARTMAP-based networks as a parameter that defines the minimum similarity allowed between the clamped input pattern and the templates of the neurons during the learning phase. The choice of the vigilance parameter is very important to the performance of ARTMAP-based networks. If vigilance is set too low, the structure of the network is too small. In this case, a network tends to bias towards certain patterns and, as a consequence, over-generalizes.
On the other hand, if the neural network structure is too large (high vigilance), there are too many variances of the pattern classes. This leads to the category proliferation problem and, in turn, it leads to over-training and poor generalization. In order to smooth out the category proliferation problem, the use of variable vigilance was proposed. This vigilance starts high and decreases according to the complexity of the RePART architecture. The main idea behind the variable vigilance of the RePART model is to set individual vigilance during the training phase taking into account its average and frequency of activation as well as the number of category neurons associated with its corresponding class. The choice of individual vigilance is due to the fact that the category neurons have different behaviors, storing different numbers of patterns and, as a consequence, have different activation outputs. Also, in the some classes there is more intra-class variation than in other classes. This leads to a different number of category neurons being associated with each class, favoring some classes in the testing phase (for more details, see [2, 5] ).
The Reward and Punishment Process:
In ARTMAP-based models, each ARTa (category) neuron stores weights which correspond to templates, which represent one or more patterns of a class. The activation of a category neuron detects the similarity between the input pattern and its template. The RePART model employs a distributed code in order to define the frequency of activation of a category node. In these respects, the RePART model is similar to the ARTMAP-IC model. RePART also uses the distributed category method defined in ARTMAP-IC. Thus, the use of a set of winners was preserved. In addition, a set of losers is added. During the recalling phase, each category neuron belongs either to the set of winners or the set of losers, according to its output. Thus, a reward/punishment mechanism was added to reward (set of winners) or punish (set of losers) neurons in the category layer. In this method, the more neurons of a class belong to the set of winners, the more likely the prediction is that the input pattern belongs to that class. The testing phase of RePART is summarized as:
1. When a testing pattern is clamped, the ARTa neurons produce their outputs; 2. All ARTa neurons are classified as winner or loser; 3. The winner node in the map field module is calculated, in the following way:
(a) A reward is awarded to the category nodes of the winners group; (b) A punishment is applied to category nodes of the losers group; 4. The winning map field node is the top output one.
The magnitude of the reward depends on the position (ranking) of the category neuron in the set of winners, with the first winner (the highest output) having the biggest reward. An analogous process is performed with the punishment parameter. The intensity of punishment of a neuron depends on its position in the set of losers, in an inverse sense, in which the first loser has the lowest punishment.
As an ARTMAP-based model, after the map field winner node is chosen, an association between the map field winner node and the ARTb module winner node is created. Each map field neuron is linked only to its corresponding category ARTb module neuron in a 1-to-1 association.
Ensemble Systems
The need to have efficient computational systems that works with pattern recognition has motivated the interest in the study of ensemble systems [5, 6] . The main idea of using ensembles is that the combination of classifiers can lead to an improvement in the performance of a pattern recognition system. In the design of ensemble systems, two main issues are important, which are: the ensemble components and the combination methods that will be used. In relation to the first issue, the members of an ensemble are chosen and implemented. The correct choice of the set of base classifiers is fundamental to the overall performance of an ensemble. The ideal situation would be a set of base classifiers with uncorrelated errors and they would be combined in such a way as to minimize the effect of these failures. In other words, the base classifiers should be diverse among themselves. One way of obtaining diversity in ensemble systems is through the use of learning strategies, such as: Boosting, Bagging, among others.
Once a set of classifiers has been created, the next step is to choose an effective way of combining their outputs. The choice of the best combination method for an ensemble is very important and difficult to achieve. There are a great number of combination methods reported in the literature [1, 3, 5] . According to their functioning, there are two main strategies of combination methods, which are: fusion and selection [5] .
-Fusion-based Methods: In this class, it is assumed that all classifiers are equally experienced in the whole feature space and the decisions of all classifiers are taken into account for any input pattern. There are a vast number of fusion-based methods reported in the literature, such as: Sum, Voting, Naive Bayes, k-NN, among others; -Selection-based Methods: In this class, only one classifier is needed to correctly classify the input pattern. In order to do so, it is important to define a process to choose a member of the ensemble to make the decision. The choice is typically based on the certainty of the current decision. One of the main methods in classifier selection is Dynamic Classifier Selection (DCS) [5] ;
In this paper, five different fusion-based combination methods will be used, which are: decision trees (DT), k-NN (nearest neighbor), naive Bayesian (NB), Multilayer Perceptron (MLP) and sum (SUM).
The Boosting Strategy
As already mentioned, there are several ways to minimize the correlated error of the classifiers within an ensemble system. One way is through the use of distinct training set to the classifiers of an ensemble, using learning strategies. There are some learning strategies in the literature. One of the most used learning strategies is Boosting.
The Boosting process starts placing extra weight on the training patterns that represents the probability of a pattern to be misclassified (probability of misclassification) by a classifier [11] . The general idea of boosting is to develop a classifier team, D, sequentially training classifiers. At every step of boosting, the data set is sampled from the training data set Z. The weights are updates, putting more and more emphasis on patterns that have been misclassified. The more a training pattern is misclassified, the higher its probability of misclassification. Therefore, patterns with high probability of misclassification would then occur more often than those with low probability. Some patterns may not even occur in the training set at all although their probabilities of misclassification are not zero.
In this paper, three variants of Boosting are used, which were proposed in [11] , and they can be described as follows:
-Aggressive: In this version, the weights of the correctly classified patterns are decreased whereas the weights of the incorrectly classified patterns are increased; -Conservative: In this strategy, only the weights of the correctly classified patterns are decreased; -Inverse: In this variant, unlike the conservative strategy, the weights of the incorrectly classified patterns are decreased;
Experimental Work
In order to analyze the influence of RePART in ensemble systems, an empirical comparison is performed. In this analysis, five combination methods are used. As it can be seen, four combination methods used in this paper are trainable methods (DT, k-NN, NB and MLP). In order to define the training set of these combination methods, a validation set will be created and used as the training set of the combination methods. The base classifiers and the ensemble systems were built by using the 10-fold crossvalidation methodology. Thus, all accuracy results presented in paper refer to the mean over 10 different test sets. Also, in order to use a validation set, the datasets were divided into 11 folds of equal size (keeping the distribution of classes within each fold). From these sets, 10 of them are reserved to apply a 10-fold cross validation procedure and the remaining one is the validation set. The base classifiers to be used in this investigation are: Fuzzy ARTMAP, ARTMAP-IC and RePART. Experiments were conducted using two different ensemble sizes, using 12 and 48 base classifiers. For each system size, the influence of using RePART is analyzed. To do this, the RePART models were incrementally added in the ensemble systems. In this sense, the percentage (%) of RePART models in the ensemble systems varied from 0 to 33, 66 and 100%. In ensemble systems with 33%, there are 67% of non-RePART models and 33% of RePART. For instance, for ensembles with 12 base classifiers, 0 means no RePART, 33 means 4 RePART and 8 non-RePART models, 66 means 8 RePART and 4 non-RePART models and 100 means 12 RePART models. As two different non-RePART models have been used, different ensemble systems are created by each configuration. For simplicity reasons, values shown here represent the average results of all possible configurations.
In this investigation, the hypothesis t-test has been used to analyze the statistical significance of the difference between the mean of the error rates, on independent test sets of the methods [11] . It is a test which involves testing two learned hypotheses on identical test sets. In order to perform the test, a set of samples (classifier results) from both algorithms should be used to calculate error mean and standard deviation. Based on the information provided, along with the number of samples, the significance of the difference between the two sets of samples, based on a degree of freedom (α), is defined. In this paper, the confidence level will be 95% (α = 0.05) Datasets. Two different datasets are used in this investigation, which are : -Database A: It is a breast cancer dataset from UCI repository [12] . Instances were extracted from images of a fine needle aspirate (FNA) of a breast mass and they describe features of the cell nucleus. A total number of 9 attributes were used, in which are real-valued input features. Also, a total number of 480 instances were used, which are equally distributed into malignant and benign examples; -Database B: This dataset was generated from Landsat Multi-Spectral Scanner image data by the Australian Centre for Remote Sensing. It thus contains 6435 patterns distributed into six classes [12] .
Individual Classifiers
Before starting the investigation of the ensemble systems, it is important to analyze the accuracy of the individual classifiers. Table 1 shows the error rate and standard derivation of the individual classifiers employed in the ensembles with 12 and 48 base classifiers. The classifiers were created using the three variants of boosting, which are: aggressive, conservative and inverse. Values shown in Table 1 represent the average error rates of all executions of the base classifiers. According to the error rate provided by all classifiers, it can be seen that the RePART classifier has delivered the lowest error rate, followed by ARTMAP-IC and Fuzzy Artmap. Also, in general, RePART has delivered the lowest standard deviation of all methods, for both datasets. In relation to the error rate when varying the number of classifiers, Fuzzy ARTMAP and ARTMAP-IC had a similar behavior for both datasets, while RePART behaved differently in each dataset. Fuzzy ARTMAP and ARTMAP-IC increased the error rate when increasing the number of classifiers. On the other hand, RePART had a decrease in the error rate for dataset A, while it had a slight increase for dataset B.
Ensembles with Twelve Base Classifiers
First line of Table 2 illustrates the general error rate provided by the ensemble systems. Values shown in Table 2 are the average values of all three boosting strategies and all five combination methods. In showing Table 2 , it is aimed to describe the general performance of the ensemble systems, when adding RePART as base classifiers. In analyzing Table 2 , it can be seen that the use of RePART has been positive to the accuracy of the ensemble systems, since the error rate of the ensemble systems decreased. This fact is more evident for dataset A, in which the more RePART is added to the ensemble systems, the less is the error rate of these systems. For dataset B, the RePART ensembles (100) have provided a slightly higher error rate, when compared with 33 and 66 ensembles. This is caused by the fact that when using two types of classifiers, there is a tendency to decrease diversity in the ensembles, increasing the accuracy of these systems. When comparing ensembles systems using only one type of classifier (0 and 100), the RePART ensembles (100) has provided a lower error rate than the non RePART ensembles (0). In order to verify whether the decrease in the error rate of the ensemble systems when using RePART is statistically significant, a hypothesis tests (t-test) was applied. In this analysis, ensembles without RePART (0) are compared with ensembles with RePART (33, 66 and 100). Apart from RePART ensembles (100) for dataset B, in all other 5 cases, the decrease in the error rate is statistically significant.
In analyzing the effect of adding RePART in the ensemble systems for each boosting strategy, Figure 1 shows the error rate of the ensemble systems, separated by the boosting strategy. Values shown in Figure 1 are the average values of all five combination methods. From Figure 1 , it is possible to state that all three boosting strategies have a similar behavior, always decreasing the error rate when increase the percentage of RePART, for dataset A. For dataset B, there is a slight increase in the error rate when increasing from 66 to 100% of RePART. As already mentioned, this is caused by the decrease in the diversity of the ensembles, when using only RePART as base classifiers. When applying the statistical test, the conservative boosting has provided the largest number of statistically significant decreases, which was 4 (out of 6 -33, 66 and 100 for datasets A and B), followed by Inverse and Aggressive (3).
The effects of using RePART in the ensemble systems, separated by the combination method, are shown in Figure 2 . In analyzing Figure 2 , it can be observed that, for dataset A, all combination methods had a similar behavior, decreasing the error rate when increasing the amount of RePART in the ensemble systems. Of the combination methods, the MLP combiner was the one which provided the highest decrease in the error rate for the RePART (100) and partially RePART (33 and 66) ensembles. When applying the statistical test, the MLP combiner has provided the largest number of statistically significant decreases, which was 5 (out of 6), followed by SUM (4), DT and NB (2) and k-NN (1).
Ensembles with Forty-Eight Base Classifiers
Second line of Table 2 illustrates the general error rate provided by the ensemble systems using 48 base classifiers. In analyzing Table 2 , it can be seen that the use of RePART has been positive to the accuracy of the ensemble systems, since the error rate of the ensemble systems decreased when using ensembles, for both datasets. In applying the t-test, it could be observed that the decrease in the error rate is statistically significant, in all six cases (33, 66 and 100 for both datasets). Figure 3 shows the error rate of the ensemble systems, separated by the boosting strategy. From Figure 3 , it can be seen that all three boosting strategies have a similar behavior, always decreasing the error rate when increase the percentage of RePART, for both datasets (apart from inverse boosting for dataset B). When applying the statistical test, the aggressive boosting has provided the largest number of statistically significant decreases, which was 6, followed by Conservative (5) and Aggressive (2) .
The effects of using RePART in the ensemble systems, separated by the combination method, are shown in Figure 4 . Similar to the previous section, for dataset A, all combination methods had a similar behavior, decreasing the error rate when increasing the amount of RePART in the ensemble systems. On the other hand, for dataset B, some combination methods (SUM, NB and DT) have provided a increase in the error rate when using RePART ensembles (100), even when compared with non-RePART ensembles (0). The MLP combiner was the one which provided the highest decrease in the error rate for the RePART (100) and partially RePART (33 and 66) ensembles. When applying the statistical test, the MLP combiner has provided the largest number of statistically significant decreases, in all analyzed cases, followed by SUM, k-NN and NB (3) and DT (2). 
Analysis of the Results
After an analysis of the use of RePART in ensemble systems, it is possible to conclude that, in a general perspective, the use of RePART is positive to the ensemble systems, since it caused a decrease in the error rate of these systems, in most of the cases.
In relation to the ensemble size, the use of RePART had a bigger impact in ensembles with 48 base classifiers, having 36 statistically significant decreases (out of 54), while ensembles with 12 base classifiers had 28 statistically significant decreases. It is important to emphasize that although the use of more base classifiers was more beneficial for the use of RePART, for some combination methods, it caused a decrease in the performance of these systems for dataset B (increase in the error rate). This was compensated by the increase in the performance for the other combination methods and for the other dataset (A). In relation to the boosting strategy, the Conservative boosting had provided the best performance, providing 10 statistically significant decreases (out of 12), followed by Aggressive (9) and Inverse (5) .
Of the combination methods, it could be noticed that the ensemble combined by MLP has provided the best performance, providing 11 statistically significant decreases (out of 12), followed by SUM (7), NB (5), DT (4) and k-NN (3).
Final Remarks
In this paper, an investigation of the influence of using RePART in ensemble systems was performed. In this analysis, three variants of boosting were applied to two different ensemble sizes (12 and 48) . Also, five different combination methods were used and they were applied to two different datasets.
The results obtained in this paper have shown that the use of RePART was positive to the performance of ensembles, having statistically significant decreases in most of the cases (64 out of 108). In relation to the system size, the use of RePART in ensembles with 48 base classifiers has provided the largest number of statistically significant decreases. Of the boosting strategies, the largest number of statistically significant decreases was obtained by the Conservative boosting. Finally, of the combination methods, MLP is the best choice for combining the outputs of the classifiers. The MLP ensembles have provided the most accurate systems and the highest decrease in the error rate of the RePART ensembles, when compared with non-RePART ensembles.
