The grand canonical simulation algorithm is considered as a general methodology to sample the configuration of water molecules confined within protein environments. First, the probability distribution of the number of water molecules and their configuration in a region of interest for biochemical simulations, such as the active site of a protein, is derived by considering a finite subvolume in open equilibrium with a large system serving as a bulk reservoir. It is shown that the influence of the bulk reservoir can be represented as a many-body potential of mean force acting on the atoms located inside the subvolume. The grand canonical Monte Carlo ͑GCMC͒ algorithm, augmented by a number of technical advances to increase the acceptance of insertion attempts, is implemented, and tested for simple systems. In particular, the method is illustrated in the case of a pure water box with periodic boundary conditions. In addition, finite spherical systems of pure water and containing a dialanine peptide, are simulated with GCMC while the influence of the surrounding infinite bulk is incorporated using the generalized solvent boundary potential ͓W. Im, S. Bernèche, and B. Roux, J. Chem. Phys. 114, 2924 ͑2001͔͒. As a last illustration of water confined in the interior of a protein, the hydration of the central cavity of the KcsA potassium channel is simulated.
I. INTRODUCTION
A proper treatment of solvent effects often plays a crucial role in simulations of biomolecules. 1 This is particularly important in the case of confined environments created by proteins, as in the interior of deep crevices, pockets, or other poorly accessible regions. Prominent examples include the substrate binding sites of enzymes 2, 3 and the narrow pore of membrane channels. 4 -6 The average properties of solvent molecules are expected to differ substantially from those in bulk water in such regions. Computational approaches at different levels of complexity and sophistication can be used to describe the influence of solvent on biomolecular systems. 7 Those range from molecular dynamics ͑MD͒ simulations based on all-atom models in which the solvent is treated explicitly, 1, 8 to Poisson-Boltzmann ͑PB͒ continuum electrostatic models in which the influence of the solvent is incorporated implicitly. 7, 9 There are also a number of intermediate ''solvent boundary potential'' approaches which combine some aspects of both implicit and explicit solvent treatments. Such approaches consist in simulating a small number of explicit solvent molecules in the vicinity of a region of interest, while representing the influence of the surrounding solvent with an effective boundary potential. [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] The general concept is illustrated schematically in Fig. 1 .
One recently developed method, called the generalized solvent boundary potential ͑GSBP͒, 11 includes both the solvent-shielded static field from the distant atoms of the macromolecule and the reaction field from the dielectric solvent acting on the atoms of the simulation region. GSBP is a generalization of spherical solvent boundary potential, which was designed to simulate a solute in bulk water. 10 In GSBP, all atoms in a small subvolume ͑macromolecule or solvent͒ can undergo explicit dynamics whereas the influence of the macromolecular and solvent atoms outside this region are incorporated implicitly via a potential of mean force ͑PMF͒. The influence of the surrounding outer region of the macromolecular system is represented in terms of a solventshielded static field and a solvent-induced reaction field. The reaction field due to changes in charge distribution in the dynamic inner region is expressed in terms of a basis set expansion of the inner simulation region charge density, the basis set coefficients corresponding to generalized electrostatic multipoles. The solvent-shielded static field from outer macromolecular atoms and the reaction field matrix, representing the couplings between the generalized multipoles, are both invariant with respect to the configuration of the explicit atoms in the inner simulation region. They are calculated only once for dielectric boundaries of arbitrary geometry using the finite-difference PB equation, leading to an accurate and computationally efficient hybrid MD/continuum method for simulating a small region of a large biological macromolecular system. The number of water molecules that should be included in such finite simulation systems is problematical they should, in principle, be in open thermodynamic equilibrium with the bulk phase. The standard ''overlay'' method used for constructing an initial configuration of a solvated protein consists in inserting the protein structure into an equilibrated pure water box and removing the overlapping water molecules. 1 In typical cases, the initial configuration is sufficiently representative of a solvated protein that it can reach equilibrium during some reasonable simulation time. In more complicated cases, it is hoped that water molecules would diffuse in and out of confined protein regions such as binding pockets, and rapidly reach equilibrium with the bulk phase. However, achieving complete equilibration via diffusion may require unreasonably long simulation times when a region of space is poorly accessible. These difficulties are further compounded when a finite region of a much larger macromolecule is simulated with a fixed number of water molecules in the presence of effective mean-field solvent as illustrated in Fig. 1 . Rigorously, the number of water molecules to be included in such simulation should be allowed to fluctuate since the system is assumed to be in open equilibrium with a bulk water reservoir. The correct way to simulate such systems is to treat the subvolume as a grand canonical ensemble in contact with a bulk water reservoir with a fixed chemical potential, and maintain equilibrium of the number of water molecules inside the simulation volume of interest. Such grand canonical Monte Carlo ͑GCMC͒ simulations have been implemented and used by many authors. [20] [21] [22] [23] [24] [25] [26] [27] In large part, previous applications have been focused on examining the phase behavior and thermodynamic properties of bulk fluids. GCMC algorithms have also been used in biomolecular simulations to characterize lipid conformations in a bilayer, 28 and water positions in the crystal hydrates of small molecules. 29, 30 The GCMC method has also been used in conjunction with MD in the nonequilibrium dual control volume simulations of fluid flows. [31] [32] [33] Finally, Im, Seefeld, and Roux 34 have utilized GCMC simulations to impose nonequilibrium concentrations of ions to calculate ion fluxes in Brownian dynamics simulation of membrane channels.
In this paper, we have adapted and implemented the GCMC algorithm to the problem of a finite simulation region in exchange with an infinite bulk reservoir of bulk water at fixed excess chemical potential. The present perspective differs slightly from that in the usual GCMC simulation of bulk liquids. Instead of evaluating the properties of the bulk liquid water at a given condition, one is typically interested in the solvation of a finite region of interest in contact with bulk water, with the thermodynamic properties of the bulk phase regarded as known input parameters.
In the following section, we cast the grand canonical ensemble to a form most natural for our purpose. In addition, particular techniques designed to increase the efficiency of the application of the GCMC algorithm to dense liquids, are considered. Direct insertions and deletions of solvent molecules attempted at random into dense liquid systems are mostly rejected and do not allow for adequate sampling. In Sec. II b, we implement a ''dynamical-grid algorithm'' and compare it to the ''random insertion'' method and to ''cavitybias algorithm'' of Mezei. 21 The implementation of the GCMC algorithm is tested on simple systems in Sec. III: a bulk water box in periodic boundary conditions, a pure water sphere with GSBP, 11 a water sphere solvating a dialanine with GSBP, and the interior of the central cavity of an isolated KcsA potassium channel.
II. THEORETICAL DEVELOPMENTS

A. Grand canonical ensemble for finite systems in open equilibrium
We consider a macroscopic volume V ͑''supersystem''͒ containing a solute ͑e.g., a protein͒ in some fixed configuration denoted by X and solvated by a large number N of water molecules. The configuration of the water molecule is represented as ͕x 1 ,...,x N ͖, each x i denoting the coordinates of three atoms within a given molecule. The total potential energy of the system is U. The macroscopic volume is in contact with a heat reservoir at temperature T, and is sufficiently large such that, in regions relatively far away from the solute at the center of the volume, the local liquid water properties can be considered essentially identical to those of bulk water at ambient conditions. The probability density of the supersystem configurations is given by the canonical distribution,
where 1/␤ϭk B T is the Boltzmann constant times temperature and A ex (N) is the excess Helmholtz free energy
We are interested in the details of the system in a subvolume v, which is assumed to be much smaller than the supersystem serving as a thermodynamic bulk reservoir. The FIG. 1. Schematic representation of considering a small finite subvolume v part of a large biomolecule system comprising a macromolecular solute surrounded by a large reservoir of solvent molecules. ͑a͒ The entire system, divided into two regions, is shown with explicit solvent molecules. The small finite subvolume is in open equilibrium with a large volume V at temperature T containing N water molecules. The number of water n inside v fluctuates as they cross the system boundary. ͑b͒ A coarse-grained description for dynamical simulations, where n water molecules are explicitly simulated in the subvolume while the influence of the surrounding solvent is incorporated via the generalized solvent boundary potential ͑GSBP͒. 11 probability P n (N) of finding a subset of n solvent molecules with coordinates ͕x 1 ,...,x n ͖, while the rest of the molecules are confined outside the volume v is
where iϭ1,...,n were chosen for the set of n molecules, and the prefactor accounts for the indistinguishability of molecular labels. The subscript ''out'' implies that the configurational integrals of the remaining molecules are restricted to the exterior of the subvolume v. Such restricted spatial integrals can be reexpressed as unrestricted integrals by introducing the step-functions H out (x i ), equal to 0 when a molecule is located within the subvolume v, and 1 otherwise. From Eqs. ͑1͒ and ͑3͒, we have
Effectively, the spatial restriction enforced by the step function can be regarded as a hard sphere potential acting only on the iϭnϩ1,...,N water molecules in the bulk solvent. It is useful to consider a special case of Eq. ͑4͒
the probability density of having no solvent molecule inside the subvolume for a supersystem with total number of solvent NϪn, and calculate the factor
which from Eqs. ͑4͒ and ͑5͒ equals
where in the first line, the molecular indices iϭ1,...,NϪn in Eq. ͑5͒ have been replaced by iϭnϩ1,...,N, and the potential energy U*(X,x 1 ,...,x N ) is that of a reference system in which all interactions between the surrounding NϪn water molecules with the water molecules iϭ1,...,n in the subvolume have been turned off. Equation ͑7͒ defines the PMF W corresponding to the reversible work required to assemble the collection of n solvent molecules in the configuration ͕X,x 1 ,...,x n ͖ from a reference noninteracting state in the presence of the solute. Suitable approximations to such PMF have been previously developed on the basis of continuum electrostatic models. 11 The factor G n is analogous to the ''binding factor'' introduced in Ref. 35 . Taking the thermodynamic limit in which Nӷn, we have
where ex ϭ‫ץ‬A ex (N) /‫ץ‬N and are the excess chemical potential and number density of the unperturbed bulk solvent, respectively. The superscript in G n (N) has now been dropped in Eq. ͑8͒ since the right-hand side is independent of N. The usefulness of the binding factor G n introduced in Eq. ͑7͒ rests on the fact that it is a function only of the property W of the subsystem containing n water molecules, and the intensive variables of the bulk solvent ex and . As is evident from Eq. ͑6͒, G n is proportional to the probability density P n (N) , and the latter can be recovered from G n given by Eq. ͑8͒ via
where ⌶ is an effective grand canonical partition function for the finite subvolume,
where the K n play the role of effective equilibrium binding constants,
In Eqs. ͑10͒ and ͑11͒, H in ϭ(1ϪH out ) is equal to 1 when a molecule is located within the subvolume v and 0 otherwise. We can also write the probability distribution P n in the form familiar in the conventional formulation of the grand canonical ensemble:
where Bϵ␤ ex ϩln n, and n ϭ v is the expected number of water molecules inside a subvolume v in the bulk phase. although values ranging from Ϫ6.5 to Ϫ5.4 kcal/mol have been previously reported. 10,38 -40 In contrast to bulk simulations, where ex is estimated from the average number of molecules ͗n͘ from the simulation using a chosen value of B, in the current formalism, Eq. ͑12͒ applies to the inhomogeneous system which is assumed to be in equilibrium with the unperturbed bath. Notably, the average number of molecules from the actual simulations ͗n͘ is expected to differ from n because of the influence of the perturbing potential.
It is of interest to relate the current formalism to the quasichemical theory of solvation, [41] [42] [43] where the solvation free energy of a solute ⌬G is expressed in terms of hierarchy of solute-solvent association constants. Let us introduce the thermodynamic coupling parameter 0рр1 rescaling the interaction potential between the solute and all of the solvent molecules ͑ϭ1 corresponds to the full interaction, whereas ϭ0 turns off the interaction͒. The solvation free energy of the solute in a fixed configuration X is
where p n (ϭ0) represents the probability of having n solvent molecules in the subvolume v and K n (ϭ0) are the binding constant defined from Eq. ͑11͒ in the absence of the solute. The solvation free energy of the solute can be expressed as,
where W tot is an effective PMF representing the total free energy for turning on all the interactions involving the entire content of the subvolume ͑solute and solvent molecules͒. The configuration integrals with the W tot can be redefined in terms of effective equilibrium constant of the association reaction of the solvent and solute molecules K n tot similar to Eq. ͑11͒. It may be noted that the probability p 0 (ϭ0) corresponds to the spontaneous occurrence of configurations with zero solvent molecule in the subvolume in the absence of the solute. This is directly related to ⌬G hs ϵϪk B T ln͓p 0 (ϭ0)͔, the reversible thermodynamic work for inserting a hardsphere overlapping exactly with the subvolume into the bulk solvent. The solvation free energy of the solute thus becomes
has the form of the basic expressions obtained from the quasichemical theory of solvation. 42, 43 This formulation provides a framework to treat the m nearest solvent molecules located in the first coordination shell explicitly ͑perhaps using high level ab initio methods͒ and treat the influence of the remaining bulk solvent at a more approximate level ͑perhaps with continuum dielectric theory or molecular mechanical force fields͒,
B. Monte Carlo algorithms
The acceptance probabilities for the GCMC simulation including the molecule insertion and deletion attempts can now be obtained from Eq. ͑12͒. Monte Carlo algorithms in general contain various kinds of move types ͑e.g., translation, rotation, isomerization͒, each designed to sample relevant regions of the configuration space in the most efficient manner. If a move corresponding to the transition i→ j from a state i to state j is selected among all possible sets with the selection probability g i j , and accepted with the acceptance probability A i j , the overall transition probability P i j is required to satisfy the detailed balance condition
where p i is the equilibrium probability of the state i. A rearrangement of Eq. ͑17͒ gives
and the Metropolis scheme amounts to the choice
͑19͒
For the translational and rotational moves, the selection probability g i j is constant for all possible moves. Adapting the Metropolis algorithm with Eqs. ͑12͒ and ͑19͒ ͑ϭ1 assumed in the following͒, the acceptance probability becomes
A͑x i →x i Ј͒ϭmin͕1,e Ϫ␤͓W͑X,x i Ј͒ϪW͑X,x i ͔͒ ͖.
͑20͒
For the GCMC attempts, we first assume that the orientation of a newly inserted molecule is generated randomly, and consider the acceptance probabilities for the GCMC attempts. An insertion attempt n→nϩ1, where the number of water molecules inside the system is increased by one, can be regarded as a transfer of a molecule from the bulk reservoir to a particular position inside the GCMC volume. The forward transition involves a choice of the insertion position, and denoting the volume of the subspace in which the insertion is attempted as vЈрv, we can write g n,nϩ1 ϭa/vЈ, where a is a microscopic unit of volume discretizing the space. In the backward transition, a molecule in the system is transfered to an arbitrary position in the homogeneous reservoir within a volume v, and g nϩ1,n ϭa/v. An analogous reasoning applies to the corresponding probability for the deletion attempt n→nϪ1, and from Eqs. ͑12͒ and ͑19͒ we obtain the insertion and deletion acceptance probabilities:
where W(X,x i n ) denotes the energy and the potential of mean force of the given configuration with n molecules in the system, and f n ϭvЈ/v is the fractional volume of the subspace in which the insertion attempts are made.
The simplest choice for the selection probability, f n ϭ1 in Eq. ͑21͒ corresponds to the ''random insertion'' algorithm, where vЈϭv and insertion attempts are made uniformly throughout the GCMC volume by generating a random position and orientation of the new water molecule. The random insertion algorithm is generally rather inefficient in achieving equilibrations since most attempts to insert a molecule into a dense system are rejected. A number of modified algorithms to facilitate the insertion attempts in the bulk GCMC simulation have been developed by various authors. [21] [22] [23] [24] [25] [26] In the ''cavity-bias algorithm'' of Mezei, 21 a set of candidate insertion points are generated within the volume v before an insertion attempt, and the points not within a preset distance ex from any of the existing molecular centers ͑e.g., water oxygens or other heavy atoms of the protein backbones͒ are identified as the cavities. The insertion is then attempted only for one of the cavity sites. The fraction f n of the cavity sites to the total number of sites generated gives an approximation to the fractional volume of the free available space in which a sphere of radius ex would not overlap with any other molecular centers. The cavity probability f n is calculated concurrently during the simulation by collecting statistics. In cases where no cavity sites exist, a random insertion is attempted, which requires that the deletion attempts should be accepted with the biased probability ͑21b͒, or with the simple unbiased probability with f n ϭ1, the latter chosen with f n nc , the probability that no cavity sites exist in a configuration with the total number of solvent molecules n. The statistics for f n nc is also collected during the simulation. The cavity-bias algorithm, where random generations of cavity candidate points at each insertion attempts are followed by the identification of the cavities through overlap checks with all present molecules, becomes time consuming at high densities. Under such conditions, it becomes more advantageous to generate and maintain a dynamical lattice ͑''grid''͒ variable ͕s x ͖, defined on each discretized lattice sites spanning the volume v. [22] [23] [24] The grid variable at each step of the simulation is defined as the total number of nearby molecules whose centers are within the distance ex from the lattice site. Its values are thus non-negative integers, and the sites denoting available space are those with s x ϭ0. The grid-insertion algorithm thus utilizes the same acceptance probability ͑21͒, but with f n as a dynamical variable given by the ratio of the number of cavity lattice sites to the total number of sites. The ''no-cavity'' probability f n nc is calculated as before by collecting statistics during the course of the simulation. Each insertion is attempted on a random position within the cubic volume corresponding to one of the cavity lattice sites picked from the dynamically updated list of cavities, and the repeated overlap-checking becomes unnecessary. The process of updating the grid variable is illustrated schematically in Fig. 2 .
The grid variable update during the grid-insertion simulation is done as follows: the grid variables are initialized by setting them as 0 and looping over the molecular centers ͕x i ͖ present while increasing s x by 1 for sites for which ͉x i Ϫx͉ Ͻ ex ͑Fig. 2͒. The molecular centers also include any non-GCMC atoms such as protein chains. An additional dynamical array is created, which contains the lattice coordinates of the cavity sites where s x ϭ0. For an insertion, a cavity site is chosen randomly from the cavity list, the attempt is accepted with the probability ͑21a͒ with the current value of f n , and s x is increased by 1 for those sites within the distance ex from the insertion site. For a deletion, a molecular center is chosen randomly, s x is decreased by 1 temporarily within the ex -sphere, f nϪ1 is calculated, and the attempt is accepted with the probability ͑21b͒. If the attempt is rejected, the grid variable is restored to its original state. For non-GCMC translational moves, the grid is updated as if the molecule On an insertion, a cavity site ͑shown as white͒ is selected randomly for the molecular center, and if the attempt is accepted, s i is increased by 1 for sites whose centers lie within distance ex . Upon a deletion attempt, one of the existing molecular centers is selected randomly, and s i is decreased by 1 within the surrounding sphere. A rejected deletion attempt is followed by the restoration of s i . A translational move entails ͑a͒ a deletion update followed by ͑b͒ an insertion update.
had been deleted from its old position and reinserted at a new position.
For a molecular solvent such as water on which we focus our attention, the configurational space to be chosen for an insertion attempt consists not only of the translational but also of orientational degrees of freedom. Even with an optimal choice for the insertion site, randomly chosen orientations would most likely result in rejections in dense conditions. The orientational-bias algorithm 25, 26 can be adapted as a non-Boltzmann sampling in the orientational space to further increase the efficiency of the simulation. For each insertion attempt, after the insertion center coordinate is chosen for example by the grid-insertion method, a set of m candidate orientations for the new molecule is generated. One orientation is selected with probability p l ϭe
where u k is the orientational contribution to the energy change upon insertion. The forward selection probability is g n,nϩ1 ϭap l /vЈ, whereas for the backward transition nϩ1 →n, g nϩ1,n ϭa/mv since the reservoir is homogeneous and m possible orientations for the transferred water molecule are equally likely. For a deletion attempt, mϪ1 orientations are generated in addition to that of the chosen molecule, and the relative probability of the current orientation p l is calculated. It can be easily verified from an analogous reasoning for the selection probabilities that the overall acceptance probabilities of the insertion and deletion attempts with the orientational bias can be written as Eqs. ͑21͒ with f n ϭvЈ/vmp l . The GCMC simulation algorithms as described above were implemented within the Monte Carlo module 44 of the biomolecular simulation program CHARMM, 45 and tested by calculating and comparing the probability distributions of the molecule number statistics P(n) with bulk argon and water at low densities.
III. APPLICATIONS
In this section, we describe the implementation of the algorithms for the GCMC simulations of water in a protein/ solute environment, and test it with a few simple model systems. To perform GCMC simulations with Eqs. ͑21͒, an appropriate method to determine the potential of mean force W for the system under study is necessary. If one chooses periodic boundary conditions, the GCMC volume v becomes the total volume of the cell, and W can be replaced with the potential energy ͑since there is effectively no other influence on the system͒. Figure 3 shows an example of the results of GCMC simulations of bulk water in periodic boundary conditions with various insertion algorithms, plotted as functions of both the Monte Carlo steps and the CPU time on a 1.8 GHz Pentium chip. The grid-insertion algorithm with orientational bias is seen to perform best. The GCMC simulations accurately reproduce the correct number of water molecules ͗n͘ϭn for the given set of input parameters, 0 ϭ0.0334 Å Ϫ3 and ex ϭϪ5.8 kcal/mol, which correspond to the properties of the TIP3P water model. The GCMC with dynamical-grid insertion-deletion method is very efficient. From Fig. 3 , we estimate that the characteristic relaxation time of GCMC simulations of pure water with orientational bias is roughly 2-3 times smaller than the simple grid insertion, whereas that of random insertion appears to be much larger. A more detailed study of the equilibration time of the algorithms could be performed for example by the method of Yang, Bitetti-Putzer, and Karplus 46 for free energy simulations.
In biological systems, one is often interested in considering only a small region within a large system containing proteins, water, and other ligands. The use of an effective solvent boundary potentials, which incorporate the influence of the distant solvent or solute molecules, is necessary. As a test of the use of GCMC algorithm, we consider the GCMC simulation of a small sphere of water, using GSBP. 11 In GSBP, the collective electrostatic effects of the solvent and solute atoms outside a fixed central volume ͑static field and reaction field͒ is approximated assuming that the surrounding solvent can be represented by a featureless dielectric continuum. Both the electrostatic static field and the reaction field ͑expressed in the form of expansion coefficients for a basis set͒ are calculated and stored prior to the simulation for efficiency. 11 The empirical function based on the reference interaction site model calculations 10 can be used for the nonpolar contribution to the PMF. Since the boundary of the central region is fixed during the simulation, the number of explicit solvent water in the subvolume fluctuates according to the statistics of the grand canonical ensemble, and the use of GCMC simulations is necessary.
As a test of the GCMC algorithm with GSBP, we simulated a water sphere of radius R s ϭ10 Å using the three different insertion algorithms ͑Figs. 4 and 5͒. Compared to the random insertion method, the cavity-bias and the dynamicalgrid algorithms considerably enhance the acceptance probabilities of the GCMC insertion-deletion attempts, which were found to be 0.20%, 0.70%, 0.85% for the three algorithms, respectively. The relative efficiencies of the gridinsertion versus cavity bias are expected to depend on the parameter ex ͑Ref. 47͒ as well as the number of cavity candidate points generated for each insertion attempts. With the same value of ex as in Fig. 5 , compared with respect to the number of Monte Carlo steps, the grid insertion is expected to be slightly more efficient since cubic grids tile the space completely whereas spheres do not. With respect to the computational time required, the grid insertion is considerably more efficient for densely packed systems where f n Ӷ1. As an example of the use with a small solute solvated by the water molecules inserted by GCMC with GSBP, Fig. 5 also shows similar results with a dialanine as the solute at the center of the sphere.
As a last illustration of water solvating a protein cavity, we consider the KcsA potassium channel. The KcsA channel is a membrane protein tetramer with a narrow selectivity filter on the extracellular side, and a wide nonpolar cavity region. 4, 48 The flux of ions through the narrow selectivity filter into and out of the central cavity is achieved by alternating sequences of ion occupation states at four locally stable positions along the filter. 49, 50 Although the nonpolar cavity, containing a potassium ion at the center, is large enough to contain tens of water molecules, only a few are sufficiently ordered to be visible in the crystal structure. 51 The proper equilibration of the number of water molecules inside the pore is highly nontrivial, since it can only be achieved physically via the diffusion of water molecules through the narrow inner vestibule, which would only occur within a time scale inaccessible with brute-force MD simulations. 52, 53 The GCMC simulation therefore provides an ideal method to obtain well-equilibrated solvated structures of the channel pore. The crystallization condition of the channel includes the use of salts and a 40%-50% polyethylene-glycol solution, 4 implying that the excess chemical potential of water would be lower than in the bulk at ambient conditions. To approximate these effects, we used a value of excess chemical potential of ex ϭϪ6.5 kcal/mol for the GCMC simulations of water in the central cavity of the potassium channel.
The GCMC region of volume v has been chosen as a rectangular box such that ͉x͉р8.5 Å ͉y͉р8.5 Å and ͉z͉ р15 Å ͑Fig. 6͒. As illustrated in Fig. 7 , much of the space within the box is occupied with the channel atoms as well as the water molecules already present. The grid-insertion method facilitates successful insertion attempts by efficiently   FIG. 4 . A spherical system of radius R s containing explicit water molecules is simulated with GCMC and the influence of the surrounding solvent is approximated by the GSBP. 11 GSBP includes a reaction field arising from the polarization of the dielectric continuum at rϾR s ϩ⌬r diel , where ⌬r diel ϭ2.8 Å. Water insertions and deletions are attempted only within the sphere rϽR s . ͑a͒ Pure water sphere; ͑b͒ water sphere solvating a small peptide. keeping track of the complex geometry of the free space available during the simulation. Figure 8 shows the equilibration behavior of typical GCMC simulations of water in the central pore region of the KcsA channel. The acceptance ratios of the GCMC attempts were 0.06% and 0.81% for the random insertion, and grid insertion with orientational bias, respectively. In total, 29 water molecules fill the cavity with the potassium ion, whereas in the absence of the ion inside, the cavity accommodates 28. Shown together in Fig. 8 is the result with the central ion, but with its charge set to zero. Both the electrostatic stabilizations as well as the steric effects due to the central ion seem to play roles in the equilibrium configurations of solvating water molecules. In addition, the overall number of water molecules is expected to depend on the bulk excess chemical potential of water molecules in the mother liquor bathing the crystals. One simulation in Fig. 8 for 10 6 Monte Carlo steps took Ϸ6 h of CPU time on a 1.8 GHz Pentium chip. By comparison, prohibitively long MD or canonical Monte Carlo simulations would be necessary to allow equivalent levels of equilibration of the number of water molecules if they can only enter/leave the pore via diffusion.
IV. SUMMARY
In this paper, we have formulated the GCMC algorithm in a form most appropriate to simulate the solvation of a finite subvolume in open equilibrium with a large reservoir of bulk liquid. The GCMC algorithm with a dynamical-grid technique was implemented and tested with a few simple model systems. The excess chemical potential and the number density of the bulk water serve as known input parameters, and the inhomogeneous water density distribution inside the simulation volume in equilibrium with the bulk water reservoir is obtained as a result of the simulation. The grid-insertion algorithm combined with the orientational bias facilitates the overall efficiency of the simulation considerably, especially in the presence of a solute.
As a possible application of the simulation methodology presented, it will be of interest to combine the GCMC simulation with the alchemical free energy perturbation ͑FEP͒ method 8, 37, 43, 54 where two different states of a system are connected through unphysical intermediates using a thermodynamic coupling parameter . While FEP calculations can be safely performed with a fixed number of solvent water molecules when a large volume of solvent is simulated, a fixed number of water molecules can create difficulties when FEP calculations are carried out with finite systems as depicted in Fig. 1͑b͒ . For such systems, a mixture of the GCMC and MD simulations allowing the number of water to adapt and vary during the simulations of the various intermediate states could provide a more accurate and realistic results. FIG. 8 . Cumulative averages of the number of water ͗n͘ within the central pore of the KcsA potassium channel from the GCMC simulations. The channel atoms as well as the potassium ions were fixed during the simulation. Solid and dotted lines in ͑a͒ are the results obtained from the grid-insertion algorithm with orientational bias, and from the random insertion, respectively. In ͑b͒, the results with ͑solid line͒ and without ͑dotted line͒ the potassium ion in the cavity, and with its charge set to zero ͑dashed line͒, are compared using the grid-insertion method. The error bars represent standard deviations.
