We consider a linear regression model with regression parameter β = (β 1 , . . . , β p ) and independent and identically N(0, σ 2 ) distributed errors. Suppose that the parameter of interest is θ = a T β where a is specified. Also suppose that we have uncertain prior information that β p = 0. We present a new frequentist 1 − α confidence interval for θ that utilizes this prior information. We require this confidence interval to (a) have endpoints that are continuous functions of the data and (b) coincide with the standard 1 − α confidence interval when the data strongly contradicts this prior information. This interval is optimal in the sense that it has minimum weighted average expected length where the largest weight is given to this expected length when β p = 0. This minimization leads to an interval that has the following desirable properties. This interval has expected length that (a) is relatively small when the prior information about β p is correct and (b) has a maximum value that is not too large. The following problem will be used to illustrate the application of this new confidence interval. Consider a 2 × 2 factorial experiment with 20 replicates.
Introduction
Consider the linear regression model
where Y is a random n-vector of responses, X is a known n × p matrix with linearly independent columns, β = (β 1 , . . . , β p ) is an unknown parameter vector and ε ∼ N(0, σ 2 I n ) where σ 2 is an unknown positive parameter. Suppose that the parameter of interest is θ = a T β where a is specified p-vector (a = 0). Also suppose that previous experience with similar data sets and/or expert opinion and scientific background suggest that β p = 0. In other words, suppose that we have uncertain prior information that β p = 0. Our aim is to find a frequentist 1 − α confidence interval (i.e. a confidence interval whose coverage probability has infimum 1 − α)
for θ that utilizes this prior information, based on an observation of Y .
An attempt to incorporate the uncertain prior information that β p = 0 into the construction of a 1 − α confidence interval for θ is as follows. We carry out a preliminary test of the null hypothesis that β p = 0 against the alternative hypothesis that β p = 0. If this null hypothesis is accepted then the confidence interval is constructed assuming that it was known a priori that β p = 0; otherwise the standard 1 − α confidence interval for θ is used. We call this the naive 1 − α confidence interval for θ. This confidence interval is based on a false assumption and so we expect that its minimum coverage probability will not necessarily be 1 − α. This minimum coverage probability has been investigated by Giri and Kabaila (2007) , Kabaila (1998 Kabaila ( , 2005 , Kabaila and Giri (2007b) and Kabaila and Leeb (2006) . In many cases this minimum is far below 1 − α, showing that this confidence interval is completely inadequate. So, the naive 1 − α confidence interval fails to utilize the prior information that β p = 0.
Whilst the naive 1 − α confidence interval for θ fails abysmally to incorporate the prior information that β p = 0, its form (as described in Section 2) will be used to provide some motivation for the new confidence interval described in Section 3.
Similarly to Hodges and Lehmann (1952) and Bickel (1983 Bickel ( , 1984 , our aim is to utilize the uncertain prior information in the frequentist inference of interest, whilst providing a safeguard in case this prior information happens to be incorrect. We assess a 1 − α confidence interval for θ using the ratio (expected length of this confidence interval)/(expected length of standard 1 − α confidence interval). We call this ratio the scaled expected length of this confidence interval. In Section 3 we describe a new 1−α confidence interval for θ that utilizes the prior information. This interval has endpoints that are smooth functions of the data and it has the following properties. It coincides with the standard 1 − α confidence interval when the data strongly contradicts the prior information. This interval is optimal in the sense that it has minimum weighted average expected length where the largest weight is given to this expected length when β p = 0. This minimization leads to an interval that has the following desirable properties. This interval has scaled expected length that (a) is smaller than 1 when the prior information about β p is correct and (b)
has a maximum value that is not too much larger than 1. The idea of minimizing a weighted average expected length of a confidence interval, subject to a coverage probability inequality constraint, appears to have been first used by Pratt (1961) .
In Section 4 we consider the following scenario. Suppose that a 2 × 2 factorial experiment, with factors labeled A and B and with c replicates (c > 1), has been conducted. Also suppose that our interest is solely in the simple effect of changing factor A from low to high when factor B is low. Consider, for example, the case that factor A (B) being low or high corresponds to the absence or presence of treatment A (B), respectively. Our interest may be solely in the effect of treatment A compared to no treatment (cf. Hung et al (1995) ). In other words, the parameter of interest θ is the simple effect (expected response when factor A is high and factor B is low) − (expected response when factor A is low and factor B is low).
In this case, p = 4 and we identify β p with the two-factor interaction. Suppose that previous experience with similar data sets and/or expert opinion and scientific background suggest that the two-factor interaction is zero. In a 2 × 2 factorial clinical trial comparing two drugs whose presumed effects are on completely different systems and/or diseases, it seems reasonable to suppose that we have uncertain prior information that the two-factor interaction is zero (Stampfer et al (1985) , Steering
Committee of the Physicians' Health Study Research Group (1988)), Buring and Hennekens (1990) and Hung et al (1995) ). For an example of the elicitation of uncertain prior information in a factorial experiment via expert opinion and scientific background in a chemical context see Dubé et al (1996) .
An attempt to utilize the uncertain prior information that the two-factor interaction is zero is to use a naive 1 − α confidence interval for θ constructed using the following preliminary test. The preliminary test is of the null hypothesis that the two-factor interaction is zero against the alternative hypothesis that the two-factor interaction is non-zero. This confidence interval has a minimum coverage probability that is far below 1 − α, showing that it is completely inadequate. As an illustration, consider the case that c = 20, 1 − α = 0.95 and the preliminary hypothesis test has level of significance 0.05. We find, using the methodology of Kabaila (1998 Kabaila ( , 2005 or Giri and Kabaila (2007) or Kabaila and Giri (2007b) , that the minimum coverage probability of this confidence interval is 0.7306. The poor coverage properties of the naive confidence interval are presaged by the poor properties of some other inferences carried out after this preliminary test, see Fabian (1991) , Shaffer (1991) and Ng (1994 ) (cf. Neyman (1935 , Bohrer and Sheft (1979) and Traxler (1976) ).
The properties of the new confidence interval, described in Section 3, are illus- for θ as a function of γ. When the prior information is correct (i.e. γ = 0), we gain since the square of the scaled expected length is substantially smaller than 1.
The maximum value of the square of the scaled expected length is not too large.
The new 0.95 confidence interval for θ coincides with the standard 1 − α confidence interval when the data strongly contradicts the prior information. This is reflected in Figure 3 by the fact that the square of the scaled expected length approaches 1 as γ → ∞.
The naive confidence interval
The naive 1 − α confidence interval for θ is constructed as follows. We carry out a preliminary test of the null hypothesis that β p = 0 against the alternative hypothesis that β p = 0. If this null hypothesis is accepted then the confidence interval is constructed assuming that it was known a priori that β p = 0; otherwise the standard 1−α confidence interval for θ is used. As noted in the introduction, this confidence interval will often have minimum coverage probability far below 1 − α,
showing that it is completely inadequate. In this section we describe the naive confidence interval in a form that will be used to provide some motivation for the new confidence interval described in the next section.
Letβ denote the least squares estimator of β. Also, letΘ denote a Tβ i.e. the least squares estimator of θ. Define the matrix V to be the covariance matrix of
where the quantile t m,a is defined by P (T ≤ t m,a ) = a for T ∼ t m and
The naive 1 − α confidence interval for θ is obtained as follows. The usual test statistic for testing the null hypothesis that β p = 0 against the alternative
This test statistic has a t n−p distribution under this null hypothesis. Suppose that, for some given positive number q, we fix
otherwise we allow β p to vary freely. We use the notation
is the correlation betweenΘ andβ p and so it satisfies −1 ≤ ρ ≤ 1. The naive 1 − α confidence interval is as follows (Kabaila and Giri (2007b) ). If
If, on the other hand,
This confidence interval can be expressed in the form
In Section 4 we will consider the example of a 2 × 2 factorial experiment with c = 20 replicates. Here p = 4. The parameter of interest θ is the simple effect (expected response when factor A is high and factor B is low) − (expected response when factor A is low and factor B is low). We identify β p with the two-factor interaction, so that ρ = −1/ √ 2 = −0.7071068. Suppose that we have uncertain prior information that the two-factor interaction is zero. Also suppose that we carry out a preliminary test of the null hypothesis that the two-factor interaction is zero against the alternative hypothesis that this interaction is non-zero. Let the level of significance of this test be 0.05, so that q = 1.991673. Figure 1 is a plot of the functions b and s for the resulting naive 0.95 confidence interval for θ. This confidence interval is completely inadequate, as its minimum coverage probability is 0.7306. It also has the unpleasant feature that its endpoints are discontinuous functions of the data. This confidence interval is based on a preliminary test of the null hypothesis that the two-factor interaction is zero against the alternative hypothesis that this interaction is non-zero, with level of significance 0.05.
New confidence interval utilizing prior information
In this section we describe a broad class of confidence intervals for θ. These confidence intervals are required to have endpoints that are smooth function of the data. They are also required to coincide with the standard 1−α confidence intervals when the data strongly contradict the prior information. We provide computationally convenient expressions for the coverage probability and the scaled expected length for confidence intervals from this class. These computationally convenient expressions were first described by Kabaila and Giri (2007) . We then describe a weight function for the difference (scaled expected length of the confidence interval) − (scaled expected length of the standard 1 − α confidence interval) . This weight function gives the largest weight to this difference when β p = 0 i.e. when the prior information is correct. We find an interval that is optimal in the sense that it minimizes the weighted average of this difference subject to the constraint that it has minimum coverage probability 1 − α. Our choice of the weight function ensures that this interval utilizes the prior information.
We introduce a confidence interval for θ that is similar in form to the naive 1 − α confidence interval, described in the previous section, but with a great "loosening up" of the forms that the functions b and s can take. Define the following confidence
where the functions b and s are required to satisfy the following restriction. for all |x| ≥ d where d is a (sufficiently large) specified positive number.
where, as defined in Section 2, ρ = v 12 / √ v 11 v 22 . Also define W =σ/σ. Note that (G, H) and W are independent random vectors. Also, W has the same distribution as Q/(n − p) where Q ∼ χ 2 n−p . Let f W denote the probability density function of W .
It is straightforward to show that the coverage probability P θ ∈ J(b, s) is equal
where the functions ℓ(·, ·) :
For given b, s and ρ, the coverage probability of J(b, s) is a function of γ. We denote this coverage probability by c(γ; b, s, ρ).
Part of our evaluation of the confidence interval J(b, s) consists of comparing it with the standard 1 − α confidence interval I using the criterion expected length of J(b, s) expected length of I .
We call this the scaled expected length of J(b, s). This is equal to
This is a function of γ for given s. We denote this function by e(γ; s). Clearly, for given s, e(γ; s) is an even function of γ.
Our aim is to find functions b and s that satisfy Restrictions 1-3 and such that (a) the minimum of c(γ; b, s, ρ) over γ is 1 − α and (b)
is minimized, where the weight function ν has been chosen to be
where λ is a specified nonnegative number and H is the unit step function defined by
The larger the value of λ, the smaller the relative weight given to minimizing e(γ; s)
for γ = 0, as opposed to minimizing e(γ; s) for other values of γ. Tuck (2006) considers large samples and ν = H. His 1 − α confidence interval for θ has the weakness that its performance is extremely poor when the data strongly contradict the prior information. Similarly to Farchione and Kabaila (2007) , who consider a much simpler model, we expect the weight function (5) to lead to a 1 − α confidence interval for θ that has expected length that (a) is relatively small when β p = 0 and (b) has maximum value that is not too large.
The following theorem provides computationally convenient expressions for the coverage probability and scaled expected length of J(b, s).
Theorem 1.
(a) Define the functions
where Ψ(x, y; µ, v) = P (x ≤ Z ≤ y) for Z ∼ N(µ, v). The coverage probability of J(b, s) is denoted by c(γ; b, s, ρ) and is equal to
where φ denotes the N(0, 1) probability density function. For given b, s and ρ, c(γ; b, s, ρ) is an even function of γ.
(b) The scaled expected length of J(b, s) is e(γ; s) = 1 + 1
Substituting (7) into (4) we obtain that (4) is equal to
For computational feasibility, we specify the following parametric forms for the functions b and s. We require b to be a continuous function and so it is necessary that conditions on the first derivative of s). We call x 1 , x 2 , . . . x q the knots.
To conclude, the new 1 − α confidence interval for θ that utilizes the prior information that β p = 0 is obtained as follows. For a judiciously-chosen set of values of d, λ and knots x i , we carry out the following computational procedure.
Computational Procedure
Compute the functions b and s, satisfying Restrictions 1-3 and taking the parametric forms described above, such that (a) the minimum over γ ≥ 0 of (6) Based on these plots and the strength of our prior information that β p = 0, we choose appropriate values of d, λ and knots x i . The confidence interval corresponding to this choice is the new 1 − α confidence interval for θ.
Remark 3.1 Suppose that λ > 0 is fixed. Also suppose that we apply the Computational Procedure without any parametric restrictions of the form described above.
The structure of the criterion (4) when ν is given by (5) make it highly plausible that the resulting 1 − α confidence interval for θ will have a scaled expected length e(γ; s) that converges uniformly in γ to some limiting function as d → ∞. It is also highly plausible that this limiting function can be found to a very good approximation by applying this Computational Procedure for d sufficiently large and knots x i sufficiently closely spaced.
Remark 3.2 Extensive computations, not reported here, show the following. For each given 1 − α, λ, d and knots x i , e 2 (0; s) (which is the minimum value of e 2 (γ; s)) decreases when |ρ| increases and/or (n − p) decreases.
Remark 3.3 Extensive computations, not reported here, show the following. The new 1−α confidence interval (whose coverage probability necessarily has infimum 1− α) also has the attractive property that its coverage probability is 1 − α throughout the parameter space.
Application to the analysis of data from a 2 × 2 factorial experiment
In this section we consider a 2 × 2 factorial experiment with c = 20 replicates and parameter of interest θ the simple effect (expected response when factor A is high and factor B is low) − (expected response when factor A is low and factor B is low). We suppose that we have uncertain prior information that the two-factor interaction is zero. We use this example to illustrate the properties of the new 1 − α confidence interval for θ that utilizes this prior information, when 1 − α = 0.95. All of the computations presented in this paper were performed with programs written in MATLAB, using the Optimization and Statistics toolboxes.
Let x 1 take the values −1 and 1 when the factor A takes the values low and high respectively. Also let x 2 take the values −1 and 1 when the factor B takes the values low and high respectively. In other words, x 1 and x 2 are the coded values of the factors A and B respectively. The model for this experiment is
where Y is the response, β 0 , β 1 , β 2 and β 12 are unknown parameters and the ε for different response measurements are independent and identically N(0, σ 2 ) distributed. Thus θ = 2(β 1 − β 12 ). Letβ 1 andβ 12 denote the least squares estimators of β 1 and β 12 respectively. The least squares estimator of θ isΘ = 2(β 1 −β 12 ). Our uncertain prior information is that β 12 = 0. Note that
We followed the Computational Procedure, described at the end of the previous section, with d = 6, λ = 0.2 and evenly-spaced knots x i at 0, 1, 2, . . . , 6. The resulting functions b and s, which specify the new 0.95 confidence interval for θ, are plotted in Figure 2 . The performance of this confidence interval is shown in Figure 3 . This confidence interval has coverage probability 0.95 throughout the parameter space. When the prior information is correct (i.e. γ = 0), we gain since e 2 (0; s) = 0.8683. The maximum value of e 2 (γ; s) is 1.1070. This confidence interval coincides with the standard 1 − α confidence interval for θ when the data strongly contradicts the prior information, so that e 2 (γ; s) approaches 1 as γ → ∞. It is interesting to note the broad qualitative similarities between the functions plotted in Figures 1 and 2 .
These values of d = 6, λ = 0.2 and knots x i were obtained after a search that we summarize as follows. Consider d = 6, evenly-spaced knots x i at 0, 1, 2, . . . , 6 and λ = 0.05, 0.2 , 0.5 and 1. The Computational Procedure was applied for each of these values. As expected from the form of the weight function, for each of these values of λ, e 2 (γ; s) is minimized at γ = 0. For a given value of λ, define the 'expected gain'
to be 1 − e 2 (0; s) and the 'maximum potential loss' to be max γ e 2 (γ; s) − 1 .
As shown in Table 1 replicates. These functions were obtained using d = 6, λ = 0.2 and the knots x i at 0, 1, 2, . . . , 6.
Concluding Remarks
Prior information of the type considered in this paper is quite common in practice. "Higher order" terms in a linear regression model are often strong candidates for terms that could plausibly be zero. For example, for factorial experiments it is commonly believed that three-factor and higher order interactions are negligible (see e.g. Mead (1988, p.368) and Hinkelman and Kempthorne (1994, p.350) ). Indeed, this type of belief is the basis for the design of fractional factorial experiments.
Another example is that it is commonly believed that the highest order terms in a univariate or multivariate polynomial regression are likely to be negligible. With additional information from previous experience with similar data sets and/or expert opinion and scientific background it will often be reasonable to say that we have uncertain prior information that a particular high order term is negligible.
Prior to the present paper, the statistician had 3 options for constructing confidence intervals for θ = a T β in the context of uncertain prior information that a particular term in a linear regression model is negligible. The first option was to omit this term and hope for the best. The resulting confidence interval will usually perform very poorly if the omitted term happens to be far from negligible. Adopting terminology similar to Bickel (1984) , we would say that this option leads to a confidence interval that is not parametrically robust. The second option was to include this term in the model and base the confidence interval on fitting the full model.
This option has the disadvantage that it ignores the prior information. The third option was to try to utilize the uncertain prior information by carrying out a preliminary statistical model selection (e.g. by a preliminary hypothesis test or minimizing AIC) to decide whether or not to include this term, followed by construction of the naive confidence interval. As noted earlier, this confidence interval fails abysmally to properly utilize the uncertain prior information. Only the new new frequentist 1 − α confidence interval described in this paper allows one to properly utilize the uncertain prior information. 
Appendix B. Proof of Theorem 1
In this appendix we prove Theorem 1.
Proof of part (a).
The random vectors (G, H) and W are independent. It follows from (2) that the probability density function of H, evaluated at h, is φ(h − γ). Thus where f W denotes the probability density function of W and f G|H (g|h) denotes the probability density function of G conditional on H = h, evaluated at g. The probability distribution of G conditional on H = h is N ρ(h − γ), 1 − ρ 2 . Thus the right hand side of (B.1) is equal to Changing the variable of integration from h to x = h/w in the inner integral, we obtain (6).
Using the fact that
it may be shown that P (θ ∈ J(b, s)) is an even function of γ.
Proof of part (b).
The random variables H and W are independent. It follows from (2) that the probability density function of H, evaluated at h, is φ(h − γ). Thus e(γ; s) = 1 t n−p,1− Changing the variable of integration in the inner integral from h to x = h/w, we obtain (7).
