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Abstract Numerous studies of the terrestrial magnetosphere that use global magnetohydrodynamic
codes have found that the model’s inner boundary can act as a signiﬁcant source of plasma, even if the
radial velocity about the boundary is held at zero. Though inherent in many models, this “de facto outﬂow”
is poorly understood. This work uses the Block Adaptive Tree Solar Wind Roe-type Upwind Scheme MHD
model to investigate the behavior of this type of outﬂow as a function of boundary conditions and solar
wind drivers. It is found that even for temporally and spatially constant boundary conditions, the mass is
accelerated away from the body in a dynamic manner. Fluxes organize into cusp, polar cap, and auroral zone
concentrations. Pressure gradient forces appear predominantly responsible for cusp and polar cap outﬂow,
while the Lorentz force, resulting from ﬁeld-aligned current systems, is the strongest driver of outﬂow in
other regions. Integrated ﬂuxes probed just outside of the inner boundary vary linearly as a function of cross
polar cap potential and solar wind dynamic pressure. The resulting dynamics strongly resemble patterns
found in in situ measurements, while net ﬂuences agree within an order of magnitude. Two free parameters,
inner boundary mass density and composition, can strongly aﬀect results. Accounting for these unknowns
is likely best left to physics-based or empirical speciﬁcations of outﬂow. Despite this, such outﬂow appears
to be an acceptable proxy.
1. Introduction
Including an ionospheric source of magnetospheric plasma into a global magnetohydrodynamic (MHD)
model is an exercise in prescribing inner boundary conditions (IBCs): outﬂowing plasma is generated by
setting a density and radial velocity at some geocentric radius (typically 2.5 to 3.0 RE). This can be done in an
artiﬁcial manner, i.e., imposing preselected conditions to drive outﬂow for a tightly controlled experiment
[e.g., Garcia et al., 2010;Wiltberger et al., 2010; Yu and Ridley, 2013]. Alternatively, advanced approaches have
been developed to set IBCs in a dynamic manner. This has been done using empirical relationships [e.g.,
Gagne, 2005; Damiano et al., 2010; Brambles et al., 2010, 2011; Ouellette et al., 2013] and ﬁrst-principles-based
methods [e.g., Glocer et al., 2009a, 2009b;Welling et al., 2011]. In any case, these changes to the IBCs are
motivated by the need to include the ionospheric source of magnetospheric plasma, which plays a key role
in magnetospheric dynamics [e.g., Lennartsson and Shelley, 1986; Chappell et al., 1987;Moore and Delcourt,
1995; Daglis et al., 1999; Denton et al., 2005].
The goal behind the various IBC applications is to capture the magnetosphere-ionosphere relationships that
accelerate H+ and O+ from low-altitude source regions to magnetospheric altitudes. It has been known for a
long time that ambipolar outﬂow of light ions to supersonic velocities (i.e., the “classical” polar wind [Axford,
1968; Banks and Holzer, 1968; Ganguli, 1996]) is an ever-present acceleration mechanism. While this process
can deliver O+ ions to very high altitudes, they remain gravitationally bound unless other processes, such as
wave-particle interactions [e.g., Chaston et al., 2004, 2007], centrifugal acceleration [e.g., Cladis, 1986; Horwitz
et al., 1994], and aﬀects of hot electron populations [e.g., Barakat and Schunk, 1983; Barakat et al., 1998], pro-
vide further acceleration. This so-called “generalized” polar wind can contribute a signiﬁcant amount of O+
to the magnetosphere. Accurately including these ﬂuxes in global MHD models is paramount to accurately
modeling the magnetosphere.
Welling and Ridley [2010a], investigating paths of solar wind plasma (upstream boundary) and ionospheric
plasma (inner boundary) through the magnetosphere, diﬀered from the above studies by not specifying
outﬂow explicitly. Rather, the default IBCs for the Block Adaptive Tree Solar Wind Roe-type Upwind Scheme
(BATS-R-US) global MHDmodel were used: constant mass density and zero radial velocity. With these very
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Figure 1. The resolution used in this study across the equatorial plane.
Colored areas indicate regions of uniform cell size. The grid layout is
symmetric such that a slice taken from the noon-midnight meridian
plane would appear identical to this slice.
simple settings, plasma originating
from the inner boundary dominated
results within the inner magneto-
sphere and plasma sheet during
southward interplanetary magnetic
ﬁeld (IMF) conﬁgurations. Similarly,
Zhang et al. [2007] found that inner
boundary-originating mass contributed
to the ring current development
and that the inner boundary (IB) den-
sity controlled the strength of this
contribution. This behavior is not iso-
lated to BATS-R-US. Using a diﬀerent
single-ﬂuid MHD model with similar
IBCs,Walker et al. [2003] demonstrated
that the inner boundary of their model
acts as a passive source of plasma. Their
results closely resembled those obtained
by Siscoe et al. [2001] using an inde-
pendently developed MHD code. The
multiﬂuid model ofWinglee [1998] has
relied on such inner boundary eﬀects
to determine the boundary between
regions dominated by ionospheric origin or solar wind-origin plasma, map heavy ion outﬂows into the
greater magnetosphere [Winglee, 2000], and investigate how these outﬂows aﬀect the cross polar cap
potential (CPCP) [Winglee et al., 2002]. It is apparent that for a set of IBCs, the MHD inner boundary provides
de facto outﬂow, i.e., outﬂow that arises “in practice but not necessarily ordained by law.” This behav-
ior is not alarming, as it plays the role of ionospheric outﬂow, which can provide the preponderance of
magnetospheric mass in the real ionosphere-magnetosphere system [e.g., Horwitz, 1987; Chappell et al.,
1987; Nosé et al., 2003].
To a great extent, this proxy remains poorly understood. Do de facto outﬂow ﬂuxes at all resemble their
real-world counterparts? Are there temporal or spatial dynamics, or is inner boundary mass a simple, static
reservoir that diﬀuses radially outward uniformly? Does this source vary with upstream conditions? Initial
progress has been made in previous studies by estimating the total ﬂuence (i.e., spatially integrated
ﬂux) entering the MHD domain [Walker et al., 2003;Winglee, 2000].Winglee et al. [2008] performed initial
quiet-time data-model ﬂux comparisons, but simulation ﬂuxes were obtained from ﬁve Earth radii (RE) and
mapped down to ionospheric altitudes. Outﬂow mechanisms are either not addressed in these previous
studies or were evaluated using external particle tracing codes [e.g.,Winglee, 2003]. This work addresses
these questions to put previous studies in proper context and inform future investigations that include this
important eﬀect.
2. Methodology
This work leverages the single-ﬂuid version of the BATS-R-US MHD model [Powell et al., 1999; De Zeeuw
et al., 2000]. This model has a strong history of terrestrial magnetosphere investigations [Gombosi et al.,
1998; Ridley et al., 2002; Tóth et al., 2007; Zhang et al., 2007] and validation [Yu and Ridley, 2008;Wang et al.,
2008;Welling and Ridley, 2010b]. It uses an adaptive Cartesian grid in the Geocentric Solar Magnetospheric
(GSM) coordinate system. For this study, the inner boundary is set to a sphere of radius 2.5 RE ; the outer
boundary is 32 RE in the upstream direction, 224 RE downstream, and 128 RE in each other direction. For
this study, idealized solar wind and interplanetary magnetic ﬁeld (IMF) values are imposed as the upstream
boundary conditions. On inner boundary cell faces, mass density (𝜌) and radial velocity (VR) remain ﬁxed in
space and time. The default values for these are 28 amu/cm3 and 0, respectively. In this study, VR is never
changed. Velocity tangent to the inner boundary is set using electric potential values from a coupled,
height-integrated ionospheric electrodynamics solver [Ridley and Liemohn, 2002; Ridley et al., 2004]. To
simplify interpretation of the results of this study, the dipole is set parallel to the planetary spin axis.
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Figure 2. Radial particle ﬂuence (assuming an all-hydrogen plasma) passing through a sphere of 3 RE . Only the Northern
Hemisphere is shown; the sun would be to the right of each plot. (left) Pseudo-steady state conditions during northward
IMF and (right) results during southward IMF conditions. Degrees shown are latitudes on the shell; if a dipole ﬁeld is
assumed, the rings at 75◦, 60◦, 45◦ , and 30◦ map to magnetic invariant latitudes 81◦ , 73◦, 66◦, and 60◦ , respectively.
Inherent in all numerical models is an aspect of numerical diﬀusion; steps are taken in this work and others
to reduce the impact on results. The Rusanov solver [Rusanov, 1961] is used with a mixing of the minmod
(robust but diﬀusive) and monotonized central (MC, nondiﬀusive but less stable) ﬂux limiters. Blending the
two reduces diﬀusion but retains model robustness. As numerical diﬀusion is proportional to grid cell size,
high spatial resolution is used in this study, especially toward the inner boundary and related regions of
interest. The smallest cell size has a width of 1∕16 RE . A total of 7.9 million computational cells was used
for each simulation. The resolution layout is illustrated in Figure 1. Finally, the “Boris correction” factor
[Boris, 1970; Gombosi et al., 2002] is employed to artiﬁcially reduce the speed of light by a factor of 50.
In semirelativistic MHD, this slows the maximum wave speed, thus increasing the minimum time step.
Because numerical diﬀusion is dependent on the maximumwave speed in the simulation [Powell et al., 1999;
Lyon et al., 2004], the Boris factor inhibits diﬀusion as well. All of these methods work to reduce the diﬀusion
in the simulations presented here.
Using this setup, a series of idealized simulations is performed. Upstream earthward velocity and plasma
temperature are kept constant at 450 km/s and 10.34 eV (120,000 K), respectively, for all simulations.
Upstream VY,Z and BX,Y (GSM coordinates) are set to zero for all simulations. A variety of interplanetary BZ
and solar wind number density values are selected throughout the study to investigate outﬂow patterns
and dependence on key upstream parameters. Whenever values change midsimulation, they change
quickly and are then held constant for at least 5 h in order to reach a pseudo-steady state, simplifying the
interpretation of the results. All analysis and visualization is performed using the Spacepy software library
[Morley et al., 2010].
3. Results
3.1. Characteristics and Behavior
The ﬁrst simulation examines the characteristics of de facto outﬂow by ﬁrst holding interplanetary BZ at 3 nT
for 5 h, then ﬂipping southward to a value of −10 nT for 5 h. Default inner boundary (IB) density was used.
This ﬁrst simulation acts as a baseline against which to compare the others.
Figure 2 shows the radial number ﬂux, assuming an all-hydrogen plasma, passing through a sphere of 3 RE ,
merely 1/2 RE and eight computational cells away from the inner boundary. Latitude shown is latitude on the
shell; if a dipole ﬁeld is assumed, the rings at 75◦, 60◦, 45◦, and 30◦ map to magnetic invariant latitudes 81◦,
73◦, 66◦, and 60◦, respectively. Even at this short distance from the inner boundary, the outﬂowing mass has
formed interesting patterns. Note that the ﬂuxes shown in Figure 2 are those at the 3 RE shell and have not
been mapped to the ionosphere or some other reference altitude. During northward interplanetary mag-
netic ﬁeld conditions (Figure 2, left), outﬂowing ﬂuxes (red contours) are relegated to the poleward regions.
Precipitation (downward ﬂuxes, i.e., blue contours) occurs strongly around the cusp region and surrounding
the polar cap. During southward IMF conditions (Figure 2, right), the area of outﬂowing plasma increases
dramatically. At the midlatitude dayside (right side of plot between 30◦ and 45◦ magnetic latitude), moder-
ate upﬂow is observed. Moving poleward, this is followed by moderate downﬂow, then a wide area of weak
to moderate upﬂow. Between the 45◦ and 60◦ latitude markers, there are two upﬂowing intensity peaks, one
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Figure 3. Fluence through the Northern Hemisphere of a sphere of radius 3 RE . Upward ﬂuence is denoted by upward
facing red triangles, downward ﬂuence by downward facing blue triangles, and net ﬂuence by green circles. The
southward turning of the IMF occurs 5 h into the simulation and is denoted by the vertical dashed gray line.
dawn-centered and one dusk-centered. Centered at 45◦ andmidnight is a broad region of strong upﬂow, fol-
lowed by weaker downﬂow at lower latitudes. This ﬁgure shows that de facto outﬂow is activity dependent
and is organized into regions that roughly correspond to cusp, polar cap, and auroral zone outﬂow, even
when the IBCs are spatially uniform. These results are mirrored symmetrically in the Southern Hemisphere
(not shown).
To examine the total ion contribution from the inner boundary, the ﬂux is integrated across the surface
of the 3 RE sphere to yield a total particle ﬂuence. Again, an all H
+ plasma is assumed. The results versus
simulation time are shown in Figure 3. During northward IMF conditions, the net ﬂuence is on the order
of 1025 ions/s (Figure 3, green circles, left of the vertical dashed line). After a transition period that lasts
approximately 1 h, the ﬂuence increases by an order of magnitude. Fluence is roughly conserved when this
calculation is repeated at subsequent altitudes (not shown). This further demonstrates that the amount of
outﬂowing plasma varies strongly with activity even when the inner boundary conditions are held constant.
A rough estimate of how much each spatial region contributes to the total ﬂuence can be made by dividing
the hemisphere into equal quadrants and integrating the quadrant ﬂuxes into quadrant ﬂuences. The four
quadrants each span 90◦ longitude and are centered about magnetic local time (MLT) noon, dusk, midnight,
and dawn. Figure 4 shows this comparison for upward ﬂuences, normalized to total upward ﬂuence.
Reproducing this calculation for net ﬂuence produces qualitatively congruent results. During southward
IMF conditions, the dawn and dusk quadrants each account for ∼25% of the upward ﬂuences. The noon
quadrant contributes the least (15–20%), while the night side contributes the most (30%). Well after the
Figure 4. Upward ﬂuences for four 90◦ wide quadrants: noon, dusk, mid-
night, and dawn. Each is normalized by the total upward ﬂuence. The
southward turning of the IMF occurs 5 h into the simulation and is denoted
by the vertical dashed line.
southward turning, this pattern has
not changed much with the excep-
tion of a dawn-dusk asymmetry that
favors the dawn side (up to 25%) over
the dusk (20% and dropping). Imme-
diately after the southward turning,
there is a transition period where the
noon-centered quadrant becomes
the dominant region (35%) at the
expense of the others. This pattern
changes quickly, with the preturning
ordering of each quadrant restored
3 h after the IMF rotation. Though
simple, this analysis demonstrates
the high regional variability of de
facto-type outﬂow.
But how does this outﬂow arise?
Figure 5 outlines the progression
of three separate ﬂuid parcels
originating at diﬀerent points about
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Figure 5. Streamline traces of three ﬂuid parcels originating at diﬀerent
inner boundary latitudes and ﬂowing through the GSM Y = 0 plane. The
Earth is represented by the black and white circle (colors denote day and
night sides), and the inner boundary is denoted by the gray circle. Gray
lines mark a sample of the terrestrial magnetic ﬁeld lines. The color contour
is the plasma thermal pressure.
the inner boundary and accelerat-
ing into the greater domain. The
paths were generated by integrat-
ing the ﬂuid streamlines during
the southward IMF, pseudo-steady
state portion of the baseline simu-
lation. Streamline 1 (red) shows the
path taken by a parcel originating
near-cusp, streamline 2 (green) shows
the path of one originating in the
polar cap, and streamline 3 (blue) is of
one starting near the nightside auro-
ral zone. The color bar shows contours
of constant pressure and illustrates
one of the key forces involved in
accelerating the parcels: gradient
pressure force.
Starting at the IB footpoint of any
of the three, it is apparent that the
outﬂow mechanisms are initially
numerical: numerical diﬀusion allows
mass to enter the computational
domain from the inner boundary
cell faces, even though the radial velocity at the cell faces is set to zero. No other process allows for this
entry as Vnormal at the boundary cell face is set to zero. This process manifests even here, where numerical
diﬀusion is strongly limited by both high resolution at the inner boundary (1∕16 RE) and use of the Boris
speed-of-light factor. Because of this diﬀusion, the inner boundary essentially acts as a mass reservoir for the
greater domain.
It is important to emphasize that though the diﬀusion of mass into the computational domain is numerical
in nature, this does not mean that it is unphysical. At the inner boundary, the density, velocity, and temper-
ature represent moments of a Maxwellian distribution. Even though the bulk motion of the ﬂuid is zero, half
of the distribution has a positive radial component of its random velocity, so we would expect it to enter the
computational domain of the model.
Though numerical diﬀusion allows the mass to enter the computational domain, the MHD equations quickly
take over to accelerate the mass into the greater magnetosphere. Returning to Figure 5, all three streamlines
are accelerated away from the body and into the domain. Streamlines 1 (red) and 3 (blue) start on stronger
pressure gradients, so they move outward more quickly. Streamline 2 (green) lies in a region of weak pres-
sure gradient forces but strong Ē×B̄ drift, as set by the ionospheric electrodynamic model. This parcel moves
immediately antisunward until nightside pressure gradients push it further outward. Parcels 1 and 3 eventu-
ally encounter earthward pressure gradient forces and reverse direction. For streamline 3, this is due to the
more energetic ring current population suppressing outward ﬂow; the parcel ultimately precipitates into the
inner boundary. Meanwhile, streamline 1 has reached an equilibrium with inﬂowing plasma of solar wind
origin, driving it back down. Because this simulation was performed in the single-ﬂuid MHD limit, the solar
wind and ionospheric populations cannot counterstream in the cusp region. The local convection of mag-
netic ﬁeld lines eventually pulls the streamline 1 parcel out of the cusp and toward the lobes. The pressure
gradient force is again pointing radially outward and drives the parcel into the magnetosphere.
Of course, pressure gradients are not the only force acting on near-boundary populations. Figure 6 shows
the force densities for the baseline simulation over a sphere of radius 3 RE (eight computational cells
away from the inner boundary): radial pressure gradient (Figure 6, top), Lorentz force (Figure 6, middle),
and the sum of the two (Figure 6, bottom). Purple regions denote radially inward oriented forces; orange
regions indicate upward forces. It should be noted that the radial Lorentz forces arise in regions where
ﬁeld-aligned-currents are expected but from the portion of the current that is not ﬁeld-aligned. While
there are more sophisticated ways to describe the forces at work (e.g., as the ponderomotive force arising
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Figure 6. Force density maps about a sphere of radius 3 RE for (left column) northward IMF (right column) and south-
ward IMF. The force density resulting from (top) pressure gradient force, (middle) J× B force, and (bottom) the sum of the
two are shown. Note that the color bars have diﬀerent scales (by a factor of 10) for each column.
from Alfven waves [Guglielmi et al., 1996]), such an analysis is beyond the scope of this initial study.
During northward IMF conditions, electromagnetic and pressure gradient forces combine to create an
“up-down-up” sequence, ordered from low to high latitudes. This force pattern matches the ﬂux pattern
shown in Figure 2 (left). At higher latitudes, gradient pressure forces overwhelm the Lorentz force and drive
polar cap outﬂow. During southward IMF conditions (right), the situation becomes more complicated. The
dayside has changed from exhibiting a well-pronounced cusp during northward IMF to a broader acceler-
ation region, yet it retains the “up-down-up” force pattern. Continuing poleward, pressure gradient forces
continue to drive polar cap outﬂows. Between 30 and 45◦ latitude on the nightside, gradient pressure and
Lorentz forces nearly balance each other out perfectly. At slightly higher latitudes, detailed currents, associ-
ated with dynamics in the plasma sheet and inner magnetosphere, drive complex force patterns, explaining
the more nuanced ﬂux patterns observed in the right frame of Figure 2. With increasing (decreasing) alti-
tude, the force magnitudes diminish (grow) and the features spread to lower (higher) latitudes, but the
overall patterns remain roughly ﬁxed (not shown).
3.2. Dependence on Inner Boundary Density
Inner boundary density changes the rate of diﬀusion and sets the depth of the reservoir. To illustrate, the
above experiment was repeated for four diﬀerent inner boundary densities: 0.1, 5, 50, and 500 amu/cm3.
The resulting ﬂuences are compared against the baseline case (28 amu/cm3) in Figure 7. The results are
clearly ordered and mimic the patterns of the baseline results. Using a least squares ﬁtting to a power law,
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Figure 7. Total ﬂuence for ﬁve diﬀerent inner boundary mass densities
spanning 3 orders of magnitude. Upward ﬂuence is denoted by the solid
lines, net ﬂuence denoted by dashed lines. Negative net values are not
displayed. The southward turning of the IMF occurs 5 h into the simulation
and is denoted by the vertical dashed line.
the net ﬂuence at the end of the sim-
ulation (Jnet) is related to the inner
boundary density (𝜌) by the following
expression:
Jnet = (1.295 × 1025)𝜌0.911 (1)
The units of the constant are
s−1(cm3/amu)0.911, and the units of
the other factors remain the same
as before.
The result for 0.1 amu/cm3 (Figure 7,
blue lines) stands out from the rest.
Omitting a short-lived jump, the
upward ﬂuence does not notably
increase from northward to south-
ward IMF conditions. Furthermore,
the net ﬂuence does not become
positive until nearly 8 h into the
simulation. In other words, the pre-
dominant behavior for this choice of
IB density is precipitation, not outﬂow. De facto outﬂow is clearly controlled by the inner boundary mass
reservoir and can even be eﬀectively “shut oﬀ” when 𝜌 is set to low enough values.
3.3. Dependence on Solar Drivers
Given the variable forces and resultant ﬂuxes, it is clear that de facto outﬂow dynamics are tied tightly to
upstream conditions. To investigate these relationships, a third set of simulations is performed where a spe-
ciﬁc value, either IMF BZ or solar wind dynamic pressure (Pdyn), is varied in stepwise fashion. After each step,
the upstream values are held constant for 5 h so that the magnetosphere can adjust to the new activity. The
inner boundary density remains at the baseline value of 28 amu/cm3 throughout each of these simulations.
3.3.1. Interplanetary Magnetic Field
Figure 8 summarizes the results when IMF BZ is stepped from +10 to −20 nT in 5 nT increments over 35 h.
Each region of constant IMF is shaded diﬀerently for reference. The net ﬂuence (again taken from a shell
of radius 3 RE) increases somewhat during the ﬁrst 15 h but then rapidly increases as IMF turns southward.
Eventually, this value saturates near 3.5 × 1026 s−1. Meanwhile, the smoothed CPCP (solid green line) begins
with a value around 20 kV, drops as IMF BZ drops to 5 nT, then increases as IMF BZ is reduced to near zero.
Figure 8. Upward (upward triangles), downward (downward triangles), and net (circles) ﬂuences and cross polar cap
potential (green line) versus simulation time and IMF BZ . Periods of constant IMF are shaded diﬀerent colors.
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Figure 9. Similar to Figure 8 but showing net ﬂuence from the noon-centered quadrant only (red line) and the average
ﬂuence from all other quadrants (black line).
This increase is the result of reverse convection patterns, driven by the northward IMF BZ (NBZ) current
system [Burke et al., 1979], no longer shielding forward convection patterns, which are constantly driven
by ﬂank viscous interactions [Axford and Hines, 1961]. Subsequently, the cross polar cap potential (CPCP,
smooth green line) continues to grow until it saturates around 200 kV. This behavior mirrors the net ﬂu-
ence closely; the only exception is during the ﬁrst 5 h of the simulation where reverse convection potentials
surpass those from viscous interactions about the ﬂanks. A simple linear regression yields the following
relationship between net ﬂuence (Jnet) and CPCP (Φ):
Jnet = (1.43 × 1024)ΦCPCP + 1.78 × 1025 (2)
The units of the ﬁrst and second constants are s−1 kV−1 and s−1, respectively. This relationship correlates
strongly with the results, with a correlation coeﬃcient of 0.98. The calculation of the coeﬃcient includes 71
points and is statistically signiﬁcant to the 99% conﬁdence interval. Clearly, de facto ﬂuxes are closely related
to magnetospheric activity.
The relationship between IMF BZ and de facto outﬂow is further explored in Figures 9 and 10. Figure 9 splits
the net upward ﬂuence shown in Figure 8 into net ﬂuence originating from the noon-centered quadrant
(red line) and the average ﬂuence from the three other quadrants (black line). During the ﬁrst half of the
Figure 10. (top) Net radial force density and (bottom) the associated net particle ﬂux taken at the end of four diﬀerent
IMF BZ steps: +10, +0.5, −10, and −20 nT (ﬁrst to fourth columns, respectively).
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Figure 11. Similar to Figure 8 but when solar wind proton density is varied (therefore, Pdyn) instead of IMF BZ . Periods of
constant number density are shaded diﬀerent colors.
simulation, the noon-centered outﬂow dynamics mirror the CPCP, while the other quadrants remain rela-
tively ﬂat. As IMF BZ transitions from northward to near zero to southward, the correlation is handed from
the dayside outﬂow to the ﬂanks and nightside. During the ﬁnal half of the simulation, the noon-centered
contribution remains near-constant, while ﬂuence from the rest of the MLT sectors continues to increase
with CPCP. Figure 10 illustrates the same feature in terms of net radial force density (Figure 10, top) and
the associated ﬂuxes (Figure 10, bottom). Early in the simulation (Figure 10, ﬁrst column), nightside J̄ × B̄
forces are limited as the NBZ current system shields the forward convection system created by viscous inter-
actions. As IMF BZ decreases, J̄ × B̄ forces on the dayside begin to increase (Figure 10, second column),
increasing dayside ﬂux contributions. A moderate amount of magnetospheric pressure can build up as the
activity increases, increasing ﬂux contributions from the other MLT sectors. During strongly southward IMF
BZ conditions (Figure 10, third and fourth columns), net dayside forces increase only marginally, limiting the
acceleration from this region. In all other regions, however, current densities and pressure gradients increase
substantially, driving strong outﬂows in those quadrants.
Figure 12. Fluence values plotted against simulation time. Total ﬂuence (black line) is divided by 4 to gather all lines on
a reasonable scale. Fluence from the noon-centered MLT quadrant is in red; other quadrants are shown as semitrans-
parent lines. Regions of constant upstream proton density are shaded in diﬀerent colors. The solid green line shows the
upstream dynamic pressure.
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Figure 13. Similar to Figure 10 but for four separate epochs during the variable Pdyn simulation. Columns correspond to
5, 5.5, 7, and 25 h simulation time.
3.3.2. Solar Wind Dynamic Pressure
The ﬁnal simulation turns from the eﬀects of IMF BZ to the eﬀects of solar wind dynamic pressure. Similar
to the previous simulation, Pdyn is varied by changing upstream proton number density in stepwise fash-
ion from 2 cm−3 to 40 cm−3 over 25 h. Solar wind velocity and IMF are held constant at 450 km/s and −5 nT,
respectively, to drive a baseline level of activity.
Figure 11 summarizes the results in a similar fashion to Figure 8. For this case, however, there does not
appear to be a clear relationship between CPCP and the net upward ﬂuence. While both do increase over
the course of the simulation, CPCP does so very weakly. If a linear regression is performed as was done
before, the resulting correlation coeﬃcient is only 0.588, indicating a weak relationship.
Figure 12 casts the results in a clearer form by comparing the resulting ﬂuences against Pdyn (solid green
line) instead of CPCP. Additionally, ﬂuences from each MLT quadrant are included, and the net ﬂuence
(black line) is divided by 4 to keep all lines on a convenient scale. This arrangement makes the relationship
between outﬂowing ﬂuxes and Pdyn clearer. As Pdyn steps upward, the total net ﬂuence slowly grows and
appears to saturate toward the end of the simulation, albeit in a noisy fashion. A linear regression between
the total net ﬂuence (Jnet) and Pdyn yields
Jnet = (1.39 × 1025)Pdyn + 1.81 × 1026 (3)
The units of the ﬁrst and second constants are s−1 nPa−1 and s−1, respectively. The correlation coeﬃcient
for this relationship is 0.86, signifying strong correlation. The coeﬃcient is calculated using 51 points and
is statistically signiﬁcant to the 99% conﬁdence interval. Of the four MLT quadrants, the noon sector net
ﬂuence (Jnoon, red line) stands out as responding quickly and sharply to each impulse then decaying before
the next. Other quadrants (semitransparent lines) roughly follow the slow growth trend of the total ﬂuence.
At higher Pdyn values, the response of the noon sector becomes weaker and the ﬂuence appears to saturate.
A linear regression that focuses on this sector exclusively yields
Jnet,noon = (2.51 × 1024)Pdyn + 4.25 × 1025 (4)
The units of the ﬁrst and second constants are s−1 nPa−1 and s−1, respectively. This relationship does not
correlate as strongly as that of Jnet, with a coeﬃcient of 0.80. The coeﬃcient is calculated using 51 points and
is statistically signiﬁcant to the 99% conﬁdence interval. Pdyn appears to have two eﬀects: slow, cumulative
growth of Jnet and impulsive growth on Jnoon.
Figure 13 illustrates the dynamics that drive the results shown in Figure 12. Similar to Figure 10, Figure 13
(top) shows the net force density at four separate epochs; Figure 13 (bottom) shows the corresponding
net ﬂuxes. Figure 13 (ﬁrst column) is taken at 5 h simulation time, just as the ﬁrst pressure impulse is arriv-
ing. Dayside radial forces and ﬂuxes are both relatively weak compared to the nightside. Figure 13 (second
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column) shows the conditions immediately after the impulse. Overall forces and ﬂuxes are increased, dispro-
portionately on the dayside. After an additional hour and a half (Figure 13, third column), the noon-centered
values have subsided marginally, but the forces remained elevated elsewhere. Late in the simulation
(Figure 13, fourth column), when dynamic pressure has been held at 13.58 nPa for 5 h, the force density and
ﬂuxes are globally increased. The progression here is relatively intuitive. During the impulse, the cusp plasma
pressure increases drastically, driving stronger pressure gradients about the cusp near the inner boundary
(Figure 5). As the magnetosphere adjusts to the new drivers, this subsides somewhat. Part of this adjustment
is an increase in CPCP and additional mass entry into the magnetosphere from the solar wind [seeWelling
and Ridley, 2010a], driving strong tail dynamics, buildup of inner magnetosphere pressure, and, therefore,
increased current density. This activity drives stronger, more persistent outﬂow in the nonnoon quadrants.
Through these processes, de facto outﬂow becomes a function of upstream density and velocity.
4. Relation toObservations
The outstanding question concerning outﬂow arising from a static, passive inner boundary speciﬁcation
(“de facto”) is its veracity: how well does this plasma source resemble observations of ionospheric outﬂow?
Answering this question is challenging given the diﬃculty of measuring outﬂow and the limited observa-
tional set with which to work. Given that de facto outﬂow is the default behavior for many MHD models,
validation is especially important.
A ﬁrst-order evaluation can be made by comparing the total ﬂuence against previous numerical studies and
observational estimations. Using the baseline IB density of 28 amu/cm3 and assuming an all-proton plasma,
the baseline net hemispheric ﬂuences calculated from this study ranged from 3.35×1025 to 3.89×1026 ions/s.
Increasing the IB density to 500 amu/cm3 drove values to 2.41×1026 and 2.77×1027 ions/s; lowering IB den-
sity could induce net precipitation instead of outﬂow. Doubling these values yields the global contribution
because of interhemispheric symmetry. These values are on the order of those created by other global mod-
els, such asWinglee [1998, 2000] (6 × 1026 to 2 × 1027 ions/s for an inner boundary density of 400 ions/cm−3)
orWalker et al. [2003] (3 × 1026 ions/s for southward IMF and an unspeciﬁed boundary density). All of these
results compare favorably with estimates from the DE-1 spacecraft, which range from 1025 to 1026 ions/s
[Yau et al., 1988]. Similar ranges have been reported based on Akebono [Cully et al., 2003] and POLAR [Moore
et al., 1997] observations.
Magnitudes aside, de facto outﬂow strongly reproduces expected ﬂuence dynamics. Observed outﬂow
ﬂuences have been shown to correlate strongly with the activity index, KP [Yau et al., 1988], solar wind elec-
tric ﬁeld and IMF magnitude [Cully et al., 2003], and IMF BZ polarity [Lennartsson et al., 2004]. Here it is found
that de facto ﬂuence correlates strongly with CPCP, which is well known to be tied strongly to upstream
parameters [e.g., Boynton et al., 2011, and references therein]. Similarly, relationships between upstream
dynamic pressure and outﬂow ﬂuxes have been found both for event studies [e.g.,Moore et al., 1999] and
on a statistical basis [e.g., Cully et al., 2003; Lennartsson et al., 2004]. De facto outﬂow has demonstrated an
ability to reproduce impulsive increases related to pressure pulses and enduring increases as Pdyn remains
elevated. Indeed, the response of the dayside de facto ﬂuxes to Pdyn is reminiscent of results obtained when
an empirically enforced outﬂow is used [Damiano et al., 2010]. In terms of outﬂow dynamics, it appears that
the de facto approach is qualitatively competitive with more advanced outﬂow speciﬁcations.
5. Discussion and Conclusions
Mass outﬂow arising from simple MHD inner boundary conditions (i.e., constant mass density and zero radial
velocity at all locations), or de facto outﬂow, is an important and dynamic source of magnetospheric plasma.
This outﬂow manifests even with zero radial velocity about the MHD inner boundary because numerical dif-
fusion allows the boundary to act as a mass reservoir for the greater domain. Once in the ﬁrst computational
cell, MHD pressure gradient and electromagnetic forces accelerate the plasma into the magnetosphere. The
net ﬂuence shows a strong linear relationship with CPCP and solar wind dynamic pressure. These dynamics
resemble trends identiﬁed from observations of outﬂowing ions. Further, the model-derived ﬂuences agree
within an order of magnitude with estimations from observations and other MHD models that applied
similar boundary conditions.
The above comparisons to observations lose signiﬁcance, however, when the free parameters are taken
under consideration. Foremost is inner boundary density, which represents the number of ions made
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Figure 14. Illustration of how total ﬂuence is impacted as composition
changes the total number density in a single-ﬂuid or multispecies MHD
paradigm. Fluence is calculated at a shell of 3 RE geocentric distance when
the IB mass density is 500 amu/cm3. The color of each line corresponds to
the percent O+ by number.
available to the magnetosphere from
ionospheric upwelling. A spatially
and temporally static IB, as is used
here, is a poor model for complex
ionospheric processes [see Yau and
André, 1997, and references therein],
and Figure 7 demonstrates the
strong dependence of net ﬂuence on
this value.
Compounding this uncertainty is
the issue of composition. The MHD
state variable of interest is mass
density, not number density. For
this study, and many others using
single-ﬂuid MHD, an all-proton
plasma is assumed. As a larger frac-
tion of the population is assumed to
be O+ while mass density is held con-
stant, the total ion number density
falls as
ntotal =
𝜌
mproton
(
1 + 15RO+
) (5)
where 𝜌 is the total ﬂuid mass density and RO+ is the ratio of oxygen number density to the total (ntotal).
Figure 14 illustrates the impact of increasing RO+ on the net hemispheric ﬂuence when IB mass density is set
to 500 amu/cm3 (i.e., Figure 7, red dashed line). The color of each line corresponds to the value of RO+ used.
As RO+ increases from 0 to 100%, the net ﬂuence is reduced by a factor of 16. Returning to the default IBC
density and assuming 10% O+ by number, the ﬂuence at the end of the baseline simulation is reduced to
1.56 × 1026 ions/s. Assuming this moderate fraction of O+, the default IB mass density remains a reasonable,
if simple, approximation for real-world conditions.
This demonstration is also applicable to multispecies MHD [Ma et al., 2002; Glocer et al., 2009a], where there
are several continuity equations but only one ﬂuid momentum and energy equation. In a full multiﬂuid
approach, each species will accelerate independently, so the eﬀect of changing RO+ will not be as straight-
forward. An initial investigation has been performed byWinglee et al. [2002], who found that large-scale
features of ﬂuence curves for both H+ and O+ are dependent on RO+ .
Clearly, de facto ﬂuxes are beholden to these two free parameters. While some initial work has been per-
formed to set these parameters in a more realistic and dynamic manner [e.g., Harnett et al., 2008], this
appears to be a problem best addressed through the use of empirical or ﬁrst-principles-based approaches.
The de facto approach lacks causality between magnetosphere-ionosphere dynamics and the density and
composition about the inner boundary.
The ability of the MHD model to drive ﬂuxes that respond realistically to solar wind drivers with an iono-
spheric source that is only a static reservoir raises some fundamental questions. In these results, all radial
acceleration occurs at magnetospheric altitudes (above 2.5 RE geocentric distance) as opposed to iono-
spheric or “gap region” (within the MHD inner boundary) altitudes. Is sub-MHD acceleration negligible when
attempting to account for ionospheric outﬂow eﬀects on the global magnetosphere? Evidence to the con-
trary can be found in Glocer et al. [2009a, 2009b] andWelling et al. [2011], which all demonstrated that the
magnetospheric response is vastly diﬀerent when a dynamic, ﬁrst-principles-based outﬂow speciﬁcation is
imposed than when outﬂow is left to de facto mechanisms. Do these diﬀerences merely arise in diﬀerences
in source populations, or does the imposed Vradial boundary condition from the outﬂow model play a strong
role? The qualitative comparisons here represent a small ﬁrst step in identifying similarities and resolving
diﬀerences between de facto, physics-based, empirical, and real-world outﬂow.
Because the ﬁrst step in the de facto outﬂow is numerical diﬀusion (at least when Vradial = 0), concerns
may be raised over the role of numerics in this and other studies. This study represents the highest
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near-boundary resolution simulation set amongst its peers (Δx̄ = 0.0625 RE , as opposed to 0.4 RE used by
Winglee [1998, 2000],Winglee et al. [2002], andWalker et al. [2003], 0.25 RE used by Harnett et al. [2008], or
0.125 RE used byWelling and Ridley [2010a] and Zhang et al. [2007]), which should reduce diﬀusion substan-
tially. However, the ﬂuence values are all about the same order of magnitude for corresponding IB densities.
One reason for this is that numerical diﬀusion acts on many variables, not just density. To illustrate, if the
baseline simulation is repeated using the lower resolution ofWelling and Ridley [2010a], the total ﬂuence
is reduced by 50% (not shown). Steep gradients that would drive diﬀusion cannot build under this lower
resolution, slowing the rate at which mass leaves the inner boundary. To illustrate, in this simulation, the
maximum pressure gradient near the inner boundary is only 20% of the higher resolution value. In the
opposite extreme, removing all diﬀusion of mass into the domain would shut down outﬂow, which would
be an unrealistic result.
Finally, this study highlights a key limitation to the single-ﬂuid approach. Streamline 1 illustrated in Figure 5
(red line) shows unrealistic cusp behavior. Rather than the ionospheric population counterstreaming with
precipitating solar wind plasma, it reaches pressure equilibrium and comes to a stop. This is because the
two populations cannot counterstream because there is one ﬂuid velocity for both. The ionospheric popu-
lation is forced back earthward and eventually reaccelerates outward as if it had originated from postcusp
latitudes. This behavior manifests as the “up-down-up” ﬂuxes in Figures 2, 10, and 13 and may be inhibit-
ing contributions from the dayside regions. Conversely, the solar wind population is shielded from the deep
cusp, preventing any over-the-pole entry into the plasma sheet. Rectifying this cusp ﬂow anomaly requires
a multiﬂuid approach that segregates all ionospheric populations from the solar wind ﬂuid.
Overall, de facto-type outﬂow acts as a basic but reasonably realistic source of ionospheric plasma. The
variability resulting from two free parameters (inner boundary mass density and composition) remain an
issue which is currently best addressed by using either physics-based or empirical models to set the bound-
ary conditions in a more dynamic and meaningful way. There are still many issues outstanding in terms of
validating this source and determining the extent to which it deviates from other outﬂow speciﬁcations.
However, as a means to obtain an ionospheric source of magnetospheric plasma, it requires zero additional
user eﬀort and captures large-scale characteristics successfully.
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