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Abstract 
Supply Chain Management is a research area that is currently attracting much attention from 
industries of all kinds, particularly focusing on computer-based tools. 
This thesis presents a generic modelling approach to any supply chain management problem, 
focused on achieving an acceptable balance between the amount of detail and complexity of the 
model on the one hand, and the usability and transferability of the tool on the other. The 
modelling approach that is presented focuses on a modelling approach for a single 
manufacturing site in a supply chain, which is based on three individual modules that interact. 
The data generator module creates demand scenarios derived from the errors observed between 
historical demand data and their corresponding forecasts. This is to allow for the generation of 
demand scenarios that have characteristics which are closer to the actual demand data. 
The robust planning module uses a mixed integer programme to calculate a campaign level 
production plan that will be robust enough to achieve an average minimum acceptable service 
level. This is obtained by using a series of demand scenarios calculated in the data generator 
module as a data input. 
Thirdly, there is the simulation module, which tests the robust plan that has been generated 
against stochastic disturbances that have yet to be accounted for in the robust plan, in order to 
enable study of the performance of the plan under such conditions and to allow any relevant 
changes to the plan to be made. This module simulates the behaviour of the system to a higher 
resolution than the robust planner and includes a basic heuristic scheduler. 
These modules work together to help create a more sophisticated model of a single site in a 
supply chain and can be used as a more sophisticated agent in a wider supply chain simulation. 
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Chapter 1: Introduction 
1.1 General Introduction 
"Supply chain" and "Supply chain management" are now terms which are very often talked 
about in industrial and operations research circles. Supply Chain Management (SCM) is at 
present viewed, by some, as a silver bullet for survival by industries in more developed 
countries against the onslaught of competition from third world countries who have much lower 
production costs due to various factors. 
The key idea behind this is that while industries in the developed countries certainly cannot 
compete on the grounds of delivering goods in high quantities at low prices, they can counter by 
delivering products which are tailor-made to the customer's specifications, delivered in a shorter 
lead time than their rivals at a reasonable cost. 
The continual implementation of SCM techniques and tools has also led to an increase in the 
level of competition, and even changed the nature of it. While traditionally there has been a 
more typical company vs. company competition, now it is more akin to supply chain vs. supply 
chain. Thereby, advantage is continuously being sought by companies to try and keep one step 
ahead of the competition, and this has led to constantly looking at new ideas, methodologies and 
tools, that are being developed to consider for implementation or simply further investigation. 
As a result of this, much effort has been put into the research and development of Supply Chain 
(SC) related methods and techniques, along with widespread attempts by industries across all 
sectors to implement these technologies. The success of any implementation, however, is not 
guaranteed. While there are many cases where it has gone well, there are others where it has not 
occurred very smoothly. An article by Sengupta (2004) points out seemingly trivial mistakes 
that are still being made by companies in implementing SCM to their severe detriment and cost. 
The continual increase in the complexity of the methods and techniques that are used inhibits 
the correct implementation of these methods. 
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The ever increasing amount of work being done in this area has also led to other complications 
such as the differences in the types of metrics by which supply chain performance is measured, 
leading to attempts to create a benchmark standard for members of the industry to work 
towards. The Supply Chain Council and the Global Supply Chain forum have developed two 
such benchmarks. 
1.2 Basic Definitions 
In order to avoid confusion this thesis will employ the following definitions. 
While a supply chain is defined as the entire material flow, beginning with the collection of raw 
materials, encompassing all the intermediate logistical and processing units and finally ending 
with the sale of a product to an end user, a narrower definition of a supply chain is commonly 
employed. This narrower definition centres on a specified site that is being studied together with 
suppliers upstream and customers downstream, to simplify the network under consideration, i. e. 
not taking into account parallel SCs or entities in the supply chain beyond the specific site's 
'line of sight' (see figure 1.1 for illustration. ) 












Figure 1.1 Illustration of a Supply Chain network Dashed connector line represents multiple tier jumps 
and the dotted boxed line denotes the system that is considered for this thesis. 
Supply Chain Management is then defined as the management of the flow of materials within 
the supply chain to minimise the cost and lead times of moving and converting materials across 
the supply chain. This is now considered also to include the management of the flow of 
information across the entire supply chain. 
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Supply chain management can also be considered to be divided into two distinct sections. One 
section deals more with management-related issues which would cover more management- 
oriented policies regarding sales, contract negotiations and personnel; the other, a more process 
systems or operations research approach, with how to streamline and operate the physical 
process to better achieve its goals, which this work will be focusing on. 
There are two categories of computer-based supply chain tools as well: modelling tools and 
simulation tools. The distinction between the two lies in the nature of the approach. 
Models are based on a declarative mathematical description of the system through varying 
degrees of accuracy via assumptions and approximations. Models are also generally aimed at 
providing insight through the determination of an (either global or local) optimized solution of a 
given supply chain problem. 
Simulations in contrast are based on the attempt to replicate the accurate behaviour of a system 
through the use of heuristics and approximations to create the occurrence of events within the 
system. Insights that are obtained through simulations are essentially general insights into the 
system and also provide the capability of attempting to predict the behaviour of the system 
following the introduction of various changes. 
1.3 Computer Based Supply Chain Tools 
Computer-based tools have always been very close to the heart of the methods that are used to 
improve supply chains. The most notable establishment of computer-based tools for SC work 
(which was considered a part of operations research) occurred in the 1960s, with the original 
development of the Material Requirement Planning (also known as Materials Resource Planning 
or MRP) and Enterprise Resource planning (ERP) software. The following years saw 
improvements being made to the original software to increase its potential. 
The 1980s witnessed an explosion of work in this field with the ever increasing availability of 
personal computers. Innovative methods of capturing information vital to the supply chain, 
mathematical modelling of networks and optimization routines for these distributive problems 
are just a few areas where much progress has been made. With the advent of the internet, and 
thus the ability to transfer vast volumes of information virtually instantaneously, new 
technology and potential have arisen. Companies are now able to have access to virtually any 
information about their business instantaneously regardless of where the facilities are situated 
and an increasing amount of data can now be held for analysis at a later stage. 
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One example is the current large scale implementation of ERP infrastructure software systems, 
such as SAP and Oracle provide, which has allowed companies to gather vast amounts of 
information about many aspects of their businesses rapidly. The challenge, then, is how best to 
utilize this information to improve their businesses. 
One key change that has occurred in the standard practices of all types of supply chain analysis 
since the 1980s is that the analysis is no longer limited to just the company, but moves on to 
capture the behaviour of suppliers and customers as well. There is even work being done to 
analyze the demand patterns that arise from the ordering principles of customers (who are not 
necessarily end users). 
With the progress of the development of processing technology still conforming with Moore's 
law (Intel Website (2007)), there has been a shift in the focus of the development of computer 
technology, as reflected in literature, from methodologies that attempt to solve complicated 
problems through approximations and elegant solutions, to simply using the raw processing 
power more easily available to enumerate many more possible solutions, hence a shift from 
declarative modelling to simulation technology. 
One complication of the deployment of many of these technologies by companies, is that often, 
there is not much understanding of how some of these tools work. There is frequently one of 
two extreme reactions, which has led to a less than useful implementation of these tools. The 
first is an excessive distrust of anything that is new; the second, is a blind trust that the tool is 
giving the best possible answer, without checking if any of the assumptions, data inputs and 
conditions still allow the tool to function optimally. 
1.4 Why is this Work Required now? 
While there exist numerous new techniques, methods and tools and more are constantly being 
established and developed, many of these tools are designed to tackle very specific problems. 
This leads to the specific issue of these tools needing extensive amounts of time to establish and 
a high degree of expertise to use, and, while they are good at analyzing and providing important 
insights into the systems they are analyzing, the tools themselves have often proven to be highly 
inflexible when being transferred for use on another system. These avenues of investigation, 
while very useful, are highly time-consuming. 
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There has been an increasing desire for a simple 'one-size-fits-all' tool that will be able to be 
easily transferred from system to system, while still providing a reasonable amount of insight 
and advice on how to improve the existing system or simply point out the areas which require 
further investigation. 
Also, in keeping with the understanding of the progress of technology in this field, the ability to 
easily update portions of the mechanisms of any tool is becoming of increasing interest. 
1.5 Structure of Thesis 
The structure of the thesis is as follows : a) the literature review; b) followed by the presentation 
of the problem statement and a key summary of the approach taken; c) more details about each 
of the major areas of work done; and d) the final conclusion and discussion. 
The literature review will begin by looking at how SC methodologies have developed as a 
general principle and looking at the key challenges that are being encountered now. This is 
followed by a description of how modelling and simulation techniques and methodologies have 
developed, both in general terms and in light of SC related applications, and a brief overview of 
the highlights and trends of the nature of the development in recent times. Then there will be an 
overview of the three related topics of forecasting methodologies, scheduling algorithms and 
optimization technology. While all of these areas are typically considered as individual fields of 
work, it is still important to understand how these fields have developed and where they are at 
now. The literature review will focus on the various methodologies that exist, along with a 
system by which an appropriate methodology is chosen for the case it is to be applied to. The 
chapter will conclude with a summary overview of the state of technologies of computer-aided 
tools for SCM. 
The problem statement that this work deals with, in the light of the earlier literature review, will 
be presented. The key aspects of the approach that has been taken, along with the rationale as to 
why this approach has been taken, will then be stated and discussed briefly in chapter 3 as a 
prelude to the full presentation in the subsequent chapters. 
Chapters 4,5 and 6 will then describe each of the major components of the tool, namely the data 
generator, robust planner and stock level simulator respectively. Each chapter will give an 
overview of the principles that are utilized in each section along with the discussions on 
difficulties and challenges that were tackled in the development of each component. A 
discussion on possible alternative methods, future modifications and further studies is also 
included in each chapter. 
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Chapter 7 will offer a more coherent view as to how all the three major components interact 
with each other and the benefits that are gained from the interaction, along with how this 
interaction generates a synergy between the components. 
Finally, a summary of the work that has been performed along with a discussion on possible 
future work will be presented in chapter 8 to conclude this thesis. 
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Chapter 2: Literature Review 
This chapter will present an overview of the literature of reported work which has relevance to 
this thesis. 
First, a presentation on the basics of supply chain management including a brief overview of the 
history of the development of the field will be made, along with an account of the key points 
and challenges of SC work at this moment in time. 
Then literature pertaining to basic computer modelling methodologies, that obviously form the 
foundation of any work done, is discussed. This is then followed by a brief explanation of the 
way that the existing literature is subdivided within this review, followed by an overview of 
computer-aided supply chain tools, for both declarative modelling and simulation-based tools, 
that have been created for SC work. 
Forecasting will be reviewed by covering certain key methods. Various measures of forecasting 
accuracy will be presented together with newer search and optimization algorithms, which are 
being used for forecasting, with the section concluding on research on comparisons of 
forecasting methods. 
Then, finally, certain methodologies which are required for the effective operation of these 
methods will be covered briefly: optimization and sampling methodologies. While this 
constitutes just a brief glance at these subjects, it is important to understand the challenges that 
lie in these fields, even though the work of this thesis will not deal with these fields in great 
depth. 
Some brief concluding remarks will then be made as a summary to the literature that has been 
reviewed. 
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2.1 SC Basics 
2.1.2 Origin of SCM 
Supply chain management (SCM) has existed in some shape or form since the industrial 
revolution. The drive for improved SCM in the 1950s came from the flourishing manufacturing 
and economy. 
The modern day concepts of SCM, however, can be traced back to the about the 1970s, after the 
onset of the first computer software management tools, which were primarily for stock holding 
purposes. This led to the formation of what is known as Material Requirement Planning (MRP) 
that involves the control of the flow of raw and in-process materials to match that of the planned 
production. 
This was later to be improved to become Manufacturing Resource Planning (MRP-II) in the 
1980s, which extended the tool to deal with other issues such as operational planning. Continual 
expansion into issues related to the enterprise later created what is now known as Enterprise 
Resource Planning (ERP). 
In the 1990s, with the rapid advance of computer technology in terms of the increase in 
processor speeds and hard drive storage space at relatively low costs, along with the solid 
establishment of the internet, SCM also swiftly advanced. While many theories of SCM have 
existed for a long time, their implementation was limited by constraints in the technology. 
Nowadays, with the capability to transferring data from any point in the world to any other point 
in a near instantaneous and cost effective manner, plus the ability to store and process the 
information cheaply, better decisions pertaining to SCM can be taken (Tan (2000)). 
SCM may prove to be what some akin to the theory of the division of labour as laid out by 
Adam Smith in his work The Wealth of Nations (1776). It set out the fundamentals that later 
allowed the great industrial revolution to occur and the formation of mass production 
enterprises, pioneered by Ford in 1913. The division of labour altered the industrial landscape 
forever, but only really took off when logistics and demand were at a point that could sustain it. 
With the advent of the internet and the increasing globalization of the world, SCM is rapidly 
altering the nature of many businesses now and will continue to do so in the future. 
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While it is generally agreed that there is no 'silver bullet' when dealing with SCM, there are 
companies which have successfully applied various SCM techniques to their company operating 
structure. While the implementation of SCM in each company will be unique, based on the 
company's characteristics, some general principles can nonetheless be distilled out of them. 
2.1.3 Status Quo of SCM 
At present, SC can be divided into two distinct fields, the management aspect of SC and the 
technical side of SC. The management field consists primarily of the management and 
company-culture issues that affect SCM. This would include factors such as the organisational 
structure of the company, working policies with suppliers and/or customers. 
The engineering field generates tools to better aid the capture of information and present it in a 
usable format, in order to use the information to enable better decision making and streamlining 
of the SC. This includes direct influence on the physical manufacturing system, e. g. scheduling 
and de-bottlenecking systems. This review will focus more on the latter area. 
While this thesis will be focussing on the more technical aspect of SCM, some of the basics of 
the management side must still be understood. Some of the key concepts that lead to good SCM 
have been compiled by de Waart and Kemper (2004); they are shown in table 2.1. 
5 Steps to Service Supply Chain Excellence 
1. Understand your service SC 
2. Measure your service SC 
3. Develop the business case for improvement 
4. Develop and execute the strategy 
5. Sustain performance improvement 
Table 2.1 5 Steps to service supply chain excellence taken from de Waart and Kemper (2004). 
On the other hand, some of the more common mistakes for SCM have been compiled by 
Sengupta (2004); they are shown in table 2.2. 
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The Top 10 Supply Chain Mistakes 
1. Believing that SCM is about managing a 6. Pursuing 'real time' visibility at all cost 
chain 
2. Trying to achieve major changes while 7. Practising supply chain 'monotheism' 
doing business as usual 
3. Having unshakable faith in the value of 8. Misreading employees' skills and 
vertical integration aptitudes 
4. Failing to synchronise demand chains and 9. Confusing globalization with global 
supply chains brands and cross-border trade 
5. Talking about transformation in terms of 10. Thinking that supply chain 
the enabling technology transformation is a simple task 
Table 2.2 Top IU Supply Chain Mistakes taken from Sengupta (2004). 
While the issues listed above may appear to be trivial, they do have an effect on the 
implementation of SC methodologies. 
Despite its being divided into two distinct fields, the chief aim of SC work remains the same. Its 
typically aimed at improving four key measures of SC performance: 
" Minimisation of cost/maximisation of profit 
" Improving customer satisfaction - On Time In Full (OTIF) values 
" Reduction of lead times/ increasing percentage of processing which is value added 
" Minimisation of loss through overstocking of materials (lean production) 
On the technical side, while the goals of SCM are varied, Shah (2005) gives an illustration of 
how the `supply chain problem' can be mapped out on to a decision space as illustrated in 
Figure 2.1. 
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Figure 2.1 Supply Chain Problem space Taken from Shah (2005). 
One of the key problems as the consequence of the use of SC methodologies by many 
companies is what is termed the bullwhip effect or demand amplification. Crum and Palmatier 
(2004) have defined it thus: 
The bullwhip effect occurs when each trading partner along the value chain places 
orders against uncertainty and the unknown. The volume of the orders is typically 
amplified at each trading partner point along the supply chain. The largest distortion of 
demand usually occurs with trading partners that are furthest removed from the end 
user or consumer. 
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Figure 2.2 Illustration n/ the Bullwhip e%%ecr taken front Crum & 1'nlnrcrlic r (2004). 
Much work has been focused on the detection of the bullwhip effect and identifying the factors 
that determine the severity of the effect and how to manage it. Towill et al. (2007) mention the 
difficulty of the detection of the effect based on the amount of detail being considered in the 
data, while also stating that the continuing increasing complexity of SC systems will only 
complicate attempts to quantify the effect. 
Thus, while the basic principles of establishing a good SC are well understood, the applications 
of such SC principles are difficult. Some of these complexities might also be generated by the 
application of SC principles by other individuals further down the chain. One key area of work 
for the implementation of `good' SC principles now focuses on good communication with other 
members of the SC to prevent any complications from arising. 
2.2 SC Modelling and Simulation 
While there are many types of computer-aided tools for SCs ranging from data analysis tools 
(such as forecasting, process scheduling, etc. ) to infrastructure tools (such as inventory listing, 
order tracking, etc. ), this work will only cover the analytical tools, and will review key aspects 
of the technologies in the analytical tools for SC. 
The core of analytical tools usually consists of simulation and modelling tools, which attempt to 
capture the whole, or at least major portions, of a SC system that is being analysed. Most of 
such simulation and modelling tools will require using other analytical tools that are typically 
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regarded as separate research fields, such as forecasting, process scheduling and sampling 
techniques. 
Because simulation and modelling techniques are the core of computer-based analytical tools, 
this literature review will start from covering the basics for general simulation and modelling, 
before proceeding to look at work being done specifically for SC case studies. 
2.2.1 Basics of Simulation and Modelling 
In order to study a real world system in any given case, there are two primary options that are 
available: the first is to experiment with the actual system; the second, to perform the study on a 
model of the system. More often than not such experiments or studies are initially carried out on 
the model, so as not to risk the real world system, where any mistakes will have repercussions. 
The use of models can then be split further into two categories, the first being a physical model, 
and the other a computer-based model. As understood in general usage of the English language, 
experimental work tends to refer to the former. Computer models are then further sub divided 
into two categories: declarative modelling or simulation based models. 
System 
Experiment with 




Experiment with a 







Figure 2.3 Illustration of the distribution as to how systems can be studied 
taken from Law and Kelton (2000). 
Declarative modelling uses mathematical methods in an attempt to replicate the exact 
information of the system in order to obtain an analytical solution to a given problem. However, 
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in reality, assumptions need to be made to allow for the real world system to be simplified 
enough to allow for mathematical statements to be able to describe the system. 
Simulation-based models, however, are based on heuristics, or protocols, that define the 
consequences of an event occurring at a given point, enabling the status of the system to be 
evaluated numerically by allowing the events to play out in order to simulate the real world 
system. 
All computer-based models will, however, need to be established in line with certain guidelines 
to ensure that the models are accurate. Banks et al. (2001) give a short list of the steps taken in 
model building, which have been adapted to just the core model building exercise and the 
subsequent running of the model. These are listed in table 2.3: 
Model Building 
Model Model building is an art, and one where experience is probably the best 
Conceptualization teacher. Regardless, the only general principle that one ought to adhere 
to is that the model is first generated as a very simple model and 
complexity is then added to increase the accuracy and usefulness of the 
model. However, the model complexity should not exceed that which is 
required to achieve the problem as stated in the previous steps. It is also 
advisable for the model user to be involved in this step. 
Data Collection This is obviously intrinsically tied to the model conceptualization step, 
and the needs of the increasing complexity of the model. Also, this is 
probably one of the most time consuming steps that exist so it would be 
advisable to start it as soon as possible. 
Model Translation This just involves the transcribing of all the relevant information of the 
system into a computer recognizable format. The use of simulation 
packages would greatly reduce the time required to perform some of 
these operations. 
Verification The model that is generated has to be verified to ensure that it is in 
proper working order. If all the input parameters and logical structures 
of the model are correctly represented in the computer, verification has 
been completed. 
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Validation This is to test the model as to whether it is an accurate representation of 
the real system. This is usually achieved through the calibration of the 
model, an iterative process of comparing the model to actual system 
behaviour, and using the discrepancies observed between the two and 
insight gained, to improve the model to an acceptable level. 
Running the Model 
Experimental The alternatives that are to be simulated must be determined and then 
design the initiation and length of each simulation run must be decided and 
performed. 
Production Runs This is to estimate the performance of the system designs that are being 
and analysis simulated. 
Implementation 
Documentation There are two types of reporting documentation, one for the programme 
and reporting and the other progress reports. The programming report is to generate 
confidence in the programme that has been made. The other is to keep 
people updated and informed about the work that is going on. 
Table 2.3 Table showing the basic steps in generating a model for study of a given system 
taken from Banks et at. (2001). 
Declarative modelling is of course a more specialised tool than simulation-based models and 
requires far more work in order to establish it. While the basic rules for modelling apply to 
declarative modelling, beyond those, the direction that declarative modelling may take is open 
to any possibility. Mathematics is used as the cornerstone for declarative modelling, as it 
enables data to be obtained more easily from the system under specified conditions, i. e. 
optimization of the system with regard to a given objective function and given constraints. 
While much interesting work has been done in various case studies over the years by both 
industrial and academic professionals, including some very difficult case studies, due to the 
complications and involved nature in establishing these models, they are typically built for very 
specific case studies, and similar levels of effort would be needed to create an equivalent model 
for a different case. 
Simulation-based modelling is much simpler, and because of the use of heuristics, it allows for 
much easier and less involved work in creating the model. This is not to say that specialised 
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knowledge is not needed in order to create these models. While there are several ways of 
generating simulations, one of the main protocols that is often used to create them is Discrete 
Event Simulation (DES). 
DES is defined by Law and Kelton (2000) as follows: 
Discrete Event Simulation concerns the modeling of a system as it evolves over time by 
a representation in which the state variables change instantaneously at separate points 
in time. 
Thus, DES can be performed manually. However, the typical size of the model and the number 
of calculations and variables that are involved in the simulation are usually far too many for 
calculations to be done at reasonable speed manually. Thus software packages are used to 
simulate the system in an accurate, reliable and quick manner. The key concept in DES is the 
time advance mechanism which operates in one of two ways: 
" Next-event time advance - where the clock is advanced from one event to the next one 
based on a list of future events. 
" Fixed-increment time advance - where the clock advances as a normal clock, checking 
against the list of future events to see whether any event has occurred. 
There are obvious advantages and disadvantages in both types of mechanisms. The next-event 
time advance mechanism has the advantage that less computation is needed over the fixed- 
increment time advance mechanism, as unnecessary time steps are skipped, but inevitably at the 
expense of losing data regarding certain values in some of these time steps. These may still be 
needed to calculate statistics, that will enable a better analysis of the system, which the latter 
will have generated. 
2.2.2 Overview of SC Simulation and Modelling Tools 
The goal of computer tools for SC usually encompasses the twin purposes of the design and the 
analysis of SCs. There has been much progress over the decades since the work started in the 
1960s and inevitably additional complexities are continuously being incorporated into the 
models to increase their accuracy and reliability. 
The categorization of current SC simulation and declarative modelling tools can be done by one 
of either two methods. The first is via the intended use of the tool, the other by the nature of the 
tool as described in section 2.2.1. This literature review will first partition the works in terms of 
the nature of the method, and then proceed to suggest a further categorization of the work done 
in each area according to the goal of the tool. 
Edric Margono Page 26 of 145 PhD. Thesis 
Literature Review Imperial College London 
While there are a number of works that are available for generating tools for SCs, there is a 
typical set of objectives that these tools aim at dealing with. It is more useful to see how, in 
dealing with particular goals, these tools have developed rather than simply looking at how the 
tools have developed in general. 
Beamon (1998), in illustrating the SC process also shows how a basic breakdown of the tools 
based on their purpose can be achieved, as shown in figure 2.4. 
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Figure 2.4 Illustration of key component of a supply chain analysis and 
division of purpose of simulation and modelling tools taken from Beamon (1998). 
Beamon (1998) provided an overview of the existing literature on the then existing work on SC 
models, and partitions the type of models into analytical (which can be either deterministic or 
stochastic) models and simulation models. Shah (2005) provides a more recent review of the 
field for SC modelling, and primarily divides the works based on their objectives, rather than 
the methodology that is used. Examples of the groups are SC network design, process capacity 
planning, SC simulation and policy analysis and SC planning with papers that cover industrial 
applications also being described. 
2.2.3 Status quo of SC Simulation Tools 
In the creation of simulation models of SCs, the question that must be answered is: why use 
simulations over declarative models? There is one fundamental decision which stem from the 
fact that the limitation of analytical declarative models is that too many assumptions may have 
to be made in order to allow the system to be specified mathematically, thus losing many details 
which may be important to the system, and that simulation methods do not make such 
compromises (Slats et al. (1995)). 
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A second consideration is the availability of commercial packages that can aid the rapid creation 
of such models. Extend and Witness are two basic examples of Discrete Event Simulation (DES) 
tools which have a library of pre-defined building blocks to aid in creating a model of a design 
process. 
A comparison of three DES software packages using a uniform weighing scheme was presented 
by Zapata et al. (2007). This involved taking three different DES software packages (E M Plant, 
Extend and Flexsim) and using a set of 23 criteria which range from the usability of the inbuilt 
library to the GUI and to optimization capabilities. Their conclusions showed that EM Plant 
scored the highest out of the results with Extend as second and Flexsim third. 
The use of simulation models of SCs is normally intended to be an aid in educating and 
informing decision making for SC workers (Berry and Naim (1996)). This can range from the 
implementation of new policies for stock holding, order fulfillment or material requisitioning, to 
the introduction of new equipment or resources or even the use of new technologies that 
improve the flow of information in the SC. 
One example in light of recent efforts in SC simulation and modelling work to consider the 
entire SC structure, particularly capturing critical relationships both upstream and downstream, 
is presented by Julka et al. (2002) who describe a framework for a SC Decision Support System 
(DSS). The framework integrates the various elements of the SC such as enterprises, their 
production processes, the associated business data and knowledge, and represents them in a 
unified, intelligent and object-oriented fashion with software agents emulating the entities, i. e. 
various enterprises and their internal departments. The framework helps to analyze the business 
policies with respect to different situations arising in the SC. 
Two key technologies for use in simulation that have also recently come to light are object- 
oriented modeling and agent-based simulation. 
Alfieri and Brandimarte (1997) explain the advantages of the use of object-oriented modelling 
for SCs, which lie primarily in the fact that such models tend to be highly complex and contain 
a variety of tasks at both structural network design and actual management levels, which would 
benefit from a modular modelling approach. The modular approach that object-oriented 
modelling offers allows easier experimentation of different alternatives via the use of predefined 
building blocks and transition to an operational software status. 
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Chu (1997), while in agreement with Alfieri, provides additional reasoning for the use of object- 
oriented techniques to create simulation models and has provided an introduction and an 
intuitive methodology for using object-oriented modelling techniques, which utilise the concept 
of actors and scripts. A list of the advantages of the object-oriented methodology is also 
provided, which consists of the naturalness of the representation of real-world entities and their 
actual interaction, and the ability to handle a high level of complexity and whilst being highly 
flexible, which stems from how each object captures the individuality of a component in the 
system. 
Object-oriented programming therefore leads to the ability to use actors and scripts, otherwise 
known as agents, in order to simulate the behaviour of various individuals, divisions or even 
enterprises within the SC. Gjerdrum (1998) has highlighted the important reasons for multi- 
agent based simulation to be used, namely that the reality of SCs is such that there are 
independent entities, often working without complete information of what is occurring in other 
parts of the SC, with messages being passed between these entities as the only communication 
allowed. Thus multi-agent systems are the best way of capturing that feature of SCs now. 
However, Janssen (2005) criticised earlier work on multi-agent systems as having limited value, 
as their design often neglects existing organizational realities, and the business value for the 
various stakeholders is not clear. He establishes a multi-agent system based on a semi- 
cooperative architecture and evaluates the benefits using agent-based simulation, arriving at the 
conclusion that the system increases the level of flexibility and responsiveness, which leads to a 
positive impact on the ordering lead-time, human processing time, the inventory levels and 
number of stock-outs. 
The review of various case studies after this is split into two different sections: those that are 
applicable to a single site, and those that apply to multi-site systems. 
Single site studies 
Much work has been performed on single site SC issues, as many companies are just one link in 
the entire SC and do not have much access to information about other members of the SC or 
influence on their behaviour. Such case studies often attempt to deal adequately with stochastic 
elements which such entities have to face. 
Wikner et al. (1991) have created a simulation of a SC, which uses a block diagram capable of 
considerable simplification as a basis, to gain a deeper understanding of a SC system. In a study 
to improve the performance of the SC system, five particular target areas for improvements are 
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studied along with the evaluation of the results obtained against a Forrester model. The results 
obtained show that via better utilisation of the information flow significant reductions in the 
demand amplification can be achieved without substantial expenditure. 
Alfieri and Brandimarte (1997) use an object-oriented language, MODSIM, as opposed to a SC- 
oriented tool, to create a model of a manufacturing system to show the capabilities of object- 
oriented simulation models. 
In an attempt to deal with planning and scheduling problems, Bose and Pekny (2000) show that 
the two traditional methods, namely a monolithic modelling of the system and a hierarchical- 
decomposition of the system, of tackling the two issues either require extensive computational 
effort or lead to intractable problems, without even providing a way of incorporating 
uncertainties inherent in the system. A framework to tackle the issue, using an approach similar 
to Model Predictive Control, which requires a forecasting and an optimization model, leads to 
the creation of a simulation environment where these two models work in tandem to minimise 
average inventory, and schedule to meet required demands. 
Julka et al. (2002a), using the framework they presented in the first part of their two-part paper, 
describe a case study of the use of a prototype of the DSS for a refinery business, particularly 
focussing on crude procurement, logistics and scheduling aspects - known as the Petroleum 
Refinery Integrated SC Modeler and Simulator (PRISMS). This is used to study the effects of 
internal policies of the refinery and its various departments through three detailed 'what-if' 
studies that provide an insight into how the business responds to changes in policies, exogenous 
events and plant modifications. 
Perea-Lopez et al. (2001) also present a study on the SC of a polymer manufacturer, where the 
SC is treated as a decentralised system with individual components each making their own 
decisions. Different heuristics which affect SC performance are then analysed, along with a 
sensitivity analysis, aim to determine the largest disturbance that the SC can withstand. 
The implementation of a Just-In-Time (JIT) strategy to improve SC performance was also 
studied by Towill et al. (1992). This was done by the creation of a simulation model supported 
by process control engineering knowledge to evaluate the effects of SC strategies on the 
bullwhip effect. 
Berry and Naim (1996) present a paper that shows the development of simulation models that 
incorporate dynamic implication of SC redesign strategies, primarily JIT policies, a global 
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materials planning system that attains visibility of all stock levels, a strategic supplier sourcing 
policy and the by-passing of the distribution network so as to directly interface with the 
customer, for PC manufacturers in Europe. The simulation studies show improvements in SC 
performance as a result of successful implementation of those principles, but more importantly, 
show how the simulations can be used to aid in educating and informing decision making for 
SC workers. 
Disney and Towill (2003) have performed a study using simulations to compare the 
performance of Vendor Managed Inventory (VMI) against a traditional 'serially linked' SC. The 
comparison is achieved by simulating the VMI and traditional SC response to a representative 
retail sales pattern. VMI is shown to be significantly better at responding to volatile changes in 
demand such as those due to discounted ordering or price variations. 
Tewoldeberhan and Janssen (2006) use a simulation-based approach to experiment with the 
efficiency and reliability of Web service orchestrations in SCs prior to implementation. 
Multi-site studies 
With the growing understanding of the changing nature of business competition, which is 
presently evolving to a SC versus SC model, there is an increasing number of case studies 
which focus on the analysis of multi-site SC analysis, whether they belong to just one company 
or belong to many. 
In order to study improvements that can be made to the SC (referred to as a logistic chain in the 
work), Slats et al. (1995) propose that an experimental environment is needed, including a set of 
OR models and having the capability to easily and quickly build these models. A concept 
known as a `logistic laboratory' is proposed and the authors give two illustrations of such 
laboratories. 
Van der Vorst et al. (2000) describe an agent-based discrete event simulation which uses 
coloured Petri-nets to support decision making when redesigning a SC for chilled food products. 
The modelling method is based on the concepts of business processes, design variables at 
strategic and operational levels, performance indicators, and business entities which use 
scenario analysis to allow the evaluation of potential benefits of alternative designs. The results 
obtained were also compared against a real life pilot project. 
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Gjerdrum (1998) used a multi-agent modelling approach to create the simulation model for the 
SC to study the impact of the sharing of information across the SC on the performance of the 
SC. 
A framework for creating a simulation of the SC using agents was presented by Garcfa-Flores et 
al. (2000). The agents that were created in the work were to represent retailers, warehouses, 
plants and raw material suppliers, each with its own functions and features; this is done through 
the common agent communication language known as 'Knowledge Query Message Language' 
(KQML). This methodology was chosen to capture the component dependencies to ensure a 
more realistic model which incorporates one of the more critical points of the SC which is at 
present not very well modelled or understood, the inter-company interface. 
Biswas and Narahari (2004), using an object oriented approach, developed a decision support 
system called DESSCOM (DEcision Support for SCs through Object Modeling) which enables 
strategic, tactical, and operational decision making in SCs to establish a unified approach in the 
flexible modelling of SCs so that any required representation may be constructed rapidly. 
DESSCOM consists of two components, DESSCOM-MODEL and DESSCOM- 
WORKBENCH. DESSCOM-MODEL is a library of carefully designed generic objects for 
modelling SC elements and dynamic interactions among these elements, while DESSCOM- 
WORKBENCH is a decision workbench that can include powerful algorithmic and simulation- 
based solution methods for SC decision-making. A prototype of DESSCOM, based on a liquid 
petroleum gas SC, is demonstrated as an illustration to the methodology. 
Hung et al. (2006) present an object-oriented architecture for the modelling of SCs by the use of 
a generic supply-chain node to capture the key features, inventory control, manufacturing 
processes and order handling, of a SC entity. This system allows experiments to be conducted in 
a dynamic environment for the trial and comparison of different SC policies via Monte Carlo 
simulations to determine the effect of uncertainties. The object-oriented nature of the approach 
also means that more complex models can be attached to increase the detail level of each node. 
A case study to show the capabilities of the tools is also presented. 
One additional interesting type of simulation which exists, which has been pointed out by Terzi 
and Cavaliieri (2004), is what is known as Parallel Distributed Simulation (PDS). Terzi and 
Cavaliieri (2004) conduct a survey of literature relating to simulation technologies which are 
being used by companies to tackle SC issues. While the majority are still single platform 
simulations, PDS contains the potential to create far more realistic models, where detailed 
models of each entity of the SC are constructed by the entity it is modelling, and then allowing 
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these models to be used in a joint simulation to study the behaviour of the SC. While the 
complexity of such a task is still proving to be too daunting for widespread implementation, it is 
an idea that has potential. 
2.2.4 Status quo of SC Modelling Tools 
Declarative modelling of SC is an area where much more work has been done than on 
simulation work. Much of the work that has been done here is in the development of specific 
methodologies to help tackle various aspects of problems that were of interest at that point in 
time. There is a natural progression of the work, beginning with single site deterministic work 
and finally progressing up to multi-site stochastic studies. This is not to say that the single site 
deterministic work is not cutting-edge, but rather improvements in computational capabilities 
have opened up new research possibilities in some of these areas. 
Much of the commentary on the difference between single site and multi-site studies in the 
earlier section on simulation work is also valid in this section as well. In relation to stochastic 
modelling in simulations, this is less important, as a Monte Carlo simulation allows stochastic 
elements to be handled suitably, but in a declarative model, there are greater complications, 
especially in the light of optimization techniques. 
Certainly, the increase of computational ability has led to an increase in possibilities about what 
can be considered, leading to more declarative models that account for stochastic elements. 
It is to be noted that the literature review of this section does not fully reflect the depth of the 
work that has been done in this area. While far more work has been done on modelling tools as 
opposed to simulation tools, but a decision to present a balance of papers in each area. The 
works by Shah (2005) and Beamon (1998), which both review works in the SC area, will 
provide a more thorough review. 
Single Site - Deterministic 
The basic approach for a multiperiod MILP model for the optimal selection and expansion of 
processes for supply, based on forecasts of the demand and prices, in this case of chemicals, is 
presented by Sahinidis et al. (1989). An investigation to reduce the computational expense of 
solving such long horizon problems is investigated, based on various strategies, such as branch 
and bound, integer cuts, etc. 
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Sahinidis and Grossmann (1991a) present an improved version of this work to reduce the 
computation time of the solution by an order of magnitude through a reformulation of the MILP 
model. 
Sahinidis and Grossmann (1991b) also produced work that addresses the problem of cyclic 
multiproduct scheduling on continuous parallel production lines (a typical example would be 
speciality chemical manufacturing) which uses a large mixed integer nonlinear program 
(MINLP) algorithm to deal with both the combinatorial (assignment of products to lines and 
their sequencing on each line) and continuous (duration of production runs and frequency of 
production) parts of the problem. Through an exact reformulation technique, under certain 
convexity conditions, the MINLP can be linearized to avoid large non-linear subproblems and 
obtain a global optimum solution to the overall problem. An implementation of the techniques is 
also described, based on a polymer production plant. 
A mathematical programming approach for the streamlining of operations and provision of 
design modification suggestions, to improve the performance of a fine chemical industry SC, is 
presented by Voudouris (1996). The model consists of a large system of linear algebraic 
equations with a significant number of degrees of freedom. It is based on a discrete time 
representation to capture the dynamics of the system. The model can then be used to identify 
production bottlenecks and allow them to be tackled and, with the introduction of binary 
variables to represent discrete decisions, a large scale MILP is obtained. This can be solved to 
generate results that allow production schedulers to ensure operational feasibility and identify 
areas for improvement. 
Iyer and Grossman (1997) offer a similar work to that done by Sahinidis et al. (1989) and 
Sahinidis and Grossmann (1991), except that the multiperiod operation that is studied and 
modelled is the operational planning problem for utility systems. A MILP formulation is used to 
capture the complexity of the problem, which includes varying demands for utilities and 
operating and changeover costs for the various units. A two-stage approach is adopted to reduce 
the computational time required, and the solution to three sample problems yields savings of up 
to 5% of the total annual cost of operation through reducing the number of start-ups and 
shutdowns. 
Iyer and Grossmann (1998) extend their earlier work (Iyer and Grossman (1997)) with the 
consideration of process synthesis in addition to the operational planning of utility systems. 
Clearly, the design of the systems would have a significant impact on the performance of the 
overall process, even though the consideration of the choice of units for design produces a 
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model that is computationally expensive to solve. A two-stage decomposition of the MILP is 
employed, and the numerical solutions of several sample problems are shown. 
Ahmed and Sahinidis (2000) perform a study on mixed-integer optimization techniques, which 
constitute a major basis for tackling process planning problems. A key issue is that there is an 
exponential increase in the computational effort as the problem size increases. This study is an 
analytical investigation of whether there is a possibility of designing 'efficient' exact algorithms 
for this class of problem, and if it is possible that provably good approximations can be devised. 
The theoretical findings presented are substantiated with computational results. 
Sabri and Beamon (2000) present an integrated multi-objective SC model for simultaneous 
strategic and operational SC planning. This is done to aid the design of efficient, effective and 
flexible SC systems along with the evaluation of competing SC networks, by looking at the 
difficult tradeoffs that occur within the decision-making process of designing (or even altering) 
a SC. A limitation of the system, however, is that the model is a steady state as opposed to a 
dynamic one. 
Neumann et al. (2005) present a paper that deals with scheduling batch, continuous and semi- 
continuous production processes, where intermediate storage facilities and common renewable 
resources, such as processing units and manpower of limited capacity, have to be considered. 
Different storage configurations of process industries, a basic scheduling problem covering the 
production modes, and lastly an exact and truncated branch and bound method for the basic 
scheduling problem are investigated. The conclusion is that the solution approach is flexible and 
simple and still has the ability to solve large problem instances, approximately but with 
sufficient accuracy. 
Tsiakis and Papageorgiou (2007) present a methodology to determine the optimal configuration 
of a production and distribution network subject to both operational and network constraints, 
including the possibility of out-sourcing production. A MILP model, based on a case study for a 
coatings business unit of a global speciality chemicals manufacturer, is used to describe the 
optimisation model and to illustrate the possibility of deploying these kinds of models for other 
scenarios. 
Single Site - Stochastic 
In an attempt to address the conflict between a firm's production management, who would 
normally desire production batches to be large and production smooth, to reduce cost, and its 
distribution management, who would prefer batches to be small with frequent production 
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changeovers, to allow for a rapid response to constantly changing market dynamics, Pyke and 
Cohen (1994) created a simple integrated production-distribution system. The model consists of 
a single site factory, a finished goods stockpile and a single retailer. It incorporates stochastic 
elements and allows an examination of the performance characteristics of the system, 
illustrating the key tradeoffs within the system and, via an algorithm, obtains near optimal 
solutions. 
Pyke and Cohen (1994) further develope their earlier work (Pyke and Cohen (1993)) in, while 
using the same model as a base, increase the complexity of the system that is analysed, by the 
introduction of multiple products with stochastic and independent demand, along with the 
warehouse being able to request expedited batches once stock levels fall below a stipulated 
reorder point. Similar results in the form of the calculation of performance statistics of the 
system, insights into the system and a near optimal result are also generated. The system that 
has been demonstrated also indicates potential for being adapted to a more complicated one. 
Tsang (2005) develops a MILP model for the modelling of a vaccine SC, which takes into, 
account uncertainty concerning the twin aims of capacity planning and financial risk analysis. 
The work was done in three phases. The first was an analysis of the scheduling methodology 
used in an industrial case study to investigate and demonstrate the potential for maintaining 
shorter production times for the manufacturing of vaccines. The second stage contains a 
modelling of a vaccine SC under uncertainty. Four scenarios are considered for each product: 
failure at the clinical trial stage, success with target demands, success with high demands, and 
success with low demands. This creates a need for a stochastic multi-period, multi-stage and 
multi-scenario MILP that is formulated for analysis. The final phase of the work was to study 
the effects of vaccine supply against infectious diseases control in a population. 
Multi Site - Deterministic 
Wilkinson et al. (1996) deal with the simultaneous scheduling of three multipurpose production 
facilities that supply a large portfolio of fast moving consumer products to the European market 
together with their linked storage sites. They introduce a general scheduling representation 
covering important features of the production process, as at that point in a time a fully detailed 
formulation was not feasible, so as to create a solvable problem that generates results in the 
form of a detailed schedule for each plant. 
A MJLP model of an application taken from the chemical industry covering the relevant features 
required for the complete SCM of a multi-site production network is presented by Timpe and 
Kallrath (2000). The model combines aspects related to production, distribution and marketing 
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and involves production sites and sales points. It deals with lot sizing problems of various 
materials, different time scales attached to production and distribution, and the modelling of 
batch and campaign production. The paper also presents new concepts of how to define the 
capacity of a multi-site, multi-product production network, and how to approach complex 
planning problems. The work describes implementation in a real life scenario. 
Berning et al. (2004) describe an application based on a network of production plants with 
interdependent production schedules, multi-stage production at multi-purpose facilities, and 
chain production that addresses three distinct aspects: (i) a scheduling solution obtained from a 
genetic algorithm (GA) based optimizer, (ii) a mechanism for collaborative planning among the 
plants involved, and (iii) a tool for manual updates and schedule changes. The collaborative 
planning mechanism allows partners within a SC to work more transparently with each other for 
better SC performance in the form of greater flexibility and reduced lead times. 
Multi Site - Stochastic 
A review of the theoretical and numerical analysis of stochastic multi-echelon systems is 
presented by Houtum et al. (1996), discussing both production and distribution models. A 
consideration of the environmental characteristics where multi-echelon models naturally fit is 
considered as well as numerical procedures for quick and accurate evaluation of the system. 
Santoso et al. (2005) propose a stochastic programming model and solution algorithm for 
solving SC network design problems in order to progress earlier work, which is restricted to 
deterministic environments of only a small number of scenarios. The methodology proposed 
uses the sample average approximation (SAA) scheme, with a Benders decomposition 
algorithm, to obtain high quality solutions to the problem. A study involving two case studies to 
highlight the importance of stochastic elements is also included. 
Lieckens and Vandaele (2007) present work concerned with the efficient design of a reverse SC 
network, using an extended version of MILP models already found in the literature. An 
improvement based on combining those MILP models with a queuing model, to account for 
dynamic and stochastic aspects inherent in reverse logistics, is reported, altering the problem to 
a MINLP problem, which is then solved with a GA-based (Genetic Algorithm) method. 
To tackle a stochastic model of a multi-stage global SC network problem, Goh et al. (2007) use 
the Moreau-Yosida regularization to design an algorithm for treating it. The aim of the 
algorithm is to analyze and understand SC risk management and optimize SC performance by 
profit maximization and risk minimization. 
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2.3 Forecasting 
One of the key problems of SC work is that the future is uncertain. If the future demands on the 
system are known, it is not difficult to meet those demands fully at the lowest possible cost. 
However, to prepare against uncertainty is one of the greatest challenges for SCs. 
Forecasting methods often approximate the behaviour of an uncertain future on the assumption 
that past behaviour of the system will reflect the present and future behaviour of the system. 
There are vast arrays of forecasting methods that are available, and choosing the appropriate one 
is often difficult. 
While this section will provide an overview of forecasting methods, it will not offer an in-depth 
look at forecasting work nor indeed review all types of forecasting methods, but will only focus 
on what are termed quantitative methods and will only provide a basic overview of these 
methods, with a focus on particular areas which are of interest, as the main focus of this work is 
not on forecasting. 
First, the basics of forecasting will be covered, followed by a brief synopsis on the more basic 
forecasting methods, then dealing with more and more complicated methods. Finally, an 
overview of the measures by which forecasting methods can be compared against each other is 
given. 
2.3.1 Forecasting Methods - An overview 
Forecasting methods can be viewed as one of two types, either quantitative or qualitative. 
Although the focus will be more on the quantitative methods, it has to be noted that the division 
is somewhat artificial, and that in real life practice there is often a use of a mixture of 
quantitative and qualitative methods. 
One of the more common forms of the merger of these two types of forecast is the Delphi 
method, which involves consulting several possible `expert' forecasting methods and then from 
these forecasts deriving the one forecast to finally be used. 
Amongst quantitative methods the key division is between time series methods and non-time 
series methods. There is a further sub-division of methods into what are termed here as simple 
methods (defined in this case by the lack of use of the full data available on the system, and 
only using the previous n data points from the present time) and complicated methods (defined 
by their use of all available data and having a requirement of several full cycles of data available 
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before they give realistic answers). It is to be noted that this division is relatively arbitrary and is 
just one possible way of categorizing forecasting methods. 
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Figure 2.5 Illustration of the types and categorization of forecasting methods covered. 
Time series methods are still the most commonly used quantitative forecasting tools that are 
used in industry and thus that will be the main focus of the literature review. However, Artificial 
Intelligence (A. I. ) techniques, such as artificial neural networks and fuzzy time series methods, 
have tremendous potential and are seeing increased usage in industry. 
Another key area which relates to forecasting that will not be covered in great depth here is the 
preparation of the data that are to be used in preparing the forecast via quantitative methods. 
Verification of the quality of the data used, identifying patterns, such as trend, seasonal and 
cyclic effects, and outlier points, are important precursor steps to using the data to generate 
accurate forecasts. 
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2.3.2 Simple Quantitative Forecasting Methods 
The simplest forecasting method that exists is what is called the naive method. This simply 
assumes that the forecast for the next time unit will be the same as the value for the present time 
unit, in following the basic assumption for forecasting that there is a continuity of pattern within 
the data. The naive method is expressed in equation 2.1: 
Ft+l = Dt Eqn 2.1 
Where Fr+, is the forecast at time t+1. 
D, is the demand at time t. 
While the naive method provides the basis for where most forecasting algorithms start (that past 
patterns give an indication of future behaviour), most data sets that are used to generate 
forecasts contain a lot of 'noise' or randomness and in order to compensate for any 'noise' 
within the data set that is being forecast, smoothing methods are often used to smooth out the 
randomness of the data sets, to help highlight an underlying pattern in the data. 
Averaging methods are often used, the most common of which is the moving average, where it 
is assumed that in the next time interval, data will take the value of the average of the past n 
time units. Equation 2.2 shows the mathematical declaration of the moving average: 
r 
j: Dj 
Fr+l -n Eqn 2.2 
In considering the validity of using past data to predict future data, there can be a reasonable 
assumption that certain data points are less relevant for the calculation of the forecast. Thus, a 
weighting system is introduced as in Equation 2.3: 
Fr+, _ E1 Dr Eqn 2.3 
i=r-ni 
Where W, is the weight assigned to the demand data at time i. 
One systematic method for calculating these weights is known as the exponential smoothing 
method, where exponentially decreasing weights are used as the observations become older, 
making the typical assumption that more recent data give a clearer indication of future trends 
that much older data. Equation 2.4 illustrates this: 
Fr+1 = aD, + (1- a)Fr = 2] a(1- a)'-i Di Eqn 2.4 
i-t-n 
Where a is a chosen smoothing value. 
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There are, of course, many other variations of these smoothing methods, based on additional 
data manipulation (such as double moving averages) and more complicated search algorithms 
used to determine the ideal value for a. One notable variation of this is Winters Method (1960) 
which accounts for seasonality effects and uses a seasonal modifier to alter the final forecast. 
2.3.3 Decomposition Methods 
While these simple smoothing methods described above are quite good for allowing rapid 
calculation of forecasts, in cases where there are seasonality and/or cyclic effects they do not 
perform as well. The methods used in attempting to deal with other influences on the data are 
commonly known as decomposition methods. Decomposition methods assume that the data can 
be given as a function of the various influences plus an error contribution that accounts for the 
`noise' of the system. 
Time Series Decomposition (TSD) forms one of the key cornerstones of modern forecasting 
techniques and works by assuming that the pattern of the system is then typically broken into 
two or three components: the trend of the data, the seasonality effects, and/or the cyclical 
effects, which on some occasions are not used. The pattern is usually decomposed into these 
components based on real world observations, namely that there is often an underlying trend to 
the data with overlaying seasonal and cyclical effects. Equation 2.5 shows the mathematical 
definition of the basis of the decomposition method and equation 2.6 shows how to obtain a 
forecast using it: 
D, =P +e1 =f (T,, S,, C, )+e, 




Where P, is the pattern of the demand at time i. 
ej is the error value at time i. 
T, is the trend of the demand at time i. 
Sj is the seasonality of the demand at time i. 
Cj is the cyclic pattern of the demand at time i. 
Eqn 2.5 
Eqn 2.6 
The most common forms of the function of these decomposition methods are either the additive 
or multiplicative forms which are shown in equations 2.7 and 2.8 respectively. 
Ft+l =f (Ti+19 Sr+i + C; +1) = 
T"+l + 5j+, + Cr+1 
F, 
+, =f 
(Ti+19 Sr+1 9 Ci+i) = T, +, x 
Sr+i x C, +i 
Eqn 2.7 
Eqn 2.8 
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While these are the more common forms, they are by no means the only possible forms these 
models may take, and there are other possible variations. The multiplicative form of the 
calculation is used more often, and it is this form that is assumed to be used here. 
For TSD, the basic form of the trend assumes it to be a straight line, which is then fitted against 
the centred moving averages of the data available, across an entire seasonal cycle of the data, to 
minimise the Mean Squared Error (MSE), which is defined in section 2.3.6 (Eqn 2.21). 
Tf =a+ bi Eqn 2.9 
F, MA i 
a= `_' -b '_' Eqn 2.10 
nn 
rrr 





Where MA, =-D is the centered moving average at time i. 
x --l-Y2 
I is the length of the seasonal cycle of the data. 
The seasonality effects for the forecast are calculated by removing the trend from the data set 
and then comparing multiple cycles to calculate out the seasonality values. The trend is 
removed, and values across several seasonal cycle lengths and the obtained seasonality value are 
averaged across the years before being normalised to 1, based on the assumption that the 
seasonality effects cancel each other out over a seasonality cycle. The mathematical statement 














aggregate Eqn 2.12 
1- Si. 
aggregate 
Where 1 is the time length of the seasonal cycle of the data.. 
It is important to note that what has been outlined here is the most basic version of TSD, where 
there are only one seasonality effect and one cyclic effect to be calculated. There are other 
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possible ways of decomposing the data, and in forecasting work performed to estimate the 
demand of electricity, the data are decomposed into an underlying trend, coupled with 
seasonality effects and then tied to monthly, weekly and daily cyclical effects. Thus the 
decomposition can be modified to suit the understanding of real world trends and patterns. 
Cyclic patterns are then obtained by removing the trend and seasonality effects from the demand 
data to calculate out the cyclic effects. These would then be obtained in a similar fashion to the 
seasonality effects (Equation 2.12). 
An alternative decomposition system that has been used on demand data sets for SCM as shown 
by Shah et al. (2001) is achieved using Singular Value Decomposition (SVD). SVD is a 
standard matrix decomposition technique that decomposes a matrix into two orthogonal 
matrixes (U and V) and a matrix rank (E). 
Y= UEV T where YE R"' Eqn 2.13 
On applying SVD to a set of demand data (for multiple products over the same time frame) for 
forecasting, the important feature of SVD lies in its ability, via the matrix rank, to show how 
some of the demand data sets actually follow a similar pattern. This leads to an increase in 
accuracy in the generation of the models, as more data are available in calculating the patterns 
for the demand data. 
This has particularly important applications in the generation of forecasts of new product types 
or product types undergoing events that have an impact on their demand levels, as for these 
cases there are no historical data to allow for the generation of forecasts. However, SVD will 
provide a means of detecting whether or not the demand patterns of these products follow 
demand patterns of past products undergoing similar events, allowing those patterns to be used 
to predict the effects by being overlaid over the trend. 
2.3.4 Regression Methods 
Another way of performing forecasting is to investigate how data can be expressed as functions 
of other independent variables, say, for example, that the demand for ice-cream is dependent on 
the temperature for the day. In such cases a regression analysis against one or more variables 
can be performed to establish a regression equation. This is typically done by minimising the 
MSE. 
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Further complexities, including interdependencies of the variables the forecast data are based 
on, can also be considered with what is usually termed econometric modelling. 
2.3.5 ARIMA 
Autoregressive Integrated Moving Average (ARIMA) methods are methods which are based on 
the combination of regressive and decomposition methods and cover an entire range of possible 
forecasting models. 
Most ARIMA processes are typically written in the ARIMA (p, d, q) format where p is the order 
of the autoregressive process, d is the degree of differencing involved, and q is the order of the 
moving average process. Equations 2.14,2.15,2.16 and 2.17 show the basic variations of these 
combinations. 
ARIMA (0,0,0), also known as a random model: 
D, =, u, + eý 
ARIMA (1,0,0), also known as a Autoregressive (AR) Model order one: 
Dý _OD, -1+/i+e, 
ARIMA (0,1,0), also known as a non-stationary random model: 
Dý =Dia + et 
ARIMA (0,0,1), also known as a moving average model of order 1: 





Box and Jenkins (1976) have performed a detailed study of ARIMA processes and arrived at a 
structured manner to approach the use of ARIMA methods in order to identify the appropriate 
model to use, and verifying the choice, before using it to estimate or forecast data. Figure 2.6 is 
a brief illustration of the Box-Jenkins approach. 
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Figure 2.6 Schematic overview of Box-Jenkin methodology for ARIMA processes 
taken from Makridakis and Wheelwright (1983). 
A more complex variation of ARIMA methods that factors in seasonality by the introduction of 
seasonal variables is typically written in the format of SARIMA (p, d, q, P, D, Q, L), where P, 
D, Q are to account for seasonality effects and L is the length of the season. 
However, the complexities of ARIMA and SARIMA processes have deterred many from using 
them as the chosen forecasting methodology despite their flexibility. 
2.3.6 Artificial Intelligence Techniques 
AI techniques for forecasting is one of the, if not the, fastest growing areas of research for 
forecasting methodologies. There are two primary ways that Al techniques are used for 
forecasting. The first is as an optimization and search tool to help choose the appropriate 
variables to be used with some of these forecasting methods. The most common of these would 
be the a value for exponential smoothing methods, the values for the trend, seasonal and cyclic 
components in TSD, and p, d and q variables for ARIMA, along with the coefficient factors for 
the subsequent ARIMA equation. The second is to train the Al system to learn the underlying 
patterns of the demand and other associated variables and to generate a forecast. This section 
will look at two of the more common of the Al techniques, neural networks and genetic 
algorithms, and provide additional reference for a few other methods. 
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In this section, only two methods, neural networks and genetic algorithms will be discussed to 
illustrate the more commonly known and used Al methods, and illustrate them in use as an 
optimization and search tool. This neither mean these are the only two methods, nor does it 
mean that this is the only way these methods can be used. 
Neural Networks 
Neural networks, having been inspired by their biological counterparts, are made up of 
interconnected nodes, termed neurons. The idea is for the network to imitate the learning 
process of the human mind, to better enables the network to be better equipped in dealing with 
poorer quality data. 
Each neuron consists of one or more input sources, which can be any kind of data point, so in 
the case of the demand of ice-cream, these maybe previous demand, weather conditions, time of 
the year and other kinds of data, each with its own weight. These inputs are then interacted with 
each other, most common would be a simple summation, and then transformed via another 
function to generate the output. You can then have several layers which takes the outputs of 
previous layers to use as inputs. The weights of these inputs, the way the inputs interact with 
each other are then manipulated to see which gives the best forecast. Figure 2.7 is an illustration 
of a neuron in a neural network. 
W, A Neuron 
1---"-f -"- -"1 





Figure 2.7 Illustration of a neuron in a neural network taken from Remus and O'Conner (2001). 
A neural network is made up therefore of one or more layers of such neurons (termed the hidden 
layer), which may or may not be interfacing with each other to generate the forecast, as 
illustrated in figure 2.8. However, establishing the architecture (the number of nodes and layers 
involved, including their interactions with each other) is not a simple task, and once it is 
established, the network still has to be trained (when the weights and the bias of each node are 
adjusted) before it is used to generate forecasts. 
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Figure 2.8 An illustration of a basic neural network based on a diagram 
taken from Zhang. Patuwo and Ilu (1998). 
For further information on neural networks, Mang et al. (1998) provide an overview of the state 
of the art and the key methodologies that can be used for each step of constructing, training and 
using neural networks. 
Work done by Mang et al. (2005) has shown that neural networks are not able to capture 
seasonal or trend variations effectively, but that the data must first be processed (to reduce 
forecasting errors). They determine that detrending and deseasonalization are the best 
preprocessing steps that can be taken. 
Taskaya-Temizel and Casey (2005) have performed a comparative study of autoregressive 
neural network hybrids against normal ARIMA methods and have shown that the hybrid 
methods need not necessarily produce more accurate results. It is still more important that the 
data being forecasted is considered carefully before choosing which forecasting methods to use. 
Genetic Along ithins 
Genetic Algorithms (GA) (Goldberg (1989)) are based on the mechanisms of natural selection, 
i. e. `survival of the fittest'. In the process of searching out variables, genetic algorithms use a 
starting set of candidate solutions, then variables of the best of those candidate solutions are 
selected to generate offspring (partial candidate solutions) to be combined together to form the 
next generation of candidate solutions. That involves crossing the various partial candidate 
solutions or by mutating existing candidate solutions in some way. This is done until a 
satisfactory solution or solutions are achieved for the problem. 
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The overall algorithm is illustrated in figure 2.9, while a more detailed figure illustrating the 
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Figure 2.9 Overall algorithm flow for genetic algorithm. 
One typical problem of genetic algorithms is determining the termination step of the algorithm. 
Typically a residual between the best solution-sets is stipulated along with a maximum number 
of generations to which the algorithm is allowed to run. However, those limits are usually 
determined arbitrarily initially, and some studies will need to be carried out on determining 
these limits, along with the quality of the solution that is generated by the algorithm. 
The generation of the mutation strands is a further area that requires investigation, for example, 
as to whether a completely random solution set is chosen, or whether more sophisticated 
sampling techniques could be used to help generate mutations that are of more benefit to the 
algorithm. 
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Detailed example of the crossover component for genetic algorithms based on a three 
(x, y, z) variable optimization. 
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Figure 2.10 Detailed illustration of the crossover and mutation mechanism for genetic algorithms. 
GAs have also very often been used to aid in parameter estimation for various forecasting 
methods. There have been several works published in recent years on using genetic algorithms 
to aid the training process of neural networks. However, GAs are not only used for parameter 
estimation. Ong et al. (2005) have shown how genetic algorithms can be used for model 
identification of ARIMA and SARIMA models. 
2.3.7 Measures of Forecast Performance 
The availability of so many different types of forecasting methods now also raises the question 
of how the forecasts obtained from these different methods compare with each other and 
compare against the actual data. 
One of the key means to study accuracy is through analysis of the errors of the forecast which 
may be defined as in equation 2.18. This is also on occasion referred to as the residual. 
e, =D, -F, Egn2.18 
However, looking at individual errors is often not very useful, and thus statistics can be used to 
help analyse the forecasts that have be generated as a whole. The most basic measure of this is 
the Mean Error (ME), as shown in equation 2.19. 
n 
ME=- 
; _i n 
Eqn 2.19 
Edric Margono Page 49 of 145 rý; PhD. Thesis 
Literature Review Imperial College London 
In some cases the mean error is not very useful either, as poor forecasts could yield a low ME as 
long as there are both positive and negative errors that cancel each other out in the ME equation. 
In some cases, for example the production of products with a long shelf life, this is not a 
problem as stock can be held and sold later but in others, such as products with a short shelf life, 
this is not a possibility. Thus, a Mean Absolute Error (MAE) is on occasion a more useful 
statistic. The MAE is defined in equation 2.20. 
MAE=1I: le, ) 
n r., 
Eqn 2.20 
One final basic variation of the standard statistics is the Mean Squared Error (MSE), as shown 
in equation 2.21, which will scale the penalty of the error according to the size of the error. A 
larger error leads to a much larger contribution to the MSE than numerous small ones (i. e. an 





In addition to those standard measures of the size of the errors, one of the other key statistics 
that is important for looking at the performance of forecasting method is the 'scatter' which is 




One further variation in the way that it is possible to obtain a slightly different version of the 
previous statistic is by using Relative Errors (RE) instead of the normal error, and this statistic 
can then be obtained by substituting the relative errors for the errors in the equation above. In 
this particular case, the RE is taken against the forecast, as there are many cases where the 
demand data is zero; thus taking the RE against the demand leads to numerical problems. This 







While such normal statistics are useful for looking at the performance of individual forecasting 
methods, Theil's U-Statistic (Theil 1966) provides a method of direct comparison of forecasting 
methods against the naive forecasting method (equation 2.1) to provide a basis for the 
comparisons. Theil's U-Statistic is defined mathematically in equation 2.24. 
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2 
1 (FPE APE )2 
I Fi+i - D, +i 
U= n -I r=1 
r+ý - r+t 
- 
r=, D, Eqn 2.24 
2 1 (APE )2 "-, D, +, - 
D, 
n-1r=, r+, D r=ý r 
Where FPE = 
F'+' - D' and APE = 
Dr+' - D, 
D, D, 
Thus if an error measured by the U-statistic is greater than 1, then the methodology is 
performing worse than the naive forecasting method. 
Another useful statistic is the Durbin-Watson Statistic (D-W), which helps to show if a 
forecasting method has still not accounted for all the patterns except for the errors which are 
essentially random (i. e. do not have a regular pattern). If all the errors are essentially random, 
the D-W statistic will have a value around 2. Equation 2.25 states the mathematical definition of 
the D-W statistic: 






Two additional statistics, which may also be useful to look at for the performance of forecasts, 
are the variance (VAR) and the coefficient of variance (COV). The VAR (equation 2.26), which 
is the square of the standard deviation (a), is a measure of the spread of the data and is typically 
applied to the residuals, and the COV is the measure of the dispersion of a distribution and can 
be used to observe how close two sets of data are. To this end, the COV can be used to check 
how demand and forecasts match up against each other. While is COV is typically described as 
the ratio of o against the mean, it can be expressed as in equation 2.27 
VAR = Q2 =1 
ýej 
- eý2 Eqn 2.26 
n 1s, 
coy =nn Eqn 2.27 
_I: Dl 
n , _, 
Optimization routines can be used to minimise one of the measurement statistics discussed in 
this section and this will include the A. I. methods discussed in section 2.3.6. 
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2.3.8 Comparison of forecasting methods 
While much work has been undertaken in comparing forecasting methods for specific case 
studies, this thesis cannot provide a comprehensive overview and will highlight only certain 
work. 
See Toh (2003) presented a thesis where forecasting methods were used for implementation in a 
SC analysis. On the analysis of TSD, Least Squares regression and SVD, along with certain 
variations on those methods, and using the COV as the principle test statistic, SVD was shown 
as the most promising method for forecasting demand data of ice-cream, which is highly 
seasonal, although further analysis of the forecasting methods in the light of weather conditions 
was recommended by the author as a way of improving the forecasts. 
Guillemette (2005) performed a similar analysis for forecasting the demand for flavours in 
relation to SCs and the consequent need to forecast the amount of raw materials required to 
produce the flavours. A comparison of the naive method, time series decomposition and two 
additional hierarchical forecasting methods (where the demand for the raw materials is derived 
from the forecasts of the flavours and vice versa) is performed. An analysis of the performance 
of these methods against the ME, MAE and MSE was presented with the naive method 
performing the best on the MSE and MAE. 
The textbooks on forecasting by Nash and Nash (2001), Armstrong (2001) and Makridakis and 
Wheelwright (1983) and many other works on comparing forecasting methods indicate a 
consensus that there is no one most appropriate method for forecasting, and that each case must 
be considered on its own merits. One particular point to emphasize, too, is that as studies have 
shown, the complicated methods do not necessarily outperform the simpler forecasting methods. 
The performance of forecasting methods also depends heavily on the horizon of the forecasting 
exercise together with the performance measures that are used. The mechanisms by which the 
data are prepared before being used by the various forecasting methods are also crucial in 
affecting the performance of forecasting methods. 
One of the most comprehensive comparisons of forecasting methods has been made by 
Makridakis et al. in the form of the M-competitions, which was first started in 1982 (Makridakis 
et al. (1982)). Two follow-up works have since been published, the M-2 (Makridakis et al. 
(1993)) and M-3 (Makridakis and Hibon (1993)) competitions, which take a range of demand 
data from multiple available sources, to ensure a range of criteria of data is analysed by an entire 
Edric Margono Page 52 of 145 PhD. Thesis 
Literature Review Imperial College London 
set of time series based methods. The findings corroborate the findings in the forecasting text 
books previously referred to. 
Reid and Sanders (2005) list the weaknesses and strengths of some of these forecasting 
methods; this provides a quick and easy reference as to how to choose the most appropriate 
forecasting method. It is shown in table 2.4. 
Type Description Strengths Weaknesses 
Naive Uses last period's actual Simple and easy to Only good if data 
value as a forecast use change is little from 
period to period 
Simple Uses an average of past data Good for level Requires carrying a 
Mean as a forecast pattern lot of data 
Simple A forecasting method in Only good for level Important to select 
Moving which only n of the most pattern the proper moving 
Average recent observations are average (n value) 
averaged 
Weighted A method similar to the Good for level Selection of weights 
Moving above except the patterns; allows requires good 
Average observations may have placing of different judgment 
different weights weights on past 
demands 
Exponential A weighted average Provides excellent Choice of 
Smoothing procedure with weights forecast results for exponential decay 
declining exponentially as short to medium rate is important 
data becomes older length forecasts 
Trend An exponential smoothing Provides good Should only be used 
Adjusted model with separate results for trend data for data with trend 
Exponential equations for forecasting the 
Smoothing level and trend 
Linear Technique uses the least Easy to use and Data should display a 
Trend Line squares method to fit a understand clear trend over time 
straight line to past data 
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Seasonal Computes the percentage Simple and logical Make sure 
Indexes amount by which data for procedure for seasonality is actually 
each season are above or computing present 
below the mean seasonality 
Linear Uses the least squares method Easy to understand Make sure a linear 
Regression to model a linear relationship provides good relationship is present 
between two variables forecast accuracy 
Multiple Similar to regression but A powerful tool in Significantly 
Regression models the relationship of forecasting when increases data and 
multiple variables with the multiple variables computational 
variable being forecast are being considered requirements 
Table 2.4 A list of comparisons offorecasting methods taken from Reid and Sanders, (ZOU. ). 
2.4 Optimization 
Optimization techniques are a key component in quantitative computer-based methodologies, 
and there is a wide array of commercial packages available for various kinds off optimization 
application along with tremendous amounts of work still being done in this field in many areas. 
This literature review on optimization will only serve as an introduction to the key and relevant 
aspects of optimization that is relevant to the work. 
The aim of optimization is the use of quantitative methods to determine the maximum (or 
minimum) solution to the objective function of a system subject to various constraints. In SC 
systems, some examples of typical objectives would be the maximisation of profit, equipment 
utilization and service level or the minimisation of costs, stock levels or lead times. 
In trying to optimize a system, there are two issues that have to be tackled, the way the problem 
is formulated and how it is to be solved once it has been formulated to produce an optimal 
answer. Edgar et al. (2001) is a textbook that provides more comprehensive material on the 
basics of optimization. 
The formulation of an optimization would involve deriving a set of equations that that are the 
constraints on the systems (which may be either be equality or inequality statements) with a set 
of independent variables that can be manipulated to optimize a stated objective function. 
However, the formulation of an optimization is not a simple task for several reasons. One such 
reason is in the case where the constraints of the system are not defined by a set of empirical 
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data which has to be interpreted into a mathematical statement. The other is in the interest of 
formulating the problem in a way that will enable a solution to be obtained more speedily, the 
following are just two examples of what can be done: 1) To formulate the optimization problem 
into a simpler class of problems which is to be discussed in the following section; 2) To 
decompose the problem into smaller optimization problems. 
The solution methods to optimization problems are based on the class of the optimization 
problem and certain classes of problems are far more difficult to solve than others. The 
following a list of some of the key distinctions in the classes of these problems and a short 
discussion on the key issues pertaining to them. 
The first and most important distinction, for optimization problems is between linear (LP) and 
non-linear problems (NLP). A non-linear statement is defined where the variables of the system 
are not of the first order, and if any statement (either a constraint of the objective function) is 
non-linear, then the problem is a NLP. However, LPs are an order of magnitude simpler to solve 
than NLPs, and in the formulation of the optimization problem, it is highly desirable to ensure 
that the problem is an LP. 
A further sub-categorisation of optimization problems is whether the problem is determined to 
be convex or concave. This primarily concerns NLPs only as all LPs are convex. A convex 
problem is one where, for any given two chosen value of a variable that are valid, all the 
possible points between the two points are valid as well. This is an important classification for 
determining a global solution, as in the case of concave problems, there will exist local optimum 
solutions. Methodologies to determine the global optimum solutions is currently an active field 
of research, with tremendous amounts of work being done as the majority of commercial 
optimization packages cannot determine whether the solution obtained by the system is the 
global optimum or just a local optimum solution. Floudas et al. (2005) provide a comprehensive 
review of the state of the art for global optimization in relation to five different types of 
problems: twice continuously differentiable non-linear problems, mixed integer non-linear 
optimization, differential algebraic systems, grey-box and nonfactorable problems, and bilevel 
nonlinear and mixed integer optimization. However, it should be noted that in some cases, 
obtaining a sub-optimal solution is an acceptable outcome as the accuracy of the system of 
equations, based on various factors such as stochastic elements means that the implementation 
of the solution cannot be as precise as the solution given by the system. 
Another class of optimization problems is based on whether there are the equations in the 
system are continuous or discontinuous. One special case of discontinuous systems are the 
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presence of integers within a formulation also leads a set of different categorisation. The most 
common of which is called Mixed Integer Programming (MIP), whereby some variables in the 
system are continuous, and others are integer based. This class of problem is often combined 
with LP and NLP to form Mixed Interger Linear (MILP) or Mixed Integer Non-Linear 
(MINLP) problems. The common method used for solving such problems is the Branch and 
Bound methods using LP relaxations. 
The final class of optimization problems that will be mentioned in this review, are problems that 
contains stochastic elements. Stochastic elements cause the finding of a solution for an 
optimization problem complex due to the uncertainty for the system. This is an area where a lot 
of work is going and Sahinidis (2000) provides an overview of the classical methods for 
performing optimization under uncertainty, while also exploring the main areas for development 
in this type of optimization problem. 
2.5 Stochastic Elements 
The usage of stochastic elements within SC work is increasing, as work in the direction of 
handling uncertainty appropriately increases. Stochastic elements within a SC are often found 
in important details, such as the error term for demand, processing unit unavailability due to 
breakdowns, the failure of a quality control check on a product, to the delayed arrivals of raw 
materials, all of which have major impacts on SC performance. While work has been done in 
SC modelling to deal with these elements, one of the current challenges is duplicating the 
behaviour of these stochastic elements within computer models accurately. 
Stochastic elements are usually duplicated within computer models based on two components: 
statistics derived from historical observations of the behaviour of these stochastic elements, and 
a random number generator for a uniform distribution between 0 and 1 (U(0,1)). The statistics 
serve to scale the random number that has been generated. 
While the generating of statistics from historical observations is a subject that has been written 
about in many textbooks, it is still something that must be implemented very carefully. As yet, 
the best way of generating such a statistical distribution that best models a set of observations is 
based on human observation of the patterns. Certain basic computer packages do exist for trying 
to generate a statistical fit for a given data set. 
Random number generators are the basis for generating stochastic elements within computer- 
based simulation and modelling tools. While the task of generating a uniform distribution 
between 0 and 1 may not appear to be a difficult problem, it is a particular problem, especially 
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when considering low numbers of sampling replication-,. It is often assumed that randuin 
number generators within standard packages such as Microsoft F, xccl can produce acceptable 
results. However, basics test runs show that this is not the case. 
The fact that it low sample from it random number generator tends to give a basic shape of a 
normal distribution of the numbers means that the results that are generated can adversely affeel 
the final results that are obtained. Consider, say, that the observed statistical distrihution of a 
random event can be described acceptably by it normal distribution. The event is then simulated 
by means of a number obtained from it random number generator and using the normal 
distribution to obtain the corresponding value. The ideal for the simulation is that the observed 
points generated can also be described by the same statistical distribution. However, if the 
quality of the random number generator is not good enough, and there is it blas towards it 
distribution other than U(0,1), this will affect the simulated behaviour of the system. 
if random number generator contains a bias. 
Low-discrepancy sequences (LDS), unlike standard random number generators, remember 
where the previous points were and attempt to generate sample points to make the distribution 
near uniform. Kucherenko and Sytsko (2005) have shown how the choice of low-discrepancy 
sequences has an effect on the efficiency of a multi-level single linkage (MLSL) algorithm, 
which attempts to produce a solution for a global optimum. Examples of such pseudo-random 
number generators have been proposed by Sobol and Levitan (1999) and Niederreiter (1994). 
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Monte Carlo (MC) simulations are traditionally used to handle stochastic elements. MC is quite 
an old methodology, that has been in use to deal with systems with a high degree of variables 
and/or complexity. One key aspect of Monte Carlo simulations is that purely random numbers 
are often not required, and quasi-random numbers would suffice (i. e. employing a LDS to 
generate the numbers rather than a standard computer-based random-number generator). The 
use of such quasi-random numbers tends to reduce the amount of computational effort that is 
required to solve a given problem. These methods, using quasi-random numbers, are labelled as 
quasi Monte Carlo (QMC) methods. 
Z6 Concluding remarks 
With the recent advancement and adaptation of SCM methodologies, whether they are computer 
based tools or the ideologies of SCM, there is a sudden rush to attempt to adopt the most cutting 
edge version of the available technologies by various companies. However, this has led to 
severe problems, including poor implementation within companies and the bullwhip effect, 
which has led to deterioration in SC performance. 
In focusing directly on computer-based SC models, the past few decades have seen great 
progress, and a significant recent trend is the increasing interest in models which encompass a 
large portion of the SC rather than just the a single corporate entity. However, issues of 
confidentiality and general reluctance to share information have hampered the development of 
really useful models of this nature. Growing numbers of models are starting to use a multi-agent 
approach to attempt to model the behaviour of different entities in the SC more accurately. 
The increase in computer capability and data storage has also led to a growth in the level of 
complexity that is being dealt with by these models, whether they are simulations or declarative 
models, and an increasing amount of research is being done to accommodate stochastic 
elements, which play a key role in real SC systems. 
Often the greatest problem that occurs within SC systems is the caused by the error between the 
actual demands and the forecasted demands. Thus, of all the stochastic elements within real SC 
systems, the most important is usually the error term of the demand in the system. The 
modelling of this error, or the noise of the system, is key to creating realistic inputs into SC 
systems. 
The easiest route for the generation of the demand data is through the correction of the forecast 
data by the addition of an error or noise term. As a result, forecasting methodologies are highly 
important for generating the inputs for SC models when demand data of the system is scarce, 
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which is often the case. Much work is still being done in the area of forecasting, with new 
search algorithms being used in the more complicated methods to determine the optimal 
forecasting model, although one of the greatest challenges which remain is that human 
judgement must still be employed to decide on the best forecasting method for a given case. 
Finally, we reviewed the two auxiliary technologies that are often used in SC models: 
optimization and random sampling. For optimization the actual methodologies that are being 
adopted, except for stochastic optimization, and are now relatively standard. More of the 
challenge lies in the formulation of the problem and decomposition/simplification methods 
applied to the formulation, to allow the problem to be solvable by existing algorithms. Random 
sampling is a field where much work is still ongoing, especially for low-discrepancy sampling 
which has an impact on the generation of stochastic elements. 
Thus, in conclusion, work remains to be done in this field, especially in addressing the 
challenges that the increased level of competition the field brings about, and a standardised 
approach for the modelling of a set of SC systems is still being sought. 
The next chapter will present an explanation of the problem that this thesis will address and the 
nature of the approach which was adopted, together with a brief justification of why this 
approach was decided upon. 
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Chapter 3: Overview of Robust SCM Tool 
The previous chapter has presented the state of technologies and methodologies that are related 
to supply chain management and leads on to the question: "What needs to be done now? " 
This chapter will begin by stating the problem that the thesis is tackling. It then moves on to 
describe the approach used and ends with a summary of the layout of the following chapters. 
3.1 Problem Statement 
While it is obvious that this thesis cannot solve all the problems relevant to supply chain 
management, it will attempt to solve one specific problem. In an interview performed on a site 
visit to a collaborating industry, the following points were raised in relation to supply chain 
related problems. 
The one major consensus that the staff at a collaborating industry agreed on was that, despite all 
the technological advancements that have been made, and the numerous methods and tools that 
are available to them to use, it has actually became far more difficult for practitioners to decide 
on how to use them. 
As mentioned in the previous chapter, while there has been much progress and improvement in 
the field of supply chain management, far better discernment is now required in order to decide 
which is the most appropriate method and technique that is to be used for a given system. 
Another problem has been the communication of information from one division to another, e. g. 
between management and the operators of the plant, and the communication of information to 
other SC partners. This has on occasion led to questioning, by both sides, of the implementation 
of new methods and techniques, which have rendered them less effective than they would 
otherwise have been. 
The problem that the staff at the collaborating industry wanted to solve can be stated as follows: 
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How can the information, methods, techniques and tools that are currently available be 
best utilized to help make better SC related decisions by all members of the company 
and the other companies in the SC? 
This is the problem that this work will attempt to grapple with and the next sections will discuss 
how this is accomplished. The goal of this project is to create a model of a core entity of a SC 
that can be used as the building block to form a multi-agent system. 
3.2 Approach Overview 
The key aspect of the approach is to utilize and integrate existing techniques and methodologies 
and to present them in a manner that people from different forms of background and training 
can understand, have confidence in and be willing to base decisions on, and yet to be simple 
enough for the same people to make modifications to the model, to help understand the nature 
of the problem they are trying to deal with. 
Hence, the implementation has primarily been accomplished within a Microsoft Excel 
framework with a Visual Basic application performing all the required computation behind the 
spreadsheet, as Microsoft Excel presents a common platform most, if not all, members of 
industry would find easy to use. 
Also, to aid simplicity of use, it was determined that it would be better to have a much shorter 
run time, measured in minutes, and under an hour. Thus longer runs are not possible, but 
sufficiently detailed results are generated. This is because the tool is intended to be used as a 
rapid first approximation method, to help support quick decisions that need to be made, 
including where to focus additional efforts to perform more detailed analysis or modelling. 
To this end, many first approximations of methodologies are used in this approach, such as the 
scheduling, optimization and robust planning methodologies. 
Another key aspect is the recognition that there is constant progress being achieved in every 
single aspect of supply chain management techniques and tools. To that end, the tool and 
methodology created here must be capable of being easily updated, to incorporate any new 
developments without the requirement of too much effort, to allow it to be continually useful. 
Object-oriented coding has provided an easy way to compartmentalize computer codes to allow 
ease of future modification by editing or replacing existing subroutines or modules and so it has 
been used in this tool. 
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Other important aspects of the approach are that it is to be centred on stock levels, and will use 
both modelling and simulation tools along with a new way to generate more accurate demand 
data. The following sections give more details on the factors that have led to those decisions 
being made. 
While supply chains are highly complex systems and account for multiple production facilities, 
a multi-agent object-oriented tool to simulate the behaviour of the entire supply chain network 
has been demonstrated in the work done by Hung et al (2006), where agents (referred to as 
nodes) are used to simulate the behaviour of the individual sites. It models the activities of 
inventory control, manufacturing processes and order handling. 
This work follows on from that of Hung et al (2006) by attempting to create a more realistic 
agent, one that accounts for how each of the sites behave in relation to other components of the 
SC, by recognizing more realistically how a site plans for an uncertain future. However, this 
work does also function as a stand-alone tool to help improve SC decision making for a 
production facility. 
3.2.1 Stock Levels -A Key Supply Chain Measure 
Stock levels are a key measure of the behaviour of supply chains. The dilemma repeatedly faced 
concerning stock levels is: "How much stock shall we keep? " 
A very high stock level is favourable as it would mean that any product can be manufactured at 
any earlier point and also ensure that there is stock available to fulfil any sales obligations. 
However, maintaining a high level of stock could incur high levels of cost in storing the stock 
and even be at risk overproduction (e. g. chart CDs, where oversupplied stock will never sell 
beyond the chart period of a few weeks and must be returned and destroyed). 
In highly flexible plants that are able to manufacture a very large number of products, the issue 
is even greater, as, typically, it is not feasible to attempt to operate a purely JIT system in order 
to fulfil all the orders coming in, since there is usually a lag time in switching the plant from one 
product to another. The only way to avoid this problem is to create several orders for the same 
product at one point in time, to generate a stockpile to meet demand for some time to come, and 
to do so for each product on a rotation basis. 
The aim of SCM is to achieve a high service level figure, while trying to maintain costs at as 
low a level as possible, thus, striking the balance between achieving the correct level of stock 
Edric Margono Page 62 of 145 PhD. Thesis 
Overview of Robust Supply Chain Management Tool Imperial College London 
holding via raw material ordering patterns, factory production scheduling and outsourcing of 
production, is crucial. 
This work has therefore focused on trying to create a methodology that reduces existing stock 
levels without compromising the On-Time In Full (OTIF) targets via the use of both simulation 
and modelling techniques to help achieve better decision making. 
3.2.2 Simulators and Modellers 
As mentioned in section 2.2 there is a difference between simulators and modellers. The key 
distinction is that simulators use heuristics and protocols to simulate the behaviour of the system 
whereas models use mathematical statements. 
One advantage of simulators is that the build time and modification time of simulations tend to 
be shorter than that of declarative modellers. The other advantage that simulators have over 
modellers is that they are much faster and tend to require less computational time to complete 
the simulation. However, the compromise is that it is much harder to try and optimize a system 
using a simulator rather than a modeller. It is to be noted that this is, of course, a generalisation: 
it is not true in all cases. 
In response to this problem, the tool that has been established in this work uses a modeller and a 
simulator working side by side, in an attempt to have the best of both worlds. This is done by 
using the simulator to test results given by the modeller against a more complex system, to 
ascertain whether the performance of the system still holds up well. Figure 3.1 shows a basic 
component interaction that is intended between the modules. 
Data Generator Module 
-------------------------------; 
Markov Scenario Robust Plan 
Checker Generator Generator 





Figure 3.1 A basic illustration of the components and the interactions between them. 
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The intention of this tool would be to use the simulator module to test the robust plan that is 
being generated, and altering the variables in the robust plan generator to make relevant changes 
before testing the tool again, and iterating as necessary. 
The modeller will require demand scenarios in order to generate a robust plan. Hence there will 
be a need to generate demand scenarios that are representative of what can happen in reality. 
3.2.3 Data Requirements 
One of the obvious points that can be made about any method or technique that is used is that, 
regardless of whether they are computer-based, the quality of data inputs will affect the quality 
of the outputs obtained. 
In the specific case of creating SC simulations and modelling, one of the major problems that 
arises is the lack of availability of demand data (which is the key data input for any SC system) 
of good quality. The quality of data that is being discussed here relates to the relevance to 
current demand trends, as, while a certain measure of similarity to the past can be assumed, this 
assumption may not be capable of being extended beyond a certain period of time as trends do 
alter over longer periods. The extent to which current demand trends are similar to past trends 
inevitably varies according to the material that is being dealt with. Thus, using whatever 
available historical data, in order to generate realistic demand scenarios as input into the system, 
will be necessary. 
In the case of generating a robust plan, the problem is even more acute, as there is the need to 
produce demand scenarios which are realistic. To this end, a method using an observed 
consistency of distribution of the errors between the forecast and the actual demand is utilized. 
There are other data that would be required for the tool to operate. From the actual system, the 
production recipes and what equipments are available and their connectivity would be required 
in addition. Data pertaining to costs of stock holding, penalties (due to stock outs) and loss (due 
to the expiry of the material) and stochastic information for input into the system would also be 
required. 
3.3 Component Overview of the Tool 
With the key aspects of the approach having been presented, a computer-based tool using a 
Microsoft Excel front end has been built. The tool is formed from three distinct parts which 
interact with each other. 
Edric Margono Page 64 of 145 PhD. Thesis 
Overview of Robust Supply Chain Management Tool Imperial College London 
Since Visual Basic now operates in an object-oriented manner, the tool is coded so that there is 
a primary framework that calls various other modules or subroutines, allowing for those sections 
of the code to be edited or replaced, as the situation demands, without the necessity of editing 
the entire code. 
The first part is a data generator module, which uses one set of demand data to generate various 
demands and forecast scenarios, minimizing the need for large volumes of actual demand data 
to be used in the system. The forecasting algorithm employed, as well as the Markov data 
checker and exception rules used, are replaceable components of the tool and can be changed to 
other methods, should the need arise. 
The second component is a robust plan generator that takes these demand scenarios to develop a 
robust plan that meets a stipulated condition, typically a given OTIF value, for a minimal 
average cost across the scenarios that are employed in the data generation. 
The third component is a simulator system that uses simple protocols tied to a simple heuristic 
scheduler called SimpleSched and a stochastic disturbance generator, to attempt to test how the 
robust plan performs in the light of additional disturbances. Both the online scheduler and 
stochastic generator are replaceable modules. 
Figure 3.2 is a programme flow diagram for the tool. The boxes in italics represent data inputs 
into the system. 
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Figure 3.2 Programme flow overview of Robust Supply Chain Tool. 
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3.4 Overall Case Study Introduction 
While smaller case studies are used to better illustrate how each of the components of the toot 
works, one overarching case study has been created to show how the entire system works as a 
single tool. 
The case study chosen is very simple, consisting of three raw materials, two products and three 
processing units. Material A, which is a base material, is filtered and then, together with the 
flavour compound B or C. mixed into the base carrier material, then packaged and finally sent to 
the storage facility awaiting dispatch to the customer. However, if these products fail their 
quality control checks at the end of the production process, they can be reprocessed to ensure 
that the required standard is met. This does not mean they need to undergo the entire process 
again. They need only be sent through the mixer again. Figure 3.3 shows the basic process flow 




Available Equipment 2 Filters 3 Mixer 1 Packaging 
Figure 3.3 Illustration of the case study used in the thesis. 
A simple case study is employed as it allows a better and easier understanding of how the tool 
works and demonstrates what it achieves, and it acts as a proof of concept. While a more 
complicated case study would have been more convincing, the primary aim of this work is not 
to establish a new way of generating better solutions to complex problems in less time, but 
rather to serve as a first approximation for SC problems. There is therefore not much to be 
gained in presenting a complex case study. 
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Two sets of demand data are used for the basis of the case study. The first set of data, which was 
used in the initial development of the tool, is confidential industrial data, and the second is a set 
of artificial data that was synthesised to resemble actual industrial data. 
3.5 Forthcoming Chapter Overview 
Chapters 4,5 and 6 will look at the data generator, robust planner and the simulator component 
respectively. Each chapter will begin by explaining the fundamental principles that each 
component is based on, then move on to the methodology that evolves out of that principle 
followed by some basic case studies that have been done on each component, and finally discuss 
what has been accomplished. 
Chapter 7 will then describe the system as a whole and how it works together as a synchronized 
tool based on the case study outlined in section 3.4. 
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Chapter 4: Demand Scenario Generation 
4.1 Introduction 
As mentioned in section 3.2.3 one of the key problems in undertaking research in this field is 
the limited availability of large quantities of good quality data, as one of the fundamental factors 
that determine how well a computer tool performs is the quality of the input data. Even for the 
best computer tools, the quality of the results is dependent on the quality of the data inputs. 
Two further issues about data inputs should also be noted. First, many supply chain tools require 
the use of demand scenarios and there is a quest to establish a methodology to generate demand 
scenarios which are a balance between being realistic and yet generate reasonable outlier points. 
The aim is to provide a sufficient spread of scenarios to allow an adequately robust test for the 
plan that is being evaluated against the demand scenarios. 
Second, the nature of the business environment for many product types changes on such a 
frequent basis that data older than five years or even more recent is no longer representative of 
current trends, further reducing the amount of reliable historical data that is available. 
The methodology as outlined in this chapter presents the route taken to solve the problem of low 
quantity and, to a lesser extent, low quality data often used in this field. 
4.2 Basics of the Data Generation Approach 
Certain definitions will first be established before moving on to the principles utilized in this 
methodology. 
The twin inputs in a supply chain simulation are demand data and forecasting data, and 
problems arise in generating plans for supply chains because the forecast does not match the 
demand data. In the case of industry, forecasts are often calculated from all available historical 
demand data relevant to the system. 
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The forecast method used in this study is TSD, chosen on the basis that the study is being 
performed on data that are highly seasonal, although this can be replaced by other forecasting 
methods. One point to note is that traditionally most TSD forecast calculations involve simply 
using two years' worth of data to calculate the entirety of the third year's forecast, which are 
then typically compared to the demand data. This is not the case here. A rolling TSD approach 
is used in this instance, where the TSD is continually recalculated as it progresses in time, based 
on each new data point that becomes visible to the system. 
The error function used is a relative error as opposed to an absolute error, in order to account for 
the fact that the moving average does not in general remain stagnant year on year. Equation 4.1 
shows how the relative error has been defined: 
RE j 
Fr - Dr 
lF Eqn 4.1 
The cumulative error function (CEF) is a cumulative distributive function for the errors of the 
demand forecast. This means that for an arbitrary value of a CEF(a) will be the probability that 
the relative error of the demand forecast be less than or equal to a. 
CEF(a) = P(RE, S a) Eqn 4.2 
The CEF is then compiled from a set of n historical data and its corresponding demand forecast 
in the following step: 
1. Calculate the relative error for each time step of the data set. 
2. Reorder the relative error points in increasing value into a new function Relative Errors 
Stacked (RES), such that RES, < RES, l 
3. The CEF function is then defined as follows: CEF(RES, ) =t 
n+1 
4. For values that are in between the calculated RESs, a linear interpolation between the 
two closest points is used to calculate the probability. 
The treatment of the CEF for RE < RES, and RE > RES is discussed in section 4.2.2. 
The methodology is based on the observation that the CEF of forecasts against actual demand 
does not in fact alter significantly, and that there tends to be a similar distribution of the errors. 
This is used to generate the demand, as the demand can be written as the forecast multiplied by 
an error term (Eqn 4.3). In order to simulate the demand, the most basic method is to use the 
forecast and then to try to generate an error term. In this case the pattern of the historical errors 
is used to generate the error term: 
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Figure 4.1 Illustration that CEF shape does not alter much over the year 
this graph shows the inverse of the CEF. 
Figure 4.1 shows the inverse of the CEF generated using three years of data (two years for the 
forecast to be calculated and then one year for the cumulative error function) from a five year 
data set. The y-axis denotes the relative error between the forecast and the demand data and the 
x-axis is the cumulative value of the errors. As can be seen from figure 4.1, the CEF is 
approximately s-shaped, which indicates that the distribution of the errors roughly follows a 
normal distribution, and that with the exception of one outlier point, the shape generally remains 
the same between years. Figure 4.2 compares three CEFs, each consisting of 12 data points, 
which differ, based on the amount of data used to generate the forecasts. All the curves use the 
same demand points to generate the CEF, and from the figure an important observation is to be 
made. The CEF obtained from the forecast using more data is smoother (closer to the x-axis) 
than the CEF generated using less data, which is to be expected as the accuracy of the forecast 
should increase as more data are used. 
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with two, i/tr"c e and förrr years' irnrth of data. 
Once the CEF has been calculated, new demand scenarios will be created by adjusting forecasts 
with error samples obtained from the CEF. The steps by which a new scenario is created are: (i) 
by using a random number generator to generate a series of random numbers with it distribution 
of U(O, 1) for each future time unit, (ii) then to use the CEF to find the corresponding error 
value, (iii) finally using the error value and the forecast to calculate the new demand value as 
shown below in figure 4.3. 
For i=1 tot 
Generate a random number in U(O, 1) : Rand(i) 
Use CEF to calculate corresponding RE, : RE(i) = CEF(Rand(i)) 
D, =F, (l-RE, ) Egn4.4 
Generation of Demand Data: 
For a given time, generate a 
random number between 0-1 
Use the CEF to obtain the 
corresponding relative error 
value 
Use the relative error value and 
the forecast (created from past 
demand) to calculate new 
demand 
Figure 4.3 Illustration of how the CEF is used to calculate the new demand data. 
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While it is true that the historical data will only generate discrete points for the M, a Ample 
linear interpolation cif the points is assumed, to allow an easy and rapid approximation of the 
curve of the CI T. The new demand data are then integrated into the original demand data and 
used in the calculation of the forecast data for the next time step in order tu mirror what actually 
occurs in industry (where new data are constantly incorporated into any existing analysis 
methods). 
This also allows the calculated demand scenarios to alter the basic trend of the data, thus 
enabling scenarios generated to show a change of demand patterns over time. For example this 
occurs when the random number generator produces a series of numbers under 0.5. 't'hen the 
demands that are created for the next few time units will be greater than the original forecasts 
predicted, but when the new forecasts are created, these will he further incorporated and lead to 
lower future forecasts being calculated (see figure 4.4) as the probability of getting Rigs close to 
the ±0.5 mark is now less than in the original CEF. 
The trend alters when all the 
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Figure 4.4 Illustration of alteration of trends based on a series of over forecasted demands. 
This can be a problem and a decision needs to be taken on how often the forecast data should be 
recalculated and how often the CEF should also be recalculated. It' the CEF is recalculated as 
often as the forecasts this will lead to a much greater alteration to the shape of the CEF, which is 
unacceptable, as the basis of the method requires that there be not much change in the basic 
shape of the CEF. On the other hand, if this method were to be used in industry, standard 
practice would be to update the CEF on a regular basis. 
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The recommendation is that the forecasts be refreshed every time step, thus continually 
including the newly generated data, while the CEF is refreshed much less frequently. The tool 
was initial constructed based upon the confidential industrial demand data but was tested against 
that and the synthetic data of the case study. 
In summary, the basic algorithm required to create the data is as follows: using three years 
worth of data, generate the forecast for the third year and the CEF based on the third year also. 
Then for each time step after the original three years, calculate the forecast for the next time 
unit, generate a random number and use the CEF to obtain the corresponding error value, and 
then calculate the new demand. Finally, loop the algorithm. During this process the CEF must 
be recalculated at regular intervals, too, to help improve its performance (See figure 4.5). 
Add new Demand to Demand Data 
Demand Forecasting Demand 
Data 10 I Algorithms Generator 
from CEF 
Forecast Data for 
demand data set 
Run at each time step 
F(i) 
Random Number 
for each time unit 
Rand (i) 
CEF Compiler Random Number 
Re-run on a less 
CEF Generator 
frequent basis for data set U(0,1) 
Figure 4.5 Basic programme low diagram for the data generator. 
4.2.1 A Comment on the Forecasting Method Used 
As mentioned in the literature review of forecasting (chapter 2.3) the choice of the forecasting 
method is not to be made without careful consideration. As explained in section 4.2, a basic 
TSD methodology was chosen. However, it is important to note several factors which have 
affected the decision to use the TSD methodology over other methods. 
Bearing in mind the data set that is being considered, which is seasonal and where a large 
amount of the data is not available, a TSD method is suitable, along with some of the other 
methods, such as SARIMA. 
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The use of a very basic form of the TSD, assuming a linear trend and using a simple averaging 
process and normalisation for the seasonality effect that is used, is required by the need to 
maintain the simplicity of the code, and thus allow for a very quick computation of the results. 
Some of the simpler methods (e. g. exponential smoothing) were not chosen in order to avoid an 
excessive influence of the generated data (which are based on random numbers) on the 
generation of the forecasts: a forecasting method which is more strongly influenced by the 
original data points, as the generator moves along, is sounder. If exponential smoothing were 
used, the change in the trend might be more extreme in the generated demand scenario. 
4.2.2 A Comment on the Treatment and Generation of Outlier points 
Outlier points are important for the consideration of the performance of a SC. It is outlier points 
which often push a SC to its limits and to its breaking point; hence the handling of outlier points 
in the data and the generation of outlier points in the scenario are important. 
The CEF (see fig. 4.1) that has been generated for the time being lacks the first and last points 
of the CEF, the ones that would be for the cumulative error value of 0 and 1. The basic protocol 
is to limit the relative error to what has already been observed in the historical data. This means 
that if a random number generated lies outside of the CEF as obtained from the historical data, it 
is ignored and a new random number is generated. 
However, this does limit the demand scenarios generated to what has been historically observed. 
Other alternatives that were briefly considered, but not implemented, involved the extrapolation 
of the points that are used by the system. The most basic way is to use the last two points of 
each extreme end, and then, using a quadratic curve of best fit, to extrapolate the CEF out. 
It is always to be noted that, in the event of wishing to include extreme, and thus, unlikely 
outlier points, this extrapolation may have to be curtailed beyond a certain point. Initial tests 
that were conducted just curtailed the extrapolation at half the distance to either 0 or 1 from the 
last known CEF point obtained from the historical data. 
4.3 Further Complexities 
While the basic methodology outlined above is promising, it still has certain problems that it 
cannot overcome in its basic form as shown earlier. One of the principle factors of this is that in 
real world data, certain patterns are generally not observed. For example, two outlier points are 
very rarely, if ever, observed in sequential time periods. 
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Figure 4.6 Illustration of an outlier sequence that generalh" would not exist in a real world s_ stern 
which occurs within the basic data generator code. 
In a real world system, if there is a demand spike which causes a positive outlier this is usually 
an indication of overbuying, which more typically leads to either it slump or at best it return to 
the average in the next time period. Figure 4.6 illustrates the reverse case of what has been 
described. 
However, in the basic methodology as outlined in the earlier section, there is nothing to prevent 
the random number generator from causing such a pattern. As a result, when the demand points 
are being generated, certain points must be rejected in order to ensure that the demand pattern 
that is created is closer to what may be observed in real life. 
The solution that is applied to this problem is the deployment of a method of checking whether 
the demand values being generated are realistic enough to be accepted and added as an entry 
into the demand scenario. 
4.3.1 Markov Matrix Checker 
A Markov matrix is a simple method of calculating the probabilities of an event occurring at 
time i+I given that the system is in a particular state at time i. The way the matrix is compiled 
is simply to generate a probability matrix that tracks the vector movement of the system from 
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each time step to the next. In a more typical usage, these probabilities are then used to predict 
what may happen in the next time step. 
The boundaries of each unit of the Markov matrix (in order to change a continuous demand 
levels into 'discrete states') has to be determined on the basis of the desired resolution. The 
typical manner that the 'size' each slot is defined to be is by a fixed step length of relative errors 
(e. g. 0.2). The end elements of the matrix only have a single condition to signify that the system 
need not be constrained to what is occurring to what has occurred in the past. Consider the 
simple example of the dividing the relative demand of a demand pattern into four discrete states, 
each of a dimension of 0.2 units. The states that would be obtained be for demand that are RD< <_ 
0.8,0.8< RD, <_ 1,1 < RDA _< 
1.2, RD1 > 1.2. Where: 
RD, =D, Ar 
Eqn 4.5 
In the case of mapping out the movement vectors for the demand of a product, in order to 
compensate for underlying trends of the demand pattern, a relative demand calculated against 
the moving average is used for each time unit. The effect of the trend will be particularly 
significant if the demand data that are being analysed have been collected over several years. 
This approach is taken in order to check that the move that is being proposed by the data 
generator is valid. So in basic terms, if the system is in state j at time i and it is trying to move 
to j' at time i+1 but the Markov matrix based on a demand history has a zero probability of 
that occurring, then the move is declared illegal and the data generator will attempt to generate 
an alternative point instead. 
Figure 4.7 shows a basic illustration of how the Markov based move matrix is compiled with the 
arrows pointing to the vectors which contribute to the count of the movement vectors in the 
Markov based move matrix. This matrix will be called the Markov matrix in short in the 
following section, even though it is not the standard Markov matrix with probabilities as its 
elements. 
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Figure 4.7 Illustration of the compilation and basic usage of Marko matrices -- 
arrows show which are the movements which have contributed to the count within the Markov Matrix. 
It is to be noted that the Markov matrix is not to be updated in future runs; it is defined by the 





Markov Matrix is compiled from historical 
data. In this illustration, system is at j at time i 
Based on historical observations, movement to 
j, j+I and j-2 are valid movements as there 
is a historical basis for the movement. 
i+IL 
Figure 4.8 Illustration on hoer the Marko' checker functions. 
This procedure should help generate demand patterns which are much closer to what is observed 
in reality. However, this does not work well if the historical data set that is being used does not 
contain a large number of points to use, i. e. if it is sparse. 
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However, movement to j-I is not allowed as 
there is no historical basis for it 
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In the data set that we are using as a case study here to illustrate the methods, the number of 
data entries is relatively small as only monthly data are in our possession. This leads to one 
major problem occurring. 
As the Markov matrix is relatively sparse, a large number of vectorial moves are thus declared 
to be illegal. This can lead to the point where the data generator cannot create a movement 
vector which is legal as far as the Markov matrix is concerned. One illustration of this occurs 
when considering, say, a positive error value obtained for a time unit whose data already 
contains a high seasonality factor, when the next time step has a low seasonality value. The only 
valid vector movement as far as the matrix is concerned is returning to the average, but even 
obtaining another high error value from the data generator, given that the forecast is low, cannot 
generate a valid movement vector. 
The solution to this problem is to use exception rules for the Markov checker. 
4.3.2 Exception Rules for the Markov Checker 
The exception rules are introduced on the grounds that there are certain vectorial movements in 
demand data that, while not observed in the historical data, will generally be considered to be 
plausible from observations of demand data from other systems. 
Three such rules have been implemented in the system here, and the basis for the exception 
rules and then the exception rule itself will be stated. 
The first rule is based on the observation that movements in demand levels are generally not 
precise, meaning that a low level form of data noise always occurs. What this would mean in 
quantitative form is that if moving from j at time i to point k at time i+1 is already valid, then 
moving on to points k -1 and k+1 must also be valid. 
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Exception Rule 1- Illustration 
If vector of (i, j) to (i + 1, k) is valid then 
vectors (i, j) to (I + 1, k+ 1) and (i, j) to (i + 1, 
k- 1) must be valid 
Key: 
Original vector allowed by 
Markov Matrix 
Vectors which are made 
acceptable by exception rule 
Figure 4.9 Illustration of first exception rule for the Markov matrix checker. 
The second rule is based on the fact that, when outliers occur, in the next time step there can be 
a general return to values which are close to the moving average. The difficulty with this 
observation is the question of which values are treated as outliers in the system. 
As a first approximation in trying to solve a question which has proved difficult to answer in a 
strict mathematical sense, the system defines outliers as values which are shown to be beyond 
the amounts calculated from the moving average using the highest and lowest seasonality values 
(with the seasonality values being defined in equation 2.12). 
The way that this is stated is that if the system is at point j at time i where j is an outlier, then the 
move to MA at time i+1 must be valid. And coupling this with the first rule, movement to MA 
-1 and MA +1 must also be valid, where MA is the region of the Markov matrix that contains 
the moving average. 
Edric Margono Page 80 of 145 PhD. Thesis 
i i+l 









Exception Rule 2- Illustration 
If system is at (i, j), where j is an outlier, then 
movements to (i + 1. k+ 1), (1 + 1, k) and (i + 
1, k -1) are valid. 
Where: k= Trend or Moving Average 
m= Outlier boundary point 
Trend xSj,, 
Sm;,, = Minimum Seasonality value 
Key: 
Vectors which are made 
............ acceptable by exception rule 
Figure 4.10 Illustration of the second exception rule for the Markov matrix checker. 
The final exception rule is based on the observation that after a positive outlier in a demand 
pattern has occurred, there is a tendency for it not only to go to the moving average but for a 
negative outlier to occur. So a move from a demand spike to a demand slump is possible 






Exception Rule 2- Illustration 
If system is at (i, j), where j is a high outlier, 
then movements to any point that is lower than 
(i + 1, k+ 1) is allowed 
Where: k= Trend or Moving Average 
m= Outlier boundary point 
Trend X S. 
S, ' = Maximum Seasonality value 
Key: 
Vectors which are made 
"""""". 10. acceptable by exception rule 
Figure 4.11 Illustrations of the third exception rules for the Markov matrix checker. 
The way this is stated is that if the system is at point j at time i where j is an outlier, then the 
move to any cells <_ MA at time i+1 must be valid. 
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4.3.3 Comparison of Demand Scenarios Obtained 
The question is now whether the demand scenarios being generated with the exception rule", ale 
better than those without. Figure 4.12 shows a comparison between the demand generated with 












Scenario without Markov Checker 4 Scenario with Markov Checker Forecast 
Figure 4.12 Comparison of demand scenario generated using the Markoff ruutri r checker 
against rnrr that dirt not usi the Aft krn' rrrcrtri. t checker. 
Figure 1.12 shows that using, the Markov Matrix checker does allow for the generated data to he 
performing better. The Markov Matrix checker is working to prevent the creation of non- 
realistic movement pattern. 
However, while such improvements are important in generating the demand pattern, what is 
more important is that the demand scenarios generated are a good representation of what can 
occur. To that end, figure 4.13 shows all the entire demand data, which is based on the 
confidential demand data, which were used for the data generation and figure 4.14 shows a 
comparison of five demand scenarios against one from the original demand data set. 
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From figure 4.14, the thickest line in the system represents the original demand data with the 
other lines representing the demand scenarios that have been created. One interesting aspect to 
take note of is how one of the demand scenarios (run 2) follows the actual demand pattern quite 
closely. However, it should also be noted that the movement of the demand pattern is not 
enclosed by the demand scenarios and to deal with that problem additional runs are needed to 
improve the area that the scena ios co ered. 
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Figure 4.14 Comparison of demand scenario generated against the original demand. 
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4.4 Discussion and Conclusion 
While the principle of the data generator is sound and the results that it has generated appear to 
be more realistic than previously generated demands for SC systems, there has not been enough 
time to fully test the potential of this new tool. Work can be done in many areas to improve the 
tool, and the following is just a short list of possible places to begin. 
An opening general comment on the work of the demand scenario generator is that all of the 
above future work should be done against a much larger demand data set, and a more varied 
demand data set, i. e. using demand data that come from a variety of industries and conditions. 
One such source of data would be those used in the M-Competitions (Makridakis et al (1993). 
Makridakis et al (1993) and Makridakis and Hibon (1993)) which use data which are already in 
the public domain. 
4.4.1 Future Work for Basic Approach 
One of the key areas that has already been mentioned would be that both the TSD and the CEF 
are being rolled together at the present stage, albeit at a different frequencies (the TSD at every 
time step and the CEF at an annual stage). Detailed studies performed to investigate the extent 
of the interaction, especially with data with different time steps, may be able to produce better 
general guidelines on how to decide on the updating of the two calculations - the forecast 
calculation and the CEF compiler. 
Another area would be the use of linear interpolation between the points. In the case of a low 
number of points for the original CEF, a more sophisticated interpolation mechanism, such as 
the use of a quadratic fit, may perform better than what has been used. 
A more sophisticated sampling mechanism should be tested to see if there is a visible 
improvement to the performance of the system over the use of a standard random number 
generator within Microsoft Excel. The use of low numbers of sample points does tend to mean 
that the random number generator within Microsoft Excel may not be good enough in not 
generating a skewed result, thereby altering the pattern of the demand scenario that has been 
created. One possible way to improve the data generator is to use low discrepancy sequences, of 
which the Sobol' sequence (Kucherenko and Sytsko (2005)) is an example. 
As is common with general work for forecasting, studies need to be done on how to handle and 
generate outlier points within the demand scenarios to allow more representative scenarios to be 
produced. This is particularly important as in SC systems it is these outlier points that stress the 
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existing system, and often to the breaking points of the system. Therefore being able to generate 
realistic outliers would be useful for observing how the system behaves under such conditions. 
An investigation of the performance of ways of extrapolating the CEF as mentioned in section 
4.2.2 should be undertaken and tested against other possibilities. 
4.4.2 Future Work for the Markov Matrix Checker 
A more detailed study of the Markov checking system that is used to check the points that are 
generated could yield potentially interesting insights. 
The resolution that is used for the establishment of the Markov matrix should be examined in 
detail, including a heuristic for choosing the most appropriate resolution of the matrix which 
allows for the inability to generate valid data points whilst creating a more accurate demand 
scenario. If the matrix is too coarse, then it becomes less and less useful as it will not be 
rejecting certain movement vectors which are unrealistic. If the matrix is made too detailed, 
there arises the difficulty of getting the matrix to approve certain movement vectors, especially 
if the data set is sparse, and it becomes very restrictive if not tending to lead to the tool declaring 
infeasible demand samples. 
At present the decision is being taken arbitrarily concerning the resolution that is used. The rule 
of thumb is that approximately slightly over a third of the matrix entries are non-zeroes (i. e. are 
probable vectorial moves) but work will need to be done to develop better heuristics for what 
ought to be done on a regular basis. 
4.4.3 Future Work for Exception Rules 
A more in-depth examination of the exception rules that are used should be made in conjunction 
with testing the demand sample generator against a larger demand data set. Currently the 
exception rules are created based on the demand data that the tool has been produced from, as 
well as on general observations drawn from other demand data (while only for one or two years) 
allowing some of these trends to be observed. 
More work will need to be done with a more varied data set, different kinds of demand data and 
of varying quantities also, to ascertain a more definitive set of exception rules that can be used. 
4.4.4 Conclusions 
This methodology gives us an adequate set of demand scenarios to work on for generating the 
robust plan and testing it in the simulator as well. The potential of what this methodology can 
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achieve is tremendous in the area of simulation and modelling tools for supply chain and 
perhaps for other areas, too. 
The final program flow of the demand scenario generator as illustrated in figure 4.15 has shown 
to generate relatively accurate representations of demand scenarios. 
If 
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Figure 4.15 Final Programme flow of Data generator. 
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Chapter 5: Robust Planning 
5.1 Introduction 
As stated earlier in chapter 3, robust planning aims to generate a production plan that will meet 
a required SC performance criterion when tested against a host of scenarios, which will 
encompass a high proportion of the possible scenario space. The performance criterion that has 
been chosen in this case is the OTIF figure. 
However, it is to be noted that the plan that is generated will not necessarily be optimal with 
regard to what actually occurs, but rather is an optimal balance against a host of scenarios. In 
such planning mechanisms there exists a compromise between tailoring the plans that are 
generated for a very specific scenario to planning against a set of demand scenarios. Generating 
a highly specific plan for a specific scenario has the benefit of being able to produce plans 
which are better in terms of SC performance measures, particularly of lower lead times and 
lower overall costs, but are, as a trade-off, much more inflexible and less able to deal with 
disruptions to the plan or uncertainty in the input data. 
This is done for flexible plants which are close to capacity constraints or plants where the 
production lead times are longer than the order lead times given to the plants. Both cases require 
the plant to generate stockpiles of the products during idle periods, either by increasing the 
production batch sizes or through more production runs, when the products are held ready to be 
passed on to customers later. However, as already stated, deciding the appropriate stock levels 
for each product, and thus not overstocking the system, thereby increasing costs, is important in 
optimising SC performance. 
This is particularly important for plants which must order highly seasonal raw materials, since 
the plan may indicate the purchase of wrong amounts of the highly seasonal raw materials. This 
would mean either purchasing too much, where money is wasted in purchasing such materials, 
or purchasing too little. The latter leads to an inability to fulfil production requirements or being 
able to fulfil them through either turning to more expensive sources to purchase the material out 
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of season or outsourcing the production of the relevant products, neither of which is desirable 
for a lean production system. 
These plans will be optimised against an objective function based on cost as this forms one of 
the more important decision-making variables in the business world. Although it would be 
interesting to say, given a certain budgetary constraint (i. e. a constraint on the amount of money 
available) to formulate the problem to establish the highest OTIF fact that can be achieved for a 
given set of boundary conditions. 
5.1.1 A Comment on the Use of GAMS 
While the bulk of the tool that has been established was created as a Visual Basic Application 
(VBA) with a Microsoft Excel interface for ease of usability and transfer of data from one 
system to another, the robust planning module is executed in GAMS (Rosenthal (2007)). 
The reason for the different environment to that of other modules is that there is no inbuilt 
capability within the Visual Basic environment of Microsoft Excel to solve MILPs and it would 
have taken a significant effort to have established a solver for the robust planner, and even then 
the results would probably not have been very good in terms of the computational performance 
of the tool. 
Thus there was a need to be able to develop a robust planning sub-component within a different 
environment which was purpose-built to deal with such problems, and GAMS was chosen for 
its accessibility in terms of terms of creation of inputs for the solver and for the known 
resilience of the CPLEX solver, which has often been used as the baseline comparison for the 
performance of newer computational methods for scheduling (Ponsich et al. 2007). 
5.2 Formulation of the Robust Plan 
Robust plans are usually generated in the form of scheduling plans for the plant. Process 
scheduling for batch plants has long been an area of research for single site SC work in order to 
achieve higher throughput levels, reduce lead times and/or reduce the cost of the production 
process for the products. 
The challenges for scheduling work are primarily concentrated in two areas: the formulation of 
the problem, and search algorithms to obtain a solution. Here there is a constant trade-off 
between the accuracy and detail of the solution and the computational burden that is incurred. 
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While process flow diagrams are a good way to represent continuous processes, State-Task 
Networks (STNs), as presented by Kondili et al. (1993) are a better way to represent batch 
processes to consider for the formulation of the problem. Figure 5.1 shows the STN of the 
process is being considered. 
Recipes 
Available Equipment 2 Filters 3 Mixer 1 Packaging 
Figure 5.1 STN of case study. 
Bearing in mind the goal of obtaining a solution that is of the correct level of detail in an 
appropriate computational time, the aim is to formulate an MILP problem to be sent to the 
CPLEX solver in GAMS to solve. This section will begin by considering the level of detail 
actually required in our solution, consider the additional complications that need to be taken into 
account in the model, and then finally, using the formulation of Kondili et al. (1993) as a basis, 
derive a set of solutions that meets our requirements. 
5.2.1 Modifications to accommodate a better resolution 
In process scheduling there has been a trend of an increase in the complexity through an 
increased level of detail in the models and of sophistication in the methods employed to solve 
the models. However, some of the more rigorous models generate plans which are far too rigid 
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and become infeasible when implemented, due to unforeseen complications and disruptions in 
the models used to generate the original plan. 
This is particularly an issue when attempting to deal with long horizons, such as one year. 
where much uncertainty in the demand data exists and any plans made in too much detail are 
often found to be of not much use in the later part of the planning horizon. 
To counter these issues, work has been undertaken on scheduling over several horizons. The 
idea is that in breaking the system down into multiple horizon lengths and solving them as 
separate problems, a more accurate model of how planning occurs in industry, and the 
computational time of the solution is reduced, without sacrificing too much accuracy of the 
solution. Stefansson (2006) has shown how the scheduling problem can be distributed across 
three different horizon types for a typical scheduling problem and describes resulting 
differences in data resolution and degrees of freedom for the mathematical system. 
Campaign planning Increasing 







012345678 91011 12 
Less degrees of 
freedom 




Figure 5.2 Illustration of a decomposition of a scheduling problem into three levels. 
Figure 5.2 shows how this breakdown in horizons actually occurs. Industry typically follows a 
similar breakdown of the scheduling problem, generating campaign plans, which involve 
making a product or a family of products for a week at a stretch for the year and then scheduling 
production for the fulfilment of orders. This involves the sequencing of specific production 
orders to fulfil expected demand in the system, and then generating detailed scheduling plans, 
involving specific equipment task and resource allocation, over a week or even on a daily basis. 
With respect to the robust plan, a trade-off is required between performing the calculation on as 
high a resolution as possible, so it can be meaningfully tested in the simulator (see chapter 6), 
and yet not trying to generate a plan of such great complexity against the host of scenarios, 
which may not be very good when it is confronted with stochastic disturbances. 
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The decision was taken to pitch the robust planning model at a level between the campaign 
planning level and the order scheduling level, so as to generate a robust plan for specific product 
orders, but still at the maximum production throughput level for a single product, i. e. the 
maximum capacity that the factory can generate of one product in a week. This does have the 
benefit of simplifying the equipment allocation constraint as it will be a simple one unit with 
one production time. Which will be covered in more detail in section 5.2.3. 
5.2.2 Considerations due to Demand Scenarios 
One of the most notable differences between the model to be used here versus a more 'standard' 
scheduling model, is that this case requires a variety of demand scenarios to be handled and 
only for one plan to be used to meet any constraint imposed on the plan. 
While the addition of the scenarios would mean that there is another array of variables to keep 
track of, such as stock levels for each scenario, the other variables such as the equipment 
allocation variables will not actually change between scenarios, as the idea is to obtain one 
production plan that can satisfy all the scenarios according to the constraints. In section 5.2.3, it 
will be shown for the relevant equations how the variables and the equations are altered as a 
result of this. 
The more interesting issue arises when considering the OTIF process constraints for the SC it 
would be most obvious to say that the constraint would ideally be set at 100% OTIF for all 
scenarios. In consideration of the OTIF value, as is the case with many performance figures, it is 
exponentially difficult to try to achieve a better performance value, and thus the costs to make 
negligible amounts of gain against the system are very steep. Thus the lowest acceptable OTIF 
figure (in light of more qualitative considerations such as customer satisfaction) should be 
considered to generate the best possible plan. 
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I- 
Cost 
Figure 5.3 Illustration of the OTIF vs. Cost and how it is an exponential curve. 
Also, since we are considering demand scenarios, if the scenario generator is working 
satisfactorily and realistic outliers are being generated, it may not be worth while meeting the 
performance criteria for some of these scenarios, as that would greatly raise the costs for the 
other scenarios for too little gain. Obviously this cannot be considered as a valid 'get-out' clause 
for tackling a whole host of difficult scenarios, but should be used only to minimise the effect of 
having to deal with extreme outliers. 
This would lead to the requirement of an additional performance constraint that will need to be 
introduced as is discussed in section 5.2.3. 
5.2.3 Model Formulation 
Bearing in mind the points that have been discussed, and as mentioned earlier in section 5.2.2, 
the formulation for a scheduling problem presented by Kondili et al. (1993) is to be used as a 
basis for the approach used to formulate and solve the robust planning problem. 
This section will deal with each type of constraint that needs to be considered by starting with 
the way the constraint is presented in the formulation of Kondili et al. (1993) and then 
proceeding to show the modifications that are needed in light of the discussions in sections 5.2.1 
and 5.2.2. 
It is to be noted that not all the constraints that have been laid out in Kondili et al. (1993) are 
used in this case in the interest of striking an appropriate balance between the accuracy of the 
model and the computational time required to obtain the solution. Constraints due to storage 
capacity and utility constraints have been ignored for this work. 
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Equipment allocation constraints 
The key constraint to be considered in a process plant is obviously the availability of process 
equipment to undertake new tasks. The constraint must ensure that process equipment cannot 
undertake two tasks simultaneously, and while performing a task, cannot start a new one, i. e. an 
equipment item can only be undertaking one task at any particular time. This can be expressed 
in the following equation: 
r -ý z2W,. 
jf-e S1 Vj, t Egn5.1 
ieIJJe=0 
Where W. j,, is the decision variable indicating whether or not unit j is assigned to 
task i at time t. 
pý is the time taken for task i. 
However, in light of the consideration that was raised in section 5.2.1, on achieving an 
appropriate resolution for the model, it was decided that campaign level plan of the production 
schedule of the entire factory would be a more appropriate approach rather than a detailed plan, 
due to the horizon needed for the plan. Thus, there will only be one equipment which is 
considered, which is the whole factory, and since only one factory is considered, the subscript j 
is dropped in this formulation. The time scale of a campaign plan usually is much greater than 
the production lead time of one product, so in one time unit, multiple runs can normally be 
performed, hence further simplifying the equation to thus: 
W!., <1 Vt Eqn 5.2 
Where W,,, is the decision variable for the factory to do task i at time t. 
Equipment unavailability constraints 
There are also time windows (defined as tl and t2) when an equipment is not available for use, 
and will not be able to undertake any tasks during that time nor start tasks that will finish in that 
time window. 
Wr y, =0 Vie I,, t1- pj+1: 5"t2-1 Egn5.3 
However, if the same considerations that were factored in to establish Eqn 5.2, then the final 
form of the equation can be written thus: 
Wry =0 Vi, t1+1<_t<_t2-1 Egn5.4 
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This function can also be used to factor in any activities that are already partly underway in the 
system for the initialisation of the model as opposed to specifically creating half-completed 
recipes to factor those performance variables in. 
Equipment capacity constraints 
Each equipment item has a maximum, Vj`, and minimum, Vj" capacity for operation. 
Vnu"Wý, ý, S Bl, ý 5 Vnm W!, `,, Vj, ie1, t Eqn 5.5 
Where B,, `,, is the batch size of task i in unit j at time t. 
This can be restricted to one batch size for the production of a product by the factory, which 
would be the maximum throughput of the factory, leaving us with the following equation: 
Bj,, =V, W,, Vi, t Eqn 5.6 
Where Bf,, is the batch size of the factory for task i at time t. 
Mass balance constraint 
Mass balances are the key constraints that govern the flow of materials at any given point in 
time. There are several terms in this constraint, each representing a movement of material into 
and out of the state. For any given state S,. t at time t and in form s the stock level is determined 
by the stock level of the previous time unit, addition of stock from production sequences that 
produce the materials, consumption of stock by production sequences that use the material, 
addition of stock from orders arriving from external sources and consumption of stock to fulfil 
demand for the material. 




1, r-vi.. -1A., L, 
B1. 
j. r 
+ R,., - D,., 
Vi, s Eqn 5.7 
ieT, je K, ieT, je K, 
Where S,, is the amount of material s being stored at time t. 
pý, is the proportion of output into state s of all tasks involving state s. 
pj., is the proportion of input into state s of all tasks involving state s. 
Ts is the set of tasks which produces state s. 
TT is the set of tasks which requires state s. 
R is the amount of state s that has been ordered in at time t. 
D, is the amount of demand of state s at time t. 
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There are however, quite a few sets of changes to be made for this constraint. Since there is only 
one factory, and multiple units are no longer being considered, the summation term for j is 
removed. Also, all the lead times are just 1 so there is no more need to consider the p, term 
either. The biggest modification that is required is to factor in the use of demand scenarios. This 
has not affected any of the earlier constraints, as the aim is to create a robust plan; hence the 
previous constraints which are to do with the actual factory plan are not altered to deal with 
multiple scenarios since one plan must work for all scenarios. However, the stock levels and the 
demand levels for the various states need another array index to model all the different 
scenarios. 
S,. 
r. k = 
S,., 
-I, k 
+I A., Ar- Pr, Br., + R,., - D,. r. k 
di, s Eqn 5.8 
rar, re r, 
Where SUI. k is the amount of material s being stored at time t for scenario k. 
Ds.,. k is the amount of demand of state s at time t for scenario k. 
Service level constraint 
Since the aim here is to create a robust plan, an additional constraint must be derive in order to 
ensure that the system meets a certain required service level in each of the scenarios. However, 
since some of these scenarios are outliers, and while it may be possible to meet them, it may be 
far too costly to meet it as it will raise very high stock levels in the other scenarios. Hence some 
trade off will be required. The basic definition of the OTIF constraint is as follows: 
O,. 
t. k = where 
Ss,,, k >0 Eqn 5.9 
s, t, k 
1- 'k' or Egn5.10 
sxkxr' 
oT >Q Eqn 5.11 
Where Oj. I, k is a binary decision variable for whether stock of state s 
is available at 
time t in scenario k. 
OT is the net OTIF value for all states and all scenarios. 
to is the total time horizon. 
s' is the total number of product states. 
k' is the total number of scenarios. 
9 is a defined required service level. 
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As mentioned earlier, the aim is to generate a MILP that can be solved by the CPLEX solver in 
GAMS, thus the above Eqn. 5.9 is written in the following manner instead: 
0 Os, r, k + S,. t, k >0 
Where 0 is a positive constant. 
Eqn 5.12 
This only works in conjunction with the objective function which is discussed next as solver, in 
attempting to achieve the best possible value for the objective function, will try and minimise 
the number of time the system registers a stock out. 
Objective Function 
The objective function is one of the most important functions in relation to the impact that it has 
on the solution that is generated. As mentioned in the Introduction, costs typically play one of 
the most important roles, if not the most important role, in decision making for a business. 
This implies the manner by which the objective function is calculated and by which the 
performance of the system is measured. The objective function of the system is cost, which 
compromises several statements: 
9 The cost of holding materials within a storage facility 
9 The penalty cost, per unit, of not meeting a required order 
In most cases this leads to an easy formulation of the objective function, since costs for storage 
and material ordering are relatively obvious. Costs which may be more difficult to estimate are 
those of outsourcing production or of obtaining a seasonal material out of season, although that 
can still be handled by using data from previous years from which to estimate. 
It can be noted that the cost of materials which need to be purchased is not accounted for here, 
nor are the profits that enter into the system through the sale of materials. This was done to 
reduce the complexity of using the system as these prices constantly vary due to changing 
market conditions and contractual negotiations. 
The penalty cost of not meeting an order is specified per unit, and that is another reason why the 
simulation allows the calculation of a negative stock. While this is, in reality, not possible, as it 
may just be a single penalty clause for breaching a single order contract, it makes the situation 
highly complicated to model. Also, in reality, the cost incurred by a company in failing to meet 
an order is not simply a financial penalty, but may include loss of goodwill and trust by 
customers. This more qualitative value should also be captured within the penalty cost of not 
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fulfilling an order. Careful thought will need to be given as to how these penalties are to be 
quantified, as they are effectively qualitative measures on the performance of the system but are 
significant events that cause a relatively large disruption to the system. 
Storage costs are self explanatory, in the sense that it costs a certain amount of money to keep 
stock within a storage facility. 
The objective function must also account for the various demand scenarios that are being run. 
One natural question to ask would be how the various scenarios would be weighted. Ideally 
speaking, each scenario should be evaluated for its probability of occurring, with outlier 
scenarios having a much lower probability of occurring, however, such an effort is immensely 
complex and difficult, and the gains in the improvement of the robust plan is questionable. A 
first approximation of the scenarios being equally weighted has been taken for now. 
All of these considerations have now led to the objective function being written as thus: 
Minimise 
1ý ýý (5,,,, 
k C; + Os j. k C2 + R, j c) Eqn 5.13 kk 
Where C; is the cost of holding 1 unit of state s in storage. 
Cj is the penalty for stocking out of state s. 
C8 is the cost of ordering in state s. 
5.3 Implementation of Robust Planning 
This section will cover how the set of equations as listed in section 5.2.3 is to be implemented 
into the GAMS formulation along with all the other relevant data, and where appropriate, a 
discussion on the choice of the value for the input data. 
The structure of this section will be based on the structure of an input file of GAMS. (Rosenthal 
(2007)). 
5.3.1 Sets 
Sets are the basic building blocks of a GAMS model, and they correspond to the indices in the 
algebraic representation of the models. In the model for the robust plan, there are three types of 
sets that are used: time (t), scenario (k) and material (s). Table 5.1 shows a list of the sets that 
are used. 
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Description Value 
Time (t) 1 to 50 
Scenarios (k) I to 20 
Material (s) Raw A, Raw B, Raw C 
Product X, Product Y 
Tasks (i) I= Production of X 
2= Production of Y 
Table 5.1 list of the sets used in the CAMS formulation. 
The time units that are used in this scenario are chosen to represent a one year time horizon, 
with each time unit representing a week. The model however, approximates one year to 50 
weeks, to allow for the shut-down of the plant. 
The choice of the number of scenarios is driven by choosing a number of scenarios that will 
encompass a high probability of all possible scenarios, and this is discussed at greater length in 
chapter 7. 
All the materials of the system are considered, although it can be noted that the inclusion of the 
raw materials does not improve the performance of the robust plan until the complexities of 
bulk purchasing, and purchasing seasonality materials in season and out of season are ordered 
in. 
5.3.2 Data 
The next set of inputs into the GAMS model is the data required for the model. These are also 
called parameters, and there are several types of parameters that have to be included in the 
GAMS model. 
The parameters that have the highest amount of data to be input into the model would be the 
demand data, which would be unique for each product and each scenario as well. Please refer to 
chapter 4 for additional detail for how this data is created. 
For the initialisation of the model, the initial stock levels of the model are also required and an 
initial stock level of 200 for all materials has been taken for now. 
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However, in order to allow for an amount of slack in the system, the presumed capacity of' the 
plant will be reduced by 10% to allow for any unforeseen disruptions, thus, the factory capacity 
for X and Y used in the robust planning are V, = 299 and V2 = 224 respectively. 
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5.3.3 Variables 
In this section of the GAMS code, the decision variables that the solver will need to assign 
values to are declared and the following table lists these values and an explanation of what these 
variables represent. 
Variable Explanation 
WIj The decision variable for the factory to do task s at time t. 
Br, 
t 
The batch size of the factory for task i at time t. 
S, 
fk 
The amount of material s being stored at time t in scenario k. 
Rte The amount of state s that has been ordered in at time t. 
The amount of demand of state s at time t. 
p,. 
t. k 
A binary decision variable for whether stock of state s is available at time t in 
scenario k. 
pT The net OTIF value for all states and all scenarios. 
Table 5.3 List of variables in the GAMS formulation. 
5.3.4 Equations 
After this, the input into GAMS requires all the equations that were discussed in earlier in 
section 5.2.3 are inputted into GAMS. All the relevant equations are re-written below to enable 
better clarity of the formulation. 
Equipment allocation constraints 
Vt Egn5.2 
Equipment unavailability constraints 
Wry =0 b'i, tl +1_tSt2-1 Egn5.4 
Currently, it is assumed that there are no time periods where the factory is unavailable, although 
it is possible that such unavailability due to maintenance actions on the plants and the like 
needing to be done, where they become exceptional statements for Eqn 5.2. 
Equipment capacity constraints 
t B, j = V, W,, 
Vi, Eqn 5.6 
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Mass balance constraint 
Sf. 
r. k = 
Sr. 
r-t. t 
+ Yj Pl. 
r 
Bit -1: pr. 3 Br., + Rj*. r - 
D,. 
r. k 
Vi, s Eqn 5.8 
per, it T, 
Service level constraint 
2: 2: 2: Os, 
tk 
1- 'k =OT Egn5.10 
Sb Oj. r. k + 
Ssj. k >0 Eqn 5.12 




C$ +Osj. kC, +R, cý Egn5.13 
5.3.5 Sample Input and Output Files 
This section shows a selected number of screenshots for the status of the inputs into GAMS and 
the outputs that are obtained from it as well. 
Figure 5.5 shows a few selected screenshots of the input into GAMS and figure 5.6 shows a few 
selected screenshots of the output from GAMS. 
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Figure 5.5 A selection of Screenshots from the CAMS input. 






Figure 5.6 A screenshot showing the results format from GAMS. 
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5.3.4 A Comment on Sensitivity Analysis Runs 
One of the common sets Of' studies that are often performed on UUptIfill i, ºtloll ºW, ulinr', Much 
have not been done in this work, comprises sensitivity analysis. This i,, (lue to the simplicity of 
the case study and the tact that it is an artificial data set is used, which is not rapacity 
constrained. 
However, sensitivity analysis runs on the model to study the profile of the cost involved in 
running the system against the OTIF and ordering figures should he studied and analysed prior 
to deciding the value that should be used for the OTIF constraint to ensure that the value chosen 
is not merely arbitrary. 
5.3.5 A Comment on Robust Planning on the Simulator 
A version of the robust planning was also ill1I)lCl11ClltCd in thL- V11 Si 111111 MOT% Which Will be 
discussed fully in the next chapter, and which is not being used in the final version ofthe tool. It 
is not being used because of' limitations oil what can be achieved in the simulator due to the 
complexity of the coding employed. 
The planning is achieved in the simulator, by running the simulation, scenario by scenario, and 
every time a stockout occurs, generating an order for the product or material in the robust plan. 
Thus, the plan is updated as every single plan is being run. However, this leads to the limitation 
that the plan that is generated is fulfilling a 100% OTIF figure, and as Illustrated in figure 5.2 
this may not be the most cost-effective plan. Figure 5.7 shows the results obtained from the 
robust planner in the simulator while figure 5.8 shows the program flowsheet. 
9*4 WVdow lieb 
BCDEFGH1JKLMN0 
1 
2 Product I Product2 Ptoduct3 
3 Time Demand Stock Order Arrival Time Demand Stock Order Am,, al Time Demand Stock Order Arrwal 
4 1 32238 13 9677619 0 1 3816499 %1835 0 1 660%92 933903 1 0 
6 2 23641 19 944120 7 0 2 69032 21 8928C2 8 0 2 33121 25 900781 8 0 
- 6 3 310075 9131132 0 3 5C731 06 642071 7 0 3 30639 77 870142 0 
7 4 3696881 876144 A 4 8780q 11 75426,16 0 4 6375,24 8063898 0 
8 5 4835246 827791 9 0 6 6263641 691Q6 2 0 5 8666031 7197296 0 
9 6 62372 % 7654189 0 6 6346867 6281576 0 6 50485 34 6692442 0 
t-10 7 3569637 7297226 0 7 1402053 4879522 0 7 1002618 568%23 0 
1-1 8 30311 4 699L411 2 0 6 80900 B4 406971 4 0 8 75" 17 4934732 0 
12 9 209031 678508 1 0 9 7131566 3356557 0 9 3709922 456374 0 
10 4343344 .2 9E-1 1 0 10 6095037 344705 4 1 10 3501367 4213603 0 
i-14 11 326657 273343 1 11 635-Ql 73 3511136 1 11 313448 39MI5 6 0 
i 15 12 32620 64!! 54513.67 1 12 6831407 3527996 1 12 33661 33 3563542 0 
62 59 30436,52 960000 0 59 5601037 2615037 2 59 3135766 1593922 0 
63 60 90815 14 840000 0 60 9196847 2723069 0 60 31 D50 48 1562671 a 
54 Run N o2 
65 Productl Produc12 Producl]l 
66 Time 
1 
Demand Stock Order Anwal Time Demand Stock Order Aýal Time Demand Stock Order Arwal 
67 1 24100.17 9758998 0 1 7193072 9260693 0 1 62691 39 937308 6 0 
168 2 2263661 9532932 0 2 B4764 57 843304 7 0 2 60079 86 877228 7 0 [ - 69 3 2889024 924403 a 3 BOG27 89 763276 8 0 3 320213 96 845i9g 8 0 
Figure 5.7 Resultsfroin the simulator based robust planner. 
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Figure 5.8 Program flowsheet for the VB simulator based robust planning. 
5.4 Discussion and Conclusion 
While the GAMS formulation and solution produce the expected result, the simplicity of the 
case study does make this section of the work appear to be somewhat superfluous, as the 
solution that is generated by GAMS can almost be obtained by solving the problem manually 
(while it obviously becomes more difficult as more scenarios are considered). However, if an 
actual industrial case study were being undertaken, which would be far more complex, then it 
would be necessary for such a formulation to be used in order to generate a viable solution in a 
reasonable amount of time. 
Since the basic forms of the equations that are used to describe the model are standard, there is 
no reason that an automated system cannot be established to speed up the generation of the 
GAMS input file. 
As a result, this is the component where there is still a very high level of implementation work 
to be explored and studied in order to fully utilise the potential of what is being proposed. There 
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will be an extensive discussion on further advances that can be achieved in the areas that have 
been touched on in this chapter. 
5.4.1 Data Resolution Studies 
The resolution that has been chosen to create the constraints of the system is by no means ideal 
and was only decided upon by taking into account qualitative considerations. However, a more 
detailed study, which should be undertaken with the simulator (see chapter 6), on the impact of 
the data resolution should be considered as it will allow a better informed decision to be made. 
Some of the issues that should be addressed here are not only tied to the horizon and the way the 
production information is aggregated, which is the basic form of this study, but perhaps also 
should include study of the effects of building a 'slack' into the robust plans by underestimating 
the production throughput of the system. 
This is already being done in the above formulation as the most efficient scheduling, based on 
maximum production capacity, has not been used, but an active consideration to plan to use 
only, say, 90% of the full capacity of the facility, to allow for 10% for emergency orders and/or 
other disruptions in the production system, may allow for a better robust plan to be generated. 
In order to appropriately determine the correct value to use for the slack in the system, a 
sensitivity analysis should be performed. 
The production information aggregation is also something to be investigated further, especially 
in light of production facilities with a high number of products all with very low demands but 
similar production and raw material usage. The aggregation of such products must be carefully 
considered in order to improve the performance levels of the tool. This is particularly important 
as for some products, which are used by end-consumers, the product life-cycles are only a few 
short years, which would not provide sufficient data for the more complex forecasting 
algorithms. Thus being able to handle them as an aggregated family of products will be more 
useful. 
5.4.2 Alternative Objective Functions for Robust Plan 
As mentioned in the introduction to the chapter, there is a possibility for the robust plan not to 
be solved via the minimisation of cost, with the service level as a constraint, but for it to be done 
the other way around, i. e. maximise the service level subject to a cost constraint. 
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This may be an interesting set of studies to undertake, especially on a more complicated model. 
to test the lin-dts of the system in a different way. It is more common that a company knows the 
maximum financial limit it has on expenses and a way of maximising service levels with respect 
to a financial constraint may be a worthwhile study. 
That is by no means the only alternative. There are many other considerations that can be taken 
into account, such a minimisation of stock levels and/or stock loss along with minin-dsing 
production switchovers between families of products. 
Most of these questions must be considered in the context of an actual case study and what has 
been presented is the most commonly used form of a optimisation model for a SC system. A set 
of guidelines can perhaps be established in order to decide which objective function is to be 
used, given a set of criteria for the system. 
5.4.3 Quantifying Qualitative Information 
One of the difficulties, which has already been pointed out, in describing the formulation of the 
constraints, is in determining quantitative values for model components which only have a 
qualitative impact. The most complicated of these is the penalty incurred when a product is not 
in stock in order to fulfil a demand. 
Not only is there a loss, in the sense that no profit will be made by the sale of a product to a 
customer and penalty charges may exist within the purchase order for failing to meet the 
contract, but there is also the effect on customer satisfaction levels, which many companies will 
be wary of damaging. Customer satisfaction levels have an impact on whether customers will 
continue to do business with the same company, which has a major financial impact on any SC 
system, but there is no clear way of being able to quantify the qualitative impact. 
A simple observation of how business occurs suggests that the penalty factor should not be 
treated simply as a linear function. It should be treated as a more complex function, as the 
consequences of a delay to a given amount of material compared with the delay of an order 
which is twice that size may not simply be half. 
The only recommendation that can be made is to perform a survey of both suppliers and 
customers about this matter to detern-dne a more rigorous method to ascertain the penalty value 
associated with not fulfilling a contract obligation. 
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5.4.4 Conclusion 
The potential for what this approach methodology can achieve has been highlighted by this 
simple case study. A robust plan is generated which will have more interesting consequences 
when implemented. 
While the simplistic nature of the case study probably only constitute a limited test of the 
capabilities of the methodology, its application to an industrial case study would go very far in 
helping to address some of the issues, but a more in-depth study will require the use of multiple 
case studies and comparing the considerations that need to be taken into account in each one. 
The next chapter will present the final module of the tool, the simulator module, followed by a 
chapter showing how all these three modules work together and how the simulator tests the 
robust plan. 
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Chapter 6: Stock Level Simulator 
6.1 Introduction 
Simulation technologies have long been used as a technique for more detailed analysis of case 
studies in order to gain insight. However, in simulation technologies there always exists the 
compron-dse between the complexity (and thus realism of the model) and the speed at which 
each run is performed. If there are insufficient details, then the simulator itself will not be of 
much use in terms of being a realistic model of the system. Then again, if it is highly detailed, 
but yet takes a computational time of hours to run one scenario through, it will not be of much 
use either. Thus careful consideration and reasoning are required to create a good simulation 
model. 
The results that are obtained through declarative modelling, while often highly optin-Lised and 
ideal for a given scenario, do not have a track record of performing well when implemented in a 
real system and exposed to additional disturbances and stresses. One of the key questions after 
an in-depth analysis of the system is always, 'Are the recommendations that are being made 
actually going to improve the behaviour of the real world system? ' A realistic simulator will 
allow a testing of these plans to be performed and fine-tuning of them prior to actual 
implementation in a real world system to improve its performance. 
The goal of the simulator is to create a realistic environment that will allow two kinds of 
insights to be obtained. The first is insight into the actual behaviour of the system and where 
improvements can be made. The second is understanding which will enable the testing of any 
future modifications to the system, such as the robust plan generated in the robust planning 
module as described in chapter 5, prior to actual implementation to see if the modification can 
be further improved. 
This chapter will begin with a few comments on the architecture and the basis of the simulation 
before moving on to cover the various components of the simulator, including all the relevant 
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input and output data given by each before showing the results obtained from the system, and 
the chapter will conclude with a discussion. 
6.1.1 Simulator Architecture 
The base mechanism which is used for the simulator is Discrete Event Simulation (DES), as it is 
a robust protocol and is highly flexible in dealing with a variety of systems. 
As discussed in the literature review, the use of an object-oriented mechanism to generate new 
codes has allowed for more robust computer codes to be created. Thus this architecture will be 
used in creating the simulator. 
The principle idea of behind an object-oriented approach is to create key modules of the codes 
as individual and independent objects, such that, if, at a future time, modifications to one 
specific component of the code are to be made, it will be possible to modify only the relevant 
object and allow for more sophisticated components to be integrated with minimal effort. 
This does, however, require a standardization of the inputs and outputs of the system, and it 
would perhaps be worth considering creating a more standardised nomenclature for the 
generation of SC computer software to allow for a more rapid coupling of various works done in 
the many areas of SCM. 
6.1.2 Simulation Basis 
As mentioned in chapter 3, stock levels of various materials are one of the key performance 
measures of SC performance, which makes them a good basis for the simulation. A compromise 
must be struck between keeping high levels of stock, in order to be able to fulfil orders placed 
with the system and to try to minin-dze cost, which would include reduction of storage levels 
and loss of products due to shelf-life expiry. 
The materials that are used for a single production facility can be divided into two categories, 
raw materials and products. While it may be true that a single site might contain multiple 
production facilities which will require the products of other plants on the site as raw materials 
for the production (i. e. intermediate materials), this complexity is taken into account in that the 
materials are all dealt with independently of each other. Thus it does not matter whether one 
material is being used as a raw material for another or not. This allows for more complex SC 
systems to be modelled by the protocol. 
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6.2 System Components 
The simulation tool is decomposed into several modules: the initialisation module, the stock 
simulator module, the order generator, SimpleSched and the stochastic module. Each component 
will be discussed in turn. Figure 6.1 shows an overview of the simulator. 
Start 
Initialisation 
Upload data through 
interface 
Stock Simulator Core 
Adjust stock levels based 






Move time forward 
SimpleSched 
Process orders and determine 
order arrival times 
Order Generator 
Check stock levels to 
generate updated 




Ye, / All \ =ý time? 
Figure 6.1 Programe overview of the Stock simulator. 
Start of \N 
week? 
One key aspect of the tool that should be noted is that not all the modules operate on the same 
time scale. While the main simulator itself performs runs in time steps of one day, the scheduler 
operates in time steps of hours, while the order generator and the stochastic elements generator 
functions only at the start of every week. 
The choice to operate on a different time scale for various sections was driven by the desire to 
n-dmic the behaviour of the real system. In this the scheduling for production of the orders that 
are processed does not occur every day, but at a regular interval, say, the start of the week. 
However, the scheduler does generate plans which are specified down to the operation of each 
hour, and in some cases even minutes, while for the actual stock levels, all that really matters for 
this type of analysis is the stock level at the start and end of each day. 
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6.2.1 Initialization Module 
This primarily involves uploading all the inforniation needed to nin the tool from tile interface. 
The interface of the tool that is used is based oil Microsoft FIxccl, choscii because It Is, widely 
used in the inclustry and has good capabilities of handling basic manipulations of large 
quantities ofdata. 
There are four main inputs into the system: 
" Basic simulation information and general product intorination - including cost 
information, shelf life, nunibcr of" I-tills, number of' products, tinic 1cligill of simulation 
(see figure 6.2). 
" Demand scenario information - the dernand data and the corresponding forecast dala for 
each scenario (see figure 6.3). 
Scheduling inforination - equipment avallable, plant connectivity and production 
recipes (see section 6.2.3). 
Stochastic disturbances inforniation - statistical probabilities of stochastic disturbances 
(see section 6.2.4). 




A -A '-- 
11 General input siieet 
Run AnWysts Run Rob ust PI a 
i-j 
ol Materials 3 Simulation length 60 Iterations 2 Search A, 9" per Iteration 3 
ofRuns 26 Reduction Size 02 Points per Area 10 
Results Shown 5 
ensial Mmailal Data 
toduct No Lead Time Batch Size Policy 
13 60000 ROO 
24 70000 ROO 
35 90000 ROO 
Figure 6. 
Fot MRP Stock Level ShelfLife Stock 
Window Starting Safety Cost Keeping Out 
6 1000000 150OW 10 13 
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6 IOOLUM 150000 60 33 
2 Screenshot of the mainfactory input shectfi 





)r the tool. 
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16 12 3462475 5389033 4141496 
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Figure 6.3 Tivoscreenshors of Ilic forecast and donapid dam input wreen. 
6.2.2 Stock Simulator - Objective Function Calculation 
As mentioned in the introduction to this chapter, one of' tile most important decisions that have 
to be made with regard to the creation of' the simulator is tile level of" Mail of' the stock 
movement which is handled. One of tile other complications is tile coil siderati oil of' the order in 
which of these stock movements occur. 
The key stock movements that are accounted for in this simulator are as follows: 
Arrival of stock from exterrial order arriving or completion of factory order 
Departure of stock from material usage or sale to customer 
Expiry ofstock shelf life 
This does make the assumption that the storage facilities for the materials and products are on 
site, which may not always be the case. Sonic production facilities only have very limited 
storage capacity on site, but it is assumed that transfers between the main storage facility and 
the production facility will not take much time relative to other SC events. 
The sequence in which material flows into and out of these storage facilities is also an area 
which requires consideration. as it does affect the performance of the system. The key decision 
to be made is whether a simulation assumes a best case scenario approach or otherwise. 
Consider a time interval when the system has both stock arriving into the system due to 
production completion and leaving the system to fulfil an order. If the production completes 
early enough, then this can be used to fulfil the order immediately, which would be the best-case 
scenario, a JIT production. However, it could be that the production arrives too late for the order 
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to be fulfilled, and can only be used in the next time unit to fulfil the order. It was decided that 
the better way was to simulate a worst-case scenario, thus allowing decisions to be made 
allowing for the worst possible outcome. 
The final stock movement for each time unit is the loss of stock due to the expiry of shelf-life, 
as expiry denotes that material cannot be used in the next unit even though it may still be used 
until the end of the current time unit. 
One further complication that must be dealt with is the handling of the inability to fulfil an order 
for a material, i. e. insufficient amounts of the material are in stock. The way this is dealt in the 
simulation is to allow for the existence of negative stock, and to attach penalty values for each 
negative unit of stock that exists. This, of course, does not occur in reality, but allows for a more 
systematic and simpler manner in which to handle the inability to fulfil orders. 
This section of the code also contains the means by which the objective function is calculated 
and how the performance of the system is measured, which is the same as that was used for the 
robust planning module. The equation is as follows: 
Minimisey Is , 
F, Z (Sstk C, + Ost., Cp + R,. 
t 
CR + L,. 
t. k 
CL) Eqn 6.1 
k k' ,t 
Other performance statistics are also evaluated for the performance for the system. The key 
statistics that are calculated are the average stock levels for each product, the service level for 






1- `k =Or Egn5.10 - 
0 Of., 4 + SS J, k >0 
Eqn 5.12 




Also, it is worth noting that the simulator does make an allowance for products to be ordered in 
from an outside source, as it is assumed that the ordering of such materials is subject to a 
significant lead time. 
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6.2.3 Scheduler 
The Scheduler used is all (4 thC S011\\MC t001 CilllCd SIMI)ICSOU'll thM WaS (ICVCI()I)C(l 
for the internal use for the Centre for Process Systems 1"llgincering at Imperial College London. 
It is a simple lictuistic scheduler witch is used 11) SIMMIC I 11101-C I'CilliStiC hCIhlViOUl- Of ;I 
process system. It has been used in the work of Simconidis (2000), liting (200-4) and Tsmir 
(2006). 
SimpleSchell re(IIIII. C. " (lie standard input" Illill ally , CjjCdtjjjjjjý toOl IC(ItIll-Cl,, 
recipes, equipment connectivity and equipment availability to opcrate. I lowever, in place ofthe 
usual dernand data that are fed into it scheduler, SimpleSched requires the demand oftlic systcm 
to be given in ternis of' the batches of final products to be processed in the order that they are to 
be processed and the earliest possible start tinle for the batches. SimpleSched then generates the 
schedule by processing the batches in the order that they are given an(] creates the pi-oduction 
plans by starting with the batch at either tile stated earliest possible start tinle or tile earliest time 
at which suitable equipment is available. 
Figure 6.4 shows the two keN input 1,01-Ills for Simpll'Scllcd, Mild] arctlic plant C()Illlecti\, It\, 
sheet and the recipe sheet. 
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Figure 6.4 Screenshots of the inputfonnsfor SimpleSched. 
Edric Margono Page 115 of 145 PhD. Thesis 
Then for tasks of each batch the following is considered: 
1. Determine earliest start time of the task, i. e. it may not start before the previous task has 
finished. 
2. Select from the list of suitable equipment items an item using the following criteria: 
assign a unit that has not been allocated any tasks, 
otherwise, assign the first unit that is able to start the task on time (i. e. it has 
completed all of its earlier tasks on time), 
otherwise, find a unit that has a suitable gap in its allocations (i. e. it has been 
allocated tasks starting before and after the start of the task being considered, 
but there is still idle time in between to perform this task. ) 
However, the robust planner only informs the scheduler the week the batch is suppose to arrive 
in, so, as a basic modification, it is assumed that production for the batch can begin a week 
earlier, in order to attempt to finish the production, as the production time is measured in hours 
and it is not unreasonable to initiate a production batch to hold stock for a week. 
Obtain list of 
From simulDator-----* orders and factory 
recipes and data 
Find suitable and All tasks ext earliest available forthe 
order? 
> 
task equipment for task 
Y 




Figure 6.5 Basic programflowsheetfor SimpleSched. 
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6.2.4 Order Generator 
However. even with the best plans, there are always unforeseen circumstances that mean that 
additional quantities of the product may be requested on an urgent basis by a customer. or there 
is a loss of some stock for whatever reason. Hence there needs to be a mechanism in place to 
generate additional orders in light of these circumstances. To that end, most companies will 
have stock holding policies in addition to any planning mechanisms or policies they might have 
to help cope with unforeseen complications. 
There are two main kinds of stock holding policies: reactive or predictive methods. Reactive 
methods simply look at the existing stock levels, and once a level has breached a certain 
specified safety stock value, an order for a new stock addition is raised. Predictive methods 
depend on forecasts of the demand of the product (or raw material), so once it is determined that 
the safety stock level will be breached within a specified forward forecast window, the new 
order is generated. (See figures 6.6 and 6.7) 
120- 
Stock Levels wfth React ive Stock Control Methods 
Breaches safety 
100. -- stock levels 





Product arrives bringing 20 Material begins r, ". stock levels up 
1 1 .1 
Lead time 1 
0 1 
0 2468 10 12 14 16 18 20 
StockLevel --- Saftey Stock Level] 
Weeks 
Figure 6.6 Illustration for the Reactive stock holding policy. 
Breaches safety 
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il ' stock levels up l Lead time 
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Figure 6.7 Illustration for the predictive stock holding method. 
If the predictive method is implemented well. it can yield better service levels (as measured by 
OTIF) and lower stock levels. On the other hand, if the implementation is poor due to either the 
forecast is highly inaccurate or that the safety level is not set at an appropriate level, very high 
levels of stock may occur and/or with very poor OTIF figures. Figure 6.7 shows a case where 
the stock level should be set lower, based on the response time of the factory and the size of the 
batch from the factory. Thus, careful consideration of how the predictive control is setup is key. 
However, the usual consideration for using predictive methods is to sacrifice lower stock levels 
in preference for better OTIF values. 
The predictive methods are also more IT-intensive as, in order to implement them optimally, 
continual updates on the actual demand of the products are required as are updated forecasts, 
and thus updated factory plans. 
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earlier based on prevent breach of forecast 
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safety stock levels 
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safety Create 
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fcty 10 material now 
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Figure 68 Flowsheetfor ordering algorithm 
6.2.5 Stochastic Elements Generator 
This is a critical area of how the robust plan is going to be tested, to see whether or not it can 
survive the disturbances that can occur in an operational environment. 
These disturbances are generated simply via the use of a random number generator, and the 
disturbances that are created are for the following: 
9 Equipment breakdown leading to unavailability 
* Products failing quality control checks and requiring to be reworked 
9 Additional demands for batches occurring at short notice 
The following table 6.1 shows a more detailed description of the stochastic elements system. 
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Name Description Probabifitý 
QC, F. "IiIIII-C Product fails the quality control (Q(') cliecks but can still he 5(ý .Y 
reworked to necessary LlUalitV ICVCl for use. Done by altering I)CI daY 
of product type based on the probability, as an alternate pcl 1m)(111CI 
product recipe is created in the simulation for products that 
fail QC and need to be reworked. 
Equipment Equipment becomes uiiavailableý simply assume that the /C 
Failtirc moment it becomes unavailable it is down for at least it 12 pcr day 
hour period. The probability is calculated for each piece of' per equipment 
equipment every day at the start ofeach week. 
Additional Last minute dernands that come in at the start of a week for 5,,:; 
demand simplicity, assume it fixed batch size 10 for both products. per ýý CA 
I I per product 
Table 6.1 A list o. fthc stocha, sm di. s III rhances ill the simulation. 
6.3 Sample Outputs from the System 
The key results frorn the system are shown in figure 0.9 where it is a radicr compressed verýion 
of the results show the average stock level, service level and penalty incurred for each product 




Stock Level Level 
1 190934.059 0 96047619 46121585 
2 180737.496 0.8647619 45546417 
3 240596.991 0.97952381 60630528 
Figure 6.9 Processed results screenshot. 
Product No. Average Service Penalty Total Penalty 1 54E+08 
However, the raw data can also be accessed as shown in figures 6.10 and 6.11. Figure 6.9 shows 
the raw output of the actual stock simulator, with sections for each product, stating the demand 
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3 Time Demand Stock Ordw Anwal 
4 1 32236 13 %77619 0 
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1 3916A q9 %18: )5 0 
2 69032 21 892902 8 0 
3 51)131 06 842071 7 0 
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5 6263641 b91526 ' a 
6 6346867 6261576 9 
7 1402053 487952 2 0 
8 8099084 406971 4 0 
9 7131566 315655 7 a 
10 6095037 3447054 1 
11 KY591 73 3511136 1 
1ý W3 14 X I,, 11 99 G I 
Figure 6.10 data oulpul. 
I-jA A. E, -4 
AA 
L . --- M --. -N 
Product3 
Time Demand Stock Order Arrival 
1 6(09692 933903 1 0 
2 33121 25 9W781 8 0 
3 1" 77 E170 142 0 
4 63752 24 9063896 0 
5 HbfM 31 719720 S 0 
6 5040r, 34 6692442 0 
7 100261 8 568982 3 0 
8 75" 17 493473 l 0 
9 37(P9 22 4%174 0 
10 3601367 421360 3 0 
11 it 04 R 3W)Ir, 6 0 
i ", ll-fd 11 3563"A 2 0 
Figure 6.11 shows the raw output that is obtained from SimPleSched and it shows a basic Garitt 
chart of the last scenario in the system along with the order list into the system. It is to be noted 
that in order to find out the product type, the batch numbers must be cross checked against the 
order list which is an input form. What is written in each ofthe gannt chart bars, bx and sY, refer 
to batch no. x and task y of that batch. In figure 6.11 batch numbers, based on what is shown it' 
figure 6.11 is that batch numbers I to 10 are for material 1.11 to 30 are for material 2, etc. 
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6.4 Discussion and Conclusion 
The basic structure of the simulation model that has been created appears to be robust enough to 
model a number of cases and can provide a useful platform to test the plans that have been 
obtained from the robust planner prior to actual implementation in a real system. This is 
supported by the initial comparisons of the results obtained from the simulator, against a limited 
amount of industrial data. 
However, the simulator is not perfect, and there are still many avenues of analysis that can be 
pursued. The following sub-section highlights a few of the areas that arc worth investigating. 
6.4.1 Industrial Case Study 
One of the key checks that has not been made is for the simulator to be validated against a full 
industrial case study to ensure that it is a realistic tool, that is capable of capturing the behaviour 
of the industrial system. While the initial stages of this work were based on an industrial case 
study, a detailed comparison using recent data was not performed. 
6.4.2 Scheduler 
The scheduler which has been used in this tool, SimpleSched, is fast and generates good 
solutions, but somewhat simplistic and not as comprehensive as some of the work which has 
been published in the field of scheduling more recently. 
The ideal, however. would be to use the actual scheduler which is being used for the real world 
system on which the case study is being performed, as that would probably best mimic the 
behaviour of the industrial system. However, that may not be practical and may be far too 
complicated and require too long a computational time to be useful. 
A more detailed investigation of the types of scheduling algorithms that are available and a 
study of the model accuracy gains versus the computational burden would be interesting. 
6.4.3 Stochastic Disturbance Generator 
What has been shown here in the stochastic disturbance generator is a basic form of generating 
these disturbances. Most of the stochastic disturbances which are modelled here, may be 
modelled with far more complicated models, as opposed to a straight probability calculation for 
each time step. 
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Consider the modelling of the failure of process equipment. It is known that process equipment 
after it has been serviced or repaired, is less likely to break down and fail than at any point later. 
Thus the probability of process equipment failing is a distribution based on the time when it was 
last serviced or fixed. Also, when a piece of process equipment breaks down, thcre is no 
guarantee as to how long it will take for the equipment to be repaired, so this is again better 
modelled by a statistical distribution. However. the only way to get a better idea of that is to 
analyse the behaviour of such disturbances in real world cases and determine which is the best 
statistical distribution which models their behaviour. 
Also the way the random variable is generated should also be studied, and it should not just be 
assumed that the regular random number generator that has been inbuilt into Microsoft Visual 
Basic is adequate. 
6.4.4 Optimization Routine 
One aspect of the tool which was tested, but not incorporated into the final version of the tool 
and not described in details here was the introduction of an optimization feature, which used a 
simple pseudo-random search algorithm to determine the best stock holding policy for a given 
material and the recommended safety stock levels against an objective function. This is similar 
to the one that has been used for the final version of the tool. 
It has been discarded in the final version due to the complexity and the questionable usefulness 
of this value in a generated robust plan. The original version of this was a standalone simulator 
to help gain insight into the behaviour of the SC system to determine areas where additional 
effort can be put in to determine the potential for improvement in the system. This was included 
to help provide a basic recommendation to improve the behaviour of the system. 
However, there may still be some value in a standalone use of the simulator. 
6.4.5 Conclusion 
Thus the simulator is useful, and the rapid run times, measured in seconds, mean that a whole 
host of runs can be performed and their results analysed. It does help to paint a picture of what 
the behaviours of the stock levels might look like under various conditions. 
In the next chapter, the way in which these individual components that have been described 
work with each other to allow for robust plan generation and testing is presented and discussed. 
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Chapter 7: Robust Plan Testing 
7.1 Introduction 
The three key modules of the tool have been described so far in terms of their functions as 
independent components. The chief purpose of this project is to show how these components 
actually work and function together to allow for a much better methodology to generate robust 
plans to be recommended for use on a real SC system. 
The aim is that there be a synergy between the various components of the tool, which will allow 
it to produce an approach that is much more sound and productive than the components acting 
individually. 
7.1.1 Why Have Three Separate Modules? 
One of the key questions that has to be answered about the approach is, why have multiple 
modules? This is an understandable question as what has been done for each of the modules in 
this work has not really pushed the limits of what is available in the wider academic field for 
each, and thus each module has not really attained the full potential that the module could have 
achieved if it did incorporate the latest work in each of the fields. Of course, this might lead to 
three separate research projects. 
However, that was not the idea behind the approach. The cutting edge technology is often not 
easy to understand, much less implement in real case studies, and the greatest barrier to the 
implementation of cutting edge technology is the ability of the end users to understand what the 
tools actually do. Thus the tools must be kept quite simple. 
Putting that to one side, consider the robust planner. If that were to be made far more 
sophisticated and complex and realistic, might it produce a more robust yet financially more 
optimal plan? But the plan would still have to be tested in some way, as it would be unlikely to 
would be directly implemented without testing. 
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The best way to test the mechanism is still via a computer-generated simulation, as the use of 
heuristics and protocol more easily allows for the system to be min-ýicked in the model than 
through a strict declarative modelling. Furthermore. often it is not just the results that are 
important, but also a visualisation of how the system performs when the plan is implemented. 
One of the important things to remember in implementing the plan and testing it against 
stochastic disturbances is that there are already inbuilt control mechanisms in the SC system to 
deal with such disturbances and that the performance of the robust plan must be studied in light 
of how it performs with these feedback control mechanisms within the SC system. 
The other question that may be asked is, why not just use a pre-packaged DES tool to create the 
simulation? The answer lies in two main considerations. The first is that the Excel interface is 
more useful in a real world application; the second is that the pre-packaged tools have difficulty 
in creating multiple time scales within the model and of creating the control mechanisms within. 
The final reason for generating the tool in three modules is that it allows for the modifications of 
the code to be made for each component separately, without having to deal with every 
component of the tool simultaneously. 
7.2 Approach 
Now, the approach taken to making the tool as a whole work is straightforward. The overview 
of the process comes first, starting with the data generator generating all the demand scenarios 
and forecasts, which are to be used in the robust planner and the simulator. 
The plan that is generated by the robust planner is then sent to the simulator to be tested against 
scenarios that differ from the ones that were used in creating it, and if based on the various 
performance criteria the plan is acceptable, the plan is then accepted. Otherwise it is sent back to 
the robust planner with some or all of the scenarios considered in the simulator and added to the 
robust planner to generate a new plan. However, there are further complexities. 
A system overview was provided in figure 3.1 and is shown again here. 
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Data Generator Module 
-------------------------------- I 
Markov Scenano Robust Plan 
Checker Generator Generator 
Simulator Module 
..... ft ........................ 
Stock Online 
Simulator Scheduler 
----- m ........ ................... 
Figure 3.1 Simple overview of how the 3 components of the tool work together. 
The end result, which is obtained from the whole tool is not just the robust plan, but also the 
settings of the control mechanism of the safety stock levels. 
7.2.1 Iterative Improvement Process Heuristic 
The iterative process between the robust planner and the simulator is the most important 
element in getting them to work together. 'Me following are some heuristics that have been 
developed to help guide the iterative process to generate a better plan. 
Discrepancy of acceptable performance 
There is a need to recognize one aspect of the two modules which may not be particularly 
obvious or easily understood. There actually has to be an inbuilt discrepancy between what is 
achieved in the robust planner and what is achieved in the simulator. This is because the 
conditions according to which the two modules are working are not the same. 
The robust planner will be functioning on a level where all the process details of the matter 
cannot actually been seen, as the data resolution is less focused than in the simulator, and thus 
they should not be held to the same measures of acceptable performance. 
The questions posed to the robust planner and the simulator are in fact slightly different. The 
robust planner is trying to answer the question: How do we achieve the stated service level 
(OTIF value)? Whereas the simulator is answering the question: Given that this is the 
performance of the system (in light of the robust plan and the control mechanisms of the SC 
system), is it acceptable? 
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The robust planner must be held to a higher standard than the simulator as there are no 
stochastic disturbances within the planner (other than multiple scenarios for demand), and, as a 
result, it should easily be able to generate results that are more favourable. 
In one run, the OTIF value for the robust plan was about 1. However, when the OTIF was 
recalculated by the simulator, which was tested against a new scenario, this dropped to 0.94. 
While this is still acceptable, as the targeted OTIF value is 0.8, it demonstrates that the plan is 
robust enough and shows how the additional complexities reduce the OTEF value. 
If the plan is found to be unacceptable during the iterative process, the following points should 
be considered to help generate a robust plan that will in turn generate a more acceptable 
performance in the simulator: 
1. Increase the constraint, such as the required service level and/or lower the maximum 
number of batches that can be produced, on the robust planner by increasing the 
acceptable service level. 
2. Increase the amount of slack built into the robust plan and increase the safety stock 
levels, so as to allow the capability of a better response from the control mechanisms. 
3. Add some or all of the scenarios that were used in the simulator to the scenarios that are 
being used to generate the robust plan. 
4. Ensure that the scenario used to test the robust plan is not an extreme outlier, and that 
the plans used in the robust planner are not just 'easy' scenarios. 
While these guidelines are not comprehensive, they constitute a starting place to consider how 
to improve the recommendation that is being calculated. The figures below are using a simple 
case to illustrate the first two points set out above. 
One thing to note is that as additional scenarios that are used in the simulator are added to the 
scenarios that are under consideration to derive the robust plan, this has the effect of lowering 
the OTEP value (as the scenarios that are added are 'difficult', they are the ones which causes 
the original robust plan to fail). However, this can be seen as causing the OTEP value to 
converge against its 'true' value, and the plan to be made more robust. 
Figure 7.1 shows the robust plan that is has been generated by the robust planner. The results 
shown in figure 7.2 show that the required production level is not being achieved upon 
implementation in the simulator. This is because of the disturbances such as the unavailability 
as a result of the stochastic breakdown (as shown in figure 7.3). Iliat explains why the 
production level is lower than originally thought. 
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It Call be seen that tile original slack built into the robust plan of a 10,, ( le(juction of Ow 
maximurn throughput capacity for the plant for it product Is actually unrealistic when exposed I() 
the stochastic disturbances and that a slack of approximately 20% will be more appropriate, and 
the robust plan should be altered accordingly. However, in this case, there is no change in dic 
OTIF value, as the stock levels obtained from all e, "'lier section \vcrc sufficient to cii-surc that no 
stockouts occur. 
7.2.2 A Comment on the Scenarios to be Used 
As the last point of the previous section highlighted, the scenarios that are to be used in both the 
robust planner and the simulator make a difference to the results obtained by the system. While 
the data generator has improved the quality ofthe scenarios that are being generated, it does hý 
no means ensure that the number of scenarios generated will be enow-di to ck)\ ct ýi \ý ide cnotwh 
range. 
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cursory examination of a plot of the demand scenarios will allow for a InUch better confirmation 
of the nature of the scenarios that are being used. Figure 7.4 shows a s'eries of a run of t'i\c 
demand scenarios and figure 7.5 a run of ten demand scenarios. 
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It can be seen that the addition of the five further scenarios has created new demand patterns, 
and broadened the scope of what is possible. However, as it can be seen that there are still stock 
movements that are only caused by single runs, additional runs should be performed to 
determine whether they are outliers or whether they are just part of the natural diversity. 
7.3 Discussion and Conclusion 
While these are only basic heuristics for the iterative process that is to occur between the robust 
planner and the simulator, with the data generator continually producing additional scenarios as 
required, the capability of improving the results that are being generated by the too] as a whole 
has been demonstrated. Figure 7.6 is an illustration to the complexity of how the final 
scheduling solution appears with all the details of the system added in. The rows represent the 
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process equipment and the coloured bars are for the various tasks that have been assigned. 'I'lic 
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As ever, a fully fledged industrial case study will help in further developing the tool, especially 
in helping to refine the heuristics that are to be used to help improve the robust plan. 
7.3.1 Automation of the Tool 
Much of the use of this portion of the tool is dependent on Manual iterations and handling ofthe 
information as it crosses between one system to another (i. e. between GAMS and Excel). 
This was to ensure that what was occurring within the tool would be observed and lessons 
learned to help improve the structure of the tool. However, a certain degree of automation of 
some of these features would eventually be useful. 
An automatic translation of outputs from one module to the other would greatly speed up the 
process and aid in a smoother use of the tool. However, it IIIUSt still be possible to easily view 
the outputs of each of the modules, and even some of the raw data, as there are still insights to 
be gained by studying those results. 
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Another area that could be automated but is difficult was already mentioned earlier, namely the 
spread of the data that have been created by the data generator for use on the other modules. 
7.3.2 Multi-Site Supply Chain Models 
One of the greatest potentials that this tool has yet to realise is for the entire tool to be integrated 
into a wider SC model that deals with multiple sites. 
The work of Hung (2004) is one such multi-site model with the use of agents to simulate the 
behaviour of each of the SC sites. However. these agents were quite simplistic in order to ensure 
that the computational time remained acceptable. 
However, this work allows for the creation of a more robust and realistic agent that can be used 
in the wider SC simulation to help improve the performance of the system. It can also combined 
with the work that Terzi et al. (2004) have demonstrated, which is parallel distributed 
simulation, where each member of the SC can use this tool to create and specify the behaviour 
of the agent. Then all these agents are connected online via a multi-agcnt SC-wide model to 
perform more analysis of the performance of the wider SC, without compromising on the 
confidentiality of data. 
7.3.3 Conclusion 
So while the methodology does allow for the generation of improved robust plans for 
implementation into a real world system, there is still a lot of potential that is yet to be fulfilled 
by what has been demonstrated so far. 
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Chapter 8: Conclusions and Further Work 
While the work that has been presented is a step forward in creating robust modelling tools and 
plans for supply chains and provides a mechanism to test these things on a fast platform, as the 
discussion in each of the technical chapters shows, there is still much work to be done. 
In this final chapter, a quick summary of the major achievements of each of the sections will be 
highlighted and the main areas for further work on each will also be discussed before final 
conclusions are drawn. 
8.1 Results Achieved 
This work has covered three distinct areas of work in SCM and demonstrated how they work 
together. What has been achieved has been insightful and provides a platform for further 
investigation. 
8.1.1 Data Generator 
The data generator has provided a better mechanism for generating scenarios that are more 
representative of what is going to occur than just the usual methodology of generating these 
scenarios through a simple random approximation of the error term. 
The base mechanism of using the distribution of the errors between the forecasts and the actual 
demand does provide a sounder platform from which to derive the scenarios, and the forecast is 
also improved by the employment of the Markov Matrix, which is based on both the historical 
movements of the demand patterns and the exception rules, to check the movements of the 
generated demand. 
The data generator provides a better platform to produce robust plans, since the scenarios that 
have been generated are more representative of what might actually happen. 
8.1.2 Robust Planner 
The robust planner is probably the least innovative component of the work, in the sense that it 
simply uses the standard approach to creating the MILP for the robust plan with only a few 
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simple considerations. These consist of altering the data resolution to a more appropriate level, 
to improve the robust plan which is being generated. Its potential lies not so much in the 
effectiveness or the performance of the plan that it generates, but in that it can be tcstcd in the 
later parts of the tool. 
8.1.3 Simulator 
The key idea behind the simulator is not to function as the most accurate model for a given SC 
system, but rather as a simple structure that can create a basic model of a SC system in a matter 
of a few short hours, rather than days, weeks or, in the most complicated cases. months, to 
create a model before the work of analysing the SC can be completed. 
While the simulator creates a very simple general model of a SC production facility, it 
nonetheless serves as a very useful standalone tool in helping provide an initial quick analysis of 
a SC system to determine where further efforts of investigation could usefully be directed. 
It functions as a testing mechanism to see how modifications to the operation parameters of the 
plant can be tested prior to the actual implementation of those plans, to see the potential effects 
and to see how such plans will perform against a host of scenarios, and to identify whether all 
these outcomes are acceptable to the performance of the system or not. 
8.1.4 Generic SC Tool 
The synergy of the three components of the tools working together is very powerful and 
provides a better structure for generating recommendations as to how a SC system can be run. It 
makes it possible to test the robust plans on the simulator and then to return and update the 
constraints of the MILP formulation to ensure that the plan generated is able to build more 
confidence in the recommendation that has been generated 
Further, the continual iterative cycle that can occur between the planner and the simulator 
allows for tailoring the solution to the requirements of the user. It enables the user to interact 
with the process and make adjustments to the robust plan based, such as the amount of slack in 
the order completion time, penalty values and the number of demand scenarios being 
considered, and also in the simulator, in the form of the safety stock levels and the probabilities 
used to model the stochastic behaviour, based on observations of the actual system, unlike a tool 
which simply produces an 'answer' without the involvement of the user. 
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8.2 Future Work 
While what has been achieved is progress in this field, there are still many areas where there 
exists potential to further the work that has been done. This section will just highlight several 
points for each component of the tool and the tool as a whole that would be areas for future 
investigation. 
One general comment which is valid for each and every area of the tool is that one of the key 
next steps for this work is the application of the tool in an industrial case study with all the 
complexities and intricacies which that would involve. 
8.2.1 Demand Scenario Generator 
Three distinct areas have been identified that can be explored further to improve the 
performance of the data generator. 
The first is to perform a more detailed study on the Markov checking system that is used to 
check the points that are being generated. The resolution adopted for the establishment of the 
Markov matrix should be exan-dncd in detail as well, to develop a heuristic for choosing the 
most appropriate resolution of the matrix, which avoids being unable to generate data points that 
are valid by the Markov Matrix, and yet still creates a more accurate demand scenario. A more 
in-depth examination of the exception rules that are used should be made in conjunction with 
testing against a larger demand data set. 
Secondly, more sophisticated sampling mechanisms should be tested to see if there is a visible 
improvement in the performance of the system over the use of a standard random number 
generator within Microsoft Excel. The use of low numbers of sample points does tend to mean 
that the random number generator within Microsoft Excel may not be good enough in not 
generating a skewed result, thereby altering the pattern of the demand scenario that has been 
created. 
Finally, as is common with general work on forecasting, studies need to be undertaken in order 
to ascertain how to handle and generate outlier points within the demand scenarios to allow for 
more representative scenarios to be generated. This is particularly important as in SC systems it 
is these outlier points that stress the existing system. and often to the breaking point of the 
system. Hence being able to generate realistic outliers would be useful for investigating how the 
system behaves under such conditions. 
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One such source of data for the further work on the data generator that is worth exploring is the 
data that were used in the M-Competitions (Makridakis et al (1982), Makridakis ct al (1993) 
and Makridakis and Hibon (1993)), which are already in the public domain. 
8.2.2 Robust Planning 
There may be a need to study the implementation of a more complex formulation of the MILP 
in light of the fact that most industrial case studies are not as simple as the one that has been 
used to create the tool here. Bearing in mind that much work has been done in this area, a more 
thorough review of the literature will also be required. 
The issue regarding the resolution of the system that is used in the formulation, while a 
component of the problem discussed above, is worth mentioning as a separate area. The specific 
choice to operate on a different time scale and investigate how the production process is then 
amalgamated into the same time unit is still a question that could be studied further as could 
determining the amount of 'slack' designed into the system to counter the problem of having 
production schedules which are so fight that they cannot deal with much disruption. 
Finally, the effect of altering the basis of the objective function should also be studied in the 
context of an industrial case study to assess the usefulness of performing the optimization 
against an objective function other than financial considerations. One example would be to have 
the objective function maximising OTEF on a given financial constraint as opposed to the 
current system of minimising cost against an OTIF constraint, 
8.2.3 Simulator and Scheduler 
Future work on the simulator must always bear in mind that the key principle of the simulator is 
its simplicity for the user. Thus making the simulator more complicated on the interface front 
would render it less useful. That said, there are still some notable areas for work on this module. 
First, a more sophisticated online scheduler can be used rather than the SimpleSched tool which 
is merely a heuristic scheduler. That may help improve the way that the simulation behaves in 
relation to the real system and could enable it to achieve a more robust way of coping with 
disturbances. 
Second, there is also work that needs to be done in the area of the generation of stochastic 
disturbances. While the disturbances that have been used are the more common form of 
disturbances in a normal SC environment, obtaining more rigorous statistics as well as more 
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sophisticated models to simulate their behaviour would also improve the accuracy of the 
simulator. 
8.2.4 Generic SC Tool 
Given what has been achieved by the generic SC tool, one of the insights obtained is that the 
system has much potential for further development with the help of data from an industrial case 
study, even if there lacked the time and the resources. There are two fundamental aspects of the 
work that can be undertaken for the generic SC tool to help further its potential as a whole. 
The first is to put it the tool through its paces with a few industrial case studies to help establish 
certain protocols and rules to be used for the iterative testing process between the robust planner 
and the simulator. What has been laid out in this work is a fairly general set of rules which 
require further consideration in light of an industrial case study to establish better protocols 
concerning how to modify the settings of the robust planner based on simulator results. 
The second is to integrate this entire tool as a more soPhisticated agent to be used inside a multi- 
agent system of the wider SC model to see if it does improve the results being produced by the 
system. The agents that have been used in such models require a carefully considered trade-off 
between being simple enough to ensure reasonable amounts of computational time, and yet 
complicated enough to be realistic and thus useful. 
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