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FLUID/CHEMISTRY MODELING 
FOR HYPERSONIC FLIGHT ANALYSIS 
THOMAS A. EDWARDS 
NASA Ames Research Center, Moffett Field, California, U.S.A. 
Abst rac t - -Des lsn  studies are underway for a variety of hypersonic flight vehicles. The National 
Aero-Space Plane will provide a rem~ble, ~ngle-stage-to-orbit capability for routine access to low 
earth orbit. Flight-capable satellites will dip into the atmosphere to maneuver to new orbits, while 
planetary probes will deceleTate at their destination by atmospheric aerobrxbl-g. To supplement 
limited experimental c pabilities in the hypersonic re~ime, computational fluid dyvamics is being 
used to  analyze the flow about these configurations. The governing equations include fluid dynamic 
as well as chemical species equations, which are being solved with new, robust nmnerlcal algorithms. 
Examples of CFD applications to hypersonic vehicles uggest an important role this technology will 
play in the development of future aerospace syst~mRo The computational resources needed to obtain 
solutions are large, but solution-adaptive grids, convergence acceleration, and parsdlel processing may 
make rttu times manageable. 
1. INTRODUCTION 
Hypersonic flow is distinguished from supersonic by a rapid increase in the total energy of the 
flow as the freestream Mach number increases beyond about three. Kinetic energy is transformed 
to thermal energy when air passes through shock waves and is slowed near the body surface by 
viscous stresses. At moderate temperatures, air exhibits properties that are well predicted by 
kinetic theory for a diatomic gas. However, at sufficiently high temperatures, the molecules that 
comprise air (primarily diatomic molecules of oxygen and nitrogen) undergo chemical reactions 
that alter its thermodynamic properties. The high-temperature air transfers great amounts of 
heat to the vehicle. This thermal load must be predicted and managed to protect he structural 
integrity of the vehicle. The aerodynamics of hypersonic vehicles is also affected by the high 
heating, and this in turn can have a significant impact on propulsion system performance, vehicle 
forces and moments, and mission capabilities. 
Proposed vehicles for the hypersonic regime have brought forth a need for more accurate model- 
ing of the aerothermal environment. The National Aero-Space Plane (NASP), under development 
for the past several years, is a single-stage-to-orbit, conventional takeoff and landing vehicle for 
rapid, routine access to space. Flight-capable satellites of the future will dip into the atmosphere 
at hypersonic speeds to perform orbit-change maneuvers. Planetary probes such as Galileo will 
dissipate kinetic energy on arrival by aerobraking in the atmosphere of distant planets. For all 
of these vehicles, sustained flight at hypersonic speeds is a critical capability. Requirements go 
beyond merely surviving the passage through high Mach number conditions, but now demand 
efficient, routine operations at Mach 15-25. 
The traditional process of analysis and experimentation t  develop vehicle concepts i hampered 
by the limitations of ground-based facilities to reproduce flight conditions. Continuous-flow tun- 
nels require too much power to operate at high Mach numbers, while shock tunnels and ballistic 
ranges have short test duration. Thus, hypersonic flow research is relying on computational fluid 
dynamics (CFD) to guide experimental ctivity and provide performance estimates of vehicle 
concepts. 
Extending CFD technology to the hypersonic regime required two major efforts: developing ro- 
bust, accurate numerical algorithms, and modeling air chemistry effects. Conventional gorithms 
based on central differences can generate spurious pre- and post-shock oscillations that degrade 
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the accuracy of solutions near flow discontinuities. For the strong shocks present in hypersonic 
flows, these oscillations can be destabilizing and cause solutions to diverge. Upwind algorithms 
have now been developed that more closely mimic the propagation of actual flow disturbances 
and demonstrate superior performance in solving hypersonic flows. 
Until recently, CFD had been applied only to problems where air chemistry effects were neg- 
ligible. However, CFD support for programs uch as NASP brought about a rapid maturation 
in the capability to model the effect of air chemistry on hypersonic aerodynamics. Several levels 
of approximation are available to model hypersonic flows. These include the widely-used per- 
fect gas model, along with the more general equilibrium, nonequilibrium, and frozen chemistry 
assumptions. 
This paper describes the methods and issues involved with hypersonic fluid/chemistry model- 
ing. First, the governing equations for fluid motion and chemical species are described. Next, the 
new solution algorithms needed for high-speed flows are presented. The problem of coupling the 
fluid and chemistry equations i addressed, and then some typical applications are presented. In 
light of the large computer resources needed for these solutions, several approaches to improving 
code efficiency will be discussed. 
2. GOVERNING EQUATIONS 
Accurately predicting sensitive quantities such as heat transfer requires asophisticated quation 
set with few simplifying assumptions. This section describes the partied ifferential equations that 
govern the motion of a fluid and the concentration f chemical species in a reacting as. Coupling 
these two equation sets provides the capability to model the flow of a reacting as. 
3. FLUID DYNAMIC EQUATIONS 
The most general set of equations for the flow of a Newtonian fluid was derived independently 
by Navier and Stokes in the 1800's, the Navier-Stokes equations. For flight vehicle applications, 
the thin-layer approximation is usually invoked, because viscous effects are generally confined 
to a boundary layer near the surface. This approximation neglects viscous derivatives in the 
directions tangent to the body surface, simplifying the equations somewhat and alleviating rid 
resolution requirements substantially. The resulting equation set is the thin-layer Navier-Stokes 
equations, which in Cartesian coordinates i  written 
where 
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The vector of conservative ariables Q is composed of density (p), z-, y-, and z-momentum 0m, 
pv, and/no, respectively) and total energy (e). The pressure is designated by p. The viscous flux 
terms are given by 
ry, = ~ (v, + wy) 
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flz = 7~Pr- laz~ + ur~z + vr~z + wrzz, (3) 
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where 
e ~ ?)2 = (.2 + + w'). (4) 
P 
These equations are written in nondimensional form by normalizing flow quantities by their 
freestream values. The Reynolds number, Re, appears in the equations as a result, as does the 
Prandtl number Pr. The symbol 7 represents he ratio of specific heats, and the dynamic viscosity 
is symbolized by/~. The viscosity/~ and isentropic exponent 3' are material properties given by 
constitutive relations pecific to the composition and thermodynamic state of the fluid. Pressure 
is related to the conservative flow variables Q by the ideal gas equation of state 
x p( .2  + v2 (5) p = (v -  1)[e - + 
or in chemically reacting flows by Dalton's law of partial pressures 
I1 E p~JtT p= p i= E M, , (6) 
i= l  i=1  
where pl is the density of species i, ~ is the universal gas constant, T is the temperature, and 
Mi is the molar weight of species i. 
Usually, a coordinate transformation is applied to these equations o as to map an arbitrarily 
shaped body surface to a constant coordinate surface. This makes the thin-layer approximation 
possible for curved surfaces, at the expense of generating smooth grids about complex shapes. 
While the thin-layer Navier-Stokes equations contain the necessary physics to model turbulent 
boundary layers, the grid resolution needed to obtain solutions would be prohibitive. Therefore, 
a final constitutive relation is needed for the scales of motion smaller than the grid. To treat 
turbulent flows, the equations are Reynolds-averaged, wherein the very small scales of motion 
associated with turbulence are statistically averaged and appear in the Navier-Stokes equations 
in the same form as the stress tensor. A model is then employed to cast the "Reynolds tress" 
in terms of the dependent variables. The most straightforward of these is the algebraic eddy 
viscosity formulation [1], where the Reynolds tress is cast in the form of an effective viscosity 
that augments the molecular viscosity p. More sophisticated models have also been implemented 
that solve partial differential equations for the production and dissipation of turbulent kinetic 
energy [2]. 
The phenomenon of boundary layer transition is even more difficult to model. Hypersonic 
flight conditions often occur at relatively low Reynolds numbers, so a large portion of the flow 
can be transitional. Accurately predicting the onset and development of turbulence is important 
to calculate the inlet mass capture on NASP forebodies, as well as separation, heat transfer, 
and drag. A simple transition model that has shown promise in validation studies makes use of 
empirical correlations for the location of transition onset and the length of transitional f ow, then 
modulates the eddy viscosity from fully laminar to fully turbulent values through the transition 
region [3]. 
4. AIR CHEMISTRY EQUATIONS 
The chemical behavior of air depends on the flight conditions. Below about 2000 K, deviations 
from perfect gas behavior are negligible. In the atmosphere, this temperature is first reached 
behind normal shocks at a Mach number of about six. However, most ground test facilities have 
very low freestream temperatures and so real gas effects are difficult to obtain, even at very high 
Math numbers. The perfect gas equation of state is thus sufficient for many hypersonic flows 
when the peak temperature is below this limit. 
When the temperature in the flow is high enough to cause air to react, the density then 
comes into play in determining the character of the fluid/chemistry interaction. At relatively 
high densities, the intermolecular collision rate is very high, and reactions proceed to equilibrium 
very rapidly. In the limit of infinite reaction rates, the flow can be considered to be in chemical 
equilibrium at all points in the flow field at all times. As the density is lowered, the chemical 
~4z516-C 
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relaxation time increases and eventually becomes significant compared to the flow convection 
time. This creates a flow that is in a state of chemical nonequilibrium as it traverses the body. 
Opposite the equilibrium flow approximation is frozen flow, where the convection time is so short 
compared to the chemical relaxationtime that reaction rates can effectively be set to zero. When 
these approximations are made to the fluid model, certain simplifications arise that enable faster 
solutions. The models and their implementations are described below. 
Equilibrium Air 
For a given thermodynamic state, the equilibrium composition of air is uniquely determined. 
Tables have been generated for the composition and properties of air in chemical equilibrium 
across a wide range of thermodynamic states. These tables can be used in flow solutions that 
assume equilibrium chemistry. One approach is to interrogate the database each time a thermo- 
dynamic quantity is needed in the solution algorithm. This can impose an I/O penalty, though, 
so another approach is to generate curve fits to the entire database and store the coefficients in 
subroutines [4]. At run time, the curves are evaluated by subroutine calls as needed. A recent 
enhancement of the curve fit method involves generating the coefficients at run time using only 
a subset of the database that is applicable to the conditions for the current problem [5]. 
The assumption of chemical equilibrium imposes only a small computational penalty, about 
15%, over the perfect gas model. This is because no additional equations need to be solved. The 
perfect gas equation of state is modified by an “effective” specific heat ratio, y, that is evaluated 
by table look-up or curve evaluation: 
p = (7 - l)[e - f p(u2 + v2 + w”)]. 
Nonequilibrium Air Chemistry 
(7) 
To determine the properties of air undergoing chemical reactions, the concentration of all the 
species must be known at all points in the flow field. This requires solving transport equations 
for each of the species present in the flow. These equations are written as 
where pi is the density of species i. The left hand side of the equation represents the convective 
terms. The first term on the right hand side accounts for the diffusion of species due to a 
concentration gradient, where D is the multicomponent diffusion coefficient and ci is the mass 
fraction of species i. The second term, tii, accounts for the net production of the species arising 
from chemical reactions. This term is dependent on the forward and backward rates of the 
reactions being modeled, which will differ with the gas species and reaction set of the gas model. 
Over a wide range of conditions, the composition of air csn be represented with five species: 
atomic and molecular nitrogen (N and N2), atomic and molecular oxygen (0 and 02) and nitric 
oxide (NO). The production and destruction of these species is governed by the following six 
reactions: 
(1) 02 + Ml i= 20 + Ml 
(2) N2 + M2 f 2N + M2 
(3) N2+N = 2N + N 
(4) NO+Ms t N+O+Ms 
(5) NO+0 t 02 + N 
(6) N2+0 t NO + N, 
(9) 
where M represents a catalytic third body. Rate constants have been determined for each of 
these reactions [S]. So given the local thermodynamic state and gas composition, the rate of 
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production of each species is determined. Thus, the nonequilibrium gas model requires solving 
an additional set of partial differential equations, the number of equations being dependent on 
the number of species in the model. In this instance, four species continuity equations must be 
solved (the concentration of the fifth species is determined by requiring the concentrations to 
sum to unity) in conjunction with the five equations for the fluid dynamics. At higher altitudes, 
thermal nonequilibrium can become an important effect, requiring the impelementation of a 
multiple-temperature chemistry model. 
Frozen Flow 
In the fiosen flow approximation, individual species do not react with one another, but their 
effect is still felt on the fluid dynamics because of variable thermodynamic properties and nonuni- 
form concentration. Thus, the species continuity equations are still needed. However, a com- 
putational savings arises by no longer needing to evaluate the production and destruction rates 
associated with chemical reactions. This reduces the computational effort in two ways: fewer 
operations are needed at each time step, and the equations are not as stiff as in reacting flows. 
Thus, larger time steps are possible, yielding faster convergence. 
5. ALGORITHMS 
Hypersonic flows challenge the stability of conventional CFD algorithms based on central dif- 
ferences. These schemes can generate spurious oscillations upstream and downstream of flow 
discontinuities, such ss shock waves. Suppressing these oscillations requires large amounts of 
user-specified artificial dissipation that can degrade the accuracy of the solution. To resolve 
strong shocks accurately, new algorithms have been developed that are more robust and are 
tailored to the equations of gas dynamics. Two classes of schemes are widely used for solving 
hypersonic flows: flux-split schemes and Riemann solvers. In the flux-splitting approach, the flux 
vector is separated into the sum of two vectors, one associated with the positive eigenvalues of 
the flux Jacobian, and the other with the negative values. Then appropriate one-sided differences 
can be used on the split terms. Many splitting schemes have been demonstrated, the main re- 
quirement being that the eigenvalues of the split flux Jacobian8 be positive or negative definite. 
For example, applying the Steger-Warming scheme [7] to the flux vector F in (1) gives 





sgn C = R (sgn h)P, (12) 
where R” is the matrix whose rows are the left eigenvectors of C, and (sgn A) is the diagonal 
matrix having either 1 or -1 at the ith position according to the sign of the ith eigenvalue of 
C. The split fluxes are then discretised with a one-sided difference scheme. This is analogous 
to adding dissipation to a central difference scheme where the dissipation increases near flow 
discontinuities such as shock waves, yielding improved stability. 
Riemsnn solvers are a class of schemes that propagate flow information according to solutions of 
Riemann problems. These schemes have the attributes of monotonicity, enabling sharp resolution 
of discontinuities, and robustness for capturing strong shocks. The Riemann problem for one- 
dimensional inviscid flow is written 
$+E=o. (13) 
This problem can be solved exactly, but requires an expensive iterative approach, so most schemes 
linearire the equation and solve an approximate Riemann problem to obtain a value for F: 
g+llg=O, 04 
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where A is the flux Jacobian. Then, the value of F at an interface between two nodes i and i + 1, 
denoted by Fi + 1/2, can be found from Roe's scheme [8], for example, which gives 
1 1 
Fi+ ½ = ~ {(Fi + Fi+x} - ~lAi+il" (Qi - Qi+l). (15) 
Here iAI denotes the matrix with the same igenvectors a A, whose igenvalues axe the absolute 
values of the eigenvalues ofA. The fluxes at the interfaces can the be used in forming the necessary 
differences. 
6. FLUID/CHEMISTRY COUPLING 
As noted above, the Navier-Stokes equations are coupled to the species continuity equations 
through the energy equation. This requires the simultaneous solution of all the equations. For 
an implicit numerical scheme, this increases the matrix bandwidth considerably, and hence the 
computer resource requirements. For example, the Navier- Stokes equations alone produce 5x5 
block tridiagonal matrices. With the four species equations needed in the present air chemistry 
model, the coupled system produces 9x9 blocks. The form of the flux Jacobian in the strongly- 
coupled system can be written 
. , ,_ r.,,.,, ..,,:l r 
where Q/ signifies fluid dynamic v~iables mad Qc signifies chemical species, and similarly for 
the flux vector F [9]. The work to solve block tridiagonal systems is proportional to the cube of 
the block dimension, so the additional cost even for this relatively simple model is considerable. 
Therefore, alternative means of coupling the fluids and chemistry are also under investigation. 
The loosely-coupled approach is motivated by analogy to the physics of the hypersonic flow 
problem. Specifically, it is noted that for some flows there is a close relationship between the 
flow field and the chemical kinetics (such as a hypersonic blunt body flow). However, in many 
practical applications, the coupling between the fluid physics and the chemical kinetics is rather 
weak. This has led researchers to solve the two equation sets in a loosely-coupled procedure [10]. 
In this approach, the Navier-Stokes equations are solved separately from the species continuity 
equations, which presupposes a flux Jacobian of the form shown below: 
Invoking this assumption allows the implicit operator to be solved as separate 5 x 5 and 4 x 
4 block tridiagonal systems, which is much more efficient than solving the 9 x 9 system. The 
coupling is achieved through an adjunct equation of state that provides thermodynamic variables 
needed in the Navier-Stokes equations, while the species continuity equations are solved assuming 
that the velocity and flow energy are temporarily fixed, as shown in Figure 1. Additional source 
terms appear in the energy and momentum equations as a result of the chemical reactions as 
well. By  alternating iterative updates between the two equation sets, the coupling mechanism 
is able to transfer information between the fluid dynamics and chemistry, retaining the physical 
interaction of the two phenomena. 
The advantage to this approach is a dramatic savings in computational effort needed to perform 
an iteration of the solution algorithm. It is expected that, by weakening the coupling between the 
equation sets, convergence may be slowed somewhat and the stability boundreduced, so the costs 
and benefits must be weighed to determine the superior approach in a particular application. The 
following two examples demonstrate the viability of both approaches. 
7. HYPERSONIC VEHICLE APPLICATIONS 
To demonstrate fluid/chemistry modeling in CFD codes, two applications are considered. The 
first, a generic NASP configuration, shows the importance of modeling nonequilibrium sir chem- 
istry effects in hypersonic propulsion systems. The second case simulates a ballistic range test to 
validate the accuracy of CFD predictions. 






Coupling mechsnism between fluids and chemistry for loosely coupled 
The NASP program has driven the development of several CFD codes for hypersonic vehicle 
analysis. Envisioned as a conventional take-off/landing, single.stage-to-orbit vehicle, the NASP 
derives its efficiency from an airbreathing hypersonic propulsion system called a scrsmjet (super- 
sonic combustion ramjet). This propulsion system is powered by hydrogen fuel, which is burned 
in a supersonic stream of high-pressure, high-temperature air flowing into the engine. Using at- 
mospheric oxygen eliminates he need to carry an oxidizer and thus benefits the payload capacity 
and gross weight substantially. However, scramjet propulsion has yet to be demonstrated in flight 
and is difficult to test in ground-based facilities. Therefore, CFD is playing a major role in the 
analysis of scramjet propulsion. 
Seramjet propulsion systems are highly integrated with the vehicle itself. Figure 2 shows how 
the forebody serves the function of a compressor for air approaching the inlet. The internal 
portion of the flow consists of a eombustor where the fuel is mixed and ignition occurs. Because 
of the short engine length, the fuel is still burning as it leaves the nozzle. The reacting mixture 
flows along the afterbody, where a significant amount of thrust results from high pressure on the 
backward-facing surface. Thus, seramjet propulsion systems begin at the nose of the vehicle and 
continue to the tail. 
Compression ramps Afterbody 
Combustor 
Figure 2. Schematic ofscramjet propu]slon system. 
As a result of the highly integrated alrframe/propukion system, CFD analysis of this system 
must also be integrated. Codes must be capable of solving the external f ow of air on the forebody, 
then the internal eombnsting hydrogen-air flow inside the scramjet, and finally the mixture of 
reacting flow leaving the nozzle and the merging external f ow along the afterbody. To meet his 
challenge, codes have been developed at the NASA centers and among the industry contractors to
solve the tip-to-taft low field. Most of these codes use a zonal approach, where the solution domain 
is subdivided into several subdomains. This technique has several advantages. Smaller blocks 
reduce the computer memory requirement and simplify grid generation for complex shapes. Also, 
different equation sets can be used where appropriate. For example, on the forebody, a space- 
marching, external f ow capability with an air chemistry model is sufficient. The scramjet module 
requires an internal f ow capability with a hydrogen-air combustion model and an advanced 
turbulence model for mixing streams. 
At NASA Ames Research Center, CFD code development in support of NASP has produced 
the UPS and CNS codes for tip-to-tail analysis. The UPS (Upwind PNS Solver) code solves the 
parabo]ized Navier-Stokes equations in an efficient space-marching approach [11]. This code can 
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Figure 3a. Concentration of atomic xygen at several xial stations on hypersonic 
vehicle co~lcept a Math 19. 
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Figure 3b. Comparison f temperature at z/L = .5 using perfect gas, equih'brium, 
and mmeqnilibrium chemistry models. 
be used to solve supersonic flow without streamwise flow separation, and hence is appropriate for 
most of the NASP flow field, with the exception of the blunt nose (if present) and the internal f ow 
portion. The CNS (Compressible Navier-Stokes) code solves the Navier-Stokes equations with 
a time-relaxation procedure [10]. Time-relaxation can require an order of magnitude or more 
computer time than the space-marching approach, but is necessary to resolve portions of the flow 
with subsonic flow or streamwise flow separation. Within the zonal approach, both codes can be 
used interchangeably, so the CNS/UPS complex is both generally applicable and computationally 
efficient. Both codes are capable of modeling air chemistry using a loosely-coupled formulation. 
The McDonnell-Douglas Generic Option Blended Wing-Body has been used extensively for 
NASP code validation. This model incorporates many of the features of proposed NASP con- 
figurations: small nose radius, compression ramps on the forebody, and an afterbody expansion 
surface. Tests on the Generic Option have been conducted in shock tunnels at Mach numbers up 
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to 19. However, because of the low total temperature of the flow, real gas effects were not present 
in the experiments. A numerical experiment was performed by solving the flow about the Generic 
Option forebody at freestream conditions expected to generate nonequilibrium effects [12]. The 
investigation is centered on the impact of real gas modeling on the flow into the inlet. 
Figure 3a shows the predicted concentration of atomic oxygen at several stations along the 
Generic Option forebody. Oxygen has a much lower dissociation energy than nitrogen, so it is 
the first atomic species present in reacting air flows. Outside the bow shock, the concentration 
is zero because the flow is unaffected by the presence of the body. The highest concentration 
of atomic oxygen is seen to he on the windward centerline near the end of the forebody. Here, 
the flow has traversed the bow shock and two additional shocks arising from the compression 
ramps, so it has undergone the most heating in the flow field. Figure 3b compares the thermal 
boundary layers predicted at the inlet when perfect gas, nonequilibrium and equilibrium air 
models are employed. This results in reduced mass flow into the inlet may have an impact on 
the combustion kinetics. 
Figure 4a. Shadowgraph of shock structure about axisymmetric body at Mach 14, 
with computationally predicted bow shock superimposed. 
Figure 4b. Computationally predicted flow structures about axisymmetric body at 
Mach 14, including bow shock, surface flow pattern, and atomic oxygen contours. 
Shock Generalor 
As a second example of air chemistry modeling, solutions have been obtained for a shock 
generator shape tested in the NASA Ames Ballistic Range. The body is a five-degree sphere- 
cone with annular bumps whose purpose was to generate shock waves inside the shock layer of 
the bow shock. The fluid inside the shock layer is partially dissociated because of its passage 
through the strong bow shock. Therefore, predicting the location of shocks emanating from the 
shock generators requires modeling onequilibrium air chemistry. Figures 4a and 4b compare 
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a shadowgraph of the shock generator at a flight Mach number of 14.4 and an angle of attack 
of 6.35 degrees with the predicted shock pattern using CFD. The atomic oxygen concentration 
contours indicate significant dissociation, and most of the atoms are swept around to the leeside 
creating a thick layer of dissociated oxygen. The shock pattern is seen to compare qualitatively 
with the shadowgraph. Predicted values of the forces and moments on this projectile compared 
very well with values deduced from the experiment. This investigation i dicated the degree to 
which the aerodynamic forces are influenced by real gas effects. 
7. COMPUTATIONAL ISSUES 
The computational requirements of hypersonic calculations reaches beyond the capabilities of 
current supercomputers. For example, to solve the reacting flow about a hypersonic vehicle in 
powered flight would require at least one million grid points. Nonequilibrium solvers require 
about 150 msec per iteration per grid point on a CrayY-MP. So if convergence r quires 3000 
iterations, the total CPU time required is an estimated 125 hours on a CrayY-MP. For timely 
analysis and design optimization, this requirement eeds to be reduced by at least two orders of 
magnitude. To meet his challenging goal, advances are being sought in both CFD and computer 
technology. Areas of research include interactive surface definition and grid generation, solution- 
adaptive grMding, convergence acceleration, vectorization, and parallel processing. Some of these 
efforts are described below. 
Solution-Adaptive Grids 
In solution.adaptive grids, an algorithm is used to move grid points automatically toward 
regions of high flow gradients, such as shock waves and slip surfaces. Solution-adaptive grids 
enhance the efficiency and accuracy of numerical solutions in several ways. First, the grid is 
adjusted as the solution progresses, reducing the initial effort of generating a suitable grid. The 
overall number of grid points is reduced as well, because fine grid resolution is achieved only where 
it is needed, rather than globally refining the grid by adding grid points throughout the domain. 
Truncation error is proportional to grid spacing, so solution-adaptive grids improve the accuracy 
of solutions by improving the resolution of flow features. Finally, the stability and convergence 
rate of the algorithm can benefit by improving rid resolution in high gradient regions, which 
are often a source of difficulty. These benefits come from a relatively low overhead procedure to 
move grid points toward flow gradients. 
An approach devised by Nakahashi and Deiwert [13] creates a physical analogy between flow 
gradients and tension springs located between the grid points. The larger the flow gradient, 
the higher the value of spring constant hat is assigned at a given location in the grid. Once 
the spring constants have been determined, a set of elliptic equations results to solve for the 
equilibrium location of the grid points. Adding torsional springs throughout the system helps 
minimize the skewness of the resulting rid. Once a new grid has been generated, the flow solution 
is interpolated onto it and the solution is advanced. 
This technique has been implemented and demonstrated forthe case of a two-dimensional com- 
pression ramp [14]. As seen in Figures 5a-c, the adaptation proced~e has clustered grid points 
near the shock waves, as well as the slip surface that emanates from the shock- shock intersection. 
In this instance, grid adaptation yields a much better esolution of the flow structures, ome of 
which were not evident on the unadapted grid. 
Gonveroence Acceleration 
The right hand side of (16) is the residual and is a good measure of the convergence of the finite 
difference scheme. As a general rule, CFD solutions provide engineering accuracy when the norm 
of the residual has reduced at least three orders of magnitude from its peak value. Depending 
on the convergence rate, this can require from several hundred to several tens of thousands of 
iterations. Therefore, one straightforward way to save computer time is to reduce the number 
of iterations to satisfy the convergence riterion. Implicit algorithms uch as those described 
above show a marked improvement in convergence rate over explicit methods, primarily because 
of the larger time step permitted by the larger stability bound. Local time stepping enhances 
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Figure 5c. Pressure contours for hypersonic inlet configuration using adapted grid. 
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convergence by using the largest stable time increment at every point in the flow field. This 
destroys the time accuracy of the solution, but there is no loss of accuracy for steady flows. 
Algorithmic improvements hold the most potential for fast convergence, but the tradeoff in time 
per iteration needs to be included as an offsetting factor. 
Parallel Processing 
Massively parallel computer architectures offer another avenue for improvements in turnaround 
time. A major NASA initiative is being planned to demonstrate t raflops performance of CFD 
codes on massively parallel machines. This effort includes hardware development, systems oft- 
ware development, and mapping CFD applications codes onto massively parallel machines. R - 
search is currently being conducted on two classes of highly parallel machines at NASA Ames. 
CFD codes have been successfully mapped onto these machines, although realizing theoretical 
processing rates has yet to  be  demonstrated. 
8. SUMMARY 
Simulating flows at hypersonic speeds requires the addition of real gas models to CFD codes. 
Robust algorithms must also be implemented to capture strong shocks accurately. Several evels 
of approximation for the fluid physics are available, each with a region of applicability and a 
simplification to the solution procedure made possible by its assumptions. The effects of real 
gas modeling on hypersonic fluid dynamics has been demonstrated with two examples. These 
examples howed the effect on boundary layer thickness, heat transfer, shock location and other 
important quantities. Hypersonic alculations about complex geometries require large amounts 
of computer esources. To alleviate this and to make hypersonic CFD practical for design ap- 
plications, several approaches to  code efficiency are being explored. The most ambitious and 
potentially fruitful of these is massively parallel processing, which may reduce turnaround time 
from hundreds of hours to a few minutes. 
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