Abstract. We introduce a new interacting (stochastic) particle system q-PushASEP which interpolates between the q-TASEP of [BC1] (see also [BCS] [BCPS]) and the q-PushTASEP introduced recently [BP]. In the q-PushASEP, particles can jump to the left or to the right, and there is a certain partially asymmetric pushing mechanism present. This particle system has a nice interpretation as a model of traffic on a one-lane highway in which cars are able to accelerate or slow down.
Introduction and main results
1.1. Definition of the process. The N -particle q-PushASEP (q-deformed pushing asymmetric simple exclusion process) is a continuous-time interacting particle system with the state space consisting of ordered configurations x 1 > x 2 > . . . > x N , x i ∈ Z (we assume that N ≥ 1 is fixed). For convenience, we add two "virtual" particles x 0 = +∞ and x N +1 = −∞, and denote the state of the system as X N := x = (−∞ = x N +1 < x N < . . . < x 2 < x 1 < x 0 = +∞) : x 1 , . . . , x N ∈ Z .
(1.1) Let us also denote by gap i := x i−1 − x i − 1 the ith gap between the particles. Throughout the paper, q is a parameter belonging to (0, 1). The dynamics of q-PushASEP {x(t)} t≥0 depend on positive parameters a 1 , . . . , a N and also on R, L ≥ 0 such that R and L are not simultaneously zero. It is described as follows (see Figure  1 ):
• (right jumps) Each particle x i (t), 1 ≤ i ≤ N , jumps to the right by one (i.e., instantaneously moves to position x i (t) + 1) at rate a i R 1 − q gap i (t) , independently of other particles. The jump rate of x i (t) vanishes if gap i (t) = 0, which means that a particle cannot jump onto a site which is already occupied (this is the exclusion mechanism).
• (left jumps) Each particle x i (t), 1 ≤ i ≤ N , jumps to the left by one (i.e., moves to position x i (t) − 1) at rate a −1 i L, independently of other particles. There is also a mechanism of instantaneous pushes present in left jumps. Namely, if any particle x j (t) has moved to the left, i.e., if x j (t + dt) = x j (t) − 1, then x j (t) has a chance to instantaneously (long-range) push its left neighbor x j+1 (t) to the left by one with probability q gap j+1 (t) . If particle x j+1 (t) is pushed then it also has the possibility to push its own left neighbor x j+2 (t), and so on.
When gap j+1 (t) = 0, the probability of a push becomes one, which means that a particle moving to the left always pushes a (possibly empty) cluster of its immediate left neighbors. Clearly, the q-PushASEP preserves the order of particles, so we will always speak about the dynamics of labeled particles x 1 (t) > . . . > x N (t). We assume that the q-PushASEP x(t) starts from the step initial condition defined as x i (0) = −i, i = 1, . . . , N .
It is worth noting that the first particle x 1 (t) performs a very simple dynamics: it jumps to the right or to the left by one (independently of other particles) at rates Ra 1 and La −1 1 , respectively. Likewise, the first n < N particles x 1 (t), . . . , x n (t) evolve without any dependence on those particles x n+1 (t), . . . , x N (t) to their left. Therefore, even though we have restricted our attention to an N -particle system, we may also think of this as the evolution of the N rightmost particles in a system with more than N particles.
1.2. Traffic model. The q-PushASEP may be viewed as a model of traffic on a one-lane highway in the following sense. Let v 0, and set c j (t) := vt + x j (t), j = 1, . . . , N , where x 1 (t) > . . . > x N (t) evolve according to the q-PushASEP. Viewing c 1 (t) > . . . > c N (t) as positions of cars on the highway (i.e., we understand their positions relative to a moving reference frame), one can interpret the dynamics as follows.
The jump of a particle x j to the right by one (under the q-PushASEP) may be viewed as acceleration of the car c j . If c j is close to the car c j−1 ahead of it, then chances that c j will accelerate are lower because of the rate a j R(1 − q gap j ) with which x j jumps to the right. The left jump of x j may be interpreted as a slowdown of the jth car. When this happens, the car c j+1 behind c j sees the brake lights of c j , and may also quickly slow down. The probability of the latter event is higher when c j+1 is closer to c j because of the pushing probability q gap j+1 in the q-PushASEP. If c j+1 decides to slow down, then c j+2 in turn sees the brake lights of c j+1 , and may also decide to brake, and so on.
1.3.
Relation to other models. When L = 0 (i.e., only right jumps are allowed), the qPushASEP turns into q-TASEP (q-deformation of the totally asymmetric simple exclusion process), which is an interacting particle system introduced in [BC1] , see also [BCS] , [BC2] , [BCPS] , [SW] , and [O'CP] .
On the other hand, when R = 0 (i.e., we permit only left jumps), our process essentially becomes the q-PushTASEP introduced in [BP] as a one-dimensional marginal of a certain stochastic dynamics on two-dimensional arrays of interlacing particles.
Thus, the q-PushASEP interpolates between the q-TASEP and the q-PushTASEP. See also Appendix A for an explanation of how the q-PushASEP is also related to a dynamics on two-dimensional interlacing arrays.
Under the q → 0 degeneration, our process becomes PushASEP a two-sided particle system (in the sense that particles can jump to the left and to the right) which interpolates between TASEP and PushTASEP, see [AKK] , [BF] . The two latter processes appeared in [Spi] (in that paper the PushTASEP was called the long-range TASEP ), see also [Lig1] , [Lig2] .
See also [PM] , [Pov] for related developments.
Remark 1.1. Similarly to [BF] , one can make the parameters R and L in the definition of the q-PushASEP depend on time (in a sufficiently nice way). This will lead to replacement of the quantities Rt and Lt in our final formulas (e.g., (1.3) or (1.8) below) by t 0 R(s)ds and t 0 L(s)ds, respectively. To make exposition clearer, we will consider only constant R and L.
1.4. Moments. To formulate one of our main results, define the Weyl chamber (of type A) as
We compute joint q-moments (or q-exponential moments) of positions of several particles under the q-PushASEP:
where
Here x(t) denotes the q-PushASEP started from the step initial condition {x i (0) = −i} N i=1 . The contour for z A contains a 1 , . . . , a N and all of the contours {qz B } B>A , but not zero (see Fig. 2 for an example of contours).
A simple argument bounding the q-PushASEP by Poisson processes shows that the moments in the left-hand side of (1.3) are indeed finite (see §2.1). Remark 1.3. It is worth noting that while the left-hand side of (1.3) is symmetric in n 1 , . . . , n k , the right-hand side is not. Theorem 1.2 states the equality of the two expressions only for n = (n 1 , . . . , n k ) belonging to the Weyl chamber.
1.5. True and free evolution equations. Our strategy of the proof of Theorem 1.2 is the following. We observe (see §2) that the expectations of
≥0 evolve according to closed systems of coupled ODEs, which we call the true evolution equations. The equations' right-hand sides include as a summand the right-hand sides of [BCS, (3) ] which corresponds to the q-TASEP, and also new terms corresponding to the q-PushTASEP governing the left jumps.
Let us first recall [BCS] (see also [BC2] ) how one could solve the true evolution equations in the case L = 0 (i.e., when our particle system reduces to the q-TASEP). For the q-TASEP, the true evolution equations are constant coefficient and separable away from the boundary of the Weyl chamber W k,N ≥0 (but not on the boundary). In this case, extending the constant coefficient, separable equations to all of Z k ≥0 results in the free evolution equations on a function u(t, n), where t ≥ 0 and n ∈ Z k ≥0 . One of the results about the q-TASEP in [BCS] is that the restriction to W k,N ≥0 of a solution of the free evolution equations satisfying certain boundary conditions (resulting from the difference between the free and the true evolution equations) and with the right initial data in W k,N ≥0 coincides with the solution of the true evolution equations. In principle, there could be a boundary condition for any possible combination of clusters (= stings of equal coordinates) in the vector n. A remarkable property of the q-TASEP (integrability in the language of (quantum) many body systems, cf. [Bet] ) is that it suffices to consider only the following k − 1 two-body boundary conditions: for all n ∈ Z k ≥0 such that for some i ∈ {1, 2, . . . , k − 1} one has n i = n i+1 ,
(1.5)
Here for a function f : Z → R, we denote (∇f )(n) := f (n − 1) − f (n), and ∇ j above means that the difference operator acts in the j-th coordinate.
Let us now explain how the q-PushASEP situation differs from that of the q-TASEP. For L > 0, the corresponding true evolution equations for any n ∈ W k,N ≥0 involve linear combinations of expectations of k i=1 q xn i (t)+n i with n running up to the boundary of W k,N ≥0 . Thus, it is not a priori clear how to write down the free evolution equations (in Z k ≥0 ) for the q-PushASEP such that their solutions satisfying the same k − 1 boundary conditions (1.5) coincide with solutions of the true evolution equations (in W k,N ≥0 ). A way to write down the free evolution equations which we employ instead is to introduce another set of k − 1 conditions which we call cumulative. For simpler notation, assume now that a i = 1 for all i = 1, . . . , N (see §3 for a general case). The cumulative conditions are the following: for all n ∈ Z k ≥0 such that for some i ∈ {1, 2, . . . , k − 1} one has n i = n i+1 ,
Here by ∇ −1 we mean the operator acting on f :
means the application of the operator in the jth coordinate.
We then obtain the free evolution equations for the q-PushASEP which are constant coefficient and separable in Z k ≥0 , and prove that solutions of the free evolution equations satisfying (1.5)-(1.6) and having the right initial data inside W k,N ≥0 coincide with solutions of the true evolution equations for the q-PushASEP.
The emergence of the cumulative conditions (1.6) which might seem somewhat mysterious from the Bethe ansatz point of view (cf. the treatment of the q-TASEP in [BCPS] ) appeared due to a certain "symmetry" of formulas responsible for the right (q-TASEP) and left (qPushTASEP) jumps. We plan to investigate deeper reasons behind these cumulative conditions in a future work.
1.6. Solving evolution equations for the q-PushASEP. One readily sees that there exists a general class of solutions to the free evolution equations for the q-PushASEP, but it is not immediately clear how one should combine them in the right way so that they satisfy (1.5)-(1.6). However, when the q-PushASEP starts from the step initial configuration, it is possible to check that the nested contour integral expression in the right-hand side of (1.3) satisfies the free evolution equations, k − 1 boundary and k − 1 cumulative conditions (1.5)-(1.6), and has the right initial data, thus producing the desired moment formula.
The moment formula (1.3) for q-TASEP was initially proved for all n i = n, i = 1, . . . , k, from the Macdonald process framework of [BC1] . The general n formula was guessed and checked in [BCS] via the many body system approach, and reproved in the Macdonald process framework in [BCGS] . Our formula (1.3) for the q-PushASEP differs only in the function Π t (z) which was equal to e tz for the q-TASEP. Discrete-time q-TASEPs of [BC2] also admit nested contour integral formulas for moments with other choices of Π t (z) (in [BC2, Thm. 2 .1] these functions are denoted by f geo t (z) and f Ber t (z)). The concrete form (1.4) of Π t (z) for the q-PushASEP can be guessed from any of the three sources:
(1) Applying the nested contour integral ansatz for solving the free evolution equations. (2) By analogy with the PushASEP (i.e., the q = 0 case), e.g., see [BF, Prop. 2.1] . Presence of factors of the form e t(Rz+Lz −1 ) in the PushASEP is a manifestation of its connection to the algebraic framework of the two-sided Schur processes [Bor] . (3) The q-PushASEP should fit into a more general framework of the two-sided Macdonald processes extending the theory of [BC1] , [BCGS] . The present paper provides a motivation for a further investigation of the two-sided Macdonald processes. See also Appendix A.
grow rapidly in k, namely, as c 1 exp c 2 e c 3 k (for suitable positive constants). This means that the moments are not sufficient to identify the distribution of the process (at any given positive time).
However, using (1.3) and the rigorously proved result for L = 0, one can formally write down a conjectural Fredholm determinantal formula for the q-Laplace transform of q xn(t)+n (for any 1 ≤ n ≤ N ). For simplicity, assume that all a i ≡ 1. We will use the notation
(1.7)
, where C 1 is a small positively oriented circle containing 1, and K ζ is an integral operator with kernel
with (see (1.4))
. A formal approach to establish (1.7) is to expand E 1/(ζq xn(t)+n ; q) ∞ by means of the qBinomial theorem, and interchange the expectation and the summation in the resulting series. A general scheme of doing this is explained in [BCS, §3] . However, for L > 0, our moments of the q-PushASEP lead to a divergent series after one interchanges the expectation and the summation. This is quite similar to the issue which arises in the polymer replica method, in which one attempts to recover the Laplace transform of the solution to the stochastic heat equation from a divergent moment generating series [Dot] , [CLDR] . However, in the case of q-PushASEP (as opposed to the stochastic heat equation) it should be possible to overcome this issue of divergence and rigorously justify (1.8) using the algebraic framework of Macdonald processes, see [BCGS] , [BCFV] . We do not pursue this direction here (but see Appendix A about relations of our model and Macdonald processes).
For L = 0, the Fredholm determinantal formula (1.8) corresponds to the q-TASEP and a proof of the conjecture appeared in [BC1] , see also [BCS] . It was established by interchanging the expectation and the summation, which is perfectly valid in this case. Indeed, for L = 0 (and the step initial configuration), all coordinates x n (t) + n are nonnegative. Thus, the expectations E(q k(xn(t)+n) ) are all bounded by one, and thus the series
1.8. Outline. In §2 we discuss the q-PushASEP in detail, and write down the true evolution equations for the observables in the left-hand side of (1.3). We also suggest a Markov process dual to the q-PushASEP. In §3 we reduce the true evolution equations to the free evolution equations with k − 1 boundary and k − 1 cumulative conditions. We show that a solution of the free evolution equations also satisfies the true evolution equations. In §4 we check that the nested contour integral formula in the right-hand side of (1.3) satisfies the free evolution equations, and thus prove Theorem 1.2. We also discuss the Fredholm determinantal formula (Conjecture 1.4). In Appendix A we describe how the q-PushASEP is related to (two-sided) Macdonald processes. In Appendix B we briefly discuss connections of our model with the semi-discrete stochastic heat equation.
1.9. Acknowledgments. The authors would like to thank Alexei Borodin for very helpful discussions and remarks. IC was partially supported by the NSF through DMS-1208998 as well as by Microsoft Research through the Schramm Memorial Fellowship, and by the Clay Mathematics Institute through a Clay Research Fellowship. LP was partially supported by the RFBR-CNRS grant 11-01-93105.
True evolution equations
In this section we write down closed systems of coupled ODEs (true evolution equations) which are satisfied by the expectations of the observables of the form
2.1. Finiteness of moments.
Lemma 2.1. Let x(t) be the position at time t ≥ 0 of the q-PushASEP started from any fixed initial condition, i.e., from any point of
Proof. Left jumps of the q-PushASEP introduce factors of q
right jumps lead to factors of q. Since 0 < q < 1, we need to estimate only the left jumps. Observe that the leftmost particle x N (t) has the possibility to be pushed to the left by any of the particles, so it can go to the left as far as a Poisson process with rate L(a
Since the Poisson distribution has finite exponential moments (i.e., E(e zξ ) < ∞ for all z ∈ C, where ξ has Poisson distribution), we see that the claim holds.
2.2. Markov generator of q-PushASEP. It is readily seen from the definition ( §1.1) that the Markov generator of the q-PushASEP (acting on functions f :
Here we have denoted for all 1 ≤ i ≤ j ≤ N :
That is, x + i corresponds to the configuration in which the ith particle has jumped to the right by one, and x − j,i means the configuration in which the particles with indices m = i, i + 1, . . . , j have jumped to the left by one. Note that if any of these jumps breaks the strict order of the particles, then the coefficient in (2.1) by the corresponding term vanishes. This reflects the fact that the q-PushASEP preserves the order of the particles.
2.3. Remark: Stationary distributions. Here let us present a calculation which suggests how stationary measures of the q-PushASEP with infinitely many particles −∞ < . . . < x 1 < x 0 < x −1 < . . . < +∞ look like (without discussing the existence of this process or proving that these measures are indeed stationary). Assume translation invariance, i.e., that a i = 1 for all i ∈ Z.
The case of the q-TASEP (i.e., when L = 0) is discussed in [BC1, §3.3.3] . There the stationary measures are those for which the gaps gap i = x i−1 − x i − 1 between particles are independent and have the q-geometric distribution qGeo (αR −1 ), where α ∈ [0, R) is arbitrary:
One can perform a formal calculation suggesting that this distribution is also stationary for the q-PushTASEP part of the dynamics. Indeed, during a small time interval dt, each gap i can increase by one with probability L dt (which corresponds to x i jumping to the left). Next, observe that the particle x i−1 moves to the left at total rate (accounting for all possible pushes that x i−1 can receive from the left)
for all i ∈ Z (which readily follows from the q-Binomial theorem). This means that during a small time interval dt, the value of gap i can decrease by one with probability
Here the factor 1−q gap i in the latter expression is the probability that the moved particle x i−1 did not push x i . One can readily check that the law gap i ∼ qGeo (αR −1 ) is invariant for the one-dimensional Markov chain on Z ≥0 which we have just described. This suggests that this law should be preserved by the q-PushASEP evolution.
1
In the non-translation invariant case i.e., when the a i 's are different, 2 the consideration of the right jumps (i.e., the q-TASEP dynamics) leads to the following distributions of the gaps:
. Then the series in (2.2) is no longer a geometric progression, but it still sums to LR α , which suggests that the independent q-geometric gaps qGeo αR −1 a −1 i are preserved by the left (q-PushTASEP) jumps in the non-translation invariant setting as well.
It would be interesting to generalize the coupling approach of [BKS] to the two-sided setting.
2.4. y-variable notation. Our aim now is to understand how the generator (2.1) acts on moments E k i=1 q xn i (t)+n i . It is convenient to pass from the coordinates n ∈ W k,N ≥0 to a new set of coordinates. Denote
In the reverse direction, for any y ∈ Y N k , denote by n(y) the unique n ∈ W k,N ≥0 for which y(n) = y. To illustrate, if n = (5, 5, 4, 2, 1, 1, 1), then y(n) = (0, 3, 1, 0, 1, 2). We will call the number of nonzero coordinates of y the number of clusters of n (the present example has four clusters).
1 One needs to additionally justify that gap i indeed evolves according to this one-dimensional Markov chain. 2 One should also impose reasonable growth and decay assumptions on the a i 's.
Let us define, for each x ∈ X N and y ∈ Y N ,
The product above starts from zero which means that, by agreement,
That is, in y j,i the jth coordinate is decreased by one, and the ith coordinate is increased by one. Clearly, y i,i = y. Denote by L dual the following operator acting on functions g :
(2.5)
Remark 2.2. Note that the first sum (containing the parameter R) is the Markov generator of the q-Boson particle system (a certain totally asymmetric zero range process) which is dual to the q-TASEP, see [BCS] (where this process was called q-TAZRP) and also [BCPS] . The second summand is new and it is responsible for the left jumps (which are governed by the q-PushTASEP, cf. §1.3). See also §2.7 below.
Proposition 2.3. For any x ∈ X N and y ∈ Y N we have
, where the subscripts x and y in the operators mean the variables in which the operators act.
Proof. This follows from the observations
To get (2.5) after applying the above identities to (2.1), one should also regroup summands in the second sum (which contains the parameter L) by collecting the coefficients by each g(y j,i ).
2.6. True evolution equations. Proposition 2.3 motivates the following definition:
, is said to satisfy the true evolution equations with initial conditions h 0 (y) if (1) For all y ∈ Y N and t ≥ 0:
where the operator L dual given by (2.5) acts in the variables y.
(
Lemma 2.5. The above true evolution equations have unique solutions.
Proof. The proof is the same as for the q-TASEP, see [BCS, Lemma 3.5] . The operator L dual maps the space of functions g : Y N k → R onto itself. Therefore, the true evolution equations reduce to a collection of finite closed systems of ODEs indexed by k ≥ 1.
Moreover, for each fixed k, the system of the true evolution equations is triangular. Namely, the derivative d dt h(t, y) depends only on those h(t, y ) for which y i + . . . + y N ≤ y i + . . . + y N for all 0 ≤ i ≤ N . The existence and uniqueness of solutions to each finite, closed, triangular system of linear ODEs is justified by standard methods, e.g., see [CL] .
Theorem 2.6. For any x ∈ X N , and for the q-PushASEP {x(t)} t≥0 started from an arbitrary (non-random) initial condition x(0) = x, the function h(t, y) := E(H(x(t), y)) solves the true evolution equations with initial data h 0 (y) = H(x, y).
By linearity, one can also consider good enough random initial configurations for the qPushASEP. In this case, one should take the initial data to be h 0 (y) = E(H(x, y)), where the expectation is with respect to the initial configuration x.
Proof. Due to Lemma 2.5, it suffices to check that the function h(t, y) := E x H(x(t), y) (the superscript x means that the expectation is taken with respect to the q-PushASEP starting from x) satisfies (2.6) (boundary and initial conditions are straightforward).
One has
The first equality is the backwards Kolmogorov equations (essentially, the definition of a Markov generator), and the second one follows from the fact that the generator L q-PushASEP of the Markov semigroup of the q-PushASEP commutes with the operators from this semigroup.
Next, using Proposition 2.3, we can continue the above equalities (L q-PushASEP and L dual act on x and y variables, respectively)
The last equality is due to the fact that the expectation is taken with respect to the x variables while the operator L dual acts in the y variables.
2.7. Remark: Markov process dual to the q-PushASEP. For L > 0, the operator L dual (2.5) is not a generator of any continuous-time Markov process on the space Y N (cf. Remark 2.2 about the L = 0 case). Indeed, applying this operator to the identity function, one has
However, the fact that C(y) is not zero is the only obstacle preventing L dual from being a Markov generator. Thus, let us define the following operator acting on functions g :
One readily sees that this operator can serve as a generator of a continuous-time Markov process on Y N ; denote this process by y(t). Representing the state space Y N as in Fig. 3 , we see that the transitions in y(t) look as follows: (1) (q-TASEP part) For each i ∈ {2, . . . , N }, the coordinate y i (t) decreases by one and simultaneously y i−1 (t) increases by one (= a particle jumps from site i to site i − 1) at rate Ra i (1 − q y i (t) ). (2) (q-PushTASEP part) For each 1 ≤ i < j ≤ N , the coordinate y j (t) decreases by one and simultaneously y i (t) increases by one (= a particle jumps from site j to site i) at rate La
All these transitions occur independently. Note that for L > 0, the process y(t) is not zero range.
y 0 y 1 y 2 y 3 y 4 y 5 y 6 Figure 3 . Markov process y(t) dual to q-PushASEP. Indicated are all possible jumps involving the parameter a 3 .
Clearly, Proposition 2.3 implies that the Markov generators of the q-PushASEP x(t) (2.1) and of the above process y(t) (2.7) satisfy the following generalized duality relation with respect to the same function H(x, y) (2.4):
Consequently, the expectations of H(x, y) with respect to evolution of the processes x(t) and y(t) are related as
Here in the left-hand side we have the expectation under x(t) started from x, and on the right there is the expectation under the law of the process y(t) started from y. About (generalized) duality of Markov processes, e.g., see [EK, Ch. 4 .4] and references therein. One could use the generalized duality (2.8) to provide a probabilistic insight into Theorem 2.6. However, from the many body systems point of view the process x(t) is not required to be dual to any Markov process. One only needs the fact that the observables E k i=1 q xn i (t)+n i evolve according to a closed system of ODEs.
3. Free evolution equations with k − 1 boundary and k − 1 cumulative conditions for the q-PushASEP
The goal of this section is to reduce the true evolution equations for the two-sided qPushASEP (Theorem 2.6) to free evolution equations which are constant coefficient and separable (see the discussion in §1.5-1.6 for more detail).
Let a := (a 1 , . . . , a N ), and recall that all a i are positive. Define the following operators acting on functions f : Z → R:
By agreement, let us add "dummy parameters" a n , n > N . They do not enter main formulas of this section, but it is convenient to include them to avoid the requirement that n ≤ N . Equivalently, one may think of dealing with the process with infinitely many particles to the left of the origin (and finitely many particles to the right of the origin), cf. the end of §1.1.
Clearly,
a ] j denote the application of the corresponding operators in the j-th variable.
Definition 3.1. We say that a function u : R ≥0 ×Z k ≥0 → R satisfies the free evolution equations with k − 1 boundary conditions, k − 1 cumulative conditions, and (partial) initial conditions h 0 inside the Weyl chamber W
Note that the boundary conditions in (3.2) coincide with the ones for the q-TASEP [BCS] (and it discrete variants, see [BC2] ), which involve the usual difference operators [∇] i and [∇] i+1 . This is because n i = n i+1 implies a n i = a n i+1 . We write the boundary conditions as in (3.2) to emphasize their certain similarity with the cumulative conditions. Theorem 3.2. If a function u : R ≥0 × Z k ≥0 → R satisfies the free evolution equations with k − 1 boundary and k − 1 cumulative conditions (Definition 3.1), then for all y ∈ Y N k , we have h(t, y) = u(t, n(y)), where h is the solution to the true evolution equations (Definition 2.4) with initial condition h 0 (y).
Proof. Conditions (3) and (4) of Definition 3.1 directly lead to conditions (2) and (3) of the solution to the true evolution equations (Definition 2.4).
It remains to check that condition (1) of Definition 2.4 is satisfied by u(t; n(y)), where u(t; n) solves the free evolution equations with k − 1 boundary and k − 1 cumulative conditions. We will use (3.2) to rewrite (3.1) in the form (2.6) (with L dual given by (2.5)). Fix n ∈ W k,N ≥0 and let throughout the proof y = y(n) and n = n(y), see §2.4.
First, let us briefly recall (see [BCS] ) how one deals with the summands in (3.1) corresponding to the right jumps. Fix any cluster of n of size, say, c ≥ 1, i.e.,
Clearly, c = y i , b = y N +. . .+y i+1 , and n b+1 = . . . = n b+c = i for some i = 1, . . . , N . Combining summands corresponding to r = b + 1, . . . , b + c in the first sum in (3.1) and using the boundary conditions in (3.2), we obtain
We readily see that in terms of the y variables, the above expression is equal to
which is one of the summands in the first sum in (2.5) corresponding to the cluster of components of n which are equal to i. Now let us explain how one can rewrite the second sum in (3.1) (which corresponds to the left jumps). Fix any j ≥ i for which y j ≥ 1. Let us calculate the coefficient by u t; n(y j,i ) in the right-hand side of (3.1). This coefficient can come only from the part of the second sum corresponding to the cluster of components of n which are equal to j. Using the cumulative conditions (3.2), we can rewrite it as (below b = y N + . . . + y j+1 )
a ] b+y j u(t; n). If j = i, then we readily see from the above expression that the coefficient by u t; n(y i,i ) = u t; n(y) is La
, as it should be according to (2.5). Assume now that i < j, and also that y j−1 ≥ 1. This means that we can rewrite the above expression as
Indeed, we have simply removed one of the summands from the expression [∇ a ] b+y j +y j−1 times the factor of q −y j−1 . This observation together with (3.3) implies that the coefficient by u t; n(y j,j−1 ) in the right-hand side of (3.1) is equal to La −1 j−1 (q −y j − 1)q −y j−1 , as it should be by (2.5).
One can check in a similar manner that for any i < j, the coefficient by u t; n(y j,i ) in the right-hand side of (3.1) is the same as dictated by (2.5). This concludes the proof.
The next statement is a straightforward consequence of Theorems 2.6 and 3.2: Corollary 3.3. For q-PushASEP started from any fixed or random initial configuration
, where u(t; n) solves the free evolution equations with k − 1 boundary and k − 1 cumulative conditions (Definition 3.1) with initial data inside the Weyl chamber n ∈ W k,N ≥0 given by u(0;
4. Nested contour integral formulas for the q-PushASEP 4.1. Moments: proof of Theorem 1.2. Here we will use Corollary 3.3 to prove Theorem 1.2. It suffices to check that the expression for the moments of the q-PushASEP given by the righthand side of (1.3) (denote it by m(t; n)) satisfies conditions (1)- (4) of Definition 3.1. Let us verify these conditions:
(1) The time derivative in the left-hand side of (3.1) affects only the factor k j=1
inside the nested integral in m(t; n), which leads to the multiplication of the integrand by
Let us check that the application of the operators in the right-hand side of (3.1) also gives the factor (4.1). First, note that for each j = 1, . . . , k, the application of [∇ a ] j leads to the replacement of
We see that we have matched summands involving the parameter R in (4.1). Now let us consider the summands in the right-hand side of (3.1) involving the parameter L. For simpler notation denote n = n j and z = z j , and consider the application of the operator ∇
Let, by agreement, a 0 = a −1 = a −2 = . . . = 1. Let us add to the above sum over j more summands corresponding to j running from −∞ to 0, that is, the expression
In view of the nested contour integration in (1.3), we see that these additional summands (when multiplied by n i=1 a i a i −z ) do not introduce any residues in z. Thus, modulo the contour integration, we can rewrite the application of ∇
To finish the check of (1) by matching summands involving the parameter L in (4.1), it suffices to establish the following lemma:
Proof. Denote by S n the left-hand side of (4.2). Then one can readily see that
which implies the claim.
(2) The argument is almost the same for the boundary and the cumulative conditions. As we have seen in the above check of (1), the (boundary condition) operator
a ] i+1 leads to the multiplication of the integrand in m(t; n) by
In both cases, the factor z i − qz i+1 cancels one of the denominators in 1≤A<B≤k
. This allows us to deform (without encountering any poles) the z i and z i+1 contours so that they coincide. Since n i = n i+1 , this means that we may write both
for a suitable function G(z i , z i+1 ) involving integration in all variables except z i and z i+1 . The function G (in both cases) is symmetric in z i , z i+1 , which implies that the above integral is identically zero. Thus, the second condition in Definition 3.1 is also checked. (3) To check the third condition, observe that if n k = 0, then there is no pole z k = 1 in the integral over z k in (1.3) . Thus, the nested integral vanishes.
(4) Because for the step initial condition x i (0) = −i, the left-hand side of (1.3) is identically one. We thus need to show that m(0; n) ≡ 1. This follows from the residue calculus. Expanding the z 1 contour to infinity, one encounters only the pole at z 1 = 0 (clearly, z 1 = ∞ is not a pole because of the factors a i /(a i − z 1 )). The residue at z 1 = 0 is equal to −q −(k−1) . After having expanded the z 1 contour, the remaining integral is the same as in (1.3) but in k − 1 variables. Thus, repeating this proceedure, we see that the fourth condition is also verified.
By virtue of Corollary 3.3, this completes the proof of Theorem 1.2. (Conjecture 1.4) . Assume that L > 0. Let us first discuss the growth of the moments of the q-PushASEP.
Discussion of the Fredholm determinantal formula
Here const is some positive constant, and x(t) is the q-PushASEP started from an arbitrary (non-random) initial configuration x(0) = x.
Proof. Clearly,
where ξ and η are independent Poisson random variables with parameters Ra 1 t and La −1 1 t, respectively (cf. the end of §1.1). The constant in front accounts for the initial condition x 1 (0). We have
, which yields the claim.
Let us now explain how one could formally obtain the Fredholm determinant (Conjecture 1.4) from the moment formulas of Theorem 1.2 that were proved in §2-3. Using the q-Binomial theorem, write the q-Laplace transform as
This identity is rigorous. Next, let us interchange the expectation and the summation. By Lemma 4.2, we get a divergent series (of course this is because the interchange of expectation and summation is not justifiable):
However, plugging nested contour integral expressions for the moments E(q k(xn(t)+n) ) afforded by Theorem 1.2, it is possible to formally write (4.3) as a Fredholm determinant. A general scheme for doing this is explained in §3.1 of [BCS] and was initially developed in §3.2 of [BC1] . It amounts to deforming (and accounting for residues coming from this deformation) the nested contours in (1.3) so that they all become a small circle around z = 1. This is a rigorous operation, see [BCS, Prop. 3.2] . Then one should reorder summands in (4.3), and also use the Mellin-Barnes summation formula. These two latter operations may not be done in a rigorous way in our situation.
3 However, applied to the divergent series (4.3), these steps yield a valid Fredholm determinantal expression of Conjecture 1.4.
It is possible that Conjecture 1.4 (which we have formally argued for above) can be rigorously proved with the help of the algebraic framework of Macdonald processes [BC1] . Namely, one may be able to show (in a manner similar to [BCGS] , [BCFV] ) that identity (1.7) is a specialization of an algebraic identity which in turn can be established without running into convergence issues. Then (1.7) arises for certain particular values of parameters.
Appendix A. Dynamics on two-dimensional interlacing arrays
Here we briefly explain how the q-PushASEP arises as a one-dimensional marginal of a certain two-dimensional stochastic Markov dynamics on interlacing arrays of particles. This two-dimensional dynamics may be constructed as an interpolation between the "push-block" dynamics of [BC1, §2.3.3 ] (see also Dynamics 1 in [BP, §5.5]) , and the q-version of the dynamics driven by row insertion RSK algorithm (Dynamics 8 in [BP, §8.2 
.1]).
4 Note that the latter dynamics has to be reflected, i.e., the particles under this dynamics must jump to the left instead of jumping to the right. Let us now proceed to the definition of the two-dimensional dynamics.
The state space of the two-dimensional dynamics is the set of triangular arrays of interlacing particles which have integer coordinates (see Fig. 4 for an example):
can jump either to the right or to the left by one. The right jumps are described as follows. Each particle λ (k) j has an independent exponential clock with rate
There is no unique way of defining a dynamics on two-dimensional interlacing arrays with these properties. For instance, the "push-block" dynamics may be replaced by the dynamics coming from the q-version of the Robinson-Schensted column insertion algorithm introduced in [O'CP] . See also [BP] for more examples and a general discussion.
When the clock of λ (k) j rings, the particle jumps to the right by one. If this jump of λ 
denotes the position of the particle before the move). In the description of the dynamics, all factors of the form (1 − q ··· ) having nonexistent indices are set to be equal to one. One can readily see that the leftmost particles under this two-sided dynamics on two-dimensional interlacing arrays marginally evolve as a Markov process. In the shifted coordinates x n (t) := λ (n) n (t) − n, where n = 1, . . . , N , the evolution of the particles is governed by our q-PushASEP.
The fixed-time distributions of the two-dimensional dynamics λ(t) described above are probability measures on interlacing arrays. Let the initial configuration be the densely packed one, i.e., λ
This configuration corresponds to the step initial condition for the q-PushASEP.
After time t ≥ 0, the distribution of λ(t) generalizes the (one-sided) Macdonald processes of [BC1] , [BCGS] . The second Macdonald parameter which is usually denoted by t is set to zero (so that there is no notational conflict with the time parameter); such Macdonald processes are also referred to as the q-Whittaker processes.
Put a i ≡ 1 for simplicity. If L is zero, then λ(t) is distributed according to
is an ordered collection of nonnegative integers, P and Q are the (ordinary and skew) Macdonald symmetric functions [Mac] , and ρ Rt is the so-call Plancherel specialization of Q λ (N ) , e.g., see [BC1, §2.2.1] . The Plancherel specialization may be defined, e.g., in terms of the generating function for the one-row Macdonald Q functions (i.e., functions indexed by ordered k-tuples of integers with k = 1):
On the other hand, for R = 0, the distribution of −λ(t) (this simply means negating all components of the interlacing array) is described by the Macdonald process (A.1) (with Rt replaced by Lt in the Plancherel specialization of Q −λ (N ) ).
5 This mechanism of instantaneous pushes is built into the jump rates. Indeed, if the interlacing is broken, then the higher particles have infinite jump rates due to vanishing denominator. Moreover, if the jump of some λ (k) j would break the interlacing with lower particles, then the rate assigned to this jump is equal to zero.
In the general case when L and R are both positive, we expect that the distribution of λ(t) (started from the packed initial configuration) is given by a certain two-sided version of a Macdonald process which has the form
where coordinates λ (k) j can be positive or negative, and for the two-sided Plancherel specialization one has (cf. (1.4) 
The structure of the formula (A.3) can be readily explained. The product of the P functions,
(1), corresponds to a certain Gibbs property of Macdonald processes (see [BP] for more detail) which is preserved by both the dynamics with L = 0 or R = 0, and thus also by the dynamics with general positive R and L (this is because the Markov generator of the latter process is a linear combination of the two "pure" right and left generators). When N = 1, the measure (A.3) is simply the convolution of the two "pure" one-sided measures (note that P λ (1) (1) = 1). In general, one may regard (A.3) as a definition of the twosided Plancherel specialization Q λ (ρ two-sided Rt; Lt ) for not necessarily one-row λ's. Let us explain this aspect in more detail. In the one-sided case, the one-row functions Q (n) generate the algebra of symmetric functions to which the Q λ 's (with λ having nonnegative parts) belong. Thus, identity (A.2) defines Q λ (ρ t ) for all λ. However, it is not clear at this point what algebraic structures are responsible for the passage from the one-row functions Q (n) (ρ two-sided Rt; Lt ) in (A.4) to the functions Q λ with λ general. It is worth noting that the q = 0 version of the two-sided Macdonald processes (two-sided Schur processes) was introduced and investigated in [Bor] .
The desire to understand the distribution of the two-sided dynamics on two-dimensional interlacing integer arrays (A.3), as well as the question of proving Conjecture 1.4, provide some motivation to develop two-sided Macdonald processes. Appendix B. Formal scaling limit as q 1
Consider the scaling of the two-dimensional dynamics described by [BC1, Thm. 4 
.1.21]:
q = e −ε , t = ε −2 τ, a k = e −εa k , k = 1, . . . , N ;
. . , N, j = 1, . . . , k.
Here τ > 0 is the scaled time, C(ε; τ ) represents the global shift of the coordinate system, and (a 1 , . . . , a N ) are the scaled values of the a j 's. In the one-sided setting, the Macdonald processes (A.1) converge under this scaling with C(ε; τ ) = ε −2 τ to Whittaker processes introduced in [O'C], see also [BC1, Ch. 4] .
As explained in [BC1, §4.1 and §5.2] and [BP, §8.4] , the q-TASEP and the q-PushTASEP (i.e., the "pure" dynamics corresponding to L = 0 or R = 0) under this scaling with C(ε; τ ) = +ε −2 τ or C(ε; τ ) = −ε −2 τ , respectively, correspond to stochastic differential equations (SDEs) which describe evolution of the hierarchy of the free energies of the O'Connell-Yor semi-discrete directed polymer [O'CY] , [O'C] .
6 These free energies may also be represented as logarithms of solutions to the semi-discrete stochastic heat equation du j (t) = u j−1 (t) − u j (t) + u j (t)dB j (t), j = 1, . . . , N ; u(0, N ) = δ 1N , (B.1)
where B 1 , . . . , B N are independent standard Brownian motions (possibly with linear drifts). Let us now discuss the formal scaling limit of the two-sided (q-PushASEP) evolution, i.e., with R, L > 0. Let us scale the R and L parameters around 1:
where r, l ∈ R are the scaled values. Moreover, one should take the global shift C(ε; τ ) to be zero (one should think that the shifts ±ε −2 τ corresponding to the "pure" right and left dynamics compensate each other).
We will focus only on the leftmost particles λ (k) k , the whole array can be considered in a similar way. The limiting SDEs for the quantities G [BP, §8.4.4] . First, note that our scaling dictates
3) Right jumps of the particle λ and, moreover, the particle λ k (during time interval ε −2 dτ ) equal to the difference of two independent Poisson random variables with mean ε −2 dτ . In view of (B.3), these summands correspond to the differential of the Brownian motion √ 2 · dW k (τ ). The summands of order ε in (B.4)-(B.5) give rise to constant terms. The constant term (B.6) is multiplied by 1 ε −1 , and thus vanishes.
6 These are our quantities G (k) k in the description of the scaling.
