Abstrucf-This paper presents three pruning algorithms based on Optimal Brain Surgeon (OBS) and Unit-Optimal Brain Surgeon (Unit-OBS). The first variant performs a backward ,, selection by successively removing single weights from the input variables to the hidden units in a fully connected multilayer perceptmn (MLP) for variable selection. The second one removes a subset of non-significant weights in one step. The last one combines the two properties presented above. Simulation results obtained on the Monk's problem illustrate the specificities of each method described in this paper according to the preserved variables and the preserved weights.
I. INTRODUCTION
Pruning techniques for artificial neural networks have been first designed for optimization dealing with the overtraining problem ([1],[21). This article is focused on a subpart of these methods where a connection is removed according to a relevance criterion often named the weight saliency (also termed sensitivity). More precisely, the weight with the smallest saliency will generate the smallest error variation if it is removed. Similarly, it is possible to obtain the saliency of a unit. Thus, these techniques are also used for variable selection ([31,[41,[5] ).
The first motivation of this work is that the weight saliency distributions in the different layers of a MLP are not the same.
It can be observed experimentally that the first layer is more stable. which explains that the saliency in the first layer is small as compared to the other ones. Accordingly, it can be interesting to selectively remove weights in the first layer.
The second motivation is to propose a novel way to select the weights in the Generalized Optimal Brain Surgeon method.
. In the next section, we review a mathematical formulation of the saliency analysis model developed by Hassibi for OBS ([21) , and by Stahlberger for Unit-OBS ([SI). In Section 3, we present in details our variants based on the mathematical formula presented in section 2. In Section 4, we present and comment the results of all variants on the first Monk's problem.
. Finally, in section 5, we conclude on this work. 
SALIENCY CALCULATION
where H = is the Hessian matrix. For a network trained to a local minimum in error, the first (linear) term vanishes; The error surface is assumed to he quadratic around the minimum, so the third and higher order terms can be ignored.
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The goal is to set one of the weights to zero which we call wq to minimize the increase in error given by (Eq. 2).
Eliminating wq can be expressed as :
where e4 is the unit vector in weight space corresponding to (scalar) weight wq.
Solving this extremum problem of minimization with side condition (Eq. 3) using Lagrange method it is possible to update the magnitude of all the weights in the network by :
and the saliency of the weight q is given by : Solving this extremum problem with side condition (5. 6) using Lagrange method leads to the solution :
The inverse matrix problem can be solved by decomposition techniques such as Singular Value Decomposition (SVD).
ALGORITHMS
Stahlberger and Riedmiller ( [ 5 ] ) have defined a variable selection algorithm, called Unit-OBS, which computes, using the calculation GOBS, which input unit will generate the smallest increase of error if it is removed (Eq. 7).
We propose a new algorithm for variable selection using the weight saliency computation defined in OBS. We call this new algorithm Flexible Optimal Brain Surgeon (F-OBS). Its patticularity is to remove connections only between the input layer and the hidden layer ( Fig. 1) . This algorithm can produce two benefits : Reduce the number of weights between the variables and the hidden layer Reduce the number of variables Compared to F-OBS, Unit-OBS is more constrained in the pruning of variables process. Pruning m weights which give a smallest saliency for Unit-OBS do not imply that all the weights are not significant.
Moreover, we propose another algorithm, called Generalized Optimal Brain Surgeon (GOBS), for which the subset of connections to remove is defined by the smallest saliencies (Fig. 2) .
Finally, a third algorithm, called Generalized Flexible Optimal Brain Surgeon (GF-OBS), is a combination of the F-OBS and G O B S . Thus, this algorithm removes in one stage a subset of connections only between the input layer and the hidden layer (Fig. 3) .
We introduce here the computational complexity of different methods. The complexities in time to calculate H-', A E (Eq.
7) and Aw (Eq. 8) are O(n2p). O(m3) and O(nm + m3)
respectively. Unit-OBS and the version of G O B S proposed by Stahlberger and Riedmiller has a computational complexity of ( 3 0 ( m 3 ) to find m weights giving the minimum o f . A E . Our variants (GOBS, F-OBS, GF-OBS) neglect this computational complexity because they do not use (Eq. 7). allowing then to he faster for selections.
IV. EXPERIMENTS
In this section, we evaluate the performance on the Monk's problem of our algorithms for variable selection and optimization, and we compare them to OBS and Unit-OBS. update all the weights in the network.
reached.

Fig. 2. Generalized Optimal Brain Surgeon (GOBS) AlgariUlm
A. First Monk's problem
To compare the algorithms we use the first Monk's problem. This well-known problem (See [ 8 ] ) requires the learning agent to identify (true or false) friendly robots based on six nominal attributes. The attributes are headshape (round, square, wtagon), bodyshape (round, square, octagon), issmiling (yes, no), holding (sword, ballon, flag), jacket-color (red, yellow, green, blue) and has-tie (yes, no). The "true" concept for this problem is (headshape = bodyshape) or (jacketrolor = red). The training dataset contains 124 examples and the validation dataset contains 432 examples.
B. Model description
To forecast the class according to the 17 input values (one per nominal value coded as 1 or -1 if the characteristic is true or false), the MLP starts with 3 hidden neurons containing a hyperbolic tangent activation function. This number of hidden neurons allows a satisfactory representation able to solve this discrimination problem. The total number of weights for this fully connected network (including a bias) is 58. This value will have to be compared to the remaining weights after pruning. After MLP training, the model is accepted if the mean of square error is 5 0.001 on both the training and the validation dataset, and the performance in classification are equal to 100% according to the confusion matrix. This stopping criterion is also used by the pruning methods. In this study, GF-OBS and G O B S remove three weights at the same time.
C. Results
Comparing the variant methods is a difficult task. We select three values as measures of the performance for variable selection and optimization : the number of preserved weights, the number of pruned variables and the choice of pruned variables (rules respected) to see which variables are the most selected and which variables are rare or absent.
For each method, 300 different initializations were tested. The results are presented as histograms.
I ) Variable Selection:
In this section, we compare the following algorithms: Unit-OBS, F-OBS, GF-OBS, OBS and G-OBS for variable selection. The histograms (Fig.   4, Fig. 5 ) show the performance of Unit-OBS. F-OBD and GF-OBS for pruned variables and the histograms (Fig.   6, Fig. 7) show the performance of OBS and G O B S methods.
The first remark is that not one of all OBS variants always reaches the same number of pruned variables. For every algorithm, the number of pruned variables differs from 2 to 12 according to the initialization. But the frequency depends on the algorithm. Unit-OBS presents some better results with high frequencies for a large number of pruned variables compared to the other methods. We can also see that F-OBS is better than OBS and GF-OBS is equivalent to OBS.
According to the first Monk rules (see section IV-A). the concept is true if the head shape is equal to the body shape i.e. if variable 1 = variable 4 and variable 2 = variable 5 and variable 3 = variable 6. Thus, a good method should preserve these variables and variable 12 (indeed, the concept is also true if variable 12 is true). Nevertheless, it is possible to obtain the desired performance eliminating some of the first six variables. In this case, a cleaver algorithm will prune couples of variables. For example, to prune variable 1 (headshaperound) allows to prune variable 4 (bodyshape=round) . From this point of view, Unit-OBS If we analyze the number of variables associated to a Monk rule by Unit-OBS and F-OBS methods, the ideal method is to eliminate IO variables and to keep only 7 variables, the figure (Fig. 4) shows clearly that F-OBS overcomes Unit-OBS technique. In this way, we suggest to use F-OBS if we are interested to extract rules. It is also important to notice that, for the same number of variables removed by Unit-OBS, our method F-OBS allows to remove more weights (usually, twice more) which is also important for optimization purpose.
2) Model Optimization: In this section, we want to study the incidence to remove several weights on the capacity of the model (the number of preserved neurons as well as the number of weights).
The histograms in (Fig. 6, Fig. 7, Fig. 8) show the performance results of OBS and G O B S for optimization. The results show that G-OBS is able to obtain the same small number of selected variable and the same small number of preserved weights than OBS but the frequency of OBS is not considerably higher than G O B S for this case. Table I summarizes the variable selection and optimization analysis.
V. CONCLUSION
We have presented in this study new algorithms for variable selection and optimization in MLPs. We used statistic methods to compare empirical performances of these different variants. The first idea of this paper is to propose a new algorithm called F-OBS which focuses on eliminating the weights only between input and hidden layers of a 3-layer MLP. Unit-OBS presents some better results with high frequencies for a large number of pruned variables compared to F-OBS, hut our algorithm is faster and keep better the variables which are associated to rules to extract.
The second idea is an implementation of G O B S with a criterion to eliminate a subset of weights by selecting the weights with the smallest saliencies, which allows to make GOBS faster. The results obtained are comparable to OBS, who allows to use G O B S at a fast method for MLP topology optimization. In aim to make F-OBS faster, we proposed GF-OBS which eliminates several weights at the same time. Moreover, this paper presents a comparison between OBS and Unit-OBS more detailed that the previous works. 
