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We develop the theory of information-based complexity from a parallel point of 
view. For a model of computation with p processors, each being capable of 
arithmetic operations and decisions, we analyze the complexity of function ap- 
proximation, numerical integration, and solution of Fredholm integral equations. 
We obtain tight bounds on the complexity, considered as a function of three 
variables simultaneously: the number of processors, the required precision, and 
(in the case of approximation and integral equations) the number of points, in 
which the approximate solution is to be determined. 8 IW Academic PRSS, IW. 
1. INTRODUCTION 
The optimal numerical solution of problems of analysis usually involves 
two basic tasks-the question of efficient discretization, which is of an 
approximation-theoretic nature, and the question of efficient resolution of 
the discretized problem, which belongs to algebraic complexity theory. 
The success of the full process depends on both components, so a unify- 
ing treatment is needed. This is provided by the theory of information- 
based complexity (see Traub and Wozniakowski, 1980; Traub et al., 
1988). A considerable part of these investigations concerned the number 
of needed information and therefore was independent of concrete models 
of computation. However, as far as complexity itself was concerned, the 
analysis usually concentrated on sequential models (except for a few 
comments (as, e.g., Traub et al., 1988, p. 57; Traub, 1985, p. 7; Woi- 
niakowski, 1985, p. 41) and a first discussion of parallel use of information 
for ordinary differential equations (Kacewicz, 1990)). 
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Our paper is an attempt at systematically and rigorously studying infor- 
mation-based complexity from the point of view of parallelism. The con- 
crete model of computation plays a decisive role in the parallel situation. 
Not only the number of processors and their capabilities, but also the way 
they interact are of crucial influence on the complexity. Therefore we pay 
much attention to this side of the analysis and give a full description of the 
model of computation (which basically consists of algebraic computation 
trees, acting in parallel). By the same reasoning we also provide detailed 
proofs of some properties of this model, which are needed in the further 
investigations, in particular for lower bound proofs. 
We analyze the full numerical process starting from obtaining informa- 
tion up to the arithmetic computation of the approximate values. This is 
done for three basic numerical problems: function approximation, inte- 
gration, and the solution of Fredholm integral equations of the second 
kind. In each case the complexity, which is the minimal cost of solving a 
concrete problem approximately, is studied as a function of three parame- 
ters-the required precision, E, the number of processors, p, and the 
number of values to be computed (which is, of course, equal to one in the 
case of integration). In most situations we are able to determine the order 
of the complexity as a function of all three variables simultaneously. So 
our approach gives tight lower bounds on the parallel complexity, com- 
plementing the upper bounds which follow from numerous algorithms 
described in the literature. 
There is a vast literature around each aspect of the problem considered 
here. For the theory of information-based complexity we refer to Traub et 
al. (1988) and the references therein. For discrete and arithmetic parallel 
complexity analysis the reader should consult Cook (1981) Bublitz et al. 
(1986), Gathen (1986), and Borodin and Munro (1975). Sources of parallel 
algorithms for finite-dimensional numerical problems are Bertsekas and 
Tsitsiklis (1989), Schendel(1981), HoBfeld (1983), Codenotti and Flandoli 
(1989), and Egecioglu er al. (1989), while parallel solution of operator 
equations is covered, e.g., in Ortega and Voigt (1985). A first step toward 
lower bounds for infinite-dimensional problems was made in Kern (1991). 
A major ingredient of our investigations are the results of Ben-Or (1983) 
on the complexity of algebraic decision problems, which together with 
approximation-theoretic tools provide the lower bounds. Upper bounds 
are obtained by showing that certain concrete (and by now standard) 
algorithms, such as a parallelized multigrid method for integral equations, 
attain the optimal rates. 
In Section 2 we describe the basic notions of our approach-the funda- 
mentals of information-based complexity and the model of computation- 
and prove a few technical results needed in the sequel. The following 
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sections are consecutively devoted to the parallel complexity of numeri- 
cal approximation, integration, and solution of integral equations. 
2. THE MODEL OF COMPUTATION 
We start with some basic notions of information-based complexity the- 
ory (compare Traub et al., 1988). Let E be a Banach space, EC, a bounded 
set in E, and S an operator mapping E. into R’“. E. is the class of problem 
data (e.g., the set of integrands, kernels, and right-hand sides). S is the 
solution operator, which maps the problem data to the exact target values 
(e.g., the exact solution of the integral equation in some given points; see 
the following sections for concrete interpretations). Furthermore, for 
each n E N let X,(Eo) be a nonempty set of mappings from E. to R”. 
These are the sets of so-called information operators, and an element N E 
N,,(&) is thought of as providing the information-an n-tuple of reals 
(N&d, . . . , N,(eo))-about the datum, eo, used in the computational 
process. Let cp: N(Eo) + R” be an arbitrary mapping. This mapping is 
meant to represent the computational process itself. Thus, cp(N(eo)) is the 
outcome of the computation, performed at the information N(eo). The 
composition cp 0 N stands for the whole process of approximate solution. 
Our situation can be illustrated by 
S 
N 
/ ‘p 
R” 
We say that a pair (q, N) computes an &-approximation to S, if 
eta NJ = SUP A(W) - cpW(f))) 5 E, 
fEE0 
where X denotes a given norm on Rm. 
In the theory of information-based complexity the cost of the entire 
numerical process consists of the cost of the information N and the cost of 
the computation of cp. Having p processors available, it is natural to define 
the p-complexity of N E X,(Eo) by cfnlpl, where c is a fixed constant. 
This constant c stands for the cost of one processor supplying one compo- 
nent of the information. (Think of computing a function value when the 
function is given by an arithmetic expression.) The complexity of the pair 
(N, (o) is defined by 
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p - CompW, cp) = c $ + (p - cow@)>, II 
p - comp(cp) = min{t ) there is a machine $ with p processors 
of complexity t computing cp}. 
If such a machine does not exist we set p - comp(cp) = w. The notion of a 
machine and its computation is given next. Once this is done we can 
define the basic quantity we shall analyze-the complexity of computing 
an e-approximation to S-by 
p - comp(S, E) = min{p - comp(iV, cp) 1 n E N, N E X,(&J, 
cp: N&J --, R”, e(cp, N) 5 E}. 
DEFINITION 1. A machine C#J with p processors consists of p finite 
binary rooted trees Th (having disjoint sets of vertices Vh), I 5 h I p, and 
a function that assigns 
1. to any vertex u E V F Ug=, Vh, having exactly one son G(U) 
(computation vertex), three natural numbers i(u), j(u), k(u), and an opera- 
tion op(u) E {+, -, X, /}, 
2. to any vertex u with two sons (branching vertex) one of its sons, 
denoted by o(u), a natural number i(u) and a relation rel(u) E {<, 5, =, 2, 
>} (by C+(U) we denote the son of u, which is not u(u)). 
The sets Xh 7 {k E N ( 3u E Vh : k(u) = k} have to be mutually disjoint. 
Let I(u) denote the number of ancestors of u E Vh in Th increased by one. 
The complexity of C#J is then defined by camp 4 = maxUEV I(u). 
We define R, = R U {*} and Rz = R, x R, x . . . (* denotes any 
symbol not in R). If now a machine C#J and a vector x E R: are given, we 
define recursively a sequence of states 
c#J’(x) = (~‘1, . . . , u;, a’) E V’ x . * * x VP x R;, 1= 1,. . . ,t, 
where t = camp 4, as follows: 
1. The initial state is given by 
4’(a) = (w,, . . . , Wp, xl, 
where wh denotes the root of Th. 
2. If +/-i(x) is computed, we next compute the vertices ui of 4’(x) 
by the prescription 
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up if ui-’ is a leaf 7 
u; = WY) if ~1;’ is a branching vertex and the relation u$:-~, 
rel(&‘) 0 is false, 
(T(cp) otherwise. 
(We consider all relations * rel(u) 0 to be false.) 
3. After that we compute the vector u’ by the prescription 
f 
I-I 
ak if there is no h with k = k(z$‘), 
I* otherwise. 
(This means, that the symbol * occurs if at least one operand is equal to * 
or division by zero takes place.) Observe, that there is at most one h with 
k(uk’) = k, since by Definition 1 the sets Xh are mutually disjoint. Thus, 
ai is correctly defined. 
This formal definition of a parallel machine describes a hypothetical 
synchronous parallel computer with p processors characterized by five 
assumptions: 
1. Every cell of the memory contains a real number or the symbol *. 
2. Every processor can read the actual content of any cell of the 
memory but may write only into a fixed region of the memory. The re- 
gions of different processors are disjoint, so no write conflicts occur. 
3. Data transfer from and to the memory incurs no time. 
4. The instructions for the processors are always available and 
cause no loss of time. 
5. There is a clock beating the time. At any time step any processor 
can either perform an arithmetical operation (with operands from the 
memory, writing the result into his fixed region) or make a decision about 
the next instruction (there are always only two possibilities for the next 
instruction). 
Our notion of a machine with p processors is a parallelization of a stan- 
dard sequential model: For p = 1 it is a special case of Strassen’s (1983) 
algebraic computation trees and is also closely related to Ben-Or’s (1983) 
algebraic decision trees and to the notion of a machine over R of Blum et 
el. (1989). In our definition, the Tree Th together with the functions i,j, k, 
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op, rel, o represents the program of processor number h. A vector a E Rz 
describes the content of the memory. Then a state of the machine 4 is 
givenbyatuple(ur,. . . ,u,,,a)EV’x**.xVPxR~,wherethe 
vertices Uj stand for the current instructions of the processors. The initial 
stateis+‘(a)=(w,,. . . ,wP, x), where w,, corresponds to the unique 
first instruction of the program of processor number h and x is the input 
vector. The successor of a state is completely determined by this state 
and is computed by rules 2 and 3 above. We also write ujh(x), aj(x), and 
u&x), if the dependence on x must be emphasized. The computation ter- 
minates after ? = camp 4 time steps. We put 4(x) = a’(x) which is called 
the result of the machine 4 at input X. 
DEFINITION 2. We say that a machine (b is correctly defined at x E R” 
if a’(x) E R” for allj = 1,2, . . , , camp 4. The set of all x E R” at which 
4 is correctly defined is denoted by D(4). 
Now let M C R” and cp: M -+ R”. 
DEFINITION 3. We say that a machine (p computes the map cp if there 
are mutually different, ir , . . . , i, E N, mutually differentjr , . . . ,j, E 
N, and bi E R (i E N\{i, , . . . , i,}) such that the following holds. Define 
J:M-,R”andQ:R”+R”by 
ifi=i,forsomef= 1,. . . ,n, 
(Jy)i = i, 
I otherwise 
and 
QX = (Xj, 3 a . e 9 Xi,). 
Then J(M) C D(4) and for all y E A4 
P(Y) = Q44Jy). 
LEMMA 1. Let C$ and xg E R” be given and let t = camp 4. Then for all 
1, 1 I 1 I t, k E N, and h, I 5 h 5 p, the following holds. 
1. There exist sets U1.k C N, card U1.k I 3’, such that 
a:(x) = &x0), vx E %,k, 
where q1.k = {x E R”J .rj = ~j", Vj E UI,~). 
2. There exist sets W,,h C N, card W1.h 5 3’, such that 
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where W,,J, = {X E R”I xj = x~O, Vj E WI,,,}. 
Proof. We prove the lemma by induction with respect to 1. For I = 1 
this is trivial. Let I> I and assume that both statements are true for I, 2, 
. . . , 1 - 1. First we prove 2. Let 1 4 h 5 p, If w = r$‘(x’) is a 
computation vertex or a leaf, we set W,,J, = W,-l,h, card W1.h 5 3’-‘, and 
from 
uj;‘(x) = up(x”), VA- E ~/-I,,, (1) 
it follows immediately that 
c&(x, = &x0), vx E @Iv,., . (2) 
Otherwise, if w is a branching vertex we set W1.h = WI-1.h U U/-~J(,,~). Then 
(1) and 
imply that (2) holds for all x E Wr,-,,, n %,-t.i(~~~) = w1.h = {X E R”I Xj = ~j”, 
Vj E WI,~} (c$$ is the only value on which the branching at w depends). 
Since it holds card W,,J, 5 card W,-IJ, + card U,-t,i(*t) 5 3’-’ + 3’-’ < 3’, the 
proof of 2 is complete. 
Now we prove 1. Let k E N. If there is no h with k E Xh, then a:(x) = xk 
for all 1 E N, x E R”. In this case we set W/,k = {k}, and 2 follows 
immediately. Now let k E Xh; that means that all vertices u with k(u) = k 
belong to Vh. If there is no j < 1 with k(u-$,(xO)) = k, then the validity of 
ul;‘(x) = II;-’ (3) 
implies 
a:(x) = u:(xO). (4) 
Thus we can set U1.k = W,-,,h. Otherwise we put s = max{j < I ) k(uj(xO)) 
= k}, and w = ui(xO). Sufficient for the validity of Eq. (4) is that (3) and 
&v,(x) = &v,(xO) 
Uj(w)(X) = am 
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are fulfilled. They hold on the intersection W,-,,h fl %s,i(w) tl %s,j(,). We 
set Uj,k = W/-t,h U Us,i(w) U Us,j(w). Then these equations are valid for all x 
belonging to the set ‘%,,k = {x E R”( Xj = xj”, Vj E U[,k}. Now the assertion 
follows from 
card Ijl,k I card WI-1.h + card US.icti’) + card US,j(tia) 
< 3’-’ + 2 * 3” - 
5 3’, 
whereweuseds%l- 1. H 
Let E, Eo, S, and NJEO) be as in the beginning of this section and let 
E > 0. The following number is useful for lower estimates of the complex- 
ity: 
n(S, E) = min{n : There exists an N E X,(Eo) 
such that for all PI, e2 E Eo, iV(ed = N(Q) 
implies h(S(el) - S(4) 5 2.3). 
The triangle inequality gives the following: For any n < n(S, E), N E 
N,,(Eo) and any mapping (o: N(E,J + Rm there exists an eo E EO with 
W(e0) - cpW(e0))) > E. 
(We refer to Traub et al. (1988) for more details of this approach.) 
LEMMA 2. Let 1 < p < ~0. Then 
$u - comp(S, E)) 5 p - comp(S, a). 
Proof. First we shall show that the following statement (A) holds: 
(A) Let t E N, let 4 be a machine with p processors, camp 4 = t, 
and let K E N be such that 
K > max{i(u), j(u), k(u) : u is a vertex of 4). (5) 
Then there is a machine 4 with one processor, such that 
camp c$’ 5 2pt 
PARALLEL INFORMATION-BASED COMPLEXITY 341 
and for all x E D(+) with x K = 0 it holds that x E D($‘) and 
(4 Wk = (WNk 9 1sksK. 
We prove this by induction on t. For t = 1 this is trivial. Assume that 
t > 1 and that the statement holds for 1,2, . . . , t - 1. Let 4 and K be as 
above. Without loss of generality we assume that the trees of C#J have the 
form 
T’ . . . . . . . . . . . . . . . 
Vl 
/ 
Tq T’+’ . . . . . . . . . . . . TP 
“‘\ vqr 7 
VP.1 w-1.0 vP,o 
,p).Putr=p-q.Forlsh(q,TE and that u(uh) = uh.0 (h = 1, . . 
(0, I}, and q + 1 5 h 5 p, T = 0, we let Tf be the subtree of Th whose root 
is u,,,~. For an integer 0 5 s 5 24 - 1 we let 
s = 712q-’ + 7224-2 + * . * + 7 4 
be its dyadic decomposition. For each such s the p-tuple of trees (T$$=, 
together with the restrictions of the functions i,j, k, u, rel, op is a machine 
with p processors of complexity at most t - 1. We denote it by c&. By the 
induction assumption there exists a machine +I with one processor such 
that 
camp 4: 5 2p(t - 1) 
and for all x E D(&) with xK = 0 it holds that x E D(4:) and 
Let Tj be the tree of 45. 
Now we define a machine +’ with one processor as follows. Its tree will 
be 
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: . . : . . 
.’ . . : 
. . 
: ‘. 
: I. 
: 
‘. 
.’ 
‘. 
VI 9.0 
V’ q.Zr-1-l 
/\ /\ 
$+I ,o 
I 
Vqtl,l V’ qt1,2q-2 
I  
uP,o 
I  
vP,l 
I 
V&29--2 $,2,-l 
I I 
V’ pt1,29-2 ~;+1,29-1 
$+7,0 V' pt“.1 V' ptr,zq-2 
I I I Td T; T' B-2 
The associated functions are given in the following way. 
V’ p+r,29-1 
I 
T&e,. 
rel(ui,,) = rel(uJ 
i(G,,) = i(w> 1= 1, . . . ,q,s = 0,. . . ,2'-' - I, 
duls) = u;+,,*s J 
OP(d,J = OP(~r) 
i(&) = i(w) 
.a,,) = j(Q) 
l=q+l,. . . ,p,s=o,. . 
k(r&) = K + 1 - q 
oP@;J = + 
i(u;,,) = K + I - p 
Au;,) = K 
f=p+l,. . . ,p+r,s=O, 
w4.s) = MUl-r) 
* , 
. . 
2q- 1, 
. ,24- 1. 
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Finally, we let the functions rel, op, i,j, k, (T on Tf be as given by $1. 
A word of explanation seems to be appropriate. When simulating 4 
through c#I’, we must store the result of the computation of processor I> q 
not at register k(uJ, but in some “far-out” region. Otherwise the original 
content of register k(v,) would be deleted. However, that one might still be 
needed, namely when for some I,, I< Ii I p, i(u,,) = k(uJ orj(u,,) = k(u,). 
Only after all r computations can we write the results into the proper 
place. This is the reason for the additional storage operations. 
It follows directly that 
camp 4’ = p + r + max camp 45 
5 2p + 2p(t - 1) = 2pt. 
Now we shall check that 4’ is as required. We analyze the state se- 
quences of $J and 4’. Let x E D(4), xK = 0. Then 
dJ’(x) = (UI, . . . , Uqr Uq+l, . . . , up, x) 
and 
4*(x) = h,r, 9 * * . , uq.,y, Uy+l,O, . . . , U&O, y), 
where 1 5 h 5 4, Th E (0, l}, oh = 0 iff xiCUh, rel(r&) 0 holds, and 
Xi(u,) oP(u/) Xj(v,) if k = k(uJ for some q < 1 I p, 
Yk = 
xk otherwise. 
In particular, ye = 0. Now we turn to 4’. By induction, the following is 
readily checked. For 1 = 1, . . . , q + I 
4%) = (6,,,? 4, 
where t I = 0 and 
t/ = 7,2’-2 + 7*2’-3 + * . . + 71-l. 
Forl=q+2,. . . ,p+l, 
cb”(x) = (u;.s, XI, . . . , XK-lr 0, yk(u,+,), . . . , Yk(u,-,), xK+/-y, . . .I, 
where 
s = t,+1 = 7124-l + 7224-2 + * . . + Ty. (7) 
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Finally,forI=p-t2,. . . ,p+r+ 1, 
4%) = (4,s 9 z’), 
where 
z’ = (z’, , * * * 9 ZL 7 07 Yk(u,+,), . . . , Yk(“,), XK+r+l 9 * . .) 
and 
z: = 
YkWi) ifthereisani,q<isI-r- I,withk=k(vi), 
xk otherwise 
(U ;+,+I,~ denotes the root of T:). It follows that 
zi+r+ ’ = yk , k i- K. 
Consequently, by (5) and the definition of & as a “submachine” of 4 
($‘s(Y))k = (+s(ZP+‘+‘))k 9 
Since zK = 0, we have by (6) 
(h(z P+r+‘))k = (g(zP+r+‘))k, 
thus 
(h(Y))k = <&zp+‘+‘))k 9 
Since 
k I K. 
k 5 K, 
k 5 K. 
42(x) = h,T, 9 * f . 7 Uq,r, 3 h/+1.0, . . . , up.0, y), 
we obtain by (7) and the definitions of r#~ and bs 
4(x) = MY). 
Similarly, from 
we get 
4 ‘p+r+‘(x) = (U;+r+*.s, zp+‘+‘) 
4’(x) = f#:(zp+r+‘). 
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So we finally obtain 
This proves (A). 
Now the lemma is easily derived. By the definition of p - comp(S, E) it 
is enough to show 
$1 - comp(N, cp)) 5 P - comp(N, 9) 
for all (N, (o) computing an c-approximation to S. From (A) we get 
1 - comp(d 5 2~ . (p - compbd), 
hence 
$ (1 - Cow-W, p)) = $ + $ (1 - comp(cp)) 
SC p 11 p + (P - con2-W) 
= p - comp(N, cp). n 
3. APPROXIMATION OF FUNCTIONS 
In this section we are concerned with the approximation of smooth 
functions. First we specify the general setting of Section 2. 
Let s, d E N, R = [O, lid, M > 0, and define 
Let m E N, put E. = CL(n) x W, and define the solution operator ,S$k 
EC,-* R” by 
zY(fl XI, . . . 1 xm) = (f(Xl), . . . ,f(x,,)). 
Let A be the maximum norm on R”. The classes of admissible informa- 
tion operators are defined as follows. For n 2 md we let Xp’(Eo) denote 
the set of all mappings N: E0 ---, R” for which there are a, , . . . , aI E n 
such that for all (f, x1, . . . , x,) E Eo, 
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w-9 xi 7 * * . 7 x,) = (f(ad, . . . ,f(U/), Xl, . . . , X?J, 
where 1 = II - md. Let us shortly interpret the way we consider the 
approximation problem here. This is best done in case m = 1. We have to 
chooseandfixat,. . . , a/ and design a parallel machine that produces 
for any choice offE CL(n) and x E 0 an e-approximation tof(x). As an 
input, the machine gets the function values f(at), . . . , f(aJ as well as 
the point x at which the function valuef(x) is to be computed. The ma- 
chine’s output is a number serving as an approximation tof(x). 
LEMMA 3. There are constants cl, c2 > 0 such that the following 
holds: Let 6 = llrfor some r E N. Let yj E a, j = 1, . . . , rd, be the (up 
to a permutation unique) points such that the cubes Qj = yj + X,“, YG,d = 
[-612, S/21d,j = 1, . . . , rd, cover R. Then to every sign sequence u = 
(@I,. . . 9 v+), Uj E {+ 1, -I}, there exists afunctionfs.v E C”,(n) such 
that: 
1. f~,w(yj) = UjCjti’, j = 1, . . . , rd, 
2. fsJ Y) = 0, Vy E 2 t sZ\UgI, int Qj, 
3. Jnfs,c(y)dy = ~26’ XJdl adgje 
Proof. The proof is a slight modification of Lemma 1 in Vitushkin 
(1959, p. 107). n 
LEMMA 4. There is a constant c3 > 0 such that for all F > 0 and m E N 
+ dm. 
Proof. The following is a simple consequence of Lemma 3. There is a 
constant c3 > 0 such that for all I< c3( 1 /E)~‘~ and a I , . . . , aI E fl there 
aref, ,f2 E C&(0) and an x0 E fi withf,(aJ = j&J (i = 1, , . . , 1) and 
Ifi - f2(xo)) > 2~. This implies Lemma 4. n 
Remark. Let us make the following agreement about the constants: 
Throughout this paper we are interested in the order of quantities with 
respect to all three variables p, m, and E. Therefore constants occurring in 
this paper are generally meant to be independent of p, m, and E, but may 
depend on other parameters (such as d, s, M). We enumerate the con- 
stants consecutively, since some of them are referred to later on. Further- 
more, throughout the paper, log denotes the logarithm to the base 2. 
THEOREM 1. Let s, d E N and M > 0. Then there exist constants cd, 
cs > 0, 0 < co < 1 such that for all m, p E N, 0 < E < FO, 
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1 
c4 ( 5 1 0 -i d’s + F log i + 1 1 5 p - comp(SP,PP, E) 
1 1 d’s 
5cs - - ( 0 + ; log A + log i . P E ) 
Remark. Observe that for any constant c6 > 0 the estimate above is 
sharp with respect to the order, provided p satisfies 
p 5 c6 max ((log -!)-I (-!y, m). 
Since (l/~)~‘” + m is the order of the number of inputs, the nonvalidity of 
(8) means that we have very many processors-about as many as inputs. 
(In this case our estimate is sharp up to at most a log( 1 I&) factor.) 
Proof. First we prove the lower bound in case p = 1. Assume that 
there is a pair (N, cp), N E XL*‘(&), providing an &-approximation to S. By 
Lemma 4 we obtain n 2 CJ( I/E)~‘~, implying the first term of the lower 
bound. Let $J be a machine computing cp and let t = camp 4. Without loss 
of generality we assume that the corresponding J of Definition 3 has the 
form 
JUW), XI, . . . , x,) = (XI, . . . , x,nr N(f), bh 
where N(f) = (f(a,), . . . ,f(aJh I= n - md, and b = @,,+I , bn+2, . . .I 
E R”. Then there exist natural numbers ji, i = 1, . . . , m, with 
fori= 1,. . . , m,fECg(@,(xj,. . . ,x,)EW. 
Let 0 < E < cr/6, where CI is the constant from Lemma 3. Let r be the 
largest natural number satisfying c I (1 l$z 3~. Hence r > (c 1/3~)“~ - 1 2 
c7 (1 /E)“~ for some c7 > 0 independent of E. 
We put 6 = l/r and consider the functionfs,C+ from Lemma 3 where 
u + = (+I,. . . , t-1). 
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It holds that 
fs,,+(yj) 2 3&, j = 1, . . . , rd. 
We put 
and j&+(x) = 0, vx E z. 
H = {(XI, . . . , x,) E R” 1 uj,(x, ) # . , x,7 Nh.,+)9 6) 
z2c,i= I,. . . ,m}. 
Then (yj’, . . . , yjnl) E R” for all j, , . . . ,j,nE{I,. . . ,rd}andHC 
(flU)m. This clearly implies 
* dmls 
#H > rdm 1 c8 - 0 & ’ (9) 
where #H denotes the number of connected components of H. 
Now we construct from the tree T’ of 4 a decision tree T’ in the sense of 
Ben-Or (1983). For this purpose we introduce two sets of variables (i.e., 
formal symbols) 
and 
u = {u U : u is a computation vertex of T’} 
W = {Wi : 1 5 i 5 fd}, 
and a function 
I’:V’xN-,UUWUR 
as follows. Let u E VI, i E N. 
1. If there is an ancestor u* of u such that u* is a computation 
vertex, k(u*) = i, and for all computation vertices ti on the path from u* to 
u it holds that k(0) # i, then I(u, i) = uua. 
2. If there is no such u*, and 1 I i 5 md, then I(u, i) = Wi- 
3. If there is no such u*, and i > md, then 
T(u, i) = 
fs,a+(ai-md) 
{ 
ifisn, 
bi ifi>n. 
First we construct a tree f together with a function of the vertices as 
follows. We extend T* in the following way (for simplicity we omit the 
vertices and write the assigned equations and relations instead): 
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'wl 10 
/ \ 
w-2 2 0 NO 
: : : \ 
:' NO 
“hnd ? 0 
/-- \ 
u1= 1 -w, NO 
u,,,d=l-W,,,d 
1 
Ul 20 
A \ 
u2 2 0 NO 
: 
: \ 
:  
_’ 
:  
‘hnd 2 0 
A \ 
Tl NO 
Then we associate to each 
tion 
NO 
computation vertex u to 7” the (formal) equa- 
U” = WA +J)) OP(U) Uu,j(4). 
To each decision vertex u we associate the relation 
T(u, i(u)) rel(u) 0. 
Finally, every leaf u of T’ is replaced by the tree 
f’(V,l) = r(q.il) - 2.c 
yv,m) = r(v,j,) - 2~ 
I 
“(VJ) L 0 
J’ \ 
ytJ,q 2 0 NO 
: 
:. \ 
: 
: NO 
“(u,m) 2 0 
J’ \ 
YES NO 
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In order to obtain a tree T’ in the sense of Ben-Or (1983) we still must 
delete all “superfluous” operations from i;: If u is a computation vertex 
and the assigned equation is 
U” = A op(u) B, 
where A and B are reals, then we replace every occurrence of U, by the 
real number A op(u) B and omit the vertex u. (Since $I computes cp, 
division by 0 cannot take place.) Furthermore, if u is a decision vertex 
with the relation 
A rel(u) 0 (10) 
assigned, and A E R, then we delete this vertex and leave only that 
branch corresponding to the answer of whether (10) holds or not. These 
transformations are carred out successively (the order is not important for 
our purpose). Finally we arrive at a tree T’ and the corresponding associ- 
ated relations and equations. This is an algebraic decision tree in the sense 
of Ben-Or (1983). For all inputs (IV,, . . . , w,,~) E RPnd it decides the 
question “((wt, . . . , wd), . . . , (w~,~-,)~+, , . . . , w,,,~)) E H?” (This 
is easily checked: A simple induction argument shows that T decides it, 
and a similar consideration yields that T’ does the same as f.) 
Now Ben-Or (1983, Theorem 4) has shown that for any H C Rmd the 
complexity t’ of an algebraic computation tree T’, deciding the question 
“(w,, . . . , w,,J E H?” is bounded from below by 
t’ 2 0.38 log #H - 0.62dm. 
By construction, t’ = t + (3d + 2)m. This, together with the last equation 
and (9), implies 
t + (3d + 2)m 2 0.38 log (Q (3”“) - 0.62 dm 
and 
t 2 cy $ log ; - 1 (3d + 2.62)m 
1 
2 clorn log ;, VE < Eo, 
where cl0 and &o depend on s, d, and M, but not on m. The lower bound 
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for p = 1 is shown. Now the bound for the general case p > 1 follows from 
Lemma 2. 
For the proof of the upper bound we put S = max(s - 1, 1) and use 
Lagrange interpolation of degree S, with equidistant knots 
where g E C[O, I], and the r//j are the unique polynomials of degree at 
most S satisfying t/~~(jl$) = $. We shall apply this interpolation with 
respect to each variable, and it will be carried out on small subcubes 
(generalized Lagrange interpolation). For this purpose, let k E N and 
define Zj = [j/k, (j + 1)/k), forj = 0, . . . , k - 2, andIke, = [(k - 1)/k, I]. 
Let 
.‘ik = (0, 1, . . . , k - l}d 
andputforaE&,a = (i,, . . . , id), 
Furthermore, let 
z, = z;, x * . * x z;,. 
B={O,l,. . . ,s}d 
and set for p E B, /? = (j, , . . . , jd), and x E a, x = (tl , . . . , fd), 
$&I = $j,(fl)$jT(fZ) . * . Jljd(fd)* 
Finally, let 
and 
Observe that 
card @k = (Sk + l)d. (11) 
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Now define Pk: C(il) + C(a) by 
where x stands for the characteristic function. It is well known (and 
routine to check) that there are constants CII , cl2 > 0 such that 
lh: cm ---, c(n)(( 5 Cl1 (12) 
and for f E P(0) 
(13) 
Now we estimate the p-complexity from above. Let p, m, and E be given 
and put q = [mlpl. Let r be the smallest natural number such that 
~,2A42-~~ I E, and put k = 2’, n = md + (Sk + I)d. We define N E ~~)(E,-,) 
by 
and cp: N&J --, Rm by 
which is easily seen to be correct. By (13) we get 
sup A(SgP(e) - cp(Ne)) I E. 
t+Eo 
Finally, we describe the p-processor machine which computes cp and 
estimate its complexity. (Our presentation elucidates the actual computa- 
tional process and omits some formal, but trivial details.) Each of the p- 
processors acts separately and handles at most q of the points {x, , . . . , 
x,}. These points, in turn, are treated consecutively, so that it remains to 
explain what a processor does with a single point, say xl. First, a decision 
tree of complexity Td (since kd = 29 decides which subcube Z, the point 
xl belongs to. So the leaves of this tree correspond to the subcubes Z, ((Y E 
Ak). Let us denote these leaves in the respective manner: u, ((w E Ak). 
Now we replace each u, by a straight line of vertices executing the com- 
putation 
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Since deg Jla I S and card B = (S + l)d, the required number of operations 
(vertices) can be bounded from above by a constant cl3 (which depends on 
s, d, and M, but not on T). Altogether we have constructed a p-processor 
machine of complexity at most q(Td + c13). Since k - 1 5 (c,~M/~)“~ and 
T = log k we obtain 
p - comp(S?‘, E) 5 c : + q(Td + c13) I1 
< c md + (Sk + 1)” - 
1 p 1 + (; + 1) (dlogk + ~13) 
1 1 l/‘s SC5 - - 
( 0 1 , VE < Eo, P E 
for suitably chosen e. > 0 and c5 > 0. n 
4. INTEGRATION 
Now we consider the integration of smooth functions. Let the space 
C”,(n) be defined as in the previous section. We set E. = C”,(n) and 
define Sin’: E. --, RI by 
Siflt(f) = I, f(x)dx. 
We assume that the class X,(Eo) of admissible information operators con- 
sists of all operators taking the form 
where the aj belong to a. 
Our problem is now to fix points aj E R and to construct a parallel 
machine computing for all f E C”,(Q) an &-approximation to P(f). 
LEMMA 5. There is a constant cl4 > 0 such that for all E > 0 
n(Sinf, 
Proof. See Bakhvalov (1959). Observe that this is also a simple conse- 
quence of Lemma 3. n 
360 HEINRICH AND KERN 
THEOREM 2. Let s, d E N and A4 > 0. Then there exist constants c15, 
c16>0,0<Eo< l,suchthatforallpENandO<~<~~, 
1 I d’s 
Cl5 - - ( 0 P E + log i ) 5 p - comp(P’, E) 
+ log i . 
Proof. By Lemma 5 we must use at least n Z- cl4 (l/~)~‘$ information. 
This yields the term (l/p) (l/~)~‘” in the lower bound. Now let (N, cp), Nf = 
Wad, . . . , f(a,)), compute an c-approximation to 9”’ and let $I be a p- 
processor machine of complexity t computing cp. Without loss of general- 
ity we assume that the input mapping (compare Definition 3) has the form 
JWf) = (f(aJ, . . . ,f(a,), b), b E R”. Since 4 computes cp there is a K 
E N with 
l&J(W) - P(f)( : E. (16) 
Now let 0 < E < 42, where c2 is the constant from Lemma 3. Let r be the 
largest natural number satisfying 
2E < c1, (y. r 
Hence r 2 (c~/~E)“~ - 1. Let 6 = l/r. Assume that 
3’< ;. (17) 
We shall show that this assumption leads to a contradiction. 
Let the cubes Qj and the functionf&+ be defined as in Lemma 3, where 
o+ is defined as in the proof of Theorem 1. By Lemma 1 there is a set U C 
N, card U 5 3’ such that 
(18) 
for all elements of the set % = {y E R” ( yj = (J(Nf,,,+))j, Vj E U}. Since 
by (17) card U < rd/2 there are cubes Qk, , . . . , QkL, L 2 rd/2, such that 
each Qk, has the property: Either no point aj belongs to Qk, or for all 
points aj E Qk, it holds that j $Z I-J. Let U- denote the sign sequence 
defined by 
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-1 if j = IQ for some 1 E (1, . . . , L}, 
fl,: = 
+1 otherwise. 
By construction J(Nf,,-) E W Together with (18) this implies 
The last equation, Lemma 3, (iii), (16), and the fact that at least one-half of 
the components of (T- are negative imply 
This contradiction shows that (17) is false. Hence we get 
3’ > f 2; ((52)“’ - qd, 
which implies the lower bound on t, provided E. is chosen suitably. 
For the proof of the upper bound we let k E N and define forfE C(R) a 
quadrature rule by setting 
where Pk, Ak, B, and Ok are as defined in Section 3. Clearly, the weights 
can be computed explicitly. In the case d = 1 these are the Newton-Cotes 
quadratures, for d > 1 their tensor products. By (13) we have for f E 
cw 
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Now let E > 0 and let k be the smallest natural number such that 
c,zk-SM < E; put 
and 
CPW) = c W,,kJ%>. (20) OE0~ 
By (19), (N, cp) provides an E-approximation to Sin’. Then N E J&!&), 
where 
n = card Ok = (fk + I)d I (i(y)“’ + S + IId. 
So the cost caused by the computation of the information is obviously 
bounded by ~17 (l/E) d’s. Furthermore, it is easily seen that, with p-proces- 
sors available, the computation of expression (20) takes [n/p] steps for the 
multiplications and not more than [n/p1 + [log nl steps for the sum. Hence 
+ bg nl 
1 I d’s 
(cl6 - - ( 0 + log i . n P E 
5. INTEGRALEQUATIONS 
Here we treat the approximate solution of Fredholm integral equations 
of the second kind. For this we again let S, d E N, R = [O, lld, M > 0, and 
C$&!) be defined as in Section 3. Furthermore let L > 0, r) > 1 and define 
Ci,q(fi*) = {K E Cs(il X Cl) : max sup I(D,“D$K)(x, y)( 5 L, 
IaIcI)vlss .r.ya 
Z - Tk is invertible and (((I - TK)-‘(1 s 7)). 
Here TK: C(n) --* C(0) denotes the integral operator given by K E C(#) 
through 
(TdW = I,, K(x, y)f(y)dy, 
and Z is the identity on C(n). 
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Now the numerical problem is described as follows: Given K E &(Q2) 
and g E CL(n), find the unique solution f E C(Q) of the equation 
f(x) - I,, Kc& Y)f(YMY = g(x) (21) 
or, in short, 
f- T~f=g. 
We sometimes writef(*; K, g) orf(K, g) to emphasize the dependence on 
K and g. Similar to the approximation problem, we want to compute the 
values of the solution in a certain number of (arbitrarily) given points. So 
let m E N and define, corresponding to the general scheme, 
Eo = c:,,(iY) x Ci.m) x Q” 
and Sz: E. + Rm by 
wheref = f(K, g) = (I - T&‘g. As in Section 3 we let h be the maximum 
norm. The information we admit again consists of function values, this 
time of the kernel and of the right-hand side. So for n L md we let No’ 
be the set of all mappings N: E. --f R” for which there are an integer 0 5 
rsl=n-mdandpoints(ai,bi),. . . ,(a,,b,)Efi*,a,+i,. . . ,alE 
0 such that for all (K, g, xl, . . . , x,) E E0 
WL g9 XI, * * . 9 x,) = Wbl, bl), * . * , KG&, w, g(a,+,). . . , 
g(ar), XI, . . . ) x,J. (22) 
LEMMA 6. There is a constant cl8 > 0 such that for all E > 0 and 
mEN 
n(St , 
1 2dls 
dL'-28 ; 0 + dm. 
Proof. This follows directly from Emelyanov and Ilin (1967), who 
proved that there is a constant cl8 > 0 such that for all E > 0,O 4 r 5 1 < 
ci8(1/~)~‘~,(ui,bi), . . . ,(ur,br)Efi2,ur+i,. . . ,a,ERthereareKi, 
K2 E Ce,Jfi’), gi , g2 E Ck(fi), and xo E R with Ki(ai, bi) = Kz(ai, bi) (i = 
1 7. *. , r), gi(ai) = gz(ai) (i = r + 1, . . . , I), and 
ifbo; K1, sd -f(xo; K2r gdl > 2.5. n 
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THEOREM 3. Lets, d E N, L, M > 0,~ > 1. Then there exist constants 
~19, c20 > 0 and 0 < EO < 1, such thatfor all m, p E N, 0 < E -C ~0, 
( 0 
1 1 2d’s + ffl 
Cl9 - - 
P e 
p log 5 + log i ) 5 p - comp(Sz, E) 
, , 2dis 
5c20 - - i 0 P e 
Proof. First we verify the lower bound. Let N E A$$#&,) of the form 
(22) and rp: N(Eo) + Rm be such that 
sup h(Sk(e) - cp(Ne)) 5 E. 
&Eu 
(23) 
By Lemma 6, rz 2 cl8 (l/~)~~‘” + dm, which gives the first summand of the 
lower bound. Now assume that a p-processor machine 4 of complexity t 
computes cp. We shall show that $I can also be used to solve the approxi- 
mation problem (with the same s, d, M, and E). This is, in fact, very 
simple: We have, of course, (I - TK)-‘g = g for K = 0 and g E C%(fI). 
Hence 
skxo, g, XI , . . . , x,,) = s;ip(g, XI , . . . , x,,). (24)  
Let Ei = C&(n) x P, n’ = n - r, and let N’: EA + R”’ be defined by 
N’k, XI, . . . , x,,) = k(a,+d, a . . , dad, XI, . . . , xd 
and cp’: N’(Eh) + Rm by 
cp’W’e’) = p((Q, . .* . , ,, 0 N’e’)) 
r 
for e’ E E{. Then 
cp’W’(g, XI, . . . , xm)) = cpW(O, g, XI, . , . , x,n))r 
which together with (23) and (24) implies that (cp’, N’) computes an E- 
approximation to Sgp. Moreover, it is easily seen that $I also computes 
cp’. In fact, all we must do is modify the input map J of Definition 3-the 
inputs of K(a;, bi) must be replaced by zeros. Consequently, the proof of 
the lower bound in Theorem 1 gives 
t 2 c2,;logK & 
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Similarly we argue in order to obtain the third summand in the lower 
bound. Here we can assume without loss of generality that m = 1. We 
shall produce another p-processor machine $J which solves the integration 
problem (again with the same S, d, and M, but this time with E replaced by 
a constant multiple of it). Put p = min(L, (7 - 1)/q) and K = p. Then K E 
Ci,Jn2). Let g E CL(a) and let ft~ C(Q) be the solution of 
Then, integrating this equation, we get 
and inserting this back into (29, it follows that for any x E IR 
f(x) = bw + & I, g(y)&. 
If E < M, N must “use” at least one value of the right-hand side (in other 
words, r < 1 = n - md), Eq. (26) gives 
l-p 
Wd = I, g( My = - p aQJ, g, a,+11 - gh+d). (27) 
Now we define Eg = CS,(fl), n” = 1 - r, N”: Eg 4 It”” by 
N”g = MUr+lh * * . 3 s(uJh 
and 9”: N”(E$ --* R by 
cp"(N"g) = + (cp(P, * ', . 7 9, N"g, Ur+l) - g(G+d). \ 
r 
Hence 
1-p cp”(N”‘g) = - p &W(P, g, a,+~)) - g(a,+d), 
so (23) and (27) imply that (cp”, N”) computes a &approximation to Sin’, 
where 6 = (1 - p)&lp. Now it is easy to construct from +J a machine 4 
which computes q”. First, we must modify the input map J again, this 
time setting p instead of K(ai, bi) and a r+l instead of x1 . Furthermore, we 
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must take care that two components of the input vector, which are not 
affected by the computation of 4, contain the constants 0 and (1 - p)lp, 
respectively (compare the proof of Lemma 2). Now 4 acts as I$, except 
that in the beginning it must “store” the value g(a,.+i) (that is, add to the 
zero-component arranged above), and in the end it must subtract g(a,.+i) 
from the result of the computation of 4 and multiply the outcome by (I - 
p)lp. From the proof of the lower bound of Theorem 2 we infer 
comp(& = t + 3 2 c22 log $, 
which gives 
whenever E < Ed, where a0 > 0 is suitably chosen. 
To verify the upper estimate we first use a multigrid Nystrom method 
(compare Emelyanov and Ilin, 1967; Atkinson, 1976, Chap. 4.2; Hack- 
busch, 1985). This gives us approximations to the values of the solution in 
certain fixed grid points. Then we obtain approximate values in the re- 
quired m free points by using the parallelized interpolation of Section 3. It 
is our task to show that this procedure fits the scheme and to estimate its 
parallel complexity. We use the same quadrature formulas as in Section 4. 
Define the Nystrom approximations TK,,,: C(n) + C(Cn) by 
where the weights are defined as in the proof of Theorem 2. It follows 
from the analysis of quadrature methods (see, e.g., Atkinson, 1976, Chap. 
3) that there is a cro E N and a constant cz4 > 0 such that for all K E 
&,(a*) and u 2 uo, I - TK,(T is invertible and (((I - TK,~)-~[[ 5 c2.4. Now 
we can discuss the multilevel approximation and its analysis. Let u E N, 
v 2 oo. For each K E Ci,,@*) and g E C&(fl) we define a sequence 
fy = .Lw, d E co-v (v=u,u+ I,. . .) 
inductively by the sequences of equations 
U - T~,,).fi = VK,~ - Tdfu-~ + g (v=u,u+ 1,. . .), (28) 
where, by definition,f,-i = 0. Our final approximation to the solution is of 
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the form 
The error analysis for the procedure (28) (see, e.g., Emelyanov and Ilin, 
1967; Atkinson, 1976; Hackbusch, 1985) shows that there is a (+ 2 u. and 
a constant c25 > 0 such that for all K E Ci,Jf12), g E C”,(a), v Z- (T, 
Furthermore, it is easily checked that there is a c26 > 0 such that 
for all K E Ce,JQ2) and g E CL(n). Using (12) and (13) we conclude that 
kf-(K d - k(K dh, 5 IIf(K, g) - h.f(K, g&n, 
+ 11f’2dK d - P2~fyK g)llccn, 
5 cl2c262-” + c~d(f(K, 8) - fY(K, g)ll 
5 c272-sv. 
Now let m, E, p be given. Let T be the smallest natural number satisfying 
T z (+ and c272-ST 5 E. Recall that by (11) card 02, = (2’ S + l)d, where S = 
max(s - 1, 1). Put )2 = (2’ S + 1)2d + (2’ S + l)d + md and define 
NW, g, ~1, . . . , x,n) = ((K(a, b))rr.tm2,, (s(4)aee~~, XI 9 . . . 9 x,). 
Furthermore, let (pl: N(Eo) + RBzT x Rmd be the mapping given by 
(it will become clear later on that this is correct). Finally, define cp2: 
VIW(EO)) -+ Rm as 
(02hW(K g, XI, . . . , x,))) = W=27f,K, gMxr)El . 
It is easily seen that this definition is correct and that (p2 is the same as ‘p in 
the proof of Theorem 1. We put (c = (p2 0 cp, and get 
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NOW we have a closer look at the structure of (p, . For this we infer from 
(28) that 
(v=u,u+l,. . . , r, a E 02P+t if v < r and a E Or if v = T). (29) 
System (29) provides (f,(a) : a E 0,). Indeed, once we havef,-i(a) for a 
E 0~~ (and hence for a E 02” C @), the equations of level v yieldf,(a) for 
a E &+I if v < r andf&) for a E 02,. To see this, first consider only those 
equations of level v which correspond to an a E &. They constitute an 
algebraic linear system which is uniquely solvable (a consequence of the 
fact that Z - TK,~ is invertible). Second, the valuesf,(a) for the remaining 
a E 02P+j (a E Oz7, respectively) are obtained by inserting (f&z) : a E Ozo) 
into the corresponding equations of level V. These considerations also 
show that cpI is correctly defined, since only the proper function values 
are used. 
It remains to discuss how to realize (o on a p-processor machine. We 
start with (pl and treat the levels of the computation process (29) sepa- 
rately. Since u is a constant (i.e., as usual, does not depend on E, m, and 
p), the solution of the card Ozr x card Ozfl linear system at level v requires 
only a constant number of operations. A review of the remaining 
computation at this level shows that it can be handled in not more than 
c2s (22Yd/p + V) Steps of a p-processor machine (observe that the multipli- 
cation of a k x l-matrix with an l-vector needs no more than ~29 ([kllpl + 
log I) steps of a p-processor machine). Consequently, the overall com- 
plexity is bounded by 
C30 (7 + 9) 5 c31 (; (i)“’ + jlog 3’). 
By the proof of Theorem 1, cp2 can be computed by a p-processor machine 
in no more than 
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steps. This accomplishes the proof. n 
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