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The following generalized form of the quadratic optimization problem is 
introduced to facilitate the solution of ill-conditioned systems of linear equations 
in certain applications: 
minx,L{Q(X) = X%X + DX + E 1 X and L fulfil (I) and (II)}, 
where the constraints are of the forms 
Constraints (I) represent conventional bounding equations and boundary 
planes, while (II) represents constraints of a new type which cannot be expressed 
in the form of fixed boundaries. The vector L is a symbolic notation for an index 
set defining the changing of constraints (II). An iterative optimization method 
is presented for solving the problem. The method involves the adjustment 
of a few selected variables at a time. The most important difference with 
respect to previous methods is the transformation of the selected variables 
e1 , x2 ,..., X”) in such a manner that the elliptic paraboloid which represents 
the quadratic objective function Q(X, ,..., X,) in a (V + I)-dimensional space 
becomes a circular paraboloid. Only one system of equations is solved during 
each iteration cycle. No inverse matrices nor slack variables are needed. In 
physical applications, the present method gives the best estimate and its 
confidence limits for ill-conditioned systems of equations (TX % U) in which 
the variance-covariance matrix of the measured vector (U) is known. A well- 
known test example is used to demonstrate that the new presentation of the 
problem and the solution method are useful. 
1. INTF~~DUCTION 
An ill-conditioned system of linear equations appears in numerous physical 
problems in the form 
_Txmu, (1) 
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which leads to the minimization problem 
rnjn{(_l’X - uy _v-yrx - U)]. (2) 
Here U is the result of a measurement of a vector X, the measuring errors 
being Gaussian. Very often X represents a spectrum X(Y), measured at 
given points Y. Further, _T is the resolution matrix (response matrix) of the 
measuring instrument. Finally, _V is the variance-covariance matrix of U 
determined experimentally or theoretically. The problem is ill-conditioned 
if _T is nearly singular. Then small errors in the measured vector U cause 
large errors in the expectation vector. These effects of the singularity can be 
largely eliminated by setting linear a priori conditions for X, such as the 
requirement of nonnegativity or requirements concerning the numbers (but 
not necessarily the positions) of minima and maxima of X(Y) in the considered 
region ( yr , yN). Further considerations of the physical aspects of the present 
problem have been presented, for instance, in [l] and [2]. 
In the previous paper [3] concerning problem (2), an optimization method 
was presented in which many basic features are same as in the method of 
Theil and \Tan de Panne [4]. The main difference in the method in [3] com- 
pared with the classical methods of Beale [5] and Wolfe [6] is the adjustment 
of several selected variables at a time. This means that, during an iteration 
cycle, certain variables are allowed to change within the domain restricted 
by the given boundary planes, and a minimum is sought for the quadratic 
objective function in the space generated by the free variables. Both the 
best estimate and the confidence limits of X can be determined by such a 
method. This leads to solving 2N + 1 quadratic optimization problems. 
Therefore, a fast and exact optimization procedure would here be highly 
desirable. The gradient methods are not good solving the ill-conditioned 
problem (2) ([2] and [7, p. 341). Th e isa d’ d vantage of the simplex methods 
is the building-up of errors which is caused by the transformation of the 
simplex matrix in every iteration cycle. 
The present paper describes a generalization of problem (2) and a new 
quadratic programming method for its solution and for finding the confidence 
limits of the solution in physical applications. 
2. GENERALIZATION OF THE QUADRATIC OPTIMIZATION PROBLEM 
The solution of ill-conditioned systems of equations may be presented as a 
generalization of the classical optimization problem as follows: 
n&{Q(X) = XzCX + DX + E 1 X and L fulfil (I) and (II)}, (3) 
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where (I) and (II) mean the constraints 
AX=B -EX<G 
a(fX - R) < 0 
hii = (- 1)” 6ij forI,-,<j<l,, 
k = l,..., K) 1, = 0, 1, = N. 
(1) 
(11) 
Constraints (I) are here called equality constraints and f-type (fixed) con- 
straints, respectively. Constraints (II) are called c-type (changing) constraints, 
which cannot be expressed in the form of fixed boundaries. The symbols 
Q, 4, _F, H, and p denote real matrices of dimensions N x N, Mr x N, 
n/r, x N, Ma x Ma, and Ms x N, respectively. Furthermore, Q is supposed 
to be positive definite, and the ill-conditionedness of the system means that Q 
is nearly singular. The symbols D, B, G, R, and 0 (= O,..., 0) denote real 
vectors of dimensions N, iVIr , M2, Ma, and MS, respectively, and E is a 
constant real number. Problem (3) reduces to the classical one in the case 
K = 1. 
The new form of the quadratic optimization problem, where in some 
linear constraints the sign of inequality can change to the opposite one (con- 
dition II), was first introduced to meet the requirements of a physical case in 
which the number of maxima of a spectrum X was knownl. This case was 
the determination of the frequency spectra of harmonic lattice vibrations in 
alkali halides [S] f rom the specific heat measurements. The whole spectrum X 
can be divided into six component vectors as follows: X = C:_?, Xi. The 
integral of every component spectrum is constant (equality constraint). 
Every spectrum Xi is nonnegative (f-type constraints). Each Xi has one 
maximum, but the position of the maximum is not known a priori (c-type 
constraints). The study of this case demonstrated that the new form of the 
problem is useful or even necessary for finding reasonable stabilized solutions 
in certain physical applications. 
3. THE QUADRATIC PROGRAMMING METHOD 
3a. Main Features of the Method 
The present method involves the adjustment of a few selected variables at a 
time, like the method in [3]. The case of problem (3) in which certain variables 
x, and the whole vector L are fixed, while the other variables are adjusted, is 
here called a subproblem. As usual, the minimum of Q(X) in the subproblem 
1 J. J. Torsti, Phil. Lit. Thesis, University of Turku, Turku, 1968. 
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is found by solving first the system of the normal equations corresponding 
to the free variables. If the solution (the free minimum) is outside the feasible 
domain, the bound minimum is sought at certain boundary planes or at 
their intersections. 
In the beginning of the solution of each subproblem, the Y variables which 
are chosen to be relaxed are transformed linearily in such a manner that the 
quadratic objective function (which is originally an elliptic paraboloid in an 
(v + I)-dimensional space) becomes a circular (symmetric) paraboloid whose 
axis coincides with the Q-axis of the transformed space. Then, the bound 
minimum is simply the point of the feasible domain which is nearest to the 
origin. Compared with the method of Theil and Van de Panne, this fact 
provides a considerable reduction in the number of the boundary planes and 
their intersections which must be studied. There are two possibilities to 
approach the solution of the subproblem. One is to start from the free mini- 
mum of the subproblem, the other is to start from the current iteration point. 
Obviously the latter way is better, at least after the iteration has proceeded 
for a time. 
The solution of the whole problem is expedited by the fact that the values 
of Q(X) need not be computed during the iteration. The criteria used for 
stopping the iteration are the Kuhn-Tucker conditions, while the solution 
of each subproblem is subjected to certain criteria associated with the trans- 
formed feasible polyhedron. 
3b. Choice of the Free Variables 
To facilitate the choice of the free variables, a diagonal matrix 4 is intro- 
duced, where the ith diagonal element is 2 j di 1-l. The components of the 
gradient of Q(X), at the current best estimate of the solution, X0, are weighted 
by 0, and the weighted gradient is denoted by a: 
a =&X0 + &D). 
Furthermore, the following test vector for boundary planes is introduced: 
(5) 
where r = HJ’ and p = I/R. Because X0 is feasible, p is nonpositive. If the 
component pi = 0, then X0 is on the boundary plane i. At first, the set of the 
indices of free variables, @, is empty. The first free variable in the iteration 
cycle is the component 3E, = xj which fulfils the criterion 
f+ = mnix{cu, 1 71 fulfils (III)}, 
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where (III) is 
when 
ymns 3 0, or ;@ 1 Ymk 1 > o 
An = 0, m = l,..., M, + MS . 
(III) 
By setting olj = 0, and including j into the set CD, the second free variable 
3Ea = xj is obtained from criterion (6). This procedure is continued until the 
number of elements of Q, becomes v. The vector u also serves for the control 
of the whole iteration: the iteration is stopped, when aj = 0 in criterion (6) 
and @ is empty. 
3c. Linear Transformation of the Variables 
After the choice of the free variables JE = (f, ,...,X,), the remaining 
N - v variables of X are fixed to the values of the respective components 
of X0. The subproblem is obtained by inserting the corresponding N-dimen- 
sional vector into problem (3) (cf. [3]). The new problem (subproblem) is 
denoted by (3’). Th e ineffective boundary planes m (for which either 
C ladI =o, 1 lfm91 =o, 
js@ j@ 
or 
pW&I =O 
in problem (3)) thus drop out. 
The apex of the paraboloid (the free minimum), F, is found by solving the 
normal equations of problem (3’). If the apex lies outside the feasible domain, 
the solution of the problem is sought at the boundary planes and their inter- 
sections. 
The directions of the elliptic axes of the paraboloid, S,..., Sy, are deter- 
mined from the eigenvalue equation of C in problem (3’): 
csj = AjSj. (7) 
The eigenvectors are combined to form the matrix 
and the eigenvalues are used for constructing the diagonal matrix 
A, 0 *** 0 
h = 0 A, *** 0 
-i 1 
. . . . . . . . . . 
6 6 . . . iv 
(8) 
(9) 
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The new variables are chosen to be the following linear transformation of 
X: 
g, = p_syx - Xl). (10) 
As the column vectors of _S are orthonormal, system (10) can be solved to the 
form 
x = Xl + &q. (11) 
Expression (11) is inserted into subproblem (3’), utilizing the symmetricalness 
of _C. The result is 
m$r{Q(S) = FS + *G%? + G ( 5 fulfils (IV)}, 
where (IV) means the conditions 
&=&I 2?65<9. 
The boundary planes gs = 22 are either of type f or of type c. 
3d. Solution of the Subproblem 
On the basis of Eq. (lo), the following notation is accepted: 
(12) 
(IV 
E-O = F(JEO), (13) 
where 2s is the point achieved in the previous cycles of the iteration. The 
line along which the solution is next approached in the (v + I)-space is 
denoted by 
El0 + E’1 (E > 0). (14) 
In order to find this line, the direction rl is sought which makes the smallest 
angle with respect to the best direction (- 650, E > 0) and is perpendicular to 
JZ normals of the boundary planes (@, = ~2.8’). By using Schmidt’s ortho- 
gonalization method, the following direction is found: 
q = 5 ($ . A”) Am - go, (15) 
m=l 
where the vectors A” are the LAY orthonormal components of the space 
L&J%‘) generated by the normals of all the planes @‘g = &?. 
If the point go lies at a boundary plane or at several boundary planes 
55 = 9 (i.e., at an intersection), the normals of these planes are labelled 
Fi, i = l,..., I. By convention, the normals are directed towards the forbidden 
side of the boundary. Furthermore, the following notation is accepted: 
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If expression (16) is larger than zero, the orthonormal set of the space gener- 
ated by the normals of the planes is increased in the direction of the vector 
Si, and q is given the new value 
where 
The dimension .k’ of the space 5 is increased to the value &? + 1, .Fi is given 
the value 0, and 5 is generated by the orthonormal vectors Al,..., AA-l, &. 
This procedure is continued, until expression (16) becomes nonpositive. 
Thereafter, the point is sought on the radius (14) which is nearest to the 
origin. If this point is in the feasible domain, it is the solution of the subprob- 
lem and it is denoted by go. Otherwise, the intersection point of the radius 
(14) and the feasible domain is determined, the point is denoted by go, and a 
new direction (14) is worked out. 
If the orthonormal set generated by the normals of the boundary planes 
becomes v-dimensional, the subproblem has been solved and the solution go 
is a vertex of the feasible polyhedron. If the matrix C is badly singular, the 
boundary planes in the space transformation become almost parallel. In 
order to avoid computational errors, the best direction q should then be 
determined in the original space. 
3e. Solution of the Original Problem 
The solution of problem (3) consists of the successive solutions of the 
subproblems (3’). So, the solution of problem (3) is iterative, while the solu- 
tion of (3’) is systematic and based on the classical analysis. 
The minimization with respect to the numbers Zr ,..., Z, in problem (3) is 
carried out after each of a subproblem as follows: If the achieved point X0 
lies on the boundary 
PZkX = RI,, (19) 
where Pzk is the l,th row of the matrix _P, then lk is given the value 
If 
max(l,-, + 1, II, - 1). 
then I, is given the value 
min(Z,+, - 1, Zk + 1). 
(20) 
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4. DETERMINATION OF THE CONFIDENCE LIMITS 
4a. Choice of the Criterion for the Conjidence Limits 
The confidence limits of the linear functions WX are defined by utilizing 
the solution Xf of problem (2) as the comparison standard. Thus, the 
standard is different from that accepted in [9]. The following notation is used: 
q(X, Xf) = (X - Xf)T qx - Xf), (21) 
where C = TT_V-l_T. The upper confidence limit WX+ is defined as the 
solution of the optimization problem 
WX+ = qy{WX / q(X, Xf) < Ko2, X and L fulfil (I) and (II)}, (22) 
where K, is a constant representing the confidence level. The lower confidence 
limit is obtained by solving the problem 
wx- = - (-wx+>, (23) 
where -WX+ is the solution of problem (22) with W replaced by -W. 
Problem (22) may be interpreted as follows: the center of the confidence 
ellipsoid q(X, Xf) = Ko2 represents the expectation of the vector X, the 
components of which exhibit Gaussian distributions. 
4b. Choice of the Free Variables 
The choice of the free variables is facilitated by introducing the vector 
A = (sign w,) h/l ‘P I - w,/l W I), n = I,..., N, (24) 
where ‘p = CX” + $D. By using the component q& which satisfies the 
condition 
*k = ~~~~a I 3 f 01, (25) 
the following procedure is carried out: 
First, the value + 00 is assigned to q& . If condition (III) is fulfilled for the 
value n = k, xk is chosen to be a free variable. Otherwise the index k is 
included into the index set of candidates for free variables, I’, as the first 
element of this set. Then, the values of m are sought out which do not fulfil 
conditions (III) for n = k. Concerning these values of m, each new index n 
which fulfils the conditions 
+;ni = 0, for all i E T, (26) 
is included into r (if it is not yet in r). The fulfilment of conditions (III) is 
again tested for each element k of I’. The set of conditions which are not 
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fulfilled for some index m is labelled by Q. All new variables n which fulfil 
condition (26) for some element m of Q are included into F. This procedure 
is continued until each variable k which has last been included into r fulfils 
condition III. 
If the sum of the number of the selected free variables and the number of 
elements in r (the candidates) is less than or equal to v, the elements of I’ 
are also made free variables. Otherwise, a new number k is sought from con- 
dition (25). If & = + co, the last free variables are selected according to 
criterion (6). 
4. Solution of the Maximization Problem 
The solution of problem (22) is carried out basically by the same method 
as the solution of (3), and in fact the relevant computer procedures are com- 
mon. The point X0 = Xf is used as the starting point, because it is always 
in the feasible domain, irrespective of the choice of K, . 
The linear transformation of the variables is performed in the manner 
presented in section 3c. However, the best direction is defined by the equa- 
tions 
II&&--&.An”)Am (27) 
m-1 
in such a manner that the scalar product 9 * W is positive. The space &#) 
is generated by the normals of the planes & = 99, if the point go is in the 
confidence sphere (goa < Ko2), and by the normals and the vector 5O/[ E,O 1 , 
if go is on the surface of the sphere. If the point go is situated at a boundary 
plane (or at several planes), the subspace &k’) is enlarged as in section 3d. 
If go is on the sphere, it must be moved along the following intersection 
curve of a two-dimensional plane and the sphere: 
5 = to + E)1 + 78, E>O, 720 
p2 = Ko2. 
w3) 
Here, 8 is perpendicular to the same space &k’) generated by Ai, 
i=l ,..., A’, except the vector co/j go 1 , in such a manner that the scalar 
product 8 . C’J is negative. 
5. A TEST EXAMPLE 
The second problem of Phillips in [lo] was used as a test example of the 
present optimization method, because this example may be presented by 
means of a c-type constraint and because the same example was used in [3]. 
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The following alternative a priori conditions were tried: 
(i) The function is nonnegative and has only one maximum in the entire 
range (-30, 30). 
(ii) The function is nonnegative; within the range (- 10, lo), the curva- 
ture of the graph of the function is zero at two points; between these points 
the curvature is nonpositive, and elsewhere it is nonnegative. 
The final results for N = 31 are given in Figs. 1 and 2, where the a priori 
conditions were (i) and (ii), respectively. The confidence level is 95 %. In 
general, the agreement between the true function and the best estimates is 
very good. In Fig. 1, the function is seen to lie at the origin outside the con- 
fidence limits. In Fig. 2 it is inside the confidence limits in the whole range 
(-30, 30). This follows from the fact that conditions (ii) are stronger, 
describing better the main features of the true function than conditions (i). 
The conditions (ii) also give narrower confidence limits, as can be expected. 
For N = 15 and for v = 4, 5, 6, 7, the computing times were 108s, 5Os, 
28s, and 37s, whereas in [3] they were 22Os, 2OOs, 18Os, and 55Os, respectively. 
Thus the best computing time was now 6 times shorter than before. It is 
noteworthy that in both methods the shortest times were achieved when 
using 6 free variables. 
It is further seen that, in the present method, each iteration cycle involves, 
after the choice of the free variables, longer preparatory procedures, while 
the search for the bound minimum is shorter than in [3]. 
FIG. 1. A computer drawing of the results of the test example with a priori 
conditions (i). The curve represents the true function, the points (+) show the best 
estimate, and the polygonal lines show the 95-% confidence limits. 
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I , <i&, , ,A 
-30 -25 -20 -15 -10 -5 / 5 10 15 20 25 30 
FIG. 2. A computer drawing of the results of the test example with the a priori 
conditions (ii). The notations are the same as in Fig. 1. 
6. CONCLUSIONS 
The most important innovation in the present optimization method is the 
transformation of the variables in such a manner that the elliptic paraboloid 
which represents the original quadratic objective function Q(X) becomes a 
circular paraboloid whose axis coincides with the Q-axis of the transformed 
space. This transformation makes the solution of the problem considerably 
faster and simpler, because no solutions of systems of linear equations are 
needed in the transformed space. 
An upper limit is used for the number of free variables, V, depending on the 
singularity of the problem and the precision of the computation. In the test 
example, the precision of 10 digits was sufficient when v was 10. However, the 
increasing of v increases the number of combinations of planes to be studied 
during the search for the bound minimum and thus decreases the precision 
of the computation. This sets an upper limit for v. The time which the com- 
puter needed for choosing 10 free variables was of the same order of magni- 
tude as the time used for solving the corresponding subproblem. So, the 
criterion which selects the free variables may be considered slow. 
However, the total computing times are considerably shorter than in [3] 
(and even the accuracy seems to be somewhat better). 
The confidence limits present a problem in which the objective function 
is linear and the boundary conditions are linear except the one representing 
the confidence ellipsoid. This problem can be solved by a method similar to 
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the main method, and so the characteristic features of these methods are the 
same. 
The test example confirms the usefulness of problems (3) and (22) in 
determining the best estimate and the confidence limits. The use of Xf in (22) 
removes the possibility that the confidence limits would not exist (cf. [9, 
p. 751) and the uncertainty of the confidence level which is caused by the 
addition of the value Q(Xl) to the confidence coefficient Ko2 [ 11, 121 in the 
old version of the method [ll, (lo)]. 
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