In this paper, we establish a generalization of the classical Central Limit Theorem for a family of stochastic processes that includes stochastic gradient descent and related gradient-based algorithms. Under certain regularity assumptions, we show that the iterates of these stochastic processes converge to an invariant distribution at a rate of O 1/ √ k where k is the number of steps; this rate is provably tight.
Introduction
Many randomized algorithms in machine learning can be analyzed as some kind of stochastic process. For example, MCMC algorithms intentionally inject carefully designed randomness in order to sample from a desired target distribution. There is a second category of randomized algorithms for which the for which the goal is optimization rather than sampling, and the randomness is viewed as a price to pay for computational tractability. For example, stochastic gradient methods for large scale optimization use noisy estimates of a gradient because they are cheap. While such algorithms are not designed with the goal of sampling from a target distribution, an algorithm of this kind has random outputs, and its behavior is determined by the distribution of its output. Results in this paper provide tools for analyzing the convergence of such algorithms as stochastic processes.
We establish a quantitative Central Limit Theorem for stochastic processes that have the following form:
where x k ∈ R d is an iterate, δ is a stepsize, U : R d → R is a potential function, and ξ(·) is a zero-mean, positiondependent noise variable. Under certain assumptions, we show that (1) converges in 2-Wasserstein distance to the following SDE:
dx(t) = −∇U (x(t))dt + σ(x(t))dBt,
where σ(x) = E ξ(x)ξ(x) T 1/2 . The notion of convergence is summarized in the following informal statement of our main theorem:
Theorem 1 (Informal) Let p k denote the distribution of x k in (1), and let p * denote the invariant distribution of (2). Then there exist constants c1, c2, such that for all ǫ > 0, if δ ≤ c1ǫ 2 /d 7 and k ≥ c2d 7 /ǫ 2 , W2(p k , p * ) ≤ ǫ.
In other words, under the right scaling of the step size, the long-term distribution of x k depends only on the expected drift ∇U (x) and the covariance matrix of the noise σ(x). As long as we know these two quantities, we can draw conclusions about the approximate behavior of (1) through p * , and ignore the other characteristics of ξ.
Our result can be viewed as a general, quantitative form of the classical Central Limit Theorem, which can be thought of as showing that x k in (1) converges in distribution to N (0, I), for the specific case of U (x) = x 2 2 /2 and σx = I. Our result is more general: U (x) can be any strongly convex function satisfying certain regularity assumptions and σx can vary with position. We show that x k converges to the invariant distribution of (2), which is not necessarily a normal distribution. The fact that the classical CLT is a special case implies that the ǫ −2 rate in our main theorem cannot be improved in general. We discuss this in more detail in Section 4.1.1.
Basic Notation
For any two distributions p and q, let W2(p, q) be the 2-Wasserstein distance between p and q. We overload the notation and sometimes use W2(x, y) for random variables x and y to denote the W2 distance between their distributions.
For a k th -order tensor M ∈ R kd and a vector v ∈ R d , we define the product A = M v such that [A] i 1 ...i k−1 = d j=1 [M ] i 1 ...i k−1 ,j · vj . Sometimes, to avoid ambiguity, we will write A = M v x instead. We let 2 denote the operator norm:
It can be verified that for all k, · 2 is a norm over R kd . Finally, we use the notation to denote two kinds of inner products: 1. For vectors u, v ∈ R d , u, v = d i=1 uivi (the dot product). 2. For matrices A, B ∈ R 2d , A, B := d i=1 d j=1 Ai,jBj,i (the trace inner product). Although the notation is overloaded, the usage should be clear from context.
Main Results and Discussion
We will consider two settings: one in which the noise Tη in (3) does not depend on x, and one in which it does. We will treat these results separately in Theorem 2 and Theorem 3.
Homogeneous Noise
Our first theorem deals with the case when Tη is a constant with respect to x. In addition to Assumption 1 and Assumption 2, we make the following assumptions:
Assumption 3 For all x,
Under these assumptions, the invariant distribution p * (x) of (5) has the form
Theorem 2 Let p0 be an arbitrary initial distribution, and let p k be defined as in (3) with step size δ. Recall the definition ofp as the invariant distributioin of (3) and p * as the invariant distribution of (5). For δ ≤ ǫ 2 d 3 · poly 1 m , L −1 , W2(p, p * ) ≤ ǫ.
If, in addition, k ≥ d 3 ǫ 2 log W 2 (p 0 ,p * ) ǫ · poly 1 m , L , W2 (p k , p * ) ≤ ǫ.
An equivalent statement is that for a sufficiently large k, and for sufficiently small δ, we can bound W2(p k , p * ) ≤Õ d 3/2 √ k .
(12)
Relation to the Classical Central Limit Theorem
Our result can be viewed as a generalization of the classical central limit theorem, which deals with sequences of the form
for some η k with mean 0 and covariance I. Thus, the sequence S k essentially has the same dynamics as x k from (3), with U (x) = − 1 2 x 2 2 , Tη k = η k and variable stepsize δ k = 1 √ k . To the best of the our knowledge, the best rate for the classical CLT is proven in Theorem 1.1 of Zhai (2018) , with a rate of W2 (S k , Z) ≤Õ d/k . It is also essentially tight, as Proposition 1.2 of Zhai (2018) shows that the W2 (S k , Z) is lower bounded by Ω d/k .
Our bound in Theorem 2 (equivalently, (12)) also shrinks as 1/ √ k. We note that the sequence x k studied in Theorem 2 differs from S k , as the stepsize for x k is constant (i.e., δ does not depend on k). We stated Theorem 2 for constant step sizes mainly to simplify the proof. Our proof technique can also be applied to the variable step size setting; in Corollary 48 in the appendix, we use the results of Theorem 4 to prove that W2 (S k , Z) ≤Õ d 3 /k , which is the same as the constant-stepsize case.
This shows that the k dependence in Theorem 2 is tight. Our d dependence is d 3/2 , compared to the optimal rate of √ d. However, our bound is applicable to a much more general setting, not just for U (x) = 1/2 x 2 2 .
Inhomogeneous Noise
We now examine the convergence of (3) under a general setting, in which the noise Tη(x) depends on the position. In addition to the assumptions in Section 3, we make some additional assumptions about how Tη(x) depends on x. We begin by defining some notation. For all x ∈ R d and η ∈ Ω, we will let Gη(x) ∈ R 2d denote the derivative of Tη(x) wrt x, Mη(x) ∈ R 3d denote the derivative of Gη(x) wrt x, and Nη(x) ∈ R 4d denote the derivative of Mη(x) wrt x, i.e.:
1. ∀x, i, j and for η a.s., [Gη(x) 
We will assume that Tη(x), Gη(x), Mη(x) satisfy the following regularity:
Assumption 4 There exists an L that satisfies Assumption 1 and, for all x and for η a.s.:
Assumption 5 For any distributions p and q, W2(Φ δ (p), Φ δ (q)) ≤ e −λδ W2(p, q).
Finally, we assume that log p * (x) is regular in the following sense:
Assumption 6 There exists a constant θ, such that the log of the invariant distribution of (5), f (x) := log (p * (x)), satisfies, for all x,
Remark 1 If ∇ 2 f (0) and ∇f (0) are bounded by θ, then 2. and 3. are implied by 1., but we state the assumption this way for convenience.
A motivating example
Before we state our main theorem, it will help to motivate some of our assumptions by considering an application to the stochastic gradient algorithm. Consider a classification problem where one tries to learn the parameters x of a model. One is given S datapoints (z1, y1)...(zs, ys), and a likelihood function ℓ(x, (z, y)), and one tries to minimize U (x) for
Ui(x), with Ui(x) := ℓ(x, (zi, yi)).
The stochastic gradient algorithm proceeds as follows:
where for each k, η k is an integer sampled uniformly from {1...S}, and we define Tη k (x) := δ/2 (∇U (x) − ∇Uη k (x)).
Notice that (13) is identical to (3). The mean and variance of Tη are
, so Assumption 4 is guaranteed by the loss function ℓ having Lipschitz derivatives (in x) up to fourth order.
If ∇Ui(x) is m-strongly convex and has L-Lipschitz gradients for all i, then Assumption 5 is true for λ = m for all δ ≤ 1/(2L), by a synchronous coupling argument (see Lemma 33 in Appendix B).
Finally, we remark that the upper bound for Assumption 2.2 implied by (14) is in fact quite loose when δ ≪ 1.
We will now state our main theorem for this section:
Theorem 3 Let p0 be an arbitrary initial distribution, and let p k be defined as in (3) with step size δ. Recall the defintion ofp as the invariant distribution of (3) and p * as the invariant distribution of (5). For δ ≤ ǫ 2
Remark 2 Like Theorem 2, this also gives a 1/ √ k rate, which is optimal. (see Section 4.1.1).
Proof of Main Theorems
In this section, we sketch the proofs of Theorems 2 and 3.
Proof of Results for Homogeneous Diffusion
Proof of Theorem 2 We first prove (11).
By Theorem 4 below, for δ ≤ min{m 2 ,1}
This proves (11). To prove (10), use our above assumption on δ, and take the limit of (17) as k → ∞.
Theorem 4 Let p0 be an arbitrary initial distribution, and let p k be defined as in (3).
Let ǫ > 0 be some arbitrary constant. For any step size δ satisfying δ ≤ min{m 2 ,1} 2 18 d 2 (L+1) 3 , the Wasserstein distance between p k and p * is upper bounded as W2(p k , p * ) ≤e −mδk/8 W2(p0, p * ) + 2 82 δ 1/2 d 3/2 (L + 1) 9/2 max 1 m log 1 m , 1 7 .
Proof of Theorem 4 Recall our definition of Φ δ in (7). Let Φ k δ denote k repeated applications of Φ δ , so p k = Φ k δ (p0). Our objective is thus to bound W2(Φ k δ (p0), p * ). We first use triangle inequality to split the objective into two terms:
The first term is easy to bound. We can apply Lemma 14 (in Appendix A) to get
To bound the second term of (18), we use an argument adapted from (Zhai 2016) :
Here the third inequality is by induction. This reduces our problem to bounding the expression W2(Φ δ (p * ), p * ), which can be thought of as the one-step divergence between (3) and (5) when p0 = p * . We apply Lemma 1 below to get
Thus, substituting (19) and (20) into (18), we get
Lemma 1 Let p δ := Φ δ (p * ). Then for any δ ≤ min{m 2 ,1}
where ∇Fη(y) denotes the Jacobian matrix of Fη at y. The invertibility of Fη is shown in Lemma 46. We rewrite 1 as its Taylor expansion about x:
Substituting the above into (23) and applying Lemmas 3, 4, 5, and 6, we get
for some ∆ satisfying
Furthermore, by using the expression p * (x) ∝ e −U (x) and some algebra, we see that
Substituting the above into (24) gives p δ (x) = p * (x) + ∆, which implies that
x 6 2 + 1 .
Proof of Results for Inhomogeneous Diffusion
The proof of Theorem 3 is quite similar to the proof of Theorem 2, and can be found in the Appendix (Section B). We will highlight some additional difficulties in the proof compared to Theorem 2. The heart of the proof lies in Lemma 15, which bounds the discretization error between the SDE (5) and one step of the discrete process (3), in the form of W2(Φ δ (p * ), p * ). This is analogous to Lemma 1 in Section 5.1. Compared to the proof of Lemma 1, one additional difficulty is that we can no longer rely on Talagrand's inequality (22). This is because p * is no longer guaranteed to be strongly log-concave. We instead use the fact that p * (x) is subgaussian to upper bound W2(·, p * ) by χ 2 (see Corollary 40).
Lemma 1 in turn relies crucially on bounding the expression p δ (x) p * (x) − 1 . This is proved in Lemma 16, which is the analog of Lemma 2 in Section 5.1. The additional difficulty is that we have to handle the effects of a diffusion matrix σx that depends on the position x. Also, Lemma 16 relies on the closed-form expression for p * ∝ e −U (x) in order to cancel out terms of order less than δ 3/2 in (25). We do not have a closed-form expression for p * when the diffusion is inhomogeneous, and we instead rely on an argument based on the invariance of p * (x) under the Fokker-Planck equation (see (43)). This allows us to, somewhat remarkably, prove that p k converges to p * using only the implicit description of p * as the invariant distribution of (5).
Conclusion and Future Directions
The main result of this paper is a generalization of the classical Central Limit Theorem to discrete-time stochastic processes of the form (3), giving rates of convergence to a certain invariant distribution p * . Our results assume that U (x) is strongly convex (Assumption 1.3). This is not strictly necessary. We use strong convexity in two ways:
1. We use it for proving contraction of (3), as in Lemma 14 and Lemma 33. Assuming that the noise Tη contains an independent symmetric component (e.g., Gaussian noise), and assuming that U (x) is nonconvex inside but strongly convex outside a ball, then we can use a reflection coupling argument to show that Assumption 5 holds.
2. We use it for proving that p * is subgaussian, as in Lemma 35. For this lemma, it suffices that U (x) is m-dissipative. Another assumption that can be relaxed is Assumption 2.2, which is used to show that p * is subgaussian. We can replace this assumption by the weaker condition
We only need to make an additional assumption that U (x) is M -dissipative for some radius D, with M ≥ 8c 2 σ . We do not prove this here to keep the proofs simple; a proof will be included in the full version of this paper.
Finally, we remark that (5) suggests that xt moves quickly through regions of large σx. This seems to suggest that in the stochastic gradient algorithm, the iterates will, with higher probability, end up in minima where the covariance of the gradient is small. This may in turn suggest that the noise SGD tends to select "stable" solutions, where stability is defined as the determinant of the covariance of the gradient. This property would not be present with a different noise such as Gaussian noise in Langevin diffusion. A rigorous investigation of this possibility is beyond the scope of this paper.
A Auxiliary Lemmas for Section 4.1
In this subsection, we present the proof of Lemma 1, as well as some auxiliary lemmas.
for some |∆| ≤ p * (x) · 8δ 3/2 dL 3/2 ( x 2 + 1).
Proof of Lemma 3 Let us define
By Lemma 10, |∆ ′ | ≤ 8δ 3/2 dL 3/2 ( x 2 + 1), so
We complete the proof by taking ∆ := p * (x)∆ ′ .
By Lemma 7.2 and Corollary 11,
Moving terms around,
The main term of interest is (26), which evaluates to
where the first equality is by Assumption 2.1. We now consider the terms in (27) and (28):
where the first inequality is by Cauchy-Schwarz, and the second inequality is by Lemma 13.1, our upperbound on |∆2| at the start of the proof, and Assumptions 1.2 and 4.2.
where the first inequality is by Cauchy-Schwarz, and the second inequality is by Lemma 13.1, our upperbound on ∆1 2 and |∆2| at the start of the proof, and our assumption on δ.
By Lemma 7.3 and Corollary 11,
We are mainly interested in (29), which evaluates to
where the last equality is by Assumption 3.1. We now bound the magnitudes of (30) and (31).
where the first inequality is by Cauchy-Schwarz, and the second inequality is by Lemma 13.2 and our upper bound on |∆2| at the start of the proof.
where the first inequality is by Cauchy-Schwarz, and the second inequality is by Lemma 13.2 and our upper bound on |∆1| at the start of the proof. Defining ∆ := (30) + (31), we have |∆| ≤8δ 2 p * (x)d (L + 1) 3 x 3 2 + 1 + 32δ 3/2 p * (x) (L + 1) 5/2 x 5 2 ≤p * (x) · 64δ 3/2 d (L + 1) 5/2 x 5 2 + 1 .
Lemma 6 For δ ≤ min{m 2 ,1}
x 2 2 (L + 1) 9/2 x 6 2 + 1 .
Proof of Lemma 6 Using Lemma 7.1 and our choice of δ,
Thus,
where the first inequality is by Jensen's inequality, the triangle inequality and the Cauchy-Schwarz inequality, the second inequality is by Lemmas 13.3, 7.1, and 11, the third inequality is by the fact that p * (x) ∝ exp (−U (x)), by Assumption 1.2, and by (32) (we perform a first order Taylor expansion on U (x)), the fourth inequality is by our assumption on δ and some algebra, and the fifth inequality is by our assumption on δ.
Lemma 7 For any δ ≤ 1 16L , for any x, y such that x = y − δ∇U (y) + √ 2δTη and for η a.s.,
Proof of Lemma 7
1.
where the first inequality is by triangle inequality, the second inequality is by Assumption 1.2. Moving terms around,
where the second inequality is by Assumptions 1.2 and 3.2, and the third inequality is by our assumption on δ.
2.
where the first line is by definition of x and y, the second line is by Assumption 1.2, and the third line is by
where the first line is by triangle inequality, the second line is by Lemma 7.2 and Assumption 1.2, and the third line is by our assumption on δ.
Lemma 8 For any δ ≤ 1 16L , for any x, y such that x = y − δ∇U (y) + √ 2δTη(y) and for η a.s.,
where the first inequality is by Lemma 41, the second inequality is by Assumption 1.4, and the third inequality is by Lemma 7.1.
Lemma 9 For any δ ≤ 1 2Ld , for any x and for η a.s.,
Proof of Lemma 9 First, let's consider an arbitrary symmetric matrix A ∈ R 2d , let c be a constant such that A 2 ≤ c and let ǫ be a constant satisfying ǫ ≤ 1/(2cd). By Lemma 42, we have
Using a Taylor expansion, we can verify that for any a ∈ [−1/2, 1/2]
By our assumption on ǫ, we have ǫtr
where the first inequality is by (33), the first equality is by moving terms around, the second inequality is by our assumption that A 2 ≤ c, by our assumption that |∆| ≤ 2ǫ 3 c 3 d 3 , and by Lemma 41, and the last two lines are by collecting terms. Conversely, one can show that
The proof is similar and is omitted. Therefore
Now, we consider the case that A := −∇ 2 U (x), ǫ := δ and c := L. Recall our assumption that δ ≤ 1 2dL . Combined with Assumption 1.2, we get
Using (34),
where the first inequality is by (34), the first inequality is by definition of A and ǫ, and the second inequality is by Assumption 1.2 and moving terms around. Conversely, one can show that
The proof is similar and is omitted.
Lemma 10 For any δ ≤ 1 64d 2 L , for any x and for η a.s.,
Proof of Lemma 10 Consider the Jacobian matrix inside the determinant. By definition of Fη, we know that
where the first inequality is by Lemma 9, the second inequality is by the triangle inequality, the third inequality is by Lemma 8, and the fourth inequality is by our assumption that δ ≤ 1 64Ld 2 . Conversely, one can show that
Corollary 11 For any δ ≤ 1 8Ld 2 , for any x, and for η a.s.,
Proof of Corollary 11 From Lemma 10, we get
where the first inequality is by the triangle inequality, the second inequality is by Lemma 10 and Assumption 1.2, and the third inequality is by our assumption on δ.
Lemma 12 Let p * (x) ∝ e −U (x) , for any q which is absolutely continuous wrt p * (x),
Proof of Lemma 12 By Theorems 1 and 2 (Talagrand's Inequality) from Otto and Villani (2000) , we see that if p * (x) ∝ e −U (x) for an m-strongly-convex U (x) (Assumption 1.3), then for all q absolutely continuous wrt p,
By the inequality t log t ≤ t 2 − t, we get
Combining the two inequalities, we get that
We define a coupling γ ′ as follows:
where # denotes the push-forward operator. (See (6) for the definition of Fη.) It is thus true by definition that γ ′ is a valid coupling between Φ δ (p) and Φ δ (q). Thus,
, where the second inequality follows from Assumptions 1.2 and 1.3 and our assumption that δ ≤ 1 2L , and the third inequality is by the fact that mδ/2 ≤ m/(2L) ≤ 1/2.
B Auxiliary Lemmas for Section 4.2
Proof of Theorem 3 By Theorem 5, for
To prove (15), take the limit of (35) as k → ∞.
This proves (16).
Theorem 5 Let p0 be an arbitrary initial distribution, and let p kδ be defined as in (3).
Let ǫ > 0 be some arbitrary constant. For any stepsize δ satisfying
the Wasserstein distance between p k and p * is upper bounded as W2(p k , p * ) ≤e −λδk W2(p0, p * ) + ǫ 2 .
Proof of Theorem 5 We first use the triangle inequality to split the objective into two terms:
The first term is easy to bound. We use Assumption 5 to get
We now bound the second term of (37):
where the first inequality is by triangle inequality, the second inequality is by Assumption 5. Next, we apply Lemma 15 to get
Note that the first four clauses under (36) satisfy the requirement of Lemma 15. There is a little trickiness due to the log 1 δ term in the above upper bound. The calculations to get rid of the log 1 δ term are packed away in Lemma 32. We verify that δ satisfies the conditions (63) of Lemma 32 as the last 3 clauses of (36) implies,
Thus we can apply Lemma 32 to get
The conclusion follows by substituting (38) and (39) into (37).
Lemma 15 Let p δ := Φ δ (p * ). For any δ satisfying
.
Proof of Lemma 15
Let us define the radius
We can verify that by the defintion of R and our assumptions on δ, R ≥ max 2 13 c 2 σ m log 2 11 c 2 σ m , 1
and δ ≤ 1 16L , so we can apply Corollary 40 to give
where the second inequality follows from the definition of R, which implies that R ≥ c 2 σ m log 1 2 124 d 6 L 2 (θ 3 +θ 2 +θ)δ 3 . Next, we apply Lemma 31, which shows that under our assumptions on δ and our definition of R,
We can thus apply Lemma 16 to get
where the second inequality follows from Lemma 38. Plugging the above into (40), we get (40)
where the first line is by (41) and (40), the second line is because R ≥ 1, the third line is again by definition of R and some algebra.
Lemma 16 Let p δ := Φ δ (p * ). For any R ≥ 0, for all x ∈ BR, and for all δ ≤ min
Proof of Lemma 16
By the definition (7), p δ = Φ δ (p * ) = (Fη) # p * . The change of variable formula gives
where in the above, ∇Fη(y) denotes the Jacobian matrix of Fη at y. The invertibility of Fη is proven in Lemma 46. We now rewrite 1 as its Taylor expansion:
Putting everything together, we get
The third equality is by Lemma 30. The second equality is by Lemmas 17, 18, 19 and 20. Note that by our assumption that x ∈ BR and δ ≤ min 1 2 8 d 2 L , 1 2 15 θ 2 (R 6 +1)L , δ satisfies the condition for Lemmas 17, 18, 19 and 20. Also by these four lemmas, we have |∆| ≤p * (x) · 128δ 3/2 d 3 L 3/2 x 2 2 + 1 + p * (x) · 256δ 3/2 d 2 L 3/2 θ x 6 2 + 1 + p * (x) · 256δ 3/2 dL 3/2 θ 2 + θ x 10 2 + 1 + p * (x) · 2 14 δ 3/2 L 3/2 θ 3 + θ 2 + θ x 11 2 + 1 ≤p * (x) · 2 15 δ 3/2 d 3 L 3/2 θ 3 + θ 2 + θ x 11 2 + 1 .
As a consequence,
for some |∆| ≤ p * (x) · 128δ 3/2 d 3 L 3/2 x 2 2 + 1 .
Proof of Lemma 17 Let us define
By Lemma 25, |∆ ′ | ≤ 128δ 3/2 d 3 L 3/2 x 2 2 + 1 . Hence,
By Lemma 22.2, Corollary 27 and Corollary 26,
The main term of interest are (44) and (45), which evaluate to
where the first equality is by Assumption 2.1, and the last equality is by Lemma 45. We now consider the terms (46), (47) and (48):
where the first inequality is by Cauchy-Schwarz, and the second inequality is by Lemma 28.1 and our upperbound on |∆3| at the start of the proof.
≤p * (x)θ x 2 2 + 1 · 3δL ( x 2 + 1) · 2δ 1/2 dL 1/2 x 2 2 + 1 ≤32δ 3/2 p * (x)dL 3/2 θ x 5 2 + 1 ,
where the first inequality is by Cauchy-Schwarz, and the second inequality is by Lemma 28.1 and our upperbound on |∆2| at the start of the proof.
where the first inequality is by Cauchy-Schwarz, and the second inequality is by Lemma 28.1 and our upperbound on ∆1 2 and |∆2| at the start of the proof. Defining ∆ := (46) + (47) + (48), we have |∆| ≤16δ 3/2 p * (x)d 2 L 3/2 θ x 5 2 + 1 + 32δ 3/2 p * (x)dL 3/2 θ x 5 2 + 1 + 128δ 3/2 p * (x)θL 3/2 x 6 2 + 1 ≤p * (x) · 256δ 3/2 d 2 L 3/2 θ x 6 2 + 1 .
By Lemma 22.3 and Corollary 27,
|∆1| ≤16δL x 2 2 + 1 |∆2| ≤2δ 1/2 dL 1/2 x 2 2 + 1
Then
We are mainly interested in (49), which evaluates to
where the last equality is by definition of Tη(x) and σx. We now bound the magnitude of (50) and (51).
where the first inequality is by Cauchy-Schwarz, and the second inequality is by Lemma 28.2 and our upper bound on |∆2| at the start of the proof.
where the first inequality is by Cauchy-Schwarz, and the second inequality is by Lemma 28.2 and our upper bound on |∆1| at the start of the proof. Defining ∆ := (50) + (51), we have |∆| ≤32δ 3/2 p * (x)dL 3/2 (θ + θ 2 ) x 8 2 + 1 + 256δ 3/2 p * (x)dL 3/2 θ 2 + θ x 10 2 + 1 ≤512δ 3/2 p * (x)dL 3/2 (θ 2 + θ) x 10 2 + 1 .
Lemma 20 For δ ≤ min
Proof of Lemma 20 Using Lemma 22.1, by our choice of δ,
and
≤p * (x) exp 8θ x 2 2 + 1 2δ 1/2 L 1/2 ( x 2 + 1) · 2 13 δ 3/2 L 3/2 θ 3 + θ 2 + θ x 11 2 + 1 ≤p * (x) exp 32δ 1/2 θ x 3 2 + 1 L 1/2 · 2 13 δ 3/2 L 3/2 θ 3 + θ 2 + θ x 11 2 + 1
where the first inequality is by Jensen's inequality, the triangle inequality and Cauchy-Schwarz, the second inequality is by Lemma 28.3 and (52), the third inequality is by Lemma 29, tnd he fourth inequality is by Lemma 22.1, Assumption 1.2, Assumption 4.2, and our assumption that δ ≤ 1 d 2 L , so that Fη(x) 2 ≤ 2 x 2 + 2. The fifth inequality is by moving terms around, and the sixth inequality is by our assumption that δ ≤ 1 2 15 θ 2 ( x 6 2 +1)L . Lemma 21 For any δ, for any x, y, and for η a.s.,
Proof of Lemma 21
1. We use Assumption 4.3 and a Taylor exapansion:
2. We use Assumption 4.4 and a Taylor expansion:
3. Using Taylor's theorem and the definitions of Tη, Gη and Mη from Assumption 4:
where the first inequality is by the triangle inequality, the second inequality is by definition of the · 2 norm in (8) Therefore,
where the first inequality is by our expansion above and Jensen's inequality, the second inequality is by definition of · 2 in (8), and the third inequality is by Assumption 4.5.
Lemma 22 For any δ ≤ 1 32L , for any x, y such that x = Fη(y) and for η a.s.
Proof of Lemma 22
where the first inequality is by the triangle inequality, the second inequality is by Assumptions 1.2 and 4.3. Moving terms around,
where the second inequality is by Assumptions 1.1, 1.2 and 4 .2, and the third inequality is by our assumption that δ ≤ 1/(32L).
We first bound the expression Tη
where the first inequality is by triangle inequality, and the second inequality is by Assumptions 1 and 4 and Lemma 21. Moving terms around, we get
where the second inequality is by Lemma 21.3, Lemma 22.1, and Young's Inequality, and the third inequality is by our assumption that δ ≤ 1/(32L). Finally, by definition of Fη(x),
where the first inequality is by triangle inequality, the second inequality is by Assumptions 1.2 and (53) , and the third inequality is by Lemma 22.1.
3.
where the first inequality is by the triangle inequality, and the second inequality is by Lemma 22.2 and Assumptions 1 and 4. The last inequality is by our assumption that δ ≤ 1/(32L).
Lemma 23 For any δ ≤ 1 32L , for any x, y such that x = Fη(y) and for η a.s.
3. tr (Gη(y)) 2 − tr (Gη(x)) 2 ≤ 4δ 1/2 d 2 L 3/2 ( x 2 + 1) , 4. tr Gη(y) 2 − Gη(x) 2 ≤ 4δ 1/2 dL 3/2 ( x 2 + 1) .
Proof of Lemma 23
1. By our definition of x and y,
where the first equality is by definition of x and y, the first inequality is by the triangle ienquality, and the second inequality is by Assumptions 4.4, 4.3, and 1.2 and Lemma 21.1. Moving terms around, we get
where the second inequality is by Lemma 21.4, and the third inequality is by Lemma 22.1 and our assumption that δ ≤ 1/(32L). Finally, using the inequality trA ≤ d A 2 from Lemma 41, we get
where the first inequality is by Lemma 41, the second inequality is by Assumption 1.4, the third inequality is by Lemma 22.1. 3.
tr (Gη(y)) 2 − tr (Gη(x)) 2 = |tr (Gη(y) − Gη(x)) tr (Gη(y) + Gη(x))|
where the first inequality is by Lemma 41, the second inequality is by Assumptions 4.3 and 4.4, the last inequality is by Lemma 22.1. 4.
where the second inequality is because tr (AB) = tr (BA), the first inequality is by Lemma 41, the second inequality is by Cauchy Schwarz, the third inequality is by Assumption 4.4, the fourth inequality is by Lemma 22.1.
Lemma 24 For any δ ≤ 1 2 8 d 2 L , for any x, and for η a.s.,
Proof of Lemma 24
First, let's consider an arbitrary symmetric matrix A ∈ R 2d , let c be a constant such that A 2 ≤ c and let ǫ be a constant satisfying ǫ ≤ 1/(2cd). By Lemma 42, we have
On the other hand, using Taylor expansion of 1/(1 + x) about x = 0, we can verify that for any a ∈ [−1/2, 1/2]
(1 + a) −1 − 1 − a + a 2 ≤ |2a| 3 .
By our assumption on ǫ, we have ǫtr (A) + ǫ 2 2 tr (A) 2 − tr A 2 + ∆ ∈ [−1/2, 1/2], therefore (det (I + ǫA)) −1
where the first inequality is by (54), the first inequality is by moving terms around, the second inequality is by our assumption that A 2 ≤ c and the fact that |∆| ≤ ǫ 3 c 3 d 3 and by Lemma 41, and the last two lines are by collecting terms. Conversely, one can show that
Now, we consider the case that A := − √ δ∇ 2 U (x) + √ 2Gη(x), ǫ := √ δ and c := 2L 1/2 . Recall our assumption that δ ≤ 1 2 8 d 2 L . Combined with Assumption 1.2 and 4.3, we get
Using (55),
+ δtr (Gη(x)) 2 + δtr (Gη(x)) 2 + δ 3/2 dL 3/2 + 2δ 3/2 d 2 L 3/2 + δ 3/2 L 3/2 + 2δ 3/2 dL 3/2 + 80δ 3/2 d 3 L 3/2 ≤1 + δtr ∇ 2 U (x) − √ 2δtr (Gη(x)) + δtr (Gη(x)) 2 + δtr (Gη(x)) 2 + 90δ 3/2 d 3 L 3/2 , where the first inequality is by (55), the second equality is by definition of A and ǫ, the third equality is by moving terms around, the second inequality is by Assumption 1.2 and 4.3, the third inequality is again by moving terms around.
Conversely, one can show that
Lemma 25 For any δ ≤ 1 2 8 d 2 L , for any x, and for η a.s.,
for some |∆| ≤ 128δ 3/2 d 3 L 3/2 x 2 2 + 1 . Proof of Lemma 25 Consider the Jacobian matrix inside the determinant. By definition of Fη, we know that
Mη(x), Tη(x)
x + δtr ∇ 2 U (x) + δtr (Gη(x)) 2 + δtr (Gη(x)) 2 + 8δ 3/2 dL 3/2 x 2 2 + 1 + 2δ 3/2 dL 3/2 ( x 2 + 1) + 4δ 3/2 d 2 L 3/2 ( x 2 + 1) + 4δ 3/2 dL 3/2 ( x 2 + 1)
where the first inequality is by Lemma 24, the second inequality is by triangle inequality, the third inequality is by Lemma 23, the fourth inequality is by collecting terms. Conversely, one can show that
Corollary 26 For any δ ≤ 1 2 8 d 2 L , for any x, and for η a.s.,
≤8δd 2 L x 2 2 + 1 .
Proof of Corollary 26
Let
By Lemma 25,
where the first line is by our definition of ∆, the second line is by our bound on |∆| above and by Assumptions 1 and 4, the third inequality is by moving terms around.
Corollary 27 For any δ ≤ 1 2 8 d 2 L , for any x, and for η a.s.,
Proof of Corollary 27
From Lemma 25, we get
where the first inequality is by triangle inequality, and the second inequality is by Corollary 26.
Lemma 28 Under Assumption 6, for all x,
Proof of Lemma 28 To prove the first claim:
To prove the second claim:
where the second and third inequalities are by Assumption 6.
To prove the third claim:
where ⊗ denotes the tensor outer product.
Lemma 29 Under Assumption 6, for all x, y,
Proof Under Assumption 6,
Therefore,
Lemma 30 The stationary distribution p * of (5) satisfies the equality (for all x)
Proof of Lemma 30 For a distribution pt, the Fokker Planck equation under (5) is
Observe that by definition of p * being the stationary distribution of (5), d dt pt(x) pt=p * = 0. Thus, we have
Lemma 31 For any δ satisfying
and for
Proof of Lemma 31
Our first assumption in (60) immediately implies that δ ≤ 2 8 d 2 L −1 , so we only need to verify that δ ≤ 1 2 15 Lθ 2 (R 6 + 1)
Since R is a max of three terms, we will consider 2 cases:
Case 1: R = 2 7 max c 2 σ m log c 2 σ m , 1 In this case, (61) follows immediately from our second and third assumption in (60).
Case 2: R = 2 7 c 2 σ m log 1 2 124 d 6 L 2 (θ 3 +θ 2 +θ) 2 δ 3
Recall that we would like to prove that δ ≤ 2 15 Lθ 2 R 6 + 1 −1
Since R 6 + 1 ≤ max 2R 6 , 2 , it suffices to prove that 1 δ ≥2 16 Lθ 2 and 1 δ ≥2 16 Lθ 2 R 6 .
The first inequality follows immediately from our second assumption in (60). The second inequality expands to be
Moving terms around, we see that it is sufficient to prove
Proof of Lemma 33 Let γ * be an optimal coupling between p and q, i.e.
Where # denotes the push-forward operator. (See (6) for the definition of Fη.) It is thus true by definition that γ ′ is a valid coupling between Φ δ (p) and Φ δ (q). Thus
Where the second inequality follows from our assumption that Ui(x) is m strongly convex and has L lipschitz gradients, and our assumption that δ ≤ 1 2L , and the third inequality is by the fact that mδ/2 ≤ m/(2L) ≤ 1/2.
C Subgaussian Bounds
Lemma 34 Let p * be the invariant distribution to (5). Under the assumptions of Section 4.2, p * satisfies
Proof Let p0 be an initial distribution for which the above expectation is finite. Let xt be as defined in (5) By Markov's inequality:
As a Corollary to Lemma 35, we can bound E x 2 2 ½ x 2 2 ≥ t for all t: Corollary 36 Let p * be the invariant distribution to (5). Under the assumptions of Section 4.2, for any S ≥ 
Proof of Corollary 36 Let y be a real valued random variable that is always positive. We use the equality
where the first inequality above uses Lemma 35, the second inequality uses our assumption on S, and the third inequality is by our assumption on S combined with Lemma 38.
Corollary 37 Let p δ := Φ δ (p * ), then for all t ≥ 1 and δ ≤ 1
Proof of Corollary 37 By Lemma 22 and our assumption that δ ≤ 1/ (16L) and Triangle inequality, we get
This proves the first claim. Using the first claim, and an identical proof as Corollary 36, we can prove the second claim.
Lemma 38 For a radius R, let
I.e. p and q conditioned on x 2 ≤ R. (The proof for when b ≤ a is almost identical and is omitted) We will also define
One can verify that
Suppose that we have a coupling γR between pR and qR (i.e. γR is a density over R 2d ). Then one can verify that (1 − b)γR + bγ c R is a valid coupling for p and q. Thus
Since the above holds for all valid γR, it holds for the optimal γ * R , thus
Since pR and qR are constrained to the ball of radius R, we can upper bound W2 by T V :
We can upper bound χ 2 (pR, qR) as
where in the above, BR is defined as the ball of radius R centered at 0. The two inequalities use Taylor expansion and our assumption that c ≤ 1 64 . We also use Young's inequality for the second inequality. Thus, we get
Using the defintion of q c R :
b · E q c R where p δ := Φ δ (p * ).
Proof of Corollary 40 By Lemma 35, Corollary 36, and Corollary 37, and by our assumption that R 2 ≥ 1 and δ ≤ 1 16L , we know show that 1. p * ( x 2 ≥ t) ≤ 8d exp − mt 2 8c 2 σ 2. p δ ( x 2 ≥ t) ≤ 8d exp − mt 2 32c 2 σ 3. Ep * x 2 2 ½ { x 2 ≥ R} ≤ 12d exp − mR 2 16c 2 σ 4. Ep δ x 2 2 ½ { x 2 ≥ R} ≤ 12d exp − mR 2 64c 2 σ Let p := p * and q := p δ , by the above results, we have max {p( x 2 ≥ R), q( x 2 ≥ R)} ≤ 8d exp − mR 2 32c 2 σ (note that cσ is defined in Assumption 2.2 and is unrelated to the c we defined in this proof). Therefore, we apply Lemma 39 to get
where the third inequality is by Lemma 43 and our assumption that 
where the first inequality is by Cauchy Schawrz, and the second inequality uses the fact that U (1 + ǫλi)
where the last inequality is by the assumption that ǫ ≤ 1 2cd
It can be verified that (6) is invertible for all y and for η a.s. Proof of Lemma 46 To prove the invertibility of Fη(x), we only need to show that the Jacobian of Fη(x) is invertible. The Jacobian of Fη(x) is
Where we used Assumption1 and Assumption 4. The existence of F −1 η thus follows immediately from Inverse Function Theorem.
Note also that the contraction term in (70), e −δ k is tighter than is proven in Theorem 4, but this tighter contraction can easily be verified using synchronous coupling, i.e. for any two random variables x k and y k ,
. Let q k be the distribution of S k and let p * = N (0, I). Then W2 (q k , p * ) =
Proof of Corollary 48 Let δ k , x k be as defined in Lemma 47, with initial x0 = 0. It can be verified that
where the second last inequality is by the independence of η k and E [η k ] = 0, and the last ienquality is by (69) and the fact that E ηη T = I. Applying the above inequality recursively, we get
where the second inequality is by (69), and the fact that x0 = S0 = 0. Thus W2 (x k , S k ) =Õ d 3/2 √ k
Together with the result from Lemma 47, we conclude our proof.
