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abstrat
We onsider the disretization
q(t+ ε) + q(t− ε)− 2q(t) = ε2 sin (q(t)),
ε > 0 a small parameter, of the pendulum equation q′′ = sin(q); in system
form, we have the disretization
q(t+ ε)− q(t) = εp(t+ ε), p(t+ ε)− p(t) = ε sin (q(t)).
of the system
q′ = p, p′ = sin(q).
The latter system of ordinary dierential equations has two saddle points
at A = (0, 0), B = (2pi, 0) and near both, there exist stable and unstable man-
ifolds. It also admits a heterolini orbit onneting the stationary points B
and A parametrised by q0(t) = 4 arctan
(
e−t
)
and whih ontains the stable
manifold of this system at A as well as its unstable manifold at B. We prove
that the stable manifold of the point A and the unstable manifold of the point
B do not oinide for the disretization. More preisely, we show that the
vertial distane between these two manifolds is exponentially small but not
zero and in partiular we give an asymptoti estimate of this distane. For
this purpose we use a method adapted from the artile of Shäfke-Volkmer
[10℄ using formal series and aurate estimates of the oeients. Our result
is similar to that of Lazutkin et. al. [9℄; our method of proof, however, is quite
dierent.
Keywords: Dierene equation; Manifolds; Linear operator; Formal solu-
tion; Gevrey asymptoti; Quasi-solution
1 Introdution
We onsider the following dierene equation
q(t+ ε) + q(t− ε)− 2q(t) = ε2 sin (q(t)). (1.1)
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This seond order equation is a disretization of the pendulum equation q′′ =
sin(q). It is equivalent to the following system of rst order dierene equations{
q(t+ ε) = q(t) + εp(t+ ε),
p(t+ ε) = p(t) + ε sin
(
q(t)
)
.
(1.2)
whih an be onsidered as a disretization of the system{
q′ = p,
p′ = sin(q).
(1.3)
The latter system has two saddle points at A = (0, 0), B = (2pi, 0) and there exist
stable and unstable manifolds. For the disretized equation (1.2) and suiently
small ε > 0, these manifolds still exist.
The system (1.3) has
(
q0(t), q
′
0(t)
)
, where q0(t) = 4 arctan
(
e−t
)
, as a hetero-
lini orbit onneting the stationary points B and A; it is a parametrisation of
the urve p = −2 sin(q/2) and ontains the stable manifold of (1.3) at the point
A as well as its unstable manifold at B. This urve, together with p = 2 sin(q/2),
separates regions with periodi orbits from regions with non-periodi orbits and
is therefore often alled a separatrix. Our purpose is study the behavior of this
separatrix under disretization of the equation  it turns out that there is no longer
a heterolini orbit for system (1.2) and its the stable manifold at A and the un-
stable manifold at B no longer oinide. More preisely, we want to estimate the
distane between the stable manifold W−s,ε of (1.2) at A and the unstable manifold
W+u,ε of (1.2) at B as a funtion of the parameter ε.
Lazutkin et. al. [9℄, Gelfreih [4℄, (see also Lazutkin [7℄[8℄) had given an asymp-
toti estimate of the splitting angle between the manifolds. Starting from a hetero-
lini solution of the dierential equation, they study the behavior of analyti so-
lutions of the dierene equation in the neighbourhood of its singularities t = ±pi2 i.
We show that the distane between these two manifolds is exponentially small
but not zero and we give an asymptoti estimate of this distane. This result
is similar to that of Lazutkin et. al. [9℄; our method of proof, however, is quite
dierent.
We use a method adapted from the artile of Shäfke-Volkmer [10℄ using a for-
mal power series solution and aurate estimates of the oeients. This method
was adapted for the logisti equation in Sellama[11℄. It turns out that the adap-
tation of this method for the pendulum equation is more diult than in the ase
of the logisti equation.
We will show
Theorem 1.1. Given any positive t0, it is known that for suiently smal ε0 > 0
and all t ∈]−∞, t0] there is exatly one one point w+u,ε(t) = (q0(t), p˜+u,ε(t)) on the
stable unstable manifold having rst oordinate q0(t). There exist onstants α 6= 0,
suh that for any positive t0
distv
(
w+s,ε(t),W
−
s,ε
)
=
4piα
ε2
cosh(t) sin
(2pit
ε
)
e−
pi2
ε +O
(
1
ε
e−
pi2
ε
)
, as εց 0,
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uniformly for −t0 < t < t0, where distv
(
P,W−u,ε
)
denotes the vertial distane of a
point P from the unstable manifolds W−u,ε.
This result orresponds to the result of Lazutkin et. al. [9℄ as the angle between
the manifolds at an intersetion point is asymptotially equivalent to
1
q′
0
(t)
d
dt distv
(
w+s,ε(t),W
−
u,ε
)
, but we do not want to give any detail here.
Our proof uses the following steps. First, we onstrut a formal solution for
the dierene equation (1.1) in the form of a power series in d = 2arsinh(ε/2),
whose oeients are polynomials in u = tanh(dt/ε). This is done in setion 2;
the introdution of d is neessary beause polynomials are desired as oeients.
Then, we give asymptoti approximations of these oeients using appropriate
norms on spaes of polynomials. To that purpose we introdue operators on poly-
nomials series. In setion 6 we use the trunated Laplae transform to onstrut
a funtion whih satises (1.1) exept for an exponentially small error. The next
and last step is to give an asymptoti estimate for the distane of some point of the
stable manifold from the unstable manifold. A alulation shows that α = 89.0334
and therefore 4piα = 1118.8267 (See Remark 5.4); the orresponding onstants of
Lazutkin have already been alulated with high preision (See Lazutkin et. al.
[9℄). A proof that α 6= 0 as in [10℄ or [11℄ would be possible. Y.B. Suris [12℄ had
shown that α 6= 0.
2 Formal solutions
The purpose of this setion is to nd a onvenient formal solution for equation
(1.1). First, we need some preparations. We put
u : = tanh
(
d
ε
t
)
,
q0d(t) : = 4 arctan
(
exp
(
− d
ε
t
))
,
qd(t) =
√
1− u2Ad(u) + q0d(t), Ad(u) =
∞∑
n=1
An(u)d
n
for a formal solution of (1.1), where d = ε +
∑∞
n=3 dnε
n
is a formal powers series
in ε to be determined.
Remark. The linearization of equation (1.1) at the point A gives the following
equation
Z(t+ ε) + Z(t− ε)− 2Z(t) = ε2Z(t).
The parameter d is suh that Z(t) = e−dt is a solution of this equation, therefore
ε and d are oupled by the relation d = 2arsinh(ε/2).
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By Taylor expansion, we obtain
q0d(t+ ε) + q0d(t− ε)− 2q0d(t) = 2
+∞∑
n=1
1
(2n) !
q
(2n)
0d (t) ε
2n, (2.1)
where
2
(2n)!
q
(2n)
0d (t)ε
2n/d2n is an odd polynomial I2n−1(u) multiplied by
√
1− u2;
we nd I2n−1(1) = 4/(2n)!.
Using cos(q0d) = 2u
2 − 1, sin(q0d) = 2u
√
1− u2, we an express our equation
(1.1) in the form
Ad(T
+)
√
1− (T+)2
1− u2 +Ad(T
−)
√
1− (T−)2
1− u2 − 2Ad(u) = f
(
ε, u,Ad(u)
)
(2.2)
or equivalently
Ad(T
+)
cosh(d) + u sinh(d)
+
Ad(T
−)
cosh(d)− u sinh(d) − 2Ad(u) = f
(
ε, u,Ad(u)
)
(2.3)
where
f
(
ε, u,Ad(u)
)
= ε2
(
2u cos
(
Ad(u)
√
1− u2
)
+
2u2 − 1√
1− u2 sin
(
Ad(u)
√
1− u2
))
−
+∞∑
n=1
I2n−1(u) d
2n,
T+ = T+(d, u) =
u+ tanh(d)
1 + u tanh(d)
= tanh
(d
ε
(t+ ε)
)
,
T− = T−(d, u) =
u− tanh(d)
1− u tanh(d) = tanh
(d
ε
(t− ε)
)
.
As u → 1, the expressions T+ and T− redue to 1, the denominators in (2.3)
simplify to e±d and hene equation (2.3) redues to
(e−d + ed − 2)Ad(1) = ε2(2 +Ad(1)) − 4(cosh(d)− 1).
This is equivalent to (2 cosh(d) − 2 − ε2)(2 + Ad(1)) = 0 and hene we have
neessarily ε = 2 sinh(d/2) if we want a formal solution suh that the oeients
have limits as u→ 1.
Theorem 2.1. (On the formal solution) If ε = 2 sinh(d/2), then equation
(2.2) has a unique formal solution of the form
Ad(u) =
+∞∑
n=1
A2n−1(u)d
2n, (2.4)
where A2n−1(u) are odd polynomials of degree ≤ 2n − 1.
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Remark: A similar formal solution was found using another method in [12℄.
Proof. We will use the Indution Priniple to show that there exist unique odd
polynomials A1, A3, A5...A2n−1 suh that
Zn(d, u) =
n∑
k=1
A2k−1(u)d
2k
(2.5)
satisfy
Rn(d, u) = O(d
2n+4) (2.6)
where
Rn(d, u) = Zn,d
(
T+
)√1− (T+)2
1− u2 + Zn,d
(
T−
)√1− (T−)2
1− u2
− 2Zn,d(u)− f
(
ε, u, Zn,d(u)
)
(2.7)
For n = 1, a short alulation shows that we must have A1(u) = −14u and hene
Z1,d(u) = −14ud2. We obtain
R1(d, u) = (
−91
48
u5 +
137
48
u3 − 23
24
)d6 +O(d8).
Suppose now that there exists A1, A3, A5...A2n−1 suh that
Zn(d, u) =
n∑
k=1
A2k−1(u)d
2k
(2.8)
satises (2.6), (2.7). We show that there is a unique polynomial A2n+1(u) suh
that
Zn+1(d, u) = Zn(d, u) +A2n+1(u)d
2n+2
(2.9)
satises (2.6). We put
Rn(d, u) = R2n+3(u)d
2n+4 +O
(
d2n+6
)
(2.10)
where R2n+3(u) is odd and deg(R2n+3(u)) ≤ 2n+ 3.
We substitute Zn+1(d, u) in equation (2.7). Using Taylor expansion, (2.9),
(2.10) and ε = 2 sinh(d/2), we obtain
Zn+1,d
(
T+
)√1− (T+)2
1− u2 − Zn+1,d
(
T−
)√1− (T−)2
1− u2 − 2Zn+1,d(u)−
f
(
ε, u, Zn+1,d
)
=
[
(u4 − 2u2 + 1)A′′2n+1(u) + (4u3 − 4u)A
′
2n+1(u) +
R2n+3(u)
]
d2n+4 +O
(
d2n+6
)
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We notie that (2.10) is satised if only if
[
(1− u2)2A′2n+1(u)
]′
+R2n+3(u) = 0 (2.11)
This dierential equation has a unique solution vanishing at u = 0 without
singularity at u = 1, namely
A2n+1(u) = −
∫ u
0
∫ t
1 R2n+3(s)ds
(1− t2)2 dt. (2.12)
We now show that this solution is an odd polynomial of u. It is lear that∫ t
1 R2n+3(s)ds vanishes for t = 1 and as R2n+3(s) is odd, it also vanishes for
t = −1. It sues to show that R2n+3(s) also vanishes at t = ±1. Indeed, taking
the limit of (2.7) as u→ 1 as we did for (2.3) and using
lim
u→1
f
(
ε, u, Z(d, u)
)
= ε2Z(d, 1)
we obtain
R2n+3(1)d
2n+4 =
(
ed + e−d − 2− ε2
)
Z(d, 1) +O(d2n+6).
By our hoie of ε = 2 sinh(d/2), we obtain R2n+3(1)d
2n+4 = O(d2n+6). Conse-
quently R2n+3(1) = 0. AsR2n+3(u) is odd, we also have R2n+3(−1) = −R2n+3(1) =
0. This proves that A2n+1(u) is an odd polynomial of degree
(
A2n+1(u)
) ≤ 2n+ 1
and A2n+1(0) = 0.
The rst polynomials A2n−1(u) with n > 0 an be alulated using Maple.
n 1 2 3
A2n−1(u) −14u
(
91
864u
3 − 47576u
) (
− 3192880u5 + 1851152u3 − 370369120u
)
Now, we ntrodue the operators C2, C,S2,S dened by
C(Z)(d, u) = 12
(
Z(d, T+
1
2 ) + Z(d, T−
1
2 )
)
S(Z)(d, u) = 12
(
Z(d, T+
1
2 )− Z(d, T− 12 ))
C1(Z)(d, u) = 12
(
Z(d, T+) + Z(d, T−)
)
S1(Z)(d, u) = 12
(
Z(d, T+)− Z(d, T−))
(2.13)
where T+
1
2 = T+(d2 , u), T
− 1
2 = T−(d2 , u) and Z(d, u) is a formal power series in d
whose oeients are polynomials. We an show that
C1 = 2S2 + Id
S1 = 2SC (2.14)
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and
C1(Q ·G) = C1(Q)C1(G) + S1(Q)S1(G)
S1(Q ·G) = C1(Q)S1(G) + S1(Q)C1(G))
C(Q ·G) = C(Q)C(G) + S(Q)S(G)
S(Q ·G) = C(Q)S(G) + S(Q)C(G)
(2.15)
if Q,G are formal power series in d whose oeients are polynomials of u.
3 Norms for polynomials and basis
In this setion we reall some denitions and results of [10℄. Using a ertain
suquene of polynomials. we dene onvenient norms on spaes of polynomials
whih satises some useful proprieties. We denote by
• P the set of all polynomial whose oeents are omplex
• Pn the spaes of all polynomials of degree less than or equal to n
Proposition 3.1. [10℄. We dene the sequene of polynomials τn(u) by
τ0(u) = 1, τ1(u) = u, τn+1(u) =
1
n
Dτn(u) for n ≥ 1,
where the operator D is dened by
D := (1− u2) ∂
∂u
.
Then we have
1. T+(d, u) =
∑∞
n=0 τn+1(u)d
n
,
2. τn(u) has exatly degree n and hene τ0(u), ..., τn(u) form a basis of Pn,
3. τn(tanh(z)) =
1
(n−1) !
(
d
dz
)n−1(
tanh(z)
)
Denition 3.2. Let p ∈ Pn. As τ0(u), ..., τn(u) form a basis of Pn, we an write
p ∈ Pn as
p =
n∑
k=0
akτk(u).
Then we dene the norms
‖p‖n =
n∑
i=0
|ai|
(pi
2
)n−i
. (3.1)
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Theorem 3.3. [10℄. Let n,m be positive integers and p ∈ Pn, q ∈ Pm. The norms
(3.1) have the following properties:
1. ‖Dp‖n+1 ≤ n‖p‖n.
2. If the onstant term of p in the basis {τ0, τ1.., τn} is zero, we have
‖p‖n ≤ ‖Dp‖n+1.
3. There exists a onstant M2 suh that ‖pq‖n+m ≤M2‖p‖n‖q‖m.
4. There is a onstant M3 suh that that for all n > 1, |p(u)| ≤ M3
(
2
pi
)n ‖p‖n
(−1 ≤ u ≤ 1).
5. There is a onstant M4 suh that for all n > 1 with p(1) = p(−1) = 0∥∥∥ p
τ2
∥∥∥
n−2
≤M4‖p‖n
4 Operators
In this setion we will use some denitions of Shäfke-Volkmer[10℄ and adapt their
results on operators on polynomial series to our ontext. Let
Q :=
{
Q(d, u) =
∞∑
n=0
Qn(u)d
n, where Qn(u) ∈ Pn, for all n ∈ N
}
.
By abuse of notation, let ‖Q‖n = ‖Qn‖n for a polynomial series
Q(d, u) =
∞∑
n=0
Qn(u)d
n.
Denition 4.1. Let f be formal power series of z whose oeients are omplex.
We dene a linear operator f(dD) on Q by
f(dD)Q(d, u) =
∞∑
n=0
( n∑
i=0
fiD
iQn−i(u)
)
dn (4.1)
where f(z) =
∑∞
i=0 fiz
i
and Q ∈ Q.
By the above Denition and (1) of Proposition 3.1 we an show that
Q(d, T+
(
θd, u)
)
=
(
exp(θdD)Q
)
(d, u) for Q ∈ Q and all θ ∈ C
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Thus with (2.14) and (1) of Proposition 3.1 we obtain
C(Q) = cosh(d2D)Q, S(Q) = sinh(d2D)Q
C1(Q) = cosh(dD)Q, S1(Q) = sinh(dD)Q (4.2)
for polynomial series Q in Q.
Remark. Aording to the denition of norms in (3.1), we have
If Q ∈ Q, then dQ ∈ Q and ‖dQ‖n = pi
2
‖Q‖n−1 for all n ≥ 1. (4.3)
Theorem 4.2. [10℄ Let f(z) be formal power series having a radius of onvergene
greater than 2pi and let k be a positve integer. There is a onstant K suh that: If
Q is a polynomial series having the following property
‖Q‖n ≤
{
0 for n < k
M(n− k) !(2pi)−n for n ≥ k
where M is independent of n and Q ∈ Q then the polynomial series f(dD)Q
satises
‖f(dD)Q‖n ≤
{
0 for n < k
MK(n− k) !(2pi)−n for n ≥ k
Now we dene on Q the following operator
J = S
dD
. (4.4)
where the notation
S
dD means simply F (dD) with F (z) =
1
z
sinh(z2 ).
Lemma 4.3. For eah integer k there exist a positive onstant K suh that: If Q
is a polynomial series with odd Qn of degree at most n, ‖Q‖n = 0 for n < k in
ase of positive k and
‖dDQ‖n ≤M(n− k) !(2pi)−n for n ≥ max(0, k),
where M is independent of n, then the polynomial series J−1(Q) satises
‖J −1(Q)‖n ≤MK(2pi)−n


(n− k + 1) ! for k ≤ 1
(n− 1) ! log(n) for k = 2
(n− 1) ! for k ≥ 3
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Proof. We an see easily that J−1 = pi C˜−1 + g(dD), where C˜ = cosh(14dD) and
g(z) is analyti for |z| < 4pi, and use the proof of [10℄.
We have S = dD J = J dD, but using this relation for the inversion of S
would give an insuient result. Using of the formula
1 =
2
z
sinh(
z
2
) + F (z)z, where F (z) = z−2(z − 2 sinh(z
2
))
is an entire funtion, we obtain the relation
Q = 2JQ+ F (dD) dDQ (4.5)
for polynomial series Q ∈ Q. This will be essential in the proof of
Theorem 4.4. For eah integer k there exist a positive onstant K suh that: If
Q is a polynomial series with odd Qn of degree at most n, ‖Q‖n = 0 for n < k in
ase of positive k, and
‖S(Q)‖n ≤M(n− k) !(2pi)−n for n ≥ max(0, k),
where M is independent of n, then the polynomial series Q satises
‖Q‖n ≤MK(2pi)−n


(n− k + 1) ! for k ≤ 1
(n− 1) ! log(n) for k = 2
(n− 1) ! for k ≥ 3
Proof. By the preeding theorem, we have the wanted inequalities for dDQ =
J −1SQ in the plae of Q. Here we used again ‖dDZ‖n ≤ (n − 1)‖Z‖n−1 for any
polynomial series Z ∈ Q. Using theorem 4.2 implies the same for F (dD)dDQ with
the entire funtion F of (4.5) As ‖Z‖n ≤ ‖dDZ‖n+1 by theorem 3.3, we nd the
wanted inequalities (and even something better in the ases k ≥ 2) also for JQ
beause dDJ = S. Thus formula (4.5) yields the result 
In order to obtain an asymptoti approximation for the oeients of the formal
solution, we will need to reverse some operators. This is not possible for the
operators S and dD on the set Q, but we an dene a subset Q∗ of Q on whih
these operators have a right inverses.
If we dene
Q∗ :=
{
Q(d, u) =
∞∑
n=1
Pn(u)d
n, where Pn(u) ∈ P∗n, for all n ≥ 1
}
.
where P∗n is the subspae of Pn dened by
P∗n :=
{ n∑
i=0
αiτi ∈ Pn, | α0 = 0
}
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Then, the restritions of the operators dD,S to Q∗, denoted here by the same
symbols
dD : Q∗ → (1− u2)d2Q
S : Q∗ → (1− u2)d2Q
are bijetive. We denote by T the inverse of the restrition of S to Q∗, , and we
have
T S = Id on Q∗
Theorem 4.5. [10℄ We onsider a polynomial series
Qα(d, u) =
∞∑
n=2
αn(n− 1) !
( i
2pi
)n−1
τn(u)d
n
where αn = O(n−k) as n→∞ with some integer k ≥ 2. Let
α :=
4
pi
∞∑
n=1
αn,
then the oeients {T (Qα)}n of T (Qα) satisfy∥∥∥∥∥ {T (Qα)}n − α(n− 1) !
( i
2pi
)n−1
τn
∥∥∥∥∥
n
= O
(
(n− k) !(2pi)−n
)
as n→∞ for n.
Proof. The proof of this theorem is ompletely analogous to that of [10℄.
Theorem 4.6. [10℄ Let k, l, p, q be integer with p ≥ k and q ≥ l. Dene m as the
minimum of k+q and l+p. then there is a onstant K with the following property:
If P and Q are polynomial series suh that ‖P‖n = 0 for n < p, ‖Q‖n = 0 for
n < q and
‖P‖n ≤M1(n− k) ! (2pi)−n for n ≥ p
‖Q‖n ≤M2(n− l) ! (2pi)−n for n ≥ q
then
‖PQ‖n ≤ KM1M2(n−m) ! (2pi)−n for n ≥ p+ q.
Remark 4.7. Observe that the results of this setion an also be applied, if the
onstants M are replaed by any inreasing sequene (Mn)n∈N . In theorems 4.2
and 4.6 the rst n terms of the resulting polynomial series only depend of the rst
n terms of the given series, so the "M" in the result simply has to be replaed by
"Mn". In lemma 4.3 and theorem 4.4, the rst n terms of the result depend of the
rst n+ 1 given terms, so "M" in the result has to be replaed by "Mn+1".
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5 Asymptoti approximation of the oeients of the
formal solution
In this setion we will estimate the oeients of the formal solution obtained
previously (setion 2). The idea is to write equation (2.2) essentially in the form
V (d, u)S(Q1S(Q2A))(d, u) = g
(
d, u,A(d, u)
)
, (5.1)
where V,Q1 and Q2 are known polynomials of d and u and g is a ertain funtion
of d, u and A involving the operators S, C and J multiplied by suiently high
powers of d.
Thanks to this equation, we will estimate the oeients of the formal solution
using the results of the previous setion. We show that the oeients of this
formal solution is Gevrey-1, more preisely ‖A‖n = O
(
n ! (2pi)−n
)
.
5.1 Rewriting of equation (2.2)
Consider the deomposition
A(d, u) = U(d, u) + F (d, u) (5.2)
where U is the initial part of A alulated before
U(d, u) = −1
4
ud2 +
(
91
864
u3 − 47
576
u
)
d4 +
(
− 319
2880
u5 +
185
1152
u3 − 3703
69120
u
)
d6.
We insert this into (2.3), with (2.14) and (2.15), and obtain
2 cosh(d) · C1(F )− 2u sinh(d) · S1(F ) = W0 · F + f1
(
d, u, F (d, u)
)
(5.3)
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where
W0 =
(
cosh2(d)− u2 sinh2(d)
)[
2 + (2u2 − 1)ε2 cos
(
U ·
√
1− u2
)
− 2u ε2 sin
(
U ·
√
1− u2
)
·
√
1− u2
]
f1
(
d, u, F (d, u)
)
= ε2
(
cosh2(d)− u2 sinh2(d)
)[( 2u2 − 1√
1− u2 sin
(
U ·
√
1− u2
)
+ 2u cos
(
U ·
√
1− u2
))
cos
(
F (d, u)
√
1− u2
)
+(
2u2 − 1√
1− u2 cos
(
U ·
√
1− u2
)
− 2u sin
(
U ·
√
1− u2
))
×
(
sin
(
F (d, u)
√
1− u2
)
− F (d, u)
√
1− u2
)]
− ( cosh2(d)− u2 sinh2(d)) +∞∑
n=1
I2n−1(u)d
2n − 2 cosh(d)C1(U)
− 2u sinh(d)S1(U)− 2
(
cosh2(d) − u2 sinh2(d)
)
· U.
Observ that f1 has the form
f1
(
d, u, F (d, u)
)
= y0(d, u) + y1(d, u)
∞∑
n=1
1
(2n)!
(1− u2)nF (d, u)2n+
y2(d, u)
∞∑
n=1
1
(2n+ 1)!
(1− u2)nF (d, u)2n+1,
(5.4)
where yn(d, u), n = 1, 2, 3 are onvergent polynomial series.
Now, we let
F (d, u) = Q(d, u) ·G(d, u),
J(d, u) = Q1(d, u) · S(G), (5.5)
where G is a formal power series whose the rst term ontains d8 and
Q(d, u) = 1 + 14(1− u2)d2 +
(
91
432u
4 − 1348u2 + 13216
)
d4
+
(
− 319960u6 + 10791728u4 − 9372880u2 + 2878640
)
d6,
Q1(d, u) = (u
2 − 1)d2 + 14(1− u4)d4 −
5
48
(1− u2)
(
4
9u
4 + u2 + 1
)
d6
+ (1− u2)
(
− 3672160u6 + 185432u4 −
997
4320
u2
)
d8.
(5.6)
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The hoie of Q1(d, u) and Q(d, u) depends in a preise way of the form of the
equation (5.1) and has been determined using Maple.
Using (5.5), (5.6) and (2.15), we an rewrite equation (5.3) in the form
W0Q+ f1
(
d, u, Fd(u)
)
=
[
2 cosh(d)C1(Q)− 2u sinh(d)S1(Q)
]
C1(G)
+
[
2 cosh(d)S1(Q)− 2u sinh(d)C1(Q)
]
S1(G).
Using (2.14), we obtain
V · S2(G) +W · SC(G) = W1G+ f2
(
d, u, Fd(u)
)
(5.7)
where f2
(
d, u, Fd(u)
)
= 14f1
(
d, u, Fd(u)
)
V (d, u) = cosh(d)C1(Q)− u sinh(d)S1(Q)
W (d, u) = cosh(d)S1(Q)− u sinh(d)C1(Q)
W1(d, u) =
1
4
(
− 2 cosh(d)C1(Q) + 2u sinh(d)S1(Q) +W0Q
) (5.8)
The alulation of the rst terms of the series W1 by Maple shows that the on-
vergent polynomial series W1(d, u) begins with a term ontaining d
10
.
Using (5.5) and (2.15), we nd
S(J) = S
(
Q1S(G)
)
= C(Q1)S2(G) + S(Q1)SC(G). (5.9)
Using
V1(d, u) = 1 + (1− u2)d2 +
(
− 71
432
u4 − 1
12
u2 +
107
432
)
d4
+
(
1351
2160
u6 − 193
144
u4 +
49
60
u2 − 11
108
)
d6,
we obtain
V1 · C(Q1) = Q1V +W2
V1 · S(Q1) = Q1W +W3
whereW2(d, u) andW3(d, u) are onvergent polynomials series beginning with d
10
.
With (5.7) and (5.9), this implies
V1 · S
(
Q1S(G)
)
= W2 · S2(G) +W3SC(G) +Q1W1G+Q1f2
(
d, u,Q1G(d, u)
)
.
(5.10)
This allows us to prove the following theorem
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Theorem 5.1.
G(d, u) =
( α
d2
+ (β +
α
3
)
)uH0(d, u)
τ2(u)
− (βd+ α
d
)
H2(d, u)
+ δdH1(d, u) + S(d, u) (5.11)
where α, β, δ are onstants and the polynomial series H0,H1,H2, S are dened by
H0(d, u) : =
∞∑
n=10
n even
(n− 1) !
( i
2pi
)n
τn(u) d
n
H1(d, u) : =
∞∑
n=9
n odd
(n− 1) !
( i
2pi
)n+1
τn(u) d
n
H2(d, u) : =
∞∑
n=9
n odd
n !
( i
2pi
)n+1
τn(u) d
n
(5.12)
and S(d, u) is a polynomial series satisfying
‖S‖n = O
(
(n− 3)!(2pi)n
)
.
To prove this theorem we need to make some overvaluations on the oeients
of the polynomial series S(Q1S(G)). This will be the subjet of the following
paragraph.
Remark: Observe that the series F,G are odd in u, even in d and beginning
with d8. The series J is even in u, odd in d and beginning with d11 . In the series
F,G,A, J , the degree of the polynomial that is the oeient of dn is at most n−1
; thus the results of setion 4 an still be applied and d−1F, d−1G, d−1A, d−1J ∈ Q
5.2 Upper bounds for the oeients of S(Q1S(G))
In this paragraph, we will use equation (5.10), together with the denitions of V1
and Q1, J and G, Wi, i = 1, 2, 3, to prove
Lemma 5.2.
∥∥1
d
S(Q1S(G))∥∥n = O
(
(n− 8) !(2pi)−n
)
as n→∞.
Proof. We set
en :=
(2pi)n
∥∥S(J)∥∥
n
(n− 8) ! for n ≥ 12 (5.13)
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We must show that en = O(n−1). In the sequel, we will use the following onven-
tion: if an, n = 0, 1, .... is any sequene of positve real numbers, then
a+n := max(a0, a1, ...an) for all n ≥ 0
We have
∥∥S(J)∥∥
n
≤ en(n− 8) !(2pi)−n for n ≥ 12. (5.14)
Using Theorem 4.4 and Remark 4.7, we obtain
∥∥J∥∥
n
≤ K1e+n+1(n− 1) !(2pi)−n, for n ≥ 11. (5.15)
where K1 denotes the onstant assoiated with the operator S in Theorem 4.4, it
is independent of the present ontext. In this proof Ki, i = 1, ..9 will always denote
onstants independent of n and the sequene en.
Using (5.5), we obtain∥∥Q1S(G)∥∥n ≤ K1e+n+1(n− 1) !(2pi)−n for n ≥ 11 (5.16)
We use (5) of Theorem 3.3 and 4.6. Sine
Q1(d, u)
τ2(u)d2
is a onvergent power series
beginning with 1, there is a onstant K2 suh that∥∥S(G)∥∥
n
≤ K2 e+n+3(n + 1) !(2pi)−n, for n ≥ 9. (5.17)
Using again Theorem 4.4 (and remark 4.7) and the fat that F = G/Q where Q
is given in (5.6), we obtain
∥∥G∥∥
n
≤ K3e+n+4(n+ 2) !(2pi)−n for n ≥ 8,∥∥F∥∥
n
≤ K3e+n+4(n + 2) !(2pi)−n for n ≥ 8,
(5.18)
where K3 is a onstant independent of n.
This together with theorem 4.6 implies that there are onstants K4, L suh
that for all k ≥ 2∥∥F k∥∥
n
≤ K4Lk1f (k)n (n− 5) !(2pi)−n for n ≥ 8k (5.19)
where
f
(2)
n =
n−8∑
i=8
e+i+4e
+
n−i+4
(i+ 2) ! (n − i+ 2) !
(n− 5) ! , for n ≥ 16,
f
(k+1)
n =
n−8k∑
i=8
e+i+4f
(k)
n−i
(i+ 2) ! (n − i− 5) !
(n − 5) ! , for n ≥ 8(k + 1),
with f
(k)
n := 0 for n < 8k.
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Using Theorems 4.2 and 4.6 and Wi = O(d
10), i = 1, 2, 3, we obtain∥∥∥W2 · S2(G)∥∥n ≤ K5e+n−6(n− 9) !(2pi)−n for n ≥ 20 (5.20)
∥∥∥W3SC(G)∥∥∥
n
≤ K6e+n−6(n− 9) !(2pi)−n for n ≥ 19, (5.21)
∥∥∥Q1W1G∥∥∥
n
≤ K7e+n−8(n− 10) !(2pi)−n for n ≥ 20, (5.22)
∥∥∥Q1f2(d, u, Fd(u))∥∥∥
n
≤ K8(1 +
∑
k≥2
Lk2
k!
f
(k)+
n−4 )(n− 9) !(2pi)−n for n ≥ 12, (5.23)
Now, let us take the equation (5.10)∥∥∥V1 ·S(J)∥∥∥
n
≤
∥∥∥W2 ·S2(G)∥∥n+
∥∥∥W3SC(G)∥∥∥
n
+
∥∥∥Q1W1G∥∥∥
n
+
∥∥∥Q1f2(d, u, Fd(u))∥∥∥
n
Using (5.20), (5.21), (5.22) and (5.23), we obtain
∥∥V1 · S(J)∥∥n ≤ K9
(
1 + e+n−6 +
∑
k≥2
Lk2
k!
f
(k)+
n−4
)
(n− 9)! (2pi)−n (5.24)
Sine, V1 is a onvergent polynomial series begins with 1 , we also have
∥∥S(J)∥∥
n
≤ K10
(
1 + e+n−6 +
∑
k≥2
Lk2
k!
f
(k)+
n−4
)
(n− 9)! (2pi)−n (5.25)
Using (5.13), we obtain
e+n ≤
K
n
(
1 + e+n−6 +
∑
k≥2
Lk2
k!
f
(k)+
n−4
)
for n ≥ 12 (5.26)
lem5.2
Lemma 5.3. Under the ondition (5.26), we have en = O(n−1) as n→∞.
Proof. Let K1 ≥ 10 !e+12 an arbitrary number. We assume that
en ≤ K1(n+ p− 1) !
(n− 2) !(p + 11) ! for 12 ≤ n ≤ N − 4 (5.27)
with some p ≥ −1, N ≥ 16. This gives for 16 ≤ n ≤ N
(n− 5) !f (2)n ≤ K21
n−8∑
i=8
(i+ p+ 3) !(n + p− i+ 3) !(
(p+ 11) !
)2 .
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The rst and last term of the above sum are the largest, so we an easily estimate
n−8∑
i=8
(i+ p+ 3) !(n + p− i+ 3) ! ≤ (p+ 11) !(n + p− 4) ! .
We obtain
f (2)n ≤ K21
(n+ p− 4) !
(p+ 11) !(n − 5) ! for 16 ≤ n ≤ N.
In a similar way, we an prove by indution that
f (k)n ≤ Kk1
(n+ p− 4) !
(p+ 11) !(n − 5) ! ≤ K
k
1
(n+ p− 1) !
(p + 11) !(n − 2) ! for 8k ≤ n ≤ N.
Using the assumption of the lemma, we obtain
en ≤ K
n
e(1+L2)K1
(n+ p− 1) !
(p+ 11) !(n − 2) ! for 16 ≤ n ≤ N.
Now we hoose N0 ≥ 16 so large that K exp((1+L2)K1)N0 ≤ K1 and then p so large
that (5.27) holds for N = N0. In a rst step, our onsiderations imply by indution
over N that (5.27) holds for all N and hene
en = O
(
(n+ p− 1) !
(n− 2) !
)
as n→∞
for this possibly large value of p.
As K1 is arbitrary in (5.27), we have also shown for any p ≥ −1 that
en = O
(
(n+ p− 1) !
(n− 2) !
)
as n→∞
implies that
en = O
(
(n+ p− 2) !
(n− 2) !
)
as n→∞ .
Consequently the last assertion is proved for p = −1 and we have shown
en = O
(
n−1
)
as n→∞ .
Finally we have proved that∥∥S(J)∥∥
n
= O((n− 9) !(2pi)−n) as n→∞
and hene that ∥∥1
d
S(J)∥∥
n
= O((n − 8) !(2pi)−n) as n→∞
whih ompletes the proof of the lemma. 
18
5.3 Proof of theorem 5.1
Let E :=
1
d
S(J) = S(d−1J). The polynomial seriesE is odd in d and its oeients
are odd in u. We partition it
En(u) = αn(n− 1) !
( i
2pi
)n−1
τn(u) + βn−2(n− 3) !
( i
2pi
)n−3
τn−2(u) +
γn−4(n− 5) !
( i
2pi
)n−5
τn−4(u) + En−6(u) (5.28)
for odd n ≥ 11, where αn , βn and γn are real numbers and also En have at most
degree n for all n. For the whole series E this is equivalent to
S(d−1J) = E = E1 + d2E2 + d4E3 + d6E (5.29)
where
E1 =
+∞∑
n=11
αn(n− 1) !
( i
2pi
)n−1
τn(u)d
n
E2 =
+∞∑
n=9
βn(n− 1) !
( i
2pi
)n−1
τn(u)d
n
E3 =
+∞∑
n=7
γn(n− 1) !
( i
2pi
)n−1
τn(u)d
n
E =
+∞∑
n=5
En(u)d
n
Lemma 5.2 implies that
αn = O(n−7), βn = O(n−5), γn = O(n−3) and ‖En‖n = O
(
(n− 2) !(2pi)−n).
Applying T to (5.29) we obtain
1
d
J = T (E1) + d2T (E2) + d4T (E3) + d6T (E) (5.30)
To the rst three summands we apply Theorem 4.5. Thus we obtain∥∥∥{T (E1)}n − α(n− 1) !( i
2pi
)n
τn(u)
∥∥∥
n
= O((n− 7) !(2pi)−n)∥∥∥{T (E2)}n − β(n− 1) !( i
2pi
)n
τn(u)
∥∥∥
n
= O((n− 5) !(2pi)−n)∥∥∥{T (E3)}n − γ(n− 1) !( i
2pi
)n
τn(u)
∥∥∥
n
= O((n− 3) !(2pi)−n)
where
α =
4
pi
∞∑
n=11
n odd
αn, β =
4
pi
∞∑
n=9
n odd
βn, γ =
4
pi
∞∑
n=7
n odd
γn.
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To the last part of (5.30) we apply Theorem 4.4 and obtain∥∥∥{T (E)}n∥∥∥
n
= O((n− 1) !(2pi)−n log(n)),
thus altogether∥∥∥∥{(1dJ)}n − α(n− 1) !
( i
2pi
)n
τn − β(n − 3) !
( i
2pi
)n−2
τn−2 −
γ(n− 5) !
( i
2pi
)n−4
τn−4
∥∥∥∥
n
= O
(
(n− 7) !(2pi)−n log(n)
)
.
Using (4.3) we obtain∥∥∥∥{J}n − α(n− 2) !( i2pi
)n−1
τn−1 − β(n− 4) !
( i
2pi
)n−3
τn−3
− γ(n− 6) !
( i
2pi
)n−5
τn−5
∥∥∥∥
n
= O
(
(n− 8) !(2pi)−n log(n)
)
.
Remark 5.4. The asymptoti of Jn gives a good approximation of α; its sue
to alulate , using a formal alulation software (for example: Pari), the rst
40 terms of A(d, u) by the reurrene of Setion 2 and to evaluate the highest
oeients of Jn to get the approximation α = 89.0334.
Next we observe that J = Q1S(G), where Q1 is given in (5.6) Using part 5. of
Theorem 3.3, we obtain
EA∥∥∥∥{S(G)}n + αn !
( i
2pi
)n+1 τn+1
τ2
+
(
β − αp2(u)
)
(n− 2) !
( i
2pi
)n−1 τn−1
τ2
+(γ − βp2(u)− αp4(u)
)
(n− 4) !
( i
2pi
)n−3 τn−3
τ2
∥∥∥∥
n
= O
(
(n− 6) !(2pi)−n log(n)
)
(5.31)
where
p2(u) = −1
4
− u
2
4
= −1
2
+
τ2
4
p4(u) =
1
24
− u
2
48
− 7u
4
432
=
1
216
+
55
1296
τ2 +
7
432
τ4.
Remark: Observe that the approximation (5.31) of the oeients {S(G)}n
is polynomial. Indeed; the polynomials τn(u), n ≥ 2 are divisible by τ2(u).
In order to nd an asymptoti estimation for the oeients of the formal
solution, we need to apply the inverse of operator S . To this purpose, we show
the following lemma
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Lemma 5.5. If H0,H1,H2 are the polynomial series dened in (5.12). Then
• 1 If we dene the operator C 1
4
= cosh
(dD
4
)
, then the polynomial series
C 1
4
(H0), C 1
4
(H1) are onverging.
• 2. the polynomial series S(H0),S(H1) are onverging.
• 3. C(H0) = −H0 + µ1(d, u), where µ1(d, u) is a onvergent series.
• 4. S(H2) = 1
2
H0+µ2(d, u), where H2 = d
∂
∂d
H1 and µ2(d, u) is a onvergent
series .
• 5. S
(
H0
τ2(u)
)
= −u sinh(d) H0
τ2(u)
+ µ3(d, u), where µ3(d, u) is a onvergent
series .
• 6. S
(
uH0
τ2(u)
)
= −12(u2 + 1) sinh(d)
H0
τ2(u)
+ µ4(d, u), where µ4(d, u) is a
onvergent series .
• 7. S
(
uH0
sinh(d)τ2(u)
−H2
)
= − H0
τ2(u)
+µ5(d, u), where µ5(d, u) is a onvergent
series .
Proof. (1)- We have
C 1
4
(H0) =
∞∑
m=0
m even
1
4mm!
dmDm
( ∞∑
n=10
n even
(n− 1) !
( i
2pi
)n
τn(u) d
n
)
using the denition of the operator D in Proposition 3.1, we obtain
C 1
4
(H0) =
∑
m,n
1
4mm!
(n+m− 1) !
( i
2pi
)n
τn+m(u) d
n+m
=
∞∑
k=10
k even
γk(k − 1)!
( i
2pi
)k
τkd
k
(5.32)
where
γk :=
k−10∑
m=0
m even
1
4mm!
(2pi
i
)m
.
Hene
γk =
∞∑
m=0
m even
1
4mm!
(2pi
i
)m − ∞∑
m=k−8
m even
1
4mm!
(2pi
i
)m
.
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Using
∞∑
m=0
m even
1
4mm!
(2pi
i
)m
=
∞∑
l=0
(−1)l
(2l)!
(pi
2
)2l
= cos(
pi
2
) = 0,
we nd
γk = −
∞∑
m=k−8
m even
1
m!
( pi
2i
)m
whih implies
|γk| ≤ 1
(k − 8)!
(pi
2
)k−8 ∞∑
m=0
m even
1
m!
(pi
2
)m
≤ cosh(pi/2)
(k − 8)!
(pi
2
)k−8
This with (5.32) imply that C 1
4
(H0) = µ(d, u) is onvergent. For C 1
4
(H1), we an
use the same method.
(2)- As S = 2S 1
4
C 1
4
, where S 1
4
= sinh
(dD
4
)
, we obtain using (1),
S(H0) = 2S 1
4
(
C 1
4
(H0)
)
= 2S 1
4
(µ)
This implies that S(H0) is onvergent. For S(H1), we an use the same method.
(3)- We have C(H0) = (2C21
4
− Id)H0 = −H0 + 2C21
4
(H0). This with (1) imply
C(H0) = −H0 + µ1(d, u)
where µ1(d, u) is a onvergent series.
(4)- We dierentiate the equation S(H1) = C1 with respet to d. As
z
d
dz
(
sinh(z/2)
)
=
z
2
cosh(z/2),
we obtain
S(H2) + 1
2
C(dDH1) = d∂C1
∂d
Using (3) of this lemma, we obtain
S(H2) = 1
2
dDH1 + µ2(d, u) =
1
2
H0 + µ2(d, u),
where µ2(d, u) is a onvergent series.
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(5)- Using (2.15) and (2), (3) of this lemma we obtain
S(H0) = S
(
τ2(u)
H0
τ2(u)
)
= S(τ2(u))C
(
H0
τ2
)
+ C(τ2(u))S
(
H0
τ2
)
= µ3(d, u),
C(H0) = C
(
τ2(u)
H0
τ2(u)
)
= C(τ2(u))C
(
H0
τ2
)
+ S(τ2(u))S
(
H0
τ2
)
= −H0.
This implis
S
(
H0
τ2
)
=
S(τ2(u))
C(τ2(u))2 − S(τ2(u))2H0 + µ4(d, u)
= −u sinh(d) H0
τ2(u)
+ µ4(d, u),
where µ3(d, u), µ4(d, u) are onverging series.
(6)- The proof of (6) is similar to that of (5).
(7)- Using (4) and (6), we obtain
S
(
uH0
sinh(d)τ2(u)
−H2
)
=
(
− 1
2
(u2 + 1)− 1
2
τ2(u)
) H0
τ2(u)
+ µ5(d, u)
= − H0
τ2(u)
+ µ5(d, u),
where µ5(d, u) is a onvergent series. This ompletes the proof of Lemma.
Using the denition of H0 in (5.12) and (5.31), we an rewrite
1
d
S(G) in the
form
1
d
S(G) = −α H0
d2τ2(u)
− (β + 1
2
α)
H0
τ2(u)
+
1
4
αH0 +X, (5.33)
where ∥∥X∥∥
n
= O
(
(n− 3) !(2pi)−n
)
.
Using (2) and (5) of the previous Lemma and applying also the inverse of the
operator S in (5.33), we obtain
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1
d
G =
1
d2
(
α+ (β +
1
2
α)d2
)[ 1
sinh(d)
uH0
τ2(u)
−H2
]
+
1
2
αH2 + δH1 +X1 (5.34)
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where, δ is a onstant and
H2(d, u) = d
∂H1
∂d
(d, u) =
∞∑
n=9
n odd
n !
( i
2pi
)n+1
τn(u) d
n
(5.35)
∥∥X1∥∥n = O((n− 2) !(2pi)−n) (5.36)
δ =
4
pi
∞∑
n=1
δn, (5.37)
with δn = O(n
−2). In the expression of 1dG, the term δH1 omes from the fat that
the series X an be written
X(d, u) = D1(d, u) + d
2D2(d, u)
where
D1(d, u) =
∞∑
n=8
δn(n− 1)!
(
i
2pi
)n
τn(u)d
n
∥∥D2∥∥n = O((n− 1) !(2pi)−n)
if we apply theorem 4.5 on the series D1(d, u) and Theorem 4.4 on D1(d, u), the
term δH1 appears in the expression of
1
dG.
Sine
1
sinh(d)
= d−1 − d
6
+O(d3), we obtain
G(d, u) =
( α
d2
+ (β +
α
3
)
)uH0(d, u)
τ2(u)
− (βd+ α
d
)
H2(d, u)
+ δdH1(d, u) + S(d, u) (5.38)
where ‖S‖n = O
(
(n− 3)!(2pi)n
)

Observe that in d−2
uH0
τ2(u)
, d−1H2 the degree of the oeients of d
n
exeeds n.
This is due to the fat that the expressions u τn+2τ2 − τn+1 et., whih are of degree
n− 1, were split.
It is not neessary (but would not be diult) to write down asymptoti ap-
proximations for the oeients of F , beause equations (5.5) and (5.3) an be
used. This ompletes the proof of the theorem 5.1 
6 Funtions and quasi-solutions
So far, we have shown that equation (2.2) has a formal solution and we have found
an asymptoti approximation of the oeients of the formal solution. We will use
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this to onstrut a quasi-solution, i.e. a funtion that satises equation (2.2) exept
for some exponentially small error. To that purpose, we dene the funtions
Hn(u) : = (n− 1) !
( i
2pi
)n
τn(u) (6.1)
and
h0(t, u) : =
∞∑
n=10
n even
Hn(u)
tn−1
(n − 1) ! (6.2)
h1(t, u) : =
i
2pi
∞∑
n=9
n odd
Hn(u)
tn−1
(n − 1) ! (6.3)
h2(t, u) : =
i
2pi
∞∑
n=9
n odd
nHn(u)
tn−1
(n − 1) ! . (6.4)
This means that
h0(t, u) =
i
2pi
∞∑
n=1
n odd
( i
2pi
)n
τn+1(u) t
n −
(
H2 t+H4
t3
3!
+H6
t5
5!
+H8
t7
7!
)
h1(t, u) =
( i
2pi
)2 ∞∑
n=0
n even
( i
2pi
)n
τn+1(u)t
n − i
2pi
(
H1 +H3
t2
2!
+H5
t4
4!
7H7
t6
6!
)
(6.5)
Using part 4. of the proposition (3.1), we obtain
i
2pi
∞∑
n=1
n odd
( i
2pi
)n
τn+1(u) t
n =
i
2pi
∞∑
n=1
n odd
1
n !
( it
2pi
)n dn
dnξ
(
tanh(ξ)
)
This is obviously the dierene of two Taylor expansion and thus we an write
h0(t, u) =
i
4pi
[
tanh
(
ξ +
it
2pi
)− tanh (ξ − it
2pi
)]
−
(
H2 t+H4
t3
3!
+H6
t5
5!
+H8
t7
7!
)
. (6.6)
Similarly,
h1(t, u) = − 1
4pi2
∞∑
n=0
n even
1
n !
( it
2pi
)n dn
dnξ
(
tanh(ξ)
)
− i
2pi
(
H1 +H3
t2
2!
+H5
t4
4!
7H7
t6
6!
)
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or equivalently
h1(t, u) =
−1
8pi2
[
tanh
(
ξ +
it
2pi
)
+ tanh
(
ξ − it
2pi
)]
− i
2pi
(
H1 +H3
t2
2!
+H5
t4
4!
7H7
t6
6!
)
. (6.7)
The funtional equations for the trigonometri and hyperboli funtions imply
that
h0(t, u) = − 1
2pi
(1− u2) sin ( t2pi) cos ( t2pi)
cos
(
t
2pi
)2
+ u2 sin
(
t
2pi
)2
+
τ2
4pi2
t− τ4
16pi4
t3 +
τ6
64pi6
t5 − τ8
256pi8
t7
h1(t, u) = − 1
4pi2
(u− u3) sin ( t2pi)2
cos
(
t
2pi
)2
+ u2 sin
(
t
2pi
)2
+
τ1
4pi2
− τ3
16pi4
t2 +
τ5
64pi6
t4 − τ7
256pi8
t6 (6.8)
For xed real u the funtions hk(., u), k = 0, 1, 2 are analyti in |t| < ρ, where
ρ = pi2. In the subsequent denition, we onsider real values of u, 0 < u ≤ 1, here
hk, k = 0, 1, 2 are also analyti with respet to t on the positive real axis.
We dene the funtions Hk(d, u), k = 0..3, by
H0(d, u) : =
∫ +∞
0
e−
t
dh0(t, u)d t for 0 < u ≤ 1
H1(d, u) : =
∫ +∞
0
e−
t
dh1(t, u)d t for 0 < u ≤ 1
H2(d, u) : =
∫ +∞
0
e−
t
dh2(t, u)d t for 0 < u ≤ 1. (6.9)
We have H2(d, u) = d∂H1
∂d
(d, u). Indeed
d
∂H1
∂d
(d, u) =
∫ +∞
0
(1
d
e−
t
d
)
t · h1(t, u)d t
= −
∫ +∞
0
∂
∂t
(
e−
t
d
)
· t · h1(t, u)d t
=
∫ +∞
0
e−
t
d
(
h1(t, u) + t · ∂
∂t
h1(t, u)
)
d t
=
∫ +∞
0
e−
t
dh2(t, u)d t
The funtions Hk(d, .) are real analyti; they an be ontinued analytially
to the interval −1 < u ≤ 1 in the following way. Choose some positive number
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M and let Γ1 the path onsisting of the segment from 0 to Mi and of the ray
t 7→ t +Mi, t ≥ 0. Let Γ2 the symmetri path that ould also be obtained using
−M instead of M . Realling (6.6), we an also dene
H0(d, u) : = i
4pi
[∫
Γ2
e−
t
d tanh
(
ξ +
it
2pi
)
dt−
∫
Γ1
e−
t
d tanh
(
ξ − it
2pi
)
dt
]
+ µ0(d, u), (6.10)
where
µ0(d, u) :=
1
4pi2
τ2(u)d
2 − 3
8pi4
τ4(u)d
4 +
15
8pi6
τ6(u)d
6 − 315
16pi8
τ8(u)d
8,
for − tanh( 2piM) < u ≤ 1, where ξ = artanh(u), beause the singularities of tanh
are i(pi2 +npi), n integer. AsM is arbitrary, this denes the analyti ontinuation of
H0(d, .) for −1 < u ≤ 1. Similarly, the real analyti ontinuations of Hk, k = 1, 2
are dened.
In the sequel, we use the operator C,S also for funtions.
Lemma 6.1. Consider the funtions Hk(d, u), k = 0..2, dened in (6.9). Then,
for −1 < u ≤ 1
• 1 For k = 0, 1,
Hk(d, T±
1
2 ) = −Hk(d, u) + µ±k (d, u), (6.11)
where T+
1
2 , T−
1
2
are dened in (2.13) and the funtions µ±k (d, u), k = 0, 1,
are analyti, beginning with d10, resp d9
• 2. For k = 0, 1, S(Hk) = µk(d, u) , where the funtions µk(d, u), k = 0, 1,
are analyti, beginning with d11, resp d10 .
• 3. For k = 0, 1, C(Hk) = −Hk(d, u) + λk(d, u) , where the funtions
λk(d, u), k = 0, 1, are analyti, beginning with d
10
, resp d9.
• 4. S(H2) = 1
2
H0(d, u) + µ2(d, u), where µ2(d, u) is a analyti funtion,
beginnings with d10 .
• 5. S
(
uH0
τ2(u)
)
= −12(u2 + 1) sinh(d)
H0
τ2(u)
+ µ4(d, u), where the funtion
µ4(d, u) is analyti, beginnings with d
11
.
Proof. (1)- For k = 0 we replae u by T+
1
2
in (6.6). Using (6.10) and ξ(T+
1
2 ) =
ξ(u) + 12d we obtain for 0 < u ≤ 1
H0(d, T+
1
2 ) =
∫ +∞
0
e−
t
dh0(t, T
+ 1
2 )d t =
i
4pi
I+ + µ(d, T+ 12 ) (6.12)
27
where
I+ =
∫ +∞
0
e−
t
d tanh
(
ξ +
d
2
+
it
2pi
)
d t−
∫ +∞
0
e−
t
d tanh
(
ξ − d
2
+
it
2pi
)
d t
If we substitute t+ pii d in the rst part, t− pii d in the seond part we obtain
I+ = −
∫ +∞−piid
−piid
e−
t
d tanh
(
ξ +
it
2pi
)
d t+
∫ +∞+piid
piid
e−
t
d tanh
(
ξ − it
pi
)
d t .
Now, we apply Cauhy's theorem
I+ = −
∫ +∞
0
e−
t
d
(
tanh
(
ξ +
it
2pi
)− tanh (ξ − it
2pi
))
d t
+
∫ −piid
0
e−
t
d tanh
(
ξ +
it
2pi
)
d t−
∫ piid
0
e−
t
d tanh
(
ξ − it
2pi
)
d t .
Substituting t = −i ds in the seond part, t = i ds in the third part, we obtain
I+ =
∫ +∞
0
e−
t
d
(
tanh
(
ξ +
it
2pi
)− tanh (ξ − it
2pi
))
d t
− 2i d
∫ pi
0
cos(s) tanh
(
ξ + d
s
2pi
)
ds.
With (6.12) this implies for 0 < u ≤ 1
H0(d, T+) = −H0(d, u) + µ+0 (d, u) (6.13)
where
µ+0 (d, u) =
d
2pi
∫ pi
0
cos(s) tanh
(
ξ + d
s
2pi
)
ds+ µ(d, T+
1
2 ).
By real analyti ontinuation, this formula is valid for −1 < u ≤ 1. We use the
same method for H0(d, T− 12 ),H1(d, T± 12 ) and obtain for −1 < u ≤ 1
H0(d, T−
1
2 ) = −H0(d, u) + µ−0 (d, u)
H1(d, T+
1
2 ) = −H1(d, u) + µ+1 (d, u)
H1(d, T−
1
2 ) = −H1(d, u) + µ−1 (d, u) (6.14)
where
µ−0 (d, u) =
d
2pi
∫ pi
0
cos(s) tanh
(
ξ − d s
2pi
)
d s+ µ0(d, T
− 1
2 )
µ+1 (d, u) = −
d
4pi2
∫ pi
0
sin(s) tanh
(
ξ +
d s
2pi
)
d s+ µ1(d, T
+ 1
2 )
µ−1 (d, u) = −
d
4pi2
∫ pi
0
sin(s) tanh
(
ξ − d s
2pi
)
d s+ µ1(d, T
− 1
2 )
µ1(d, u) =
1
4pi2
τ1(u)d − 1
8pi4
τ3(u)d
3 +
3
8pi6
τ5(u)d
5 − 45
16pi8
τ7(u)d
7
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(2)- Using the denition of the operator S in (2.13) and (1) of this Lemma, the
result is immediate.
(3)- The proof of (3) is similar to that of (2).
(4)- For k = 1, we dierentiate (6.11) with respet to d. Beause
∂T±
1
2
∂d
= ±1
2
(
1− (T± 12 )2
)
,
then
H2(d, u) ± d
2
(
1− (T± 12 )2
)∂H1
∂u
(d, T±
1
2 ) = −H2(d, u) + dµ′±1 (d, u)
implies
S(H2) = −d
2
C
(
(1− u2)∂H1
∂u
)
+ d
(
µ′+1 (d, u) − µ′−1 (d, u)
)
=
d
2
(1− u2)∂H1
∂u
+ µ2(d, u)
=
1
2
H0(d, u) + µ2(d, u)
where µ2(d, u) is analyti funtion beginings with d
10
.
(5)- Using (2.15) and (2), (3) of previous lemma , we obtain
S
( u
τ2
H0
)
= S
( u
τ2
)
C(H0)+ C( u
τ2
)
S(H0)
= −1
2
(u2 + 1) sinh(d)
H0
τ2(u)
+ µ4(d, u),
where the funtion µ4(d, u) is analyti, beginnings with d
11
. This ompletes proof
of the Lemma.
In the sequel we onsider u0 ∈]− 1, 0].
Proposition 6.2. We have
1. Uniformly for u0 ≤ u ≤ 1,
H0(d, u) ∼
∞∑
n=2
n even
(n− 1) !
( i
2pi
)n
τn(u)d
n
as dց 0
H1(d, u) ∼
∞∑
n=3
n odd
(n− 1) !
( i
2pi
)n+1
τn(u)d
n
as dց 0
H2(d, u) ∼
∞∑
n=3
n odd
n !
( i
2pi
)n+1
τn(u)d
n
as dց 0 (6.15)
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2. For i = 1..3,
∣∣∂Hi
∂u (d, u)
∣∣ ≤ Kd for u0 < u ≤ 1 (d > 0)
Proof. The proof of this proposition is similar to that of [11℄.
With the aim of applying the results of [10℄, we onsider Sn−2(u) = Rn(u),
where Sn(u) is the remainder term in (5.38). Then Rn(u), n is a sequene of
polynomials of degree at most n and
‖Rn‖n = O
(
(n− 5) !(2pi)−1 log(n)
)
Lemma 6.3. [10℄ If we dene
r(t, u) : =
∞∑
n=10
Rn(u)
tn−1
(n − 1) ! (t ∈ C, |t| ≤ pi
2, u0 ≤ u ≤ 1)
r(t, u) : = r
(
pi2, u
)
+
(
t− pi2)∂r
∂t
(
pi2, u
)
(t > pi2, u0 ≤ u ≤ 1)
R(d, u) : =
∫ ∞
0
e−
t
d r(t, u)dt
then
1. r is ontinuously dierentiable funtion on the set B of all (t, u) suh that
u satises u0 ≤ u ≤ 1 and t is a omplex number and satises |t| ≤ pi2 or
t > pi2. The restrition of r to u0 ≤ u ≤ 1, |t| ≤ pi2 is twie ontinuously
dierentiable. for xed u0 ≤ u ≤ 1 the funtion r(t, u) is analyti in |t| < pi2
2. R(d, u) is ontinuous, partially dierentiable with respet to u, has ontinuous
partial derivative and
R(d, u) ∼
∞∑
n=10
Rn(u)d
n
as dց 0 (6.16)
3.
∣∣R(d, u)∣∣ ≤ Kd3, ∣∣∂R∂u (d, u)∣∣ ≤ Kd3 for u0 ≤ u ≤ 1 (d > 0)
The importane of our denition of R lies in a ertain ompatibility with
insertion of the funtions T+, T− for u. First let
∞∑
n=10
R+n (u)d
n =
∞∑
n=11
Rn(T
+)dn
∞∑
n=10
R−n (u)d
n =
∞∑
n=11
Rn(T
−)dn
We obtain a new sequenes R+n (u), R
−
n (u) of polynomials of degree at most n. This
follows from the relation
p
(
T+(d, u)
)
=
∞∑
k=0
1
k!
Dkp(u)dk . (6.17)
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Theorem 4.2 implies∥∥R+n (u)∥∥n = O
(
(n− 5) !(2pi)−n log(n)
)
∥∥R−n (u)∥∥n = O
(
(n− 5) !(2pi)−n log(n)
)
Therefore we an use the previous lemma for R+n (u), R
−
n (u) and obtain funtions
R+(d, u), R−(d, u).
Theorem 6.4. There is a positive onstant K independent of d, u suh that
∣∣R+(d, u)−R(d, T+)∣∣ ≤ Kd3e−pi2d , for (d > 0, u0 < u ≤ 1),∣∣R−(d, u)−R(d, T−)∣∣ ≤ Kd3e−pi2d for (d > 0, u0 < u ≤ 1).
Proof. The proof is exatly the one of [10℄ .
Denition 6.5. Let D(d, u) be a funtion dened for 0 < d < d0 and u0 < u < 1.
We say that D(d, u) has property G if
D(d, u) =
∫ ∞
0
e−
t
d q(t, u)dt (0 < d < d0, u0 < u < 1)
is the Laplae transform of some funtion q(t, u) that has the following properties
1. q(t, u) is dened if u0 < u < 1 and either t is omplex and |t| < pi2 or t is
real and t ≥ 0,
2. q(t, u) is analyti in |t| < pi2 for u0 < u < 1,
3. q(t, u) restrited to 0 ≤ t < pi2 or t ≥ pi2 is ontinuous and the limt→pi2 q(t, u)
exists for every u0 < u < 1,
4. there is a positve onstant K suh that
|q(d, u)| ≤ KeKt for t ≥ 0, (0 < d < d0, u0 < u < 1)
Lemma 6.6. For u0 < u ≤ 1, we have
1. If Hi(d, u), i = 0, 1, 2 are the funtions of (6.9) then
d2Hk(d, u) = (1− u2)H˜k(d, u) +O
(
(1− u2)e−pi
2
d
)
, k = 0, 1
and
d3H2(d, u) = (1− u2)H˜2(d, u) +O
(
(1− u2)e−pi
2
d
)
,
where H˜i(d, u), i = 1, 2, 3 have property G.
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2. Let k be a psitive integer. If D1,D2 have property G and their rst terms in
the Taylor development at d = 0, begin with dk then
D1(d, u)D2(d, u) = dkD(d, u) +O
(
dke−
pi2
d
)
,
where D(d, u) has property G
3. Any funtion D(d, u) analyti in a neighborhood of d = 0 has property G if
D(0, u) = 0 for all u,
4. If R(d, u) is dened by lemma 6.3 then 1
d2
R(d, u) has property G
5. If D1,D2 have property G then so do D1 +D2, D1 −D2 and D1 · D2
6. If D(d, u) has property G then
∣∣D(d, u)∣∣ ≤ Kd (0 < d < 1
K
) (6.18)
with some onstant K > 0 independent of u.
Proof
1. For i = 0,
(i)-If u > 0, we have
d2H0 = (1− u2)
∫ ∞
0
e−
t
d g2(t, u)dt (6.19)
where
g2(t, u) =
1
(1− u2)
∫ t
0
∫ τ
0
h0(s, u)ds dτ
g2(t, u) has a logarithmi singularity at tk(s) = (2k + 1)pi
2 ± d2pi s
ε
i for
(k ≥ 0, s > 0). it is analyti in |t| < pi2 and limt→pi2 g2(t, u) exists.
If we put
H˜0(d, u) =
∫ ∞
0
e−
t
d g˜2(t, u)d t
where
g˜2(t, u) =
{
g2(t, u), if t ≤ pi2
g2(pi
2, u), if t ≥ pi2
then H˜0(d, u) has property G and
d2H0(d, u) = (1− u2)H˜0(d, u) +O
(
(1− u2)e−pi
2
d
)
.
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(ii)- For −u0 < u < 1, where 0 < u0 < 1 we have
H0(d, u) =
∫ ∞eiϕ
0
e−
t
dh0(t, u)d t + 2pii
∑
k≥0
Res
(
e−
t
dh0(t, u), tk(s)
)
=
∫ ∞eiϕ
0
e−
t
dh0(t, u)d t +O
(
(1− u2)e−pi
2
d
)
where
pi
2
< ϕ <
pi
4
. For 0 < u < u0, this formula oinides with the formula∫ ∞
0
e−
t
dh0(t, u)d t
and extends it by real analyti ontinuation for −u0 < u < 0.
This implis
d2H0(d, u) = (1− u2)
∫ ∞eiϕ
0
e−
t
d g2(t, u)d t +O
(
(1− u2)d2e−pi
2
d
)
we obtain
d2H0(d, u) − (1− u2)H˜0(d, u) = (1− u2)
∫
Γ
e−
t
d g2(t, u)dΓ
+ O
(
(1− u2)e−pi
2
d
)
,
where Γ is the path following the real line from innity to (pi2, 0), then along
the vertial line from (pi2, 0) to
(
pi2, pi2 tan(ϕ)
)
and nally along the line
y = tan(ϕ)x from
(
pi2, pi2 tan(ϕ)
)
to innity.
Sine g2(., u) is bounded on Γ, then∣∣∣d2H0(d, u) − (1− u2)H˜0(d, u)∣∣∣ ≤ K(1− u2)e−pi2d ,
where K is positive onstant. Finally
d2H0(d, u) = (1− u2)H˜0(d, u) +O
(
(1− u2)e−pi
2
d
)
for (0 < u0 < u ≤ 1)
For i = 1 we an use the same method.
For i = 2, we use the same method with
d3H2 = (1− u2)
∫ ∞
0
e−
t
d g2(t, u)d t (6.20)
where
g2(t, u) =
1
(1− u2)
∫ t
0
∫ σ
0
∫ τ
0
h2(s, u)ds dσ dτ.
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2. We assume that D1(d, u),D2(d, u) have property G and their rst terms in
the Taylor development at d = 0 begin with dk. Then
D1 =
∫ ∞
0
e−
t
d f(t, u)d t
D2 =
∫ ∞
0
e−
t
d g(t, u)d t
where f(t, u), g(t, u) are analyti in |t| < pi2 and f(t, u) = O(tk−1), g(t, u) =
O(tk−1).
D1(d, u)D2(d, u) =
∫ ∞
0
e−
t
d (f ∗ g)(t, u)d t (6.21)
Sine
h(t, u) = (f ∗ g)(t, u) =
∫ s
0
f(t, u)g(t− s, u)ds
=
∫ t
0
f(t− s, u)g(s, u)ds
=
∫ t
t/2
f(s, u)g(t− s, u)ds +
∫ t
t/2
f(t− s, u)g(s, u)ds.
For t < pi2, the funtion h(t, u) is k times dierentiable with respet to t and
h′(t, u) = f(t, u)g(0, u) + f(0, u)g(t, u) − f( t
2
, u)g(
t
2
, u)
+
∫ t
t/2
f(s, u)g′(t− s, u)ds+
∫ t
t/2
f ′(t− s, u)g(s, u)ds
=
∫ t
t/2
f(s)g′(t− s)ds+
∫ t
t/2
f ′(t− s, u)g(s, u)ds
− f( t
2
, u)g(
t
2
, u)
h(k)(t, u) =
∫ t
t/2
f(s)g(k−1)(t− s)ds+
∫ t
t/2
f (k−1)(t− s, u)g(s, u)ds
−
k−1∑
n=0
f (n)(
t
2
, u)g(k−1−n)(
t
2
, u)
Observe that h(k)(t, u) is ontninuous on [0, 2pi2[, it is analyti for |t| < pi2.
If we put
h˜(t, u) =
{
h(t, u), if t < pi2
(t− pi2)k. if t ≥ pi2
then ∫ ∞
0
e−
t
d h˜(k)(t, u)d t,
34
has property G and
(D1 · D2)(d, u) =
∫ ∞
0
e−
t
dh(t, u)d t =
∫ ∞
0
e−
t
d h˜(t, u)d t+O
(
dke−
pi2
d
)
= dk
∫ ∞
0
e−
t
d h˜(k)(t, u)d t+O
(
dke−
pi2
d
)
= dkD(d, u) +O
(
dke−
pi2
d
)
where D(d, u) has property G.
For 0 ≤ u ≤ 1, the proof of (3), (4), (5) and (6) is exatly the one of [10℄. This
proof is valid for u0 < u ≤ 1.
Now we have a formal solution of the equation (2.2) and an asymptoti estimate
for its oeients. With the results on the funtions in the beginning of this setion
we have enough information to be able to give a preise funtion whih satises
the equation (2.2) with an exponentially small error as d→ 0.
In Theorem 2.1 we found that (2.2) has a uniquely determined formal power
series solution
A(d, u) = U(d, u) +Q(d, u)G(d, u) (6.22)
where U,Q are dened in (5.2), (5.6) and G is given by (5.38). This suggest that
we put
G(d, u) =
( α
d2
+ (β +
α
3
)
)uH0(d, u)
τ2(u)
− (βd+ α
d
)H2(d, u)
+ δdH1(d, u) + d−2R(d, u)
A(d, u) = U(d, u) +Q(d, u)G(d, u) (6.23)
for d > 0, u0 < u ≤ 1, where Hi(d, u), i = 0..2 are dened in (6.9) and R(d, u) is
the funtion orresponding to Rn, n = 8.10.. aording to lemma 6.3. Using (1)
of proposition 6.2 and (2) of lemma 6.3, we obtain
G(d, u) ∼ G(d, u) as dց 0 for everyu0 < u ≤ 1. (6.24)
Consequently
A(d, u) ∼ A(d, u) as dց 0 for every u0 < u ≤ 1. (6.25)
Theorem 6.7. The funtion G(d, u) satises (5.10) exept for an exponentially
small error. More preisely∣∣∣∣∣V1·S
(
Q1S(G)
)
−W2·S2(G)−W3SC(G)−Q1W1G−Q1f2
(
d, u,G
)∣∣∣∣∣ ≤ Kd3(1−u2)e−pi
2
d ,
uniformly for (u0 < u < 1, 0 < d < d0, ), where K is a onstant independent of d
and u.
35
In the proof of this Theorem the funtions Di(d, u), i = 1.2.. have property G.
Proof. We set
F(d, u) = V1·S
(
Q1S(G)
)
−W2·S2(G)−W3SC(G)−Q1W1G−Q1f2
(
d, u,G
)
. (6.26)
Using (2), (4), (5) of Lemma 6.1, and (6.23), we obtain
S(G) = −
(
α1 sinh(d)
1
τ2
− (α1
2
sinh(d)− β1
2
)
)
H0 + (1− u2)d8D1(d, u) + d−2S(R)
where D1(d, u) has property G and
α1 : =
α
d2
+ (β +
α
3
)
β1 : =
α
d
+ βd
This with lemma 6.1 imply
V1S
(
Q1S(G)
)
= d5D2(d, u)H0 + (1− u2)d11D3(d, u) + d−2V1S(Q1)CS(R)
+ d−2V1C(Q1)S2(R),
where D2(d, u),D3(d, u) have property G. Beause
C(Q1) = (1− u2)d2
(
1 +O(d2)),
S(Q1) = (1− u2)d3
(
u+O(d2)),
V1 = 1 +O(d2)
it is suient to apply Theorem 6.4, (4) of Lemma 6.6 for R and (1) of Lemma
6.6 for H0 we obtain
V1S
(
Q1S(G)
)
= d5D2(d, u)H0 + (1− u2)d2D4(d, u) +O
(
(1− u2)d3e−pi
2
d
)
where D4(d, u) has property G. With (1) of lemma 6.6 this implies
V1S
(
Q1S(G)
)
= (1− u2)d2D5(d, u) +O
(
(1− u2)d3e−pi
2
d
)
(6.27)
Using the same method for the terms W2 · S2(G), W3SC(G) and Q1W1G, we
obtain
W2 · S2(G) = (1− u2)d10D6(d, u) +O
(
(1− u2)d10e−pi
2
d
)
,
W3SC(G) = (1− u2)d9D7(d, u) +O
(
(1− u2)d10e−pi
2
d
)
,
Q1W1G = (1− u2)d8D8(d, u) +O
(
(1− u2)d10e−pi
2
d
)
. (6.28)
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To study the term Q1f2
(
d, u,G
)
, we rst treat G2 and G3 .
G2(d, u) = α21
u2
τ22
H20 + β21H22 + δ2d2H21 + d−4R2 − 2α1β1
u
τ2
H0H2 + 2α1δ u
τ2
H0H1
+ 2d−2α1
u
τ2
H0R− 2β1δdH1H2 − 2d−2β1RH2 + 2d−1δRH1 (6.29)
Using (1), (2) and (4) of the lemme 6.6 we obtain
G(d, u)2 = d2D9(d, u) +O
(
d2e−
pi2
d
)
(6.30)
With (2) of lemma 6.6 this implies
G(d, u)3 = G(d, u)G(d, u)2 = d8D10(d, u) +O
(
d8e−
pi2
d
)
. (6.31)
We an rewrite
f2
(
d, u,G) = y0(d, u) + y1(d, u)G2f1,1(d, u,G2) + y2(d, u)d2G3f1,2(d, u,G2)(6.32)
where f1,1, f1,2 and yi, i = 0, 1, 2 are analyti .
Lemma 6.8. For i = 1, 2,
f1,i(d, u,G2) =
∫ ∞
0
e−
t
d fi(t, u)d t +O
(
d2e−
pi2
d
)
for(d > 0, u0 < u ≤ 1) (6.33)
where fi(., u) is analyti in |t| < pi2 and ontinuous in [0, pi2[ and [pi2,∞[
Proof. Using (6.30), we an rewrite
G2(d, u) =
∫ ∞
0
e−
t
d g(t, u)d t +O
(
d2e−
pi2
d
)
where g(., u) is analyti in |t| < pi2, it is ontinuous in [0, pi2[ and [pi2,∞[, twie
dierentiable in |t| < pi2. We obtain
f1,i(d, u,G2) =
∞∑
n=1
fn,i(d, u)G2n
where
fn,i(d, u) =
∫ ∞
0
e−
t
dϕn,i(t, u)d t
and ϕn,i(t, u) are entire funtions.
Using the proof of theorem 5.1 from [1℄, we nd
f1,i(d, u,G2) =
∫ ∞
0
e−
t
d fi(t, u)d t+O
(
d2e−
pi2
d
)
(6.34)
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where the series
∞∑
n=1
(ϕn,i ∗ g∗n)(t, u)
)
, g∗n = g ∗ ... ∗ g, n times
is uniformly onvergent to a funtion fi(t, u) analyti in |t| < pi2 and ontinuous
in [0, pi2[ and [pi2,∞[, satises also
|fi(t, u)| ≤ K exp(Kt) for t ≥ 0, u0 < u ≤ 1.
Then
f1,i(d, u,G2) = Yi(d, u) +O
(
d2e−
pi2
d
)
for(d > 0, u0 < u ≤ 1),
where Yi(d, u), i = 1, 2 have property G.
This lemma with (6.32) and (2) of lemma 6.6 imply
Q1f2
(
d, u,G
)
= d6(1− u2)D10(d, u) +O
(
d6(1− u2)e−pi
2
d
)
(6.35)
Combining (6.27), (6.28) and (6.35), we nd
F(d, u) = d2(1− u2)D(d, u) +K(d, u)
where D(d, u) has property G and
∣∣K(d, u)∣∣ ≤ Kd3(1− u2)de−pi2d for (0 < d < d0, u0 < u < 1). (6.36)
Hene
F(d, u) = (1− u2)d2
∫ ∞
0
e−
t
d q(t, u)dt+K(d, u)
where q(t, u) is analyti in |t| < pi2, it is ontinuous on [0, pi2[ and ]pi2,∞[, has a
limit as t→ pi2 for every u0 < u < 1 and satises
|q(t, u)| ≤ K eKt, (6.37)
with a onstant K independent of u. If q(t, u) =
∑∞
n=0 qn(u)t
n
is the power series
of q(t, u) near t = 0, Watson's lemma with (6.36) imply
F(d, u) ∼
∞∑
n=0
n!(1− u2)qn(u)dn+3 as dց 0 for every u0 < u < 1 .
On the other hand beause of its denition
F(d, u) ∼ V1 · S
(
Q1S(G)
)
−W2 · S2(G) −W3SC(G)
− Q1W1G −Q1f2
(
d, u,G
)
= 0 + 0d+ · · · ,
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sine the formal series G satises (5.10). This means that all qn ≡ 0. Thus we
obtain for u0 < u < 1 with (6.37)
(1− u2)d2
∫ ∞
0
e−
t
d |q(t, u)|dt ≤ (1− u2)d2
∫ ∞
pi2
e−
t
dKeKtdt
≤ K(1− u2)d3e−pi
2
d (0 < d < d0)
and thus ∣∣F(d, u)∣∣ ≤ K(1− u2)d3e−pi2d (0 < d < d0) .
We have proved that∣∣∣∣∣V1 · S
(
Q1S(G)
)
− W2 · S2(G)−W3SC(G) −Q1W1G −Q1f2
(
d, u,G
)∣∣∣∣∣
≤ K(1− u2)d3e−pi
2
d ,
for 0 < d < d0, u0 < u < 1, i.e. Q(d, u) is a quasi-solution of (5.10) on this interval.
This implies that the funtion A(d, u) dened in (6.23) is a quasi-solution of (2.2),
more preisely∣∣∣∣∣
√
1− (T+)2
1− u2 A(d, T
+) +
√
1− (T−)2
1− u2 A(d, T
−)− 2A(d, u)− f(ε,A(d, u))
∣∣∣∣∣
≤ Kde−pi
2
d , (6.38)
7 Distane Between Points of Manifolds
Clearly, if qε(t) is an exat solution of the dierene equation (1.1), then (qε(t), pε(t)),
where pε(t) =
1
ε
(
qε(t)− qε(t− ε)
)
, is an exat solution of the the system (1.2). In
the introdution, we have mentioned that the stable manifold W−s of this system
at A = (0, 0) is parametrized by t→ (q−ε (t), p−ε (t)) and the unstable manifold W+u
of (1.2) at B = (2pi, 0) is parametrized by t→ (q+ε (t), p+ε (t)), where (q−ε (t), p−ε (t))
is an exat solution of (1.2) and q+ε (t) = 2pi − q−ε (−t), p+ε (t) = p−ε (−t+ ε).
In the previous setion, we have onstruted a quasi-solution A(d, u) for equa-
tion (2.2), i.e. it satises this equation with an exponentially small error. We
denote by W˜s, W˜u the manifolds lose toW
−
s respetivelyW
+
u parametrized by t 7→(
ξ−(t), ϕ−(t)
)
respetively t 7→ (ξ+(t), ϕ+(t)), where ξ−(t) =√1− u(t)2A(d, u(t))+
q0d(t) and ξ+(t) = 2pi− ξ−(−t), ϕ−(t) = 1
ε
(
ξ−(t)− ξ−(t− ε)
)
, ϕ+(t) =
1
ε
(
ξ+(t)−
ξ+(t− ε)
)
. Here and in the sequel, we often omit to indiate the dependene with
respet to ε for the sake of simpliity of notation.
We will rst show that the vertial distane between some point (q1, p1) of the
stable manifold W−s and the manifold W˜s is exponentially small. For this purpose,
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we onsider the sequene Zn = (qn, pn) on the stable manifold W
−
s , dened by
Zn+1 =
(
qn+1
pn+1
)
= φ
(
qn
pn
)
=
(
qn + εpn+1
pn + ε sin(qn)
)
, for n = 1, 2, 3, .... (7.1)
There is a sequene tn suh that
ξ−(tn) = qn =
√
1− u(tn)2A
(
d, u(tn)
)
+ q0d(tn). (7.2)
The vertial projetion of the point (qn, pn) on the manifold W˜s is the point
(qn, bn), where bn = ϕ−(tn) = g(qn) := ϕ−
(
ξ−1− (qn)
)
for n = 1, 2, 3, ... . We denote
by △ε(n) the vertial distane between the point (qn, pn) and the manifold W˜s.
Then
△ε(n) = pn − bn. (7.3)
For the φ-image of the point (qn, bn) on W˜s, we nd(
q˜n+1
b˜n+1
)
= φ
(
qn
bn
)
=
(
qn + εb˜n+1
bn + ε sin(qn)
)
,
=
(
ξ−(tn) + εb˜n+1
ε−1
(
ξ−(tn)− ξ−(tn − ε)
)
+ ε sin
(
ξ−(tn)
))
=
(
2ξ−(tn)− ξ−(tn − ε) + ε2 sin
(
ξ−(tn)
)
ε−1
(
ξ−(tn)− ξ−(tn − ε)
)
+ ε sin
(
ξ−(tn)
))
(7.4)
As the funtion ξ− satises equation (1.1) exept for an exponentially small error
beause of (6.38) and (7.2), we have
q˜n+1 = ξ−(tn + ε) + en+1(ε)
b˜n+1 = ϕ−(tn + ε) +
1
ε
en+1(ε), (7.5)
where |en+1(ε)| ≤ Kε exp(−pi
2
ε
) with some K independent of ε and n. Sine
g
(
ξ−(tn + ε)
)
= ϕ−(tn + ε), we have
b˜n+1 = g
(
ξ−(tn + ε)
)
+
1
ε
en+1(ε)
= g
(
q˜n+1 − en+1(ε)
)
+
1
ε
en+1(ε) (7.6)
On the other hand, using (7.3) and the denition of φ, we obtain
(
q˜n+1
b˜n+1
)
= φ
(
qn
pn −△ε(n)
)
=
(
qn + εpn + ε
2
sin(qn)− ε△ε(n)
pn + ε sin(qn)−△ε(n)
)
,
=
(
qn+1 − ε△ε(n)
pn+1 −△ε(n)
)
. (7.7)
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With (7.3) and (7.6) this implies
△ε(n+ 1) = pn+1 − bn+1 = pn+1 − g(qn+1)
= △ε(n) + b˜n+1 − g
(
q˜n+1 + ε△ε(n)
)
= △ε(n) + g
(
q˜n+1 − en+1(ε)
)
− g
(
q˜n+1 + ε△ε(n)
)
+
1
ε
en+1(ε).
Using Taylor expansion we obtain
△ε(n+ 1) =
(
1− εg′(θn+1)
)△ε(n) + 1
ε
(
1− εg′(θn+1)
)
en+1(ε) (7.8)
where q˜n+1 − en+1(ε) < θn+1 < q˜n+1 + ε△ε(n).
Now g is ε-lose to the urve p = −2 sin(q/2), hene
g′(θn+1) = − cos
(θn+1
2
)
+O(d).
Thus given any positive µ < pi, there is a positive onstant c suh that for all
q1 ≤ µ, all n and suiently small d,
1− εg′(θn+1) ≥ 1 + εc .
It is now onvenient to write (7.8) in the form
△ε(n) =
(
1− εg′(θn+1)
)−1△ε(n+ 1)− 1
ε
en+1(ε)
As △ε(n) → 0 as n → ∞, this implies that that there is a positive onstant K
suh that
∣∣△ε(n)∣∣ ≤ Ke−pi2ε ∞∑
k=0
(1 + εc)−k
Consequently
△ε(n) = O
(
1
ε
exp
(
− pi
2
ε
))
. (7.9)
In partiular
distv((q1, p1), W˜s) = O
(
1
ε
exp
(
− pi
2
ε
))
, (7.10)
where (q1, p1) is any point on the stable manifold W
−
s , provided q1 ≤ µ < pi; here
distv denotes the vertial distane.
The estimate (7.10) an be extended to any µ < 2pi and a starting point (q1, p1)
with q1 ≤ µ in the following way. The relation (7.8) remains valid, only now we
just have the existene of some onstant c > 0 suh that 1 − εg′(θn+1) ≥ 1 − εc
for all n. As system (1.2) an be regarded as a one-step numerial method for the
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system (1.3) of dierential equations and the starting point is at a distane O(ε)
of its solution (q0(t), q
′
0(t)), results on the onvergene of one-step methods an be
applied and yield that qk = q0(t1 + (k − 1)ε) +O(ε), where q0(t1) = q1, uniformly
for integer k, 1 ≤ k ≤ L/ε, where L is any positive onstant. We hoose L suh
q0(t1 + L) ≤ µ/2 < pi. Repeated appliation of (7.8) now gives
|△ε(n)−△ε(n+ [L/ε])| ≤ Ke−
pi2
ε
[L/ε]∑
k=0
(1− εc)−k ≤ Ke
Lc
cε
e−
pi2
ε .
To the quantity △ε(n+ [L/ε]), inequality (7.9) an be applied, beause qn+[L/ε] ≤
µ/2 < pi. Thus (7.9) and hene also (7.10) remain valid also uniformly for 0 <
q1 ≤ µ, provided µ < 2pi.
The analogous reasoning applies to the vertial distane of a point (q˜1, p˜1) on
the unstable manifold W+u from the manifold W˜u and yields
distv((q˜1, p˜1), W˜u) = O
(
1
ε
exp
(
− pi
2
ε
))
. (7.11)
Another method to obtain (7.11) onsists in using (7.10) and symmetry.
Now we will estimate the vertial distane between the two manifolds W˜s and
W˜u. As the quasi-solution A(d, u) is dened for −1 < u =: tanh(t) < 1, we an
dene
A+(d, u) = −A(d,−u),
ξ+(t) =
√
1− u(t)2A+(d, u(t)) + 2pi − q0d(−t) = 2pi − ξ−(−t), (7.12)
Dε(t) = ξ+(t)− ξ−(t) for − 4
3
< t <
4
3
. (7.13)
Using (7.12) and the denition of ξ−(t) we nd
Dε(t) = −
√
1− u(t)2
(
A(d, u(t)) +A(d,−u(t)))− q0d(t)− q0d(−t) + 2pi
= −
√
1− u(t)2
(
A(d, u(t)) +A(d,−u(t))) (7.14)
With (5.5) and (6.23) this implies
Dε(t) = −
√
1− u(t)2Q(d, u)
[
α1
u
τ2
(
H0(d, u) −H0(d,−u)
)
−
β1
(
H2(d, u) +H2(d,−u)
)
+ δd
(
H1(d, u) +H1(d,−u)
)]
where Q(d, u) is dened in (5.6), α1, β1 are dend in (6.27) and Hi(d, u) are dened
in (6.9) and an be ontinued analytially to −1 < u ≤ 1 as in (6.10).
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Using the fat that the funtions uh0(s, u), h1(s, u), h2(s, u) in (6.9) are odd,
we an apply the residue theorem and obtain for −1 < u < 1 that
Hi(d, u) +Hi(d,−u) =
∑
Im(sk(t))<0
2piiRes
(
e−
s
dhi(s, u), sk(t)
)
−
∑
Im(sk(t))>0
2piiRes
(
e−
s
dhi(s, u), sk(t)
)
, i = 0, 1, 2,
where sk(t) = pi
2 ± 2dpi tε i+ 2kpi2 for k ≥ 0. We obtain
Res
(
e−
s
dh0(s, u), sk(t)
)
=
1
2
e
−
(k + 1)pi2
d e
∓
2piti
ε
Res
(
e−
s
dh1(s, u), sk(t)
)
= ± i
4pi
e
−
(k + 1)pi2
d e
∓
2piti
ε
Res
(
e−
s
dh2(s, u), sk(t)
)
= ± i
4εd
(
piεi∓ 2dt)e−(k + 1)pi
2
d e
∓
2piti
ε
and hene
Dε(t) =
1
d2
φ1(t, ε) exp
(
− pi
2
d
)
+O
(
e−
pi2
d
)
. (7.15)
where
φ1(t, ε) = 2piα
[
sinh
(dt
ε
)
+ t/ cosh
(dt
ε
)]
sin
(2pit
ε
)
+
[
piα
cosh
(
dt
ε
)] cos(2pit
ε
)
(7.16)
As a onsequene of (7.15) and (7.12), we obtain immediately that
ξ±(0) = pi +O(ε−2e−pi2/ε) . (7.17)
Now, let us take a point (ξ+(t), ϕ+(t)) on the manifold W˜u. We suppose that
the point (ξ−(t1), ϕ−(t1)) is its vertial projetion on the manifold W˜s. We will
evaluate the vertial distane between these two points
distv(t) = ϕ+(t)− ϕ−(t1) = ϕ+(t)− g
(
ξ+(t)
)
, (7.18)
where g(x) = ϕ−
(
ξ−1− (x)
)
. Thus by (7.13)
distv(t) = ϕ+(t)− g
(
ξ−(t) +Dε(t)
)
. (7.19)
Using Taylor expansion, we nd
distv(t) = ϕ+(t)− g
(
ξ−(t)
)−Dε(t)g′(η(t)), (7.20)
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where ξ−(t) < η(t) < ξ−(t) +Dε(t). Here
η(t) = q0d(t) +O(d), hene (7.21)
g′
(
η(t)
)
= − cos
(η(t)
2
)
+O(d) = − tanh
(dt
ε
)
+O(d). (7.22)
As g
(
ξ−(t)
)
= ϕ−(t), this yields
distv(t) = ϕ+(t)− ϕ−(t)−Dε(t)g′−
(
η(t)
)
,
=
1
ε
(
ξ+(t)− ξ+(t− ε)
) − 1
ε
(
ξ−(t)− ξ−(t− ε)
) −Dε(t)g′−(η(t)),
=
1
ε
(
Dε(t)−Dε(t− ε)
) −Dε(t)g′(η(t)). (7.23)
Now formula (7.15) applies and we obtain
Dε(t− ε) = Dε(t) + 1
d
φ2(t, ε) exp
(
− pi
2
d
)
+O
(
e−
pi2
d
)
(7.24)
where
φ2(t, ε) = −2piα
[cosh(dtε )2 + 1
cosh
(
dt
ε
) − t tanh
(
dt
ε
)
cosh
(
dt
ε
) ] sin(2pit
ε
)
+ piα
[ tanh(dtε )
cosh
(
dt
ε
)] cos(2pit
ε
)
. (7.25)
With (7.23) and (7.22) this implies
distv(t) =
1
d2
[
− φ2(t, ε) + tanh
(dt
ε
)
φ1(t, ε)
]
e−
pi2
d +O
(
1
d
e−
pi2
d
)
. (7.26)
Consequently, for −4
3
≤ t ≤ 4
3
distv(t) =
4piα
ε2
cosh(t) sin
(2pit
ε
)
e−
pi2
ε +O
(
1
ε
e−
pi2
ε
)
as εց 0. (7.27)
Combining this result with (7.10) and (7.11), we nally obtain our main result
theorem 1.1, beause ξ±(t) = q0(t) + O(ε2) uniformly with respet to t on any
nite interval.
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