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The low-biased, fast, airborne, short-range, and range-resolved determination of atmospheric wind speeds plays a
key role in wake vortex and turbulence mitigation strategies and would improve flight safety, comfort, and
economy. In this work, a concept for an airborne, UV, direct-detection Doppler wind lidar receiver is presented.
A monolithic, tilted, field-widened, fringe-imaging Michelson interferometer (FWFIMI) combines the advantages
of low angular sensitivity, high thermo-mechanical stability, independence of the specific atmospheric conditions,
and potential for fast data evaluation. Design and integration of the FWFIMI into a lidar receiver concept are
described. Simulations help to evaluate the receiver design and prospect sufficient performance under different
atmospheric conditions. © 2016 Optical Society of America
OCIS codes: (280.3640) Lidar; (120.3180) Interferometry; (280.3340) Laser Doppler velocimetry; (280.7060) Turbulence.
http://dx.doi.org/10.1364/AO.55.006910
1. INTRODUCTION
Wake vortices, gusts, and turbulence in clear air impose a major
risk in commercial air transport because onboard weather radars
cannot detect turbulence in clear air [1]. Recent radars provide
some turbulence detection functionality in the presence of
clouds and precipitation [2]. If encountered by another aircraft,
turbulence can cause unexpected rolling moments or abrupt
changes of altitude, which may result in damage to the plane
or injuries to the passengers [3,4].
In particular, wake vortices are a well-studied phenomenon
since their discovery in the early 20th century. Two rotating,
long-life vortices are produced at the wing tips of any aircraft.
Today’s traditional risk reducer is a standard minimum distance
of travel between any two planes, which is chosen according to
the aircrafts’ weights, such that the vortices have safely decayed
or subsided before the encounter. One way to meet the ongoing
trend of increasing passenger numbers is to increase the timing
frequency between any two planes without a reduction of
safety. Plate lines are a concept to increase the decay rate of
wake vortices that works only in ground proximity [5].
Further possibilities to reach this goal include a direct reaction
to the forces of the wake vortex on the aircraft by new flight
controller routines, examined by Looye et al. [6], or the remote
sensing of the disturbances caused by wake vortices and
turbulences.
Remote sensing is the only means for measuring wind
vectors in the near field (50–300 m), ahead of the aircraft.
This would allow for a fast reaction of the flight controller
(autopilot) [7,8]. Ehlers et al. deem a full-scan update rate
of the wind field measurement of 5–10 Hz appropriate for
their concept of wake impact alleviation control to work rea-
sonably well at a range of 60 m [8,9]. The control concept
includes a wake identification algorithm, which allows one
to reconstruct the wake vortex disturbance, and alleviates
its impact by specific control commands to compensate for
the determined disturbance. After a computation time of
200 ms for the first identification of the wake vortex, the con-
trol system continuously (typical sampling time in the order of
20 ms [9]) countervails the disturbances on the basis of the
determined wake vortex model. Note that the disturbance
reconstruction step allows the anticipation of the disturbances
at locations where no measurement was made (or not yet),
leading to rather complex relationships between the sensor
measurements (location, orientation, and quality) and the dis-
turbance rejection capability [8]. Actuator time delays, which
are assumed to be 100 ms, are compensated by predicting the
wake vortex impact on the aircraft for a moment 100 ms in
the future [9]. This control concept can be applied in very
similar ways for the mitigation of wake vortices, gusts, and
turbulences [10].
However, currently, no reliable sensing system for onboard
measurements of wind speeds exists, which could guarantee
that the safety standards of the International Civil Aviation
Organization are met in such a future scenario.
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Amongst the remote sensing devices, lidar has the advantage
of speed and high local precision. Doppler wind lidars (DWL)
measure frequency changes caused by the Doppler effect of
molecules and aerosols moving with the ambient wind in
order to derive wind speed components along the line-of-sight
(LoS) of the laser beam. A distinction can be made between
coherent and incoherent (direct) DWLs.
Coherent DWLs often use IR laser light, which provides
sensitivity to backscatter from micron-sized aerosols [11,12].
Furthermore, IR laser technology is reliable and often asserted
eye-safe depending on the laser parameters, e.g., at low pulse
energies and low exposure durations [13]. The Doppler-shifted
signal scattered mainly from aerosols is superimposed coher-
ently with a frequency-shifted reference (local oscillator). The
Doppler shift is determined from the beat frequency by a fast
Fourier transform from the power density spectrum. Systems
with CO2-lasers, Tm:LuAG-lasers, and with Er-doped fiber
lasers have successfully been applied to measure wind speeds
at the ground level and in the boundary layer [14–16].
Turbulence detection in the troposphere at an altitude of
12 km with a coherent DWL has been demonstrated up to
9 km ahead of an aircraft with a range bin of 150 m [17]. At
these high altitudes, the concentration of aerosols is low and
the coherence of the received signal is reduced, which decreases
the signal-to-noise ratio (SNR) and the maximum range of
detection. As a consequence of the Fourier limit and the re-
quired coherence (small spectral bandwidth) properties of the
laser, the minimal pulse length and the spatial resolution are
limited [11], e.g., 170 ns and 30 m and a minimum detection
range of 150 m for the Halo Photonics 1.5-μm Streamline
pulsed coherent Doppler lidar [18].
Coherent DWLs have not yet been demonstrated to mea-
sure wind speeds reliably at high cruise flight altitudes (12 km)
or in clear air and with short range bins (15–30 m) in the near
field (50–300 m in front of an aircraft). Accurate range-resolved
LoS wind speed measurements with standard deviations of
approx. 1 ms−1 with comparable lidar geometry parameters
would be required for reliable feed-forward control, as pointed
out in a lidar parameter study by Ehlers et al. [8].
Although coherent DWLs might still be an option, only
direct-detection DWLs are considered from now on, because
they can rely on pure molecular scattering, pure scattering from
aerosols or a combination, and because the range gate length
can be made smaller than 30 m. Direct-detection DWLs may
consist of filters, which transmit only a certain spectral band-
width. From the amount of light that is transmitted through
the filters, the Doppler frequency shift can be determined.
Iodine-vapor DWLs using absorption bands of iodine as
filters are limited to a laser wavelength of 532 nm. In airborn
lidar, UV wavelengths (λ) are preferred, because UV systems
may be designed eye-safe beyond a certain, acceptable distance
(see, e.g., [19]) and because of the high efficiency of Rayleigh
scattering in the UV, which is roughly proportional to λ−4
(see Section 2.A).
The double-edge technique (DE) is based on two Fabry–
Perot interferometers with different optical path lengths
that determine the frequency of maximum transmission.
The Doppler shift is determined by the ratio of transmission
through these filters [20]. The transmission through the filters
strongly depends on the shape of the light scattering spectra,
which is why this method requires the knowledge of the
altitude (backscatter ratio, temperature, pressure). In practice,
the required separation of the Rayleigh and Mie channels, e.g.,
used in ALADIN [21], can only be circumvented by the use
of multiple filters or the equivalent fringe-imaging technique
(FI). These FI techniques have the main advantage that mea-
surements can be performed without knowledge of the shape
of the backscattered signal spectrum.
The principle of fringe imaging relies on the imaging of the
interference pattern of an interferometer on a position-sensitive
detector. The frequency shift between an unshifted reference
and a Doppler-shifted signal can be determined from the dis-
location of the interference pattern. A distinction can be made
between multi-wave and two-wave interference. The most
common multi-wave interferometer is the Fabry–Perot inter-
ferometer (FPI). When properly illuminated with divergent
light, the produced interference fringes are rings. As the light
is Doppler shifted, the radii of the rings change. This principle
was applied in the AWIATOR (“Aircraft Wing with Advanced
Technology Operation”) project [22,23]. However, the evalu-
ation of the interference patterns is delicate, time consuming,
and prone to errors due to possible dislocations of the ring
centers on a two-dimensional CCD array [24]. Furthermore,
typical two-dimensional detectors, such as CCD, are too slow
for range-resolved detection.
Other interferometers are designed with an inclination of
one of their mirrors to produce a pattern of linear interference
fringes. The shift of the linear fringe can be determined with
fast, linear detectors.
A multi-wave type is the Fizeau interferometer. The com-
plex fringe shape of a deformed Airy can be accounted for
by the use of proper system parameters [25]. The fringe shape
depends strongly on the field angle of the incident light, but
the deformation and contrast loss impede us from being able
to use it with extended sources, as in the presently described
application (see Section 3.A).
For the purpose of collecting range-resolved backscattered
light in close range (50–300 m) in front of the aircraft with
an equivalent region of total overlap, a telescope with a large
field of view (FOV) (about 4 mrad) is required. This large
FOV produces, independent of the setup design (free beam
or fiber coupled), an important angular distribution after col-
limation. The interferometer needs to be field widened in order
to accept a broad range of incident angles without a loss of
contrast.
The necessary field widening can be realized with two-wave
interferometers. Liu and Kobayashi proposed to use a Mach–
Zehnder interferometer in a direct-detection DWL, using a
two-channel differential discrimination method (DMZ),
similar to the DE technique using the FPI [26]. Bruneau
considered a four-channel-based version (QMZ) [27] and an
equivalent field-widened fringe-imaging Mach–Zehnder inter-
ferometer with inclined mirrors (FIMZ) [28], both optimized
for Rayleigh scattering. Bruneau and Pelon showed that the
concept can be used to measure wind speeds [29]. An applica-
tion of this principle is Ball Aerospace and Technologies Corp.’s
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Optical Autocovariance Wind Lidar [30], which was proposed
to measure wind speeds from the international space station
[31]. Recently, a modified DMZ using three wavelengths was
proposed for an Fe Doppler lidar for wind measurements from
ground to thermosphere [32].
Multiple filters can be created with a Michelson interferom-
eter as well. Cezard et al. considered a dual fringe-imaging
Michelson interferometer (FIMI) with inclined mirrors for
the measurement of the wind speed and other air parameters
(temperature, scattering ratio, density) [33].
The monolithic Michelson interferometer design we present
in this work is based on the same fringe-imaging principle.
In contrast to the cited test setup, our field-widened, fringe-
imaging Michelson interferometer (FWFIMI) design provides,
however, the thermo-mechanical stability and design features
necessary for fast, range-resolved, and airborne measurements
of wind speeds in the near field in front of an aircraft. The
advantages of a monolithic FIMI are detailed more closely
below.
There is a long tradition of the design and application of
monolithic, “field-widened Michelson interferometers” (FWMI)
or “wide-angle Michelson interferometers” (WAMI). The basic
idea of FWMI was developed in 1941 [34]. FWMIs can be built
temperature compensated as solid model, where the two inter-
ferometer arms consist of different glasses at a certain length
ratio, or as air-spaced models, where the air arm mirror is fixed
by spacers of the same or different materials as the glass arm
and may be positioned with a piezo feedback control. They have
been realized with cube [35] or hexagonal beam splitters [36]
and as a Doppler asymmetric spatial heterodyne version [37],
just to name a few.
For the presently considered application of measuring
LoS wind speeds that are range resolved in the near field, we
consider only two-wave interferometers to be adequate. In par-
ticular we consider a FIMI for the following reasons: first, a
FIMI with slanted mirrors produces linear fringes, which
can be imaged on fast, linear detectors for range-resolved
detection. Secondly, airborne interferometers call for stability
with respect to vibrations and temperature. An FIMI is more
easily built in a monolithic way than an FIMZ. Third, a mono-
lithic FIMI can be constructed to be both field widened
(FWFIMI) and temperature compensated. Finally, our design
of a monolithic FWFIMI can be arranged to be tilted to the
incident light, enabling a two-channel operation, in which case
the FIMI can reach the theoretical performance of the FIMZ
(see Section 2.B).
The proposed measurement concept is detailed more closely
in the following, considering certain assumptions: we consider
different lidar transmitters (lasers) used in WALES/DELICAT
(“WAter vapor Lidar Experiment in Space” project/
“Demonstration of LIdar based Clear Air Turbulence” project)
[38,39], AWIATOR [23], and MULTIPLY (ESA project). We
assume a moderately sized, airborne-compatible telescope of
about 15 cm diameter in a monostatic configuration. Two
receiver concepts are presented: free beam and fiber coupled.
In a free-beam arrangement, the image of the fringes on the
detector is range dependent and changes with the misalignment
of the laser beam with respect to the telescope (see Section 3.A).
Even with a field-widened interferometer, a fiber-coupled
design may be preferred in the context of bias reduction [40]
in comparison to a free-beam setup (see Section 3.A). In a fiber-
coupled setup, the backscattered collimated light is coupled
into a large-core multimode fiber. The scrambling properties
of the fiber produce a constant far field of the out-coupled light
and a constant illumination of the interferometer, independent
of the position and the angular orientation of the light focused
on the multimode fiber core during coupling (see Section 4).
The fiber-coupled concept is enhanced by the application of a
two-lens optical scrambler to increase the far-field scrambling
gain [41] and by mechanical vibrations for speckle reduction.
Because of the finite extension of the fiber core, the recolli-
mated light is expected to come by a centered range- and
misalignment-independent angular distribution. The FWFIMI
has a net inclination angle fixed such that one linear fringe
is imaged on a linear detector, which allows range-resolved
measurements in the near field in front of the aircraft.
To begin with, we summarize in Section 2 the fundamentals
of light scattering and of the FIMI as a direct-detection DWL,
and we compare the theoretical performances of different
direct-detection DWLs for the measurement of wind speeds.
In Section 3, the lidar geometry requirements and all aspects
of our design of a temperature-compensated FWFIMI are de-
scribed in detail. In Section 4, the integration of the FWFIMI
in a lidar receiver prototype for the measurement of wind
speeds in the near field is detailed. In Section 5, we evaluate
the proposed receiver concept in terms of expected perfor-
mance, using simulations, while taking into account the detec-
tor and speckle noise during the data evaluation.
2. FUNDAMENTALS
A. Atmospheric Backscattering Spectrum and
Single-Scattering Lidar Equation
The atmospheric backscattering spectrum has contributions
from light scattering by molecules (“Rayleigh–Brillouin”
scattering, rotational and vibrational Raman scattering) [42]
and from light scattering by aerosols/hydrometeors. The
Rayleigh–Mie-Laser spectrum (RMLS) is introduced here to
model the spectral contributions from Rayleigh–Brillouin
scattering by molecules, from scattering by spherical particles
[43] and from the lineshape of the laser as Gaussian-shaped
lines [24].
The quasi-elastic molecular (“Rayleigh–Brillouin”) scatter-
ing spectrum (the so-called Cabannes line composed of the
Landau–Placzek line and the Brillouin doublet) is the result
of coherent scattering, which dominates molecular scattering,
and therefore, the scattered light is mostly polarized [44]. For
a DWL only, this central part is considered. The shape of the
Cabannes line depends on the density of the scatterers.
Accordingly, different regimes (hydrodynamic: e.g., gas-liquid
mixtures [45], kinetic: atmosphere, and Knudsen: thin gases)
can be discriminated. If the mean free path between the ther-
mally moving molecules is large, a Gaussian lineshape
(Knudsen) can be assumed. As the pressure increases and the
temperature decreases, density fluctuations moving at acoustic
speeds deform the lineshape (kinetic regime), until at the
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hydrodynamic limit, two acoustic side bands (Brillouin lines)
appear.
The scattering properties of aerosols in the atmosphere, such
as the lidar ratio and particle depolarization rato, are highly
dependent on their type and shape, and there is large variability
[46]. Here, the simplifying assumption of spherical particles is
made (the Mie theory is valid only for spherical particles [43]).
This allows us to describe the backscattering from aerosols as
purely elastic and without depolarization.
In our simulations in Section 5, we consider an approxima-
tion of the (kinetic) S6 model [47]. It describes the kinetic re-
gime by the sum of three Gaussian functions (henceforth called
the G3 model) [48]. Here, for a simple analytical description of
the theoretical performance of the FIMI, the Knudsen model
(neglecting the Brillouin doublet) is presented in the following
to produce the RMLS. The neglected Brillouin contribution
does not affect the spectrum’s central frequency and has
therefore no effect on the performance of the wind speed mea-
surements [33]. Furthermore, there is no effect on the contrast
factor G in the vicinity of the optimal FSR determined in
Section 5.B.
The RMLS consists of the weighted sum of the Gaussian
molecular scattering peak and the Gaussian aerosol scattering
peak, convolved with the Gaussian laser lineshape,
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
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Here, Rb is the particle scattering ratio given by Rb 
1 βMie∕βRay with the Mie and Rayleigh backscattering
coefficients [m−1 sr−1] βMie and βRay. Values of βRay for differ-
ent altitudes H  can be obtained by βRay  pH ∕
RairT H mair × 550∕λLnm4 × 5.45 × 10−32 after Collis
and Russell [49], where pH  and T H  are altitude-depen-
dent pressures and absolute temperatures obtained from an
atmospheric model. Here, Rair  287.058 J∕kgK is the gas
constant of air, and mair  4.811 × 10−26 kg is the mass of an
air molecule. A more complete model provided by Bucholtz
[50] includes the dispersion of the refractive index of air,
the anisotropy of air molecules, and the dispersion of the
depolarization factor of air. The differential scattering cross
section and backscattering coefficients calculated with the
simplified model stated above are 4.5% smaller than those cal-
culated by Bucholtz. This approximation has, however, a neg-
ligible influence on the absolute values of the signal-to-noise
ratios calculated in Section 5 (deviation: ≈ 2.3%). The values
of βMie are scaled from values determined by Vaughan at
10.6 μm [51], using βMie are scaled from values determined by
Vaughan at 10.6 μm [51], using βMieβMie10.6μm×
10.6∕λLμm×−0.104× lnβMie10.6μm−0.62. The total
backscattering coefficient is β  βRay  βMie. The Doppler
shift [Hz] is defined as Δν  νc − νL  2νLur∕c, where νL
is the frequency of the laser, νc is the Doppler-shifted central
frequency, and ur is the LoS wind speed. σL  ΔνL∕
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
8 ln 2
p
is the standard deviation [Hz] of the Gaussian laser line
shape, where ΔνL is the laser linewidth (FWHM) [Hz].
σG  σ2Ray  σ2L1∕2 is the standard deviation in Hz of the
Rayleigh–Laser spectrum, whereby σRay  2∕λLkBTNA∕
mair1∕2 is the standard deviation in Hz of the Rayleigh spec-
trum, where kB is the Boltzmann constant, NA is the Avogadro
constant, and T is the air temperature in the scattering volume.
λL is the wavelength of the laser. σw 
ﬃﬃﬃﬃﬃﬃﬃ
4∕3
p
∕νLur:m:s is the
broadening due to the r.m.s. wind speed ur:m:s at flight level.
Typical, conservative values of ur:m:s and σw at H 
30–40; 000 ft are 1.7 m/s [52] and 5.5 MHz for moderate
turbulence, which is about 3% as broad as the WALES trans-
mitter lineshape.
The amount of backscattered light received by the lidar is
calculated with the single-scattering lidar equation [53] in a
monochromatic approximation. The amount of time-resolved
EM wave power detected, imagined here as number of photons
per range gate np (no assumptions on the nature of light) [54] is
given by
npνL; R  EL
ΔR
hνL
A
R2
ξrηRηT β exp

−2
Z
R
0
αdr

: (2)
Here, R is the distance [m] of the light scattering volume in
front of the telescope. ΔR is the length [m] of the range gate.
EL is the transmitted energy of one laser pulse with pulse
duration τp. h  6.62610−34 Js is Planck’s constant. A is
the receiver telescope area [m2]. ξr is the range-dependent
overlap function. ηR and ηT are the receiver and transmitter
loss factors. α  αRays  αRaya  αMie is the overall atmos-
pheric extinction coefficient [1/m], where αRays  8π∕3βRay
is the molecular extinction [1/m], αRaya is the molecular absorp-
tion [1/m], and αMie is the extinction and absorption by
aerosols. For monodispersed spherical particles, the aerosol
extinction is αMie  k 0βMie [55]. Here, a constant extinction-
to-backscatter ratio of k 0  50 sr is assumed.
B. Theoretical Performance of a Fringe-Imaging
Michelson Interferometer
In this section, the principle of direct-detection DWLs
based on the FIMI is summarized, and the FIMI’s optimized
theoretical performance is compared with other direct-
detection DWL methods.
The monochromatic transmission function (TF) of a
Michelson interferometer with inclined mirrors is cosine shaped
and varies in space along the x-axis. It can be written as
Ix; y; ν  FI01 V cosϕ: (3)
Here, the linear interference fringes are aligned perpendicular to
the x-axis and parallel to the y-axis. V is the instrumental inter-
ference contrast; its contributions are described in Section 3.E
and F. ϕ  2πν∕cOPD0 − 2θx is the fringe phase. OPD0
is the fixed optical path length difference between the arms.
Assuming dispersion-free media in the interferometer arms,
OPD0 is equal to c∕FSR, where FSR is the free spectral range.
The FSR is the width of one fringe period in [Hz]. θ is the angle
of inclination in the x-direction rotated along the y-direction.
θ creates a linear variation of OPD0 within the illuminated area
of width dw. It determines the amount of periods Np of the TF.
To image exactly Np fringe periods, θ equals NpλL∕2dw. The
prefactor F  0.5 accounts for the reflection losses of a
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Michelson interferometer. The instrument function is the con-
volution of the laser lineshape with the TF. The received instru-
ment function (IF ) is the convolution of the RMLS [Eq. (1)]
with the TF [Eq. (3)]:
IF x; y; ν  FI01W T ; α cosϕ Δϕ: (4)
The resulting interference pattern is shifted in phase by
Δϕ  4π∕FSRλLur and has a reduced global fringe contrast
W T ; α  V × GFSR, where
GFSR  exp

−2

πΔνL
FSR

2

×

1
Rb
exp−2πσRay∕FSR2 

1 −
1
Rb

: (5)
The LoS wind speed ur is determined by measuring the phase
shiftΔϕ between a reference instrument function and a Doppler
frequency-shifted received instrument function, which are
both imaged sequentially on a position-sensitive detector.
In the above description, the FIMI is a multichannel spectral
analyzer. A general way to find the optimal FSR setting of the
FIMI for the measurement of wind speeds is to introduce a
penalty factor κVLOS, comparing the interferometer with an
ideal spectral analyzer (ISA). An ISA performs the perfect spec-
tral analysis because it is composed of an infinite number of
sampling channels, which sample the spectrum with Dirac-type
transmission functions. In an ISA, there is no loss of informa-
tion, energy, or spectral content. An interferometer (like the
FIMI) mixes the photons spatially and spectrally and therefore
underperforms compared to the ISA.
Bruneau and Cezard et al. derived expressions for the
optimal fixed optical path difference of the fringe-imaging
Mach–Zehnder interferometer (OPDFIMZ ≈ 3 cm at 250 K)
[28] and the fringe-imaging Michelson interferometer
(OPDFIMI2.8 cm at Rb  1, T  273 K) [33], respectively.
The penalty factor κVLOS (by Cezard et al. for pure Rayleigh
scattering) compares the Cramer–Rao bounds (CRBs) of
the FIMI and the ISA. The CRBs are the respective lowest-
achievable standard deviations of an unbiased estimator.
Cezard et al. used a maximum-likelihood estimator approach
(which asymptotically reaches the CRB) for inversion and
obtained the CRBs of the wind speed as diagonal elements of
the inverse Fischer matrices of the FIMI and the ISA. The
underlying assumptions are that the signal is shot-noise limited,
obeys a Poisson statistic, and that the different channels are
statistically independent. κVLOS can be written as a function
of the FSR,
κVLOS 
εFIMI
εISA
 d cFSRﬃﬃﬃ
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p
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Here, εFIMI and εISA are the CRBs for the FIMI and the ISA.
d c  2c∕πσRay
ﬃﬃﬃﬃ
T
p
 is the coherence length of the Rayleigh
signal. If the FSR is too large, the fringe phase sensitivity
S  4π∕FSRλL in rad/(m/s) with respect to the Doppler
shift is small. If the FSR is too small, the fringe constrast is
too small for an efficient determination of the fringe phase.
The FSR is optimized for the “worst” condition, where no aero-
sols contribute to backscattering (Rb  1). Here, the contrast
factor G is equal to 66%. In Fig. 1, κVLOS is plotted as a func-
tion of the FSR at 273 K for Rb  1. The plot includes contrast
factors GFSR for Rb  1 (green) and Rb  2 (magenta) and
the phase sensitivity SFSR (black).
Cezard et al. showed that when Rb increases, the global con-
trast increases, thus producing lower penalty factors, and that a
decrease of the temperature by 40 K decreases κVLOS by 10%
[33]. The best measurement performance is thus expected at
low temperatures and high scattering ratios. The optimal
FSR value of 10.7 GHz≈ 6.8 × σRay (at Rb  1, T  273 K)
is found at the minimum: κVLOS  4.4 (dotted line).
Table 1 lists the penalty factors of other DWL techniques
obtained in similar ways for comparison.
The two filter-based techniques, the double-edge Fabry–
Perot (DFP) and the DMZ, have good theoretical performance,
but they are sensitive to the Rayleigh–Mie backscattering scat-
tering ratio and require inversion of the lidar signal to correct
this [27]. The fringe-imaging Fabry–Perot technique (FIFP) is
complicated by the evaluation of circular fringe patterns or
the complexities of circle-to-line converters [59]. The fringe-
imaging Fizeau interferometer (FIFI) provides linear fringes.
However, the fringe shape is very sensitive to the incident an-
gular distribution (see Section 3.A) and does require collimated
light, which complicates range-dependent measurements in the
near field (50–300 m). This is not the case with field-widened
Michelson andMach–Zehnder interferometers. The QMZ and
FIMZ techniques have very low penalty factors and do not re-
quire knowledge of the scattering ratio. It can be seen that the
penalty factor for the FIMI is about two times the penalty
factor for the FIMZ. This is because half of the light is back
reflected [factor F, Eq. (3)].
A possible option to decrease the FIMI penalty factor by a
factor of two is to tilt the FIMI at a small angle with respect to
Table 1. Penalty Factors for Wind Speed Measurement
Technique κVLOS Technique κVLOS
DFP 2.4 [56] DMZ 1.65 [27]
FIFP 3.1 [57], 2–4 [58] QMZ 2.3 [27]
FIMI 4.4 [33] FIMZ 2.3 [28]
Fig. 1. Penalty factor of wind speed measurement κVLOS (blue),
contrast factor G(FSR) (green: Rb  1, magenta: Rb  2), and phase
sensitivity S (black) as a function of FSR for 273 K, Rb  1 at a wave-
length of 355 nm.
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the incident light and to image the back-reflected interference
fringe on a second detector.
The design of such a tilted FWFIMI is described in
Sections 3.B and 3.C.
3. DESIGN OF A MONOLITHIC FWFIMI
A. Lidar Geometry Requirements
Before we describe the design of an FWFIMI, in this section,
we take a closer look at the geometric requirements. Range-
resolved detection in the near-field requires a large FOV of
the telescope for full overlap at all ranges in order to maximize
the received signal. Furthermore, pointing stability of the laser
beam is required to ensure a constant illumination function of
the FIMI.
In a monostatic coaxial free-beam setup, where the laser
beam, telescope, interferometer, and detector are on the same
optical axis, the range dependence of the illumination function
manifests mainly in a varying angular distribution and width of
the illumination, due to the shift of the focus of the telescope. A
bistatic setup complicates things, because it causes an additional
range-dependent lateral shift of the illumination function. We
expect that range-dependent calibration would be required to
account for the range dependence of the illumination function.
The pointing stability and lateral shift of the illumination
function in a free-beam setup have to be monitored, such that
the bias on wind speed measurements can be corrected. During
ALADIN Airborne Demonstrator (A2D) [60] measurements
(DFP method), for instance, an unconsidered noise of the
vertical alignment angle in the atmosphere of 1 μrad (10 μrad
at the DFP) would cause an error in the wind speed determi-
nation of 0.4 m/s [61].
As we propose in Section 4, the illumination function can
also be stabilized in a fiber-coupled setup by scrambling with
fibers using a two-lens-optical scrambler. The large FOV is
maintained using multimode fibers with large core diameters.
In all those cases, the large required FOV (large beam
etendue) causes an angular distribution, which has to be
compensated for by field widening.
The purpose of the following section is to demonstrate the
consequences of the above-stated requirements in the case of a
Newton telescope with a 15 cm diameter and a near-field
distance range of 50–200 m.
We assume a coaxial arrangement of the laser beam with
divergence Θ of 150 μrad (full width) and a collimated laser
beam waist wR of 13 mm at R  0 and the telescope.
Mirror M1 is used to send the laser beam into the atmosphere.
If mirror M1 is unstable with respect to the rotation around the
x-axis, the laser beam can be misaligned by an angle δ and the
laser spot at distance R is shifted by a distance yR. Lens L3 is
used to quasi-collimate the light received by the Newton tele-
scope. A field diaphragm can be inserted at position a to limit
the FOV of the telescope. In a free-beam setup, an interferom-
eter could be installed at position b. In a fiber-coupled setup,
the lens Cl1 is used to couple the light into a multimode fiber at
position c.
The overlap function ξR  Aeff∕Ar describes losses of
light collection efficiency due to imperfect coincidence between
the FOV and the laser beam or due to obstacles inside the
telescope, where Ar is the telescope area and Aeff is the effective
telescope area. The total overlap distance Rmin is reached when
ξRmin  1. For Rmin  40 m, the respective necessary
FOV is obtained from the equations of Stelmaszczyk et al.
for the overlap function without obstruction by the secondary
telescope mirror [62]. An FOV (full width) of 4 mrad is thus
required. The FOV is limited by the diameter of the field dia-
phragm (d s) in the focus of the telescope, i.e., FOV  d s∕f t ,
where f t is the focal length of the telescope primary mirror for
an infinitely distant light source. The light beam direction an-
gular distribution with maximum angle σ before the primary
mirror is magnified due to the angular magnification γ of
the telescope, and γ  d t∕d c  f t∕f c  tanσ 0∕ tanσ.
Here, f c is the focal length of the collimating (ocular) lens,
and d c is the diameter of the “collimated” beam behind the
collimating lens. σ and σ 0 are the angles before the primary
mirror and after the collimating lens. In our example, f t is
750 mm, f c is 60 mm, d c is 11.4 mm, and thus, γ is 13.2.
The angular distribution at the interferometer is a consequence
of the shift of the focal spot position of the telescope as a
function of the range (R). Because the distance between the
collimating lens and the focal spot is fixed, as is f c , ideal col-
limation is only possible for exactly one value of R. The colli-
mating lens (CL) is fixed such that, for example, the light
coming from R  90 m is collimated, because light shall be
collected from a close distance. To model this, three point
sources (1, 2, and 3) are defined at distance R in front of
the telescope; they are located in the middle and at the edges
of the laser illumination area with diameter wR. The layout is
shown in Fig. 2(i). The telescope tubus opening is defined as
the entrance pupil. The marginal rays of each point source are
traced, and the direction cosines are determined at a surface b
behind the collimating lens. All ray-tracing simulations are
carried out with the software ZEMAX. The points a, b, and
c mark the positions of the focus of the telescope, the location
of the FIMI (free-beam setup), and the location of the entrance
of the scrambling fiber (fiber-coupled setup), respectively.
The maximum angles σ 0 (marginal ray angle) are evaluated
as a function of the distance R, at position b, for the three point
sources (1: dashed, 2: continuous, and 3: dotted line) in
Fig. 2(ii).
The angular distribution is range dependent and varies
between 2 and 17 mrad (green lines). At R  50 m,
the anglular distribution is 12 mrad. These angular distribu-
tions require so-called field widening. Fluctuating values of
the horizontal laser beam allignment tilt angle δ can be caused
by mechanical instabilities (e.g., mirror M1). In this case
(blue, δ  0.1 mrad), the angular distribution gets an offset
of γ × δ  1.32 mrad.
For these angular distributions of the incident light, the
fringe shape stability of a FIFI and a FIMI with and without
field widening can be compared. Following the description
by Novak et al. for a FIFI [63], multiple plane waves are
propagated along their propagation vectors. The plane waves
are reflected and refracted in the interferometers. Their phases
are recorded and they are superimposed in a plane. The inten-
sities are summed up along the direction of the fringes. In case
of the FIMI, the beam splitter is completely omitted. The
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obtained interference fringe shapes are shown in Fig. 2(iii) for a
FIFI and for a FIMI without and with field widening
(FWFIMI) for collimated light and for light with incidence an-
gles σ0 of20 mrad. The illumination diameter dw is 10 mm.
The net inclination angle is 17.75 μrad, such that one fringe
period is imaged. The FIFI mirrors have exemplary values of
reflectivity of 80% and a separation of 7.5 mm. For the
FIMI and FWFIMI, the parameters given in Section 3.C
are used.
In case of the FIFI, the fringe shape is strongly dependent on
the angular distribution. The finesse and the contrast decrease
rapidly with increasing σ 0. No fringe can be obtained for
σ0  20 mrad. For the uncompensated FIMI, the contrast
decreases likewise. The FWFIMI is insensitive to the angular
distribution (blue line).
The field widening only compensates the angular distribu-
tion and not the offset in the position or tilt of the illuminating
beam. The actual shift of the illumination on the detector de-
pends on the imaging optics used (e.g., Section 4). This shift of
illumination would introduce large errors into the determined
wind speed. The tilt δ results in a transversal shift at the
position of the focus of the telescope primary mirror (a) and
after the collimating lens (b). If the FIMI is positioned in b,
the illumination of the FIMI depends on R and δ.
The offset in the y-direction at surface b, due to the tilt δ, is
tanγδdb, where db is the distance between the focal plane of
the collimating lens and surface b. The interference fringe is dis-
placed on the detector by at least Δyd  tanγδdb  d z.
Here, d z is the distance between the entrance of the FIMI and
the detector. The geometry constraints of the setup (Section 4)
impede small values of d z . Assuming one fringe period is imaged
(Np  1) with dw  10 mm, db  20 cm, and d z  14 cm
according to Eqs. (3) and (4) of Section 2.B, a tilt of δ  1 μrad
causes an estimated positional fringe shift Δyd of 4.5 μm on the
detector. The values of db, d z , and dw can be slightly different in
a real setup. Seeing that the phase sensitivity S defined in
Section 2.B is 3.3 mrad/(m/s) for an FSR of 10.7 GHz and a
wavelength of 355 nm, we see that a wind speed of 1 m/s gives
a shift of 1/1900 of the imaged fringe period width dw.
Comparing this to the yd  1∕2228 × dw, a bias of 0.9 m/s is
estimated. Two lenses of equal focal length f at distance 2f can
be used to image the focal plane of the collimating lens on the
entrance of the FIMI (i.e., db  0). In this case, the estimated
bias for δ  1 μrad is 0.4 ms−1. This order of magnitude of bias
could severely degrade the measurement performance, as can be
seen with respect to the results and discussion in Section 5.
The range dependence of the illumination manifests in a
varying beam diameter dw [Fig. 2(iv)], which could be ac-
counted for by range-dependent calibration. A configuration
with 2 lenses to image the focal plane of the collimating lens
on the entrance of the FIMI also minimizes this range depend-
ence (i.e., db  0). Another way to reduce the range depend-
ence of dw is the already-mentioned fiber-coupled setup. In
this case, the fiber core diameter determines the angular
distribution of the light in the far field behind the fiber,
e.g., σ0  16 mrad in case of a fiber core diameter of
6.0 μm. Accordingly, the field-widening compensation is nec-
essary in the fiber-coupled case, as well.
The design principles of a monolithic FWFIMI are de-
scribed in the next sections.
B. Fringe Imaging
The monolithic FIMI is meant to produce linear fringes, and
therefore, the mirrors of the two arms are inclined with respect
Fig. 2. (i) Ray-tracing layout of a Newton telescope with three point sources (1,2,3) at distance R and planes a, b, and c. (ii) Marginal ray angles as
a function of R without tilt (δ  0, green) and with a tilt of the laser beam (δ  0.1 mrad, blue). (iii) Angular sensitivity of fringe shapes of a fringe-
imaging Fizeau interferometer and of a fringe-imaging Michelson interferometer, the latter with and without field widening for collimated light and
incidence angle distributions of σ0  20 mrad. For better visibility, the fringes for angular distributed light have been shifted in the x-direction.
(iv) Illumination beam diameter as a function of distance R for different distances db.
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to each other. Exactly one fringe period (Np  1) shall be im-
aged on the detector to maximize both the modulation depth
of the fringes and the number of pixels per fringe period. The
width of the illuminating beam dw shall be 10 mm. The wave-
length of the laser (λL) is 354.84 nm. The ideal net inclination
angle θ between the mirrors is thus 17.74 μrad.
C. Field Widening
The term field widening (FW) refers to the ability of an inter-
ferometer to accept angular distributed light without a reduc-
tion in the fringe contrast, i.e., an FWFIMI is compensated for
a larger beam étendue. Field widening makes the OPD roughly
independent of the incident angle (σ0). The FW compensation
requires a special solution for the refractive indices and lengths
of the arms of the Michelson interferometer. The compensation
can only be achieved for a fixed FSR at a selected tilt angle (θt )
with respect to the incident light. In Section 2, an ideal FSR
of 10.7 GHz for wind speed measurements was determined. In
a dispersion-free interferometer, the optical path difference
(OPDopt) is thus 28 mm. In order to achieve field widening,
the refractive indices of arm one (n1) and arm two (n2) have to
be different. This requires in general the use of at least two
different optical glasses for the interferometer arms or one
arm made of air and one of glass.
We selected the second option because it offers an important
refractive index difference Δn, which minimizes the lengths of
the interferometer arms, reduces temperature sensitivity [64],
and leaves the option of pressure tuning the fringe position.
Apart from the required spacers, it keeps the instrument simple.
Figure 3 shows a schematic of our monolithic FIMI illumi-
nated at a tilt angle (θt ) of 2°.
n1, n2, d 1, and d 2 are the absolute refractive indices and
lengths of the interferometer arms. n0  na is the refractive index
of air. σ0, σ1, and σ2 are the angles of incidence and refraction in
the respective media. θt is the mean incident angle of the diver-
gent light beam with angular distribution σ0  16 mrad
(full width). In the scheme, a perfectly collimated beam is drawn
for simplicity. In the following considerations, the cubic non-
polarizing beam splitter is omitted due to symmetry.
The optical path difference OPD can be expressed as a
function of incident angle in the following way:
OPD 2n1d 1 cosσ1−n2d 2cosσ2 cosσ22θ: (7)
Seeing that cos2θ  1–1.6 × 10−10, we can set θ equal to 0.
By using Snell’s law, n0 sinσ0  n1 sinσ1  n2 sinσ2,
using cosσ  1 − sin2σ1∕2, and expanding sinσ0, one
obtains the familiar expressions for the OPD [65]:
OPDσ0 2n1d 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1−
sin2σ0
n21
s
−2n2d 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1−
sin2σ0
n22
s
; (8)
OPDσ0 2n1d 1 −n2d 2− sin2σ0

d 1
n1
−
d 2
n2

−Oσ40−…
(9)
The first term is the OPD at the central incident angle
θt  0 and is called the fixed optical path difference (OPD0).
For field widening, the second-order term is set to zero
(field-widening condition),
w  d 1
n1
−
d 2
n2
 0: (10)
If the Michelson interferometer is tilted by the tilt angle
θt with respect to the incident light, the expressions for
OPD0 and w are [66]
OPD0θt2
2
4n1d 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1−
sin2θt
n21
s
−n2d 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1−
sin2θt
n22
s 3
5; (11)
wθt 
d 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n21 − sin
2θt
p − d 2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n22 − sin
2θt
p : (12)
In order to determine the optimal arm lengths d 1opt and
d 2opt for field widening, this system of equations [Eqs. (11)
and (12)] has to be solved, where OPD0θt  OPDopt and
wθt  0. We choose to optimize the arm lengths for a tilt
angle θt of 2°. This allows for the option of a second detector
in back reflection (output II, Fig. 3). In this way, the efficiency
of the Michelson interferometer could be nearly doubled
(κVLOS  2.2, compare to Table 1). The interference pattern
of output II is shifted by 2δT  δR  π with respect to out-
put I, where δT and δR are the phase shifts of transmittance and
reflectance of the beam splitter.
The preferred glass material is fused silica (FS), because of its
high transmission in the UV. The refractive index of the FS
glass ngr at wavelength λ [μm] relative to air at T 0 and p0 is
calculated with the Sellmeyer equation [67],
ngr λ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 B1
λ2
λ2 −C1
 B2
λ2
λ2 −C2
 B3
λ2
λ2 −C3
s
: (13)
Here, B1, B2, B3, C1, C2, and C3 are the Sellmeyer coeffi-
cients. In Eqs. (11) and (12) n2 is equal to the absolute refrac-
tive index of glass ngaλL  ngr λL · na. See Eq. (17) for the
calculation of the absolute refractive index of air (na) at T 0. n1
is equal to na at the reference temperature (T 0) of 22 °C. The
field-widening compensation can only be done for one wave-
length. By settingOPDopt  28 mm and solving the system of
equations in Eqs. (11) and (12), the optimal arm lengths are
obtained, neglecting dispersion.
The wavelength dispersion of the glass arm, modifying the
FSR, has to be considered. The OPD as a function of the wave-
length is calculated by inserting Eq. (13) into Eq. (11). OPD
(λ) is put into the Michelson transmission function Eq. (3).
Fig. 3. Monolithic fringe-imaging Michelson interferometer
(FWFIMI) tilted by 2° with air arm (1) and glass arm (2).
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The correct values of d 1opt and d 2opt are determined by an iter-
ative optimization process. OPDopt is varied until one fringe
period exactly spans 10.7 GHz.
The change of OPD as a function of the incident angle
ΔOPDσ0  OPD0 −OPDσ0 is a measure of the quality
of the field compensation. Figure 4 shows ΔOPDσ0 in wave-
lengths λ  λL for FIMIs field widened for θt values of 0° and
2° (vertical lines mark the mean incidence angle) and for the
case of an ordinary Michelson interferometer with the same
FSR (10.7 GHz).
For the FWFIMIs, the variations of the OPD within one
degree (17.4 mrad) of less than 0.003λL for θt  0° and about
0.01λL for θt  2° are very small in comparison to the 15λL in
case of the ordinary MI for θt  0°. Angular distributions of
16 mrad (see Section 3.A) are thus compensated for by field
widening.
D. Temperature Compensation
The FWFIMI can be more easily temperature stabilized at
elevated operational temperatures. We are interested in temper-
ature-induced shifts of the fringe position during the measure-
ments, i.e., during the time needed for digital averaging over
several pulses. The temperature tuning rate RT is the shift
of the fringe spectral position in Hz per Kelvin. Low values
of RT minimize temperature-induced biases of ur . RT is mainly
determined by the spacer material used in the air arm. The
spacer material should be optimized for small temperature tun-
ing. Our goal in this section is to find such a spacer material.
Thermal compensation requires the derivative of the fixed
OPD with respect to temperature being close to zero,
∂OPD0θt
∂T
 0
 2
h
α1d 1n21 − sin2θt
1
2β1n1d 1n21 − sin2θt−
1
2
i
−2
h
α2d 2n22 − sin2θt
1
2β2n2d 2n22 − sin2θt−
1
2
i
: (14)
Here, αk  1∕dk∂dk∕∂T is the coefficient of the linear ther-
mal expansion (CTE) of the material k, and βk  ∂nk∕∂T is
the thermal coefficient of the refractive index. n1 and n2 are the
absolute refractive indices of air and glass. This condition
[Eq. (14)] can be fulfilled by choosing a material for the
air arm spacer with the right CTE (α1). The ideal value of
α1 is determined in the following. For the calculations, we as-
sume the values of d 1opt and d 2opt are those determined in
Section 2.C. The CTE of fused silica (α2) is 0.51 · 10−6 K−1.
The thermal coefficient of fused silica (β2) may be calculated
with the derivative of the Sellmeyer equation with respect to the
temperature [68],
dngaλL;T 
dT
 n
2
2λL;T 0−1
2n2λL;T 0

D02D1ΔT
3D2ΔT 2
E02E1ΔT
λ2L − λ
2
TK

: (15)
Here, n2 (λL, T 0) is the refractive index of the glass at the laser
wavelength λL in μm, obtained with the Sellmeyer equation at
the reference temperature (T 0) of 22 °C. ΔT  T − T 0 is
the temperature difference versus T 0. T is the temperature
in °C. D0, D1, D2, E0, E1, and λTK are the thermal dispersion
coefficients of the glass. The change of the absolute refractive
index ΔngaλL;ΔT  may be calculated by integrating
Eq. (15).
The absolute refractive index of the glass at temperature
T is ngaλL; T   ngaλL; T 0  ΔngaλL;ΔT .
The thermal coefficient of air (β1) and the refractive index
of air naλL; T ; P are calculated by [68]
β1
dnaλL;T 
dT
−0.00367× naλL;T ;p−1
10.00367 1°CCT ; (16)
naλL;T ;p1
naλL;15°C;p0−1
13.4785×10−3 1°CT −15°C
p
p0
λ2L; (17)
where p0  0.101325 × 106 Pa is the standard pressure at
20°C. naλL; T ; p is the absolute refractive index of air at
the air pressure p and at the temperature T in °C. λL is the
laser wavelength in μm.
Seeing that n1∕
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n21 − sin
2 2°
p
is 1.0003, we can set θt
equal to 0° in Eq. (14) in the following for simplicity. Two
variants of temperature tuning are possible. The first is temper-
ature tuning with a constant air density (“TTCD”, i.e.,
β1  0), as in the case of isochoric heating, when the FIMI
is enclosed in a sealed container. We can set na  1, from
which it follows that nga  ngr . The second is temperature tun-
ing at a constant air pressure (“TTCP”). TTCP occurs when
the container is not sealed. By inserting the field-widening
equation into the temperature compensation condition, we ob-
tain, in the cases of TTCD and TTCP, the following results for
the optimized CTE values of the spacers for CD and CP,
respectively:
α1CD  n2gr

1
ngr
 α2

; (18)
α1CP 
ngaT op
naT op2
× β2 
ngaT op2
naT op2
× α2 −
1
n1
× β1: (19)
Fig. 4. OPD change in wavelengths as a function of incident angle
for FWFIMI field widened for θt  0° and 2° and uncompensated
FIMI. Vertical lines mark the respective tilt angle (θt ).
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The ideal CTE values of the spacers for zero temperature
tuning in our case are α1CD  16.4 ppm∕K and α1CP 
17.3 ppm∕K.
To evaluate the rate for different values of the spacers’
CTEs, one can use the absolute refractive indices of glass
and air and the arm lengths dkT   dkT 0αkΔT  1
to determine the fixed OPD values at the temperatures T 1
and T 2. These fixed OPD values are then used to calculate
the Michelson transmission functions at T 1 and T 2. The trans-
mission function [Eq. (3)] is evaluated over the frequency range
of one FSR for T 1  40°C and T 2  41°C for TTCD and
TTCP for different values of the spacers’ CTEs. In each case,
the temperature tuning rate is determined from the shift
between the transmission functions at T 1 and T 2. The temper-
ature tuning rate is plotted in Fig. 5(a) as a function of the
CTEs of the spacers for both TTCD and TTCP.
The respective ideal CTE values α1CD and α1CP are
highlighted (dotted lines). If we extrapolate the trend to
0.51 ppm/K, the temperature rate would be higher than one
FSR. Making the spacers of the same material as the glass arm is
therefore not an option. Copper (CTECu ≈ 17 ppm∕K) and
calcium fluoride (CTECaF2  19 ppm∕K) are suitable materi-
als. Mahadevan et al. [69] used a copper ring spacer glued
to a BK7 beam splitter with a UV cure epoxy. Stability issues
and thermal drift were reported later and were explained with
shear stresses due to the large CTE difference between copper
and BK7 [70]. A concept applied by Harlander et al. [71] is
to fabricate column spacers of calcium fluoride (CaF2) with
relatively small cross sections in order to minimize the thermal
stresses. The CaF2 can be glued to FS components with a UV
cure epoxy.
Furthermore, the spacer columns can be fabricated as a
composite of FS and CaF2. In this way, the net CTE of the
spacers can be tuned by CTEC  j × CTEFS  1 − j ×
CTECaF2 , where j is the length fraction of glass in the
composite. The glass part length d FS is j × d 2. Figure 5(a)
shows d FS as a function of CTEC .
The required CTE values (α1CD, α1CP) require a polished
glass part thickness (d FS) smaller than 2 mm, which is hard
to achieve. We select the TTCD tuning mode because it allows
us to seal the Michelson compartment for protection and
pressure tuning and because the tuned CTE value is closer
to α1CD. A three-dimensional model of such an interferometer
can be seen in Fig. 5(b).
For the measurements, the interferometer will be heated up
from the fabrication temperature (22°C) to the operation tem-
perature (40°C) at a constant density. In the case of TTCD, β1
is zero and α1 is assumed to be 15.5 ppm/K. The change of the
air arm length Δd 1 for ΔT  18 K is 3.1 μm, while Δd 2 is
0.15 μm. The change of the arm lengths is compensated for by
making the initial air arm length 3 μm shorter. One may ignore
the thermal coefficient of the fused silica slice (β2), which is a
fair approximation. The change of the FSR over a temperature
range of 20 K is smaller than 0.2%.
E. Fabrication Tolerances
For a realistic evaluation of the expected performance, fabrica-
tion tolerances and their influence on the instrumental contrast
V , and therefore on the performance, have to be considered. In
the following, some of the important parameters of the
FWFIMI are varied in order to visualize the significance of
fabrication tolerances and their consequences.
1. Arm Lengths and Refractive Index Tolerances
At first, the influence of arm length tolerances on the instru-
mental contrast is considered. The OPD is calculated for a
systematic variation of d 1  Δd 1 and d 2  Δd 2 in Eq. (8)
for the angle-dependent OPD for different incident angles
(σi  θt  16 mrad). The corresponding transmission func-
tions are calculated using Eq. (3) for each configuration (pair
of d 1 and d 2) at a temperature of 40°C. The transmission func-
tions for different σi are summed up to yield the global trans-
mission function for the angular distribution. The contrast of
the global fringe pattern is determined for each configuration.
In the calculations, dispersion is neglected. The contrast is
plotted in Figs. 6(a) and 6(b) as a function of Δd 1 and Δd 2
for θt  2° and θt  0°.
In case of θt  2° a tolerance for the arm lengths Δd of
10 μm (see white rectangle) may reduce the global fringe
contrast in the worst case to 97%. A reduction of the tilt of
the FWFIMI decreases the sensitivity of field widening to the
arm length tolerances. For θt  0°, the contrast is always equal
to 1 within10 μm. A reduction of the angular distribution σi
decreases the sensitivity as well. However, in Section 3.Awe saw
that a required FOV of 4 mrad results in a σi on the order
of 16 mrad.
Fig. 5. (a) Temperature tuning rate for tuning modes: constant den-
sity (TTCD) and constant pressure (TTCP) as a function of the CTE
of the spacer and according length of the FS part of a composite spacer
made of silica and calcium fluoride. (b) Three-dimensional model of
the FWFIMI with composite spacers in the air arm.
Fig. 6. Global contrast for angular distributed light incident on an
FWFIMI, where the arm lengths d 1 and d 2 are varied around the ideal
values for mean angles of incidence of θt  2° (a) and θt  0° (b).
Tolerances are indicated by white squares.
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Similar considerations can be done for the refractive index of
the glass arm. It has a refractive index consistency of 1 part in
2000. The reduction of contrast due to such a variation of ng is
less than 0.2%.
2. Coatings
The quality of the coatings applied to the interfaces of the
FWFIMI determines the instrumental fringe contrast V and
the efficiency of the FWFIMI as well. We consider a beam
splitter coating with a reflectivity of 50% 2% at 355 nm
for s-polarized light at incident angles of 45° 2°. The term
splitting ratio refers to the ratio of the luminous light intensity
transmitted (IT  tI 0) and reflected (IR  rI 0) by the beam
splitter coating. Here, I0  E20 is the luminous light intensity
of the input beam, and t and r are the intensity transmission
and reflection coefficients of the beam splitter, where
t  r  1. The total intensity I tot at the FIMI mirrors, where
the interference pattern is localized (see: Section 3.F.2.), can be
written as
I tot j
ﬃﬃ
r
p
E0
ﬃﬃ
t
p
E0 exp jϕj2  I 01V BS cosϕ: (20)
Here, ϕ is the phase, and V BS 
ﬃﬃﬃﬃ
rt
p
is the maximum contrast
due to the repartition of energy by the beam splitter in the two
arms of the FIMI. In the case of r  0.52 and t  0.48, V BS
amounts to 99.9%. The reflectance for p-polarized light is low
(3–8%). For pure p-polarized light, V BS would be 34–54%.
A polarizing element before the FIMI should guarantee that
the incident light is s-polarized in order to ensure a high instru-
mental contrast.
The instrumental contrast depends, as well, on the anti-
reflection (AR) coatings applied to the surfaces of the beam
splitter. Due to imperfect AR coatings, the reflected signal will
interfere with the primary signal and will be visible as a back-
ground due to the big intensity difference [72]. This can reduce
the contrast. As a countermeasure, the surfaces A, B, and D
(see Fig. 3) should be very well anti-reflection coated.
3. Mirror Inclination Angle
The net inclination angle between the mirrors (θ, Fig. 3) is
specified with 17.81 μrad. The corresponding number of
imaged fringe periods (Np) is 1 0.06. In case of
Np  0.94, the contrast is reduced by 2% because less than
one fringe period is imaged. In this case, an increase of the
illuminating beam diameter dw to 10.6 mm would correct
Np back to one.
4. Net Surface Accuracy
The fringe shape is sensitive to deviations of the net contour
from planarity. We consider the case where this deviation is
in the form of a radial curvature, an assumed worst case.
The effect on the fringe shape is modeled with a non-sequential
ray trace in ZEMAX. According to ISO 10110, contour accu-
racy is given for a test wavelength λ of 633 nm. We consider
here surface errors SE of infinity, 20, and 10. The surface sag
is then sag  0.00063 mm∕SE . The radius of curvature is
Rsag  0.25d 2C  sag2∕2sag, where dC  19 mm is
the clear aperture of the FWFIMI. Figures 7(a) and 7(b) show
the fringe shapes obtained by coherent raytracing with a colli-
mated, quadratic-shaped, uniform illumination of wavelength
λL  354.84 nm and dw  10 mm, through an FIMI, where
the net radius of curvature of the mirrors is Rsag. The final
shape of the fringe on a linear detector is obtained by the
summation of all the pixels along the y-direction [Fig. 7(c)].
The y-axis is normalized to the intensity of the planar
(uncurved) case.
As the net surface curvature increases, the fringe is curved
more and more. Its summation in the y-direction results in an
asymmetrical (skewed) fringe with reduced contrast. In the case
of SE  10, the contrast is reduced by 6%. In case of SE  20,
the reduction of the contrast is 2%. In reality, surface irregu-
larities depend on the manufacturing process and may be ran-
dom and far from radial. The actual fringe shape has to be
measured, and the fitted model of the evaluation process should
be adapted.
F. Further Aspects
1. Illumination Function
The above simulations were carried out with a quadratic cross
section of the illuminating beam. Now we consider non-
uniform cross sections, e.g., a round cross section. If offsets
in temperature, wavelength, pressure, or speed of the measure-
ment platform are large enough, the fringe is shifted more and
more from center position to the edge of the illuminating disk.
Less light traverses the FIMI at locations where the condition
for maxima is fulfilled. A change of the integrated fringe
shape is the result. This effect is not observed with a quadratic
beam cross section. For illustration, the same simulation as in
Section 3.E.4. is used with SE  ∞ to generate fringe patterns
for different wavelengths stepped by ≈1∕10 of the FSR. A
homogeneous, collimated light beam with a uniform intensity
distribution is considered. The resulting fringes are plotted for a
round and a quadratic illumination shape in Figs. 8(a) and 8(b).
The quadratic aperture has the drawback that part of the
light (20–30%) is blocked because the initial beam shape is
round. In a second step, the central part of the beam cross
Fig. 7. Effect of net surface radial curvature on fringe shape
(a) scheme of the non-sequential ray trace. (b) Integrated fringe shapes
of an ideal uncurved fringe (SE  ∞) and of the simulated fringes
(c) for radial surface errors of SE  20 (left) and SE  10 (right).
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section is blocked (as marked by the black circle), as in the case
of an obscuration by the secondary mirror of a Newton tele-
scope. In this case, the fringe shapes become complicated (see
dotted lines). Furthermore, the illumination is not uniform (flat
top) in reality, due to the laser profile (e.g., a deformed TEM00),
due to the transmission through optical fibers or due to the ob-
struction by a telescope spider, for instance. The lower signal-
to-noise ratio at high intensity values is an artifact of the coherent
ray tracing in ZEMAX and is of no importance here.
In any case, the illumination function (i.e., the intensity dis-
tribution at the entrance of the FWFIMI) is very specific for the
optics used, and it has to be characterized and has to be in-
cluded in the final evaluation process. In Section 5 a quadratic
cross section is considered, which facilitates access to output II.
2. Fringe Localization
Until now, we only considered the etendue of the illumination
in terms of field widening, but not for fringe-imaging simula-
tions. In reality, the illumination can be viewed as an extended
disk made up of incoherent point sources (plane waves after
collimation). Each point source produces a “non-localized”
fringe pattern, where the visibility (contrast) is one everywhere
and only depends on the relative intensities of the two waves
that are made to interfere. The actual fringe pattern is the in-
coherent superposition of these elementary “non-localized”
fringe patterns. The mutual displacement between the patterns
and therefore the visibility of the global fringe pattern is depen-
dent on the location of the imaging plane (because of the beam
divergence) and may vary between 0 and 1. Such fringes are
called “localized.” An analytical description of fringe localiza-
tion for the case of an FIMI is given by Fortunato [73].
Here, a more practical approach is used. Simulations of
fringe localization are carried out in the sequential mode of
ZEMAX. The layout of a monolithic FWFIMI can be seen
in Fig. 9. The arm lengths and refractive index values are
set to the ideal ones determined in Section 3. θt is set to zero.
A number of rays with an angular distribution of16 mrad in
the x- and y-directions are traced through the monolithic
FWFIMI. The screen can be shifted in the z-direction towards
the inclined mirror of the air arm (d z < 0) and further away
from the exit surface (d z > 0). For every pair of rays, a pair of
plane waves is constructed at the location of incidence on the
imaging plane. The interference of each pair of plane waves is
calculated on a two-dimensional grid in the x–y plane at a
position z to produce the “non-localized” fringe patterns.
Their incoherent sum gives the global fringe patterns for
different values of d z .
Figure 9 shows global fringe pattern profiles (inset) for in-
creasing values of dz and their contrast C as a function of d z .
C contributes to the instrumental constrast V [Eq. (3)],
which is the product of all the contrast reducing contributions
detailed in Section 3. The fringes are localized close to the
mirrors of the FWFIMI. In order to maximize the visibility
and the measurement performance, an imaging system is re-
quired that images the fringe localization plane on the detector
plane located at positive values of dz outside the sealed com-
partment. Alternatively, the mirror inclinations of the FWFIMI
and the mean incidence angle could be designed such that the
localization plane is located at the detector plane. This solution,
however, would increase the complexity of the FWFIMI and
would reduce the flexibility of the instrument with respect
to different detector types. Concepts for a possible receiver
setup are proposed in the next section.
4. CONCEPT OF A RECEIVER SETUP
As pointed out in the sections above, the imaging Michelson
interferometer for Doppler shift analysis may not be considered
alone, but only by factoring in also the dedicated optics and
detection systems. In this section, we propose some architecture
suitable for the operation of the FWFIMI.
A possible schematic setup scheme for range-resolved detec-
tion in free-beam or fiber-coupled mode (see Section 3.A) is
shown in Fig. 10(i).
A frequency-tripled Nd:YAG laser emits s-polarized pulses.
The light scattered in the atmosphere at a 50–200 m distance
may be collected with a telescope with a diameter suitable for
the integration with an aircraft (e.g., 150–200 mm). Here m3,
Tm1, and Tm2 refer to the laser steering mirror and to the
primary and seconary telescope mirrors, respectively. The
position of the ocular lens (L3) is set to collimate light from a
Fig. 8. Integrated interference fringe shape shifted within round
(a) and quadratic (b) illumination and for an additional central obscu-
ration (black circle, dotted lines).
Fig. 9. Global fringe contrast as a function of the distance (dz ) from
the exit face of the FWFIMI. Inset: Global fringe patterns for increas-
ing values of d z and ray-tracing layout of the FWFIMI used for the
simulations.
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distance of 90 m. The still mostly s-polarized light (considering
the dominant Rayleigh scattering) passes through a narrow
bandpass filter (PF) for background light suppression.
A small fraction of the laser light is split off as a reference
beam with a splitter (SP) and is coupled into a single- or multi-
mode fiber (RF) using the lens Cl3. The RF serves to delay the
reference light with respect to the signal light. This light will be
used to monitor the stability of the setup and as a reference for
the determination of the Doppler shift.
The reference light and signal light are combined with the
power-separating beam splitter PSBS, which reflects ≈99% of
the signal light and transmits ≈1% of the reference light.
In a free-beam setup, the combined beam paths are directed
over mirrors m3 and m4 into a polarizing beam splitter (PBS),
such that only s-polarized light arrives at the FWFIMI. The
unused part of the light may be temporally evaluated with a
photodiode (PD) for monitoring purposes.
The FWFIMI may be fixed in a container (C) with
fused silica glass windows (W1 and W2), which will be temper-
ature stabilized to 40°C10 mK∕min . In this way, the
temperature tuning will be limited to less than 120 kHz/s
(Δur  0.02 ms−1 s−1). The lens L1 may be used in a 2f
arrangement for 1:1 imaging of the localization plane onto
the detector plane of output 1. The plano-convex cylindrical
lens (Lc1) focuses the light in the direction parallel to the linear
fringe on the linear detector, e.g., a linear photomultiplier tube
array (LPMT1).
Output 2 is optional and is not needed for the setup to
work. Due to the large dependence of the beam diameter
on the distance (see Section 3.A), output 2 cannot be accessed
in a free-beam setup.
A UV-sensitive CMOS camera can be used to monitor the
stability of the laser beam alignment mirrors (m1, m2), which
may be readjusted with a piezoelectric transducer. In this way,
lateral instabilities of the illumination due to fluctuations of δ
(as reported in Section 3.A) may be avoided.
Alternatively, a fiber-coupled setup may be used. In this
case, mirrors m3 and m4 are omitted and, after the PSBS,
the light is coupled into a large-core multimode fiber (SF).
The SF serves several purposes. First, its core (quadratic,
diameter of 6.0 μm) serves as a diaphragm, which limits the
FOV of the telescope, in a magnitude which allows near-field
range-resolved detection. Secondly, the SF’s scrambling proper-
ties are intended to destroy the angular information of the
light entering the telescope from different distances R and with
oblique angles due to fluctuations of δ. The scrambling proper-
ties may be improved using an optical scrambler (OS) [41].
Figure 10(ii) shows the scheme of a two-lens optical scrambler.
Two AR-coated aspheric lenses of short focal lengths f are
arranged with the proper distances s and d between two multi-
mode fibers (SF), such that the fibers’ near and far fields are
exchanged between the fibers. Such a version with an SF will
help to reduce the biases due to laser-telescope misalignments
and drifts and may decrease the range-dependent imaging of
the fringes (detailed in Section 3.A).
Due to the large beam divergence of16 mrad, output 2 is
hard to access. A diaphragm with a quadratic opening (D) could
be used to obtain a quadratic cross section (QBCS) of the
illumination beam.D is necessary to increase the distance to the
FIMI, such that the back-reflected light of output 2 can be col-
lected with an inclined mirror (M1), while the cross-section
diameter at the entrance of the FIMI is around 10 mm. The
QBCS helps to make the fringe shape independent of the fringe
position (see Fig. 8). The lenses L2 and Lc2 can be used to
image the back-reflected fringe of output 2 on a second linear
detector (LPMT2). This will nearly double the efficiency of the
receiver.
A fiber-coupled setup has the disadvantage of more than
60% signal light losses due to coupling, absorption, the limited
optical scrambler transmission efficiency, and due to depolari-
zation within the multimode fiber. In order to limit the
transmission losses, the SF should be kept short. The large
core diameter imposes a divergence of 16 mrad on the
“collimated” light, which is, however, compensated by the
FWFIMI. Furthermore, speckle patterns are generated due
to the interference of multiple modes in the fibers. These
speckle patterns make the illumination function erratic. One
way to stabilize the illumination and reduce the speckle contrast
is to use a vibration motor (VM) to move the SF in order to
continuously generate random mechanical (and thus refractive)
constraints for equilibrium mode distribution. With sufficient
movement of the fiber, every laser pulse generates a new speckle
pattern, and one can average over a multitude of pulses and
obtain a stable light distribution on the linear detectors during
the time of digital integration.
Figure 10(iii) shows exemplary light distributions for the
reference and signal light on a linear detector array with 12
illuminated elements. Linear detectors could be Si-pin-
photodiode arrays (QE≈50–60% in the UV, but without
Fig. 10. (i) Receiver setup for the range-resolved measurement
of wind speeds. Blue boxes mark components to be inserted for a
fiber-coupled setup. (ii) Scheme of a two-lens optical scrambler with
two aspheres of focal length f. (iii) Signal processing: light distributions
on the linear detector (LPMT1) for reference and signal light (illumi-
nation function neglected).
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internal amplification, which is problematic because of the
low current levels obtained, which are likely to cause increased
noise during current to voltage conversion, avalanche photo-
diode arrays (not available for UV wavelengths), or linear
photomultiplier tube arrays (LPMT,QE≈40–45% in the UV).
These linear detectors, used in analog detection mode, are fast
enough for range-resolved detection with range gate lengths
smaller than 20 m. The linear detectors exhibit pitches of
0.1–1 mm between the active elements. Neglecting the pitch
between the detector elements, the modulation factor V pix, due
to the integration over the elements of a linear detector, has the
tolerable value of sinc(1/P) (i.e., V pix  99% for P  12). V pix
contributes to the instrumental contrast V .
All transmitted optical components (beam splitter, win-
dows, lenses) should be AR coated for UV light to minimize
losses and stray light.
In the next section, the performance of the proposed
receiver setup is estimated using an end-to-end simulation.
5. ESTIMATION OF PERFORMANCE
In the following, an end-to-end simulation for an estimation
of the performance of the receiver system, using output 1
[Fig. 10(i)] only, is described.
The simulation includes different transmitter properties,
atmospheric backscattering conditions (Section 2.A), estimated
losses of a receiver setup (Section 4), and an ideal instrument
function of an FWFIMI (Section 2.B) to simulate the light
distribution of the interference pattern imaged on the linear
detector. Light distributions are generated for reference light
and Doppler-shifted signal light. The illumination function,
which is very specific for the receiver optics (see Section 3.
F.1.), is not considered here. Speckle noise due to interference
in the atmosphere and the interference of the optical fiber
modes is modeled. For every detector element, analog detection
noise (thermal noise, dark noise, shot noise, and solar back-
ground shot noise) and digitization are considered. The influ-
ence of crosstalk between neighboring detector elements is
taken into consideration. Finally, the reference and signal light
distributions, the interferometer’s fringes, are processed with a
fitting routine in order to determine the Doppler shift.
The amount of emitted light depends on the laser (transmit-
ter system) being used. We assume different existing and
proposed transmitter systems and consider their energy per pulse
(EL), their repetition rate (RL), and power (PL): WALES/
DELICAT [39] (EL80mJ, RL100Hz, PL8W), the
ESA MULTIPLY (EL  1.5 mJ, RL  4 kHz, PL  6 W),
AWIATOR [23] (EL0.17mJ, RL  18 kHz, PL  3 W),
and the hypothetic HYPO (EL  8 mJ, RL  1 kHz,
PL  8 W).
The total number of backscattered photons np is calculated
with the lidar equation [Eq. (2)] for different ranges, altitudes,
and scattering ratios. Here, the factors ηR  20% and ηT 
97% for the proposed setup are assumed. We estimate a total
loss of signal photons before the detector of at least 92% in
case of a fiber-coupled setup [see Fig. 10(i)] and a total loss
including a linear PMT array of ≈97%. The backscattering
coefficients βRay and βMie are obtained from a mid-latitude
standard atmospheric model for different altitudes. βRay and
βMie are also used to calculate the light scattering spectra with
the G3 model (see Section 2.A).
The spectra are convolved with the Michelson instrument
function [Eq. (3)] using ideal values (determined in the
Sections 2 and 3) to obtain the received spectrum and the re-
ceived instrument function, i.e., the interference pattern (IF ).
The instrumental interference contrast V is estimated with
98%. All tolerances and all contrast-reducing imaging proper-
ties (Sections 3.E and 3.F) are assumed to be contained in V .
Strictly linear fringes are assumed.
IF is normalized such that its integral is equal to the number
of backscattered photons (np). IF is downsampled to simulate
the detector elements of the linear detector [see Fig. 10(iii)].
The photocurrents per element are calculated from the number
of photons.
In the next step, artificially produced noise is added on each
detector element. An important cause of noise are speckle.
Speckle are produced due to the interference of backscattered
light from the atmosphere and interference of many propaga-
tion modes of reference light in the multimode delay fiber (RF)
and signal light in the multimode scrambling fiber (SF).
Speckle makes the illumination of the interferometer inhomo-
geneous and erratic. The intensity of speckle patterns obeys a
negative exponential probability distribution function [74],
pI I  1∕hIi exp−I∕hIi: (21)
Here, C  σI∕hIi is the speckle contrast. hIi is the mean value
of the intensity illuminating the interferometer at a certain
location. For coherent light, hIi is equal to the standard
deviation σI . For partially coherent light, C reduces to 1∕
ﬃﬃﬃﬃﬃ
M
p
,
here M is the number of incoherently added speckle patterns.
M equals Ma ×Mf , where Ma is the number of atmospheric
speckle patterns, and Mf is the number of fiber speckle
patterns.
The illumination at the pupil of reception during the expo-
sure time t is composed of Ma  ΔR∕d coh speckle patterns.
d coh  cτcoh∕2 is the coherence length, and τcoh is the coher-
ence time of the scattered light. For molecule scattering,
τcoh  2∕πγ, where γ 
ﬃﬃﬃ
2
p
σRayT  is the half-width at 1/e
of the scattering spectrum at the atmospheric temperature. For
Rayleigh scattering, τcoh is in the order of 0.3 ns. For Mie scat-
tering, the coherence time is given by the pulse duration (7 ns).
In case of fiber-induced speckle, C is reduced due to the
mixing of the fiber modes during propagation, andMf depends
on the vibration frequency of the vibration motor and the time
of exposure of the detector, i.e., t ≈ 133 ns (ΔR  20 m),
and has to be determined experimentally. Due to this very short
time t , we assume Mf  1 for the simulations.
Every pulse is assumed to generate a new, arbitrary speckle
pattern, due to the proposedly changing distribution of scatter-
ers in the scattering volume during flight from pulse to pulse
(signal) and due to the vibration of the fibers (reference).
A simplified model is used to simulate the speckle patterns.
An array of dimension 48 × 48 with a distribution according to
Eq. (21) represents a coherent speckle pattern. The actual
speckle grain size depends on the laser beam waist diameter,
in our case, wR > 20 mm at R  50 m (see Fig. 2), or
on the multimode fiber core diameter [75]. The real speckle
pattern properties have to be characterized for the used fibers.
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The total speckle patterns for signal and reference are computed
by the incoherent sum of MMie and MRay speckle patterns
(signal) and Mf speckle patterns (reference) for every laser
pulse. Rb is included by setting hIi in Eq. (21) equal to the
number of backscattered Rayleigh and Mie photons.
The linear detector spatially integrates over the total speckle
pattern. All rows of the total speckle patterns are summed up
and are downsampled to simulate the integration by the linear
detector. The downsampled speckle distribution is normalized
to 1 and multiplied with the distribution of photons on the
linear detector for every pulse before the detector noise is
included.
The total noise current in of every detector element in the
analog detection mode is calculated with the standard equations
for thermal noise current iT , the shot noise current of the dark
current iSD, of the photocurrent iSL, and the solar background
light current iSBG [76],
in 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
i2T  i2SD  i2SL  i2SBG
q
: (22)
A solar background radiation power in the atmosphere of
300 W∕m2 sr μm is assumed. The FOV is set to 4 mrad (full
width). The full width at half-maximum of the sunlight filter
(PF) is assumed to be 0.5 nm, giving a transmission of 80%.
iSBG is in the order of a few μA.
The Poisson distribution of the noise can be approximated
by a normal distribution because of the large magnitude of the
detected photons. The signal-to-noise (amplitude) ratio for
every detector element is IL∕in, where IL is the photocurrent
of the respective detector element. Crosstalk between the de-
tector elements is included using typical crosstalk ratios of
PMT arrays of 3%, 0.6%, 0.2%, and 0.1% for the detector
elements in a row next to a given detector element.
The analog-to-digital-converter (ADC) quantizes the analog
signal. The resolution of the ADC is assumed to be 16 bits with
an effective number of bits (ENOB) of 12 [see Fig. 10(iii)].
Simulations have shown that reduced ENOB values of 10 bits
would not significantly decrease the signal-to-noise ratio for our
application. ENOB values of 8 bits and 6 bits would decrease
the performance. The reference photocurrent is for the opti-
mum use of the quantization levels. The saturation level can
be set to the expected maximum signal light current by the
adjustment of the PMT gain. A less scientific implementation
should automatically adapt the amplification to the varying
altitude h and scattering ratio Rb. In this case, the signal cur-
rents could be adjusted to a lower saturation level for all signal
strengths, which would guarantee a higher resolution at small
signal strengths.
The relative shift between the signal and reference light dis-
tributions can be determined with mean wavelength estimators.
Several algorithms have been evaluated. The centroid method
[77] and a Gaussian correlation algorithm (which maximizes
the correlation function with a Gaussian) [78] produced large
systematic errors, which increased linearly with the wind speed.
This phenomenon is referred to as “slope error” and is very
pronounced for the FWFIMI because of the large width of
the cosine-shaped fringe, which makes the shape asymmetric
for small shifts. For large shifts, parts of the lineshape are
not fully imaged, and the systemic errors become non-linear
(edge bias). A maximum likelihood function approach could
be used as well. Least-square fits are a simple alternative that
shows no slope error and no edge bias. Effects caused by
the illumination function are neglected here. The experimental
illumination function has to be characterized and has to be in-
cluded in the final fitted model.
Here we use a “downhill simplex fit” (Nelder–Mead method
[79]), which does not use derivatives and therefore converges
very safely.
The fit function prior to downsampling has the form
f w; x  w01 w1 cosx  w2  w3: (23)
Here, w0, w1, w2, and w3 are the fit parameters for amplitude,
contrast, shift, and background. The quadratic sum of the data
values minus the downsampled fit function f w; x is mini-
mized with a Nelder–Mead simplex algorithm. Wind speeds
are determined by dividing w2Ref  − w2Sig by the phase
sensitivity S (see Section 2.B).
A possible way to decrease the speckle contrast is the digital
summation of several pulses for the signal and reference light
prior to evaluation, called “mean evaluation” (ME) in the fol-
lowing. In contrast to the evaluation of a single pulse, “pulse
evaluation” (PE), ME reduces the effective measurement rate
but has the second advantage of averaging the detector noise.
ME requires the thermo-mechanical stability of the setup (see
Section 3) and the frequency stability of the laser during the
time of digital summation. A typical Nd:YAG laser transmitter,
as in WALES [38], has a pulse-to-pulse frequency jitter distri-
bution during less than 60 s of about 1 MHz in the UV. In the
case of ME, this jitter has to be considered.
The ME method is used with 0.1 s × RL pulses for one
measurement [indicated by ME(0.1 s)]. Limits to the digital
summation time are set by the flight speed of the aircraft
(≈ 250 m∕s). In the simulation, 50 realizations are compiled,
and the mean (ur ) and standard deviation σur of the deter-
mined wind speeds are computed. The simulated LoS wind
speed is 10 m/s, which is a typical order of magnitude of
wind speeds in wake vortices, or gusts within turbulence of
“moderate” strength.
In the following simulations, we look at two extreme cases of
a low backscattered signal (h  10; 000 m, Rb  1) and a high
backscattered signal (h  1000 m, Rb  6). We assume a
range gate ΔR of 20 m. The calculations are done for various
measurement points between 50 and 200 m, spaced byΔR. We
assume a linear PMT array with 12 illuminated elements in the
analog detection mode (see Section 4).
We consider a maximum current of 5 mA per pulse and
element, such that the PMT elements are not damaged. In case
of the WALES transmitter, the backscattered signal currents
after amplification (even at low voltages) are so high that only
80% of the signal can be used in the case of h  10; 000 m,
Rb  1 and only 5% in case of h  1000 m, Rb  6 in order
to stay below 5 mA. For a better comparability of the trans-
mitters at h  10; 000 m, Rb  1, we assume ηT  78%
for all transmitters. For “HYPO,” a signal damping of 35%
is necessary for high signal strengths (h  1000 m, Rb  6).
In case of the MULTIPLY and AWIATOR transmitters, the
backscattered signals do not have to be damped because of
the lower pulse energies. The signal currents in this case are
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kept below 5 mA by adjusting the PMT voltage between 500
and 900 V. The reference current is adjusted to below 5 mA
per pulse.
Figure 11(a) shows typical SNR values of detector noise for
all 12 elements of a linear PMT array (family of curves) at
h  10; 000 m, Rb  1 as a function of range R for one pulse
of the different laser transmitters. A respective plot is shown
in Fig. 11(b) for an altitude of 1000 m and a scattering rato
Rb of 6.
The total atmospheric speckle patterns for the signal light
(MRay  444, MMie  20) at h  10; 000 m, Rb  1 and
at h  1000 m, Rb  6 are shown in Fig. 11(c). Figure 11(d)
contains exemplary downsampled speckle distributions for a
single pulse and for averaging over a measurement time of
0.1 s (signal) and over 1000 pulses (reference).
Figure 12 shows the final determined range-dependent
values of σur for these properties.
Several trends are observed considering detector noise only.
The standard deviation increases as a function of range R
because the detector SNR decreases [see Figs. 11(a) and 11(b)].
In the case of h  10; 000 m, Rb  1, the range dependence of
the SNR is roughly proportional to 1∕R for all the elements of
the PMT array. In case of h  1000 m, Rb  6, the SNR
dependence is close to 1∕R1.25. This trend could be explained
with additional extinction from aerosols at these parameters.
Seeing from Eq. (2) that the lidar signal decreases with R−2,
and knowing that the dominant shot noise scales with the square
root of the signal (Gaussian behavior for large signal strengths),
the 1∕R dependence of the SNR for nearly pure molecular back-
scattered signals is not unexpected. σur is seen to increase
roughly proportionally to 1∕SNR  R. Without averaging a
multitude of pulses, σur is in the order of 2 m/s and higher,
even for the high pulse energies of WALES. Therefore, only
measurements with averaging for 0.1 s are plotted.
For h  1000 m, Rb  6, the SNR is elevated, and there-
fore, lower values of σur are achieved in the cases of
MULTIPLY, AWIATOR, and HYPO. In the case of WALES,
the signal damping must be so strong that σur is bigger.
However, a small decrease of σur is observed, which is prob-
ably due to the increased atmospheric contrast.
Laser jitter of 1 MHz per pulse turns out to have no signifi-
cant influence on the result and can therefore be omitted.
When modeled atmospheric speckles are included, the
following trends can be observed. For WALES and HYPO,
σur is below 1 m/s up to ranges of about 120 m. HYPO per-
forms even better mostly because the digital averaging allows
more pulses during 0.1 s, while the SNR is better than for
MULTIPLY and AWIATOR. HYPO seems to be closer to
an optimal combination of pulse energy and repetition rate
for averaging out detector and speckle noise than WALES.
At low signal strengths, the SNR per pulse of MULTIPLY
and AWIATOR is very small, which increases σur for these
two transmitters. Especially when speckle noise is considered,
these low values of SNR seem to reduce the measurement
performance. Averaging in the presence of speckle seems to
be less effective, requiring higher signal-to-noise ratios.
At high signal strengths, MULTIPLY and AWIATOR profit
from higher SNR values for each pulse and a higher number of
pulses for averaging during the measurement time (0.1 s), such
that WALES is outperformed.
The influence of fiber speckle is eliminated by averaging
over 1000 pulses during the reference measurements, such
that σur seems not to be elevated in comparison to the case
where only atmospheric speckle are considered. No effect of
the simulated crosstalk on the mean and standard deviation
of the determined wind speeds is observed.
If the combined performance at h  10; 000 m, Rb  1
and h  1000 m, Rb  6 is considered, “HYPO” appears
to be the best choice within the considered transmitter types.
Wake vortex mitigation algorithms, as proposed by Ehlers et al.
[7], require low standard deviations of the determined
wind speed in the order of 1 m/s or below. The required value
of σur depends, however, on the choice of the activation
criterion, on the scanning pattern geometry, on the spatial
Fig. 11. (a) Detector SNR of one pulse for h  10; 000 m, Rb  1 and (b) h  1000 m, Rb  6 in the cases of the laser transmitters: “WALES,”
“MULTIPLY,” “AWIATOR,” and “HYPO.” Two curves are shown for every transmitter, giving the SNR of one center and one edge pixel of the
PMT array illuminated with a centered interference fringe. Colored areas mark the regions in between where the SNR values of the other pixels are
located. Additional black squares mark the SNR of the third pixel in case of WALES. The solid black line marks a range dependence of the SNR
proportional to 1/Range. (c) Total speckle patterns for h  10; 000 m, Rb  1 and for h  1000 m, Rb  6. (d) Exemplary downsampled speckle
distribution for one WALES pulse at h  1000 m, Rb  6 and the respective integrated distributions on a linear detector for 10 signal pulses and
1000 reference pulses.
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resolution, and on the update rate [8,10]. Considering an aver-
aging time of 0.1 s for one LoS measurement and a range gate
length of 20 m, up to four range-resolved, exploitable measure-
ment points can be obtained for wake vortex mitigation per
LoS direction independent of the atmospheric conditions.
The laser transmitter should be optimized for shorter averaging
times, such that lower standard deviations and full scan update
rates of 5–10 Hz can be achieved. Measurement points at
greater distances (R > 140 m) could be also considered with
lower weights and could be compared to or fusioned with
the results of the next measurement cycles when the aircraft
has moved closer. Gust alleviation algorithms have more relaxed
requirements on the standard deviation, such that the exploit-
able range would be higher [9,10].
Different algorithms should be tested and an experimentally
determined illumination function should be included in the
final mean wavelength estimator algorithm. Future investigations
should also include a performance evaluation of the FWFIMI
in a tilted configuration with a second detector. We expect a
reduced number of pulses to be necessary for averaging.
6. CONCLUSION
We have reviewed different direct DWL techniques and consider
a fringe-imaging Michelson interferometer with inclined mirrors
(FIMI) a good compromise between theoretical performance
and complexity, for range-resolved measurements of LoS wind
speeds in the near-field (50–300 m) in front of an aircraft.
We pointed out the need for field widening in case of near-
field detection and thus a large required FOV. We estimated
the non-negligible bias (>0.4 m∕s per μrad) of the measured
wind speed induced by a laser-telescope misalignment. We
have described the design principles of a tilted FIMI with field
widening and temperature compensation and discussed fabri-
cation specifications and tolerances, the illumination function,
fringe localization, and their influence on the instrumental
contrast. A net inclination angle between the mirrors of the
FWFIMI provides linear fringes, which can be imaged on fast,
linear detectors for range-resolved detection independent of the
flight altitude and scattering ratio. We have proposed a scheme
for incorporating the FWFIMI in free-beam and fiber-coupled
receiver setups. A scrambling fiber could allow imaging inde-
pendent of range and laser telescope misalignments.
The performance of the setup using only one output has
been estimated, taking into account losses, detector noise, and
cross talk, a simplified model for atmospheric speckle and fiber
speckle, different transmitter types, and different atmospheric
conditions (altitudes, scattering ratios). Temperature compen-
sation will allow for averaging over several pulses, which is
necessary to reduce the standard deviations caused by detector
noise and speckle “noise.” The transmitters “WALES” and
Fig. 12. Results of the end-to-end simulation: the standard deviation σur of the determined wind speed ur as a function of range R for the
transmitters “WALES,” “MULTIPLY,” “AWIATOR,” and “HYPO” in case of weak backscattering signal (h  10; 000 m, Rb  1) and strong
backscattering signal (h  1000 m, Rb  6). σur is obtained by performing the simulated measurement 50 times in a row. For every measure-
ment, digital averaging is applied for a measurement duration of 0.1 s [ME(0.1 s)]. Three cases are considered: 1. only detector noise (DN), 2. DN
and atmospheric speckle, and 3. DN, atmospheric and fiber speckle, and crosstalk. In the last case, the reference measurement is averaged over 1000
pulses for every transmitter type.
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“HYPO” prospect range-resolved LoS Doppler wind measure-
ments with standard deviations of the determined wind speed
in the order of 1 ms−1 or below independent of the atmospheric
conditions at distances between 60 and 120 m, considering a
range gate of 20 m and a simulated wind speed of 10 m/s
and an averaging time of 0.1 s. This is important because low
standard deviations are considered necessary for wake vortex
alleviation control [8]. It should be evaluated if standard devia-
tions above 1 ms−1 at distances between 120 and 300 m can
be useful for alleviation control. In order to reach the required
full scan update rate of 5–10 Hz [8], an optimization of the
lidar transmitter, of possible scanning patterns (at least three
line-of-sight measurements required), and of the proposed
receiver should be evaluated. A second detector at output 2 of
the tilted FWFIMI is expected to enhance the overall measure-
ment performance.
Future works are aimed at realizing a receiver prototype,
including an FWFIMI for range-resolved LoS wind speed
measurements.
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