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1. INTRODUCTION 
Few mathematical structures have undergone as many revisions or 
have been presented in as many guises as the real numbers. Every 
generation re-examines the reals in the light of its values and mathe- 
matical objectives. 
Our present purpose is one more such re-examination. We are 
motivated largely by the constructive views of mathematics which are 
making headway under the aegis of the computer. 
It is often deplored that the field of real numbers is not constructive 
in any of the currently accepted meanings of the word. How then 
do we propose to adhere to the seemingly impossible objective of 
making the real numbers conform to the credo of constructivity ? 
A way out can be gleaned from a neglected corner of algebra, the 
theory of local fields. Few people would admit that much of the 
analytic simplicity and the explicit computability of the p-adic 
fields could be carried over to the real numbers by a simple 
algorithmic device. Yet, this is precisely what we attempt to do in this 
paper. 
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Our idea consists in obtaining the real numbers as the quotient, 
by a maximal ideal, of a specified subset of the ring of formal Laurent 
series with integer coefficients. In other words, a real number turns 
out to be an equivalence class of such formal Laurent series, or strings 
as we call them, and arithmetic operations are performed on these 
equivalence classes. In this way, addition and multiplication become 
carryless. 
The carry operation of ordinary arithmetic is incorporated in the 
description of the equivalence classes, that is, in the ideal. Thus, in 
contrast with classical constructions, such as by Dedekind cuts or other 
topological devices, the field operations are explicitly performable and 
defined at the outset. On the other hand, a real number turns out to be 
represented by infinitely many strings of digits, any two equivalent 
strings being transformable into each other by a sequence of carries. 
In particular, the ordinary binary representation of a real number is 
obtained by performing a sequence of carries that we call clearing. 
This procedure can be used to construct several other fields, for 
example the p-adics, and leads to the general notion of digital repre- 
sentation of fields, briefly developed at the end. The difference between 
p-adics and real numbers appears, as it must, in a boundedness restriction 
on the strings used in the construction of the real number field. Aside 
from this restriction, our construction is completely algorithmic, and 
leads, we would like to believe, to a revised concept of the real number 
system. 
2. SYNOPSIS 
In this paper we shall give a construction of the real numbers that 
differs from those in current usage. We could construct the real numbers 
by algorithmically describing the operations of binary addition, multi- 
plication, and division on infinite strings of zeroes and ones. It turns 
out, however, that an explicit description of the algorithms for the 
elementary operations is very cumbersome, owing to the presence 
of carries. A Boolean description of the carry operations involved in 
addition and multiplication was given in a previous paper in this series 
(Metropolis and Rota [4]). 
In this paper we bypass the difficulty of an explicit description of 
carries by an extremely simple idea. We devise a notation that allows 
carries to remain unperformed. The digits of a string which is to 
represent a real number are allowed to be arbitrary integers. Two 
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strings that differ only in that a carry has been performed on one of 
them are decreed equivalent, and a real number is an equivalence 
class under iterated performances of carry operations. 
More precisely, the binary carry operation consists in removing two 
units from the nth digit and adding one unit to the (n - 1)th. 
The enormous advantage of the present notation is that addition, 
multiplication, and division become carryless operations, as they are 
simply operations on formal Laurent series. The price we pay is that 
a real number can be represented by infinitely many strings. But the 
nonuniqueness of representation of real numbers is not a novel phe- 
nomenon, even in ordinary arithmetic. 
When arbitrary integer digits are allowed in the representation of 
real numbers, the definition of strings as well as the characterization of 
the equivalence relation defined by the carry operation become more 
delicate. From a pedestrian point of view, what we are doing is simply 
representing a real number in the form 
where the a,‘s are integers and where only a finite number of negative 
values of n appear. Two such representations are equivalent when 
the sums are the same. Abstracting from this well-known representation 
we are led to define a bounded string A as a sequence of integers a, 
for which 
is finite. A carry string C is defined as a string for which 
c I cn - 2c,-r 112” 
n 
is finite, and moreover ~~12~ tends to zero. Two bounded strings A 
and B are said to be equivalent when A = B + KC, where K is the 
string 1. -2000 .a*, or digitwise when a, = b, + c, - 2c,-, ; here C 
is a carry string, and multiplication is defined as in ordinary Laurent 
series. We then prove that in each equivalence class there is a unique 
clear string, that is, essentially, a unique binary real number. Thus, 
to recover ordinary addition and multiplication in the present context, 
one adds or multiplies clear strings and then clears the result. 
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The p-adic numbers can be treated along the same lines, in fact, 
even more simply, and so can several other fields of common occurrence 
in algebra. 
3. STRINGS 
Let R be a commutative ring with identity. A string with values 
in R is a function from the integers to the ring R, which may be written 
A = {ui , i E Z}, with the property that ai = 0 for all sufficiently 
small i. The value ai is called the i-th digit. 
Two notations will be used for strings. The first is intended to 
suggest the operations of ordinary arithmetic: 
A = ..a a-,a-,+, ... a, * ala,a3 .-*; 
the least integer i for which a, # 0 is called the leading digit. The 
radix point is placed between the zeroth and first digits. A string whose 
leading digit is the zeroth digit is denoted by A = a,, * ala2 *em. A string 
with finitely many nonzero digits is called a finite string. We sometimes 
use the notation (A), to indicate the ith digit of the string A. 
The second suggests the operations on strings: 
A = C anxn, 
TEZ 
where there are only a finite number of negative powers of x. Addition 
and multiplication of strings A and B = {bi , i E Z} are defined by the 
corresponding operations on formal Laurent series. We summarize 
the well-known results: 
Addition A + B = C is defined elementarily by ai + b, = Ci . 
Multiplication AB = C is defined by convolution: 
ci = 1 anbien . 
7EZ 
Under these definitions the set of strings with digits in the ring R 
becomes a commutative ring with identity, written C (R). 
If R is a field, then the ring C (R) is a field, and division of strings 
is defined by ordinary division of formal Laurent series. 
The identity I of the ring C (R) is the string with the zeroth digit 
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equal to the multiplicative identity of R and all other digits equal to 
the zero element. The zero of C (R) is the string 0 all of whose digits 
are the zero element of R. 
A topology can be given to 2 (R); define a neighborhood N(D, A) 
of a string A, determined by a finite set D of digits, to be the set of all 
strings B such that bi = ai for all i in D. The collection of all such 
N(D, A) for all strings A in C (R) is the basis for a topology under 
which the ring of strings C (R) b ecomes a topological ring. Although 
topological considerations motivate some of the results derived in the 
sequel, they are not required for the reading of this work. 
4. EQUIVALENCE OF STRINGS 
From now on, the ring R will be the ordinary integers, and the ring 
of strings with integer digits will be written C (2). 
We next introduce an equivalence relation on the ring 2 (2) which 
corresponds to the intuitive notion of carrying in ordinary arithmetic. 
For two strings A and B in C (Z), we say B can be carried into A 
whenever A = B + KC, for some finite string C in C (Z), where K 
is the constant string with k, = 1, k, = -2, and ki = 0, for i $- 0 
or 1. We call C the carry of B into A. The string K is fixed throughout; 
it is called the carry constant. 
Equivalently, for A, B in 2 (Z), B can be carried into A whenever 
for some finite C in C (Z), 
for all i in Z. 
a, = bi + ci - 2cEel , c*> 
The correspondence to the notion of carrying is evident when one 
considers the case ci = 1 and cj = 0, for j # i. This carries any B 
into A where 
ai = b, + 1, 
ai+r = bi+l -2, and 
aj = bj , for j#i,i+l. 
We have removed two units from the (i + 1)th digit and added one 
unit to the ith digit. Every carry (*) may be obtained by iteration of 
carries of this simple form. 
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One may easily show that this notion of carrying defines an equivalence 
relation on C (2). 
We wish to extend the preceding definition to allow infinite carries 
C. However, any two strings turn out to be equivalent when arbitrary 
infinite carries are allowed. To obviate this difficulty we are led to the 
following definition: 
A string A with integer digits is bounded when a positive integer x 
exists with the property that for all nonnegative integers n 
iTn I ai I Pi d ~2%~ 
\ 
where 1 ai 1 is the absolute value of the digit ai . 
The set of bounded strings will be denoted by & (2). 
PROPOSITION 1. The set Cz (2) of all bounded strings is a subring 
with identity of the ring C (2) of all strings with integer digits. 
The easy proof is omitted. 
We can now extend the notion of carry so as to include certain infinite 
strings. The motivation for the following definition is deferred to the 
following section. A string C is a carry string if: 
(1) KC is bounded, that is, there exists a positive integer x such 
that 
1 2n-i 1 Ci - 29-1 1 < Z2:2”9 
iqn 
for all nonnegative integers n, and 
(2) For every positive integer x there is an integer k > 0 such that 
z 1 cj 1 ,< 2j for all j > k. 
The set of all carry strings is denoted by @. 
We next verify some elementary properties of carry strings. 
PROPOSITION 2. 
(a) The sum of carry strings is a carry string. 
(b) Th p d t f b e ro UC o a ounded string and a carry string is a carry 
string. 
Proof. 
(a) Consider the carry strings A and B in @. Since K(A + B) = 
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KA + KB, property (1) above is immediate. Note that (A + B)j = 
aj + b, . Given a positive integer x, choose k > 1 so large that 
(22) 1 aj [ < 2j for all j > K, and similarly for bj . Then for j > k, 
x 1 (A + B)j 1 < z 1 aj / + z 1 bj ( < 2j-l + 2+’ = 2j, 
as desired. 
(b) Now let A = BC, where B is a bounded string and C is a 
carry string. Since KA = (KC) B it follows that the string KA is bounded. 
We must show that for each positive integer x, we can find an integer 
j > 0 such that z 1 a, / < 2” for n > j. Taking b. and q, to be the 
leading digits of B and C we have 
a,, = ‘f bic,-i , 
i=O 
hence 
Let m be the greatest integer for which 2m < n; then for n > 0, 
omitting the absolute value signs for simplicity, 
za, < x f  bic,-i + z f  bic,-i , 
i=O i=m+1 
xa,2n < x f  (bi2n-i)(cn-i2i) + z jJ (bi2+i)(cnvi2*), 
i=O i=m+l 
za,2n < z I&C [cn-i2i] f  bi2n-i + z j~~~l [~n-i2~I ,=$+1 bP1* 
i=O 
A change of indices yields 
za,,2n < z irnn% [ci29 f  bi2n-i + z ?$!tt’ [~~2*-~] f  bi2nmi. 
i-0 i=m+l 
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By the definition of a bounded string, there is some integer k > 0 
such that 
iTn bi2+i < k2” for all n 3 0. 
By the definition of a carry string, we can choose a w > 0 such that 
1 ci j < 2j, for all i > w. Let B be the least positive integer such that 
1 ci ) < ~2~ for 0 < i < w. Then for all i > 0, we have 1 ci 1 < ~2~. 
Thus the sequence ci grows at most exponentially. Therefore 
xa,2” < zk2” p& [~~2+~] + 2~2~ i bi2n-i. 
i=m+l 
Now choose j1 > 0 so large that 2zk 1 ci 1 < 2i, for i > j, , Also 
choose j, 3 0 such that for integers x > y > j, , 
~VX i bi2”ei < 2” 
i=y 
(cf. Appendix). 
Let j = 2max(j, , ja). Then for n > j, 
za,2% < 2”2+-l -/- 2”2”--l = 22”. 
Thus za, < 2” for n > j. Q.E.D. 
We can now extend the definition of equivalence of (bounded) 
strings to include (infinite) carry strings. 
For bounded strings A and B, we say that A is equivalent to B, in symbols 
A - B, whenever there exists a carry string C such that A = B + KC. 
An important fact about equivalence is: 
THEOREM 1. Equivalence (-) is an equivalence relation on the ring 
of bounded strings. 
Proof. Reflexivity is immediate since 0 is a carry string. 
Symmetry is also clear, since whenever C is a carry string, -C is 
also a carry string. 
To establish transitivity, suppose A = B + KC and B = F + KG, 
where A, B, F are bounded strings and C, G are carry strings. Then 
A = F + KG + KC = F + K(C + G). It follows from Proposition 
2(a) that A is equivalent to F. 
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This equivalence relation on bounded strings is nontrivial; we verify 
that 0 is not equivalent to I. Indeed, if 0 = I + KC, then C must 
be the string C = -1 * -2 -4 *se; but the string C is not a carry 
string. 
An equivalence class of bounded strings shall be called a Real Number. 
5. CARRIES] 
In the previous section we introduced two notions of carrying. The 
first defines an equivalence relation on the ring C (2) of all strings, 
but at the cost of restricting the carries to be finite strings. The second 
is obtained by choosing the subring of bounded strings and prescribing 
a significantly larger set of carries, which nonetheless defines a non- 
trivial equivalence relation on this ring. We shall now justify our 
definition of carry strings. 
Let (1 be a subring of C (2) with a topology T making it into a 
topological ring. The carry set of (1 is the set of all strings C in C (2) 
such that: 
(I) (closure) KC belongs to d, 
(2) (truncation) let C, be the string with digits ci , for j < n, 
and 0 forj > n. If KC belongs to fl, then KC, is in II for all n in 2, and 
(3) (convergence) the sequence KC, converges to KC in A. 
For example, the carry set for the entirety of C (2) under the topology 
of Section 3 is all of C (2) itself. 
As a second example, the definition of bounded strings suggests a 
topology T, for the ring Cz (2) of bounded strings. A basis for T, is 
the set of all neighborhoods N(A, z) of bounded strings A, where x is 
any positive integer, consisting of all strings B such that 
z c 2p-i 1 a; - bi 1 < 2g, 
i<P 
for all nonnegative integers p. 
The following fact is of limited importance, so we state it without 
proof. 
1 This section may be omitted at first reading without loss of continuity. 
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PROPOSITION 1. Under the topology T, , the ring Cz (2) becomes a 
complete topological ring. 
With a topology thus defined on Cz (Z), we now inquire what the 
carry set of & (2) is. The answer is provided by: 
PROPOSITION 2. A string belongs to the carry set of & (2) if and 
only if it is a carry string in the sense of Section 4. 
ProoJ Condition 1 of Section 4 for carry strings (KC is bounded) 
is clearly necessary. We next verify that Condition 2 of Section 4 is 
also necessary. We must show that x 1 c, [ < 2” for n sufficiently large 
and for any positive integer x. Let C, be as in the definition of truncation 
above. By Condition (3) above, the sequence KC, converges to KC. 
Therefore K(C, - C,-,) converges to the zero string. 
Thus for every positive integer x, there must exist a positive integer 
k, such that for n > h, 
z 1 29-i I(K(C, - C,-,))i I < 223 
i(P 
for all p > 0. In particular, for p = n + 1 the nonvanishing terms are 
42n+l-(n+l) / -2c, 1 + 2”+1-” 1 c, I] < 2”+1 
whence 
42 I c, I + 2 I c, II < zn+l, 
and, lastly, 
z / c, 1 < 2n-l < 2”, 
the desired conclusion. 
We now establish the sufficiency of the conditions in Section 4. The 
boundedness of KC yields closure at once. Further, since for any carry 
string C, KC, is a bounded string for all integers n, truncation is also 
immediate. Thus, we need only show that the sequence KC, converges 
to KC for any carry string C. Thus, we must show that for any positive 
integer x there exists a k such that for n > K, 
z c 2”-i I(K(C - C& I < 2~ 
i$P 
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for all p > 0. For p > n + 1 >/ 0, the left side equals 
.z [ 2p-“-1 I c,+1 I + i 2p-i 1 ci - 2Ciel I]. i=n+2 
By Property 2 of carry strings, we may choose K, > 0 so large that 
(24 I cn+1 1 < 2”+l for n > k, . Also, using the boundedness of 
K(C - C,), choose (cf. Appendix) k, > 0 sufficiently large that 
22 f) 2p-i 1 Ci -22c$-l 1 < 2" 
i=n+2 
for all p - 2 > n > k, . Then for all p - 2 3 n > k = max(k, , k2) 
the above sum equals 
z2p-“-l I c,+~ 1 + z f 2p-i 1 ci - 2ci-, 1 < 2~-+42~ + 2~4 = 2~. Q.E.D. 
i=n+z 
Thus we see that the definition of carry strings in Section 4 conforms 
to minimal conditions that assure reasonable behavior of the carries on 
the topological ring Cz (2). In the ensuing sections these facts will be 
used to establish the central result, that the equivalence classes of 
bounded strings form a field isomorphic to the reals. 
6. CLEARING 
A clear string is a bounded string with the following properties: 
(a) The leading digit equals 1 or - 1. 
(b) If the leading digit is - 1, then the following digit is 0. 
(c) All digits to the right of the leading digit are 0 or 1. 
(d) There is no integer j such that all the digits beyond the jth 
equal 1. 
The reason for condition (b) on the leading digit is that 
-1 . la,a,a, *** - 0 * -la,a,a, *.. . 
Our present purpose is to show that every bounded string is equivalent 
to a clear string. To this end, some preliminary results will be derived. 
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PROPOSITION 1. Let A be a finite string with n the greatest integer for 
which a, # 0. Then for any integer j, there exists a finite string C such 
that (A + KC), = 0 or 1 for all i > j and 
(1) c;;: 1 2c, - ciil 1 2n-1-i < Cyzi+l 1 ai 1 2n-i + 2”, 
(2) I ci I Pi < I ai+l 1 212-i-l + / ai+ / p-i-2 + - - - + j a, 1 + 2n-i 
for i > j. 
Proof. The conclusion is trivial if j > n. Otherwise we may assume 
j = 0. There exists a unique sequence ci, defined for 1 < i < n, 
where l i = 0 or 1 such that the equations 
2cndl = a, - cla , 
2~,-~ - cab1 = a,-, - E,+ , 
. . . 
(*I 
2c, - Cl = a, - El 
have a solution in integers ci-r . All other digits of C are defined to be 
zero. 
Taking absolute values, multiplying by suitable powers of two, and 
summing, we obtain 
n-1 
E l2ci--c,+112 --. n l z < $ 1 ai ) 2n-i + i Ei2n--i* 
i=l 
This completes the proof of (1). 
To prove (2), note that for 0 < i < n the explicit solution of (*) 
satisfies 
2n-ici = ai+p-i--l + ai+22n-i-2 + **- + and121 + a,2O 
_ (Ei+12fl-i-l + ~~+~2fl-i-~ + a.3 + ~~,2~ + ~~2’). (**) 
Take absolute values and remark that 
Ei+12n--i--l + Ei+22n-i-2 + *.. + ~,-~2~ + c,2O 
< pi-1 + p-i-2 + . . . + 21 + 20 < p-i. 
PROPOSITION 2. Let A be a bounded string with nonnegative digits. 
Then there is a carry string B such that (A + KB), = 0 or 1 for all i. 
Proof. Assume that the leading digit of A is a,, . If A is not finite, 
f507lr6/3-3 
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define A, by (A& = ai for i < n and (A& = 0 otherwise. Let C, 
be related to A, as in Proposition 1 with j = 0. 
A - A, is a bounded string. Therefore there exist positive integers 
h and k such that 
f @m--f < h2” = h2”2”-” = k2m-n 
id+1 
for all m > n 3 0. Thus for each such n there exists a least integer k, 
such that an+12m-n-1 + an+22m-n-2 + *** + a,2O < k,2”-“. Then 
there is some integer r, such that for all s > r, 
an+128-n-1 + anf22s-n-2 + *** + as-l21 + a,2O > (k, - 1)25-“, 
since k, is minimal. 
From (**) we see that (C,), is the greatest integer such that 
2”-“(C,), < an+12m--n-1 + u12+22m-n-2 + em* + a,2O. Since all digits 
of A are nonnegative, the sequence (C,), , (C,,,), ,... is nondecreasing. 
But then k, - 1 = (C,), = (C,,,), = *em. Let C be the string for 
which c, = 0 for n < 0 and c, = k, - 1 for n > 0. Since the Cm’s 
obey the inequalities of Proposition 1, C is a carry string by the Tail 
Sum Lemma (cf. Appendix). 
If A is finite, let the carry string C be as in Proposition 1 with j = 0. 
In either case (A + KC)$ = 0 or 1 for i > 0. Denote (A + KC), 
by p. Let Q be the least integer such that 29 3 p. For j = -q let the 
carry string D be related to the bounded string *me Op * 0 **a as in 
Proposition 1. Then B = C + D is the desired carry string. 
PROPOSITION 3. Let A be any bounded string. Then there is a 
bounded string D equivalent to A which has digits 0 or 1, except, 
perhaps, for the leading digit, which may be 1, - 1, or -2. 
Proof. Let A’ be the string for which ai’ = -a+ if ai < 0, and 
ai’ = 0 otherwise. Also define A” = A + A’. Then A’ and A” have 
nonnegative digits, and thus there exist carry strings C’ and C” as in 
Proposition 2. Let B = (A” + KC”) - (A’ + KC’); then B N A and 
[ bi 1 < 1 for all i. 
Assume the leading digit of B is b, . Let 0 < k, < k, -=c *a* be all 
positive integers such that b,< = - 1. For each such ki , let ni 2 0 be 
the greatest integer such that na < ki and b,< # 0. 
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Then define a carry string C by 
c= ci=-1 
I 
if ni < j < ki for some i, 
cj = 0 otherwise. 
We claim D = B + KC is the desired string. 
For j > 0, suppose bp = 0 for all p > j. Then di = b, for bj = 0 
or 1; if 6, = -1, di = bi + ci - 2cjpl = -1 + 0 - 2(-l) = 1. 
Otherwise let m be the least integer greater than j such that 6, + 0. 
Suppose bi = 1. Then if b, = -1, we have dj = 1 + (-1) - 2(O) = 0; 
if b, = 1, ci = ciV1 = 0, so di = bi = 1. 
Suppose bi = 0. For b, = -1, dj = 0 + (-1) - 2(-l) = 1; for 
b, = 1, di = bj as before. 
Finally,supposebi = -l.Ifb, = -l,d, = -1 + (-1)-2(-l) = 
O;ifb,= l,di= -1+0-2(-l)= 1. 
One sees easily that the leading digit of D is d, or dI . The simple 
verification that -2 < d, < 1 then completes the proof. 
PROPOSITION 4. Let A be a bounded string. Suppose there exists an 
integer j, such that ai = 1 for all i > j. Then A is equivalent to a Jinite 
string. 
Proof. We may assume j = 0. Set 
0 
ci = 
I 
for i < 0, 
1 for i 3 0. 
This defines a carry string C. Let B = A + KC. Then B is a finite 
string. Q.E.D. 
This result shows that the string constructed in Proposition 3 may 
easily be cleared, that is, it is equivalent to a clear string. We have 
thus proved the result announced at the beginning of the section: 
THEOREM 2. Let A be a bounded string. Then there exists a carry 
string C which clears A. 
THEOREM 3. Two clear strings are equivalent only ;f they are equal. 
Proof, Let A and B be distinct clear strings such that D = A - B = 
KC, for some carry string C. We shall establish a contradiction. 
Assume that the leading digit of D is d,, > 0. Since A and B are 
clear, we then have d, = 1 or 2 and d, = - 1, 0, or 1 for n > 1. 
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Solving for C using c0 = d, and c, - 2c,-r = d, for n >, 1, we find 
inductively that 
C, = i 2”-i di = 2” do + i ‘Jn-i dd . 
i=O i=l 
Suppose not all di are negative for i > 1. Then for all large n we 
have the inequality 
c n > 2+i 
for some i, and C cannot be a carry string, as Condition (2) in the 
definition is violated. 
We infer that di = - 1 for all i > 1. But then c, = 2”(d0 - 1) + 1 
for n > 0. If d, = 2, Condition (2) is again violated; otherwise, c, = 1 
for all n > 0. Then b, = 1 for all i > 1, and 6 is not clear. Q.E.D. 
These two theorems establish that there is a one-to-one correspondence 
between clear strings and Real Numbers. 
7. ADDITION AND MULTIPLICATION 
An arbitrary equivalence relation * is compatible with addition and 
multiplication if whenever A t B and D * E, then A + D * B + E 
and AD * BE. 
PROPOSITION 1. Equivalence of bounded strings (-) is compatible 
with string addition and string multiplication. 
Proof. Let A = B + KC and D = E + KF. Then A + D = 
B + KC + E + KF = B + E + K(C + F). Since the sum of two 
carry strings is a carry string, A + D N B + E. 
Similarly, AD = (B + KC)(E + KF) = BE + K(CE + BF + KCF). 
We have shown in Proposition 2(b) of Section 4 that the product of a 
bounded string, and a carry string is a carry string; hence AD N BE. 
Q.E.D. 
Recall that 0 = 0.000 . . . . I = 1 .OOO .. . . and let 
-A = ..a - ael - ao . -ala2 .*I. 
Clearly A + 0 = A, A0 = 0, Al = A, and A + (-A) = 0. Thus, 
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using the results of Section 3 and the fact that string addition and 
multiplication are compatible with equivalence, we have 
THEOREM 4. The set of equivalence classes of bounded strings under 
string addition and multiplication form a commutative ring with identity. 
8. DIVISION 
As is shown by the example A = 1 * 1 - 1 1 -1 e-e, which has 
inverse B = 1 + -1 2 -4 8 *a*, the inverse of a bounded string is not 
always bounded. It turns out, nevertheless, that the inverse of a clear 
string is always bounded. This will lead to a proof of the fact that 
the Real Numbers form a field, and moreover provide an algorithm 
for division that appears to be new and that is in some ways preferable 
to conventional long division. The algorithm can be summarized as 
follows: to find the quotient of two real numbers (in binary form), 
first find the quotient of the numbers considered as strings, and then 
clear the resulting string. 
Let A = a,, * ala2a3 a*- be a clear string whose leading digit is 
a,, = f 1. The string B inverse to A, that is, the string for which 
AB = I, where, as usual, I = I.000 a**, is determined recursively by 
the equations 
6, = a, , 
b, = --ao(Llal + L2a2 + ... + boa,>, for n>l. 
LEMMA 1. If b, is determined by (*), then for all n, 
I b, I < c, , 
(*) 
where c, is the Fibonacci sequence of integers determined recursively by the 
equations 
co = Cl = c2 = 1, 
cm = G-1 + G-2 1 for n>3. t**> 
Proof. 
Case 1. al = 0. Then for n > 1 we have, recalling that ai = 0 
or 1 for i > 1, 
I bw I < I L-z I + I L, I + ... + I bo I 
since b, = a,, and b, = 0. 
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Case 2. a, = 1. Since A is clear, we must have a0 = 1. Sub- 
stituting on the right side of (*) the recursive equation for b,-, , we 
find again that 
and Iu~--~-~I < 1 foralli. Thus, lb,1 <l&l = 1. 
In either case, 1 b, 1 < CyG, j b,-, I. Now let co = cl = c2 = 1 and 
c, = f c,-i for 7223. 
62 
Then it is obvious that 1 b, 1 < c, for all n > 0. Moreover, from the 
above equality we infer that for n > 3 
n-1 
c, = c,-2 + c c,-1.4 = &-a + c,-1 , 
i=2 
as desired. 
LEMMA 2. For the sequence c, dejked in the preceding lemma the 
following inequalities hold: 
Proof. We shall proceed by induction, proving the above inequality 
simultaneously with the inequality 
3% 3 4&-l > for n > 4. 
For n = 4 we have cq = 3 and ca = 2 and the verification is immediate. 
Assuming now 4c,-r < 7cnVz and 4c,-, < 3cflPl , we find, from (**), 
the inequality 7c, > 7c,-i + 4cme1 = 1 Ic,-~ , which trivially implies 
3c, >, 4&-i . 
Similarly, the identity 4c, = 4cne1 + 4~,-~ together with the second 
induction hypothesis gives 4c, < 4c,-r + 3c,-, = 7c,-i , as desired. 
Moreover, from c,, = c1 = c2 = 1 and c, = 2, we have 4~ < 7i 
for all i >, 0. 
Using the preceding lemmas, we can now establish our main result. 
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THEOREM 5. If A is a clear string, then the string B for which AB = I 
is a bounded string. 
Proof. Assume as in the lemmas that a,, is the leading digit of A. 
Since 1 b, 1 < c, , we need only show that Cr=, 2+Qi < k2”, for all 
n > 0 and some integer k. Indeed, it suffices to show that Cy=, 7i8+i < 
8 * 8” for all n. For, from the preceding lemma, we know that 4”ci < 7i, 
so that Cy=, 4ici8”-i < 8 * 8”; consequently, CL, ci2n-i < 8 . 2”. The 
proof is completed by remarking that 
f 7”8”-i = (8 _ 7) i 7i8n-i = 8 ?k+l _ 7n+l = 8 . 8” - 77~4-1 < 8 . 8n, 
i=O i=O 
as desired. 
We can now establish the validity of the algorithm proposed at the 
beginning of the section. 
COROLLARY. If A is a clear string and F is a bounded string, there 
exists a bounded string G such that G = F/A, that is, AG = F. 
Proof. Let G = BF, where B is the inverse of A as above. 
We thus have a new algorithm for long division of real numbers. 
In particular, let A, B be ordinary positive real numbers in binary 
notation. Considering A and B as bounded strings, we may take the 
quotient A/B in the ring of bounded strings. The resulting string 
can be cleared to give the ordinary quotient of A and B. 
9. THE REAL NUMBERS 
We have shown that equivalence classes of strings can be added, 
subtracted, multiplied, and divided. It is an easy matter to show that 
such equivalence classes, or Real Numbers, as we have called them, 
form a field. To complete such a verification, we need only show that 
Real Numbers form an integral domain under addition and multiplica- 
tion. But this is immediate from Theorem 5. Indeed, suppose A and B 
are strings and AB w 0. We may assume A and B are clear. If A is 
not equivalent to 0, then multiply both sides by the inverse of A, A-l; 
we then see that A-IAB N A-lo, or B N 0, as desired. In conclusion 
we have 
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THEOREM 6. Equivalence classes of strings (Real Numbers) form a field. 
We prove next that this field is the field of ordinary real numbers. 
To this end, it suffices to verify that it is a complete ordered field. 
Say that a Real Number is positive, if, when cleared, its leading 
digit is 1, and is negative if, when cleared, its leading digit is - 1. 
The sum and product of two positive real numbers is positive. It follows 
that the set of positive strings defines a linear order. It is easy to 
reconstruct the explicit description of this order relation: it is the 
usual “lexicographic” ordering of clear strings. 
Finally, the verification that every bounded set of positive real 
numbers has a least upper bound is carried out much like in ordinary 
arithmetic, digit by digit. Thus we have 
THEOREM 7. The Real Numbers are a complete ordered jield. 
10. DIGITAL REPRESENTATION OF FIELDS 
We briefly summarize the construction of the real number field 
given in the preceding sections, with a view towards extending the 
construction to other fields. 
Starting with a naive notion of carry, we were led to introduce the 
carry constant K = 1 * -2000 **a and thereby to formalize the iteration 
of carries in the language of strings. This suggests an investigation 
of the fields that can be obtained by varying the carry constant. In 
general, the digits of the string need not even be integers, but can 
belong to an arbitrary commutative ring, say R, with identity. This 
leads to the following definition: 
Two strings A and B are said to be equivalent relative to a string K 
whenever 
A=B+KC 
for some string C. 
It is immediate that this is an equivalence relation. 
In the language of ring theory, this equivalence relation is simply 
the equivalence relation defined by the principal ideal l(K) generated 
by K. Thus, the set of equivalence classes is isomorphic to the quotient 
ring C WV). 
A field F is said to be digitally represented by the ideal I of the ring 
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2 (J?) whenever an isomorphism is given between F and the quotient 
ring C (R)/I. Intuitively, the ideal I describes the carry rules. 
In this section, we briefly consider the case where the digits are 
integers. As we shall see, it then suffices to take principal ideals I = l(K), 
whose generators (arbitrarily chosen) wil1 again be called carry constants. 
Recall that a Euclidean domain is a ring in which the division 
algorithm holds. 
PROPOSITION 1. The ring of strings C (2) is a Euclidean domain. 
Proof. If S is a nonzero string, define d(S) to be the absolute value 
of the leading digit. Then for any nonzero string T, d(S) < d(ST) and 
it is easily verified that the division algorithm works. That is, given S 
and T, there is an R such that S = QT + R, with either R = 0 or 
d(R) < d(T). We omit the routine details. 
PROPOSITION 2. A string K is a unit (that is, an invertible element) 
of the ring C (2) if and only ;f its leading digit is f 1. 
The easy proof is omitted. 
Recall that a string K is said to be irreducible when K is not a unit 
and K = A6 only when either A or B is a unit. 
PROPOSITION 3. 
(a) A string K in C (2) is irreducible when the leading digit is a 
prime. 
(b) If a string K is irreducibze then the leading digit of K is a power 
of a prime. 
Proof. 
(a) We may assume that the leading digit of each of the following 
strings is the zeroth digit. Thus, if K, is a prime and AB = K, then 
a,b, = k, and either a,, or b, is 1. The conclusion thus follows from 
the preceding proposition. 
(b) If k, is not a power of a prime, then we can find relatively 
prime integers a,, , b, > 1 such that a,b, = K, . The equation 
n-1 
a,,bn + bOan = k, - C ajb,-i 
i=l 
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can be recursively solved for a, and b, in view of the fact that a,, and b, 
are relatively prime. In this way, two strings A and B may be defined, 
for which AB = K. Neither A nor B is a unit. The proof is thus con- 
cluded. 
Note that the converse of part (a) fails, as is shown by the string 
P2 * - 1000 a** for prime p. 
Suppose now that the field F has a digital representation with integer 
digits and with carry rules I. Then the ideal I must be maximal. In 
virtue of Proposition 1, every ideal in C (2) is principal; thus, I is 
generated by a string K, that is I = l(K). Consequently the carry rules 
are described by a single carry constant K, much as in ordinary and 
p-adic arithmetic. 
The problem of determining all fields having integer digital representa- 
tions is thus reduced by Proposition 1 to the problem of determining 
all irreducible strings in C (2). These problems will be dealt with in a 
succeeding paper of this series; we only sketch an elementary result. 
PROPOSITION 4. The only field of characteristic p # 0 which is 
digitally representable with integer digits is the field 2 (2,) of strings 
with digits in the prime field Z, with p elements. In other words, a carry 
constant K generates a jield of characteristic p if and only if K is an 
associate of *-- Op - 000 e-e. 
Proof. Let P be the string p - 000 -*-. The field C (Z)/I(K) has 
characteristic p if and only if the sum of p terms each equal to the 
identity string, that is, the string P, satisfies 
P=O+KC 
for some string C. This implies k,c, = p. Since K is not a unit, we 
must have k, = p and cO = 1. Thus, the string P is also a generator 
of the ideal l(K), and it is easily verified that the quotient C (Z)/I(K) 
is the desired field. 
In closing, we recall that our construction of the reals called for a 
restriction of a topological nature in the definitions of string and of 
carry. We leave to another occasion the development of topological 
digital representations, indispensable for a concept of digital repre- 
sentation of global fields. 
In the next section we show that the p-adic fields allow an explicit 
digital representation, constructed as a quotient field of C (Z). 
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Il. THE P-ADIC FIELDS 
We shall outline a construction of the p-adic fields in the spirit of 
the preceding section. 
Let P be the string *.. OOp . -1000 .**, where p is a prime. By 
Proposition 3, P is an irreducible string, and therefore the quotient 
of the ring of strings C (2) by the principal ideal l(P) generated by 
the string P is a field by Proposition 1 of the preceding section. We 
shall call this field the field of p-adic numbers, denoted by Q, . 
The structure of the field Qp is easily determined. In analogy with 
our construction of the real number field, we shall say a string S is 
p-clear if all its digits satisfy 0 < si < p. Recall from the preceding 
section that two strings S and T are p-equivalent, that is, their difference 
belongs to the ideal l(P), whenever S = T + PC for some string C. 
The p-adic analogue of clearing is 
PROPOSITION 1. For each string S there exists a p-clear string T that is 
p-equivalent to S. 
Proof. Say s0 is the first digit of S. 
For any integer j, define G,(j) to be the greatest integer k such that 
kp <j. 
Now let C be the string with digits 
I 
0, if n<O c, = 
--G,(sn - cn-11, if n>O. 
Let T = S + PC, so that 
t, = 
1 
0, if nt0 
sn + PC, - G-1 , if .n > 0. 
Now s, + PC, - c,el = (s, - c,-i) - pG& - c,-i). Thus t, > 0 
for all integers n; moreover, since G,(j) is the greatest integer such that 
pG,(j) < j, it is also clear that t, < p for all n. 
Therefore, T is a p-clear string p-equivalent to S, as desired. 
The analog of uniqueness for the reals (Theorem 2) is: 
PROPOSITION 2. No two distinct p-clear strings are p-equivalent. 
Proof. Let S, T be distinct p-clear strings, and suppose S - T = PC 
for some string C. The leading digit of S - T, say sk - t, , must be 
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divisible by p. But 0 < sk , t, < p - 1, hence -(p - 1) < sk - tk < 
p - 1. If p is to divide sk - t, , we must then have sli - t, = 0, but 
then sk - t, is not the leading digit of S - T. 
Thus, every string is p-equivalent to exactly one p-clear string. 
We conclude by indicating how the well-known valuation on p-adic 
fields is constructed in the present context. If S is a p-clear string whose 
leading digit is the nth, set ) S jP = l/p”. It is easily verified (Bachman 
[3, pp. 2-4) that this is indeed the p-adic valuation. Thus Q2, is indeed 
a complete valued field of characteristic 0. 
We thus have obtained the p-adic fields QP by means of our concept of 
a digital representation. To be sure, the present representation does not 
greatly differ from the classical construction of Hensel [S]. The novelty 
consists in identifying an element of the field, not with a single string, 
as is done classically, but with an equivalence class of strings containing 
infinitely many elements. That this approach permits a simpler and 
more lucid expression of the carries is the major idea of the present 
paper. 
It is to be noted that several other representations of the p-adic 
fields Q, are available. While we leave a complete investigation of such 
representations to another occasion (see however Tanny’s thesis [IO]), 
it may be worth noting that the present idea leads to a pleasing sim- 
plification in the construction of the classical Witt fields. 
12. FURTHER WORK 
We sketch a few of the lines of further development and applications 
of the idea of digital representation. Some of these are proposed as 
open problems, and some are given by way of motivation. 
1. Algorithms. The device we used for division can be considerably 
generalized to obtain algorithms for various algebraic operations. The 
idea is to extend the recursive procedure used in Hensel’s Lemma for 
p-adic fields. The advantage of the present development of the reals 
is that an algorithm reminiscent of Hensel’s Lemma can often be made 
to work. Suppose, for example, that we wish to find a root of the equation 
f(x) = 0 in either real or p-adic fields. We may proceed in two steps. 
First, we try to find a string which satisfies the equation in the ring 
of strings; in the case of the reals, we then verify that such a string 
is bounded. To this end we establish a procedure whereby the digits 
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of the string are recursively determined. With the computation of a 
new digit, one carries in such a way that the string is still bounded. 
Carries may have to be performed at each stage in order to ensure 
the solvability of the equation (a common occurrence in p-adic fields). 
It would be interesting, for example, to give a proof of the fundamental 
theorem of algebra along these lines. Or, more modestly, one might 
seek to develop efficient algorithms for ordinary algebraic operations 
such as roots, logarithms, and exponentials. 
2. Complexity of algebraic operations. The dependence function 
d(A) = S f b o a ounded string A is a function whose value is a string S 
defined as follows: 
Let x, be the greatest integer such that x, < Cy=n+l 1 aj 1/2j-“. Then 
s, is the least nonnegative integer for which Cy=?+, / ai //2j-” 3 x, . 
In other words, the nth digit of A becomes in some sense stable 
after clearing the succeeding s, digits. The string cannot be said to be 
constructively given unless its dependence function is specified. 
The dependence function can be used to classify the complexity 
of algebraic operations, For example, the sum of 2k clear strings is a 
string whose dependence function has, for large n, the constant value k. 
Similarly, one expects that the dependence function of the product 
of N clear strings is of the order of nN, and that the dependence function 
of the inverse of a string is of the order of (1 f 1/5)/2)“. We surmise 
that these facts can be used to derive Tarski’s decision procedure 
for real fields, and that similar considerations for p-adic fields lead 
to Cohen’s decision criteria. Knowledge of the dependence function 
allows us to determine the value of the string to within the desired 
accuracy, and can be used to investigate the propagation of errors. 
3. Asymptotic strings. An unbounded string may be obtained by 
formally solving an algebraic or transcendental equation in the ring 
of strings. For example, unbounded strings may sometimes be obtained 
by inverting bounded strings. Strictly speaking, such strings do not 
represent real numbers. Nevertheless, in several cases the string obtained 
by disregarding all but a finite number of digits gives a good approxima- 
tion to the real solution. The situation is similar to that which obtains 
in ordinary differential equations, where a divergent series which 
formally satisfies the equation turns out to be asymptotic to a real 
solution. We are led to conjecture that a notion of asymptotic strings 
can be developed along these lines. 
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4. Digital representation. Among the applications of the concept of 
digital representation used in this paper, one of the most fruitful is to 
Witt vectors. It turns out that Witt’s scheme [7] for the construction of 
local fields with given residue class field can be greatly simplified in the 
language of carrying. This program was begun in Tanny’s thesis [lo] 
and will be expanded elsewhere. 
APPENDIX 
We shall prove below a useful property of bounded strings which 
is needed in establishing the results of Sections 4, 5, and 6. This lemma 
is the analog in integer terminology of the familiar fact that 
for a sequence of reals (ai} for which 
f / a, l/2” < co. 
i=o 
THE TAIL SUM LEMMA. Let A = a** amlao - ala2 *a- be a bounded 
string. Then for any positive integer z there exists a nonnegative integer j 
such that 
for all integers m > n > j. 
Proof. Suppose the contrary. Then for some positive integer p 
there exists for every nonnegative integer j, integers m 3 n > j for 
which 
p 5 2m-” / ai I > 2m. 
i=n 
Since A is bounded, there exists some nonnegative integer k such that 
c 2s-i 1 ai ) < k2S 
i<s 
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for all nonnegative integers s. Fix an integer q > 0. Then let v be the 
least integer such that 
v > k2’1 - c 2q-i ( ai / > 0. 
i<a 
Letw=pv.Pickn,>n,-,>--~>n,>qandm,>m,-,>--e> 
m, > n, such that 
mh < nhfl < mh+l for 1 <h <zu-1, 
and 
p F 2”+ 1 ai / > 2mh 
i=n, 
for each h, 1 < h < w. 
Then 
p 2 2*wmi 1 ai j > 2”w 
i=n, 
for each such h; hence 
P c 2mw-i 1 ai ( = p C 2*wvi 1 ai ( + p 2 2”w-i 1 ai 1 
%m, i<a &a+1 
h=l i=n, 
> p2mw-q C 2q-i / a, 1 + vp2”w. 
iql 
Hence 
c 
zrnmei 1 ai 1 > zmweg C zuei 1 ai / + v2mw-q 
i<m, i<q 
= 2 ?nw--Q 
@ 
29-i / Qi 1 + v 
i<u 1 
> k2-. 
But this contradicts our definition of K. Q.E.D. 
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