The interpolation problems induced by right invertible operators were investigated by Przeworska-Rolewicz [l]. In the present paper we obtain necessary and sufficient conditions for general interpolation problems induced by right and left invertible operators to have a unique solution. As applications, we deal with interpolation problems from theory of singular integral operators.
Characterization of initial operators
Let X be a linear space over a field ^ of scalers (where y = R or <T=C). Denote by L(X) the set of all linear operators with dojnains and ranges in X and let LQ(X) • -{ A € L(X) s *dom A • x}. Denote by R(X) the set of all right invertible operators belonging to L(X). For a DeR(X) we write
In the sequel we assume that dim ker D / 0, i.e. D is not left invertible. Definition 1.1 (cf.
[2]).
(i) Every operator F e ^JJ is said to be an initial operator for £ corresponding to R. (ii) A set has the property (o), if for every F^y® there exists an R 6 JL^ such that F 0 e c(R).
The following result has been obtained in [l] . Theorem 1.1.
Let D e R(X). The set of all initial operators has the property (a), if and only if din kerD«1.
Clearly, if the system |P 0 ,P 1 ,... e has the property c(R) with constants d^» i.e. (F 2 x)(t) -\ (x(2) + x(-2)).
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Obviously, F 0 , , P 2 are initial operators for D having the property (o), since dim ker D * 1. We prove that F Q , , Fg are linearly independent. Indeed, let a Q F 0 + a^F^ + a 2 F 2 * 0» i.e.
(1.2) a 0 (F 0 x)(t) + a 1 (F 1 z)(t) + a 2 (F 2 x)(t) = 0, a^a^a^?.
(1) If x(t) = 1 t then (1.2) implios a Q + a^ + a 2 • 0.
(ii) If x(t) = exp^^jjthen (1.2) implies a Q -a 2 = 0.
(iii) If x(t) = exp(3tit),then (1.2) implies a Q -a., + a 2 « 0. From (i)-(iii) we get a Q «= a 1 = a 2 = 0. Henoe F Q , F 1 , Fg are linearly independent.
On the other hand, it is easy to see that Thus, in general, linearly independent initial operators do not imply linearly independent vectors d Q = (d 00 ,d 0 -j,...
The following question arises: does exist a set X 0 C X such that V Q 4 0 (cf. (1.1) The proof is based on the following additional lemma. Lemma 1.1. Let ,... e possess the property (c). Write (1.4) P ± = P i R,...,P i R 11 " 1 ) for i«0 N-1. In the sequel we assume that all elements of the set are ordered, i.e. 
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Observe that the matrix of coefficients of (2.9) is the matrix G defined by formulae (2.2)-(2.4). By Theorem 2.1, the system (2.9) has a unique solution,if and only if the operak i tors F^C i=1,...,nj j=1,...,rit are linearly independent on Pj^(R). Hence, the proof immediately follows from Theorem 2.1.
As For a AeA(X) we write
In the sequel, we assume that dim coker A 4 0, i.e. A is not right invertible. Ve shall write G Q eo(A). Now we consider the following general interpolation problem for a left invertible operator A. 
«-™«:t(il} r
It is well-known that K is right invertible for at > 0 and is left invertible for a<0. If 3c= 0,then K is invertible (cf. [3> [5] ).
a. Suppose that 3C= 1, i.e. K is right invertible. Let Similarly, we can formulate a necessary and sufficient condition for general interpolation problem to have a unique solution.
b. Consider now the aase 3£= -1, i.e. K is left invertible. Por this case, it is easy to see that R c AR, where R is defined by formula (4.2) and ker R ={zel : z(t) = b(t) Z(t)c, c e c}.
Henoe, dim ker R = 1. By Theorem 1.1, every co-initial operator G e SK has the property (c).
Prom Theorem 2.3 we get the following Corollary 4.2." Let K be of the form (4.1) and let 3c = -1. Suppose that G1tGp,...,G are co-initial opera- defined by formula (4.3) .
Similarly, we can formulate the general interpolation problem for singular integral operators with a regular part.
Let the operator M = K + T,where K is defined by (4.1) and (Tx)(t) = / T(u,t)x(t)du,be compact in X. If at = 0 and the operator I + RT (or I + TR) is invertible, then M is invertible.
Hence, for those cases we can give conditions for the uniqueness of solutions to general interpolation problems.
The following question arises. Does it exist a system of initial operators for K such that all corresponding classical interpolation problems always have a unique solution?
We shall give the positive answer to this question.
To begin with we need some notions. Suppose that X = Ind K > 0, where K is of the form (4.1). Then K is bounded in X, dom K = dom K^ = X for all j e IN and K^ are right invertible.
Let h e C. Write k=0 (obviously ti.i series is convergent in the norm). It is easy to see that Sh is K-shift (cf.
For given initial operator P = I -RK we write p h = F S h for h e C. Then F^ is an initial operator for K corresponding to right inverse R^ = R -P^R. Similarly, if ac = Ind K<0,we oan construot a oo-initial operators for K by the same way, i.e. 
5
where Ujkek.? K are given. Indeed, in this case, the matrix induced by system (4.7) is the classical Hermite matrix.
Similarly, from Theorem 2.3 we get the following result.
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