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Abstract
In this paper we derive a necessary and sufficient condition for the existence of a diagonal
common quadratic Lyapunov function (CQLF) for a pair of positive linear time-invariant (LTI)
systems.
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1. Introduction
The theory of positive LTI systems has historically assumed a position of great
importance in systems theory and has been applied in the study of a wide variety of
dynamic systems [1–4]. Recently, new application studies in communication systems
[5], formation flying [6], and several other areas, have highlighted the importance
of switched (hybrid) positive linear systems (PLS). While positive LTI systems are
well understood, many basic properties of switched PLS remain to be ascertained.
The most important of these concerns their stability and we shall present an example
in Section 2 to illustrate how it is possible to become unstable even when switching
between two stable positive LTI systems. In this paper, we report initial results on
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the stability of switched positive linear systems. While we are ultimately interested
in the general stability properties of such systems, our focus in this paper is on the
existence of a diagonal common quadratic Lyapunov function (CQLF) for a pair of
stable positive LTI systems. Diagonal quadratic Lyapunov functions play a central
role in the study of positive LTI systems; in fact, this is one of the few general system
classes for which simple conditions are known that are equivalent to the existence of
a diagonal Lyapunov function [2,3].
A natural question in our context is therefore to ask whether or not necessary and
sufficient conditions for the existence of a diagonal CQLF can be obtained for a pair
of stable positive LTI systems. In this paper, we provide an affirmative answer to this
question and in Theorem 4.2 below derive, in the spirit of the arguments presented
in [7], algebraic conditions that are both necessary and sufficient for the existence
of such a function. Roughly speaking, this theorem says that a diagonal common
quadratic Lyapunov function exists if and only if a certain multi-dimensional matrix
pencil is non-singular. While the obtained condition is not simple to check, it does
provide insight into the existence of such functions and can provide a basis for simple
design laws for switched positive linear systems.
Before proceeding, we note that the existence of diagonal Lyapunov functions
is an important research area in its own right (several papers have appeared on this
topic [8–10]). For example, these functions arise in the study of decentralised and
interconnected systems, [11,12] (as well as in the study of neural networks [13], and
asynchronised systems). The existence question for diagonal CQLFs arises naturally
as the study of such systems extends to interconnections of time-varying and switched
systems.
This paper is organised as follows. Definitions and preliminary results are presented
in Sections 2 and 3 and the main result of the paper is given in Section 4. Some
applications of the main result are briefly discussed in Section 5 before the conclusions
are presented in Section 6.
2. Mathematical preliminaries
Throughout,R denotes the field of real numbers,Rn stands for the vector space of
all n-tuples of real numbers andRm×n is the space of m × n matrices with real entries.
For x inRn, xi denotes the ith component of x, and the notation x  0 (x  0) means
that xi > 0 (xi  0) for 1  i  n. Similarly, for a matrix A in Rn×n, aij denotes the
element in the (i, j) position of A, and A  0 (A  0) means that aij > 0(aij  0)
for 1  i, j  n. A  B (A  B) means that A − B  0 (A − B  0). We write AT
for the transpose of A. For P in Rn×n the notation P > 0 means that the matrix P is
positive definite.
The spectral radius of a matrix A is the maximum modulus of the eigenvalues of A
and is denoted by ρ(A). Also we shall denote the maximal real part of any eigenvalue
of A by µ(A). If µ(A) < 0 (all the eigenvalues of A are in the open left half plane)
A is said to be Hurwitz.
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Finally, for two matrices A,B ∈ Rn×k we denote the entrywise or Hadamard
product [14] of A and B by A ◦ B. The notion of an irreducible matrix, which we
recall now, shall be important in the sequel.
Irreducible matrices: A permutation matrix P ∈ Rn×n is a matrix with exactly one
entry in each row and column equal to one and all other entries zero. For such matrices
P T = P−1 and the similarity transformation A → PAP T permutes the rows and
columns of A in the same way. In particular, diagonal elements are permuted among
themselves. (Thus if D is diagonal, so is PDP T.)
A matrix A ∈ Rn×n is said to be reducible if there exists a permutation matrix P
and some k with 1  k  n − 1 such that PAP T has the form
(
A11 0
A21 A22
)
, (1)
where A11 ∈ Rk×k, A22 ∈ R(n−k)×(n−k), A21 ∈ R(n−k)×k and 0 is the zero matrix in
Rk×(n−k). If a matrix is not reducible, then it is irreducible.
Perron eigenvalues and eigenvectors: The following classical result forms the
starting point for the general theory of irreducible non-negative matrices.
Theorem 2.1. Suppose A ∈ Rn×n is an irreducible non-negative matrix. Then
(i) ρ(A) > 0 is an eigenvalue of A with algebraic multiplicity one;
(ii) There is some vector x  0 in Rn such that Ax = ρ(A)x.
This theorem guarantees that the eigenspace of A corresponding to ρ(A) is one-
dimensional. For background on irreducible and non-negative matrices consult [2].
Positive LTI systems and Metzler matrices: The LTI system
A : x˙(t) = Ax(t), x(0) = x0
is said to be positive if x0  0 implies that x(t)  0 for all t  0. Basically, if the
system starts in the non-negative orthant of Rn, it remain there for all time. See
[3] for a description of the basic theory and several applications of positive linear
systems.
It is well known that the system A is positive if and only if the off-diagonal
entries of the matrix A are non-negative. Matrices of this form are known as Metzler
matrices. If A is Metzler we can write A = N − αI for some non-negative N and a
scalar α  0. Note that if the eigenvalues of N are λ1, . . . , λn, then the eigenvalues
of N − αI are λ1 − α, . . . , λn − α. Thus the Metzler matrix N − αI is Hurwitz if
and only if α > ρ(N).
We now record some fundamental properties of Metzler matrices corresponding
to those established by Theorem 2.1 for non-negative matrices. First of all, note that
A = N − αI is irreducible if and only if N is irreducible.
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Theorem 2.2. Let A = N − αI ∈ Rn×n be Metzler and irreducible. Then
(i) µ(A) = ρ(N) − α is an eigenvalue of A of algebraic (and geometric) multi-
plicity one;
(ii) There is an eigenvector x  0 with Ax = µ(A)x.
The next result concerning positive combinations of Metzler Hurwitz matrices has
been pointed out in Problem 5 of Section 2.5 in [14].
Lemma 2.1. Let A1, A2 be Metzler and Hurwitz. Then A1 + γA2 is Hurwitz for all
γ > 0 if and only if A1 + γA2 is non-singular for all γ > 0.
Switching and instability for positive systems: We now present a simple example to
illustrate that a switched PLS can be unstable even when it is constructed by switching
between a pair of stable positive LTI systems. While many examples of this type have
been given before for general switched linear systems [15,16], we wish to emphasize
that in the case of switched PLS, it is possible to generate an unstable trajectory from
an initial state in the positive orthant.
Example 2.1. Consider the two stable positive LTI systems A1 ,A2 where
A1 =


−1.1309 0.0087 0.8499
0.0222 −1.0413 0.5865
0.4105 0.4817 −0.8792

 ,
A2 =


−2.9923 1.5069 2.9142
4.0681 −3.9685 1.8570
0.1072 0.0618 −0.7999

 .
Then a simple calculation reveals that the product e0.5A2e0.5A1 has the eigenvalue
1.0114 with corresponding eigenvector v = (.6194, .7214, .3098)T. It now follows
that for the initial conditions x(0) = v and the switching sequence defined by A(t) =
A1 if j  t < j + 1/2, A(t) = A2 if j + 1/2  t < j + 1 for j = 0, 1, 2, . . ., the
resulting trajectory diverges.
So it is possible for a system constructed by switching between two stable PLS to
be unstable for specific switching patterns. It is well known that the existence of a
common Lyapunov function for the two systems is sufficient to guarantee stability for
arbitrary switching patterns [15]. When we consider systems switching between stable
positive LTI systems, each system is known to have a diagonal quadratic Lyapunov
function. In this context, it is natural to ask when a pair of such systems possesses a
diagonal quadratic Lyapunov function in common. It is this question that motivates
the work of this paper.
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In [7], the notions of strong and weak common quadratic Lyapunov functions were
defined. We now specialize one of these notions to diagonal functions.
Diagonal common quadratic Lyapunov functions: Given a set of stable LTI systems
Ai : x˙(t) = Aix(t), Ai ∈ Rn×n, 1  i  k, if there exists a diagonal matrix D > 0
in Rn×n such that
ATi D + DAi < 0 1  i  k, (2)
then we say that V (x) = xTDx is a strong diagonal common quadratic Lyapunov
function (or strong diagonal CQLF) for the family of systems Ai .
Of course, for a family of LTI systems to possess a strong diagonal CQLF, each
individual system must have a strong diagonal quadratic Lyapunov function. If each of
the systemsAi is positive and stable, this is indeed the case [3,2]. Finally we note the
well-known fact that for a Hurwitz matrix A and a diagonal D > 0, ATD + DA < 0
if and only if A−TD + DA−1 < 0.
3. Some results on Metzler matrices and diagonal Lyapunov functions
In this section we present some technical results that are useful in deriving the
principal contribution of this paper. The next lemma is easily checked by direct cal-
culation.
Lemma 3.1. Let A ∈ Rn×n be a Metzler matrix and D a diagonal matrix with non-
negative entries. Then ATD + DA is also a Metzler matrix.
We now show that if the Metzler matrix A has no zero entries, then ATD + DA
is irreducible for any non-zero diagonal matrix D  0.
Lemma 3.2. Suppose A ∈ Rn×n is a Metzler matrix such that aij /= 0 for 1  i, j 
n, and D is a non-zero diagonal matrix with non-negative entries. Then the Metzler
matrix ATD + DA is irreducible.
Proof. Write Q = ATD + DA. Then if Q is reducible, there is some permutation
matrix P such that PQP T has the form (1) for some k, 1  k  n − 1. It now follows
that (PAP T)T(PDP T) + (PDP T)(PAP T) = PQP T. Writing A¯ = PAP T, D¯ =
PDP T, Q¯ = PQP T, we have that A¯TD¯ + D¯A¯ has the form (1).
If we now consider the k × (n − k) zero block in Q¯, we see that
a¯1(k+1)d¯1 + a¯(k+1)1d¯k+1 = 0, a¯1(k+2)d¯1 + a¯(k+2)1d¯k+2 = 0, . . . ,
a¯1nd¯1 + a¯n1d¯n = 0
a¯2(k+1)d¯2 + a¯(k+1)2d¯k+1 = 0, a¯2(k+2)d¯2 + a¯(k+2)2d¯k+2 = 0, . . . ,
a¯2nd¯2 + a¯n1d¯n = 0
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...
a¯k(k+1)d¯k + a¯(k+1)kd¯k+1 = 0, a¯k(k+2)d¯k + a¯(k+2)kd¯k+2 = 0, . . . ,
a¯knd¯k + a¯nkd¯n = 0. (3)
Given that all terms of the form a¯ij d¯i or a¯ij d¯j where i /= j have the same sign, it
follows that each of these terms in (3) above is zero. As D is not the zero matrix, this
implies that a¯ij = 0 for some i, j . But this then contradicts the assumption that the
original A has no zero entries. Thus if A has no zero entries, ATD + DA must be
irreducible as claimed. 
The following result describes a simple necessary condition for two stable LTI sys-
tems to have a strong diagonal CQLF. Note the similarity to the necessary conditions
previously established for the general CQLF existence problem (see for instance [7]).
Lemma 3.3. Let A1 , A2 be two stable LTI systems and assume that they have
a strong diagonal CQLF. Then for all non-singular diagonal matrices D in Rn×n
A1 + DA2D and A−11 + DA2D are Hurwitz and hence non-singular.
Proof. Firstly, note that if V (x) = xTD¯x is a strong diagonal CQLF for A1 , A2 ,
then it is also a strong diagonal CQLF for 
A−11
,A2 . Furthermore, for any non-
singular diagonal D,
(DA2D)
TD¯ + D¯(DA2D) = D(AT2 D¯ + D¯A2)D < 0.
Thus, by congruence V (x) = xTD¯x would also define a strong diagonal CQLF for
A1 ,DA2D , and a strong diagonal quadratic Lyapunov function forA1+DA2D . This
implies that A1 + DA2D is Hurwitz and hence non-singular. The identical argument
shows that A−11 + DA2D is also non-singular. 
Finally for this section, as A has a strong diagonal Lyapunov function if and only
if A, A−1 have a strong diagonal CQLF, the preceding lemma can be used to derive
the following simple necessary conditions for a single stable LTI system to have a
diagonal Lyapunov function.
Corollary 3.1. Let A be a stable LTI system with A ∈ Rn×n. Then a necessary
condition forA to have a diagonal quadratic Lyapunov function is that A + DA−1D
and A + DAD are Hurwitz for all non-singular diagonal matrices D ∈ Rn×n.
4. The main result
In this section, we shall consider a pair of stable positive LTI systems A1 , A2 ,
where A1, A2 are Hurwitz Metzler matrices inRn×n all of whose entries are non-zero.
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We shall derive a necessary and sufficient condition for A1 , A2 to have a strong
diagonal CQLF. This condition is closely related to the matrix pencil conditions
derived for the general CQLF existence question in [7].
The next theorem considers the marginal situation of two systems A1 ,A2 for
which there is no strong diagonal CQLF but for which there is a non-zero diagonal
D  0 satisfying
AT1 D + DA1  0,
AT2 D + DA2  0.
(4)
A similar situation is considered for the general CQLF existence problem in [7].
We shall see that in this situation, the necessary conditions of Lemma 3.3 are violated.
Theorem 4.1. Let A1 , A2 be stable positive LTI systems, where A1, A2 are Hur-
witz Metzler matrices in Rn×n with no zero entries. Assume that there is no strong
diagonal CQLF for A1 , A2 . Furthermore suppose that there is some non-zero
diagonal D  0 satisfying (4). Then there is some diagonal matrix D0 > 0 such that
A1 + D0A2D0 is singular.
Proof. First of all, note that from Lemma 3.1 and Lemma 3.2 it follows that Q1 =
AT1 D + DA1, and Q2 = AT2 D + DA2 are irreducible and Metzler. It now follows
that µ(Qi) = 0 is an eigenvalue of algebraic multiplicity one for i = 1, 2. Thus the
rank of Qi is n − 1 for i = 1, 2. Furthermore, we can choose vectors x1  0, x2  0
such that Q1x1 = 0,Q2x2 = 0.
The next stage in the proof is to show that there can be no diagonal matrix D′ with
xT1 D
′A1x1 < 0, (5)
xT2 D
′A2x2 < 0. (6)
We shall prove this by contradiction. First of all suppose that there is some D′
satisfying (5). We shall show that by choosing δ1 > 0 sufficiently small, it is possible
to guarantee that AT1 (D + δ1D′) + (D + δ1D′)A1 is negative definite. Firstly, con-
sider the set
1 = {x ∈ Rn : xTx = 1 and xTD′A1x  0}.
Note that if the set 1 was empty, then any positive constant δ1 > 0 would make
AT1 (D + δ1D′) + (D + δ1D′)A1 negative definite. Now, assume that1 is non-empty.
The function that takes x to xTD′A1x is continuous. Thus 1 is closed and
bounded, hence compact. Furthermore x1 (or any non-zero multiple of x1) is not
in 1 and thus xTDA1x is strictly negative on 1.
Let M1 be the maximum value of xTD′A1x on 1, and let M2 be the maximum
value of xTDA1x on1. Then by the final remark in the previous paragraph, M2 < 0.
Choose any constant δ1 > 0 such that
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δ1 <
|M2|
M1 + 1 = C1
and consider the diagonal matrix
D + δ1D′.
By separately considering the cases x ∈ 1 and x /∈ 1, ‖x‖ = 1, it follows that
for all non-zero vectors x of norm 1
xT(AT1 (D + δ1D′) + (D + δ1D′)A1)x < 0
provided 0 < δ1 < |M2|M1+1 . Since the above inequality is unchanged if we scale x by
any non-zero real number, it follows that AT1 (D + δ1D′) + (D + δ1D′)A1 is negative
definite. As A1 is Hurwitz, this implies that the matrix D + δ1D′ is positive definite.
The same argument can be used to show that there is some C2 > 0 such that
xT(AT2 (D + δ1D′) + (D + δ1D′)A2)x < 0
for all non-zero x, for 0 < δ1 < C2. So, if we choose δ > 0 less than the minimum
of C1, C2, we would have a positive definite diagonal matrix
D1 = D + δD′
which defined a strong diagonal CQLF for A1 and A2 .
As there is no diagonal solution to (5), (6) it follows that
xT1 D
′A1x1 < 0 ⇔ xT2 D′A2x2 > 0 (7)
for diagonal D′. It follows from this that
xT1 D
′A1x1 = 0 ⇔ xT2 D′A2x2 = 0.
The expressions xT1 D
′A1x1, xT2 D′A2x2, viewed as functions of D′, define linear
functionals on the space of diagonal matrices in Rn×n. Moreover, we have seen that
the null sets of these functionals are identical. So they must be scalar multiples of
each other. Furthermore, (7) implies that they are negative multiples of each other. So
there is some constant k > 0 such that
xT1 D
′A1x1 = −kxT2 D′A2x2 (8)
for all diagonal D′. In fact, we can take k = 1 as we may replace x2 with x2/
√
k if
necessary.
On expanding out Eq. (8) (with k = 1) and equating coefficients, it follows that:
x1 ◦ A1x1 = −x2 ◦ A2x2. (9)
Now as x1  0, x2  0, there is some diagonal matrix D0 > 0 such that x2 = D0x1.
But then, it follows from (9) that A2x2 = −D−10 A1x1 and hence that (D−10 A1 +
A2D0)x1 = 0. This means that
O. Mason, R. Shorten / Linear Algebra and its Applications 413 (2006) 13–23 21
det(A1 + D0A2D0) = det(D0) det(D−10 A1 + A2D0) = 0
as claimed. 
We can now apply Lemma 3.3 and Theorem 4.1 to derive the main result of the
paper.
Theorem 4.2. Let A1 , A2 be stable positive LTI systems, where A1, A2 are Hur-
witz, Metzler matrices in Rn×n with no zero entries. Then a necessary and sufficient
condition for A1 , A2 to have a strong diagonal CQLF is that A1 + DA2D is
non-singular for all diagonal D > 0.
Proof. The necessity was proven in Lemma 3.3. Now suppose that there is no strong
diagonal CQLF for A1 , A2 . Then,
(i) For α > 0 sufficiently large, A1−αI , A2 will have a strong diagonal CQLF.
(ii) If we define α0 = inf {α > 0 : A1−αI ,A2 have a strong diagonal CQLF},
then A1−α0I , A2 satisfy the conditions of Theorem 4.1.
(iii) It follows that there is some diagonal D > 0 such that A1 − α0I + DA2D is
singular.
From item (iii), it follows thatA1 + DA2D has a positive real eigenvalue. However
both A1 and DA2D are Hurwitz Metzler matrices, and it follows from Lemma 2.1
that there is some positive γ > 0 such that A1 + γDA2D is singular. Hence, defining
D¯ = √γD, we have that A1 + D¯A2D¯ is singular. This completes the proof of the
theorem. 
Comment. Note that it is possible to extend the above result to the case of a pair of
irreducible Metzler Hurwitz matrices A1, A2 following similar arguments to those
developed here (see Chapter 6 of [17]).
5. Applications
In this section we present two simple applications of Theorem 4.2. Throughout
the section we assume that A1 , A2 are two stable positive LTI systems where
A1, A2 ∈ Rn×n are Hurwitz, Metzler and have no zero entries.
We note the following easily verifiable facts.
(i) It follows from Corollary 3.1 that DA1D + A1 is Hurwitz and Metzler for all
diagonal D > 0.
(ii) If B is any Metzler matrix with A1  B, then B is also Hurwitz [14].
(iii) If A1  B, then for any diagonal D > 0, DA1D + A1  DA1D + B.
22 O. Mason, R. Shorten / Linear Algebra and its Applications 413 (2006) 13–23
Thus if A1  A2, it follows from item (iii) that for all positive diagonal D, DA1D +
A1  DA1D + A2. Hence from (i) and (ii) it follows that DA1D + A2 is Hurwitz
for all diagonal D > 0. Thus applying Theorem 4.2 we have the following known
result [18,19].
Theorem 5.1. Let A1 , A2 be two positive LTI systems where A1, A2 ∈ Rn×n have
no zero entries and A1  A2. Then A1 ,A2 have a strong diagonal CQLF.
It is in fact possible to slightly strengthen Theorem 5.1 by noting that, for a fixed
diagonal D1 > 0, as D ranges over all positive diagonal matrices, so too does DD1 =
D1D. So if we know that DD1A1D1D + A2 is non-singular for all positive diagonal
D, then DA1D + A2 is non-singular for all positive diagonal D. This gives us the
following result.
Corollary 5.1. Let A1 , A2 be two positive LTI systems where A1, A2 ∈ Rn×n
have no zero entries. Suppose that for some diagonal D1 > 0 D1A1D1  A2. Then
A1 ,A2 have a strong diagonal CQLF.
6. Conclusions
In this paper we have considered the problem of finding a diagonal CQLF for a
pair of linear time-invariant systems. In general, this problem is considerably more
difficult than the standard common quadratic Lyapunov function existence problem
for a pair of LTI systems. This follows from the fact that the problem of determining
whether a diagonal Lyapunov function exists for a single system is still open (and
is the subject of much research activity). We have shown for pairs of positive LTI
systems, which are individually guaranteed to have a diagonal Lyapunov function, it
is possible to apply a simple geometric argument to determine necessary and sufficient
conditions for a diagonal CQLF to exist. While the obtained condition is difficult (if
not impossible) to verify, examples have been given to show that the result provides
a basis for design criteria for switched positive LTI systems. Future research will
consider the more general problem of the existence of diagonal Lyapunov functions.
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