Abstract-Particle Swarm Optimization (PSO) is based on the notion of particles flying through solution space. Each particle is assumed to have n-dimensions that are mapped to the variables of the function that is being evaluated. The standard PSO algorithm updates a particle's position by moving towards the particle's past personal best and the best particle that has been found. This paper introduces the Principal Component Particle Swarm Optimization (PCPSO) procedure. The PCPSO flies the particles in two separates spaces at the same time; the traditional n-dimensional x space and a rotated m-dimensional z space where m < n.
Introduction
Particle Swarm Optimization (PSO) [1] [2] [3] was introduced as an optimization methodology based on a social psychological metaphor. The standard PSO is based on an analogy with particles flying through solution space whereby the particle locations are mapped from a fixed coordinate system. Tracking the particles from a fixed location is known as the Eulerian point of view. Another possibility is to map the particles from a coordinate system that moves with the swarm. When using this perspective the particles are first referenced by their local coordinate system which is mapped back to a fixed system. This two stage mapping is known as the Lagrangian point of view [4] . This paper introduces one methodology for creating andflying a dynamic coordinate system with the particles. It has been shown that coordinate rotation of the functional space can be detrimental to the performance of an optimization algorithm [5] . The covariance matrix adaptation (CMA-ES) [6] has demonstrated the utility of using function topologies for space rotations with respect to Evolution Strategies, while the cooperative particle swarm optimizer (CPSO) [7] demonstrated the possible improved performance of the PSO algorithm by combining multiple swarm results.
The Principal Component Particle Swarm Optimization procedure (PCPSO) [8] [9] can be seen as a methodology for creating a symbiotic relationship between swarm movement and the rotation and dimension of the life space [10] . Having the swarm interact with the rotation and dimension of the life space can be seen as an interaction between the swarm and the topology of the life space. It is possible for the swarm to interact with the metric of the life space using body tensor fields [4] , in this sense the current paper represents a step towards a more advanced topological swarm intelligence that incorporates social psychological field theory [10] .
Principal Component Analysis
The goal of Principal Component Analysis (PCA) is to transform a set of correlated variables xi into a set of minimally correlated variables zi. This is accomplished by selecting a set of orthonormal basis vectors ui [11] A allows for non-linear control over the applied weights.
In order to fly the particles in a rotated z space it is necessary to span the z space by a matrix of orthonormal eigenvectors U, where U is implicitly defined as:
The matrix U contains the eigenvectors as columns:
The ui eigenvectors are orthonormal:
Matrix L is a diagonal matrix containing the eigenvalues 1j. 
The principal components are then defined as: 
The reverse operation is equally valid. Each particle in the z space can be mapped back to the x space using the equation: .k-&k ) + 02ij (X k-&k (15) where i<n is the x dimension index, j is the particle index, g designates the best particle, and I designates the personal best particle i. pjiJ, and 02i, are uniform random numbers between 0 and 2. That is, xg represents the ith dimension of the best particle (solution) found during the last k iterations. The A represents a possible z space contribution as defined by equation 24. The x space particle positions are updated as follows:
.k+1 = Vk+1 + &k (16) (18) where i < rn < n is the z dimension index, j is the particle index, g designates the best particle, and 1 
where x and v are the current x space particle locations and velocities respectively. 
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The z space velocity weighting parameter ilVk is defined as:
kmax The z space particle positions are updated as follows: In
The settings for the PSO and PCPSO are shown at the top of table 1 . The averages and standard deviations for this study were calculated using 100 runs. PSOt and PCPSOI represent runs that enforced a Vmax velocity limit as specified in table 1. The PSO algorithm did not employ a constriction factor X [16] . The PCPSO was run with two different covariance matrix weighting exponents (A = .5 and A = 1.) as described in equation 3. The PCPSO used a full set of principal components (m = n = 30). On each iteration the z space particle location is combined with the x space location using a constant beta factor (/ = .3). The values of A and /3 were not optimized. The reported values for the PCPSO are reasonable when compared with the previous studies. The PCPSO 
(33) Figure 2 is a log-log plot of equation 33 . It is interesting to note that, for problems having less than a certain number of dimensions, the PCPSO is a better choice for all function evaluation times. Since many engineering problems (with (1, 1, 1) 
.85 280 538551 14 5 and 6, the full set of principal components is used throughout the run. That is, the dimension of the rotated space is maintained atm = n = 100. The particle flight from the rotated space and the traditional space were combined throughout the run (/ = .3). An option for associating a generationally dependent weight with each update to the covariance matrix was included in the PCPSO algorithm. The current generation is divided by the max generation and this fraction is raised to a weighting exponent. Higher weights tend to attract the eigenvectors that fill out the z space; which has the effect of making the current direction the particles are flying in more important than past directions. With respect to the particle swarm social psychological metaphor; this has the effect of making current ideas more important than past ideas. The results of the high dimensional study are given in tables 2 From a social psychological perspective the PCPSO algorithm is grouping certain ideas together based on past experience. This grouping of ideas can be seen as a form of linkage-learning [17] or dynamic probabilistic building block discovery [18] . The PCSPO combines these grouped ideas with the standard PSO (via the / parameter) to produce an enhanced social psychological algorithm for function optimization. The PCPSO does this by making the current direction the particles are flying in more important than past directions. This is accomplished using a weighted covariance matrix approach.
With respect to the particle swarm social psychological metaphor, this has the effect of making current ideas more important than past ideas. Since hybrid PSO algorithms can be implemented within the PCPSO framework without loss of generality the PCPSO should not be viewed as a competing algorithm, but rather a symbiotic algorithm that can be employed to accelerate convergence for high dimensional particle swarm optimization problems. The time complexity and high dimensional studies demonstrate that the PCPSO is a promising algorithm for reducing the time complexity for some high dimensional engineering problems.
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