Abstract-At present, the time-sharing electricity price is implemented in China, but the real-time electricity price is the most effective regulatory leverage of foreign home energy management. Due to the home energy management objective function using the real-time electricity price does not consider the importance of household loads, this paper proposes a strategy that defines the importance of household loads. Firstly, two mathematical objective functions of home energy management objective functions which consider/don't consider the importance of household loads are established respectively. Then a new meta-heuristic algorithm is presented, the new algorithm and Particle Swarm Optimization are used to solve the two best electricity utilization plans of household electricity utilization management mathematical objective functions respectively. The simulation results show that the new meta-heuristic algorithm can save more electricity cost and improve the user's electric comfortable feel compared with the particle swarm optimization.
I. INTRODUCTION
Nowadays, research on the intelligent electricity technology has become one of the measures for solving the energy problem in all countries of the world. The power consumption mode has been changed from simply saving electricity to a reasonable arrangement of intelligent interactive electricity. Therefore, how to use the electricity price incentive information of the power grid company to guide the power users to use electricity economically and scientifically, as well as the electricity price response have become the trend of developing smart electricity technology.
Currently the common price incentives include time-of-use electricity price, real-time electricity price and peak-valley electricity price. Literature [1] points out that only by implementing real-time electricity price to customers, retail electricity price can accurately reflect the real-time changes of electricity costs, eventually reach Pareto optimal market efficiency and realize the optimized collocation of resource. At present, the real-time electricity prices have been implemented in some regions of the United States and Australia. Although China has not yet implemented the real-time electricity tariffs, the time-of-use electricity tariffs has been started to implement in some developed regions such as Shanghai and Guangzhou, and the regulation effect is quite good. This shows that the regulation effect will be getting better after the real-time electricity price is implemented in the future. At the same time, China's electric power system has already initiated the sales side reform, so it can be anticipated that the date for the real-time electricity prices will be approaching soon.
Literatures [2] - [4] propose the household electricity management system based on real-time electricity price, which use the Particle Swarm Optimization, Genetic Algorithm and linear optimization technology to realize the system. However, during the load operation planning period, the uncertainty of real-time electricity price and the power consumption of household load haven't been considered. Literature [5] proposes a new power system smart household community structure, and illustrates the power scheduling algorithm to dispatch load based on the real-time electricity price, as well as the actual real-time electricity prices between the blocking rate development community controller and community terminal users. Literature [6] proposes a household electricity management strategy that includes photovoltaic and energy storage equipment in view of the increasing trend of user-side distributed energy penetration. Literature [7] proposes a smart electricity optimization method with the goal of minimizing the electricity cost through the design of household load starting time, electricity consumption time and the number of electricity consumption periods, as well as combining with the electricity consumption characteristics and electricity price mechanism. Literature [8] applies the cloud computing platform and Aprioti algorithm to explore the correlation rule between the electricity consumption behavior of users, and then uses the genetic algorithm to carry out the reasonable planning to the household electricity consumption time to reach the purpose of economical electricity consumption.
At present, the research on household electricity management mainly focuses on the goal of saving user's electricity cost. Therefore, this paper firstly analyzes the objective function of household electricity management which does not consider the importance of household load. Under the condition of the real-time electricity price, in order to find the lowest cost of electricity, the algorithm may well make a big difference between the original running time of load and load transfer time, this electricity price saving plan will cause users to feel uncomfortable when using electricity. There is usually more than one load in a certain period of time, but each family has a different level of demand for each load at different time of each day. In view of the above problems and in the context of real-time electricity prices, this paper initially carries out the sampling survey to the importance of household load and then combines with the time difference of electricity transfer to establish the household power management objective function considering the importance of household load; and a new meta-heuristic algorithm is proposed, the new meta-heuristic algorithm and particle swarm optimization are respectively adopted to solve the optimal power consumption scenarios of the two objective functions. Finally, the simulation results are compared to dig strength of the new algorithm.
II. THE ESTABLISHMENT OF THE OBJECTIVE FUNCTION OF HOUSEHOLD ELECTRICITY MANAGEMENT
This article researches how to improve the user's power comfort and reduce the user's cost of electricity using grid power through optimization algorithms and models, assuming that only in the case of grid power supply. Therefore, during the establishment of the objective function, it temporarily doesn't consider the distributed generation and storage battery. The objective function of electricity consumption management in this paper is based on Fig. 1 . Through receiving the real-time electricity price and incentive information provided by the grid company, as well as the optimization decision, the intelligent interactive terminal sends the on-off information to the wireless intelligent switch k1 ~ k6 so as to control household load power consumption time to achieve the purpose of saving electricity bills. This article collects real-time electricity price data every half hour on December 3, 2015 in QLD, Australia, as shown in Table 1 in Appendix. Since the real-time electricity price data is based on a half-hour interval, the power consumption time of the household load is also planned to be half an hour, that is, 48 time periods within a day.
A. The Objective Function 1 -the Establishment of Objective Function of Household Electricity Management without Considering the Importance of Household Load
In different periods of electricity consumption, the user's demand for various loads is always different, and a strategy of electricity consumption that defines the importance of household loads operating in different time periods is proposed. The article conducts a simple survey to the importance of different populations to household loads at different time periods, and the resulting average values are shown in Table I : Due to the limited space, see the Appendix Table II for the complete form. The importance of the load in the table is decreased from 1 to 7 successively.
It is assumed that there are the following seven kinds of household adjustable loads, and their power consumption, the scheduled power consumption time and the load numbers corresponding to the power consumption periods of each load are shown in Table II and Table III. There are totally 23 electricity load periods in the table, and one load has different operation time periods. Therefore, it can be considered that there are 23 load operations according to the load divided as per the operation period. For example, there are 3 energy-saving lamps in the electricity consumption period, and then it will run for one load in the "37" time period, run for another load in the "11" time period, and so on.
It is assumed that the load can be transferred in the time range of < < (that is the constraint of the time t in the objective function, which is also the constraint Grid company
Real-time pricing incentive information
International Journal of Materials, Mechanics and Manufacturing, Vol. 6, No. 6, December 2018 condition of the objective function, as shown in the transferable time period of the load in Table 2 , as well as the objective function of Section B), and the specific transfer range can be determined according to user's needs. Meanwhile, this setting can also prevent the algorithm blindly to shift all of the load time to the lowest price in a day. Based on the transferable time range and the real-time price of this time period, taking the minimum cost of electricity as the requirement to establish the objective function, that is:
(1)
, represents the real-time electricity expense of the load in the time period t, N is the number of load running in the current period, 49 represent the time period from 0:00 to 0:30 on the next day. Summation of , will be able to get the sum of one-day's electricity expense. represents the power required for all load operation in the current period, as shown in formula (2):
t is the current time, represents the original electricity time of load , ℎ is equal to 1 meaning the load is running, equal to 0 means the load is not running, is the power of load .
. is real-time electricity price function, is the transfer time. Therefore,
B. The Objective Function 2-the Establishment of Objective Function of Household Electricity Management Considering the Importance of Household Load
According to the definition of household load importance, the load of more important is transferred to the time period of relatively close to the scheduled operating time, and the load of less important is transferred to the time period of relatively long from the scheduled operating time, which is in line with the psychological expectations of users, and it is assumed that the users have high sense of comfort with electricity utilization; Otherwise, the users have low sense of comfortable with electricity utilization. There are many factors that affect the comfort of household users based on the real-time electricity price. The importance of household load and the time difference of electricity consumption mentioned in this section are the important factors affecting the user comfort. Therefore, this paper defines the objective function Fitness2, which considers the importance of household load, sums it and adds it to Fitness1 as the final solution function Fitness, as shown in formula (5) and (6) . In this paper, the weights of Fitness1 1 and Fitness2 2 are all set as 1. The weight 1 and 2 are set according to each user's preference. If the user prefers to save the cost of electricity, the weight of the cost of electricity can be increased and the weight of the sense of comfort for electricity utilization can be reduced, the user can set the proportion of the two parameters in the intelligent interactive terminal in the future. Due to limited space, no simulation results have been given in this paper to add different weight ratios. However, it can be estimated that the results obtained from the different weight ratios will be changed accordingly. The result of the objective function Fitness2 is used as an index to evaluate the sense of comfort for electricity utilization of users.
) (6) where , represents the importance of the load in the time period t, its value is obtained in Table I . The reason for seeking 1/ , is that the greater the value of , set, the less importance is, and the smaller the value of 1/ , . And | − | represents the difference between the time transfer of electricity, the greater the absolute value of the difference between the transfer time and the original time, the worse the user experience of electricity consumption. The result of multiplying the two parts is used as an index to evaluate the user's sense of comfort of using electricity. The smaller the result is, the better the sense of comfort of the user is. As for summarizing Fitness2 can get the index of one-day's sense of comfort of using electricity for the user. In fact, 1/ , can be understood as the weight of the difference | − | transferred by the time of electricity utilization. As for the different loads with different importance, the weight 1/ , is different, and the impact on the objective function is also different.
In addition, the coefficient of two parts in the Fitness function in this paper is all 1, it can be assumed that these two parts occupy one half of the Fitness function. However, if the user pays more attention to the sense of comfort of using electricity, the proportion of Fitness2 can be increased, the proportion of Fitness1 can be reduced, vice versa.
III. A NEW META-HEURISTIC ALGORITHM

A. Meta-Heuristic Algorithm Analysis
The meta-heuristic algorithm shows a strong optimization ability in solving modern nonlinear global optimization problems. And the household power management problem is a typical nonlinear global optimization problem. However, in the face of different optimization problems, some algorithms will fall into the local optimum. Literature [9] points out that in a sense, all meta-heuristic algorithms are trying to balance randomization and local search. Each optimization algorithm has its own strengths and weaknesses, thus a better algorithm is needed to solve most of the optimization problems, which is one of the reasons why such a diverse heuristic algorithms have emerged in recent years.
Through the study of these optimization algorithms, the rules of these algorithms can be summed up: all of the possible solution sets of the problem can be considered as the solution space, starting from a subset representing possible solutions to the problem, by applying some operator operation to the subset to produce a new solution set, and gradually evolve the population into a state that includes the optimal solution or the approximate optimal solution [10] . In these swarm intelligence optimization algorithms, the Particle Swarm Optimization [11] updates its speed and position according to the following formulas (7) and (8):
The Drosophila algorithm [12] updates the position of the next generation Drosophila on the X and Y axes according to formulas (9) and (10), where + 1 and + 1 are the best locations for all Drosophila foraging for food in the previous generation, as well as the reciprocal of the distance from this position to the origin is a solution , as shown in formulas (11) and (12) .
+ 1 = _axisbest + RandomValue (10)
If not considering the background of these algorithms, simply comparing the position and velocity update formulas of the above two algorithms, we can find that as for the particle swarm optimization algorithm, their velocity updating formula is constructed from the biological information and some random numbers. The Drosophila algorithm has a different optimization architecture from the particle swarm optimization. By observing the formulas (9) and (10), we can see that the first part of the two formulas is not the current position of each population, but the best position _ and _ .
B. The Principle of a New Meta-Heuristic Algorithm
The above two algorithms have the disadvantage of falling into the local optimum when solving the optimization problem. Therefore, by studying the principle of the above algorithm, a new meta-heuristic algorithm is proposed. Fig. 2 shows the algorithm framework. Suppose there are N particles on a highway (only A and B are shown in the figure), which are distributed on both sides of the origin. All of them are assigned a task of finding an object p on this road. If the position of particle A is located on the left side of the origin, and then the particle A is a negative value, similarly if the position of particle B is located on the right side of the origin, and then the particle B is a positive value. The characteristics of a particle include its own position and the velocity needed to find the object p at the current moment. The particle can determine the required velocity and its direction. When a particle finds the possible location of the object p, all the particles will move to that location and eventually reach this location , and then they will start again to find the location of the object p. Based on the above principle of particles finding the object p, the following steps can be divided for the explanation: 1) Randomly initialized k locations of particle swarm ( _ , ) in the range of ( lowerlimit , upperlimit ) , represents the randomly generating populations, and j represents j particles in a population.
2) Initialize the velocity（V_ , ） (positive and negative represent the direction) of particle swarm individuals (i,j) randomly and reach the position , after the initial move, and limit the position within a certain range, as shown in formula (15), t represents iteration times. 
3) After the initial search, the particle swarm location ( ) is substituted into the object judgment function (or the fitness function, the judgment function in this paper is the household electricity utilization management objective function) so as to obtain the possible objects ( . Might ) found by each particle population.
4) In all the particle populations, finding the best particle swarm that is most likely to find the object P. . Might best is the optimal value of the objective function found in the t-th iteration, which can be interpreted as the most likely object to be found in the t-th iteration P. Comparing with the best value of history (It is able to choose a solution randomly in the first iteration as best ), if . ℎ best is better than best , and then best and _ are replaced by . Might best and bestindex , . In addition, the position _ of the most unlikely object P should also be replaced by worstindex , . All other particle populations then should start at this position ( _axisBest).
. Might best best = . Might (17)
. Might worst worst = . Might
5) In order to make all particle populations arriving at this position find the object p more intelligently after reaching this position, all the particles are equally divided into two groups. Group A performs the local search at the velocity of ( , ), which is obtained from formulas (24) ~ (26). Group B performs that global search at speed ( , ), which is obtained from formulas (27) and (28). The number of repeated searches is MAXGEN, t represents the current number of searches, and the formulas (26) and (28) are updated once as per each generation of search. The physical meaning of (24) is that if the particle (i, j) is close to the particle (i-1, j), the particle (i, j) will proceed to the next search at a relatively faster speed when it reaches the optimal position, and vice versa. Such a definition of way to a certain extent, can increase the scope of local search, to avoid the scope of the search is too intensive. S is defined as a local search speed variation factor sequence, which consists of 10 , This set to a certain extent, can improve the ability to jump out of the local optimum; 1/ • 2 is a set of sequences determined by m, m is a set of numbers with a mean of 0 and a standard deviation of . ℎ /10000, from which it can be seen that m is a sequence of positive correlations with . ℎ , so 1/ • 2 is a series of negatively related sequences. Because the general algorithm will gradually fall into the local optimal value in the optimization process, as for the minimum value, the smaller the value of . ℎ , the larger the value of 1/ • 2 is. At the same time, as the number of iterations t increases, the 1/ • 2 value will also increase in the optimal process, so the ability to jump out of the local search becomes stronger. Also note that for maximum optimization, it is necessary to change 1/ • 2 to • 2 , resulting in the same optimization as the minimum.
Therefore, the multiplication of 10
• 2 three parts can guarantee that the local search speed variation factor sequence S has randomness and the ability to jump out of the local optimum. The local search speed is related to the relative distance between , and −1, . During the optimization process the distance between , and −1, will be closer and the S will be bigger and bigger. Formula (24) in this way, once again improved the ability to jump out of the local optimum. 
The global search speed X i,j is relating to the relative distance between X_axisBest j and X_axisWorst j respectively, which can be obtained from formula (27). The physical meaning of (27) is that if the particle (i, j) is close to the current best particle _ , it is relatively far from the current worst particle _ , and the particle (i, j) will perform the next-step search after reaching the optimal position, and vice versa; such method of definition will increase flexibility and intelligence of search, while at the same time it has the advantage of increasing the global search capability. SS is the global search speed change factor, which is a variable random number defined by formula (28). It consists of three parts: 10 and 0,1 to get a random number from 0 to 10 -10 , and the algorithm optimization process will gradually approach the optimal value. At this time, the optimization step size cannot be set too large to avoid the algorithm missing the optimal value due to the large step size in the course of approaching the optimal value. / 2 increases along with the increased number of iterations, it can ensure that the step size of the optimal value sought is not so small to make the optimization process be too slow and invalid. The multiplication of the three can ensure that the algorithm optimal process gradually approaches the optimal value. In the course of optimization, the relative distances between , and _ and _ will be closer, but the distance from SS will be larger. Formula (27) deals with this to ensure that the algorithm can jump out of the local optimal solution near the global optimal solution. In addition, the reason for the relative distance between , and _ being closer is that the algorithm will gradually enable the optimal solution . Might best and the worst solution . Might worst to get closer in the optimization process. The relative distances between , and X_axisWorstj will also get closer and closer to a certain extent.
_RandomValue , = , , = 1: /2 , , = 1 + /2 :
The purpose of formulas (22) and (23) is to prevent formula (27) from appearing in formula (31) or (32) when solving speed , , resulting in zero denominator and no speed. In the above formula, 0 is 10000 and mm is 500000. The role of /2,1 is to generate k/2 numbers with a mean of 0 and a standard deviation of 1.
6) Enter iterative optimization, repeat steps 2)-4), and then determine if the current position is better than the previous iteration position, and if so, go to step 5).
The improved particle optimization algorithm is relatively complex compared with the previously mentioned algorithm. Its advantage lies in dividing the population into two groups and uses different velocity update operators to change the velocity to change the position of the population. At the same time, the parameters needed to be set by the algorithm are only mm and 0 , except for the number of population k, the number of iterations MAXGEN, and the number of function D that all algorithms require. There are no special requirements for the ranges of the two parameters mm and 0 . It can multiply or divide by 10 to select the appropriate mm, e.g. based on 50,000 for 500000. 0 is based on 10000, multiply or divide by 10 to select the appropriate 0 .
C. New Meta-Heuristic Algorithm for Solving Optimal Power Consumption Planning
The process of implementing the new meta-heuristic International Journal of Materials, Mechanics and Manufacturing, Vol. 6, No. 6, December 2018 algorithm is to firstly initialize a group of initial particle populations between < < , that is, initialize to generate the time period during which all required load can be transferred within the current time period. Take the real-time electricity price of grid as the inducing factor, calculate the fitness value of each individual, and then use the position update formula of the new meta-heuristic algorithm to update the position, as well as iteratively find the optimal management plan and the minimum electricity cost. The detailed new meta-heuristic algorithm for solving the optimal management scheme is shown in Fig. 3 .
IV. RESULT
A. Objective Function 1 Simulation Results
The initial number of swarm for the particle swarm algorithm and the new meta-heuristic algorithm is 50. The dimension of the control variable varies in different time periods and the maximum number of iterations is 100. The parameters of the particle swarm algorithm are using the parameters determined in Literature [11] , both 1 and 2 are set as 1.8 and ω as 0.6. The optimization results of the algorithm are shown in Table IV . Although the objective function 1 does not require solving the objective function Fitness2 value, but in order to compare with the results of objective function 2, thus substitute the optimal power scheme obtained from the object function 1 by two kinds of algorithm into Fitness2, obtaining the corresponding results and recording in Table IV . If not using the algorithm, the electricity cost per day is 446.8011 cents; If using the particle swarm algorithm, the electricity cost is 363.6681 cents, saving 83.133 cents in electricity expanse, saving 18.61% of the electricity cost, and the sum of Fitness2 values is 52.4952; If using a new meta-heuristic algorithm, the cost of electricity is 362.6026 cents, saving 84.1985 cents in electricity expense, saving 18.84% of the electricity costs, and the sum of Fitness2 values is 54.7619. Therefore, it can be concluded that using the new meta-heuristic algorithm to solve the optimal power scheme is better than the particle swarm algorithm. 
A. Simulation Result of Objective Function 2
The simulation results of objective function 2 are shown in Table V . If without using the algorithm, the electricity cost per day is 446.8011 cents, if using the particle swarm algorithm, the electricity cost is 369.7211 cents, saving 77.08 cents of electricity expense and the sum of Fitness2 values is 15.8095, saving 17.25% of the cost of electricity; If using a new meta-heuristic algorithm, the cost of electricity is 369.5088 cents, saving 77.2923 cents of electricity cost, saving 17.30% of the electricity costs, and the sum of Fitness2 values is 15.3429. Therefore, as for the objective International Journal of Materials, Mechanics and Manufacturing, Vol. 6, No. 6, December 2018 function 2, it can also be concluded that using a novel meta-heuristic algorithm to solve the optimal power scheme is better than the particle swarm algorithm.
B. Comparison and analysis of objective functions
Comparing the total electricity charges obtained by solving the new meta-heuristic algorithm in Table IV and Table V , it can be found that the electricity cost of the electricity consumption program that considers the importance of household loads is 6.9062 cents higher than that of the scenarios that do not consider the importance of household loads. In addition, comparing the new meta-heuristic algorithm in Table IV and Table V to obtain the sum of Fitness2 values, the sum of Fitness2 values has been described in B of Section II as an indicator of the user's sense of comfort of using electricity, the user's sense of comfort for the electricity utilization plan considering the importance of household load is improved by 71.9% compared with the plan not considering the importance of household load. Correspondingly, the results obtained by the particle swarm algorithm are also similar to those obtained by the new meta-heuristic algorithm.
In addition, through observing the results in Table IV and  Table V , it can find that when there is only one load, the new meta-heuristic algorithm and the particle swarm optimization algorithm have the same optimization results. When the load volume is increased, that is, the algorithm decision variables are increased, the new meta-heuristic algorithm has better results than the particle swarm optimization algorithm. Fig. 4 and Fig. 5 show the iterative convergence graphs of the objective function 1 and the objective function 2 at time 13. It can also be found from the convergence curves in the figure that the new meta-heuristic algorithm is much faster than the particle swarm optimization in convergence rate and speed of optimization.
V. CONCLUSION
This paper studies the target function of household electricity utilization management based on real-time electricity price, proposes the electricity strategy to define the importance of household load, and proposes a new meta-heuristic algorithm, which is adopted as well as the particle swarm optimization to solve the household electricity utilization management objective functions that considers the importance of household load and the household electricity utilization management objective function that doesn't consider the importance of household load. It is concluded that solving the power-saving program with the new meta-heuristic algorithm is better than the particle swarm optimization algorithm. Meanwhile, it can be concluded from the result of the algorithm that the household electricity utilization management objective function considering the importance of household load realizes that the user uses only a small amount of increased power cost compared with the household electricity utilization management objective function which does not consider the importance of household load Electrical comfort improved significantly. Therefore, it can be concluded that the proposed power strategy and the new meta-heuristic algorithm are feasible. 
