Tremendous variation in the scale of people/head size is a critical problem for crowd counting. To improve the scale invariance of feature representation, recent works extensively employ Convolutional Neural Networks with multi-column structures to handle different scales and resolutions. However, due to the substantial redundant parameters in columns, existing multi-column networks invariably exhibit almost the same scale features in different columns, which severely affects counting accuracy and leads to overfitting. In this paper, we attack this problem by proposing a novel Multicolumn Mutual Learning (McML) strategy. It has two main innovations: 1) A statistical network is incorporated into the multi-column framework to estimate the mutual information between columns, which can approximately indicate the scale correlation between features from different columns. By minimizing the mutual information, each column is guided to learn features with different image scales. 2) We devise a mutual learning scheme that can alternately optimize each column while keeping the other columns fixed on each mini-batch training data. With such asynchronous parameter update process, each column is inclined to learn different feature representation from others, which can efficiently reduce the parameter redundancy and improve generalization ability. More remarkably, McML can be applied to all existing multi-column networks and is end-to-end trainable. Extensive experiments on four challenging benchmarks show that McML can significantly improve the original multi-column networks and outperform the other state-of-the-art approaches.
INTRODUCTION
With the growth of wide applications, such as safety monitoring, disaster management, and public space design, crowd counting has been extensively studied in the past decade. As shown in Figure 1 , a significant challenge of crowd counting lies in the extreme variation in the scale of people/head size. To improve the scale invariance of feature learning, Multi-column Convolutional Neural Networks are extensively studied [3, 12, 21, 32, 44, 50, 69] . As illustrated in Figure 2 , the motivation of multi-column networks is intuitive. Each column is devised with different receptive fields (e.g., different filter sizes) so that the features learned by different columns are expected to focus on different scales and resolutions. By assembling features from all columns, multi-column networks are easily adaptive to the large variations of the scale due to the generalization ability across scales and resolutions.
Although multi-column architecture is naturally employed for addressing the issue of various scale change, previous works [12, 21, 30, 44, 62] have pointed out that different columns always generate features with almost the same scale, which indicates that existing multi-column architectures cannot effectively improve the scale invariance of feature learning. To further verify this observation, we have extensively analyzed three state-of-the-art networks, i.e., MCNN [69] , CSRNet [30] and ic-CNN [44] . It is worth noting that CSRNet is a single column network, which has four different configurations (i.e., different dilation rates). We remould CSRNet to treat each configuration as a column, and design a four-column network as an alternative. The Maximal Information Coefficient (MIC) 1 and the Structural SIMilarity (SSIM) 2 are computed based on the results of different columns. MIC measures the strength of association between the outputs (i.e., crowd counts) and SSIM measures the similarity between density maps. As shown in Table 1 , different columns (Col.↔Col.) always output almost the same counts (i.e., high MIC) and the similar estimated density maps (i.e., high SSIM). In contrast, a large gap between the ensemble of all columns and the ground truth (Col.↔GT.) still exists. This comparison shows [69] MCNN [69] 0.94 0.71 0.52 0.55 CSRNet [30] 0.93 0.84 0.74 0.71 ic-CNN [44] 0.92 0.72 0.70 0.68 UCF_CC_50 [24] MCNN [69] 0.81 0.53 0.70 0.36 CSRNet [30] 0.87 0.72 0.71 0.48 ic-CNN [44] 0.93 0.70 0.57 0.52 that there are substantial redundant parameters among columns, which makes multi-column architecture fails to learn the features across different scales. On the other hand, it indicates that existing multi-column networks tend to overfit the data and can not learn the essence of the ground truth. Inspired by previous works [30, 44, 62] , we reveal that the problem of existing multi-column networks lies in the difficulty of learning features with different scales. Generally speaking, there are two main problems: 1) There is no supervision to guide multiple columns to learn features at different scales. The current learning objective is only to minimize the errors of crowd count. Although we have designed different columns to have different receptive fields, they are still gradually forced to generate features with almost the same scale along with the network optimization. 2) There are huge redundant parameters among columns. Because of parallel column architectures, multi-column networks naturally brought in redundant parameters. As the analysis of [1] , with the increase of parameters, a more substantial amount of training data is also required. It implies that existing multi-column networks are typically harder to train and easier to overfit.
In this paper, we propose a novel Multi-column Mutual Learning (McML) strategy to improve the learning of multi-column networks. As illustrated in Figure 3 , our McML addresses the above two issues from two aspects. 1) A statistical network is proposed to measure the mutual information between different columns. The mutual information can approximately measure the scale correlation between features from different columns. By additionally minimizing the mutual information in the loss, different column structures are forced to learn feature representations with different scales. 2) Instead of the conventional optimization that updates the parameters of multiple columns simultaneously, we devise a mutual learning scheme that can alternately optimize each column while keeping the other columns fixed on each mini-batch training data. With such asynchronous learning steps, each column is inclined to learn different feature representation from others, which can efficiently reduce the parameter redundancy and improve the generalization ability. The proposed McML can be applied to all existing multi-column networks and is end-to-end trainable. We conduct extensive experiments on four datasets to verify the effectiveness of our method.
The main contribution of this work is the proposal of Multicolumn Mutual Learning (McML) strategy to improve the learning of multi-column networks. The solution also provides the elegant views of how to explicitly supervise multi-column architectures to learn features with different scales and how to reduce the enormous redundant parameters and avoid overfitting, which are problems not yet fully understood in the literature.
RELATED WORK 2.1 Detection-based Methods
These models use visual object detectors to locate people in images. Given the individual localization of each people, crowd counting becomes trivial. There are two directions in this line, i.e., detection on 1) whole pedestrians [4, 16, 58, 70] and 2) parts of pedestrians [17, 25, 31, 61] . Typically, local features [16, 31] are first extracted and then are exploited to train various detectors (e.g., SVM [31] and AdaBoost [59] ). Although these works achieve satisfactory results for the low-density scenario, they are unable to generalize for high-density images since it is impossible to train a detector for extremely crowded scenes.
Regression-based Methods
Different from detection-based models, regression-based methods directly estimate crowd count using image features. It has two steps: 1) extract powerful image features, 2) use various regression models to estimate the crowd count. Specifically, image features include edge features [9, 11, 36, 45, 47] and texture features [10, 11, 24, 43] . Regression methods cover Bayesian [9] , Ridge [11] , Forest [43] and Markov Random Field [24, 41] . Since these works always use handcrafted low-level features, they still cannot obtain satisfactory performance.
CNN-based Methods
Due to substantial variations in the scale of people/head size, most recent studies extensively use Convolutional Neural Networks (CNN) with multi-column structures for crowd counting. Specifically, a dual-column network is proposed by [3] to merge shallow and deep layers to estimate crowd counts. Inspired by this work, a great three-column network named MCNN is proposed by [69] , which employs different filters on separate columns to obtain the various scale features. Noted that there are a lot of works to continually improve MCNN [26, 55, 56, 60] . Sam et al. [50] introduce a switching structure, which uses a classifier to assign input image patches to best column structures. Recently, Liu et al. [32] propose a multi-column network to simultaneously estimate crowd density by detection and regression models. Ranjan et al. [44] employ a two-column structure to iterative train their model with different resolution images.
In addition to multi-column networks, there are a lot of methods to improve scale invariance of feature learning by 1) studying on the fusion of multi-scale features [35, 57, 62, 63] , 2) studying on multiblob based scale aggregation networks [7, 64] , 3) designing scaleinvariant convolutional or pooling layers [21, 30, 33, 56, 62] , and 4) studying on automated scale adaptive networks [48, 49, 66] . On the other hand, a lot of studies devote to using perspective maps [52] , geometric constraints [34, 68] , and region-of-interest [33] to further improve the counting accuracy.
These state-of-the-art methods aim to improve the scale invariance of feature learning. Inspired by recent studies [30, 44, 62] , we reveal that existing multi-column networks cannot effectively learn different scale features as Sec. 1. To solve this problem, we propose 
Problem Formulation
Recent studies define crowd counting task is as a density regression problem [7, 29, 69] . Given N training images X = {x 1 , · · · , x N } as the training set, each image x i is annotated with a total of c i center points of pedestrians' heads P дt i = {P 1 , P 2 , · · · , P c i }. Typically, the ground truth density map y i of image x i is generated as,
where p is a pixel and N дt is a Gaussian kernel with standard deviation σ . The number of people c i in image x i is equal to the sum of density of all pixels as p ∈x i y i (p) = c i . With these training data, crowd counting models aim to learn a regression model G with parameters θ to minimize the difference between estimated density map G θ (x i ) and ground truth density map Y i . Specifically, Euclidean distance, i.e., L 2 loss is employed to get an approximate solution,
where as the size of input images are different, the value of Eqn. 2 is further normalized by the number of pixels in each image. It is noted that, as shown in Figure 1 , enormous variation in the scale of people/head size is a critical problem for crowd counting. Many studies [5, 13, 19, 22, 46, 67] have proved that only using an individual regression model is theoretically far from the global optimal. To improve the scale invariance of feature learning, Convolutional Neural Networks with multi-column structures are extensively studied by recent works [26, 55, 56, 60, 69] . Figure 2 illustrates a typical multi-column network named MCNN [69] . The intentions of multi-column networks are natural, where each column structure is devised with different receptive fields (e.g., different filter sizes) so that the features learned by individual column is expected to focus on a particular scale of people/head size. With the ensemble of features from all columns, multi-column networks are easily adaptive to handle the large scale variations.
Although the motivation for multi-column structures is straightforward, previous works [30, 44, 62] have pointed out that existing multi-column networks cannot improve the scale invariance of features learning. As analyzed in Sec. 1, we are convinced that there are abundant redundant parameters between columns, which causes multi-column structures to fail to learn the features across different scales and invariably get almost the same estimated crowd counts and density maps. After thoroughly surveying previous works [30, 44, 46, 62, 67] and analyzing our experimental results in Table 1 , we further reveal that the main problem of existing multicolumn networks lies in the learning process. Generally speaking, current learning strategy has two main weaknesses. 1) It only optimizes the objective of crowd counting, while completely ignores the intention of using multi-column structures to learn different scale features. 2) It instantly optimizes multi-column structures at the same time, which can result in the enormous redundant parameters among columns and overfitting on the limited training data. To address these problems, our work aims to propose a general learning strategy named Multi-column Mutual learning (McML) to improve the learning of multi-column networks.
Overview of McML
In this section, we present an overview of Multi-column Mutual Learning (McML) strategy. For the sake of simplicity, we introduce the case of two columns as an example. As shown in Figure 3 , our McML has two main innovations.
• McML has integrated a statistical network into multi-column structures to automatically estimate the mutual information between columns. The essential of the statistical network is a classifier network. Specifically, the inputs are features from different columns, and the output is the mutual information between columns. We use mutual information to approximately indicate the scale correlation between features from different columns. By minimizing the mutual information between columns, McML can guide each column to focus on different image scale information.
• McML is a mutual learning scheme. Different from updating the parameters of multiple columns simultaneously, McML alternately optimizes each column in turn until the network converged. In the learning of each column, the mutual information between columns is first estimated as prior knowledge to guide the parameter update. With the help of the mutual information between columns, McML can alternately make each column to be guided by other columns to learn different image scales/resolutions. It is proved that this mutual learning scheme can significantly reduce the volume of redundant parameters and avoid overfitting. Mathematically, two columns with parameters θ 1 and θ 2 are alternately trained as,
where each column is trained by two losses. L 2 loss (Eqn. 2) is used to minimize counting errors, and I ω (Eqn. 7) is employed to minimize the mutual information between columns. α is the weight to trade off two losses. The value of mutual information I ω is computed by the statistical network with parameters ω. Here we have slightly abused symbols. C θ 1 and C θ 2 are features from different convolutional layers of two columns, which are used to estimate the mutual information. F θ 1 •θ 2 (X ) means the ensemble (i.e., concatenation) of features at the last convolutional layers for two both columns. Conv is a 1 × 1 convolutional layer that is used to predict density maps for crowd counting. Typically, our proposed McML is also a mutual learning scheme. Two columns are alternately optimized until convergence. In the learning of each column, the mutual information I ω is first estimated as prior knowledge to guide the parameter update. Once the optimization of one column (e.g., θ 1 ) is finished, we will update the mutual information I ω again and alternately to update the other column (e.g., θ 2 ). Additionally, it is noted that Eqns. 3 and 4 show the situation of most multi-column networks (e.g., CrowdNet [3] , AM-CNN [68] , and MCNN [69] ), where the features of multi-columns are concatenated to estimate density maps. However, a few multicolumn networks (e.g., ic-CNN [44] ) predict density maps in all columns. In these cases, F θ 1 •θ 2 of Eqns. 3 and 4 should be replaced with F θ 1 and F θ 2 respectively. Where F θ 1 and F θ 2 are features from the last convolutional layers at two columns.
Specifically, we will introduce the mutual information estimation (i.e., computation of I ω ) in Sec. 3.3, the mutual learning scheme in Sec. 3.4 and neural architectures of statistical networks in Sec. 3.5.
Mutual Information Estimation
In this section, we first briefly introduce the definition of mutual information. Then we present the statistical network in details.
Mutual information is a fundamental quantity for measuring the correlation between variables. We treat column structures as different variables. Inspired by the success of previous works [28, 38] , we use mutual information to indicate the degree of parameter redundancy between columns. Moreover, mutual information can also approximately measure the scale correlation between features from different columns. Instead of estimating the mutual information with parameters of columns, similar to [6, 15, 20] , we chooses to compute the mutual information using the features of multicolumns since our objective is to learn different scale features. Typically, the mutual information between features C θ 1 and C θ 2 is defined as,
where H is the Shannon entropy. H (C θ 1 | C θ 2 ) measures the uncertainty in C θ 1 given C θ 2 . Previous works [6, 28, 38, 42] widely use Kullback-Leibler (KL) divergence to compute the mutual information,
where P C θ 1 C θ 2 is the joint distribution of two features. P C θ 1 and P C θ 2 are the marginal distributions. ⊗ means the production. Since the joint distribution P C θ 1 C θ 2 and the product of marginal distributions P C θ 1 ⊗ P C θ 2 are unknown in our case, the mutual information of two columns is challenging to compute [40] . Fortunately, inspired by the previous work named MINE [2] , we propose a statistical network to estimate the mutual information. The essence of the statistical network is a classifier. It can be used to distinguish the samples between the joint distribution and the product of marginal distributions. Instead of computing Eqn. 6, the statistical network chooses to use Donsker-Varadhan representation [18] i.e., I (C θ 1 ; C θ 2 ) ≥ I ω (C θ 1 ; C θ 2 ), to get a lower-bound for
Algorithm 1 Mutual Information Estimation
Input: Randomly sampled b images. 1: Draw features from two columns as the joint distribution, 2: (C
5: Evaluate mutual information I ω Das Eqn. 7; 6: Use moving average to get the gradient, 7: G (ω ) ← ∇ ω I ω ; 8: Update the statistical network parameters, 9: ω ← ω + G (ω ); the mutual information estimation,
where T ω is the statistical network with parameters ω. To compute the lower-bound I ω , we randomly select b training images.
With the forward pass of the network, we directly get b pairs of features from two column structures as the joint distribution
Then we input these features to the statistical network T ω . By calculating the b outputs of the statistical network as Eqn. 7, we can get a lower-bound for the mutual information estimation. Here we use moving average to get the gradient of Eqn. 7. By maximizing this lower-bound, we can approximately obtain the real mutual information. More details of the mutual information estimation are provided in Alg. 1. Without loss of generality, the statistical network T ω can be designed as any classifier networks according to the different multicolumn networks. We have tested McML on three multi-column networks (i.e., MCNN [69] , CSRNet [30] and ic-CNN [44] ). The statistical networks for these baselines are described in Sec. 3.5.
Mutual Learning Scheme
Our proposed McML is a mutual learning scheme. For the sake of simplicity, we present the case of two columns as an example. As shown in Alg. 2, we alternately optimize two columns in each minibatch until convergence. In each learning iteration, we randomly sample b training images. Before optimizing column θ 1 , the mutual information is first estimated as prior knowledge to guide the parameter update. With forward of the network, the features of two column structures are sampled to update the statistical network T ω and estimate the mutual information I ω as Alg. 1. With the guidance of the mutual information, our McML can supervise column θ 1 to learn as much as possible different scale features from column θ 2 . It is noted that we have fixed parameters of other columns (i.e., θ 2 ) and statistical network (T ω ), and only update column θ 1 . Since the size of input images are different, we have to update column structure on each image. After back-propagation of a total of b images, the column θ 2 will be optimized in similar steps.
It is noted that our McML can be naturally extended to multicolumns architectures. For the case of K > 2, the loss function of a 
Estimate mutual information I ω and update statistical network T ω as Alg. 1; 8: Update column θ 2 as Eqn. 4 on each image, 9: 
(8) Similar to Eqns. 3 and 4, where F θ 1 •θ 2 , ..,θ K means the ensemble (i.e., concanation) of features from the last convolutional layers at multicolumns. C θ * is the features from different convolutional layers at each column. α is a weight to trade off two losses. At this point, we only need to add more steps to estimate mutual information of multi-columns. Once the mutual information is obtained, multicolumn structures are still alternately optimized until convergence.
Network Architectures
We employ McML to improve three state-of-the-art networks, including MCNN [69] , CSRNet [30] , and ic-CNN [44] . Table 2 shows the neural architecture of statistical networks. To better understand the details, Figure 3 gives a real example of two columns in MCNN [69] . With sharing the parameters, no matter how many columns are adopted, each multi-column network only needs one single statistical network. The inputs of statistical networks are the features from different layers. We use convolutional layers with one output channel to reduce the feature dimension. Since training images have different size and inspired by the previous work [14] , one spatial pyramid pooling (SPP) layer is applied to reshape the features from the last convolutional layer into a fixed dimension. Finally, two fully connected layers are employed as a classifier. Similar to [2] , Leaky-ReLU [37] is used as the activation function for all convolutional layers, and no activation function for other layers. Specifically, MCNN adopts 3 column structures. Each column contains 4 convolutional layers. Intuitively, the statistical network of MCNN uses 4 convolutional layers to embed the features as Figure 3 . CSRNet is a single column network. The first 10 convolutional layers are from pre-trained VGG-16 [54] . The last 6 dilated convolutional layers are utilized to estimate the crowd counts. The original version has 4 configurations for 6 dilated convolutional layers (i.e., different dilation rates). Here we treat 4 configurations as 4 different columns. Similarly, as shown in Table 2 , the statistical network of CSRNet utilizes 6 convolutional layers to embed the features for 6 dilated convolutional layers in each column. ic-CNN contains two columns (i.e., Low Resolution (LR) and High Resolution (HR) columns). LR contains 11 convolutional layers and 2 max-pooling layers, and HR has 10 convolutional layers with 2 max-pooling layers and 2 deconvolutional layers. As Table 2 shows, the statistical network of ic-CNN uses 5 convolutional layers to embed features from corresponding 5 convolutional layers after the second max pooling layer at both columns.
EXPERIMENT 4.1 Experiment Settings
Datasets. To evaluate the effectiveness of our McML, we conduct experiments on four crowd counting datasets, i.e., Shang-haiTech [69] , UCF_CC_50 [24] , UCSD [8] , and WorldExpo'10 [65] . Specifically, ShanghaiTech dataset consists of two parts: Part_A and Part_B. Part_A is collected from the internet and usually has very high crowd density. Part_B is from busy streets and has a relatively sparse crowd density. UCF_CC_50 is mainly collected from Flickr and contains images of extremely dense crowds. UCSD and WorldExpo'10 are both collected from actual surveillance cameras and have low resolution and sparse crowd density. More details of datasets split are illustrated in supplementary material. Learning Settings. We use our McML to improve MCNN, CSRNet, and ic-CNN. For MCNN, the network is initiated by a Gaussian distribution with a mean of 0 and a standard deviation of 0.01. Adam optimizer [27] with a learning rate of 1e-5 is used to train three columns. For CSRNet, the first 10 convolutional layers are fine-tuned from the pre-trained VGG-16 [54] . The other layers are initiated in the same way as MCNN. We use Stochastic gradient descent (SGD) with a fixed learning rate of 1e-6 to finetune four columns. For ic-CNN, input features from Low-resolution column to High-resolution column are neglected. The SGD with the learning rate of 1e-4 is used to train two columns. The learning settings of the statistical network for all baselines are the same. The number of samples b is 75. Moving average is used to evaluate gradient bias. Adam optimizer with a learning rate of 1e − 4 is used to optimize the statistical network. More details of ground truth generation and data augmentation are illustrated in supplement materials. Evaluation Details. Following previous works [30, 44, 69] , we use mean absolute error (MAE) and mean square error (MSE) to evaluate the performance:
where Z i is the estimated crowd count and Z дt i is the ground truth count of the i-th image. N is the number of test images. The MAE indicates the accuracy of the estimation, while the MSE indicates the robustness.
Ablation Studies
We have conduct extensive ablation studies on our McML. MIE vs. MLS. We separately investigate the roles of our proposed two improvements, i.e., Mutual Learning Scheme (MLS) and Mutual Information Estimation (MIE). Experimental results are shown in Table 3 . Org. is the original baseline, MLS means that we ignore the mutual information estimation (i.e., I ω ) in Eqns. 3 and 4, and MIE indicates that we optimize all columns at the same time (i.e., do not alternately optimize each column). Generally speaking, MLS achieves better performance than all original baselines. After integrated MIE, there is a noticeable improvement. It fully demonstrates the effectiveness of our method. Statistical Network. We intend to compare different statistical networks. We have modified the proposed statistical network as follows: 1) Only-1-Conv means only keep the last convolutional layer. 2) Last-3-Conv denotes to preserve the last three convolutional layers. 3) First-3-Conv indicates to retain the first three convolutional layers. 4) FC-3 (64) means to add one fully connected (FC) layer with 64 outputs between the original two FC layers. 5) FC-1 (64) indicates to reduce the outputs of the first FC layer into 64. 6) FC-1 (256) states to increase the outputs of the first FC layer into 256.
Comparison results are illustrated in Table 6 . In general, different statistical networks have no significant difference in performance. Even using only one convolutional layer, our proposed training strategy still obviously improve the original baseline. These results fully demonstrate the robustness of our method. The number of samples b. We study the effect of the number of samples b. As shown in Figure 4 , we obverse that with the number of b increases, the performance first increases and then decreases. Typically, when b is too small, because of the estimated mutual information has a severe bias, our method intuitively gets poor performance. In contrast, when b is too large, although the mutual information has been accurately estimated, the performance of our model is still severely affected since the iterations of the mutual learning scheme are inadequate. Based on that we use a binary search to find the best value of b. After extensive cross-validation, b is set to 75 for all baselines. The weight of α. We have verified the impact of the weight of α.
To get a more accurate setting, we perform a grid search with the step of 0.1. The best values of α for different datasets are illustated in Table 5 . Since ShanghaiTech Part A and UCF_CC_50 have more substantial scale changes, they have a larger α than other datasets. We assume that the weight of α positively correlates to the degree of scale changes. 
Comparisons with State-of-the-art
We demonstrate the efficiency of our McML on four challenging crowd counting datasets. Tables 4 and 7 show the comparison with the other state-of-the-art methods. We observe that McML can significantly improve three baselines (i.e., MCNN, CSRNet, and ic-CNN) on all datasets. Notably, after using McML, the optimized CSRNet and ic-CNN also obviously outperform the other stateof-the-art approaches. It fully demonstrates that our method can not only be applied to any multi-column network but also works on both dense and sparse crowd scenes. Additionally, although ic-CNN also propose an alternate training process, our McML can still achieve better results than the original ic-CNN. It means that our McML is more effective than ic-CNN.
For better results than other state-of-the-art methods that use perspective maps.
Why does McML Work
We attempt to give more insights to show why our McML works. The statistical analysis is illustrated in Table 8 . Compared with the results without McML (in Table 1 ), we observe that McML can significantly reduce Maximal Information Coefficient (MIC) and Structural SIMilarity (SSIM) between columns. It denotes that our method can indeed reduce the redundant parameters of columns and avoid overfitting. On the other hand, McML can efficiently improve MIC and SSIM between the ensemble of all columns and the ground truth. It means that our method can guide multi-column structures to learn different scale features and improve the accuracy of crowd counting. To further verify that our McML can indeed guide multi-column networks to learn different scales, we showcase the generated density maps from different columns of MCNN in Figure 5 . These four examples typically contain different crowd densities, occlusions, and scale changes. We observe that estimated density maps of McML have more different salient areas than the original MCNN. It means that our method can indeed guide multi-column structures to focus on different scale information (i.e., different people/head sizes). It is noted that the ground truth itself is generated with center points of pedestrians' heads, which inherently contains inaccurate information. Thus the result of our method is still unable to produce the same density map to the ground truth. 
CONCLUSION
In this paper, we propose a novel learning strategy called Multicolumn Mutual learning (McML) for crowd counting, which can improve the scale invariance of feature learning and reduce parameter redundancy to avoid overfitting. It could be applied to all existing CNN-based multi-column networks and is end-to-end trainable. Experiments on four challenging datasets fully demonstrate that it can significantly improve all baselines and outperforms the other state-of-the-art methods. In summary, this work provides the elegant views of effectively using multi-column architectures to improve the scale invariance. In future work, we will study how to handle different image scales and resolutions in the ground truth generation.
