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The object of this paper is to present a unified approach to multiparameter 
spectral theory of linear operators in Hilbert space. The theory is applicable to 
both bounded and unbounded operators and has application in the study of 
multiparameter spectral problems of ordinary differential operators. The main 
results include a Parseval equality and an eigenfunction expansion theorem. 
1. INTRODUCTION 
Multiparameter spectral theory has received attention by a number of people 
in recent years. These investigations have been pursued in both an abstract 
setting [2-4, 6-8, 13-15, 181 and in application to ordinary differential operators 
[5, 10, 12, 16, 25-301. The original motivation comes from the classic problem of 
solving boundary value problems for partial differential equations by the method 
of separation of variables. Indeed, multiparameter problems arising from this 
source were investigated by Hilbert in the first decade of this century. 
It appears now that multiparameter spectral theory finds application from 
substantially different areas. For example, a wide class of systems of differential 
equations coupled through dependent variables and several complex parameters 
may be formulated as multiparameter spectral problems. Such systems are of 
interest in many areas of mathematical physics. The foundations of a spectral 
theory for such systems has been initiated by Roach and the author 11221. Another 
area of application is the spectral theory of polynomial bundles. Here the applica- 
tion is particularly interesting in that within the framework of multiparameter 
spectral theory one is led to a spectral theory for polynomial bundles of greater 
applicability and generality than the theory developed at present by, say, 
Gohberg and Krein [II]. The foundations of this theory are to be found in [23]. 
The first definitive account of multiparameter spectral theory is due to 
Atkinson and is described in his recent book [2]. This theory, first announced 
in 1972, has undergone considerable development by Browne [4, 6-81 and 
Kallstrom and Sleeman [13-15, 181 both in the abstract case and in application 
to ordinary differential operators. To describe this theory and that to be deve- 
loped in this paper, we introduce some notation. 
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Let Hr ,..., H, be separable Hilbert spaces and let H = @YE, Hi be the tensor 
product of the spaces Hi , i = I,.. ., 71. For an account of the construction of H 
we cite Murray and Van Neumann [19] or Schatten [24]. In each space Hi , 
i = l,..., n, we have linear operators Ai , Sij , i, j = l,..., n, enjoying the pro- 
perties 
(i) Ai: D(&) C Hi + Hi , i = l,..., II, are self-adjoint, 
(ii) Sij: Hi * Hi , i, j = l,..., n, are Hermitian and continuous. 
Each of the operators Ai , Sij , i,j = l,..., rz, induces operators denoted by 
Ai+, St , i, j = I,..., n, in H. Thus for a decomposable element f = fi @ ... @ 
fn E H with fi E Hi , i = 1, . ., n, we have 
Sg is then extended to the whole of H by linearity and continuity. The definition 
of Ai+, i = l,..., n, is achieved via its resolution of the identity Z$(.). Thus if 
Ai = 
J’ 
m h cm,(X), 
-03 
then we define 
Ai+ = Jrn h dE,+(h). u-4 --m 
Details of this construction may be found in Prugovezki [20]. 
In addition to the properties (i) and (ii) above, we shall require that the 
operators Ai+, S: , i, j = l,..., n, satisfy a certain “definiteness” condition 
which may be introduced as follows. Let D be the dence subspace of H given by 
D = fi D(Ai+), 
i-1 
and let f = fi @ ... @fn E D be a decomposed element of H with fi E D(AJ. 
Given a set of real numbers 01,, , 01~ , . . , 0~~ not all zero we may define operators A, 
di: D ---t H, i = 0, l,..., n, formally by the determinantal expansion of 
010 a “. 1 
Af = 2 aiAif = det -elf1 sllfl ... s;;f* : . 
i=O 
-Afn S,fn *.. &if?% 
(1.3) 
The operators Ai may then be defined for all f e D. 
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The definiteness condition may now be stated as: 
(iii) A: D --f H is positive definite. 
That is, for allfe D 
(&,.ff) 3 c iifi12, some c > 0. U-4) 
Here (., .> (II II) d enotes the inner product (norm) in H. 
For example, if f = fr @ ... @fn E D is a decomposable element of H with 
fi E D(&) and (., .)i (11 . Iti) is used to denote the inner product (norm) in Hi then 
(1.4) when written in full gives 
3 C iih II,” .‘. llfn Ill . (1.5) 
For the case in which the spaces Hi, i = l,..., n, are finite dimensional a 
fairly comprehensive treatment of multiparameter spectral theory has been given 
by Atkinson [2]. This theory has an extension to the case in which the Hi are 
infinite dimensional via a limiting sequence of projection operators, leading to 
concepts such as “limiting eigenvalues,” “limiting completeness,” etc. This 
approach has been taken up by Browne [4] and Kallstrom and Sleeman [14], and 
earlier applied to ordinary differential equations by Faierman [IO]. 
If in addition to property (ii) the operators Aj are also Hermitian, a spectral 
theory has been given by Kallstriim and Sleeman [18]. This theory complements 
the work of Browne [6], who treated the case when a0 = 1, 01~ = 0, i = I,..., n, 
that is, the case when d, is assumed to be positive definite. More recently 
Browne [8] has extended his theory in [6] to include the case when d, has zero 
as a point of its continuous spectrum. This allows for a similar extension to the 
theory developed in [ 181. 
In the present setting, that is the case when the operators A, are self-adjoint 
and possibly unbounded, a theory has been given by Browne [7] under the 
assumption that d, is positive definite and by Kallstrijm and Sleeman [13] under 
the assumptions that 01,, = 0, the A, are positive with at least one positive 
definite and that d,, is compact relative to A, thus ensuring the spectrum of the 
multiparameter problem (when suitably defined) is discrete. 
The prime purpose of the present paper is to remove the condition 01~ = 0 
and the compactness condition required in [13]. 
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2. A FUNDAMENTAL REFORMULATION AND SOME PRELIMINARY RESULTS 
The spectral theory to be developed in this paper is based, as are the theories 
referenced earlier, on the solvability of certain systems of linear operator 
equations. Let fe D be given; we seek elementsfi E D, i = 0, l,..., n, satisfying 
the linear system of operator equations 
(2.1) 
-A;f, + 2 S;& = 0, i = l,..., n. 
j=l 
It has been established by KPllstriim and Sleeman [17] that if Ai: H+ H is 
Hermitian and continuous, then this system is uniquely solvable for all f~ H 
provided the definiteness condition (iii) above holds. Indeed, the solution is 
given by Cramer’s rule. However, in the present case when the A, are possibly 
unbounded the problem of existence of a solution to (2.1) remains open. 
In order to avoid this problem we proceed somewhat differently. First we 
make the additional assumption 
(iv) Ai: D(A$) C H, -+ Hk , i = I ,..., n is positive definite. 
That is, for all u E D(Ai) 
(0, u)i > Ci II u Ii:, some ci > 0. (2.2) 
A comparison of conditions (iii) and (iv) with somewhat similar conditions 
imposed in [13] is given in the Appendix. 
Since Ai is assumed to be positive definite it has a uniquely defined positive 
definite square root, [9], A:/‘: D(A:“) C Hi -+ Hi . Furthermore A:j2 
adjoint and D(A:i2) 2 D(Ai). Since A:/” is positive definite Aiii2 
is self- 
exists as a 
bounded operator on Hi. 
Define elements fi E D(A:/“), j = 0, l,..., n, by 
some gj E Hi , j = 0, I,..., n, j = l,..., n. (2.3) 
Note. If A;1/2 is compact then any fi E D(A:j2) may be expressed as the range 
of A;1/2 in Hi). 
With these remarks we base the spectral theory of this paper on the following 
set of linear operator equations. 
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Given any f E D1lz =def fir-, D(A:/‘) determine elements gi E D1/2, 
i = 0, l,..., n, satisfying the system 
-Igo + f ,J$-~‘~S$J;-~‘~~ = 0, i = l,..., n. 
j=l 
(2.4) 
Here I denotes the identity operator in H and Al-‘/‘, i = l,..., n, is defined 
first in terms of the resolution of the identity Ei(.) for Ai as is described by 
Dunford and Schwarz [9] and then extended to H by the construction carried 
out by Prugovecki [20]. W e a so I remark that it is unnecessary to consider the 
solvability problem for the system (2.4) at this stage. 
In analogy with (1.3) let g = gr @ ... @g, E H be a decomposed element of 
H with gi E Hi , i = l,..., n, and define operators B, 52,: H * H, i = 0, l,..., n, 
by the determinantal expansion of 
% 
Bg = f misZig = det .r ’ 
-yg A;l,2sa1A-l12gl ::: 
.n ’ 
A-l/2S A-112 
1 1n 1 g1 
i=O 
-i*g, A,“2S,,A,1’=gn ., . A-112s’ n 
A-112 
nn n gn 
(2.5) 
The operators B and Qi , i = O,..., n, may then be defined for all g E H by 
linearity and continuity. 
The definiteness condition (1.4) above is replaced by the condition (iii)’ 
B: H-t H is non-negative. 
That is, for all g E H 
or alternatively that B has zero as a point of its continuous spectrum. 
As we have remarked above, a condition similar to (2.6) has been used recently 
by Browne [S]. 
Now let A&. E B, (the bounded Bore1 sets in R,) and with E, the resolution 
of the identity for A, we see that E,(M,.) defines a spectral measure having 
values in the set of orthogonal projections on H, . Thus if M = Ml x ... x M, 
where M,. E B, , r = I,..., n, then M defines a bounded Bore1 set in R+n and 
E(M) = E,+(MJ *a* E,+(M,J defines a spectral measure having values in the set 
of orthogonal projections on H = &, Hi , 
The bilinear form [f,g] = (Bf,g) is an inner product on H under which H 
is not complete. Let i? denote the completion of H with respect to [., -1. Hence- 
forth, we shall use the notation L* to denote the adjoint with respect to (., .) of 
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an operator L densely defined in H and L+ will be used to denote the [., -1 
adjoint of L densely defined in fi. The norm in I? will be written iI1 . ,I, . 
We now turn to some properties of the operator B. 
LEMMA 2.1. B: H-t H has a unique [., .I-Hermitian extension B: i%+ I?. 
Proof. Let g E E-l. Then 
[Bg, Bg] = (B2g, Bg) = (B312g, B3/2g) 
= 11 B”/“g /I2 
= /I BB112g iI2 
G II B II2 II B”“g II2 
= /I B \I2 (B112g, B1i2g) 
= II B /I2 k,gl. 
This establishes that B has a [., .] continuous extension to Z?. The Hermitian 
character of the extension is clear. 
LEMMA 2.2. E(M): H + H has a unique [., .I-Hermitian extension E(M): 
A-+-A. 
Proof. Let g E H be a decomposed element of H, that is, g = g, @ ... ~3 g, . 
Then 
LVf) g, E(M) it-1 
010 011 
. . . 
"n 
= det (--IIElgl , -Qd (A;1'2Sl141'2.Ggl , El& -.- (A;1'2&&g, , Elgd, 
(-4&i, Eng,), (&'2&,A,1i2-%g, , JLg,,)n *a- (A,1'2&,&"2E,g, , Eng, 
Expanding the right hand side of (2.7) by its first column we have 
P(M) g, E(M) gl 
(A;1’2S,,A;1’2E,g, , El& 1.. (A;1’2S,,A;1’2E,g, , E&l 
zzz a0 det 
(A,1’2&1A,1”&gn , E,g,), --. (A,1’2S,,A,1i2E~g, , E,g,), 
(2.8) 
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where (TiEigi , E,gJl is the product of inner products of the form 
(TiE,g, 9 Eig<)f = fi (A~1’2CjA~112Ejgj ) Ejgi)i 
j=l 
if% 
(2.9) 
and Cj: H, + Hj is Hermitian and continuous. 
For the operators A; 1/2CjA;112 we have the estimate 
(A~1’2CjA~1’2Ejgj , Ejgj)j = (CjAi”“Ejgj , Ai112Ejgj)j 
< cj 11 Ai1’2Eigj lij” 
< dj j/ A;“2gj 11; 
(2.10) 
Thus using (2.10) in (2.8) we have 
[E(M)g, E(Wg] < K II 4-*‘2 g,ll,z ... Ii A,1’2gnl/; 
= m, gl* 
(2.11) 
This inequality is then extended for all g E H by linearity and continuity. Thus 
(2.11) shows that E(M) h as a continuous extension to I?. Again the Hermitian 
character of E(M) is clear. 
LEMMA 2.3. If M = Ml x 9.. x MS where each Mi is a bounded Bore1 
subset of R+ and if E(M) = El+(Ml) .‘. E,+(M,) then 
W(M) g? E(M) 8 z cw> vwf) g? E(M) d 
where C(M) > 0 and C(M) -j 0 as M---f [W+*. 
Proof. Let g E H be a decomposed element of H then E(M)g E E(M) H 
and (BE(M)g, E(M)g) is expressible as (2.7). If we let gi = A:12fi, then 
we may write 
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(2.12) 
where C,(M,), i = l,..., n, are constants -+O as Mi --+ [w+ . Thus 
WW’) g, E(M) g> b M-U (E(M) g, -WV g>. 
where y(M) -+ 0 as M + R,“. 
The proof is completed by extending this inequality, by linearity and con- 
tinuity, to the whole of H. 
LEMMA 2.4. Lim,,, ++, E(M) = I in the strong I? norm operator topology. 
Proof. Let f E fi and E > 0 be given. If g E H be such that i/if-g /~I < E, 
then 
III E(M)f - f Ill G II/ E(M)f - E(M)g III + Ill E(M)g - g Ill + Ill g - f I!! 
G 2~ + ill EW)g -g Ill . 
But II/ E(M)g - g j!j2 = 11 B II2 11 E(M)g - g iI2 + 0 as M-+ Rtn, and the 
result follows. 
LEMMA 2.5. (i) E(M)I?C H; (ii) B&C H. 
Proof. (i) Letf Efiand consider a sequencef, E H such that I//f - fn /ll+ 0. 
Then E(M)fn + E(M)f in a. Now 
III E(M)fn - E(M)fm Iii2 = (BE(M) (fn - fd, E(M) (fn -fm)) 
3 C(M) (W’4 (fn - f,), E(M) (fn - fm)). 
This shows that E(M)f, is an H-Cauchy sequence and so has an H-limit. It 
follows that this limit must coincide with E(M)f and so E(M)f E H. 
(ii) Let f E A. Then the fi-limMER+,, BE(M) f = Bf. 
(this follows from Lemma 2.4); also 
II B(E(M) - W)fl12 = (WW) - E(N)f, BWM) - E(Wf) 
< II B II WTM) - E(Wf, (E(M) - E(Wf I. 
Thus BE(M)f is an H-Cauchy sequence and so Bf tz H. 
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3. THE SPECTRAL THEORY 
Now B-l: D(B-l) C H + fi exists as a densely defined operator since zero is a 
point of the continuous spectrum of B. Also, it follows that for any f~ A, 
l&?Z(k’)f~ E(M) H C D(B-l). 
We now define operators r,, i = 0, I,..., 71 as follows: 
(i) D(rJ = {f~ I? / B-LQ$?(M)f has a [., .] limit as A!+ R+%}. 
(ii) for f~ II( rif = [., .] lim,, + n B-kQif. 
The operators ri , i = 0, I,..., n, defined in this way are fundamental to the 
multiparameter spectral theory given here. 
THEOREM 3.1. The operators ri , i = 0, l,..., n, are [., .I-self adjoint, that is, 
ry = ri . 
Proof. We begin by showing that ri is [., .I-symmetric. Let f, g E II( then 
= ~~gpirr(Jw -wY.d + Piwwf~ g - WqgN 
= ,Ijinl(E(M)f, QiE(M)g) + (QiE(M)fv g - E(“)g)) 
= ,,QT+:j(f, QiE(M)g) + (E(M)f - f7 QiE(M)L?) + (QiE(M)f, g - E(M)g)} 
since E(M) +I strongly in H 
To establish the self-adjointness of ri we proceed as follows: Let g E D(r,), i.e., 
g E Z? such that [., .] limM+R+n B-l.Q,E(M) g exists. Suppose this limit is denoted 
by g, . Then for any f E II(ri) 
= MjFImt(E(M)f, ‘PT”).L?) + (f - E(“)f, QiE(M)g)l 
= A&$Qi-w)f. JYM)‘!?) + (f - mwf? Qmwd> 
409/65/3-2 
520 B. D. SLEEMAN 
since E(M) ---f I strongly in fi (Lemma 2.4) 
Thus g E D(r,#) and ri#g = g, , that is, O(rJ _C O(I’,#). Conversely, suppose 
g E D(I’,#). Then for any f E H, E(M)f E D(Fi) and 
Consequently g E II( that is, D(F,) 1 D(I’,#). Thus D(rJ = O(r,#) and 
the proof is complete. 
Commutativity of unbounded self-adjoint operators is defined [20, p. 2611 via 
commutativity of their spectral measures. Thus, if Wi(X), i = 0, I,..., n, denotes 
the resolution of the identity for r, , we may write 
ri = 
s 
m x m,(X), i = 0, 1 ,.. ., n. (3.1) --m 
We must prove that W,(NI) lVj(N,) = kV,(IVI) W,(NJ, i,j = 0, l,..., n, 
for IV1 , N, Bore1 subsets of iw. Note that WJ.) . 1s an orthogonal projection with 
respect to [., .] and that ri is the strong limit in the I? topology of the operators 
B-Q&(M). Now let JVisM(.) denote the resolution of the identity for the 
[., .I-self adjoint operator 
y,(M) “zf B-lQ&M). (3.2) 
Note that on E(M) H, B is positive definite and so appealing to the theory of 
Kiillstrijm and Sleeman [17, 181 we know that the operators ri(M), i = 0, l,..., n, 
are pairwise commutative. Consequently 
~i.M(W wj,MwJ = w,,M(W W.MWl)> i, j = 0, I,..., n, for Nr , N, 
Bore1 subsets of Iw. A theorem of Rellich (Dunford and Schwartz [9, Ex. 37, 
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p. 12631; Reisz and Nagy [21, p. 3691) shows that as M-+ !R+” through a 
sequence of bounded Bore1 sets and for any real number a which is not an 
eigenvalue of ri 
Wi,&(- co, a)) - W,((- 03, a)) strongly. 
Thus if a and b are not eigenvalues of any of the operators ri 
From the fact that spectral projections are strongly right continuous we conclude 
that 
W,((- co, u]) W,((-co, b]) = wj((-a4 bl) wi((-~T 4, i,j=O, 1 ,***, % 
for any a, b E Iw. The extension to general Bore1 sets N1 , N, C Iw follows from 
the strong a-summability of the spectral measures. To summarize then we have 
THEOREM 3.2. The operators ri , i = 0, l,..., n, are pairwise commutative. 
As in our earlier work [18] we now appeal to the theory of functions of several 
commuting self-adjoint operators as developed, for example, by PrugoveEki 
[20, pp. 270-2851. 
Now IV,(.) is the resolution of the identity for ri , i = 0, I,..., n. If N,, ,..., A:, 
are Bore1 subsets of Iw we define 
W(N, x ... x N,) = W”(N,) ... Wn(Nn). (3.3) 
Xote that the projections IV,(.), i = 0, I ,..., n, commute. In this way we obtain 
a spectral measure IV(.) defined on Bore1 subsets of W+l which vanish outside 0 
(the Cartesian product of the spectra a(r,) of ri , i = 0, I,..., n). We define this 
set 0 C Rn~‘l to be the spectrum of the system {Ii , A~*/2SiiA;1~z}. 
If F(/\) = F(/\, , A1 ,..., h,) is a Bore1 function defined on D we can define the 
operator F(r) =F(r’,, ,..., r,) by 
(4 WV)) = If Efi I Jo I F@)l” PW).f~fl -c a>, 
(ii) forf E D(F(r)) and any g E A 
If F(h) is a bounded function then @F(r)) = A and if F(/\) is unbounded then 
F(r) is densely defined. For details of these statements we cite PrugoveEki’s 
book [20]. 
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4. EIGENVALUES AND EIGENFUNCTIONS 
A homogeneous eigenvalue is defined to be an (n + I)-tuple of complex 
numbers /\ = (h, , hi ,..., h,) for which there exists a nonzero decomposable 
element 21 = ur @ ... @ U, E H such that 
and (4.1) 
--ho& -t f XjA;1’2&jA;1’2Ui = 0, i = I,..., n. 
j=l 
If X is an eigenvalue then because of (2.6) and the self-adjointness of the Ai it is 
well known that each Xi is real. 
THEOREM 4.1. Let X E W+l be an eigenvalue and u = u1 @ ... @ u, be the 
corresponding eigenfunction. Then u E D(r,), i = 0, I,..., n, and r,u = hiu, 
i = 0, 1, . . . . n. 
Proof. Noting that E(M) = E,+(Mr) ... E,+(M,) we have 
-I?Q,E(M) + i Af-1’2S~~A:-1’2B-1SZjE(M) = 0. 
j=l 
Now with X an eigenvalue and u an eigenfunction corresponding to X 
and 
go “~(B-lQJqM) u - h,U) = 0 
-(B-‘Q,E(M) u - X,u) + f A;-1’2S;jA:-“2(B-1Q;2jE(M) u - X,u) = 0, 
j=l 
Now as M + Iw+” we have 
and 
i = I,..., n. (4.3) 
&I$ n i “i(B-Y22iE(M) u - X,u) = 0 
4 i=O 
(4.4) 
M$p+,{-(s-lQ,E(M) u - A,u) + 2 A:-1’2S~~Af-1’2(B-1SZiE(M) u - A+)) = 0. 
i-1 
To simplify matters we introduce the following notation: 
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Let Bij denote the cofactor of the element occurring in the ith row and jth 
column in the determinant of B. Thus 
Boj = cofactor of aj , j = 0, l)...) n “zf b,j , say, 
Bi,, = cofactor of -I%+, i = l,..., n “Z’b,, , say, 
Bzj = cofactor of A:-1’2S,tjA:-1’2, i,j= 1 ,...) n ““’ bij ) say. 
With this notation, we have the result (Atkinson [2, Theorem 6.4.11) 
f Bikbij = B6,+ . 
i=O 
(4.5) 
Using this result in (4.4) and taking the limit as M-t [w,” we find QJ(M) u -+ 
&Bu in Hand so 0,~ = AiBu, that is B-lQ,u = hiu and the result is established. 
The consequences of this theorem is that an eigenvalue and decomposable 
eigenvector correspond to a simultaneous eigenvector for the operators r, , 
i = 0, l,..., n. It remains, however, for the possibility of the ri , i = 0, l,..., n 
to have a simultaneous eigenvector u not of the form u = zlr @ ... @ U, . 
We are now in a position to give the Parseval equality and eigenvector expan- 
sion theorem 
THEOREM 4.2. Let f~ l?. Then 
(9 [f,fl = Jo PW9f,fl 
(ii) f .= Jo W(dX)f, 
where this integral conaerges in the norm of A. 
If, as is usual. we go over to the “inhomogeneous” concept of spectrum 
and eigenvalue, then necessarily we must have A0 # 0. That is we require 
0 $ a(r,) = u(B~~l2~). 
Now 0 E a(B-lQo) if and only if f c Z?( co) where 
A(c0) = {f EA 1 Qof = O} 
Thus if we define 
o*={hEojh,=0} 
then for the inhomogeneous concept of spectrum we have 
THEOREM 4.3. Let f E I? @ I?(co). Then 
(9 [f,fl = Jd PW>f,fl, 
(ii) f = JC-0* IV(dh)f. 
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Both theorems are proved on the basis of the observation that for 
F(h, , A, ,..., A,) = 1 we have F(I’, , r, ,..., I’,) = 1. Then from the theory of 
functions of several commuting self-adjoint operators (see Section 3), we obtain 
the results. 
For /\ = (h, , X, ,..., h,) E [Wn+l define the operators S,(X): H -+ H, i 
by 
&(A) = -A,& + i AjA;1’2SijA;1’2, i = l,..., n, 
i=l 
where 
2 a& = 1. 
We prove the following 
1 )..., n 
(4.6) 
LEMMA 4.1. h is an eigenvalue if and only if 0 is an eigenvalue of each S&l), 
i = l,..., n. 
Proof. This is an obvious consequence of our definition of eigenvalue. 
THEOREM 4.4. Suppose at least one of the spaces Hi , i = I,..., n, is in.nite 
dimensional. If each of the operators A;l: Hi -+ Hi is compact and h, # 0, then 
it is impossible for 0 to be in the continuous spectrum of each S<(X), i = l,..., n. 
Proof. Suppose each of the operators A;? H-+ Hi , i = l,..., n, is compact 
and that 0 is in the continuous spectrum of each S(X), i = l,..., n, where 
h = (A, ,...) X,) f 0. Then we can find sequences fim E Hi , with jl fi” Iii = 1, 
such that fim - 0 and S,(h) fi” -+ 0. Since Ayl is compact it follows that A;‘/’ 
is also compact (see Ahkiezer and Glazman [I, Vol. 1, p. 571) and consequently 
A;1/2SijA;1/2 is compact (since Sii is Hermitian and bounded). Thus 
A;‘/2SiiAi1J2f3int + 0 and so from (4.6) 
This shows that h,fi” --f 0 and since h, # 0 it follows that fi* + 0 which is 
impossible if at least one of the spaces Hi is infinite dimensional. 
The argument used in the proof of this theorem may be used to prove some- 
thing more. 
THEOREM 4.5. If A;l: Hi + Hi is compact and 0 is in the spectrum of each 
S,(X) then it is an eigenvalue of &(A), i = l,..., n. 
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Proof. Suppose 0 is in the spectrum of each &(A). Select a sequence fi” E Hi , 
ljfi” Iji = 1, i = I,..., n, so that 
The compactness of A;‘/’ implies that we may find an m sequence so that 
A;1/2SijA;1/2fim all converge and thus it follows that fim must converge to fi 
say as m--f CO. This yields 1) fi jji = 1 and 
and hence completing the proof. 
We now consider the multiplicity of eigenvalues. 
DEFINITION 4.1. If h is an eigenvalue we define its multiplicity to be the 
dim fi Ker --&lit + f Xj(At1’2SijA~1’2)t 
i=l / j=l I 
= dim 6 Ker --&I, + f hj(A;1’2SiiA;1’2) 
i=l ! j=l I 
= fi dim Ker 1 -&I, + gl iij(A~1’2SijA;1’2)/ 
where 
For details of these equivalences see Browne [6, Lemma 11. 
THEOREM 4.6. If A;‘: Hl -+ Hi is compact each eigenvalue has jinite multi- 
plicity. 
Proof. We need to show that dim Ker{-&I, + x:j”=, hjA;1/2SijA;1i2}, 
i=l ,..., n, with zr=, oliAi = 1, is finite. Now Ker{-AJi + Cj”=, )\iA;1/2SijA;1/2} 
is a closed subspace of Hi and so we may select an orthonormal basis eim, 
m = 1,2,..., for it. If this basis is infinite in number the arguments used in the 
proof of Theorem 4.5 show that lim,,, e,‘n exists, which is impossible, and the 
result follows. 
THEOREM 4.7. If A;? Hi + Hi is compact, eigenvectors corresponding to 
d$+rent eigenvalues are [., .I-orthogonal. 
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Proof. Let h, X’ be two distinct eigenvalues corresponding to eigenvectors 
U=Ul@..~@U~, ‘u = n1 @ ... @vn. Then 
--h,(d, qi + f Xj(A;1’2S,jA;1’2ui, w$ = 0, i = l,..., n, 
Li=l 
where we have used the self-adjointness of A;1i2S~jAi1/2. Now subtraction 
gives 
-(A, - ,y,) (& + + f (hi - A;) (A,1’2SijA;1’2ui, U$ = 0, i = I,...) n. 
j=l 
Since h # h’ it follows from these equations that 
[u, TJ] = (Bu, v) = 0. 
Our next result discusses the points of accumulation of eigenvalues. 
THEOREM 4.8. If A;? Hi + Hi is compact and A0 # 0 then the eigenvalues 
have no finite point of accumulation. 
Proof. Suppose X” = (ha”,..., hnm) is a sequence of distinct eigenvalues 
converging to h = (h, ,..,, h,) with h, # 0. Let f m = f;” @ ... @ fnm be cor- 
responding eigenvectors with [f “,f”‘] = S,,, . Again using the argument of 
Theorem 4.5 we may find an m-sequence through which f m 4 f. Then on the 
one hand [f, f] = limm+mvm, f”] = 1 while on the other 
[f,f] = J& $-gf”~f”‘l = 0. 
Thus the eigenvalues have no finite point of accumulation. 
For a given eigenvalue X = (X, ,..., X,) let us define its corresponding eigen- 
space to be the subspace of I? given by 
6,fi = 6 Ker -A& + f XjA;1’2SijA;1’2 , 
i=l j=l I 
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Theorem 4.6 shows that each &?A is finite dimensional. If we write 
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Gi = Ker /-hoIi + 5 i = l,..., 71, 
j-1 
for some eigenvalue h then Gi is a finite dimensional subspace of Hi . 
Now let Pi be the projection of Hi onto Gi and consider the operators 
P. P.A:1/2S..A~1/2: Gi -+ Gi . These operators are Hermitian in the space Gi I> z 1 23 I 
and the array. 
010 011 
. . . 
“la 
--p 
1 
p A-112‘3 A-112 
11 11 1 
p A-112s 
11 
A-112 
172 1 
is positive definite on @y=, Gi . It follows from a theorem of Atkinson [2, 
Theorem 7.4.31 that each eigensubspace has a basis of [., *I-orthonormal 
decomposable tensors. 
These remarks together with the preceding theorems result in 
THEOREM 4.9. Let A;l: Hi + Hi , i = l,..., n, exist as a compact operator. 
Then the inhomogeneous eigenvalues of the system {-Ii , A;1/2SijA;‘12) (i.e., 
X0 # 0) have nofkite point of accumulation. If h”, m = 1, 2,..., is an enumeration 
of the eigenvalues repeated according to multiplicity then there is a set of [., .]- 
orthonormal vectors h” = hlrn @ 1.’ @ h,?” such that for any f E I? @ I?(cQ) we 
have 
f = c [f, h”] h”, 
m 
where the series converges in the norm of I?. 
From the point of view of application it is convenient to work in terms of the 
operators Ai rather than their square roots. Thus if in the compact case we write 
gim = Ai112him and g = A;lj2 @ ... @ AL1i2f then we recover the completeness 
and expansion theorem of Kallstrom and Sleeman [13], namely, 
THEOREM 4.10. The inhomogeneous eigenvalues of the system {-Ai , Sii} have 
no finite point of accumulation. If h”‘, m = 1, 2,..., is an enumeration of the eigen- 
values repeated according to multiplicity then there is a set of [., .I,-orthonormal 
vectors gm = glllz 0 ... 0 gn” such that for any g E HA 0 HJco) we have 
g = c kl PI4 g”, m 
where the series converges in the norm of HA 
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In the statement of this theorem HA is the completion of H with respect to 
the inner product [f, glA = (Af, g) where A is defined by (1.3). The subspace 
HA(a) is defined as 
H,(a) = {f~ HA: d,f = 0} 
where d, is defined by (1.3). 
Finally we remark that an application of Theorem 4.10 and so of Theorem 
4.9 has been made to ordinary differential equations. The results of are to be 
found in K&tram and Sleeman [16]. 
APPENDIX 
Here ve compare condition (iii) of Section 1 and condition (iv) of Section 2 
with those imposed by Kallstriim and Sleeman in [13]. In [13] the system 
Aid = f h&d, 
j=l 
was considered under the assumptions 
i = l,..., n, (AlI 
(a) Ai is a positive self-adjoint operator in Hi with at least one positive 
definite. That is, for all ui E D(Ai), (A&, U$ >, 0 and for at least onei = I,..., n, 
(Apf, u$. > Cj // uj 11;) Cj > 0. 
(b) Let S = det{&}T , i = 1, be the determinant of the &‘s andSij = 
cofactor of Sij . Then there exists an n-tuple 01~ ,..., oi, of real numbers, not all 
numbers, not all zero, such that 
is positive definite on 
Ti = f akSik 
k=l 
$$Hk, i=l,..., n. 
kfi 
If we now form the operator A: D --f H, where D = = nT=, D(Ai+), defined by 
Au = f A,+Ti+u, 
*=1 
642) 
(A3) 
it follows from (a) and (b) that A is positive definite; indeed (A3) is equivalent 
to (1.3) if we set c1,, = 0. Thus in this respect assumption (iii) of this paper is a 
slight weakening of conditions (a) and (b) above. 
If on using conditions (a) and (b) we apply a suitable affine transformation to 
the parameters hj , i = l,..., n, appearing in (Al), then we may replace (Al) 
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by an equivalent system in which the corresponding operators Ai are all positive 
definite (this is condition (iv) of Section 2 of this paper). This procedure, in the 
case of differential equations, may be found in [16]. 
To conclude, then, we may say that the conditions imposed in [13], namely, 
(a) and (b) above, are equivalent to conditions (iii) and (iv) of this paper in the 
case ocO = 0. 
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